Abstract: This paper presents two approaches to locate the source of a chemical plume; Nonlinear Least Squares and Stochastic Approximation (SA) algorithms. Concentration levels of the chemical measured by special sensors are used to locate this source. Non-linear Least Squares technique is applied at different noise levels and compared with the localization using SA. For a noise corrupted data collected from a distributed set of chemical sensors, we show that SA methods are more efficient than Least Squares method. SA methods are often better at coping with noisy input information than other search methods.
INTRODUCTION
ccidental gas releases from industrial sites that results in dangerous chemical plumes makes the problem of tracking such plumes is extremely important. The fear of biological terrorist attacks is another motive that made this subject a hot research topic to answer the question of what is the fastest and most accurate approach to locate and track a possible chemical plume.
Plume spreading is affected by different factors. Apart from the nature of the gas and the temperature at the release point; weather conditions is the most important factor. It is impossible to track plumes without full knowledge of the weather conditions, especially the wind direction and velocity. The wind factor is included in most of the mathematical plume models in literature [1] .
Researchers use the concentration of the gas at any location to study plumes. Special sensors can measure the values of concentrations at the desired locations. The surrounding area of factories that use a certain poisoning gas is covered by a grid of sensors that are able to measure the concentration of this specific gas [1] , [2] .
In literature, many source localization techniques have been developed. In [3] , the Maximum Likelihood algorithm (MLE) is compared with the Direct Triangulation algorithm. Based on the contaminant attenuation model, they proposed a wireless sensor network (WSN) to estimate the plume source This work is supported in part by Y12. Plume Tracking is an application scenario of the INFO-D (Information Dissemination) project. location in a sensor field using the MLE algorithm and the Direct Triangulation algorithm respectively.
They showed that better accuracy using the two algorithms is achieved if the sensor nodes reach to appropriate numbers in the field.
The MLE algorithm was shown to be robust to the much noise compared with the Direct Triangulation algorithm.
In [4] , the problem of plume localization was formulated using multiple intensity sensors as the most likely sequence decoding over a fuzzy hidden Markov model. Under the assumption that each sensor has high detection and low false alarm probability, they proposed a greedy heuristic decoding algorithm with much less computational cost than Viterbi algorithm. The plume localization accuracy of the algorithm was shown to be close to the best decoder using Viterbi algorithm when tracing a single plume using randomly deployed sensors. This paper is organized as follows: Section 2 discusses mathematical models that describe dynamics of plumes. Lagrangian and Eulerian dispersion models are discussed briefly while Gaussian dispersion model is discussed in details. The main three types of chemical plumes that are classified by the nature of the gas and the temperature at the release source are also discussed.
Localizing the source of the plume is discussed in section 3. A uniform propagation of the plume is assumed and a time averaging of the measurements at the sensor nodes is performed. To estimate the source location, a nonlinear least square algorithm proposed in [7] is solved. Choosing the initial points to solve the problem is an important factor to reach the best solution faster. This nonlinear least squares approach is compared with the stochastic approximation A approach.
In section 4, a Stochastic Approximation technique is developed to estimate the source. The Stochastic approximation techniques are iterative methods that attempt to find zeros of functions which cannot be computed directly, but only estimated via noisy observations. The basic stochastic approximation algorithms were introduced by Robbins and Monro [9] and by Kiefer and Wolfowitz [10] in the early 1950s. The original work was motivated by the problem of finding a root of a continuous function , where the function is not known but the experimenter is able to take noisy measurements at any desired value of . Section 5 contains concluding remarks and future work.
PLUME MODELING
For simulation purposes, plume mathematical models are based on a mathematical description of physical and chemical processes taking place in the atmosphere. In this section, mathematical deterministic models of plumes are discussed. They can be grouped into classes based on different criteria. The spatial scale, temporal scale, pollutant type, emission source type or mathematical principles are often used. The main three models in literature are Gaussian, Lagrangian and Eulerian models [2] .
The Gaussian model is the oldest and the most commonly used model type. It assumes that the plume dispersion has a Gaussian distribution, meaning that the pollutant distribution has a normal probability distribution. Gaussian models are most often used for predicting the dispersion of continuous, buoyant air pollution plumes originating from ground-level or elevated sources. Gaussian models may also be used for predicting the dispersion of non-continuous air pollution plumes (called puff models) [6] . The Lagrangian dispersion model mathematically follows pollution plume particles as they move in the atmosphere and they model the motion of the particles as a random walk process. The Lagrangian model then calculates the plume dispersion by computing the statistics of the trajectories of a large number of the pollution plume particles. A Lagrangian model uses a moving frame of reference as the particles move from their initial location.
Lagrangian model is used to develop SCIPUFF (Secondorder Closure Integrated Puff) [5] . It is a Lagrangian plume dispersion model developed by Titan's ARAP (Research Associates of Princeton) Group that uses a collection of Gaussian puffs to represent an arbitrary, three-dimensional time-dependent concentration. The turbulent diffusion parameterization is based on turbulence closure theory, providing a direct relationship between the predicted dispersion rate and turbulent velocity statistics of the wind field. In addition to the average concentration value, the closure model also provides a prediction of the statistical variance in the concentration field resulting from the random fluctuations in the wind field. The closure approach also provides a direct representation for the effect of averaging time. SCIPUFF has been incorporated into the Defense Threat Reduction Agency's (DTRA) Hazard Prediction and Assessment Capability (HPAC) software. HPAC is utilized for planning and analysis as well as in the field by military personnel to rapidly determine consequences of dispersing chemical, nuclear and biological agents. SCIPUFF has been validated against a number of laboratory and field experiments, demonstrating its usefulness for non-military applications. It has been recommended as an alternative model by the Environmental Protection Agency (EPA) which can be used on a case-by-case basis for regulatory applications.
The Eulerian dispersions model is similar to the Lagrangian model in that it also tracks the movement of a large number of pollution plume particles as they move from their initial location. The most important difference between the two models is that the Eulerian model uses a fixed threedimensional Cartesian grid as a frame of reference rather than a moving frame of reference.
The basic 1D transport equation of a Gaussian plume dispersion is given by the following PDE [6] :
which for the solution is given by:
where the concentration c is a solution of the transport equation, M denotes the total mass per unit area in the fluid system, D is the diffusivity, v is the wind velocity. A one dimension Gaussian plume for an instantaneous source for 6 time instants is shown in Figure 2 .1.
In analogy to the 1D situation, analytical solutions can be derived for the higher dimensional cases. The generalization of the 1D normal distribution [6] for 2D is:
which is the solution of the 2D PDE [7] : The PDE that describes the 3D Gaussian plume is given by account diffusive processes, advection with a mean air flow direction (wind), and first order decay. The term diffusion here is used as an umbrella term for various processes which have in common the tendency to lower concentration or temperature gradients. Diffusion at the molecular scale can surely be neglected in the atmosphere, while variations and fluctuations at various scales within the velocity field are the cause for the observation of diffusion at a larger scale. Moreover, turbulence adds as another origin of diffusion.
NON-LINEAR LEAST SQUARES
Using the non-linear least squares technique to estimate the source of a plume is one of the easy techniques to solve the problem [7] . We assume a set of N stationary sensors that are randomly distributed at positions , , 1, … , . The plume source is located at , . If the concentration at the source is , the concentration at sensor is inversely proportional to the distance between the source and the sensor raised to some power which depends on the environment. The measured concentration at sensor is given by:
where is additive Gaussian noise with zero mean and variance while is the distance from the source, i.e.: We assume that sensor knows its location through GPS or any other localization technique. The cost function to be minimized is:
where , are the source estimated coordinates, , are the location coordinates at sensor and is the measured concentration received from sensor . The goal is to find the optimum values of , that minimize the cost function . Figure 3 .1 shows the simulation result of this technique with different noise levels. The least squares technique gives better performance at low noise channels than high noise channels. That comes from the fact that this technique does not take noise into account.
The algorithm used in this problem is the Gauss-Newton nonlinear least squares algorithm. The Gauss-Newton algorithm is a method used to solve non-linear least squares problems. It can be seen as a modification of Newton's method for finding a minimum of a function. Unlike Newton's method, the Gauss-Newton algorithm can only be used to minimize a sum of squared function values, but it has the advantage that second derivatives, which can be challenging to compute, are not required [8] .
Non-linear least squares problems arise for instance in non-linear regression, where parameters in a model are sought such that the model is in good agreement with available observations. with the increment satisfying the normal equations
Here, is the vector of functions , and is the 2 Jacobean matrix of with respect to , both evaluated at . The superscript denotes the matrix transpose. In data fitting, where the goal is to find the parameters such that a given model function , fits best some data points , , the functions are the residuals:
, .
(3.8)
Then, the increment can be expressed in terms of the Jacobean of the function f, as In order for to be invertible, we always assume that 2 , i.e. the number of measurements are always larger than the number of minimization factors, which is 2 in the case of 2D Cartesian coordinates for the plume source. So the normal equation could be solved. For a relatively small m; methods like QR factorization or Choleski factorization can be used to solve the linear equations of the unknown . Iterative methods are required when m is large. Conjugate gradient method is one choice [12] . Columns of should be independent, otherwise the iteration will fail because becomes singular in this case.
As stated earlier, Gauss-Newton algorithm can be derived also from Newton's method. For minimizing a function of parameter , the recurrence relation for Newton's method is: (3.10) where is the gradient vector of and is the Hessian matrix of , and
Differentiating the gradient elements with respect to produces the elements of the Hessian matrix.
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(3.12)
In the Gaussian-Newton method, the Hessian matrix is approximated by ignoring the second derivative terms.
(3.13)
where are entries of the Jacobean . In matrix notation, the gradient and the Hessian matrix can be written as:
Substitution into the recurrence relation above gives the operational equations:
where Conversion is expected as long as the approximation is relatively accurate; that is [7] .
STOCHASTIC APPROXIMATION
Stochastic approximation (SA) techniques are iterative methods that attempt to find zeros of functions which cannot be computed directly, but only estimated via noisy observations. The basic stochastic approximation algorithms were introduced by Robbins and Monro [9] and by Kiefer and Wolfowitz [10] in the early 1950s.
The importance of dealing with noise in the stochastic approximation approaches is shown in Figure 4 .1. Noise in the shown function leads to produce a false minimum. Using Least Squares method discussed in the previous section gives the false minimum as a result but SA gives the correct one as a result. The original work was motivated by the problem of finding a root of a continuous function , where , denotes the minimization factors , in (3.3). The function is not known but the experimenter is able to take noisy measurements at any desired value of .
An important feature of SA is the allowance for noisy input information in the algorithm. SA methods are often better at coping with noisy input information than other search methods. Moreover, the theoretical foundation for SA is deeper than the theory for other stochastic search methods with noisy measurements. In the case of root-finding SA, the noise manifests itself in the measurements of used in the search as varies. The recursive procedure in the general SA form:
, 
CONCLUSION AND FUTURE WORK
The source of a chemical plume has been located using two methods; Nonlinear Gauss-Newton least squares method and Kiefer-Wolfowitz stochastic approximation algorithm. Plume data has been generated using SCIPUFF; a well known plume model that uses multiple Gaussian plume models to generate the desired plume. It has been shown that stochastic approximation methods give more accurate results than Least Square methods when dealing with noise corrupted data. Indeed, Stochastic Approximation algorithms are derived for this purpose. Convergence of Stochastic Approximation is expected and depends on the noise variance of the data.
In our future work, we plan to localize the source of chemical plumes using some other Stochastic Approximation algorithms like Stochastic Gradient Descent algorithm [12] and The SPSA algorithm (Simultaneous Perturbation Stochastic Approximation) [13] . We will also use the results of source localization as an initial starting point in the boundary tracking process with the knowledge of the plume source location, along with all the needed data like the weather conditions and the nature of the gas.
