Abstract. Several fair queueing mechanisms based on stateless core (SCORE)/dynamic packet state (DPS) architecture have been proposed to address the scalability problem of stateful architectures. However, most of these mechanisms indiscriminatingly label every packet in edge routers while only a small fraction of the packets that come from fast flows will be dropped by core routers. Moreover, these mechanisms usually apply simple techniques to detect congestion, which makes them unable to control the queue length. In this paper, a new fair bandwidth allocation mechanism is proposed. In the new mechanism, edge routers only label the packets of long flows so that the bandwidth is preferentially allocated to short flows and the remaining is fairly allocated among the competing long flows. Furthermore, routers can keep the queue length at a reference value using active queue management (AQM) algorithm. The simulation results show that this mechanism performs well in many aspects.
Introduction
In current Internet, routers simply forward each incoming packet to its destination, regardless of which flow it belongs to. Therefore, some greedy, unresponsive flows will unfairly obtain more bandwidth than the conservative, responsive ones when congestion occurs. Such a situation will probably cause the danger of congestion collapse and the starvation of conformant flows.
The stateless core architecture, or SCORE for short, is proposed to achieve approximate fairness and reasonable scalability simultaneously. The key technique used to implement the SCORE network is the dynamic packet state (DPS), which inserts the flow state information into the header of packets. In the SCORE/DPS network architecture, routers are divided into edge routers and core routers. Edge routers maintain per-flow state and insert it into the header of the incoming packet [1] [2] [3] [4] . Core routers use the simple first-in first-out (FIFO) queueing and drop the incoming packet based on the state information carried in its header when congestion occurs.
Unfortunately, the existing mechanisms based on SCORE/DPS architecture have the following limitations. First, they label every packet passing through edge routers, which is not really necessary since only packets of high-bandwidth flows will be dropped probabilistically when the network becomes congested. Moreover, it is showed by recent measurement that most of the traffic is actually carried by a small number of flows, while the large remaining amount of flows is very small both in size and lifetime [5, 6] . So it is reasonable to just maintain the state of these minority flows that tend to occupy more bandwidth than others and label their packets. Second, these mechanisms treat short flows and long flows equally. In fact, the throughput and delay of the short-lived TCP (Transmission Control Protocol) flows will deteriorate severely when competing with the long-lived flows due to lack of sufficient packets to activate duplicate acknowledgments and the dependence on timeout to detect packet loss. Although several approaches have been proposed to deal with short flows preferentially, they cannot allocate bandwidth fairly among the competing long flows [7, 8] . Third, to the best of our knowledge, none of these proposed SCORE/DPS mechanisms applies specific approach to control the queue length, which corresponds to the queueing delay experienced by the backlogged packets.
In order to address these issues, we propose a new fair bandwidth sharing mechanism in this paper. The features of the new mechanism include simplifying the operation of routers, protecting short flows and achieving fairness among long flows. We use a well-designed AQM (Active Queue Management) algorithm, called proportional integral based series compensation and position feedback compensation (PIP), to detect congestion and control queue length [9] . So the proposed mechanism is called FPIP (fair PIP).
The rest of the paper is organized as follows. In section 2, we describe FPIP in detail, including the core router and edge router. In section 3, we evaluate the performance of FPIP through extensive simulations. Finally, we conclude in section 4.
FPIP Framework
In this section, we present FPIP, a packet labeling and queue management mechanism that significantly simplifies the operation of routers without affecting the performance by taking into account the ubiquitous heavy-tailed distribution of the Internet traffic.
We apply the network model comprised of edge routers and core routers. For each active flow, the edge routers maintain a traffic counter that tracks how many bits have been observed so far and determine whether the flow is short or long. When a packet comes from a short flow, the traffic counter of the flow increases. Otherwise, the flow rate is estimated and inserted into the header of the packet. The routers estimate the aggregate arrival rate of short flows and the number of active long flows, and then calculate the fair share based on them. In addition, a notable feature of FPIP is the use of AQM algorithm in detecting congestion and controlling the queue length, from which the delay-sensitive applications such as Web or Telnet can benefit.
Estimating the Flow Arrival Rate
To protect short flows, we should distinguish them from long flows at first and then decrease their loss rates. In our mechanism, the edge router maintains a traffic counter for each active flow, which is used to record the number of the bits sent by this flow.
Once the traffic counter exceeds a certain "bit threshold", noted as bitThresh, the flow will be considered long. Otherwise, it is considered short. For the long flows, the edge routers estimate their arrival rates and label their packets. Instead, for the short flows, only their traffic counters increase.
We use the exponential averaging formula to estimate the long flow arrival rate. 
where is the length of the k k i l th arrival packet of flow i and K r is a constant.
Estimating the Aggregate Arrival Rate of Short Flows
To calculate the bandwidth that can be allocated to long flows, we should estimate the aggregate arrival rate of short flows at first. For each arrival packet, the router checks its label to see which kind of flow it comes from. If the packet label equals to zero, the packet is thought of as coming from short flow. Let l be the length of the arrival packet and t ∆ be the inter-arrival time of the consecutive packets that come from short flows. 
where K s is a constant.
If the label of the arrival packet is greater than zero, the packet is thought of as coming from long flow. sRate is also updated according to (2) , where l equals to zero.
By doing so, sRate will reflect the real aggregate arrival rate of short flows even if there have been no packets from short flows for a long period of time.
Now, the bandwidth that can be obtained by long flows is readily available:
Estimating the Number of Active Long Flows
In FPIP, the routers calculate the fair share rate based on two variables: the bandwidth allocated to long flows and the number of the active long flows (Nactivel). The former has been determined easily, while the latter is a lot harder to estimate. Several approaches have been proposed previously to address this issue [10] [11] [12] . Since these approaches are motivated by some specific goals, none of them can be copied here.
In this paper, we introduce a new method to estimate the number of the active long flows. According to our method, the router is required to maintain a state table for tracking the arrival time (denoted by prevtime) of the packet that has lately arrived from each long flow. For each arrival packet, if its label is greater than zero, the prevtime of the corresponding flow in the state table is checked. If it equals to zero, the number of active long flows increases and the prevtime is set to the current time. Otherwise, only the prevtime is replaced by the current time. In order to estimate the number of the flows sharing the bandwidth during a longer period of time rather than that of the flows currently having packets in the buffer, the flow table is not updated when there is packet leaving the queue. Instead, it is updated periodically with a constant frequency, which can be viewed as a background task, for it is shifted from the high-speed data-forwarding path. When the update timer expires, entries of the table are checked one by one. If the interval between the current time and the prevtime of a flow is greater than a certain threshold (Tn), which means there is no packet from that flow in the last Tn time units, the flow is considered terminated. Thus, Nactivel is reduced and the prevtime of the flow is reset to zero.
Estimating and Adjusting the Fair Share Rate
The problem of the fair bandwidth sharing occurs along with the presence of the network congestion, and the estimation of the fair share rate depends further on it.
Therefore, it is of great importance to correctly detect congestion. In this paper, we apply AQM algorithm in congestion detection for the following reasons: (1) The packet drop probability calculated by AQM is a good representation of the congestion degree; (2) AQM algorithm is able to detect congestion and control queue length simultaneously. In our mechanism, we use a robust AQM algorithm called PIP [9] .
The packet drop probability p(k) determined by PIP is regarded as a measure of congestion. When p(k) is greater than a random variable, it is likely that the link is congested and the fair share rate (R fair ) should be calculated. Let the capacity of the output link be C. Suppose sRate is less than C. R fair is calculated as
When p(k) is less than a random variable, the link is considered uncongested. To avoid under-utilization of the link, when the estimated rate of the accepted traffic (cRate) is less than the output link capacity C, the fair share rate is adjusted as follows
The accepted rate is also estimated by exponential averaging:
The implications of the parameters in (6) are similar to those in (1). Now, the incoming packet of the long flow will be dropped with the following probability
Simulations
In this section, we use NS simulator to evaluate the performance of FPIP and compare with CSFQ and RED [13] . In the simulations, we use the network topology with multiple congested links shown in Fig.1 The TCP flow achieves more bandwidth under FPIP than that under CSFQ. Fig.3 shows the queue dynamics in router r under CSFQ and FPIP when the number of the congested links is 5. For CSFQ, the queue length of each router is about 300 Kbytes in steady state, while for FPIP, the queue length is 25 Kbytes.
In the second experiment, the TCP flow is replaced by a UDP flow (denoted by UDP0 in Fig. 1 ) sending at its fair share rate 1.67 Mbps. Fig. 4 shows the normalized bandwidth achieved by UDP0. Similarly, RED has the worst performance. FPIP performs slightly better than CSFQ.
In the last experiment, a Web flow traverses all the congested links. 
Conclusions
In this paper, we present a new fair bandwidth allocation mechanism called FPIP. By labeling only the packets of long flows at edges, the mechanism greatly reduces the amount of flow state required and the processing done on it. In the core of the network, routers only drop packets from long flows with probability, while short flows will not be dropped as long as the capacity of the output link will satisfy their bandwidth demand. Furthermore, to provide low delay service, the core routers apply AQM mechanism to detect congestion and control queue length, which is beneficial to the adaptive flows and delay-sensitive applications. The results of simulations show that FPIP can obtain approximate fairness among long flows, keep queue length at a desired value and reduce the response time of Web flows.
