Let G be a graph with order n and G its complement. Denote by (G) the minimum real root of the adjoint polynomial of G. Two graphs G and H are chromatically equivalent if and only if G and H are adjointly equivalent. G is chromatically unique if and only if G is adjointly unique. In this paper, we give a method to determine all chromatic equivalence classes of a graph G with (G) > − 4, by using some results on the minimum real roots of the adjoint polynomial of G. Moreover, we obtain a necessary and sufficient condition for those graphs that are chromatically unique.
Introduction

All graphs considered here are simple graphs. For a graph G, let G, V (G), E(G), (G), (G), and P (G, ),
respectively, be the complement, vertex set, edge set, order, chromatic number and chromatic polynomial of G. Let K n , P n and C n be the complete graph, path and cycle of order n, respectively.
For a graph G and a positive integer k, a partition {A 1 , A 2 , . . . , A k } of V (G) is called a k-independent partition in G if each A i is a non-empty independent set of G. Let (G, i) denotes the number of i-independent partitions in G. Then
where ( ) i = ( − 1) · · · ( − i + 1) for all i 1 (see [9] ).
Two graphs G and H are said to be chromatically equivalent (or simply -equivalent), symbolically G∼ P H , if P (G, ) = P (H, ). It is clear that the relation ∼ P is an equivalence relation on the family of graphs. The chromatic equivalence class determined by G under ∼ P is denoted by [G] P . A graph G is said to be chromatically unique (or simply -unique) if [G] P = {G}. It is an interesting problem to determine [G] P for a given graph G. The employment of the adjoint polynomial to study the chromaticity of certain families of dense graphs have been found fruitful by several authors. In [12] , Ye where a and b are any nonnegative integer, l i is even, u i 3 and u i = 4 (mod 5) for all i. In this paper we shall generalize these results. For this purpose, we introduce the adjoint polynomial of a graph G (or the -polynomial of G). Definition 1.1 (Wagner [10] and Liu [5] ).
The -polynomial was introduced by Korfhage [4] (in a slightly different form, actually, his definition of thepolynomial is equivalent to what we denote by (G, x)/x (G) ) and is a special case of the 'partition polynomial' considered by Wagner [10] . The adjoint polynomial was introduced by Liu [5] and is a special case of the F -polynomial considered by Farrell [3] . It is obvious that h(G, x) = (G, x) for a graph G. Hence, in this paper, we shall use the adjoint polynomial rather than -polynomial.
Two graph G and H are said to be adjointly equivalent, symbolically
A graph G is said to be adjointly unique if [G] = {G}. We have the following theorem (see Dong et al. [1] ).
Hence the goal of determining [G] P for a given graph G can be realized by determining [G] . For convenience, we simply denote h(G, x) by h(G). Meanwhile, we introduce some further notation. Denote by D n the graph obtained by identifying a vertex of C 3 with one end-vertex of P n−2 . Let T i,j,k be a tree with one vertex of degree 3 and three vertices of degree 1, in which the distances from the vertex of degree 3 to vertices of degree 1 are i, j and k, respectively. For a vertex v of a graph G, we denote by N G (v) the set of vertices of G, which are adjacent to v. For two graphs G and H , G ∪ H denotes the disjoint union of G and H , and mG stands for the disjoint union of m copies of G. Let (f (x), g(x)) denotes the greatest common factor of f (x) and
Let (G) denote the minimum real roots of the adjoint polynomial h(G, x). In [13] , Zhao, et al., gave a characterization of all connected graphs G with (G) − 4. In this paper, we determine [G] P for each graph G with (G) > − 4. As a corollary of this result, we establish a sufficient and necessary condition of chromatic uniqueness of a graph G with (G) > − 4, and many results of chromatically unique graphs are generalized.
Some lemmas
Lemma 2.1 (Liu [5, 6] 
For any edge e = uv of a graph G, the graph G * e is defined as follows: the vertex set of G * e is V (G * e) = {V (G)\{u, v}} ∪ {x}, and the edge set of G * e is E(G * e) = {e ∈ E(G)|e is not incident with u or v} ∪ {xy|y ∈ N G (u) ∩ N G (v)}, where x does not belong to V (G). [2] and Liu [6] (
Lemma 2.2 (Du
Proof. (1)- (3) can be found in papers [5] and [6] . By Lemma 2.2, we have
Thus these results are easily checked.
Lemma 2.5 (Dong et al. [1]). (1) For any positive integer k, the zeros of h(P n , x) are:
(2) For any integer n 4, the zeros of h(C n , x) are: (2) For any integers m( 3) and n( 2), the non-zero roots of both h(P n ) and h(C m ) are single.
It is obvious that h(P 2n
Lemma 2.7.
. Table 1 The connected graphs G ∈ with (G) = (P i ), where i denotes a positive integer
Proof. By Lemma 2.5, we have (1). Comparing with the minimum real roots of both sides of (1)- (10) in Lemma 2.4, we have (2)- (10) . The proof of Lemma 2.7 is complete.
The above identical relations in Lemma 2.7 imply all connected graphs G ∈ with (G) = (P i ), where i denotes a positive integer. Thus, for all connected graph G with (G) > − 4, we can arrange them according to the minimum real roots (G)(see Table 1 ). In fact, by the above Lemma 2.7(1)- (10), we know that only P 2n , (n = 2) (or P 3 ) in with (P 2n ), (n = 2)(or (P 3 )), only P 2m−1 , C m and T 1,1,m−2 in with (P 2m−1 ), where 2m − 1 = 5, 7, 11, 17, 29. Similarly, the connected graphs of set with (P 4 ) (resp., (P 5 ), (P 7 ), (P 11 ), (P 17 ) and (P 29 )) can be found in Table 1 .
Lemma 2.9.
. By Lemma 2.4(1) and (7), we get (x + 2)|h(P 7 ) and (x + 2)|h(P 11 ). Then (x + 2) h(P i ), where 2 i 10 and i = 3, 7. (In fact, by the recurrence relation h(P n+1 ) = x[h(P n ) + h(P n−1 )], there is at most one of h(P n+1 ), h(P n ) and h(P n−1 ) is divisible by x + 2, otherwise x + 2 is a factor of each h(P i ), which is a contradiction). Since −2 is not the roots of h(C j )(j = 3, 4, 5), h(T 1,1,1 ), and h(D l )(l = 4, 5) by the proof of Lemma 2.4. Thus (2) holds by Lemma 2.4(2).
(3) Since h(P 5 ) = x 2 (x + 3)h(P 2 ). Then by Lemma 2.4(1), (8) and (10), we have (x + 3)|h(P i ), where i = 5, 11, 17, 23, 29. And, by Lemma 2.2 and h(P n+1 ) = x[h(P n ) + h(P n−1 )], we deduce that
Thus, we get that (x + 3) h(P i ), where 2 i 28 and i = 5, 11, 17, 23.
Therefore, (x +3) h(C j ), (3 j 14, j = 9) by Lemma 2.4(1), (4) and Lemma 2.6(2), (x +3) h(T 1,1,k ), (2 k 12, k = 7) by Lemma 2.4(2), (x +3) h(D l ), (4 l 7) by Lemma 2.4(6)-(8), (10) and Lemma 2.6(2), and (x +3) h(T 1,2,t ), (2 t 4) by Lemma 2.4(3). (4) Since h(C
, (n > 4) and (x 2 + 5x + 5)|h(C j ), (j = 5, 15) by Lemma 2.4(10). Then we have (x 2 + 5x + 5) h(C j ), (j = 3, 4, 6, 7, 13, 14). Also, by Lemma 2.2 and h(C n+1 ) = xh(C n ) + xh(C n−1 ), we deduce that
Thus, we have (x 2 + 5x + 5) h(C j ), where j = 8, 9, 10, 11, 12. Therefore, (x 2 + 5x + 5) h(P i ), (2 i 28, i = 9, 19) by Lemma 2.6(1) and Lemma 2.4(1), (
by Lemma 2.4(6)- (8), (10) and Lemma 2.6(2), and (x 2 + 5x + 5) h(T 1,2,t ), (2 t 4) by Lemma 2.4(3).
Main result and proof
By Lemma 2.4, we have the following 12 adjoint equivalence relations, which we will refer to the adjointly equivalent bridges:
Two graphs G and H (with (G) >−4 and (H ) >−4)
are said to be fundamental adjoint equivalence, symbolically G ≈ H , if H can be obtained from G by using the above 12 adjoint equivalence bridges successively.
Our main results are the following theorem.
Theorem 3.1. For any graphs G with
(G) > − 4, then [G] 1 = [G].
Proof. Applying induction on (G).
Let H be a graph such that H ∼ G. Since (G) > − 4. Then there exists P i such that (G) = (P i ) by Lemma 2.3 and 2.7, where i denotes a positive integer. Thus, we distinguish with the following fifteen cases according to (P i ) (refer to Table 1) :
By comparing the number of vertices, we have H = sK 1 . Thus H ≈ G.
Case 2: (G) = (P n ), (n = 2, 3). There must be a connected component P n in G.
Case 3: (G) = (P 4 ). There must be a connected component
Case 4: (G) = (P 5 ). There must be a connected component
By the induction hypothesis, we have H ≈ G. 
By Lemma 2.9(1), H 2 must have a connected component P 2 . Thus
where
It is similar to case 2. The proof is omitted.
. There must be a connected component in G belonging to the set
By the induction hypothesis, we have H ≈ G.
It is similar to case 2. The proof is omitted. Case 8: (G) = (P 9 ). There must be a connected component in G belonging to the set {P 9 , C 5 , T 1,1,3 }. Note that P 9 ≈ C 5 ∪ P 4 and
Case 9: (G) = (P 10 ). It is similar to case 2. The proof is omitted. Case 10: (G)= (P 11 ). There must be a connected component in G belonging to the set {P 11 , C 6 , 
Since h(P 3 ) = x 2 (x + 2). By Lemma 2.9(2), there must be a connected component P 3 , or 
Case 12: (G)= (P 17 ). There must be a connected component in G belonging to the set {P 17 , C 9 , T 1,1,7 , D 6 , T 1,2,3 }.
By the induction hypothesis, we have H ≈ G. In fact, if H ≈ sD 6 ∪ H 2 , where s( 1) is the multiplicity of (P 17 ) in h(G) and (H 2 ) > (P 17 ). By Lemma 2.7, each connected component H of H 2 belongs to the set
. By Lemma 2.9(3), There must be a connected component (3 j 14) ,
. By Lemma 2.9(4), there must be a connected component
By h(P 5 ) = (x + 3)(x 4 + x 3 ) and Lemma 2.9(3), there must be a connected component P 5 , or P 11 (≈ C 6 ∪ P 5 ), or P 17 (≈ C 9 ∪ P 8 ), or P 23 (≈ P 5 ∪ C 6 ∪ C 12 ), or C 9 , or T 1,1,1 , or T 1,1 Proof. By Lemma 2.4, the necessity is clearly true. We prove just the sufficiency. If G can be reduced by the 12-adjointly equivalent bridges, then G cannot be transformed by the bridges. Therefore G is adjointly unique.
Corollary 3.3. For any graphs G with (G) > − 4, G is chromatically unique if and only if G is the graph described in Corollary 3.2.
Remark. It is easy to see that all the chromatically unique graphs exhibited in [1, 2, 7] and many of chromatically unique graphs exhibited in [6, 8, 11] are special cases of this corollary.
