Abstract
Introduction
Generalized Procrustes Analysis (GPA) was introduced and popularized by Gower (1975) . It is used for the analysis of sensory profiling data obtained by means of free choice profiling or fixed vocabulary profiling (Arnold and Williams, 1986 ; Dijkterhuis and Gower, 1991) . However, a wider use of GPA is impeded by the fact that this statistical method involves sophisticated computations and the practitioner needs specialized software which may not be available for reasons of cost or computing environment. As a by-product, the use of free choice profiling procedure is also hindered.
A simple alternative to GPA is discussed in this paper. A noteworthy feature of this method is that it can be performed using many standard software packages. The method involves simple statistical pre-treatment in order to determine isotropic scaling factors associated with the assessors and, in a second step, Principal Components Analysis (PCA) is carried out on the matrix formed by merging the scaled data sets associated with the assessors.
This PCA allows pictorial representations of the products and the interpretation of the principal components is undertaken by considering their correlations with the assessors' attributes.
The method of analysis discussed herein is compared with GPA on the basis of two data sets obtained respectively by means of fixed vocabulary and free choice profiling. It turns out that the outcomes of both methods compare fairly well. This may encourage practitioners in sensory analysis to use this alternative method. Also, it is believed that this alternative method will shed some light on GPA, therefore enhancing its understanding.
We also discuss a significance test which enables the person analysing the data to assess whether the overall configuration of the products is meaningful. This test is based upon the procedure discussed by Wakeling et al (1992) within the context of GPA. It should be pointed out, however, that the significance test involves extensive computations.
Sensory profiling data and GPA
The sensory profiling (free choice or fixed vocabulary) of n products by m assessors results in matrices X 1 , X 2 ,... X m , where the rows refer to the products, and the columns to the attributes. Throughout this paper, it is assumed that the configurations are column centered therefore removing the effect of judges scoring at different levels of the scales. Column centering consists in subtracting from each entry of each data set the average of the corresponding column.
The different stages in GPA make it possible to eliminate some types of variations between assessors (Arnold and Williams, 1986 ). These stages involve (i) the determination of isotropic scaling factors which adjust for differences in range of scoring and, (ii) the determination of optimal rotations in order to match as closely as possible the assessors' configurations. Eventually, a group average configuration is derived.
An alternative procedure to GPA
The scaling of the configurations entails a standardization of the configurations in order to adjust for variations among assessors in range of scoring. This problem is generally solved by multiplying each assessor's data table by a positive scalar. The following isotropic scaling factors α i (i = 1, 2,..., m) achieve such objective : The division by t i is intended to put all the configurations on the same footing as the sums of squares become equal for all the data sets. The multiplicative constant T is simply introduced in order to allow direct comparison with the isotropic scaling factors obtained by means of GPA, as the scalar α i given above are subjected to the same constraint as in GPA, namely :
The isotropic scaling factors α i (i = 1, 2,..., m) stand as standardization factors. It is worth noting that in GPA, the isotropic scaling factors also take into account the performance of the assessors. As discussed by Collins (1992) and Qannari et al (1997) , the isotropic scaling factors in GPA enable, in addition to standardizing the configurations, the assessors to be The following property will enhance the understanding of the method as it shows that the analysis outlined herein is based on the same premises as GPA. Assume that X 1 , X 2 ,... X m are actually scaled and rotated configurations of the same configuration X, that is, X i = c i XR i , where c i is a scalar and R i is a rotation matrix. Then, the analysis discussed in this paper leads to the same principal components as X (except for a multiplying factor). This means that the analysis exhibits in this case the common dimensions to all the data sets. Details of this feature are given in the appendix.
It is worth noting that a PCA of the merged data sets has been advocated by several authors as a strategy for the simultaneous analysis of multiple data sets (Levin, 1966 ; Jaffrenou, 1978) . Kiers (1991) shows how several statistical methods amount to performing a PCA on the merged data set. In particular, the STATIS method (Lavit et al, 1994 ; Schlich, 1996 ; Qannari et al, 1997) fits within this framework. This procedure of determination of a group average configuration involves heavy computations and, similarly to GPA, it exhibits scaling factors that take account of the differences in the range of scoring as well as of the performance of the assessors. Qannari et al (1995) discussed a hierarchy of three models for analyzing sensory data. The first model leads to a PCA on the merged data sets, whereas the second and third model lead respectively to the STATIS model and to an alternative to INDSCAL (Carroll and Chang , 1970) . Schlich (1996) suggested without further development the idea of pre-scaling the configurations and performing a PCA on the merged scaled data sets as a means to analyze sensory profiling data. Escofier and Pagès (1984) also developed a method under the acronym AFM (Analyse Factorielle Multiple) which bears some similarity to the method outlined herein. This method involves two steps. In the first step, the data sets X 1 , X 2 ,..., X m are normalized such that the first principal component in each data set explains the same amount of inertia (total variance). This is achieved by dividing each matrix X i (i = 1, 2,..., m) by the square root of the largest eigenvalue of matrix i T i X X (covariance matrix). The second step in AFM consists in performing a PCA on the merged scaled data sets. This prescaling procedure although based on an intuitively sound basis may not be appropriate in situations where an assessor describes the products using a high dimensional space and where these dimensions have almost the same variances. Such a configuration may be obtained by a random generation of numbers. In this case, the isotropic scaling factor associated with the considered assessor is approximately p , where p is the number of dimensions. Therefore, it appears that this isotropic factor tends to favor the considered assessor in the process of computing a group average configuration. Our approach which is also based on a PCA of the merged data sets exhibits isotropic scaling factors which, in addition to being easily computable and easily interpretable, are put on the same footing as the isotropic scaling factors in GPA in order to allow straightforward comparison of the methods. We also point out the connection between our approach and GPA by outlining a property which is discussed above and in detail in the appendix. Furthermore, a significance test to assess the relevance of the overall configuration is provided in the next section.
Significance test
The purpose of the significance test suggested herein is to assess whether the overall configuration obtained by means of PCA on the merged data sets is meaningful. This test is based upon a simulation study. The permutation procedure suggested by Wakeling et al (1992) within the context of GPA is considered. A set of m new data tables is obtained by randomly permuting the rows of the original data sets and the analysis outlined above is carried out. Note that the permutation procedure consists in exchanging (for each assessor independently) the whole rows of the data matrix. This leaves the correlation structure between the descriptors used by the same assessor unaltered, it only influences the structure of the products.
This process is repeated N (say N=100) times and at each time a loss function is computed. This loss function is discussed further in the appendix. It expresses how far the overall configuration is removed from the simulated configurations. The empirical distribution of this loss function is drawn and the loss function corresponding to the original data tables is compared to this empirical distribution. This simulation study can be simplified by considering that the isotropic scaling factors are unchanged by permutation of the rows of the original data sets as the variances of the variables (columns of the original data sets) remain the same.
Examples
To illustrate the method outlined in this paper, two sets of sensory profiling data are analyzed. The first data set is obtained by means of the fixed vocabulary profiling procedure with untrained students. The experiment was designed as a circular-balanced, complete block design with 16 assessors, see e.g. Kunert (1998). However, 3 assessors backed out, so there was no circular-balance in the experiment. The experiment had a run-in period. In the run-in period, each assessor received the same beer that he/she were to test as the last one. They were told that this run-in-beer must not be evaluated. They also knew that this beer would come again as the last one. The panelists assessed 5 German beers by scoring each product on a unstructured line scale for 4 attributes : 'bitterness', 'intensity of yeast taste', 'fruity' and 'strength'. The variables were deliberately chosen to have a broad and not very clear meaning.
The experiment was intended to illustrate and compare several statistical methods (GPA, ANOVA, …). Table 1 gives the isotropic scaling factors associated with the assessors. It also gives the isotropic scaling factors obtained by means of GPA. The scaling factors derived from both methods are in good agreement.
Table 1 (about here)
In a second step, each configuration was multiplied by its corresponding scaling factor and a PCA was performed on the table obtained by merging all the data sets. The positions of the samples relative to the first two principal components are depicted in figure 1a . The same configuration obtained by performing GPA is given in figure 1b . The two figures are very similar.
Figure 1a and figure 1b (about here)
A significance test was performed by undertaking a simulation study. At each stage, new data sets are obtained by permuting randomly and independently the original scaled data sets, and a loss function is computed (see appendix). Figure 2 gives the empirical distribution of the loss function after 100 simulations. The loss function for the original data sets is equal to 6.53, which indicates that the performance of the assessors was very poor because the loss function is of the same magnitude as the loss function obtained with " random " data. This is not surprising because the assessors in this experiment were not trained and most of them took part in a sensory experiment for the first time. The permutation test (Wakeling et al, 1992) was performed in order to assess whether the consensus obtained by GPA was meaningful. It led to the same conclusion.
Figure 2 (about here)
The second set of data was obtained from an experiment involving free choice profiling.
The data are discussed by Dijksterhuis and Punter (1990) . They are also used by Dijksterhuis and Gower (1991) to illustrate GPA. Seven assessors profiled eight yogurts (labelled 1, 2,...,
8).
The data are analyzed by the method discussed in this paper and the outcomes are compared with those of GPA. The isotropic scaling factors obtained by both methods (table 2) are in good agreement.
table 2 (about here)
The data sets were scaled and merged into one super-matrix on which a PCA was performed. The 8 yogurts are depicted in figure 3a on the basis of the first two principal components. Similarly, figure 3b gives the configuration of the yogurts on the basis of the first two principal components of the group average configurations obtained by means of GPA. It is clear that the graphical displays are similar.
Figure 3a and figure 3b (about here)
A permutation test was performed on the yogurt data. Figure 4 gives the empirical distribution of the loss function after 100 simulations. The observed value of the loss function for the original data sets is equal to 0.99, which indicates that the overall configuration of the products is highly significant. The same conclusion was drawn from a permutation test performed on the consensus obtained by means of GPA (Wakeling et al, 1992) .
Figure 4 (about here)

Conclusion
The method of analysis discussed in this paper can be recommended as an alternative to GPA. Its rationale is easy to grasp and it does not need specific software packages. Although it is very simple, this statistical method enables the practitioner to cope with the different variations in scoring among the assessors and to analyze data obtained by means of free choice profiling.
Appendices
A theoretical property of the consensus
Given a centered matrix X (the true structure of the data) and m centered matrices X 1 , X 2 ,... X m , (the assessments of the judges), which are influenced by rotation and individual scaling factors, such that :
, where c i is a scalar and R i is a rotation matrix e. g. R i R i T = I (I being the identity matrix and R i T the transpose matrix of R i ).
We prove that the analysis outlined in the paper leads to the same consensus as the matrix X (except for a multiplicative constant). 
