One of the primary problems with computing clusters is to ensure that they maintain a reliable working state most of the time to justify economics of operation. In this paper, we introduce a model-based hierarchical reliability framework that enables periodic monitoring of vital health parameters across the cluster and provides for autonomic fault mitigation. We also discuss some of the challenges faced by autonomic reliability frameworks in cluster environments such as non-determinism in task scheduling in standard operating systems such as Linux and need for synchronized execution of monitoring sensors across the cluster. Additionally, we present a solution to these problems in the context of our framework, which utilizes a feedback controller based approach to compensate for the scheduling jitter in non realtime operating systems. Finally, we present experimental data that illustrates the effectiveness of our approach.
Introduction
Reduced cost of commodity computers and the advent of high capacity networks have made cluster computing economical. Clusters are used for solving complex problems that traditionally required the use of a supercomputer [8, 3] . Their advantage lies in the ubiquity of their componentscommodity computers interconnected using high-speed networks such as Myrinet [22] and Infiniband [14] . This in turn delivers high performance computing at a fraction of price associated with supercomputers. However, only applications that can be parallelized by splitting into a number of smaller job-units can truly reap their benefits.
Several such large computing clusters are maintained at Fermi National Accelerator Laboratory (FNAL), some of which are primarily reserved for solving lattice quantum chromodynamics (LQCD) computations 1 (see table 1 ). LQCD is a challenging field of study that employs largescale numerical calculations in order to extract fundamental parameters of the standard model of nuclear physics from experiments [11] . One of the primary problems with clusters is to ensure that they maintain a working state most of the time to justify economics of operation. Unfortunately, reliability is not a prime design consideration for the hardware, operating systems, and middleware in commodity computers that are often built for higher performance per dollar. However, when these computers are used together in a cluster, reliable operation is expected.
Large analysis campaigns like the ones involved in LQCD are composed of a number of inter-dependent tasks that have to be successfully performed to complete the full workflow 2 . In such cases, failure of even a single node can halt progress on all nodes assigned to the job, resulting in loss of both time and money. These failures can be (but not limited to) power outages, hardware failures, nonresponsive job-units, or even ambient cooling failures.
While applications can be written to be fault-tolerant, the development cost will be significantly greater and the performance lower. Instead, these applications are constructed for absolute performance. When hardware failures occur, an application-specific set of tasks have to be done. For some LQCD jobs, for example, the distributed job is killed and restarted from a checkpoint. If done manually, this approach can be expensive, slow to respond, and limit scalability. Instead, an autonomic approach is required that can ensure that the resources of the cluster are used to best possible extent and achieve the best possible start to completion ratio of jobs, even in the presence of hardware/software failures. Such a system will also improve response time in problem solving.
Figure 1. Overview of SCARF
The Scientific Computing Autonomic Reliability Framework (SCARF), being developed by our research group for the LQCD computing clusters, is one such framework. Fig.  1 illustrates its conceptual architecture. The monitoring and mitigation portions of SCARF are based on the hierarchical Reflex and Healing (RH) framework, presented in [6, 18, 23, 20] . The basic components of this framework are distributed monitoring units, fault-mitigation units and a system wide planner for dealing with resource reallocation in case of severe failures. The primary monitoring units are sensor programs that execute periodically and ondemand across all nodes in the cluster. On the top is a design environment for deploying analysis campaigns and setting up monitoring and mitigation policies. The algorithm and components for the resource reallocation for a workflow have been presented in [19] . SCARF is a model-based reliability framework. It relies upon the use of a model-based specification of workflows, jobs, cluster resources and important monitoring parameters. It also provides for specification of models of mitigation policies based on a well-defined model of computations, along the same lines as those presented in [6] . Furthermore, it allows the realization of the monitoring and mitigation constituents of the framework using model transformations [12] .
In this paper, we will present the monitoring portion of this framework. Primarily, the focus of this paper is concentrated on two main problems that affect SCARF's performance. We can summarize them as follows:
1. Operating systems such as Linux, widely used in cluster environments, are designed for good average performance rather than worst-case performance. This leads to a non-deterministic task scheduling, which in turn causes any periodic job running on that node to accrue jitter between the expected start time and the actual start time. This jitter has detrimental effect on cluster management systems as they depend on periodic sampling and correlation of health status data from every node in the cluster. We will discuss this problem further in section 4.1.
2. Synchronization between the various periodic sensor programs running across the cluster is necessary to ensure execution of all instances happen at the same time on all nodes. This is required to prevent the worst-case scenario where a parallel application, waiting for synchronization across multiple nodes of the cluster, can be blocked forever. This can happen if at any time at least one of the nodes required for synchronization is not ready as it is executing the sensors of the reliability framework. This problem will be explained in further detail in section 4.2.
It should be mentioned that these problems are generic in nature and will affect any reliability framework designed for large clusters. In the latter half of this paper, we will present solutions to these problems by (a) using a discrete event based sensor scheduler, and (b) employing a feedback controller based approach that compensates for the scheduling jitter in non-real-time operating systems. Additionally, we will also present experimental data that illustrates the effectiveness of our approach.
Related Research
Generalized frameworks are being increasingly used to monitor the health and status of cluster resources. Early tools such as ClusterProbe [13] concentrate on per node monitoring and visualization without considering the health of the cluster as a whole.
Many monitoring tools have been developed at centers for supercomputing at the national laboratories. NetLogger [9] was developed at the Lawrence Berkeley National Laboratory and provides high performance event logging channels for capturing status messages across clusters into a centralized location. The Monitoring and Managing Multiple Clusters (M3C) [2] was developed at Oak Ridge National Laboratory, which provides a web-based GUI administration tool that allows a human administrator to monitor parameters across a federation of clusters on demand. Further developments of cluster management systems include the Java Agents for Monitoring and Management (JAMM) [25] system that was developed at Lawrence Berkeley National Laboratory to facilitate monitoring of more dynamic configurations of cluster environments using a publisher/subscriber methodology. These frameworks were tailored for centralized, human-in-the-loop management of clusters but little investigation was done to provide autonomic monitoring and control of cluster computing environments.
OVIS [1] uses a more complex statistical method to deduce models for a cluster's baseline status and provides a mechanism for automatic detection of early failures based on a node's conformity to those models. However, the computational costs of this approach are intensive, and can have a detrimental effect on the available cluster resources. Other tools such as the RVision [7] monitoring system have been investigating the effects of the monitoring framework on the performance of the cluster. Metrics for measuring how the RVision monitoring system interferes with the performance of hosted cluster applications is given by Ferreto in [7] . While the results were promising, no special consideration was given to mechanism for ensuring that the monitors do not interfere with the applications. Moreover, no consideration is given to the necessary failure mitigation portions of a truly autonomic monitoring and control framework.
In recent years, many modern frameworks such as Ganglia [17] , Nagios [10] have been undergoing development. These frameworks are very well suited toward cluster monitoring and even simple control, and their open source licenses promote their use within the scientific community. While many of these frameworks are easily extended, they provide no mechanisms for bounding either the invocation time or execution time of components within the system beyond mechanisms given by the operating system. Nevertheless, there is a need for modern monitoring frameworks that considers the effect of non-determinism of commercial operating systems and compensates for the same.
3. An Introduction to SCARF Figure 1 shows the basic components of the framework: distributed monitoring units, fault-mitigation units and a system wide planner for dealing with workflow re-planning. The benefit of using the model-based approach is the possibility of policy verification as presented earlier in [5, 6] . In this paper, we will be limiting the description to the monitoring and mitigation portions.
This framework employs a hierarchical network of decentralized fault management entities called reflex engines. A reflex engine comprises of several state machines, which change states and perform actions associated with the transitions upon occurrence of certain predefined events. shows the deployment of reflex engines in the framework. To manage scalability, all reflex engines are divided into three logical hierarchical levels, which are global, regional and local. Fig. 2 describes the hierarchical aspect of SCARF. Local managers are the closest to a worker node in the cluster. In response to a mitigation command given by a superior level manager, they can deploy or remove various sensors on their node or even make changes in the configuration, such as a change in periodicity of a particular sensor. These sensors provide monitoring for different health parameters. In effect, they realize the "system health monitor" block from Fig. 1 . Local managers are also responsible for actuating the necessary mitigation action dictated by the regional manager.
Regional managers supervise and communicate with a number of subordinate managers that are in their area of observation. They also store all the sensory information received from their subordinates in a database to be used for historical correlation in future. A regional manager has a wider area of observation and can correlate diagnosis to ascertain if a problem is common to a number of user applications and take coordinated mitigation action. Together, the local and regional managers realize the fault-mitigation engine block from Fig. 1 .
The head node of the cluster is usually designated as a single global manager and is used as a resource planner and the gateway to submit new jobs or plan the resources assigned to an existing job.
Sensors
The primary fault-detection entities are sensor programs, which periodically execute on the nodes in the cluster. Data is channeled from the sensors to the local manager, which sends it to the regional manager, where a built-in state machine is used for fault detection. This flow of data is achieved by using Syslog-ng -a next generation version of the popular protocol Syslog used for the transmission of event notification messages across networks [15] . The faultmitigation commands are sent by the regional manager to a local manager by using UDP. In this case, UDP is preferred over TCP as it is stateless and does not require dedicated socket connections between the two managers, saving precious network bandwidth. Fig. 3 illustrates this dataflow. Table 2 contains the list of 14 sensors currently running on all nodes in the Pion and Kaon cluster (refer to table 1). One of the most critical sensors is the heartbeat sensor. It indicates the health of a node. If more than one contiguous heartbeat is missed then the regional manager checks the health of the node by sending pings to the local manager. If the ping is ignored, it marks the node in question as dead and reallocates its part of the job to another node. Readers are referred to [19] for the algorithm of workflow re-planning in case of faults.
Figure 3. Dataflow of messages exchanged between managers
A special sensor (number 13 in table 2) is employed to reload the executable code of other sensors if a configuration change is detected in their respective source code, for example, when the local manager changes the periodicity of sensors running on that node. Function of other sensors is obvious from their name. These sensors (except heartbeat) only report the value if it is over or below a certain threshold to reduce network traffic. This threshold is decided based on the historical correlation between faults and health parameter values at that time.
Since the sensors execute frequently, it is necessary that they are least intrusive i.e. the average CPU utilization due to sensor measurements should be minimal. In order to achieve this, the scheduler to run these sensors is based on a technique presented in [4] used for simulating discrete event systems. This scheduler is implemented as a single process with one thread to ensure the small CPU load, which executes periodically.
Sensor Scheduler
Algorithm 1 describes a typical discrete-event based scheduling algorithm as seen from the perspective of a single node. All periodic sensor programs have two variables, Heartbeat 300 a time period (P ) that is constant for a given sensor, and a current clock value (C) that is initialized to the respective time period (P ) of that sensor. The prominent feature of this algorithm is the scheduling step in which the time for the next scheduled iteration is set. This time is set by making the sensor scheduler sleep for a time T , which is decided by evaluating the current clock values (C) of all sensors. Sleep can be realized in standard operating systems, such as Linux, either by a system call or by using an alarm signal and an appropriate signal handler [24] . On any given operating system, the resolution of sleep implementation used in the sensor scheduler determines the minimum periodicity that can be set for a sensor program.
Algorithm 1 Sensor scheduler
Input: S {Set of periodic sensors. Each sensor has two variables: P(Time period), C (current clock Value)} Pre Condition: (∀s ∈ S)(s.C = P ) 1: loop 2:
Set T = minimum((∀s ∈ S)(s.C)
3:
Set Alarm for T {Alarm can be implemented by sleep or using signals in both Linux and Windows} 4:
(∀s ∈ S)(s.C = 0 =⇒ Execute(s))
(∀s ∈ S)(s.C = 0 =⇒ (s.C ← s.P ))
Run any aperiodic sensors if present. 8: end loop At the start of an iteration, clock values of all sensor programs are decremented by the current value of sleep time, T . Subsequently, the scheduler runs any sensor program that has a zero clock value and updates its clock value to the respective time period.
Here we wish to distinguish two distinct terms, iteration of the sensor scheduler and the sensor runs. The iteration is the periodic tick of the sensor scheduler, while a sensor run happens when the sensor scheduler executes the program of a sensor during iteration.
Note that the precision of the periodicity for sensors completely depends upon the accuracy of the sleep function provided by the operating system. However, in many cases the standard Linux kernel provides no upper bound on the difference between the actual time of sleep compared to the requested time. In the next section, we will discuss the problems caused by this reality.
Problem due to Jitter and Synchronization

Jitter
One of the foremost problems faced in a monitoring framework is the timeliness of sensor readings. Ideally, the nodes in the framework should have a real-time operating system (RTOS) to guarantee the performance and timeliness of sensor readings. However, usually clusters are built with standard version of Linux kernel as the chosen operating system, which is geared towards best average-case performance than the worst-case performance. Consequently, the standard Linux kernel does not guarantee deterministic task scheduling.
Non-deterministic scheduling can lead to unbounded jitter between the expected and actual time of the sensor reading and make the task of analysis engines even more difficult. This problem has been studied earlier by P. Marti et. al in [16] . They showed that the jitter can not only lead to performance degradation but can also lead to instability. For example, the regional managers cannot wait forever to determine the absence of a heartbeat from worker nodes. They have bounds on the maximum time that they can wait for before a mitigation action is executed. Consequently, false alarms might be issued if the heartbeat does not arrive within the stipulated time.
Moreover, unbounded jitter in sensor readings will eventually lead to a large skew in timestamps of observation that were taken at the same time. This can cause problems in analysis, where a global snapshot of the state of cluster at any particular time might be required.
In order to formalize the notion of jitter, consider a generic periodic task τ with a time period T . The ideal release time of such a task would be a sequence < kT > k=∞ k=1 relative to some time, t φ . Let s(kT ) be the start time of k th instance of this task such that the start is delayed by tj(kT ) with respect to the expected start time, t φ + kT . Then total jitter, tj(kT ) = s(kT ) − kT − t φ . Now, consider the k + 1 th instance of the same task. If the schedule is set by using sleep for T time, like in line 3 of algorithm 1, then it can be seen that the relative time difference between the two start times is greater than the time period, s((k + 1)T ) − s(kT ) ≥ T . In such a case, the total jitter will keep accumulating and increase with time.
At any point, tj(kT ) will represent all the delays accumulated over time till that point and will be equal to the absolute relative jitter until that instance, which is defined as the maximum deviation between start time and the expected start time among all the instances of a periodic task. Figure  4 illustrates the effect of accumulating jitter. From the figure we can see that if nothing is done the sensor measurements will always be off from the expected time by some value. Two problems arise when this phenomenon of delayed sensor readings is seen from the perspective of the cluster: (a) sensor measurements are not exactly periodic any more. This affects analysis routines that rely on uniform sampling rate of sensor readings; (b) sensors are run at different times on the nodes of the cluster. This affects the performance of jobs that needs to synchronize across the cluster. We explain this problem in detail in the next subsection. 
Synchronization Issue
A programming model commonly followed in LQCD computing cluster jobs is Multiple Instruction Stream and Multiple Data Stream (MIMD). In this model, different nodes execute in parallel on different data streams. However, the computation results from various nodes have to synchronize together in order to solve for boundary conditions. For example, in LQCD cluster an application called MILC 3 (MIMD Lattice computation collaboration) has to do a global synchronization at a rate of every 45 milliseconds. The requirement is that all nodes in the job must be ready at the time of synchronization i.e. the scheduler on each of those nodes should not be running any other task at that time, otherwise the job is delayed till all the nodes are ready. In the current setup, on an average a sensor takes 30 milliseconds for measurement. Moreover, to ensure fairness MILC jobs and the sensor scheduler runs with the same priority. Therefore, it is possible that a sensor run is scheduled such that it preempts the run of MILC task on the node and delays the global synchronization. In the worst case, it might be possible that at any time there is always at least one sensor running on a node, which will preempt the global synchronization of the MILC job across all nodes. In that scenario, the MILC job will be stalled forever. However, in average case we will see a performance drop because of the extra time spent by the MILC job in waiting for the synchronization. For example, Fig. 5 illustrates the drop in MFLOPS achieved from an actual computing job executed across 256 nodes when the unsynchronized sensor framework was brought online on the cluster. In this figure, MILC GFTIME is the name of the application executing on the cluster. It can be seen that the performance of the job drops from around 400 MFLOPS to 300 MFLOPS when the sensor schedulers comes online across the whole cluster.
Solution Approach
Synchronization and jitter are two interdependent issues. Even if the sensor schedulers across the cluster are started at the same time, they will soon go out of sync because of the inherent jitter. Therefore, the solution for the two problems required an integrated approach. For this, we divide the time scale into hyperperiods and ticks between the hyperperiod as described in Fig. 6 . The ticks are instances in time when the sensor scheduler runs a sensor if its current clock value is zero (refer to algorithm 1). If more than one sensor is eligible for execution then the order of run must The start of the hyperperiod is the time when all sensor schedulers across the cluster reset their clocks and start a new cycle of sensor runs. In effect, this forces them to resynchronize at the start of each hyperperiod. The behavior of all sensor schedulers is such that they must wait for the hyperperiod signal when starting for the first time.
One of the existing facilities of Linux operating system is the Network Time Protocol (NTP). By using the global manager as the NTP server, we can ensure that wall clock times of all nodes in the cluster are within a few milliseconds of each other. This provides for an opportunity to use a set time of day as the hyperperiod signal across the cluster. For experimental purposes, we chose every 300 second of the day as the hyperperiod. It should be noted that this decision requires a trade-off. If a very fine hyperperiod is used, say 20 seconds, the performance of the cluster will be reduced. However, if a very coarse hyperperiod is chosen, say 20 minutes, then there will be a large accumulation of jitter between hyperperiod synchronizations.
Between any two hyperperiods, the sensor scheduler uses the sleep to space out the ticks for sensor runs. However, even with this hyperperiod synchronization it is possible to accumulate jitter between the expected and actual time of the tick. In effect, this will lead to many unsynchronized sensor runs between the hyperperiod synchronizations. This is why we need a mechanism to control the uniformity of ticks.
Plant and Controller Model
Let T be the minimum time period in algorithm 1. Also, let tj(kT ) be the total jitter accumulated at the k th sensor run. Assume a disturbance d(kT ) that has been accrued till this run due to scheduling activity and finite time taken by sensors for completing their execution. In a standard operating system, there will be no guaranteed bound on this disturbance. Based on the discussion in this paragraph we can write the difference equation for the plant as :
This is the discrete-time state space equation that we will use as our plant model. The state variable in this equation is the total jitter at any time sample, tj(kT ). Now onwards, we will drop the term kT and just use k as the index term.
Feedback Controller
One of the basic feedback configurations is the proportional, integral and derivative (PID) scheme. Basic principle of the PID control scheme is to act on the control variable through a combination of proportional action, integral action and the derivative action. The proportional action is proportional to the error signal, which is the difference between reference input and the feedback signal. Integral action is proportional to integral of error signal and the derivative action is proportional to the derivative of the error signal.
In our case, the plant is a discrete-time system with a sample time, T . The principle of PID control scheme applies to such systems as well. The difference is that the integral and derivative components are approximated by trapezoidal summation and difference equation respectively. In [21] , the discrete-time PID controller equation is given as: Here, T is the sampling time period, e is the error signal, c is the controller output, K is the proportional gain, T d is the derivative time constant and T i is the integral reset time constant. Fig. 7 shows this control loop.
For this design, we chose a PI controller. The derivative term was dropped because the sudden and frequent changes in the disturbance value would have made the feedback loop unstable. Given that the state space variable is total jitter, tj(k) and the reference value is zero, we can write the error signal as e(k) = −tj(k). The plant and controller equations are: 
is the effective proportional gain (6)
Redrawing the block diagram presented in Fig. 7 as Fig.  8 , we can show that the transfer function of this feedback controller is:
For stability, poles of T F must lie within the unit circle in z-domain or |z| < 1 [21] . From equation 8, the characteristic equation for finding the poles is
Therefore, the pole is at z = 1+Kp 1+Kp+Ki . Since K p and K i are real, the stability criterion implies −(1
Alternatively, in other words the sufficient stability criterion is that the chosen proportional gain is positive.
Modified Sensor Scheduler with Synchronization and Feedback Controller
Algorithm 2 shows the algorithm with the modification made for synchronization and feedback controller to sensor scheduler presented earlier in section 3.2. Note that the feedback controller is executed between two hyperperiods. In each hyperperiod, synchronization is achieved by sleeping till the next hyperperiod. The number of ticks between two hyperperiods is computed by dividing hyperperiod width by the length of a tick and taking its greatest lower bound. The variable tj stores the current value of the total jitter . Iterm is used to calculate the integral component of the feedback compensation in accordance with equation 4. The maximum compensation that can be provided is limited by the value of timeperiod (T) (see line 13 of the algorithm). This is done because sensor scheduler cannot sleep for negative times. Use nanosleep() to sleep till the next Hyperperiod signal Pre Condition:
(∀s ∈ S)(s.C = P )
4:
Initialize T imeStamp1 ← CurrentT ime() { CurrentTime() returns the current time in the system} 5: Initialize Iterm ← 0 {Integral Term} 6:
Count ← F loor(HY P ER/T ) {Floor provides the greatest lower bound integer.} 7: for I = 0 to Count do
8:
T imeStamp2 ← CurrentT ime() 9:
because the disturbance is from the last step.} 10:
11:
13:
nanosleep(T + c(k)) {nanosleep is a higher resolution sleep function available in Linux} 15:
(∀s ∈ S)(s.C ← s.C − T )
16:
17:
18:
Run any aperiodic sensors if present.
19:
end for 20: end loop
The controller and plant model developed here is not specific to this sensor scheduler framework. On the contrary, it can be applied to other periodic applications that control their own release time by maintaining their own clock. For periodic applications that do not control their own release, or are directly invoked by the kernel, we can incorporate a dummy scheduler with feedback controller between the kernel scheduler and the application.
Results
In this section, we will present results obtained by implementing the sensor scheduler with feedback loop i.e. algorithm 2. All these experiments use a value of K = 1.0 and K i = 1.2.
6.1. Experiment1: Performance of feedback controller in controlling jitter. Fig . 9 shows the total jitter accumulated by the sensor scheduler's main feedback loop running over a period of 9 hours. For this test, the sample time period was set as 5 seconds to make it more susceptible to disturbances. It was found that the root mean square (RMS) value of the jitter was 0.2243 after 9 hours, only 4.4% of the sampling time period, 5 seconds. This demonstrates the effectiveness of the feedback loop in controlling periodic jitter.
Experiment2: Jitter with and without controller with changing CPU Load
In order to emulate the step response of this controller, we decided to create a step disturbance by loading the CPU in steps to the 100% capacity manually. For this purpose, we used a number of prime number generators freely available over the internet to load the CPU. Furthermore, to emulate the step response, we initially started the framework without the controller, and then started the controller at a predefined time, in this case the 21 st run of the sensor scheduler. Fig. 11 shows the result of this experiment. Notice that the total jitter rises initially when the controller is off. It settles down with a few oscillations when the controller is switched on. This figure also illustrates the contrast in jitter with and without the controller. The RMS value of total jitter in steady state was 0.209 seconds. This shows that the total jitter was bounded even when the system was heavily loaded. . Then onwards the sensor scheduler used the feedback controller for iterating every 10 seconds till the next hyperperiod. Sensors were run during an iteration based on their clock value. Lexical order was used to ensure that a deterministic order of sensor runs. Overall, 14 sensors ran on the nodes (see table 2 ). The test was stopped after 584 iterations with a sampling time of 10 seconds. On an average 12 sensors ran during all iterations. 13 th sensor (monitoring changes in sensor codes) was executed in every 6 th iteration, while 14 th sensor (heartbeat) ran every 30th iteration. Fig. 12 shows the time taken during all sensors. Notice that 95.3% of the sensor runs took less than 500 millisec-onds for the measurement. Recall that the sensor run is the execution of a sensor program during an iteration of the sensor scheduler. The excess time taken during some sensor runs can be attributed to the non-deterministic scheduling provided by the operating system. Fig. 10 shows the performance drop in the MILC job when synchronized sensor schedulers were switched on in the cluster. Compare figure 10(a) to the earlier result without synchronized sensor scheduler in Fig. 5 ,restated for comparison as figure 10(b) . We can see that, on an average, there is a 50 MFLOPS gain in the performance compared to before. We can attribute the still existing performance drop of 50 MFLOPS to the 500 milliseconds taken on an average in a sensor run, which can still block the synchronization task. However, since the sensor schedulers are synchronized we do not see an accumulated delay in the MILC job as before. During this experiment, the average CPU utilization over a period of 24 hours on one of the nodes due to Sensor Scheduler was found to be 0.024 percent. The corresponding RAM utilization value was 0.318 percent.
Conclusion and Future works
In this paper, we presented a reliability framework for clusters called SCARF that implements this feedback controller based synchronization technique. Experiments presented in the previous sections show that the reduction of total jitter is possible with the use of the feedback controller presented in this paper. Moreover, the use of feedback controller only imposed a trivial amount of extra CPU load. This along with the hyperperiod synchronization allows all sensor runs across the cluster to execute simultaneously. Consequently, the performance drop in parallel jobs with the sensor framework present was reduced.
Future investigations will include the semantics of the modeling language to help deploy the analysis routines along with the required monitoring framework. We will also investigate the automatic synthesis of workflows to be deployed on the cluster from a given analysis specification. Our goal is to achieve a holistic framework that enables deployment of workflows along the cluster and manages the health of the cluster to maximize its efficiency.
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