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Resumo
Dado um capital C e n opc¸o˜es de investimento (ativos), o problema de selec¸a˜o de portfolio
consiste em aplicar C da melhor forma poss´ıvel para um determinado perfil de investidor.
Visto que, em geral, os valores futuros destes ativos na˜o sa˜o conhecidos, a questa˜o funda-
mental a ser respondida e´: Como mensurar a incerteza?
No presente trabalho sa˜o apresentadas treˆs medidas de risco: O modelo de Markowitz, o
Value-at-Risk (VaR) e o Conditional Value-At-Risk (CVaR). Defendemos que, sob o ponto
de vista teo´rico, o Valor em Risco (VaR) e´ a melhor dentre as treˆs medidas. O motivo de tal
escolha deve-se ao fato de que, para o VaR, podemos controlar a influeˆncia que os cena´rios
catastro´ficos possuem sobre nossas deciso˜es.
Em contrapartida, o processo computacional envolvido na escolha de um portfolio o´timo
sob a metodologia VaR apresenta-se notadamente mais custoso do que aqueles envolvidos
nos ca´lculos das demais medidas consideradas. Dessa forma, nosso objetivo e´ tentar explorar
essa vantagem computacional do Modelo de Markowitz e do CVaR no sentido de tentar
aproximar suas deciso˜es a`quelas apontadas pela medida eleita. Para tal, consideraremos
soluc¸o˜es VaR em seu sentido original (utilizando apenas o paraˆmetro de confiabilidade ao
buscar portfolios o´timos) e soluc¸o˜es com controle de perda (impondo uma cota superior para
a perda esperada).
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Abstract
Given a capital C and n investment options (assets), the problem of portfolio selection
consists of applying C in the best possible way for a certain investor profile. Because,
in general, the future values of these assets are unknown, the fundamental question to be
answered is: How to measure the uncertainty?
In the present work three risk measures are presented: The Markowitz’s model, the
Value-at-Risk (VaR) and the Conditional Value-at-Risk (CVaR). We defended that, under
the theoretical point of view, the Value in Risk (VaR) is the best amongst the three measures.
The reason of such a choice is due to the fact that, for VaR, we can control the influence
that the catastrophic sceneries possess about our decisions.
In the other hand, the computational process involved in the choice of a optimal port-
folio under the VaR methodology comes notedly more expensive than those involved in the
calculations of the other considered measures. In that way, our objective is to try to explore
that computational advantage of the Markowitz’s Model and of CVaR in the sense of trying
to approach its decisions the those pointed by the elect measure. For such, we will consider
VaR solutions in its original sense (just using the confidence level parameter when looking
for optimal portfolios) and solutions with loss control (imposing a superior quota for the
expected loss).
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Introduc¸a˜o
Em seu artigo de 1952, publicado no Journal of Finance, Harry Markowitz introduziu o
que seria a geˆnese da teoria de portfolios. E´ interessante ressaltar que Markowitz na˜o ofe-
receu uma definic¸a˜o para o conceito de risco em 1952, mas propoˆs que “o investidor deve
(ou deveria) considerar o retorno como algo deseja´vel e a variaˆncia como algo indeseja´vel”
(MARKOWITZ apud HOLTON, 2004 p. 21). Ele teve a cautela de distanciar o conceito de
risco do de variaˆncia do retorno, lanc¸ando um olhar subjetivo sobre essa questa˜o.
Nossas incertezas quanto ao futuro comportamento do mercado, e a exposic¸a˜o a` situac¸o˜es
inevita´veis, jogam um papel fundamental na tentativa de definir o que e´ o risco. Pore´m,
muitas dessas incertezas a`s quais estamos expostos na˜o podem ser captadas. De fato, o que
podemos tratar operacionalmente e´ apenas um risco percept´ıvel. Ainda assim, essa tarefa
na˜o e´ fa´cil, visto que este pode ser concebido de diferentes formas, enfatizando um ou outro
de seus aspectos.
Dada essa impossibilidade de definir operacionalmente o risco real, uma questa˜o mais
pra´tica e´ tentar saber quando uma medida de risco e´ u´til, isto e´, em quais situac¸o˜es ou sob
quais aspectos esta possui um comportamento deseja´vel.
Neste trabalho apresentamos treˆs medidas de risco: o Modelo de Markowitz, o Valor em
Risco (VaR) e o Valor em Risco Condicional (CVaR), cada qual indicando ao seu modo o
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que seria uma decisa˜o arriscada para um determinado perfil de investidor. Defendemos que
o Valor em Risco (VaR) e´ a melhor dentre as treˆs medidas. O motivo de tal escolha deve-se
ao fato de que, para o VaR, podemos controlar a influeˆncia dos cena´rios catastro´ficos sobre
nossas deciso˜es. Em contrapartida, as deciso˜es do modelo de Markowitz e, mais notadamente,
do Valor em Risco Condicional (CVaR) sa˜o fortemente influenciadas por cena´rios menos
favora´veis. Portanto, nossa escolha e´ estritamente teo´rica e na˜o possui relac¸a˜o com qualquer
possibilidade de ganho(lucro) em adotar uma ou outra medida de risco.
Por outro lado, o processo computacional envolvido na escolha de um portfolio o´timo
sob a metodologia VaR apresenta-se mais custoso do que aqueles envolvidos nos ca´lculos das
demais medidas consideradas. Dessa forma, nosso objetivo e´ tentar explorar essa vantagem
computacional do Modelo de Markowitz e do CVaR no sentido de procurar aproximar suas
deciso˜es a`quelas apontadas pela medida eleita. Para tal, consideramos soluc¸o˜es VaR em seu
sentido original (utilizando apenas o paraˆmetro de confiabilidade ao buscar portfolios o´timos)
e soluc¸o˜es com controle de perda (impondo uma cota superior para a perda esperada).
Um pouco de Histo´ria3
As primeiras ide´ias em relac¸a˜o ao mercado financeiro eram intuitivas. Dentre aqueles que
contribu´ıram para o desenvolvimento das primeiras teorias na˜o intuitivas acerca do mercado
financeiro, destacamos o trabalho pioneiro de Louis Bachelier (1900) e os trabalhos de Irvin
Fischer (1906, 1907, 1930), John Maynard Keynes (1930, 1936), John Hicks (1934, 1935,
1939), Nicholas Kaldor (1939) e Jacob Marschak (1938). Todos conceberam teorias de
selec¸a˜o de portfolios nas quais a incerteza possu´ıa um papel importante.
Mas, neste per´ıodo inicial da recente histo´ria das financ¸as, grande parte dos economistas
viam os mercados financeiros como meros “cassinos” e na˜o “mercados” propriamente. Para
eles, os valores das ac¸o˜es eram determinados apenas pelas expectativas e contra-expectativas
de lucro. Enquanto isso, uma boa quantidade de trabalhos tratava do to´pico de atividade
3As informac¸o˜es aqui contidas baseiam-se em [8]
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especulativa (a compra ou venda tempora´ria de bens ou ac¸o˜es para posterior revenda). Em
seus trabalhos sobre mercados de futuros, por exemplo, John Maynard Keynes (1923, 1930)
e John Hicks (1939) argumentaram que o prec¸o futuro de um contrato de entrega de uma
commodity4 sera´ geralmente inferior ao prec¸o esperado daquela commodity. Esta discussa˜o
iniciou-se quando hedgers5 comec¸aram a aumentar seus prec¸os devido a` especulac¸a˜o, visando
ganhar um preˆmio pelo risco de exposic¸a˜o a este tipo de atividade. Mais tarde Holdbrook
Working (1953, 1962) entraria nessa discussa˜o, argumentando que na˜o havia, de fato, ne-
nhuma diferenc¸a entre as motivac¸o˜es dos hedgers e as dos especuladores.
Dentre os primeiros a desafiar os economistas que viam o mercado financeiro como um
“cassino” esta´ John Burr Williams (1938), o qual levantou questo˜es sobre estimativas de
prec¸os. Ele defendeu que o prec¸o de uma ac¸a˜o reflete seu “valor intr´ınseco”, o qual poderia
ser mensurado por meio da diferenc¸a entre os dividendos esperados para o ativo e o seu
valor atual. Harry Markowitz (1952, 1959) utilizou esta noc¸a˜o fundamentalista e formulou
sua teoria de selec¸a˜o de portfolios o´timos por meio de compensac¸o˜es entre risco e retorno.
Markowitz focou-se na ide´ia de diversificac¸a˜o do portfolio como um me´todo de reduzir o
risco. Assim, iniciou o que hoje conhecemos por “Teoria Moderna de Portfolios”.
Naquela e´poca, a teoria de Markowitz na˜o era muito pra´tica. Para que os benef´ıcios
da diversificac¸a˜o fossem obtidos, os economistas deveriam calcular a covariaˆncia entre todo
par de ativos. Em seu Capital Asset Price Model (CAPM), William Sharpe (1961, 1964)
e John Lintner (1965) solucionaram esta dificuldade pra´tica demonstrando que o mesmo
resultado poderia ser alcanc¸ado apenas calculando a covariaˆncia entre cada ativo e um ı´ndice
geral de mercado. Com o poder de ca´lculo necessa´rio reduzido para computar estes termos,
denominados “betas”, a selec¸a˜o de portfolios o´timos tornou-se computacionalmente via´vel e
na˜o demorou muito para que o CAPM fosse adotado.
4Termo usado em transac¸o˜es comerciais internacionais para designar um tipo de mercadoria em estado
bruto ou com um grau muito pequeno de industrializac¸a˜o. As principais commodities sa˜o produtos agr´ıcolas
(como cafe´, soja e ac¸u´car) ou mine´rios (cobre, ac¸o e ouro, entre outros)
5O hedging e´ um conjunto de operac¸o˜es de compra e venda destinadas a proteger os nego´cios ou ativos
de empresas ou indiv´ıduos contra uma mudanc¸a desfavora´vel dos prec¸os
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Em 1976, Stephen Ross formulou a APT (Arbitrage Pricing Theory), o qual foi ale´m
da lo´gica risco-retorno do modelo de Markowitz e do CAPM. O APT explorou a noc¸a˜o de
“estimar por meio de arbitragem”. Como o pro´prio Ross notou, argumentar por meio da
teoria de arbitragem na˜o e´ uma caracter´ıstica particular de sua teoria. A teoria de arbitragem
baseia-se no fato de que, quando os retornos sa˜o conhecidos, os investidores preferira˜o um
lucro maior em lugar de um lucro menor.
A famosa teoria de opc¸o˜es de Fisher Black, Myron Scholes (1973) e Robert Merton (1973)
tambe´m recai no uso da arbitragem em sua argumentac¸a˜o. Intuitivamente, se os lucros
de uma opc¸a˜o podem ser reproduzidos por um portfolio com ativos distintos do primeiro
(replicado), enta˜o o valor da opc¸a˜o deve ser igual ao valor daquele portfolio, ou enta˜o havera´
oportunidades de arbitragem.
Mais recentemente, durante os anos 90, o Valor em Risco (VaR) passou a ser ampla-
mente adotado para mensurar o risco no mercado de ac¸o˜es. Segundo [11], sua origem pode
ser remontada ao ano de 1922, quando a bolsa de valores de Nova Yorque impoˆs algumas
exigeˆncias a`s empresas participantes. Ainda de acordo com [11], o VaR tambe´m possui
ra´ızes em uma publicac¸a˜o datada de 1945, mas foi somente no ano de 1998 que os bancos
comec¸aram a utilizar medidas VaR em seus ca´lculos reguladores. No ano 2000, S. Uryasev
introduziu o Valor em Risco Condicional (CVaR), uma medida de risco com propriedades
mais deseja´veis e computacionalmente mais via´vel do que o VaR.
Sobre Risco
Sob o contexto financeiro as deciso˜es sa˜o tomadas em func¸a˜o de eventos que podera˜o ocorrer
no futuro. Dessa forma, a varia´vel incerteza tem um papel fundamental no estudo de financ¸as.
Diz-se que uma decisa˜o esta´ sendo tomada em um ambiente de risco quando a incerteza
associada ao poss´ıvel acontecimento de um evento pode ser mensurada por meio de uma
distribuic¸a˜o de probabilidades.
Dependendo do segmento de mercado, o risco assume diferentes denominac¸o˜es. Para uma
4
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empresa, podemos citar: risco de nego´cio, de mercado, de liquidez, operacional e legal. Uma
administradora de recursos especializada em vender fundos de renda varia´vel esta´ sujeita ao
risco dos investidores reduzirem seu interesse por este tipo de produto, e passarem a investir
mais em fundos de renda fixa.
Na pra´tica, o risco e´ assumido se a ele corresponder um certo preˆmio - quanto maior
o risco associado a um nego´cio, maior devera´ ser o retorno esperado deste para compensar
o risco assumido. Um dos principais tipos de risco ao qual estamos sujeitos e´ a inflac¸a˜o.
Essencialmente, a inflac¸a˜o caracteriza-se por um crescimento do n´ıvel geral dos prec¸os de
bens e servic¸os e causa o fenoˆmeno de ilusa˜o moneta´ria nas pra´ticas financeiras.
A fo´rmula de Fisher Generalizada estabelece o efeito da composic¸a˜o das mais variadas
taxas de risco sobre a taxa de juros. Supondo que θ1, θ2, . . . , θn sa˜o taxas de risco e r
represente a taxa de juros, enta˜o a taxa efetiva i e´ obtida da relac¸a˜o:
(1 + i) = (1 + r)
n∏
k=1
(1 + θk).
Para exemplificar, suponha que uma loja opere no segmento e vendas a prazo considerando
basicamente treˆs tipos de risco: inflac¸a˜o, inadimpleˆncia e atrasos nos pagamentos. Suponha
que a inflac¸a˜o prevista para os pro´ximos meses seja de, em me´dia, 1% a.m., enquanto que as
duas u´ltimas taxas sejam de 2.5% a.m. e 1.8% a.m. respectivamente (estas u´ltimas obtidas
por meio de levantamento histo´rico da pro´pria loja). Fixando a taxa real pretendida em 1%
a.m., a fo´rmula de Fisher estabelece a taxa efetiva i por meio da equac¸a˜o:
(1 + i) = (1 + 0.01) [(1 + 0.01)(1 + 0.025)(1 + 0.018)] .
De onde obtemos i = 6.44%a.m.. Ou seja, segundo Fisher, para atingir um lucro real de
1% a.m., a loja devera´ cobrar 6.44%a.m. de seus clientes.
No mercado financeiro, com o intuito de diminuir o risco de investimento, existe uma
classe de operac¸o˜es que permite a um indiv´ıduo proteger seu patrimoˆnio de uma evoluc¸a˜o
desfavora´vel dos mercados. Esta operac¸a˜o e´ conhecida por hedge, e se assemelha a um
seguro. Uma pessoa ou empresa que possua uma d´ıvida em do´lares pode comprar um
5
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hedge para o caso de haver uma evoluc¸a˜o das taxas de caˆmbio que fac¸a sua d´ıvida mais
cara em reais. Pode ser uma aplicac¸a˜o financeira indexada ao do´lar ou a aquisic¸a˜o de um
instrumento derivativo, com o qual o indiv´ıduo adquire, digamos, a opc¸a˜o de adquirir do´lares
se determinadas condic¸o˜es se materializarem.
Os o´rga˜os reguladores das instituic¸o˜es financeiras esperam que elas sejam capazes de
cumprir seus compromissos mesmo em situac¸o˜es de crise e, por isso, determinam que reservem
capital suficiente para cobrir perdas em tais situac¸o˜es com base no risco associado a cada
instituic¸a˜o. A fim de desenvolver modelos para determinar esta reserva de capital, essas
instituic¸o˜es utilizam os princ´ıpios do gerenciamento de risco de mercado, que por meio de
conceitos matema´ticos e estat´ısticos buscam o mais apropriado modelo para analisar o seu
pro´prio risco de exposic¸a˜o.
A medida de risco que mais tem sido utilizada para administrar o risco e´ o Value-at-Risk
(VaR). O VaR resume em um u´nico nu´mero a exposic¸a˜o total ao risco de uma carteira,
empresa ou instituic¸a˜o financeira. Segundo Jorion (1998), “o VaR sintetiza a maior (ou
pior) perda esperada dentro de determinados per´ıodos de tempo e intervalos de confianc¸a”.
Quanto menor o intervalo de tempo escolhido, mais antecipadas tendem a ser as detecc¸o˜es
de problemas, embora sejam maiores os custos de acompanhamento. No que se refere ao
n´ıvel de confianc¸a na˜o existem regras espec´ıficas, mas ele normalmente varia entre 95% e
99% de acordo com o grau de aversa˜o ao risco.
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CAPI´TULO 1
Teoria Ba´sica de Portfolios e o
Modelo de Markowitz
1.1 A Abordagem Me´dia-Variaˆncia
O problema de selec¸a˜o de portfolios consiste, essencialmente, em determinar a melhor maneira
de distribuir um capital C entre n opc¸o˜es distintas de investimento, as quais chamamos ativos
(como ac¸o˜es e t´ıtulos, por exemplo). A teoria de portfolios e´ geralmente entendida como uma
gama de modelos que tentam descrever de que forma investidores podem balancear o risco e
o retorno associados a` sua decisa˜o de modo satisfato´rio. No modelo proposto por Markowitz
em 1952, essa decisa˜o e´ baseada no retorno esperado e na variaˆncia associados a um portfolio.
O peso atribu´ıdo a cada um desses valores e´ determinado pelo perfil do investidor. Enquanto
investidores conservadores buscam composic¸o˜es que minimizam a variaˆncia (“risco”) de seu
portfolio, investidores extremamente ousados (indiferentes ao risco) optam por portfolios
que maximizem seus lucros. Markowitz propo˜e que “O investidor deve (ou deveria) con-
siderar o retorno como algo deseja´vel e a variaˆncia como algo indeseja´vel”(MARKOWITZ
7
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apud HOLTON, 2004 p. 21). Em seu modelo, Markowitz busca por portfolios de variaˆncia
mı´nima de acordo com as pretenso˜es de ganho do investidor apresentando, dessa forma, uma
alternativa sensata ao problema de selec¸a˜o de portfolios.
1.1.1 Considerac¸o˜es Iniciais
Introduzimos aqui os principais elementos que nos acompanhara˜o ao longo do texto, bem
como as hipo´teses e notac¸o˜es associadas aos mesmos.
Matematicamente, o portfolio a ser selecionado pelo investidor sera´ um vetor x ∈ Rn,
onde n e´ o nu´mero de opc¸o˜es de investimento (ativos) dispon´ıveis. Cada coordenada que
compo˜e tal portfolio pode ter diferentes significados. Pode representar, por exemplo, a
quantidade de ac¸o˜es que sera˜o adquiridas, ou o montante de capital que sera´ destinado a
cada ativo. Em nossas considerac¸o˜es, dado um capital inicial C e n ativos, para qualquer
portfolio x = (x1, x2, . . . , xn), a coordenada xi representara´ a frac¸a˜o relativa de C que sera´
destinada ao i-e´simo ativo.
Os poss´ıveis valores para os xi’s adve´m de nossas imposic¸o˜es sobre o conjunto de port-
folios. Podemos impor, por exemplo, que todo o capital deve ser aplicado e que na˜o sera´
permitido o investimento de frac¸o˜es negativas do mesmo em qualquer dos ativos. Na pra´tica,
essas componentes negativas significariam que o investidor comprou ac¸o˜es de algue´m que
as possu´ıa para paga´-las posteriormente (um empre´stimo), acreditando que obtera´ mais
vantagem vendendo-as no momento presente (pois acredita na desvalorizac¸a˜o desta). Tal
operac¸a˜o e´ conhecida por short-selling ou shorting. Denotaremos por Ω o conjunto de
portfolios admiss´ıveis. No exemplo acima temos as restric¸o˜es x1 + x2 + · · · + xn = 1 e
xi ≥ 0, i = 1, . . . , n. Assim,
Ω = {x ∈ Rn|eTx = 1 e x ≥ 0}, onde e = (1, . . . , 1)T ∈ Rn.
Este conjunto de portfolios via´veis sera´ adotado em todos os nossos experimentos. Note
que, ao impor o investimento de todo o capital, podemos nos deparar com soluc¸o˜es na˜o
realistas. (Considere por exemplo que nos encontramos em um per´ıodo de repetidas des-
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valorizac¸o˜es da bolsa de valores. Neste caso, a decisa˜o mais sensata seria na˜o investir em
nada). Contudo, visto que nosso objetivo e´ o de verificar a poss´ıvel proximidade entre as
soluc¸o˜es indicadas pelas treˆs medidas de risco, a decisa˜o “na˜o investir nada” na˜o seria muito
u´til sob a nossa perspectiva. Assim, ao adotarmos a referida restric¸a˜o, o fizemos por motivos
teo´ricos.
Outras restric¸o˜es comuns sa˜o aquelas que impedem o investimento abusivo do capital
em um u´nico ativo. Quanto nos referirmos ao retorno proporcionado por um ativo, este
representara´ a taxa de retorno alcanc¸ada pelo mesmo. Por exemplo, se investirmos um
montante Πi em um determinado ativo e recebermos uma quantia Πf no final, a taxa de
retorno r sera´ dada por
Πf−Πi
Πi
. Em algumas ocasio˜es tambe´m faremos menc¸a˜o a` taxa de
aumento/decre´scimo, a qual e´ dada por
Πf
Πi
, e na˜o adotaremos uma notac¸a˜o especial para
a mesma. Basta notar que se r e´ a taxa de retorno alcanc¸ada pelo ativo, a taxa de au-
mento/decre´scimo e´ dada por 1 + r.
Considerando n ativos com prec¸os iniciais dados por pi01, pi
0
2, . . . , pi
0
n e prec¸os finais pi1, pi2,
. . . , pin, temos que a taxa de retorno do i-e´simo e´ dada por ri =
pii−pi0i
pi0i
. Pore´m , naturalmente
na˜o sabemos os prec¸os finais dos ativos no momento da aplicac¸a˜o. Assim, esses valores
incertos constituem uma varia´vel aleato´ria n-dimensional. Denotaremos tal varia´vel por y
e consideraremos que esta assume seu valor numa lista finita de m valores y1,y2, . . . ,ym,
com respectivas probabilidades de ocorreˆncia p1, p2, . . . , pm.
Em outras palavras, cada yj e´ um vetor do Rn onde a i-e´sima coordenada representa
uma estimativa para o valor futuro do i-e´simo ativo. O vetor yj constitui o que chamamos
de cena´rio.
Dado um portfolio x ∈ Ω e m cena´rios y1, . . . ,ym, denotaremos por f(x,yj) = fj(x),
para todo j ∈ {1, . . . ,m}, a func¸a˜o real com domı´nio em Ω ⊂ Rn que representa a perda
associada ao j-e´simo cena´rio sob a decisa˜o x. Note que sendo y uma varia´vel aleato´ria, enta˜o
a perda z = f(x,y) (a qual e´ uma func¸a˜o definida em Ω× Rn), sera´ uma varia´vel aleato´ria
com distribuic¸a˜o de probabilidades induzida da de y.
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1.1.2 Perda Esperada de um Portfolio
Consideremos inicialmente n ativos com respectivas taxas de retorno r1, r2, . . . , rn. Portanto,
assumindo o conhecimento das taxas de retorno de cada ativo, definimos de modo natural o
retorno associado ao portfolio x = (x1, x2, . . . , xn) por
r =
n∑
i=1
xiri. (1.1)
Pore´m, em geral, quando investimos em um ativo na˜o sabemos o montante que sera´
recebido no te´rmino do per´ıodo da aplicac¸a˜o. Assim, esse lucro incerto constitui uma
varia´vel aleato´ria. Denotemos por y tal varia´vel e consideremos que esta assume seu valor em
uma lista finita de m valores y1,y2, . . . ,ym, com respectivas probabilidades de ocorreˆncia
p1, p2, . . . , pm. Portanto, cada pj representa a probabilidade de y assumir o valor yj, de modo
que
m∑
j=0
pj = 1 e pj ≥ 0, j = 1, . . . ,m.
Definimos o retorno esperado (ou esperanc¸a) associado(a) a` varia´vel aleato´ria y, E(y),
por
E(y) =
m∑
i=1
yipi.
Mais geralmente, suponha que dispomos de n ativos com taxas aleato´rias de retorno
r1, r2, . . . , rn. Sejam r1, r2, . . . , rn seus respectivos valores esperados, isto e´, ri = E(ri). Ao
constituirmos um portfolio x = (x1, . . . , xn), sua taxa de retorno r e´ dada por 1.1. Assim,
definimos o retorno esperado r, associado ao portfolio x, por:
r = E(r) = E
(
n∑
i=1
xiri
)
=
n∑
i=1
xiE(ri) =
n∑
i=1
xiri. (1.2)
Mais geralmente, dadosm cena´rios y1,y2, . . . ,ym e fixada uma func¸a˜o de perda f , obte´m-
se as perdas f1(x), f2(x), . . . , fm(x) para um certo x ∈ Ω. Definimos, assim, a perda espe-
rada associada ao portfolio x por
µ(x) = E(f(x,y)) =
m∑
j=1
fj(x)pj. (1.3)
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1.1.3 Variaˆncia da Perda de um Portfolio
Em seu modelo, Markowitz propo˜e que dentre os portfolios que possuem a mesma perda
esperada, o investidor deve optar por aquele de menor variaˆncia. Em uma primeira ana´lise,
uma variaˆncia menor significa uma maior homogeneidade dos dados, refletindo dessa forma
mais estabilidade e, consequentemente, um risco menor associado a` decisa˜o adotada.
Dados n ativos, m cena´rios y1,y2, . . . ,ym e uma func¸a˜o de perda f , definimos a variaˆncia
σ2(x) da perda associada a um portfolio x ∈ Ω por
σ2(x) =
m∑
j=1
(fj(x)− µ(x))2. (1.4)
Em nossas simulac¸o˜es faremos o uso da seguinte func¸a˜o de perda:
fj(x) =
n∑
i=1
(
pi0i − yji
pi0i
)
xi = −
n∑
i=1
rj ixi. (1.5)
onde rj i e´ o retorno proporcionado pelo i -e´simo ativo sob o cena´rio j. Note que esta func¸a˜o
e´, matematicamente, o oposto do retorno esperado definido na sec¸a˜o anterior. Neste caso, a
variaˆncia toma a seguinte forma
σ2(x) =
n∑
i=1
σ2i x
2
i + 2
n−1∑
i=i
n∑
k=i+1
σikxixk, (1.6)
onde σik representa a covariaˆncia entre os ativos i e k, e σ
2
i = σii e´ variaˆncia associada ao
ativo i. A expressa˜o (1.6) pode ser reescrita mais convenientemente em sua forma quadra´tica
matricial
σ2(x) = xTQx, (1.7)
onde Q ∈ Rn×n e´ matriz de variaˆncias e covariaˆncias, isto e´, [Q]ik = σik, i, k = 1, . . . , n.
1.2 O Modelo de Markowitz
A partir da perda esperada e da variaˆncia, va´rios problemas podem ser formulados. Tais
problemas sa˜o essencialmente estruturados sobre o perfil do investidor. Um investidor con-
servador, por exemplo, buscara´ soluc¸o˜es onde a variaˆncia do portfolio esteja relativamente
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pro´xima das soluc¸o˜es de variaˆncia mı´nima para o seu problema. Investidores mais ousados,
por outro lado, arriscam-se mais ao optarem por deciso˜es mais lucrativas. Mas e´ poss´ıvel
obter um lucro considera´vel arriscando-se pouco? Visto que uma alta lucratividade implica,
necessariamente, que o retorno esperado deve sofrer uma alta variac¸a˜o, isto na˜o e´ poss´ıvel.
Ou seja, segundo a abordagem me´dia-variaˆncia, buscar por portfolios com alta rentabilidade
significa querer arriscar-se mais. Em 1952 Harry Markowitz propoˆs o seguinte modelo, no
qual e´ poss´ıvel selecionar um portfolio cujo n´ıvel de risco(variaˆncia) pode ser menor do que
o risco do ativo mais seguro presente nessa carteira de investimentos.
Considere n ativos com retornos dados por r1, r2, . . . , rn e covariaˆncias σik, i, k = 1, . . . , n.
Impondo que todo o capital deve ser investido, isto e´, x1 + x2 + · · · + xn = 1, buscamos o
portfolio que minimiza a variaˆncia para um retorno esperado r. Formulamos, assim, o
seguinte problema de otimizac¸a˜o:
min 1
2
n∑
i=1
n∑
k=1
xixkσik (1.8)
s.a.
n∑
i=1
xiri = r
n∑
i=1
xi = 1.
Em 1996, Damoran classificou o risco em duas classes: diversifica´veis e na˜o diversifica´veis
(ou de mercado). Os primeiros sa˜o aqueles capazes de afetar apenas algumas empresas
enquanto que os u´ltimos afetam o mercado como um todo (como por exemplo a diminuic¸a˜o
da taxa base de juros ou a queda da bolsa de valores da China). Essas duas classes de
risco tambe´m sa˜o conhecidas por risco sistema´tico (na˜o diversifica´vel) e na˜o-sistema´tico
(diversifica´vel). Lembramos que tanto o modelo de Markowitz quanto o modelo proposto
por Sharpe em 1964 (CAPM) oferecem uma estrate´gia de avaliac¸a˜o que permite diminuir
apenas o risco diversifica´vel.
Minimizar a variaˆncia em (1.8) significa explorar os menores n´ıveis de correlac¸a˜o exis-
tentes entre os ativos que compo˜em a carteira. Assim, supondo que ativos altamente cor-
relatos sa˜o influenciados pelos mesmos acontecimentos (ou not´ıcias de mercado), podemos
diminuir o risco ao diversificarmos nosso investimento. Ao distribuir o capital entre ativos
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com baixa correlac¸a˜o, evitamos que poss´ıveis quedas em um deles influencie negativamente
(ou mesmo positivamente) nossos lucros (ou perdas). Se a covariaˆncia entre dois ativos for
negativa, enta˜o estes esta˜o contrabalanceados. Ocorrendo a desvalorizac¸a˜o de um, espera-se
a valorizac¸a˜o do outro, o que reduz o risco da carteira. Quando, por outro lado, a covariaˆncia
entre dois ativos e´ positiva, seus desempenhos na˜o se compensam e elevam o risco da carteira.
Em (1.8), nosso problema resume-se em minimizar uma quadra´tica sob restric¸o˜es lineares
de igualdade. Denotando por L a func¸a˜o Lagrangiano obtida de (1.8), temos
L(x, λ, µ) =
1
2
n∑
i,k=1
xixkσik − λ(
n∑
i=1
xiri − r)− µ(
n∑
i=1
xi − 1). (1.9)
Calculando-se o gradiente do Lagrangiano, temos que se x? e´ um portfolio o´timo de (1.8),
este satisfaz o seguinte conjunto de equac¸o˜es
n∑
k=1
σikxk − λri − µ = 0 i = 1, . . . , n (1.10)
n∑
i=1
xiri = r
n∑
i=1
xi = 1.
Visto que todas as equac¸o˜es envolvidas nesse sistema (n + 2) × (n + 2) sa˜o lineares,
suas soluc¸o˜es podem ser encontradas usando-se me´todos de a´lgebra linear. Cada soluc¸a˜o
encontrada e´ usualmente chamada portfolio eficiente, os quais compo˜em o que conhecemos
por fronteira eficiente.
O modelo apresentado por Markowitz adota o retorno esperado e a variaˆncia desses
retornos em sua formulac¸a˜o. Ao elegermos uma func¸a˜o de perda qualquer, reescrevemos o
modelo da seguinte forma: Dados n ativos e m cena´rios y1,y2, . . . ,ym, seja f uma func¸a˜o
de perda e Pr uma cota superior para a perda esperada. De acordo com as Definic¸o˜es (1.3)
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e (1.4), reescrevemos (1.8) como
min 1
2
m∑
j=1
(fj(x)− µ(x))2 (1.11)
s.a. µ(x) ≤ Pr (1.12)
n∑
i=1
xi = 1
x ≥ 0.
Neste caso, obviamente, a dificuldade de resoluc¸a˜o esta´ estreitamente relacionada ao
tipo de func¸a˜o de perda utilizada. A restric¸a˜o de positividade sobre x reflete a proibic¸a˜o
de operac¸o˜es do tipo short-selling. Note que se elegermos a func¸a˜o de perda linear (1.5),
reca´ımos em um problema de programac¸a˜o quadra´tica que na˜o pode ser solucionado por
meio da resoluc¸a˜o de um sistema linear.
Claramente, o paraˆmetro que define o perfil do investimento e´ a cota Pr. Portanto,
na abordagem me´dia-variaˆncia, nossa medida de risco e´ a esperanc¸a µ(x). A principal
desvantagem em utilizarmos a esperanc¸a como medida de risco reside no fato de que, sob
o ponto de vista discreto, esta e´ influenciada pela presenc¸a de cena´rios catastro´ficos. E´
interessante destacar que no modelo proposto por Markowitz toda a informac¸a˜o referente
ao risco esta´ condensada na matriz de variaˆncias e covariaˆncias. Visto que esta pode ser
interpretada como uma varia´vel aleato´ria, a partir do momento que a fixamos, tomamos
deciso˜es baseando-nos em um u´nico cena´rio para o risco futuro.
CAPI´TULO 2
OVO,VaR e CVar
2.1 Otimizac¸a˜o do Valor Ordenado (OVO)
O problema de otimizac¸a˜o do valor ordenado (OVO) e´ uma generalizac¸a˜o do conhecido
problema Minimax. Enquanto neste u´ltimo procura-se minimizar o maior valor funcional
alcanc¸ado por um conjunto de func¸o˜es reais, no primeiro o p-e´simo valor funcional e´ mini-
mizado.
Definic¸a˜o 2.1.1. Sejam f1, f2, . . . , fm func¸o˜es reais definidas em Ω ⊂ Rn. Para cada x ∈ Ω,
os valores f1(x), f2(x), . . . , fm(x) sa˜o ordenados de modo que
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fim(x)(x).
Para todo p ∈ {1, . . . ,m}, a p-e´sima func¸a˜o de valor ordenado Fp : Ω −→ Rn e´ definida por
Fp(x) = fip(x)(x).
15
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O problema OVO consiste em minimizar a p-e´sima func¸a˜o de valor ordenado, ou seja,
min Fp(x) (2.1)
s.a. x ∈ Ω
A func¸a˜o de valor ordenado na˜o e´ suave, mesmo que as func¸o˜es fi sejam diferencia´veis.
Pore´m, se cada fi e´ cont´ınua, Fp tambe´m o sera´. Esse fato esta´ demonstrado no seguinte
teorema, provado em [2].
Teorema 2.1.2. Se f1, . . . , fm sa˜o func¸o˜es reais e cont´ınuas definidas em Ω ⊂ Rn, enta˜o a
p-e´sima func¸a˜o de valor ordenado Fp e´ cont´ınua.
Prova: Seja xk uma sequeˆncia convergente e suponha que, para todo k em uma subsequeˆncia
de xk, tenha-se
|Fp(xk)− Fp(x)| ≥ δ > 0, (2.2)
onde x e´ o limite de xk. Para esta subsequeˆncia, existe um ı´ndice j ∈ {1, . . . ,m} tal que
Fp(x
k) = fj(x
k)
infinitas vezes. Portanto,
fj(x
k) ≥ fl(xk) (2.3)
para pelo menos p ı´ndices l ∈ {1, . . . ,m}. Ale´m disso,
fj(x
k) ≤ fl(xk) (2.4)
para pelo menos m − p + 1 ı´ndices l no conjunto {1, . . . ,m}. Visto que o nu´mero de sub-
conjuntos de {1, . . . ,m} e´ finito, um conjunto de ı´ndices l que satisfazem (2.3) repete-se
infinitas vezes, e o mesmo ocorre com um conjunto de ı´ndices l que satisfazem (2.4). Assim,
tomando limites em (2.3) e (2.4), obtemos
fj(x) ≥ fl(x)
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para pelo menos p ı´ndices l ∈ {1, . . . ,m} e
fj(x) ≤ fl(x),
para pelo menos m− p+ 1 ı´ndices l ∈ {1, . . . ,m}. Portanto
Fp(x) = fj(x).
Mas, fj(x
k)→ fj(x), o que contradiz (2.2).
Em nosso contexto x sera´ um vetor decisa˜o de um conjunto via´vel de portfolios Ω ⊂ Rn
e cada fj(x) representa a perda prevista associada a x sob o cena´rio yj . Se p = m, Fp(x) =
max{f1(x), . . . , fm(x)}, e determinar x? que minimize Fp(x) significa buscar uma decisa˜o
em Ω que minimize a maior perda poss´ıvel (ou maximize o menor lucro poss´ıvel). Na Figura
(2.1), onde p = m = 5, ilustramos este caso.
Figura 2.1: Func¸a˜o de valor ordenado onde p=m=5
2.1.1 Otimalidade
Em nossos testes nume´ricos sera´ comum o uso do conjunto de portfolios via´veis Ω = {x ∈
Rn|eTx = 1 e x ≥ 0}, onde e = (1, . . . , 1) ∈ Rn. Quando consideramos casos como este,
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onde Ω ⊂ Rn e´ convexo e fechado, os autores propuseram em [2] a seguinte condic¸a˜o de
ε-otimalidade.
Definic¸a˜o 2.1.3. Dado ε ≥ 0, x ∈ Ω, definimos:
Iε(x) = {j|Fp(x)− ε ≤ fj(x) ≤ Fp(x) + ε}. (2.5)
Definic¸a˜o 2.1.4. Dizemos que x e´ ε-o´timo se
D(x) ≡ {d ∈ Rn|x+ d ∈ Ω e ∇fj(x)Td < 0,∀j ∈ Iε(x)} = ∅. (2.6)
Teorema 2.1.5. Se x? e´ um minimizador local de (2.1), enta˜o x? e´ ε-o´timo para todo ε ≥ 0.
2.1.2 Algoritmo Cauchy-Primal para OVO
O algoritmo apresentado nesta sec¸a˜o foi proposto em [2], onde tambe´m pode ser encontrado
sua teoria de convergeˆncia global. O me´todo e´ chamado primal pois varia´veis auxiliares ou
duais na˜o se fazem presentes. O algoritmo gera uma sequeˆncia mono´tona decrescente usando
direc¸o˜es de busca obtidas da resoluc¸a˜o inexata de um problema convexo.
Algoritmo 2.1.6. Seja x0 ∈ Ω, θ ∈ (0, 1), δ > 0,  > 0, 0 < σmin < σmax < 1, η ∈ (0, 1].
Passos da k-e´sima iterac¸a˜o:
Passo1: (Resoluc¸a˜o do subproblema)
Defina:
Mk(d) = max gj(x)
Td
j ∈ Iε(xk)
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Considere o subproblema:
min ω
s.a. gj(x)
Td ≤ ω, ∀j ∈ Iε(xk)
xk + d ∈ Ω
‖ d ‖∞≤ ∆.
Seja dk soluc¸a˜o do problema anterior, dk tal que xk + dk ∈ Ω, ‖dk‖∞ ≤ ∆ e
Mk(dk) ≤ ηMk(dk).
Se Mk(dk) = 0, pare.
Passo2: (Ca´lculo do tamanho do passo)
α← 1
Enquanto Fp(xk + αdk) ≥ Fp(xk) + θαMk(dk)
α← αn ∈ [σminα, σmaxα]
Fim Enquanto
αk ← α
xk+1 ← xk + αkdk
Finalizar iterac¸a˜o
O func¸a˜o Fp pode possuir muitos minimizadores locais. A fim de testar o Algoritmo
(2.1.6) em func¸o˜es reais definidas em R, consideramos func¸o˜es do tipo a sen(bx)+ c cos(dx),
simulamos 20 qua´druplas (a, b, c, d) e minimizamos F15 no intervalo [−10, 25]. Visto que
o algoritmo converge a mı´nimos locais, este foi executado a partir de 10 pontos inicias
escolhidos aleatoriamente. A Figura (2.2) apresenta nossos resultados. Em verde esta˜o
representados os mı´nimos encontrados pelo algoritmo e destacamos em vermelho o menor
deles.
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Figura 2.2: Teste do Algoritmo (2.1.6) para func¸o˜es reais na forma a sen(bx) + c cos(dx)
2.2 Valor em risco - VaR
Ao escolhermos um portfolio e simularmos poss´ıveis perdas associadas ao mesmo, podemos
simplesmente escolher aquele que nos deˆ, entre as maiores perdas, a menor delas - uma
decisa˜o extremamente conservadora. O Valor em Risco (VaR) e´ uma medida de risco que
nos permite escolher o quanto as maiores perdas influenciara˜o nossa decisa˜o, o que define o
risco que estamos assumindo. Para isto, estabelecemos β ∈ (0, 1) (que e´ a taxa percentual
que corresponde a` frac¸a˜o das perdas mais favora´veis) e definimos o VaR em x ∈ Ω, com
n´ıvel de confianc¸a β, como a menor perda associada a x de modo que a probabilidade da
varia´vel aleato´ria perda na˜o ultrapassa´-la seja maior ou igual a β. Em outras palavras, com
certa probabilidade β, as perdas na˜o excedera˜o o VaR. Mais precisamente, seja
2.2. VALOR EM RISCO - VAR 21
f : Ω× Rn −→ R
(x,y) 7−→ f(x,y)
uma func¸a˜o de perda. Para cada x ∈ Ω, f(x,y) sera´ uma varia´vel aleato´ria com distribuic¸a˜o
de probabilidade induzida da de y. Fixado α ∈ R, denotaremos por ψ(x, α) a probabilidade
de que a perda f(x,y) na˜o ultrapasse α, ou seja,
ψ(x, α) = P{y|f(x,y) ≤ α}, (2.7)
a qual e´ a func¸a˜o de distribuic¸a˜o acumulada para a perda associada a x. Estabelecido um
n´ıvel de confianc¸a β e dado x ∈ Ω, definimos o VaR como o menor α que satisfaz a` seguinte
inequac¸a˜o:
β ≤ ψ(x, α). (2.8)
Ou seja,
αβ(x) = min{α ∈ R|ψ(x, α) ≥ β}. (2.9)
O mı´nimo em (2.9) sempre e´ alcanc¸ado, pois ψ(x, α) e´ na˜o decrescente e cont´ınua a` direita
em relac¸a˜o a` perda α. Quando ψ(x, α) e´ cont´ınua e estritamente crescente, αβ(x) vem a ser
o u´nico α tal que ψ(x, α) = β. Sob o contexto de cena´rios essa unicidade nunca ocorre pois,
neste caso, ψ(x, α) sera´ uma func¸a˜o do tipo escada com saltos nos valores amostrados para
a perda f(x,y). De fato, ocorrera˜o duas situac¸o˜es: ou havera´ um intervalo de perdas para
o qual a referida igualdade e´ va´lida, ou na˜o existira´ perda alguma que possa satisfazeˆ-la.
Para exemplificar, suponha que nossa amostra consista de 5 perdas ordenadas zi, i =
1, 2, . . . , 5 com probabilidades de ocorreˆncia pj, j = 1, 2, . . . , 5. Se β = p1 + p2 + p3 , enta˜o
para todo α ∈ [z3, z4) temos ψ(x, α) = β. (Ver Figura (2.3))
Por outro lado, definindo β− = p1+p2+p3 e β+ = p1+p2+p3+p4, enta˜o este α inexiste
para β tal que β− < β < β+ (note tambe´m que para tal escolha αβ(x) = αβ−(x)).
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Figura 2.3: Definindo o VaR sob o contexto discreto.
Considere m cena´rios yj, cada qual com probabilidade de ocorreˆncia pj, j = 1, . . . ,m e
sejam fj(x), j = 1, . . . ,m suas respectivas perdas associadas em um ponto x. Ordenando
as perdas na forma
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fim(x)(x)
temos que
ψ(x, α) = P{y|f(x,y) ≤ α} (2.10)
=
∑
{j|fj(x)≤α}
pj
=
∑
{k|fik(x)(x)≤α}
pik
=
p˜α∑
k=1
pik ,
onde p˜α e´ o menor ı´ndice k tal que fik(x)(x) ≤ α. Note que os ı´ndices ordenados, associados
a`s probabilidades de ocorreˆncia dos cena´rios, dependem de x. Optamos por omitir tal
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depeˆndencia em favor da legibilidade. Assim, fixado β, seja p o menor p˜α tal que
p˜α∑
k=1
pik ≥ β.
Ou, mais simplesmente, p e´ o u´nico ı´ndice satisfazendo
p∑
k=1
pik ≥ β >
p−1∑
k=1
pik .
Dessa forma, a menor perda que satisfaz 2.9, a qual por definic¸a˜o e´ o VaR, e´ fip(x)(x). E
assim, sob o contexto de cena´rios chegamos a` seguinte definic¸a˜o:
Definic¸a˜o 2.2.1. Considere m cena´rios y1,y2, . . . ,ym com probabilidades de ocorreˆncia
p1, p2, . . . , pm. Fixado um portfolio x ∈ Ω, sejam f1(x), f2(x), . . . , fm(x) as respectivas
perdas associadas a estes cena´rios. Ordenando-as de menor para maior na forma
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fim(x)(x)
e denotando por p o u´nico ı´ndice tal que
p∑
k=1
pik ≥ β >
p−1∑
k=1
pik , (2.11)
onde β ∈ (0, 1), definimos o Valor em Risco (VaR) associado a` decisa˜o x ∈ Ω com n´ıvel de
confianc¸a β por:
αβ(x) = fip(x) = Fp(x). (2.12)
Portanto, o VaR com n´ıvel de confianc¸a β sob a decisa˜o x equivale ao valor da p-e´sima
func¸a˜o de valor ordenado nesse ponto, onde p satisfaz 2.11. Os valores mais comuns para o
paraˆmetro β no ca´lculo do VaR variam entre 0.95 e 0.99.
Quanto maior e´ o valor de β, mais influeˆncia estamos concedendo aos cena´rios menos
favora´veis na escolha de um portfolio. Em outras palavras, a` medida em que aumentamos a
confiabilidade, nos arriscamos menos ao considerar a probabilidade de ocorrerem situac¸o˜es
mais catastro´ficas. A vantagem do VaR como medida de risco reside no fato de podermos
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controlar o quanto esses cena´rios menos favora´veis influenciara˜o nossas deciso˜es (o VaR
descarta a presenc¸a dos cena´rios que correspondem a` taxa de 1−β das maiores perdas). Por
esse motivo, elegemos o VaR como nossa medida de risco.
Por outro lado, dada a sua relac¸a˜o com a func¸a˜o de valor ordenado, ha´ um considera´vel
esforc¸o computacional envolvido em seu processo de otimizac¸a˜o. Nosso objetivo e´ tentar
explorar a vantagem computacional das demais medidas abordadas em nosso trabalho no
sentido de tentar aproxima´-las das deciso˜es apontadas pelo VaR.
2.3 Valor em Risco Condicional - CVaR
Apesar de ser amplamente utilizado, o VaR possui propriedades indeseja´veis como a na˜o
convexidade e a na˜o diferenciabilidade. Sob o ponto de vista da definic¸a˜o de coereˆncia, o
CVaR (Valor em Risco Condicional) apresenta-se como uma medidade de risco mais con-
sistente do que o VaR (o VaR obtido de um portfolio composto de dois ativos pode ser
maior do que a soma dos riscos associados aos portfolios individuais desses ativos). O CVaR
quantifica as perdas “maiores ou iguais” ao VaR e age como um limitante superior para o
mesmo (VaR≤CVaR). Consequ¨entemente, e´ extremamente sens´ıvel a` presenc¸a de cena´rios
catastro´ficos (na˜o desconsidera as perdas mais improva´veis). Por outro lado, o CVar torna-se
uma func¸a˜o convexa sob determinadas condic¸o˜es. Essa vantagem permite que o CVaR seja
otimizado por meio de te´cnicas de programac¸a˜o linear quando adotadamos func¸o˜es perda
lineares.(Ver [20])
Para func¸o˜es de distribuic¸a˜o de probabilidade cont´ınuas, o CVaR para um dado n´ıvel de
confianc¸a e´ a esperanc¸a de que a varia´vel aleato´ria perda seja maior do que o VaR ou, caso
prefira, seja maior ou igual ao VaR. No entanto, para distribuic¸o˜es descont´ınuas o valor real
do CVaR pode diferir de ambos os valores mencionados acima. O motivo dessas disparidades
se deve a` poss´ıvel ocorreˆncia de um salto no valor do VaR quando olhamos para a func¸a˜o de
distribuic¸a˜o acumulada da varia´vel perda, a qual definimos em (2.7). De fato, se esse salto
inexistir, todos os valores acima coincidem.
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Sugerimos a leitura de [17], onde os autores tratam as peculiaridades presentes na definic¸a˜o
do CVaR. Para modelos baseados em cena´rios, onde a probabilidade e´ mensurada sobre um
conjunto finito de pontos, estes saltos ocorrem em todos os valores amostrados e, consequ¨en-
temente, no valor do VaR. Apresentaremos a definic¸a˜o do CVaR sob o contexto de cena´rios
e, em seguida, veremos como escolher o paraˆmetro β para que possamos tratar o CVaR como
a esperanc¸a das perdas que excedem o VaR.
Definic¸a˜o 2.3.1. Considere m cena´rios y1,y2, . . . ,ym com probabilidades de ocorreˆncia
p1, p2, . . . , pm. Fixado um portfolio x ∈ Ω, sejam f1(x), f2(x), . . . , fm(x) as respectivas
perdas associadas a estes cena´rios. Ordenando-as de menor para maior na forma
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fim(x)(x)
e denotando por p o u´nico ı´ndice tal que
p∑
k=1
pik ≥ β >
p−1∑
k=1
pik , (2.13)
onde β ∈ (0, 1), definimos o Valor em Risco Condicional (CVaR) associado a` decisa˜o x ∈ Ω
com n´ıvel de confianc¸a β por:
φβ(x) =
1
1− β
[(
p∑
k=1
pik − β
)
fip(x)(x) +
m∑
k=p+1
fik(x)(x)pik
]
. (2.14)
Olhando para (2.14), temos uma ide´ia de como o CVaR contorna as situac¸o˜es onde ha´
descontinuidade da func¸a˜o de distribuic¸a˜o de perdas no valor do VaR. O CVaR pode ser
visto como uma me´dia ponderada entre o VaR e a esperanc¸a das perdas que o excedem.
Esta caracter´ıstica faz com que o CVaR, ao contra´rio do VaR, varie continuamente quando
alteramos o paraˆmetro β.
Se tomarmos β de modo que
β =
p∑
k=1
pik
para algum p ∈ {1, 2, . . . ,m−1}, enta˜o o CVaR sera´ a esperanc¸a matema´tica das perdas que
excedem o VaR, condicionado a uma confiabilidade β. Deste modo, em nossas aplicac¸o˜es,
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escolheremos o paraˆmetro β convenientemente para que utilizemos o CVaR como
φβ(x) =
1
1− β
m∑
k=p+1
fik(x)(x)pik (2.15)
de forma consistente. Particularmente, se os cena´rios forem equiprova´veis, tem-se:
φβ(x) =
1
m− p
m∑
j=p+1
fij(x)(x)
com β = p
m
, para p ∈ {1, 2, . . . ,m− 1}.
2.3.1 Minimizando o CVaR
O me´todo para minimizar o CVaR que descreveremos foi introduzido por S. Uryasev em
[20]. Neste, essencialmente, uma func¸a˜o auxiliar e´ definida com o intuito de transformar a
minimizac¸a˜o do CVaR em um problema de Programac¸a˜o Linear (PPL). Dados m nu´meros
reais f1, f2, . . . , fm tais que
f1 ≤ f2 ≤ . . . ≤ fm
e p ∈ {1, . . . ,m}, definimos a func¸a˜o auxiliar
F (ξ) = (m− p)ξ +
∑
fi≥ξ
fi − ξ. (2.16)
Proposic¸a˜o 2.3.2. Seja F definida como em 2.16. Se p < m, o conjunto de minimizadores
de F (ξ) e´ o intervalo [fp, fp+1] com o valor mı´nimo
m∑
p+1
fi. Se p = m o conjunto de mini-
mizadores e´ [fp,∞) com o valor mı´nimo igual a zero.
Prova: Seja p ∈ {1, . . . ,m} e I(ξ) = {i ∈ {1, . . . ,m}|fi ≥ ξ}. Primeiramente considere
p < m. Agora tome ξ ∈ [fp, fp+1]. Se ξ = fp, temos
F (ξ) = (m− p)fp +
∑
i∈I(fp)
(fi − fp) = (m− p)fp +
m∑
i=p
(fi − fp)
= (m− p)fp +
m∑
i=p+1
(fi − fp) =
m∑
i=p+1
fi.
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Para fp < ξ ≤ fp+1, I(ξ) = {p+ 1, . . . ,m}. Portanto
F (ξ) = (m− p)ξ +
m∑
i=p+1
(fi − ξ) =
m∑
i=p+1
fi.
Para ξ < fp,
F (ξ) = (m− p)ξ +
∑
i∈I(ξ)
(fi − ξ)
=
∑
i∈I(ξ),i≤p
(fi− ξ) +
∑
i∈I(ξ),i≥p+1
(fi− ξ)
= (m− p)ξ +
∑
i∈I(ξ),i≤p−1
(fi − ξ) + (fp − ξ) +
∑
i∈I(ξ),i≥p+1
(fi − ξ)
>
m∑
i=p+1
fi.
Para ξ > fp+1,
F (ξ) = (m− p)ξ +
∑
i∈I(ξ)
(fi − ξ)
> (m− p)ξ +
m∑
i=p+1
(fi − ξ) =
m∑
i=p+1
fi.
Portanto, para p < m, o conjunto de minimizadores e´ o intervalo [fp, fp+1]. Tratemos o caso
em que p = m. Para ξ ≥ fm, temos
F (ξ) =
∑
i∈I(ξ)
(fi − ξ) = 0.
Para ξ < fm,
F (ξ) =
∑
i∈I(ξ)
(fi − ξ)
=
∑
i∈I(ξ),i6=m
(fi − ξ) + (fm − ξ) > 0.
Assim, para p = m, o conjunto de minimizadores de F e´ o intervalo [fp,∞).
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Segundo a proposic¸a˜o anterior, a soma dos (m − p) maiores nu´meros do conjunto {f1,
. . . , fm} e´ o mı´nimo do seguinte problema
min (m− p)ξ +
m∑
i=1
max{0, fi − ξ}.
ξ
O qual pode ser reescrito como um Problema de Programac¸a˜o Linear (PPL)
min (m− p)ξ +
m∑
i=1
zi
z, ξ
s.a. zi ≥ fi − ξ, i = 1, . . . ,m
z ≥ 0.
(2.17)
Suponhamos agora que f1, . . . , fm sa˜o func¸o˜es reais definidas em Ω representando as perdas
sob os cena´rios y1, y2, . . . , ym, respectivamente. Fixado x ∈ Ω, ordenamos estas perdas de
menor para maior, na forma:
fi1(x)(x) ≤ fi2(x)(x) ≤ . . . ≤ fim(x)(x).
Escolhido um n´ıvel de confianc¸a β = p
m
, p ∈ {1, 2, . . . ,m− 1}, o problema de minimizar
(m− p)φβ(x) e´ dado por
min (m− p)φβ(x) = [fip+1(x)(x) + · · ·+ fim(x)(x)].
x ∈ Ω
Para cada x sabemos que a soma [fip+1(x)(x)+ · · ·+ fim(x)(x)] pode ser compreendida como o
mı´nimo do PPL (2.17). Portanto, para minimizar o CVaR, chegamos ao seguinte problema
de otimizac¸a˜o:
min (m− p)ξ +
m∑
i=1
zi
x, z, ξ
s.a. zi ≥ fi(x)− ξ, i = 1, . . . ,m
z ≥ 0.
(2.18)
O qual tambe´m e´ um PPL se a func¸a˜o de perda for linear. Dado que (x?, z?, ξ?) e´ soluc¸a˜o
do mesmo, enta˜o x? e´ um portfolio o´timo e ξ? e´ um candidato para o VaR. Vale ressaltar
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que ξ? na˜o e´ um candidato para minimizador do VaR, mas sim para o VaR calculado em
x?. De fato, o VaR calculado em x? e´ o menor valor ξ do intervalo de minimizadores para o
Problema (2.18). Assim, sob essa abordagem, o problema de minimizar o VaR consiste em
min ξ
sujeito a` restric¸a˜o de que ξ e´ minimizador do Problema (2.18). Em [3], os autores intro-
duzem uma reformulac¸a˜o do problema OVO como um problema de programac¸a˜o na˜o-linear
correspondente a` esta formulac¸a˜o. Tal abordagem permite que o problema de minimizar o
VaR possa ser tratado por algoritmos de programac¸a˜o na˜o-linear mais gerais.
2.3.2 Mudando a confiabilidade para o CVaR - CVaR2
Tanto para o VaR quanto para o CVaR, a` medida em que elevamos o n´ıvel de confianc¸a β
tambe´m aumentamos nossa aversa˜o ao risco. Isto ocorre pois, ao fazeˆ-lo, influenciamos mais
nossa decisa˜o pelas perdas mais catastro´ficas. Pore´m, para um mesmo n´ıvel de confianc¸a
β, a decisa˜o tomada por meio do CVaR e´ influenciada por perdas que excedem o VaR.
Isto significa que, para uma mesma confiabilidade, o CVaR e´ uma medida de risco mais
conservadora do que o VaR.
Com o intuito de tentar aproximar as deciso˜es apontadas pelo CVaR das indicadas pelo
VaR, propomos uma redefinic¸a˜o do n´ıvel de confianc¸a. Tal redefinic¸a˜o consiste em influenciar
o CVaR pelas perdas inferiores ao VaR cuja probabilidade de ocorrerem seja igual a de
ocorrerem aquelas que o excedem. Em geral, fixado um n´ıvel de confianc¸a β para o VaR
(β > 0.5), definimos φβ˜ tal que β˜ = 1− 2(1− β).
Sob o ponto de vista discreto, onde possu´ımos m cena´rios equiprova´veis com β = p
m
, o
CVaR e´ me´dia das (m−p) perdas que excedem o VaR. Neste caso, nossa redefinic¸a˜o consiste
em influenciar o CVaR pelas (m − p) perdas inferiores ao VaR. Em outras palavras, dado
β = p
m
(com p > m
2
), definimos p˜ = p− (m− p+ 1) = 2p− (m+ 1) e obtemos
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φβ˜(x) =
1
m− p˜
m∑
j=p˜+1
fij(x)(x) (2.19)
onde β˜ = p˜
m
.
Em nossas simulac¸o˜es tambe´m faremos uso desta redefinic¸a˜o, a qual sera´ denotada por
CVaR2, na tentativa de diminuir a influeˆncia de cena´rios pouco favora´veis e, assim, verifi-
carmos uma possibilidade de substituir o VaR pelo CVaR.
CAPI´TULO 3
Processos e Simulac¸a˜o de Prec¸os
Neste cap´ıtulo estabelecemos os dois processos utilizados para estimar os prec¸os dos ativos
em nossas aplicac¸o˜es, a saber: a simulac¸a˜o histo´rica e o processo de Wienner generalizado.
Em ambos, os prec¸os sera˜o obtidos por meio de distu´rbios aleato´rios seguindo um modelo
multiplicativo. Tambe´m sera´ discutida a forma como esta˜o distribu´ıdos os prec¸os de um
ativo, o que e´ essencial para a tomada de deciso˜es em ambientes de risco. Considerar uma
distribuic¸a˜o em lugar de outra pode subestimar ou superestimar o risco.
3.1 O Modelo Multiplicativo
Para aplicar ambos os processos, adotamos um modelo multiplicativo onde o tempo encon-
tra-se discretizado em N + 1 pontos (per´ıodos). Sem perda de generalidade, abordaremos
o modelo adotando um u´nico ativo em nossas considerac¸o˜es. O prec¸o desse ativo no tempo
tk, k = 0, 1, . . . , N , sera´ denotado por S(tk), onde S(t0), seu valor atual, e´ conhecido. O
modelo multiplicativo e´ caracterizado iterativamente por meio da seguinte equac¸a˜o
S(tk+1) = u(tk)S(tk), k = 0, 1, . . . , N − 1, (3.1)
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onde os distu´rbios aleato´rios u(tk) sa˜o varia´veis aleato´rias mutuamente independentes. Visto
que u(tk) =
S(tk+1)
S(tk)
, enta˜o este representa o aumento/decre´scimo relativo entre os prec¸os dos
tempos tk e tk+1. Note que u(tk) e´ independente da moeda escolhida.
Ao tomarmos o logaritmo natural em ambos os lados da Equac¸a˜o (3.1) obtemos o seguinte
modelo aditivo:
ln S(tk+1) = ln S(tk) + ln u(tk), k = 0, 1, . . . , N − 1. (3.2)
A partir de agora e´ natural definirmos ω(tk) = ln u(tk) para nos referirmos aos distu´rbios
aleato´rios. Naturalmente, os ω(tk)’s podem ser obtidos das mais variadas formas. Isto nos
conduziria a uma infinidade de processos distintos para se obter S(tk+1).
Consideraremos que estes ω(tk)’s estejam normalmente distribu´ıdos. Obviamente, os
distu´rbios aleato´rios originais sera˜o dados por
u(tk) = e
ω(tk), k = 0, 1, . . . , N − 1. (3.3)
Dizemos que as varia´veis u(tk) sa˜o do tipo lognormal visto que o seu logaritmo e´ de fato
uma varia´vel aleato´ria normal. Note que este modelo sempre gera prec¸os positivos.
Visto que o prec¸o em tk e´ dado por S(tk) = u(tk−1)u(tk−2) . . . u(t0)S(t0), temos
ln S(tk) = ln S(t0) +
k−1∑
i=0
ln u(ti) = ln S(t0) +
k−1∑
i=0
ω(ti). (3.4)
Ou seja, ln S(tk) e´ uma varia´vel aleato´ria normal (dado que e´ a soma de uma cons-
tante com k varia´veis de mesma natureza). Em outras palavras, conclu´ımos que o modelo
multipicativo gera prec¸os com distribuic¸a˜o lognormal sob a hipo´tese de que os ω(tk)’s se-
jam varia´veis aleato´rias normais. Assumindo que cada ω(tk) foi amostrado de uma dis-
tribuic¸a˜o normal com me´dia ν e variaˆncia σ2, temos que a esperanc¸a de ln S(tk), denotada
por E(ln S(tk)), e a variaˆncia dessa mesma varia´vel sa˜o dadas por:
E(ln S(tk)) = ln S(t0) + νtk,
σ2(ln S(tk)) = tkσ
2.
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Ou seja, tanto a esperanc¸a quanto a variaˆncia aumentam linearmente com tk. Isto nos
diz que tanto o retorno quanto a incerteza associada a um ativo crescem ao longo do tempo,
uma propriedade razoa´vel.
Mas os prec¸os de um ativo possuem uma distribuic¸a˜o lognormal? Segundo [12], a maioria
dos ativos possuem uma distribuic¸a˜o muito pro´xima a` lognormal. Isso pode ser constatado
observando e comparando o histograma dos valores histo´ricos de um ativo com uma dis-
tribuic¸a˜o normal de mesma me´dia e variaˆncia. Pictoricamente, a distribuic¸a˜o lognormal
possui uma cauda mais longa do que a da distribuic¸a˜o normal, o que implica maior proba-
bilidade de aumentos/decre´scimos mais significativos no prec¸o.
Em [19], tambe´m afirma-se que diversos estudos rejeitam a hipo´tese de normalidade para
a distribuic¸a˜o dos retornos em va´rias se´ries financeiras: “As concluso˜es dos testes, conforme
discutido por Lawrence e Robinson (1995) e pelo relato´rio te´cnico do Risk Metrics (1995),
apontam a existeˆncia de leptocurtose, o que eleva a probabilidade de ocorreˆncia de valores
extremos quando comparado o esperado pela distribuic¸a˜o normal, ale´m de maior concen-
trac¸a˜o dos valores em relac¸a˜o a me´dia comparado com o esperado pela distribuic¸a˜o normal.
Ale´m disso, tambe´m verifica-se assimetria negativa na distribuic¸a˜o (com o nu´mero de ob-
servac¸o˜es da cauda esquerda maior do que o da direita)” (SECURATO, 2003 p. 369). Desta
forma, considerar uma distribuic¸a˜o normal para os retornos futuros poderia nos conduzir a
uma subestimac¸a˜o do risco.
Para complementar, supondo que ω¯ e σ2 sejam, respectivamente, a esperanc¸a e a variaˆncia
de ω, enta˜o o valor esperado para u sera´:
u¯ = eω¯+
1
2
σ2 .
Isto significa que a esperanc¸a u¯ aumenta caso a volatilidade σ seja acentuada. Para ativos
com alta volatilidade o termo 1
2
σ2 pode alterar de modo significante o retorno esperado.
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3.2 Simulac¸a˜o Histo´rica
Adotamos a hipo´tese de que os prec¸os de um ativo, digamos A, possui uma distribuic¸a˜o
lognormal. Dessa forma, por meio de registros histo´ricos, amostramos cada u(tk) diretamente
das frac¸o˜es obtidas desses registros. Assumida essa hipo´tese, note que
ln u(tk) = ln
S(tk+1)
S(tk)
= ln S(tk+1)− ln S(tk).
Ou seja, ln S(tk+1) e−ln S(tk) sera˜o varia´veis aleato´rias normais e, portanto, ln u(tk) tambe´m
o sera´. Assim, cada u(tk) e´ do tipo lognormal.
Seja d o nu´mero de registros histo´ricos considerados e m a quantidade de estimativas que
sera˜o realizadas, denotadas por pi1, . . . , pim. Cada pij, j = 1, . . . ,m foi calculado por meio do
seguinte algoritmo.
Algoritmo 3.2.1. (Ca´lculo das m estimativas)
1. Fixada a data atual e a data de resgate da aplicac¸a˜o, definimos N como o nu´mero de
dias entre essas datas, ao longo dos quais sera´ feita cada estimativa.
2. Se Π(t1), . . . ,Π(td) sa˜o os prec¸os histo´ricos do ativo A, definimos por r
1, . . . , rd−1 a
taxa de aumento/decre´scimo entre cada per´ıodo considerado, isto e´,
rk =
Π(tk+1)
Π(tk)
, k = 1, . . . , d− 1
3. Dado que Π(td) e´ o prec¸o atual de A, calculamos as m estimativas, ao longo de N
dias, da seguinte forma
Para j = 1, . . . ,m fac¸a
pi ← Π(td)
Para k = 1, . . . , N fac¸a
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Escolha aleatoriamente re ∈ {r1, r2, . . . , rd−1}
pi ← pire
Fim Para
pij ← pi
Fim Para
A fim de exemplificar o uso do Algoritmo (3.2.1), apresentamos um exemplo que descreve
como gerar 1 cena´rio para estimar o valor futuro de uma ac¸a˜o da empresa Petrobra´s.
Exemplo 3.2.2. Suponha que hoje seja 25/05/2007 e precisamos estimar o valor da ac¸a˜o da
empresa Petrobra´s para o dia 06/06/2007. Para tal, decidimos adotar o processo histo´rico
de simulac¸a˜o considerando os 30 u´ltimos prec¸os desse ativo (em do´lares). Para realizar
esta tarefa, armazemos as taxas de aumento/decre´scimo r1, r2, . . . , r29 entre cada dia do
histo´rico e o seu antecedente (ver Tabela (3.2)). Em seguida, escolhemos 7 taxas de au-
mento/decre´scimo aleatoriamente, dado que 7 e´ o nu´mero de dias u´teis entre essas duas
datas. Em nosso exemplo, as seguintes taxas foram escolhidas (as quais foram destacadas
na Tabela (3.2)):
1.0166, 0.9883, 1.0331, 1.0292, 1.0051, 1.0135, 0.9770.
Estas geraram os prec¸os da Tabela (3.1):
Data Prec¸o Simulado
06/06/2007 114.59
05/06/2007 117.29
04/06/2007 115.73
01/06/2007 115.14
31/05/2007 111.87
30/05/2007 108.29
29/05/2007 109.57
Tabela 3.1: Prec¸os simulados ate´ a data de resgate.
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k Data Π(tk) r
k
30 25/05/2007 107.78 1.0166
29 24/05/2007 106.02 0.9707
28 23/05/2007 109.22 1.0051
27 22/05/2007 108.67 0.9984
26 21/05/2007 108.84 1.0135
25 18/05/2007 107.39 1.0070
24 17/05/2007 106.64 1.0014
23 16/05/2007 106.49 1.0331
22 15/05/2007 103.08 1.0124
21 14/05/2007 101.82 0.9963
20 11/05/2007 102.20 1.0292
19 10/05/2007 99.30 0.9770
18 09/05/2007 101.64 1.0081
17 08/05/2007 100.82 1.0047
16 07/05/2007 100.35 0.9834
15 04/05/2007 102.04 0.9941
14 03/05/2007 102.65 1.0057
13 02/05/2007 102.07 1.0052
12 01/05/2007 101.54 1.0031
11 30/04/2007 101.23 0.9886
10 27/04/2007 102.40 0.9883
9 26/04/2007 103.61 0.9809
8 25/04/2007 105.63 1.0294
7 24/04/2007 102.61 0.9967
6 23/04/2007 102.95 0.9891
5 20/04/2007 104.08 1.0108
4 19/04/2007 102.97 0.9832
3 18/04/2007 104.73 0.9957
2 17/04/2007 105.18 0.9777
1 16/04/2007 107.58
Tabela 3.2: Tabela de dados histo´ricos.
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Com isso obtemos um cena´rio para o valor da ac¸a˜o da Petrobra´s em 6 de junho de 2007:
U$ 114,59.
Visto que um investidor tende a tomar deciso˜es influenciado pelo atual cena´rio do mer-
cado, atribu´ımos um peso maior aos acontecimentos (prec¸os) mais recentes. Ou seja, com
o intuito de obter melhores estimativas, repetimos as taxas de aumento/decre´scimo dos
u´ltimos dias atribuindo, dessa forma, maiores chances dos prec¸os se comportarem como em
seu histo´rico mais recente. O processo de simulac¸a˜o histo´rico e´ muito intuitivo e na˜o apre-
senta dificuldades para ser implementado dada a sua simplicidade e o fato de possuirmos
acesso relativamente fa´cil aos registros histo´ricos das ac¸o˜es. Este processo caracteriza-se
por sustentar-se nos dados do passado, o que na˜o adiciona novas e poss´ıveis informac¸o˜es de
mercado ao estimar os prec¸os futuros.
3.3 Caminhos Aleato´rios
O segundo processo de simulac¸a˜o que abordaremos e´ o processo de Wiener generalizado.
Este processo utiliza o conceito de caminho aleato´rio em sua definic¸a˜o, o qual e´ responsa´vel
pela parcela de aleatoriedade do mesmo. Um caminho aleato´rio nada mais e´ do que um
processo aditivo onde o tempo encontra-se discretizado em N per´ıodos de tamanho ∆t, na
seguinte forma:
z(tk+1) = z(tk) + η(tk)
√
∆t (3.5)
tk+1 = tk +∆t
para k = 0, 1, . . . , N − 1. O fator η(tk) e´ uma varia´vel aleato´ria normal com me´dia 0 e
desvio padra˜o 1. O processo e´ iniciado definindo-se z(t0) = 0. Para j 6= k, assumimos que
η(tj) e η(tk) sa˜o mutuamente independentes. Assim, dadas as varia´veis aleato´rias z(tk) e
z(tj), com j < k, temos que
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z(tk)− z(tj) = z(tk−1) + η(tk−1)
√
∆t− z(tj) (3.6)
= z(tk−2) + η(tk−2)
√
∆t+ η(tk−1)
√
∆t− z(tj)
= . . .
= z(tj) + η(tj)
√
∆t+ . . .+ η(tk−1)
√
∆t− z(tj)
=
k−1∑
i=j
η(ti)
√
∆t.
Logo, a diferenc¸a z(tk)− z(tj) tambe´m e´ uma varia´vel aleato´ria normal, visto que e´ soma
de varia´veis de mesma natureza. A esperanc¸a dessa varia´vel e´ E(z(tk) − z(tj)) = 0. Ja´ a
variaˆncia, lembrando que os η(tk) sa˜o mutuamente independentes, e´ dada por
σ2(z(tk)− z(tj)) = E
(
k−1∑
i=j
η(ti)
√
∆t− E(z(tk)− z(tj))
)2
(3.7)
= E
(
k−1∑
i=j
η(ti)
2∆t
)
= (k − j)∆t
= tk − tj.
Ou seja, a variaˆncia sera´ exatamente a diferenc¸a entre os tempos tk e tj. Da´ı o motivo em
usarmos
√
∆t em (3.5) na definic¸a˜o do processo. Quando existe o limite de (3.5) para ∆t→ 0
obtemos um modelo cont´ınuo o qual e´ denominado Processo de Wiener (ou Movimento
Browniano). Formalmente, o modelo e´ escrito na forma
dz = η(t)
√
dt. (3.8)
O processo de Wiener e´ utilizado na construc¸a˜o de processos mais gerais. Sua extensa˜o mais
simples e´ conhecida por Processo de Wiener Generalizado, a qual e´ dada por
dx(t) = a dt+ b dz.
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Onde x(t) e´ uma varia´vel aleato´ria para cada t, a e b sa˜o constantes, e z e´ um processo de
Wiener descrito por 3.8. Sua soluc¸a˜o anal´ıtica e´
x(t) = x(0) + a t+ b z(t).
3.3.1 Simulac¸a˜o por meio do Processo de Wiener Generalizado
Lembramos que o modelo multiplicativo pode ser representado na forma aditiva, com relac¸a˜o
ao logaritmo dos prec¸os, por
ln S(tk+1)− ln S(tk) = ω(tk), k = 0, 1, . . . , N − 1. (3.9)
No processo de simulac¸a˜o histo´rica obtemos os distu´rbios aleato´rios u(tk) a partir dos
registros histo´ricos das ac¸o˜es. Nesta subsec¸a˜o obteremos os u(tk)’s por meio de um processo
de Wiener generalizado. Para tal reescrevemos (3.9) na forma cont´ınua
d ln S(t) = v dt+ γ dz, (3.10)
onde v e γ ≥ 0 sa˜o constantes e z e´ um processo de Wiener. Assim, obtemos
ln S(t) = ln S(0) + vt+ γz(t). (3.11)
Note que a esperanc¸a da varia´vel aleato´ria ln S(t) e´ dada por
E(ln S(t)) = ln S(0) + vt (3.12)
Ou seja, apesar da presenc¸a da parcela de aleatoriedade γz(t), a varia´vel ln S(t) tende
a crescer linearmente ao longo do tempo (como em um regime de capitalizac¸a˜o cont´ınuo).
Esta caracter´ıstica faz com que o processo tambe´m seja conhecido porMovimento Geome´trico
Browniano.
Naturalmente, consideraremos o tempo discretizado em intervalos de tempo ∆t para que
possamos utilizar o processo (3.11) em nossas simulac¸o˜es. Sua forma discreta e´
ln S(tk+1)− ln S(tk) = v∆t+ γη(tk)
√
∆t. (3.13)
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O que nos conduz a` seguinte igualdade para obtermos o prec¸o no tempo tk+1
S(tk+1) = e
v∆t+γη(tk)
√
∆tS(tk). (3.14)
Retomando o modelo multiplicativo, vemos que os distu´rbios aleato´rios u(tk) correspon-
dem ao fator exponencial do segundo membro de 3.14, ou seja,
u(tk) = e
v∆t+γη(tk)
√
∆t. (3.15)
Portanto, ωk e´ dado por
ω(tk) = v∆t+ γη(tk)
√
∆t. (3.16)
Voltando-nos para o lado direito da igualdade (3.16), a primeira parcela e´ a taxa de
crescimento com a qual o prec¸o tendera´ a aumentar (para ativos livres de risco onde γ = 0,
o prec¸o do ativo cresce a uma taxa exponencial). Ja´ a segunda parcela nos diz que, ale´m
do prec¸o do ativo tender a crescer, ha´ um elemento de incerteza (normalmente distribu´ıdo)
o qual deve ser considerado. Como ω(tk) e´ uma varia´vel aleato´ria normal, u(tk) e´ do tipo
lognormal. Consequentemente, visto que (3.16) segue um modelo multiplicativo, o prec¸o
S(tk) e´ uma varia´vel aleato´ria lognormal.
Exemplo 3.3.1. Para exemplificar, e deixar claro como faremos uso deste processo, suponha
que desejamos estimar o IBOVESPA (I´ndice da Bolsa de Valores de Sa˜o Paulo). Considere
que a data atual e´ 03/07/2006 e queremos uma projec¸a˜o para o dia 06/06/2007. O processo
sera´ feito partindo-se da hipo´tese de que o ı´ndice tendera´ a crescer como nos u´ltimos 250 dias
de atividade da bolsa. Sendo pi1, pi2, . . . , pi250 os valores do ı´ndice que antecedem 03/07/2006,
denotamos por vj =
pij
pij+1
, j = 1, . . . , 249, o aumento/decre´scimo do ı´ndice entre um dia e o
seu antecessor (pi1 = valor do ı´ndice em 03/07/2006, pi2 = valor do ı´ndice em 02/07/2006
e assim sucessivamente). Enta˜o v e´ dado por:
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v =
249∑
j=1
ln vj.
Note que como vj =
pij
pij+1
, enta˜o ln vj = ln pij − ln pij+1. Portanto, temos que v =
ln pi1 − ln pi250 = ln pi1pi250 . Em outras palavras, o paraˆmetro v denota o aumento/decre´scimo
entre o primeiro e u´ltimo dias do per´ıodo considerado.
A fim de obter γ, calculamos o desvio padra˜o do conjunto {ln v1, ln v2, . . . , ln v249} e
o multiplicamos por
√
250 (devido a` expressa˜o (3.14)). Para este exemplo obtemos v =
0.399607 e γ = 0.252453.
Cada cena´rio foi gerado por meio da equac¸a˜o (3.14), estimando o valor do ı´ndice ao
longo de 338 dias ate´ chegarmos ao dia 6 de junho de 2007. A Figura (3.1) exibe o caminho
gerado para a obtenc¸a˜o de um cena´rio.
Figura 3.1: Cena´rio gerado por meio do processo de Wiener
Foram gerados 103 cena´rios, dos quais obteve-se a estimativa me´dia de 51194 pontos.
Em 03/07/2006 o IBOVESPA era de 37357 e passou para 52049 pontos em 06/06/2007. A
Figura (3.2) exibe a evoluc¸a˜o real do ı´ndice no per´ıodo considerado.
Ao contra´rio da simulac¸a˜o histo´rica, o modelo apresentado nesta sec¸a˜o insere novas in-
formac¸o˜es nos prec¸os estimados. Por outro lado, o processo de Wiener generalizado considera
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Figura 3.2: Evoluc¸a˜o real do IBOVESPA entre 03/07/2006 e 06/06/2007
que os prec¸os variam continuamente em relac¸a˜o ao tempo. Desta forma, o modelo na˜o preveˆ
saltos nos valores dos ativos quando consideramos per´ıodos de tempo suficientemente pe-
quenos.
CAPI´TULO 4
Aplicac¸o˜es
Neste cap´ıtulo apresentaremos os experimentos realizados a fim de responder nossa pergunta
inicial: existem situac¸o˜es nas quais podemos substituir o VaR pelo CVaR ou pelo modelo de
Markowitz? Em outras palavras, e´ poss´ıvel eliminar, ou ao menos diminuir satisfatoriamente,
a influeˆncia que as perdas mais catastro´ficas exercem sobre as demais medidas? Para tal,
consideraremos a possibilidade de se substituir deciso˜es VaR sob dois aspectos: buscando
portfolios VaR que sejam o´timos em seu sentido original (obtidos estritamente pela definic¸a˜o
do paraˆmetro β) ou impondo uma cota superior para a perda esperada (equivalentemente, um
lucro mı´nimo esperado). Enquanto estes sera˜o abordados na subsec¸a˜o “Buscando Soluc¸o˜es
VaR com Controle de Perda (Um Caso Especial)”, aqueles sera˜o tratados a seguir.
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4.1 Em Busca de Soluc¸o˜es VaR “Puras”
4.1.1 Descric¸a˜o dos Problemas
Depois de selecionarmos uma carteira de ativos e o perfil do nosso investimento, seja esta-
belecendo uma cota superior para as perdas ou definindo o n´ıvel de confiabilidade, devemos
gerar cena´rios antes de aplicar qualquer das medidas de risco estudadas. Para tal, tanto o
processo de simulac¸a˜o histo´rico quanto o de Wiener necessitam de registros histo´ricos. Esses
dados foram obtidos do site http://finance.yahoo.com, onde escolhemos 30 empresas (todas
elas negociando suas ac¸o˜es em do´lares). Em seguida fixamos as datas de aplicac¸a˜o e resgate
do investimento, o que caracterizou cada problema. Para cada problema foram realizadas 30
simulac¸o˜es onde variamos as empresas que fariam parte de nossa carteira de investimentos.
Consideramos carteiras com 4 e 5 empresas, sendo em nu´mero de 20 e 10 respectivamente.
Cada simulac¸a˜o foi realizada estimando os prec¸os futuros (cena´rios) por ambos os processos
de simulac¸a˜o tratados no cap´ıtulo anterior. A Tabela (4.1) resume os problemas tratados e
o nu´mero de cena´rios gerados para cada escolha no nu´mero de ativos que fariam parte da
carteira.
Problema Dt. Aplicac¸a˜o Dt. Resgate Ativos Cena´rios Simulac¸o˜es
4 300 20
1 25/05/2007 06/06/2007 5 300 10
5 1000 10
4 300 20
2 22/02/2007 05/03/2007 5 300 10
5 1000 10
Tabela 4.1: Caracterizac¸a˜o dos problemas.
Para o processo de simulac¸a˜o histo´rico, consideramos os 30 dias anteriores a` data do
investimento e atribu´ımos peso 2 aos 10 dias mais recentes deste per´ıodo. Ja´ os paraˆmetros v e
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σ do processo de Wiener foram estimados considerando o comportamento da ac¸a˜o nos u´ltimos
250 dias 1. Isto significa que estamos assumindo que o ativo tendera´ a se comportar como no
u´ltimo ano. As estimativas destes paraˆmetros foram feitas de forma ana´loga a` apresentada no
cap´ıtulo anterior. Nas simulac¸o˜es realizadas com 1000 cena´rios foram utilizadas as mesmas
carteiras empregadas naquelas com 300 cena´rios.
De posse dessas soluc¸o˜es, procurou-se responder as seguintes perguntas:
• A proposta feita para aproximar o CVaR do VaR (CVaR2) esteve mais pro´xima do
VaR do que o CVaR com β = 99%?
• As demais medidas aproximaram o VaR satisfatoriamente?
• Adotar um ou outro processo de simulac¸a˜o influenciou os resultados sob qual(ais)
apecto(s)?
Todos os algoritmos envolvidos nos processos de otimizac¸a˜o foram implementados no
software MatLab 7.0.1. Para otimizar o VaR, utilizamos o algoritmo primal descrito em [2].
Para o ca´lculo do CVaR adotamos a proposta de [20] descrita na terceira sec¸a˜o do segundo
cap´ıtulo deste trabalho.
Em todos os problemas fixamos o n´ıvel de confiabilidade do VaR em β = 0.99 e adotamos
a func¸a˜o de perda linear 1.5 definida no segundo cap´ıtulo. Adotamos o conjunto de Portfolios
via´veis Ω = {x ∈ Rn|eTx = 1 e x ≥ 0}, onde e = (1, . . . , 1)T ∈ Rn.
1Em geral, este e´ o nu´mero de dias de negociac¸a˜o no mercado financeiro durante o per´ıodo de um ano
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4.1.2 Comparac¸a˜o das Medidas
Dado que nosso objetivo e´ comparar as deciso˜es indicadas pelo VaR com as das demais
medidas estudadas; para cada problema desta sec¸a˜o, obtemos as seguintes soluc¸o˜es:
• CVaR com confiabilidade β = 0.99.
• CVaR2 com confiabilidade β determinada por 2.19.
• soluc¸a˜o indicada pelo modelo de Markowitz que possui a mesma variaˆncia da decisa˜o
VaR. Neste caso, tomamos a soluc¸a˜o o´tima obtida ao minimizarmos o VaR e calculamos
a variaˆncia associada a mesma. Em seguida obtemos o portfolio o´timo segundo o
modelo de Markowitz que possu´ıa esta variaˆncia.
Se x = (x1, . . . , xn) e x˜ = (x˜1, . . . , x˜n) sa˜o duas soluc¸o˜es, definimos por
d(x, x˜) =
1
2
n∑
i=1
|xi − x˜i|
a distaˆncia entre as mesmas. Note que a distaˆncia ma´xima entre duas soluc¸o˜es em Ω e´ 1.
Antes de analisar os resultados, apresentamos um exemplo para o qual obtemos as
seguintes soluc¸o˜es:
1. Soluc¸a˜o que minimiza o risco, denotada por MinRisco.
2. Soluc¸a˜o que minimiza a perda esperada, denotada por MaxRet.
3. Soluc¸a˜o do modelo de Markowitz para um lucro mı´nimo de 0.8%.
4. Portfolio do VaR com confiabilidade β = 0.99.
5. Portfolio do CVaR com β = 0.99 e β redefinido segundo nossa proposta (CVaR2).
6. Soluc¸a˜o do modelo de Markowitz com a mesma variaˆncia da soluc¸a˜o VaR encontrada
em 4, denotada por MarkVaR.
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Exemplo 4.1.1. Consideramos os valores das ac¸o˜es de 5 empresas (Intel, Petroba´s, AMD,
TAM e Google) no per´ıodo de 01/09/2006 a 30/11/2006 e simulamos 300 cena´rios para o
dia 7/12/2006 por meio de simulac¸a˜o histo´rica. Na Tabela (4.2) esta˜o presentes: os valores
das ac¸o˜es no dia da aplicac¸a˜o e a me´dia dos prec¸os simulados para a data de resgate.
INTEL PETRO AMD TAM GOOGLE
30/11/2006 20.98 90.61 21.93 27.75 489.50
Me´dia 7/12/2006 20.82 91.45 21.49 26.41 503.28
Tabela 4.2: Prec¸os atuais dos ativos e me´dias das projec¸o˜es para a data de resgate.
Figura 4.1: Medidas × Fronteira Eficiente.
Para este problema, a matriz Q de variaˆncias e covariaˆncias e´ dada por
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Q =

0.0021 0.0002 0.0009 0.0014 0.0007
0.0002 0.0022 0.0001 0.0001 0.0005
0.0009 0.0001 0.0046 0.0011 -0.0005
0.0014 0.0001 0.0011 0.0036 0.0007
0.0007 0.0005 -0.0005 0.0007 0.0024

.
Para os problemas MinRisco, MaxRet e a soluc¸a˜o apontada pelo modelo de Markowitz
para um lucro mı´nimo de 0, 8%, obtemos os portfolios da Tabela (4.3).
INTEL PETRO AMD TAM GOOGLE
MinRisco 0.19 0.32 0.16 0.07 0.26
MaxRet 0.0 0.0 0.0 0.0 1.0
Markowitz 0.18 0.32 0.16 0.0 0.34
Tabela 4.3: Soluc¸o˜es apontadas por MinRisco, MaxRet e pelo Modelo de Markowitz para um
lucro mı´nimo esperado de 0, 8%.
A decisa˜o apontada por MaxRet aposta tudo no ativo com maior promessa de lucrativi-
dade (ac¸o˜es da GOOGLE). Enquanto isso, o portfolio apontado pelo problema MinRisco e´
obtido por meio da diversificac¸a˜o do investimento (e na˜o investindo tudo no ativo de menor
variaˆncia, visto que o modelo de Markowitz considera a covariaˆncia dos ativos envolvidos).
Aplicando o VaR e o CVaR com 99% de confianc¸a, e o CVaR2 (para o qual, neste caso,
β = 97.66%), obtemos os portfolios indicados na Tabela (4.4), onde tambe´m se encontra a
decisa˜o MarkVaR.
Apesar de este na˜o ser o nosso objetivo, apresentamos na Tabela (4.5) o que aconteceria
no dia de resgatar nosso investimento. Na terceira linha encontram-se os valores reais no
dia 7 de dezembro de 2007 e, na segunda, a me´dia simulada para cada um.
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INTEL PETRO AMD TAM GOOGLE
VaR 99% 0.01 0.56 0.06 0.0 0.37
CVaR 99% 0.0 0.53 0.20 0.0 0.27
CVaR2 % 0.00 0.56 0.07 0.0 0.37
MarkVaR 0.04 0.32 0.12 0.0 0.52
Tabela 4.4: Portfolios o´timos segundo o VaR e CVaR com 0, 99% de confiabilidade, juntos
da soluc¸a˜o CVaR2.
INTEL PETRO AMD TAM GOOGLE
30/11/2006 20.98 90.61 21.93 27.75 489.50
Me´dia 7/12/2006 20.82 91.45 21.49 26.41 503.28
Real 7/12/2006 20.65 97.34 21.05 29.24 482.64
Tabela 4.5: Prec¸os dos ativos na data da aplicac¸a˜o, suas projec¸o˜es e valores reais para a
data de resgate.
Perda Real($)
MinRisco -13902.80
MaxRet 14014.30
Markowitz - 0,8% -09527.93
CVaR 99% -27114.45
VaR 99% -34176.19
CVaR 97.66% -33585.99
Tabela 4.6: Perdas reais associadas a cada portfolio.
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Na Figura (4.1), dispomos as soluc¸o˜es comparando-as com a fronteira eficiente e, na
Figura (4.2), apresentamos a distaˆncia da soluc¸a˜o VaR em relac¸a˜o a`s demais medidas. A
Tabela (4.6) apresenta as perdas reais associadas a cada decisa˜o.
Figura 4.2: Distaˆncia das demais medidas de risco em relac¸a˜o ao VaR 0.99.
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4.1.3 Resultados
Apresentamos a seguir, uma ana´lise das soluc¸o˜es para os problemas descritos na primeira
subsec¸a˜o. Vale lembrar que aqui nosso objetivo e´ verificar se podemos obter soluc¸o˜es VaR
“puras”, isto e´, obtidas estritamente pela definic¸a˜o do n´ıvel de confiabilidade β.
Problema 1
Para este problema foi escolhido um per´ıodo de estabilidade do mercado financeiro, durante
o qual na˜o ocorreram eventos externos (os quais corresponderiam a riscos na˜o diversifica´veis)
que pudessem comprometer os valores dos ativos significativamente.
Em um primeiro momento, abordaremos os resultados que se referem a`s simulac¸o˜es re-
alizadas com 300 cena´rios. A Tabela (4.7) apresenta a distaˆncia me´dia das medidas de
risco em relac¸a˜o ao VaR, incluindo outras duas soluc¸o˜es obtidas do modelo de Markowitz: a
soluc¸a˜o que minimiza o risco (MinRisco) e aquela que maximiza o retorno incondicionalmente
(MaxRet).
Medida Me´dia - Sim. Hist. Me´dia - Proc. Wiener Gen.
MinRisco 0.248036369 0.126885198
MaxRet 0.898535809 0.787648884
CVaR 0.189634844 0.167812980
CVaR2 0.136657508 0.106685109
MarkVaR 0.175402246 0.143723780
Tabela 4.7: Distaˆncias me´dias em relac¸a˜o ao VaR. Problema 1 - 300 cena´rios.
Na Figura (4.3), podemos notar que as distaˆncias das medidas foram menores quando
geramos os cena´rios por meio do processo de Wiener. Isto significa que, nestes casos, o
processo de Wiener gerou cena´rios com variaˆncia menor do que os obtidos por meio do
processo de simulac¸a˜o histo´rica. Constatamos que a soluc¸a˜o CVaR2 esteve, em me´dia, mais
pro´xima do VaR do que as demais. Ainda assim, lembramos que esta distaˆncia esteve acima
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Figura 4.3: Me´dias das distaˆncia dos demais portfolios em relac¸a˜o a soluc¸a˜o VaR. Problema
1 - 300 cena´rios.
de 0.1.
A Tabela (4.8) indica em quantos casos as soluc¸o˜es CVaR, CVaR2 e MarkVaR estiveram
mais pro´xima do VaR do que as demais.
Quando nos atemos ao nu´mero de casos, verificamos que a soluc¸a˜o MarkVaR esteve mais
pro´xima do VaR nas simulac¸o˜es histo´ricas.
A fim de verificar a poss´ıvel influeˆncia do nu´mero cena´rios sobre nossas deciso˜es, foram
refeitas as simulac¸o˜es aonde as carteiras possu´ıam 5 ativos redefinindo o nu´mero de cena´rios
em 1000. Os resultados esta˜o resumidos na Tabela (4.9).
Ao aumentar o nu´mero de cena´rios a distaˆncia me´dia do CVaR2 diminuiu significati-
vamente sob a simulac¸a˜o histo´rica. Por outro lado, esta mesma distaˆncia praticamente
na˜o sofreu alterac¸a˜o sob o processo de Wiener generalizado. Quando nos voltamos para os
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Medida Casos - Sim. Hist. Casos - Proc. de Wiener Gen.
CVAR 23% 7%
CVAR2 37% 57%
MarkVaR 40% 37%
Tabela 4.8: Proximidade em relac¸a˜o ao VaR por nu´mero de casos. Problema 1 - 300 cena´rios.
Sim. Histo´rica Proc. Wiener Gen.
300 1000 300 1000
MinRisco 0.259913 0.231092 0.117731 0.108269
MaxRet 0.898855 0.891803 0.777534 0.788188
CVaR 0.99 0.195246 0.112832 0.182501 0.107718
CVaR2 0.157384 0.060892 0.086145 0.086103
MarkVaR 0.175379 0.171542 0.121470 0.101724
Tabela 4.9: Distaˆncias me´dias em relac¸a˜o ao VaR. Problema 1 - 1000 cena´rios.
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portfolios indicados pelo CVaR, na˜o houve grande diferenc¸a quando fazemos essa mesma
comparac¸a˜o. Em me´dia, o aumento do nu´mero de cena´rios diminuiu a distaˆncia das demais
medidas em relac¸a˜o ao VaR. Mas, como podemos notar, esta distaˆncia esteve acima de 6%.
Problema 2
Neste problema fixamos a data de aplicac¸a˜o do investimento poucos dias antes de uma queda
da bolsa de valores da China. Obvimante, como no caso anterior, as deciso˜es que obtemos na˜o
foram influenciadas por este evento, visto que este ainda era desconhecido. O objetivo desta
escolha e´ o de verificar o desempenho das medidas frente a um risco na˜o diversifica´vel. De
forma ana´loga, apresentamos na Tabela (4.10) as me´dias das distaˆncias das demais medidas
em relac¸a˜o ao VaR. Assim como no Problema 1, abordaremos primeiramente as simulac¸o˜es
realizadas considerando-se 300 cena´rios. Nestes casos, assim como antes, as soluc¸o˜es es-
tiveram mais pro´ximas do VaR quando adotamos o processo de Wiener generalizado, exceto
para o portfolio MaxRet.
Medida Me´dia - Sim. Hist. Me´dia - Proc. Wiener Gen.
MinRisco 0.354584974 0.116910055
MaxRet 0.542286257 0.754357220
CVaR 0.198915234 0.162429030
CVaR2 0.140143913 0.087361087
MarkVaR 0.133312418 0.133299471
Tabela 4.10: Distaˆncias me´dias em relac¸a˜o ao VaR. Problema 2 - 300 cena´rios.
Ao contra´rio do problema anterior, notamos uma maior proximidade da soluc¸a˜o CVaR2
somente quando nos restringimos a`s simulac¸o˜es realizadas por meio do processo de Wiener
(ver Figura (4.4)). Por gerar cena´rios mais dispersos (com maior variaˆncia), o processo de
simulac¸a˜o histo´rico distanciou o CVaR2 do VaR. Isto e´, as perdas mais catastro´ficas na˜o
puderam ter sua influeˆncia eliminada e a me´dia foi uma aproximac¸a˜o melhor para o VaR.
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Figura 4.4: Me´dias das distaˆncia dos demais portfolios em relac¸a˜o a soluc¸a˜o VaR.
A Tabela (4.11) indica em quantos casos cada soluc¸a˜o esteve mais pro´xima do VaR do
que as demais.
Medida Casos - Sim. Hist. Casos - Proc. de Wiener Gen.
CVAR 13% 10%
CVAR2 37% 47%
MarkVaR 50% 43%
Tabela 4.11: Proximidade em relac¸a˜o ao VaR por nu´mero de casos
Como antes, refizemos as simulac¸o˜es das carteiras que continham 5 ativos redefinindo
o nu´mero de cena´rios em 1000. Neste caso, as me´dias das distaˆncias das soluc¸o˜es CVaR2
e MarkVaR diminuiram acentuadamente ao adotarmos o processo de Wiener generalizado.
Em geral, o aumento no nu´mero de cena´rios tambe´m contribuiu para aproximar as demais
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medidas do VaR. Entretanto, a menor distaˆncia me´dia esteve acima de 7%. A Tabela (4.12)
apresenta essas informac¸o˜es.
Sim. Histo´rica Proc. Wiener Gen.
300 1000 300 1000
MinRisco 0.392371 0.385663 0.155116 0.096219
MaxRet 0.545410 0.600134 0.739584 0.707558
CVaR 0.99 0.211816 0.177138 0.169023 0.120604
CVaR2 0.146248 0.141527 0.161169 0.072752
MarkVaR 0.149105 0.118445 0.182828 0.080572
Tabela 4.12: Distaˆncias me´dias em relac¸a˜o ao VaR - 1000 cena´rios.
4.1.4 O que Aconteceria na Data de Resgate?
Apesar de este na˜o ser o nosso objetivo, apresentamos aqui o desempenho das medidas
de risco frente a cada processo de simulac¸a˜o. Para cada problema, apresentamos duas in-
formac¸o˜es: um resumo das(os) perdas/lucros me´dias(os) obtidos pelas medidas de risco e o
desvio padra˜o me´dio de seus respectivos portfolios.
No primeiro problema, como mencionamos, o per´ıodo e´ de estabilidade. Em me´dia, todas
as soluc¸o˜es alcanc¸aram lucro. A Figura (4.5) e a Tabela (4.13) apresentam as informac¸o˜es
correspondentes a`s simulac¸o˜es feitas com 300 cena´rios.
Ja´ no segundo problema, nenhuma soluc¸a˜o poˆde obter eˆxito. Em casos extremos como
este, em geral, na˜o ha´ cena´rio que traduza o valor dos ativos diante de uma queda da bolsa
de valores da China. Nestas situac¸o˜es fica clara a importaˆncia do mercado de opc¸o˜es, por
meio do qual podemos proteger nossos investimentos (atividade conhecida por hedging).
Analogamente ao Problema 1, os dados presentes na Figura (4.6) e na Tabela (4.14) se
referem a`s simulac¸o˜es feitas com 300 cena´rios.
Para complementar, apresentamos as perdas me´dias das simulac¸o˜es feitas com 1000
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Medidas Sim. Histo´rica Proc. Wiener Gen.
Perda (%) DP.(×10−8) Perda (%) DP.(×10−8)
MinRisco -0.00367 2.5094 -0.00324 2.3493
MaxRet -0.00934 6.3970 -0.01038 6.3450
CVaR 99% -0.00530 2.7365 -0.00506 2.5461
CVaR2 -0.00714 2.7392 -0.00399 2.4564
VaR 99% -0.00685 2.7576 -0.00423 2.4742
MarkVaR -0.00507 2.7568 -0.00624 2.4736
Tabela 4.13: Perdas me´dias dos portfolios frente a cada processo de simulac¸a˜o - Problema
1.
Medidas Sim. Histo´rica Proc. Wiener Gen.
Perda (%) DP.(×10−8) Perda (%) DP.(×10−8)
MinRisco 0.08109 2.3760 0.08002 2.7012
MaxRet 0.10029 4.9326 0.08626 5.5464
CVaR 99% 0.09000 2.8832 0.08013 2.8813
CVaR2 0.08946 2.8564 0.08101 2.8202
VaR 99% 0.08881 2.9062 0.08152 2.8728
MarkVaR 0.09114 2.9052 0.08037 2.8722
Tabela 4.14: Perdas me´dias dos portfolios frente a cada processo de simulac¸a˜o - Problema
1.
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Figura 4.5: Perdas me´dias das medidas de risco - Problema 1.
cena´rios (as quais correspondem a`s carteiras com 5 ativos). A Tabela (4.15) apresenta
os dados associados ao Problema 1. Devido a` escolha do per´ıodo (o qual foi de estabilidade),
o VaR poˆde alcanc¸ar maior lucro do que as demais medidas ao utilizarmos a simulac¸a˜o
histo´rica e teve seu desempenho ultrapassado pela soluc¸a˜o MarkVaR quando adotamos o
processo de Wiener na resoluc¸a˜o deste problema.
Ao nos depararmos com o Problema 2, o CVaR 0.99 obteve as menores perdas nas
simulac¸o˜es realizadas com 1000 cena´rios. Como o conjunto de cena´rio na˜o previu o evento
“queda da bolsa de valores da China”, o CVaR obteve maior eˆxito por ser influenciado pelas
perdas mais catastro´ficas (ver Tabela (4.16)).
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Sim. Histo´rica Proc. Wiener Gen.
Perda(%) DP.(×10−9) Perda(%) DP.(×10−8)
MinRisco -0.00052 8.16 -0.00316 2.349
MaxRet -0.00075 21.7 -0.00636 6.411
CVaR 0.99 -0.00015 8.82 -0.00496 2.504
CVaR2 -0.00381 8.84 -0.00494 2.445
VaR 0.99 -0.00539 9.05 -0.00662 2.471
MarkVaR -0.00316 9.04 -0.00676 2.470
Tabela 4.15: Perdas me´dias dos portfolios frente a cada processo de simulac¸a˜o - Problema
1.
Sim. Histo´rica Proc. Wiener Gen.
Perda(%) DP.(×10−9) Perda(%) DP.(×10−9)
MinRisco 0.070694 7.02 0.077307 8.506
MaxRet 0.089559 16.2 0.090229 17.80
CVaR 0.99 0.083733 8.81 0.076750 8.687
CVaR2 0.084022 9.38 0.077056 8.674
VaR 0.99 0.082790 8.45 0.077267 8.783
MarkVaR 0.082709 8.44 0.078072 8.782
Tabela 4.16: Perdas me´dias dos portfolios frente a cada processo de simulac¸a˜o - Problema
2.
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Figura 4.6: Perdas me´dias das medidas de risco - Problema 2.
4.2 Buscando Soluc¸o˜es VaR com Controle de Perda
(Um Caso Especial)
Nesta sec¸a˜o, buscaremos soluc¸o˜es VaR considerando um controle sobre as perdas. Em outras
palavras, verificaremos a possibilidade de se aproximar o VaR caso queiramos nos proteger
de perdas maiores do que aquelas a que estamos dispostos a tolerar. Matematicamente,
abordaremos o seguinte problema:
min αβ(x) (4.1)
s.a. x ∈X
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Aqui, X impo˜e as seguintes restric¸o˜es:
µ(x) ≤ −R (4.2)
x ∈ Ω
onde −R e´ a perda me´dia ma´xima tolerada e Ω e´ o conjunto de portfolios admiss´ıveis definido
no in´ıcio deste trabalho.
Ha´ ao menos uma situac¸a˜o na qual o processo de otimizac¸a˜o das medidas consideradas nos
conduzem ao mesmo portfolio. Considere, ale´m do Problema (4.1), os seguintes problemas:
min σ2(x) (4.3)
s.a. x ∈X
min φβ(x) (4.4)
s.a. x ∈X.
Vale lembrar que σ2(x), αβ(x), φβ(x) sa˜o dadas, respectivamente, pelas Definic¸o˜es 1.4,
2.9 e 2.14. Admitindo-se a normalidade dos cena´rios e a hipo´tese de que a restric¸a˜o (4.2)
seja ativa na soluc¸a˜o x? do Problema (4.3), pode ser demonstrado (ver [18]) que se o mesmo
ocorrer para uma das outras duas soluc¸o˜es (dos Problemas (4.1) ou (4.4)) enta˜o esses treˆs
problemas de otimizac¸a˜o nos conduzira˜o ao mesmo portfolio o´timo x?.
Intuitivamente, se todas as soluc¸o˜es encontradas possu´ırem a mesma perda esperada
−R, enta˜o os minimizadores para o VaR e o CVaR so´ podem ser aqueles que esta˜o o mais
pro´ximo poss´ıvel dessa me´dia. Visto que, em geral, os valores do VaR e do CVaR sa˜o
determinados pelas perdas mais pro´ximas a` cauda da distribuic¸a˜o, enta˜o uma distribuic¸a˜o
de menor variaˆncia implicara´ valores menores para o VaR e o CVaR do que uma distribuic¸a˜o
de maior variaˆncia. Quando a distribuic¸a˜o e´ normal, obtemos o mesmo portfolio o´timo.
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Figura 4.7: Amostra × Normalidade - 7 dias.
Assim, caso haja situac¸o˜es onde a normalidade seja uma hipo´tese razoa´vel, a soluc¸a˜o de 4.1
podera´ ser substitu´ıda (ou aproximada) pelas demais.
No cap´ıtulo anterior, questionamos como seria a distribuic¸a˜o dos prec¸os de um ativo
e reforc¸amos a ide´ia de que essa distribuic¸a˜o e´ (aproximadamente) do tipo lognormal. A`
medida que o tempo passa, tanto o prec¸o de um ativo tende a aumentar quanto a incerteza
(variaˆncia) associada ao mesmo. Mas o que ocorre caso o per´ıodo considerado seja de poucos
dias? Certamente, o processo de simulac¸a˜o envolvido na previsa˜o do valor futuro dos ativos
gerara´ cena´rios com menor variaˆncia do que se esse per´ıodo fosse maior. Vejamos o que
acontece aos cena´rios de perdas para a empresa Hewlett Packard gerados sob o processo de
Wiener. Primeiramente, consideraremos um per´ıodo de 7 dias para o resgate do investimento
(Ver Figura (4.7)).
No gra´fico, quanto mais os cena´rios (pontos azuis) se distanciam do segmento de reta
(tracejado), menos o conjunto de cena´rios esta´ pro´ximo de possuir uma distribuic¸a˜o normal.
Note que, dado um ponto, o eixo das ordenadas indica qual e´ probabilidade das perdas serem
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Figura 4.8: Amostra × Normalidade - 30 dias.
menores do que a perda associada a esse ponto.
Esta primeira amostra apresenta-se muito pro´xima a` distribuic¸a˜o normal, mais notada-
mente quando olhamos para as maiores perdas. Ao consideramos um per´ıodo de 30 dias,
observamos mudanc¸as nas “caudas” da distribuic¸a˜o (Ver Figura (4.8)). Elas nos indicam um
aumento da probabilidade de ocorrerem perdas mais catastro´ficas. Na Figura (4.9), onde
consideramos 100 dias para o resgate da aplicac¸a˜o, a hipo´tese de normalidade fica ainda mais
distante.
O que este experimento nos indica e´ que a normalidade pode ser uma hipo´tese razoa´vel
ao tratarmos de aplicac¸o˜es onde o per´ıodo de investimento e´ curto. Visto que a volatilidade
do ativo na˜o deve ser ignorada, analisaremos as soluc¸o˜es de 30 simulac¸o˜es onde considera-
mos carteiras com 4 ativos. Esses experimentos foram realizados com as mesmas empresas
consideradas anteriormente. Adotamos o dia 25/05/2007 como a data do investimento e o
dia 06/06/2007 para a data de resgate (o que corresponde ao Problema 1 da sec¸a˜o anterior).
Nesses testes, utilizamos o processo de simulac¸a˜o histo´rico para gerar um conjunto de
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Figura 4.9: Amostra × Normalidade - 100 dias.
1000 cena´rios Zj = {yj1 , yj2 , . . . , yj1000} para cada ativo Aj. Tambe´m acompanhamos a
proximidade das demais soluc¸o˜es em relac¸a˜o ao VaR considerando os cena´rios distribu´ıdos
normalmente. Para tal, Z˜j = {y˜j1 , y˜j2 , . . . , y˜j1000}, o conjunto de cena´rios para o ativo Aj
normalmente distribu´ıdos, foi obtido a partir da me´dia e variaˆncia dos elementos de Zj.
Antes de prosseguirmos, apresentaremos um exemplo onde ale´m das comparac¸o˜es men-
cionadas anteriormente, veremos o que ocorre ao alterarmos o horizonte de investimento para
25 dias.
Exemplo 4.2.1. Consideramos os valores das ac¸o˜es de 4 empresas (HP, Intel, Itau, LG
Philips) no dia 25/5/2007 e simulamos 1000 cena´rios por meio do processo de simulac¸a˜o
histo´rico para o dia 6/6/2007. As soluc¸o˜es e as distaˆncias associadas a`s mesmas, em
relac¸a˜o ao portfolio VaR, encontram-se nas Tabelas (4.17) e (4.18) respectivamente. Na
Tabela (4.19), apresentamos as distaˆncias quando olhamos para os cena´rios normalmente
distribu´ıdos.
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HP Intel Itau LGPhilips
Markowitz 0.405090042 0 0.594909958 1.45312E-18
VaR 97% 0.405090042 4.71845E-16 0.594909958 4.23273E-15
CVaR 97% 0.405090042 -6.81139E-09 0.594909959 6.56134E-09
Tabela 4.17: Portfolios o´timos indicados pelas medidas aplicadas a um conjunto de 1000
cena´rios obtidos por meio do processo de simulac¸a˜o histo´rico.
Distaˆncia
CVaR 97% 7.15348E-09
Markowitz 6.12632E-15
Tabela 4.18: Distaˆncias das demais soluc¸o˜es em relac¸a˜o ao VaR - 1000 cena´rios obtidos por
meio de simulac¸a˜o histo´rica.
Distaˆncia
CVaR 97% 5.5284E-10
Markowitz 3.8964E-14
Tabela 4.19: Distaˆncias das demais soluc¸o˜es em relac¸a˜o ao VaR - 1000 cena´rios normalmente
distribu´ıdos.
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Refizemos a simulac¸a˜o anterior alterando o nu´mero de dias para 25 e o de cena´rios para
3000. Como anteriormente, buscamos portfolios o´timos utilizando tanto os cena´rios obtidos
por meio de simulac¸a˜o histo´rica quanto os de uma distribuic¸a˜o normal.
HP Intel Itau LGPhilips
Markowitz 0 0.357556563 -2.17797E-18 0.642443437
VaR 97% 0.052525204 0.300489698 3.35983E-09 0.646985095
CVaR 97% -5.41434E-12 0.357556563 -7.53175E-13 0.642443437
Tabela 4.20: Portfolios o´timos indicados pelas medidas aplicadas a um conjunto de 3000
cena´rios obtidos por meio do processo de simulac¸a˜o histo´rico.
Distaˆncia
CVaR 97% 0.057066865
Markowitz 0.057066865
Tabela 4.21: Distaˆncias das demais soluc¸o˜es em relac¸a˜o ao VaR - 3000 cena´rios obtidos por
meio de simulac¸a˜o histo´rica.
Quando consideramos os cena´rios normalmente distribu´ıdos, obtemos as seguintes dis-
taˆncias:
Distaˆncia
CVaR 97% 0.086213259
Markowitz 0.067591222
Tabela 4.22: Distaˆncias das demais soluc¸o˜es em relac¸a˜o ao VaR - 3000 cena´rios normalmente
distribu´ıdos.
Como esperado, as distaˆncias das soluc¸o˜es se acentuaram quando aumentamos o per´ıodo
considerado. Por outro lado, este aumento na˜o era esperado quando consideramos os cena´rios
normalmente distribu´ıdos.
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Em [18], Uryasev apresenta um experimento com 3 ativos onde os cena´rios esta˜o normal-
mente distribu´ıdos. Ao contra´rio do esperado, ele tambe´m obte´m va´rias soluc¸o˜es um pouco
distantes daquela de menor variaˆncia. Segundo Uryasev, o motivo dessas disparidades deve-
se a erros na gerac¸a˜o dos nu´meros aleato´rios. O experimento e´ conduzido escolhendo-se 3
valores para β (0.9, 0.95 e 0.99), variando-se o nu´mero de cena´rios (entre 1000 e 20000)
e utilizando-se dois me´todos distintos de se obter nu´meros pseudo-aleato´rios normais. Em
seu melhor resultado a ordem das distaˆncias, para um horizonte de 30 dias, e´ de 10−3 (Ver
[18]).
A seguir, apresentamos as distaˆncias dos portfolios das demais medidas em relac¸a˜o a`
decisa˜o VaR para o conjunto de 30 simulac¸o˜es. Verificamos duas situac¸o˜es: aquelas onde
|µ(x) +R| ≤ 10−9 (ou seja, onde a restric¸a˜o sobre a esperanc¸a ficou mais pro´xima de ser
ativa) e aquelas para as quais |µ(x) +R| > 10−9 (aqui, x pertence ao conjunto dos portfolios
o´timos que obtemos). Dada a quantidade de simulac¸o˜es realizadas, definimos o paraˆmetro
R de cada uma delas da seguinte forma: calculamos xmin (portfolio da soluc¸a˜o que minimiza
o risco segundo o Modelo de Markowitz) e xmax (portfolio o´timo segundo o Modelo de
Markowitz que maximiza o lucro) e definimos
R = −
(
µ(xmin) + µ(xmax)
2
)
Vale ressaltar que realizamos as simulac¸o˜es mesmo quando o valor de R foi negativo,
o que significa procurar soluc¸o˜es onde podemos perder. Em situac¸o˜es reais, escolher´ıamos
R positivo para estabelecer um lucro mı´nimo. Contudo, nossa preocupac¸a˜o foi garantir a
factibilidade dos problemas (poderia na˜o haver portfolios via´veis para uma escolha arbitra´ria
de R).
Lembramos que em cada uma das 30 simulac¸o˜es utilizamos dois conjuntos de cena´rios:
obtidos pelo processo de simulac¸a˜o histo´rico e de uma distribuic¸a˜o normal. Por sua vez, para
cada conjunto de cena´rios, obtemos os potfolios o´timos dos Problemas (4.3), (4.1) e (4.4).
As me´dias das distaˆncias quando |µ(x) +R| ≤ 10−9, ao olharmos separadamente para os
conjuntos de cena´rios, sa˜o apresentadas na Tabela (4.23).
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Sim. Histo´rica Dist. Normal
(16 Casos) (22 Casos)
Markowitz 0.018464672 0.011659029
CVaR 0.99 0.025501985 0.016198827
Tabela 4.23: Nu´mero de casos em que |µ(x) +R| ≤ 10−9 em Zj ou em Z˜j.
Lembramos que na sec¸a˜o anterior, onde na˜o consideramos um controle sobre as perdas,
obtivemos uma distaˆncia me´dia superior a 0.11 associada ao Modelo de Markowitz e superior
a 0.17 associada a` decisa˜o CVaR (quando utilizamos a simulac¸a˜o histo´rica dos prec¸os e
geramos 1000 cena´rios). Na Figura (4.10), comparamos essas distaˆncias me´dias com as que
obtemos acima.
Figura 4.10: Soluc¸o˜es com e sem Controle de Perda × Distaˆncia Me´dia.
Houve 13 simulac¸o˜es onde |µ(x) +R| ≤ 10−9 em todas as soluc¸o˜es, tanto ao adotarmos os
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cena´rios da simulac¸a˜o histo´rica quanto aqueles distribu´ıdos normalmente. Na Tabela (4.24),
apresentamos as distaˆncias me´dias para estes casos.
Sim. Histo´rica Dist. Normal
Markowitz 0.022725750 0.016162927
CVaR 0.99 0.031387054 0.018235353
Tabela 4.24: Nu´mero de casos em que |µ(x) +R| ≤ 10−9 em Zj e em Z˜j.
Em 4 dos 13 casos anteriores, temos que |µ(x) +R| ≤ 10−10. Nestes, como esperado,
as soluc¸o˜es aproximam-se mais pois diminu´ımos nossa toleraˆncia ao “erro” |µ(x) +R| (ver
Tabela (4.25)).
Sim. Histo´rica Dist. Normal
Markowitz 0.002885103 0.006619399
CVaR 0.99 0.003615373 0.001693758
Tabela 4.25: Nu´mero de casos em que |µ(x) +R| ≤ 10−10 em Zj e em Z˜j.
Por outro lado, quando |µ(x) +R| > 10−9 para algum x do conjunto de soluc¸o˜es, obtemos
as distaˆncias me´dias apresentadas na Tabela (4.26).
Sim. Histo´rica Dist. Normal
(14 Casos) (8 Casos)
Markowitz 0.150215061 0.074805705
CVaR 0.99 0.157430709 0.074444374
Tabela 4.26: Nu´mero de casos em que |µ(x) +R| > 10−9 para alguma soluc¸a˜o x.
Como esperado, nestes casos as distaˆncias apresentam-se maiores (mais notadamente ao
adotarmos os cena´rios originais, gerados pelo processo histo´rico de simulac¸a˜o).
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Assim, nossos experimentos nos indicaram que impor uma restric¸a˜o sobre a perda espe-
rada pode nos conduzir a situac¸o˜es onde a soluc¸a˜o VaR aproxima-se do portfolio de menor
variaˆncia e da decisa˜o apontada pelo CVaR. Essas situac¸o˜es sa˜o aquelas onde o per´ıodo de
investimento e´ curto pois, devido a uma menor incerteza, os cena´rios gerados pelo processo
de simulac¸a˜o histo´rico estiveram mais pro´ximos de ter uma distribuic¸a˜o normal.
Mas o que acontece neste caso especial? Quando a distribuic¸a˜o das perdas e´ normal,
tanto o VaR quanto o CVaR sa˜o proporcionais ao desvio padra˜o. Em outras palavras, fixado
β, existem constantes c1(β) e c2(β) tais que
αβ(x) = µ(x) + c1(β)σ(x) (4.5)
φβ(x) = µ(x) + c2(β)σ(x)
para todo x ∈X.
Assim, para os portfolios que esta˜o ativos na restric¸a˜o µ(x) ≤ −R, temos
αβ(x) = −R + c1(β)σ(x) (4.6)
φβ(x) = −R + c2(β)σ(x).
Portanto, se a restric¸a˜o sobre a esperanc¸a for ativa na soluc¸a˜o de um dos problemas
acima, este minimizador sera´ aquele que conduz a variaˆncia ao seu menor valor poss´ıvel.
Em outras palavras, conclui-se que minimizar o VaR e o CVaR nos conduziu a` soluc¸a˜o
de menor variaˆncia. Obtemos um portfolio eficiente segundo o modelo de Markowitz, isto
e´, o portfolio de menor variaˆncia para uma certa perda esperada (para maiores detalhes,
sugerimos a leitura de [18]). Nestes casos, o n´ıvel de confiabilidade β na˜o joga nenhum papel
e, portanto, o efeito do perfil de investimento no sentido das demais medidas de risco e´
anulado (na˜o importa se β = 0.75 ou β = 0.90). De um modo geral, a restric¸a˜o presente no
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Problema (4.1) pode nos conduzir a soluc¸o˜es que perdem a caracter´ıstica original do VaR: a
de na˜o ser influenciada pelas perdas mais acentuadas.
Deixamos registrado aqui, tambe´m, que a escolha da cota superior para as perdas pode
aproximar as soluc¸o˜es independentemente da forma que estas esta˜o distribu´ıdas. Considere,
por exemplo, o caso extremo onde esta cota e´ a mı´nima poss´ıvel de ser obtida por meio do
modelo de Markowitz. O portfolio dessa soluc¸a˜o indica o investimento de todo o capital no
ativo que possui a menor perda esperada. Dessa forma, caso a cota superior para as perdas
seja escolhida pro´xima a`quela que corresponde a` referida soluc¸a˜o, o conjunto de portfolios
via´veis pode diminuir significativamente (no caso extremo, reduz-se a um u´nico ponto!). A
seguir, apresentamos um exemplo onde escolhemos a cota −R de duas formas distintas.
Exemplo 4.2.2. Consideramos os valores das ac¸o˜es de 4 empresas (HP, Intel, Itau, LG
Philips) no dia 25/05/2007 e simulamos 1000 cena´rios para o dia 06/06/2007 por meio do
processo de Wiener generalizado. Na Tabela (4.27 seguem os portfolios quando escolhemos
R pro´ximo ao maior lucro esperado poss´ıvel.
HP Intel Itau LGPhilips
Markowitz 0.25600795 0 0.74399205 2.12096E-18
VaR 97% 0.25600795 4.2466E-15 0.74399205 7.87564E-15
CVaR 97% 0.25622382 -1.16813E-10 0.74387618 2.92033E-11
Tabela 4.27: Soluc¸o˜es o´timas para R escolhido pro´ximo do maior lucro esperado poss´ıvel.
As distaˆncias das soluc¸o˜es apresentadas em relac¸a˜o ao VaR esta˜o na Tabela (4.28):
Distaˆncia
CVaR 97% 0.000165867
Markowitz 2.16309E-14
Tabela 4.28: Distaˆncias das demais medidas em relac¸a˜ ao VaR (Tabela (4.27)).
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Refizemos a simulac¸a˜o alterando apenas o valor de R. Desta vez, R foi escolhido mais
distante do anterior, impondo uma cota superior menor para o lucro. Na Tabela (4.29),
apresentamos as soluc¸o˜es encontradas e, na Tabela (4.30), as distaˆncias correspondentes.
HP Intel Itau LGPhilips
Markowitz 0.79171327 0.16325558 0.041058632 0.003972518
VaR 97% 0.862344428 0.11656252 0.021093053 8.28781E-14
CVaR 97% 0.93812284 0.06177712 -1.66978E-12 -2.65317E-11
Tabela 4.29: Soluc¸o˜es o´timas para R escolhido mais distante do maior lucro esperado
poss´ıvel.
Distaˆncia
CVaR 97% 0.07582841
Markowitz 0.07063116
Tabela 4.30: Distaˆncias das demais medidas em relac¸a˜o ao VaR.
Conclusa˜o
Neste trabalho apresentamos treˆs medidas de risco, cada qual indicando ao seu modo uma
decisa˜o para resolver o problema de selec¸a˜o de portfolios. Ale´m das caracter´ısticas teo´ricas
de cada uma delas, apresentamos os problemas de otimizac¸a˜o envolvidos em seus ca´lculos e,
consequentemente, a viabilidade computacional associada a` resoluc¸a˜o dos mesmos. Devido a`
sua caracter´ıstica teo´rica, que nos permite eliminar a influeˆncia das perdas mais catastro´ficas,
elegemos o VaR como nossa medida de risco. Por outro lado, por ser computacionalmente
mais custosa, tentamos verificar se a medida eleita poderia ser aproximada satisfatoriamente
pelas demais medidas de risco. Para tal, consideramos soluc¸o˜es VaR em seu sentido original
(utilizando apenas o paraˆmetro de confiabilidade ao buscar portfolios o´timos) e soluc¸o˜es com
controle de perda (impondo uma cota superior para a perda esperada).
Para verificar a possibilidade de aproximar soluc¸o˜es VaR em seu sentido original, realiza-
mos simulac¸o˜es obtendo duas soluc¸o˜es. A primeira, denotada por MarkVaR, correspondendo
ao portfolio eficiente (segundo o Modelo de Markowitz) que possui a mesma variaˆncia da
soluc¸a˜o VaR. Ja´ a segunda soluc¸a˜o considerada, denotada por CVaR2, foi obtida por meio
de uma redefinic¸a˜o do n´ıvel de confibilidade β do CVaR. A fim de dar mais consisteˆncia a`
nossa ana´lise, utilizamos aqui dois processos distintos para estimar os prec¸os futuros.
Constatamos em nossos experimentos que a soluc¸a˜o CVaR2 cumpriu sua proposta teo´rica,
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ou seja, esteve mais pro´xima do VaR do que o CVaR para um mesmo n´ıvel de confianc¸a.
Pore´m, como ressaltamos, essa distaˆncia esteve acima de 0.11, em me´dia, nas simulac¸o˜es
com 300 cena´rios e acima de 0.07 naquelas realizadas com 1000. Tambe´m nos deparamos
com um caso onde o VaR esteve mais pro´ximo da me´dia das perdas do que desta soluc¸a˜o.
No referido caso, utilizamos o processo de simulac¸a˜o histo´rica, o qual gerou cena´rios com
maior variaˆncia (e, consequentemente, se fizeram presentes situac¸o˜es mais catastro´ficas).
Assim, os resultados dos nossos experimentos nos deram ind´ıcios de que se tratarmos de
problemas com per´ıodos de tempo maiores (aplicac¸o˜es de longo prazo), as demais medidas
podem tender a se distanciar do VaR qualquer que seja o processo de simulac¸a˜o envolvido.
Tambe´m constatamos que o aumento no nu´mero de cena´rios pode aproximar melhor as
demais soluc¸o˜es do VaR. Entretanto, esta diminuic¸a˜o pode apresentar-se pouco significativa,
independentemente do processo de simulac¸a˜o adotado. Portanto, conclu´ımos que a influeˆncia
exercida pela presenc¸a de cena´rios mais catastro´ficos na˜o poˆde ser eliminada, nem ao menos
diminu´ıda satisfatoriamente, a fim de se obter uma aproximac¸a˜o para soluc¸o˜es VaR “puras”.
Ao considerarmos a possibilidade de se obter soluc¸o˜es VaR quando impomos um controle
sobre as perdas, exploramos um caso especial apresentado por Uryasev em ([18]). Este caso
especial assume a hipo´tese de que os cena´rios sejam normalmente distribu´ıdos. Discutimos a
possibilidade de se assumir a normalidade dos cena´rios quando o horizonte do investimento e´
curto: comparamos as soluc¸o˜es obtidas por meio dos cena´rios originais (gerados pelo processo
de simulac¸a˜o histo´rico) com aquelas obtidas de uma aproximac¸a˜o normal para esses cena´rios.
Nossos experimentos nos indicaram que, nestes casos, impor uma restric¸a˜o sobre a perda
esperada pode nos conduzir a situac¸o˜es onde o VaR aproxima-se dos portfolios eficientes
indicados pelo Modelo de Markowitz e pelo CVaR.
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