Resource Allocation in Flexible-Grid Optical Networks with Nonlinear Interference by Yan, Li
Thesis for the degree of Licentiate of Engineering
Resource Allocation in Flexible-Grid Optical Networks with
Nonlinear Interference
Li Yan
Communication Systems Group
Department of Signals and Systems
Chalmers University of Technology
Gothenburg, Sweden 2015
Yan, Li
Resource Allocation in Flexible-Grid Optical Networks with Nonlinear Interference.
Department of Signals and Systems
Technical Report No. R013/2015
ISSN 1403-266X
Communication Systems Group
Department of Signals and Systems
Chalmers University of Technology
SE-412 96 Go¨teborg, Sweden
Telephone: + 46 (0)31-772 1865
Email: lyaa@chalmers.se
Copyright c©2015 Li Yan
except where otherwise stated.
All rights reserved.
This thesis has been prepared using LATEX.
Printed by Chalmers Reproservice,
Go¨teborg, Sweden, December 2015.
To my family

Abstract
As the backbone of modern communications, the optical networks are anticipated to
provide higher data rate and flexibility to support the exponentially growing volume and
heterogeneity of traffic requirements. Flexible-grid optical networks have been proposed
to improve the utilization of spectrum resources. However, the physical layer conditions
are more complex and variable in flexible-grid networks than fixed-grid wavelength di-
vision multiplexing networks. Therefore, the consideration of physical layer impairment
(PLI) is necessary in the planning stage of flexible-grid optical networks.
In this thesis, we mainly study the allocation of physical layer resources such as
modulation formats, power spectral densities (PSDs), and carrier frequencies for all the
channels in flexible-grid networks. To accurately estimate the quality of transmission,
both linear and nonlinear PLIs are considered. Novel resource allocation problems are
formulated and solved to include a nonlinear channel model and additional degrees of
freedom in flexible-grid optical networks. The network performance and efficiency im-
provements over previous works are demonstrated via numerical calculations.
Paper A proposes a resource allocation algorithm for a single flexible-grid fiber link
based on a nonlinear signal distortion model, i.e., the Gaussian noise (GN) model, as a
first step towards a whole-network design. Based on the accurate estimation of channel
PLIs provided by the GN model, the proposed algorithm can allocate resources more
efficiently in terms of spectrum usage. Its performance is demonstrated through compar-
isons with the benchmark algorithm utilizing the transmission reach method.
Paper B and Paper C extend the proposed formulation to the network level and
study the impact of nonlinear interference on transmission reaches and resource usage.
Specifically, with precalculated routes and spectrum orderings for all the channels, Paper
B allocates resources in a three-node network with optimized PSD. In Paper C, the
algorithm is further extended to more complex networks to demonstrate its scalability
and performance.
In Paper D, we jointly allocate route, spectrum, modulation format, and PSD for
each connection request in the flexible-grid network. A mixed integer linear programming
problem is formulated to search for the optimal resource allocation. A heuristic algorithm
based on problem decomposition is also developed to reduce computational complexities.
The joint resource allocation approach can improve the spectrum efficiency even further
compared with previous separate planning strategies.
Keywords: Flexible-grid optical network, elastic optical network, resource allocation,
physical layer impairment, Gaussian noise model, nonlinear interference
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Overview

Chapter 1
Introduction
1.1 Background and Motivation
Being the foundation of today’s information society, the fiber-optical communication net-
works were first invented in the 1970s and since then gradually revolutionized the world
by connecting everything easier and faster. Thanks to the extremely high bandwidth
and long transmission distances, optical networks have been an enabling technology for
Internet, data centers, and various communication networks. The enormous growth of
these applications, drives the development of optical networks toward greater efficiency
and flexibility [1]. Numerous techniques have been innovated in optical transmission
systems to transmit data at higher rate over longer distance [2].
Nowadays, wavelength division multiplexing (WDM) is commonly used in optical
networks to transmit 40-80 wavelengths on a fiber pair [3]. These wavelengths are located
on predetermined wavelength grids, which divide the optical spectrum into fixed 50 GHz
spectrum slots [4] carrying fixed data rates. Due to the exponentially growing network
traffic demands, the data rate per wavelength is also increased from 10 Gbit/s to 100
Gbit/s and beyond [2]. However, current optical networks will not be able to support bit
rates greater than 100 Gbit/s per wavelength because of the fixed spectrum grids. To
properly address this challenge, more flexible networks are considered recently [3], which
combine adaptive and intelligent hardware to enable new flexible-grid optical networks.
In flexible-grid optical networks, various bandwidths and data rates are enabled by
adaptive transceivers [5]. In the spectrum domain, optical channels will be no longer
situated in fixed spectrum slots, but rather at irregular frequencies based on their different
data rates, transmission distances, and network conditions. Furthermore, the software-
programmable optical transceivers allow us to adaptively change transmission parameters
such as modulation format, carrier frequency, and power spectral density (PSD) for every
channel to optimize the network globally [6].
When designing a network, we often need to balance the various trade-offs among
communication requirements and constraints. Consequently, it is very important to allo-
cate resources in flexible-grid optical networks sophisticatedly so that the full benefits of
the technology could be attained. An efficient resource allocation algorithm is thus one
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critical component that enables optical networks to work in practice. In resource alloca-
tion algorithms, the routes and various transmission parameters need to be determined
such that the data rate requirements of all the channels are fulfilled with acceptable bit
error rates (BERs), or equivalently, satisfactory qualities of transmission (QoTs).
The resource allocation problem in flexible-grid optical networks is more complex than
in traditional fixed-grid WDM networks due to the additional degrees of freedom and new
network features. Furthermore, the heterogeneous distributions of wavelengths, powers,
and bandwidths can incur high nonlinearities in optical fibers, which may significantly
impair channel QoTs. Hence, it is necessary to have an accurate channel model to predict
physical layer impairments (PLIs) and guarantee QoTs.
Traditionally, transmission reach methods have been used to estimate PLIs for fixed-
grid WDM networks [7, 8]. The transmission reach of a specific modulation format is the
worst-case distance that can be transmitted in a fully loaded spectrum. This approach
usually overprovisions the signal-to-noise ratio (SNR) margins such that all the channels
have acceptable QoTs in any network condition, which results in waste of optical fiber
resources in most of the cases. Moreover, in flexible-grid optical networks, signals with
various modulation formats and bandwidths can share the same link. The resulting PLIs
are notably more state-dependent than in fixed-grid WDM networks [Paper A].
The Gaussian noise (GN) model has been proposed to characterize the nonlinear
signal distortions in optical fibers with reasonable accuracy and low computational com-
plexity [9–14]. Based on perturbation analysis, the GN model finds approximate analyt-
ical solutions to the nonlinear pulse propagation equation in dispersion uncompensated
fiber, where the nonlinear interference (NLI) behaves as stationary additive Gaussian
noise [12]. With the GN model, we can precisely predict SNRs, and thus QoTs of all the
channels based on the allocated routes and transmission parameters.
1.2 Aim of the Thesis
The main aim of this thesis is to incorporate the GN model into resource allocation
algorithms in flexible-grid optical networks. Specifically, we seek answers to the following
questions:
• How should resource allocation problems in flexible-grid optical networks with the
GN model be formulated?
• What is the impact of considering nonlinear impairments in flexible-grid optical
networks?
• Is it beneficial to jointly optimize transmission parameters in the flexible-grid op-
tical networks?
The transmission parameters are defined as modulation formats, carrier frequencies, and
PSDs of optical channels in this thesis.
1.3 Thesis Outline 3
1.3 Thesis Outline
The structure of this thesis is organized as follows. Chapter 2 introduces the PLIs in
an optical fiber. Various PLIs in the optical fiber and the analytical GN model will
be introduced, followed by a discussion about the QoT. In Chapter 3, after reviewing
common resource allocation formulations in traditional fixed-grid WDM networks, the
transmission parameter optimization problem in flexible-grid networks with nonlinear
interference is considered. Chapter 4 summarizes our contributions in the appended
papers.
Chapter 2
The Fiber-Optical Channel
The optical fiber is a cylindrical waveguide composed of a dielectric core and cladding.
The refractive index of the core is higher than the cladding such that light can be trapped
in the fiber. A mode describes the spatial distribution of the electromagnetic field in
optical fibers. In this thesis, we are concerned with single-mode fibers, which supports
only one propagating mode and is commonly used for backbone optical networks.
The response of any dielectric to light becomes nonlinear for intense electromagnetic
fields [15, p. 26]. This is the origin of nonlinearities in optical fibers. As the light prop-
agates in the fiber for a long enough distance, the nonlinear effects will accumulate and
distort signals modulated on the lightwave. The propagation of an electromagnetic field
in optical fibers are governed by the Maxwell’s equations and the boundary conditions
imposed by the cylindrical dielectric core and cladding, which are further simplified to
a pulse-propagation equation and referred to as the nonlinear Schro¨dinger (NLS) equa-
tion [15, pp. 25–41].
In addition to NLI, optical signal in fibers also suffers from various impairments such
as power losses, chromatic dispersion, and amplified spontaneous emission (ASE) noise
from erbium-doped fiber amplifiers (EDFAs). Unlike the interference introduced by the
nonlinear effects, these impairments either scales linearly with the signal power or is a
constant parameter of the fiber system.
It is not trivial to obtain the statistical properties of the noise in optical fibers.
Specifically, the prediction of NLI needs to solve the NLS equation, a nonlinear partial
differential equation that does not generally have analytic solutions. Fortunately, the
GN model is recently proposed as an analytical approximation of the nonlinear signal
distortion. We can use the GN model in network resource allocation algorithms to easily
quantify the nonlinear impairments in the physical layer.
This chapter is organized as follows. In Section 2.1, starting with the NLS equation,
the main PLIs in the fiber are described. The GN model will be introduced along with
its associating assumptions in Section 2.2. The computation of channel SNRs, which is
a measurement of QoTs based on the GN model and expressions of other PLIs, will be
described in Section 2.3.
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2.1 Pulse Propagation in Optical Fibers
The single-polarization pulse-propagation equation in an optical fiber is modeled using
the NLS equation with loss [15, p. 40]
∂A
∂z
= iγ|A|2A− iβ2
2
∂2A
∂t2
− α
2
A, (2.1)
where A = A(z, t) is the slowly varying complex envelope of the optical field, z is the
distance of propagation, γ is the nonlinear coefficient of the fiber, |A|2 is the power
of the optical envelope, β2 is the group velocity dispersion coefficient, α is the power
attenuation factor of the fiber, and t is the time coordinate in a reference frame moving
with the optical envelope. Given an initial envelope A(0, t) at the input of a fiber, (2.1)
tells us the propagated pulse envelope at any distance z in the fiber. The Manakov
equation is the double-polarization counterpart of the NLS equation.
The three terms at the right-hand side of (2.1) govern, respectively, the effects of
nonlinearity, dispersion, and fiber losses on optical pulses. In the following sections, we
will introduce these impairments in detail.
2.1.1 Chromatic Dispersion
In a dispersive medium the group velocities of different wavelengths are different. This
phenomenon is called group velocity dispersion or chromatic dispersion. In long haul
optical communication systems, the accumulated chromatic dispersion is large enough to
broaden the pulse width in the time domain and thus leads to inter-symbol interference.
To study the pulse propagating in a linear dispersive medium, we can neglect the
nonlinearity and power losses by setting the nonlinear coefficient γ = 0 and the power
attenuation factor α = 0. The NLS equation thus becomes
∂A
∂z
= −iβ2
2
∂2A
∂t2
. (2.2)
The closed-form solution of (2.2) in the spectrum domain is
A˜(z, ω) = A˜(0, ω) exp(iβ2ω
2z/2), (2.3)
where A˜(z, ω) is the Fourier transform of the time domain pulse envelope A(z, t). From
the solution of (2.2) we know that the chromatic dispersion can be modeled as a linear all-
pass filter. The amplitude of the pulse frequency is unaffected, but a frequency-dependent
phase shift is introduced.
The chromatic dispersion also results in chirped optical pulses, i.e., the instantaneous
frequency changes at different time coordinates of the pulse envelope. This is because
different frequency components travel at different speeds. After the propagation, the high
velocity component appears at the leading edge of the pulse, whereas the low velocity
component is delayed at the trailing edge.
Traditionally, chromatic dispersion is compensated for in the optical domain by a
dispersion-compensating fiber or a fiber Bragg grating. The dispersion-compensating
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frequency
1f2f4f3f
Figure 2.1: Four-wave mixing generates new frequency component f4 from three ex-
isting frequencies f1, f2 and f3.
fiber has the opposite sign of β2 compared to the single-mode fiber. The fiber Bragg
grating reflects different frequency components of the chirped optical pulse at different
positions in the fiber grating to compress the pulses.
In modern high speed coherent transmission systems, chromatic dispersion is com-
pensated by digital filters in the receiver. This digital signal processing technique avoids
additional nonlinearities or losses induced by the optical compensation modules, and en-
ables more flexible deployment of fibers. In the rest of this thesis, we will assume that the
chromatic dispersion is compensated through the digital signal processing at the receiver
side and no optical dispersion compensation is present in the fiber link.
2.1.2 Nonlinear Interference
The nonlinear effects in an optical fiber originate from nonlinear refraction, a phenomenon
referring to the intensity dependence of the refractive index. In the presence of the optical
field, the refractive index of the fiber is slightly changed. And this varied refractive index
further changes the phase of optical signal and results in all kinds of NLI. Specifically,
the fiber nonlinearity can be understood by ignoring the dispersion and power loss in
(2.1) as
∂A
∂z
= iγ|A|2A. (2.4)
The solution of (2.4) is
A(z, t) = A(0, t) exp
[
iγ|A(0, t)|2z] . (2.5)
Equation (2.5) describes the nonlinear distortion in the presence of one pulse mod-
ulated on a single wavelength, where the signal phase is changed proportionally to the
signal power |A(0, t)|2. In WDM and flexible-grid optical networks, signals from multiple
channels with different wavelengths may overlap in the time domain and lead to more
complex interference like four-wave mixing, where interactions between three existing
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frequency2f4f3f 1f
affected/affecting channel
(a)
frequency
4f 1f 2f3f
affected/affecting channel affecting channel
(b)
frequency
4f 1f 2f2f
affected/affecting channel affecting channelaffecting channel
(c)
Figure 2.2: Classification of NLI. Thin tall arrows (f1, f2, and f3): generating fre-
quency components. Thick short arrow (f4): generated frequency com-
ponent. (a): SCI, channel is affected by itself; (b): XCI, channel is
affected by the interaction between itself and another channel; (c): MCI,
at least two affecting channels outside the affected channel are involved.
wavelengths produce a fourth wavelength [15, pp. 369–370]. An illustration of four-wave
mixing is shown in Figure 2.1.
From a spectrum domain perspective, the nonlinear effects can be classified into
three categories according to their origins: self-channel interference (SCI), cross-channel
interference (XCI), and multi-channel interference (MCI). As is shown in Figure 2.2, for
a specific channel, its SCI is the interference generated by the channel to itself. The XCI
of the channel comes from its interaction with another channel. Its MCI is produced by
at least two other channels outside the affected channel. In a dispersion uncompensated
transmission system, SCI and XCI are the dominant NLI, while the relative strength of
MCI is almost always negligible [12].
Unlike the chromatic dispersion that is equivalent to a linear all-pass filter, the non-
linear effects generate new frequencies in the spectrum domain. The new frequency
component will interfere with other existing wavelengths and degrade QoTs of coprop-
agating channels. Moreover, the nonlinear effects can further interact with chromatic
dispersion and ASE noise to generate complicated nonlinear phase and amplitude noise,
which is hard to capture analytically. Actually, nonlinearity is a serious problem limiting
the efficiency of optical transmission systems.
Nonlinearities can be partly compensated for by digital backpropagation, which solves
the inverse NLS equation by simulating the received signal with inversed parameters
(−β2,−γ,−α) [16–18]. In this thesis, we assume that the SCI is compensated for by
digital backpropagation for some of the resource allocation algorithms [Paper B, Paper
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C]. These algorithms can be easily extended to nonlinearity uncompensated scenarios by
modifying the NLI estimation.
2.1.3 Fiber Loss and ASE Noise
The power loss of optical signals inside a fiber comes from sources such as Rayleigh
scattering, material absorption, bending of the fiber, and scattering of light at the core-
cladding interface [15, pp. 5–6]. The fiber loss can be described mathematically by
ignoring the dispersion and nonlinearity in (2.1) as
∂A
∂z
= −α
2
A. (2.6)
The solution of (2.6) is
A(z, t) = A(0, t) exp [−αz/2] . (2.7)
Equation (2.7) shows that the pulse amplitude decreases exponentially as a function of
the propagation distance z. If P0 =
∫∞
−∞
|A(0, t)|2dt is the power of the optical signal at
the input of a fiber with length of L, the received power PR is given by
PR = P0 exp(−αL). (2.8)
The attenuation constant α is a measure of total fiber losses in linear scale. It is customary
to express α in units of dB/km using the relation
αdB = −10
L
log
(
PR
P0
)
= 4.343α. (2.9)
In the commercial optical communication systems, fibers usually exhibit a loss around
0.2 dB/km, which means that after the transmission of a fiber span (usually around
100 km) the optical power will be attenuated by more than 20 dB and well below the
sensitivity threshold of photo-detectors in the receiver. Consequently, in the long-haul
transmission, amplifiers are necessary to boost the intensity of optical signals periodically
at the end of fiber spans. The EDFA is the most commonly used amplifier in the optical
communication systems.
Inevitably, amplifiers will also induce ASE noise to optical signals. The ASE noise
is intrinsic to EDFAs [19, pp. 255–256] and can be modeled as additive white Gaussian
noise with the PSD per span per polarization
GASEspan = (e
αL − 1)hνnsp, (2.10)
where h is the Planck constant, ν is the light frequency, and nsp is the spontaneous
emission factor. The ASE noise can interact with other impairments in the fiber to
deteriorate the signal quality.
Note that commercial EDFAs usually have a flat gain spectrum such that different
wavelengths can experience the same gain [19, pp. 258–259]. Consequently, as long as the
EDFA is not saturated, channels with different input PSDs will keep the PSD difference
(in dB) after the amplification.
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2.2 Gaussian Noise Model
In Section 2.1, three phenomena of the pulse propagation in an optical fiber are intro-
duced, i.e., the chromatic dispersion, nonlinear effect, and ASE noise induced by EDFAs.
Among these PLIs, the chromatic dispersion can be totally compensated by the digital
signal processing module at the receiver side. Consequently, in the future, optical disper-
sion compensation hardware will be completely removed from fiber links to enable more
flexible transmission. As an additional benefit, the signal propagation and nonlinear-
ity generation in the fiber are also tremendously simplified in dispersion uncompensated
transmission. Analytical nonlinear propagation models can be used for performance pre-
diction, and the NLI manifests itself as additive Gaussian noise due to the unmitigated
dispersion effect [9–14].
The Gaussian noise (GN) model has been proposed to predict the NLI in disper-
sion uncompensated fiber links. The GN model holds under the following assumptions:
1) a coherent polarization-multiplexed (PM) system without optical compensation for
chromatic dispersion; 2) for each channel, the transmitted signal PSD is equal in both
polarizations; 3) each channel spectrum is rectangular and does not overlap with neigh-
boring channels; 4) the NLI generated in different fiber spans sum incoherently over the
whole link; 5) the losses of each fiber span are compensated by EDFA at the end of
the span; 6) all spans are long enough to have the same effective length; 7) the MCI is
neglected due to its negligible strength.
Under the above-mentioned assumptions, by applying perturbation analysis and ap-
proximations to the pulse-propagation equation, the NLI PSD per span per polarization
for channel i can be expressed as [9]
GNLIi,span = G
SCI
i,span +G
XCI
i,span (2.11)
where
GSCIi,span =
3γ2
α2
F 2iiG
3
i , G
XCI
i,span =
6γ2
α2
Gi
∑
j∈D
j 6=i
F 2ijG
2
j . (2.12)
Here D is the set of channels in the network. GSCIi,span and G
XCI
i,span are the SCI and XCI
PSDs per span per polarization of channel i, respectively. Gi is the transmitted PSD per
polarization for channel i. F 2ij for i, j ∈ D is the NLI efficiency function representing the
NLI strength:
F 2ij =
2
ξ
{
ImLi2
[√−1∆fi
2
(
fi − fj + ∆fj
2
)
ξ
]
+ ImLi2
[√−1∆fi
2
(
fj − fi + ∆fj
2
)
ξ
]}
,
(2.13)
with
ξ =
4pi2|β2|
α
, (2.14)
and Li2 is the dilog function. fi and ∆fi are the carrier frequency and bandwidth of
channel i for i ∈ D, respectively.
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The dilog function in (2.13) can be simplified using its asymptotic expansion. As a
result, the NLI efficiency function F 2ij for i, j ∈ D can be approximated by the hyperbolic
arcsin function if i = j [14], and the logarithm function if i 6= j [9]
F 2ii ≈
α
2pi|β2| arcsinh
(
pi2|β2|
2α
∆f2i
)
,
F 2ij ≈
α
4pi|β2| log
∣∣∣∣ |fi − fj|+∆fj/2|fi − fj| −∆fj/2
∣∣∣∣ , i 6= j. (2.15)
The hyperbolic arcsin function is used for the SCI coefficient F 2ii as it approximates the
dilog function better than the logarithm function when pi2|β2|∆f2i /2α≪ 1, in which case
the logarithm function tends toward negative infinity. On the contrary, the argument of
the XCI coefficient F 2ij in (2.15) is always greater than 1, and thus the logarithm function
gives acceptable approximation error.
From (2.11), (2.12), and (2.15), the NLI PSD per span per polarization is
GNLIi,span =
3γ2
2piα|β2|Gi
(
G2i arcsinh
(
pi2|β2|
2α
∆f2i
)
+
∑
j∈D
j 6=i
G2j log
∣∣∣∣ |fi − fj|+∆fj/2|fi − fj| −∆fj/2
∣∣∣∣
)
.
(2.16)
Since we have assumed that NLI from different spans are accumulated incoherently, (2.16)
can be readily extended to a network of multiple spans and links as [Paper C]
GNLIi =
3γ2
2piα|β2|Gi
(
G2iN
s
i arcsinh
(
pi2|β2|
2α
∆f2i
)
+
∑
j∈D
j 6=i
G2jN
s
ij log
∣∣∣∣ |fi − fj |+∆fj/2|fi − fj | −∆fj/2
∣∣∣∣
)
,
(2.17)
where N si is the number of spans transversed by channel i, and N
s
ij is the number of
channels shared by channel i and j. N sij equals 0 if channel i and j do not share any link.
Notice that the NLI PSD is independent of fiber span length since we have assumed that
all spans are long enough to have the same effective length.
It follows from (2.17) that the NLI PSD of one channel depends on the routes and
transmission parameters of all the channels in optical networks. Therefore, a global
knowledge of all the resources allocated in the network is required to estimate the NLI,
implying a centralized network planning algorithm [9].
2.3 Quality of Transmission
The purpose of the GN model is to estimate QoTs, which is specified by the BER of
each channel at the receiver side after forward error correction (FEC) decoding (i.e.,
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post-FEC BER). In this thesis, we assume hard decision FEC decoding and fixed code
type and code rate for all the channels in the network. Therefore, the post-FEC BER can
be calculated given the BER before FEC decoder (i.e., pre-FEC BER), which is further
related to the SNR of the received signal. To guarantee a satisfactory QoT, the actual
SNR should be no less than a certain SNR threshold that is determined by the selected
modulation format and FEC code type and code rate. On the other hand, the actual
SNR of channel i can be estimated by
SNRi =
Gi
GASEi +G
NLI
i
, (2.18)
where Gi is the transmitted PSD per polarization, G
ASE
i = G
ASE
spanN
s
i is the accumulated
ASE noise along the fiber links transversed by channel i, GASEspan is the ASE noise per span
per polarization in (2.10), and GNLIi is the NLI PSD given by the GN model in (2.17).
The requirement for acceptable QoT is hence translated to an inequality constraint on
SNR
SNRi ≥ SNRi,th, (2.19)
where SNRi,th is the SNR threshold of channel i.
According to (2.19), the SNR threshold is the minimum SNR achieving certain pre-
FEC BER requirement. The set of available modulation formats is PM binary phase
shift keying (BPSK), PM-quadrature phase keying shift (QPSK), PM-8 quadrature am-
plitude modulation (QAM), PM-16QAM, PM-32QAM, and PM-64QAM. The spectral
efficiencies (SEs) are denoted by c and listed in Table 2.1. Since the modulation formats
in Table 2.1 have distinct SEs, we can use c to denote them as well. The SNR thresholds
of these modulation formats with Gray mapping [20, 21], SNRth(c), are also listed in
Table 2.1. Note that it is possible to use a subset of the available modulation formats,
and the pre-FEC BER requirement may change according to specific requirement1.
Table 2.1: The available modulation formats, their SEs, and linear scale SNR thresh-
olds SNRth(c) to achieve a pre-FEC BER of 4× 10
−3.
Modulation Format c (bit/s/Hz) SNRth(c)
PM-BPSK 2 3.52
PM-QPSK 4 7.03
PM-8QAM 6 17.59
PM-16QAM 8 32.60
PM-32QAM 10 64.91
PM-64QAM 12 127.51
1Here, the pre-FEC BER threshold of 4 × 10−3 is chosen to be the same as the benchmark [22] of
our proposed resource allocation algorithms to facilitate the numerical comparisons [Paper B, Paper C].
Chapter 3
Network Resource Allocation
In today’s optical networks, a number of distinct wavelengths are used to implement
separate channels [23]. This technology is called wavelength routing, where the traffic is
carried by logical connections from sources to destinations. In addition, most of the opti-
cal networks are transparent, i.e., all the channels are purely in the optical domain and no
wavelength conversions are used. In transparent networks, the channels are transmitted
through the network without going through electronic routers or optical-electrical-optical
regenerations. Wavelength routed transparent networks are a cost-effective solution for
transport networks. In this thesis, we will assume that the optical networks are trans-
parent and all the connections are wavelength routed.
In wavelength routed networks, a channel consists not only the transmission param-
eters such as modulation formats, carrier frequencies, and launched channel PSDs, but
also a set of fiber links connecting the source and destination nodes. As a result, in
addition to the configuration of transmission parameters, we also need to assign links to
form a path in the network level resource allocation problem. In traditional fixed-grid
WDM networks, this network level planning is called the routing and wavelength assign-
ment (RWA) problem. In flexible-grid optical networks, however, connection requests
may have various data rate requirements, resulting in different channel bandwidths. In
this context, a fraction of spectrum instead of a single wavelength should be allocated
to one connection request. Moreover, due to the flexibility introduced by new network
features, transmission parameters need to be determined for channels as well. To address
these issues, new resource allocation algorithms have to be developed.
This chapter is organized as follows. In Section 3.1, the problem statement of the
RWA in fixed-grid WDM networks along with common mathematical formulations are
introduced. In Section 3.2 we discuss the extension of the RWA to flexible-grid optical
networks, which is decomposed into simpler subproblems and solved suboptimally.
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3.1 Routing and Wavelength Assignment in WDM
Networks
The main focus of the WDM network planning is to establish channels according to
connection requests. A channel consists of a set of fiber links connecting the source and
destination nodes, and a particular wavelength on each of these links for the channel [23].
The RWA problem thus deals with the selection of routes and wavelengths. A feasible
routing and wavelength assignment must satisfy two constraints.
• Wavelength continuity constraint. The same wavelength must be assigned to all
the links transversed by a channel.
• Distinct wavelength constraint. If two or more channels share a common link, each
must be assigned a distinct wavelength.
Hence, the RWA problem can be stated in terms of input, output, constraint, and
objective as follows:
• Input: the network topology and a set of connection requests
• Output: the routes and wavelengths assigned to each connection request
• Constraint:
1. wavelength continuity constraint
2. distinct wavelength constraint
• Objective: minimize the number of wavelengths used to establish all the connection
requests
Note that in fixed-grid WDM networks, the QoT is usually guaranteed by the trans-
mission reach, which is the worst-case distance allowed to transmit with a specific mod-
ulation format in fully loaded fiber links. The transmission parameters such as channel
PSDs and modulation formats are implicitly determined according to the transmission
reaches and will not be concerned in the RWA problem.
In the optimization formulations of the resource allocation problems introduced in
Section 3.1 and Section 3.2, we will use (V,E) to denote the network, where V is the
set of nodes and E is the set of links. Each link has two fibers with opposite directions
and multiple spans. The set of directional links going out from node n is denoted as E+n ,
and the set of directional links coming into node n is denoted as E−n . Note that E
+
n and
E−n are different sets of links with opposite directions. D is used to denote the set of
channels that carry connection requests. W is the set of wavelengths on the fiber links.
N is the number of nodes in the network.
The connection requests are denoted as an N × N traffic matrix T = [tsd], where
tsd is a non-negative integer representing the number of wavelengths that should be set
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up from node s to d1. The traffic matrix is assumed a static and deterministic. This
is because the design of optical networks is accomplished by forecasting a certain traffic
matrix every half a year or so [25, p. 598]. During this period, the traffic prediction is
reasonably accurate and the variation of actual traffic demands is relatively slow. These
variations can be handled by reconfigurable optical add-drop multiplexers installed in
the network.
According to the constraints and objective listed above, we can obtain an integer
linear programming (ILP) formulation to solve the problem optimally [26]. However, the
RWA problem is NP-hard [27], so there exists no efficient solutions. The optimal solutions
of the RWA problem can be achieved only for relatively simple network topologies with
few connection requests, whereas most of the methods offer close-to-optimal solutions
through heuristic algorithms. In the following sections, we will introduce a commonly
used ILP formulation [26, 28] and its corresponding heuristic algorithm.
3.1.1 ILP Formulation
We will use l as link index, w as wavelength index, and i, j, and n as node index. The
sets of decision variables in the ILP formulation are defined as follows:
• clwij ∈ {0, 1}: binary variable that indicates whether a channel from node i to j is
established using wavelength w on link l
• uw ∈ {0, 1}: binary variable that indicates whether wavelength w is used anywhere
in the network
• ωtotal: integer variable that indicates the maximum wavelength index used in the
network
The RWA ILP formulation can be expressed as [26]:
minimize
clw
ij
,uw,ωtotal
ωtotal (3.1)
subject to
∑
w∈W

∑
l∈E+n
clwij −
∑
l∈E−n
clwij

 =


0, n 6= i, j;
tij , n = i;
−tij , n = j.
∀n, i, j ∈ V, i 6= j (3.2)
∑
i,j∈V
i6=j
clwij ≤ 1, ∀l ∈ E, ∀w ∈ W (3.3)
∑
i,j∈V
i6=j
∑
l
clwij ≤ uwN(N − 1)|E|, ∀w ∈ W (3.4)
ωtotal ≥ wuw, ∀w ∈ W (3.5)
1In [Paper D], to facilitate the comparison with the benchmark algorithm [24], we assume that the
traffic matrix is symmetric, i.e., tsd = tds. This assumption can reduce the computational complexity
in the performance evaluation of algorithms. However, it is not necessarily true in practical network
design.
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Equation (3.2) is the multicommodity flow constraint at node n. Specifically, the first
sum at the left hand side is the traffic going out of node n and the second sum represents
the traffic coming into node n. If node n is an intermediate node on the path from
source i to destination j, the traffic in should equal to the traffic out, since no traffic
is added or dropped at node n. On the other hand, if node n is the source node i,
then the outgoing traffic is equal to tij whereas the incoming traffic is zero. Similarly,
if node n is the destination node j, the incoming traffic is tij and the outgoing flow is
zero. Constraint (3.2) ensures that all the traffic demands are satisfied. In addition, by
imposing no adding or dropping flows at intermediate nodes, the wavelength continuity
constraints are implicitly ensured as the same wavelength will be used on all the links
along the path. Inequality (3.3) represents the distinct wavelength constraint such that
no two connections share the same wavelength on one link. Expression (3.4) ensures
uw = 1 when wavelength w is used on any link by any connection. Expression (3.5)
calculates the highest wavelength index used by all the links.
The complexity of the ILP formulation is related to the number of binary variables
and constraints. The number of variables clwij is equal toN(N−1)|E||W |, where |W | is the
number of wavelengths in one link and |E| is the number of links in the network. There
are also |W | variables uw and one variable ωtotal. Hence, the total number of variables
is O(N2|E||W |). For the number of constraints, equation (3.2) has N3 constraints, and
inequality (3.3) corresponds to |E||W | constraints. For expressions (3.4) and (3.5), each
of them consists of |W | constraints. As a result, the number of constraints is O(N3),
which is dominated by the multicommodity flow constraint (3.2).
The ILP formulation searches all the possible combinations of links to form paths for
every connection. Therefore, the optimal solution is guaranteed. On the other hand,
however, the ILP formulation is also highly symmetric. In the fixed-grid WDM net-
work, all the channels are located in predefined uniform spectrum slots. As a result,
if we exchange all the channels operating in one wavelength with channels in another
wavelength, the highest wavelength index ωtotal will not be changed, and the wavelength
continuity and distinct constraints are still satisfied [29]. The symmetric property of the
ILP formulation results in a large number of solutions yielding the same objective. The
ILP solver has to explore the redundant solutions before discovering better ones, and the
scalability of the ILP formulation is thus limited severely.
3.1.2 Heuristic RWA Algorithm
Because of the symmetry issue, it is not possible to obtain the optimal solution of the
RWA ILP formulation for realistic optical networks within reasonable time. A large
number of heuristic algorithms have been developed to solve the RWA problem subop-
timally [23]. These algorithms usually utilize specific features of the problem to find
approximate solutions.
In the following, we will describe one of such methods that decomposes the original
RWA into two simpler subproblems and solve them sequentially [30]. The overall com-
plexity of the two subproblems is much less than the original RWA problem. The heuristic
first finds appropriate paths for every connection request in the routing subproblem, and
then allocates wavelengths to paths in the wavelength assignment subproblem.
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The routing subproblem can be stated as follows:
• Input: network topology and traffic matrix
• Output: set of paths Qij for the connection request from node i to j, where i, j ∈ V
and i 6= j
• Constraint: the traffic demands are satisfied
• Objective: minimize the maximum number of paths among all the links
In the routing subproblem, the wavelength assignment is neglected. This is equivalent
to having wavelength converters with unlimited capability at every node in the network.
According to the problem statement, we can formulate a low complexity ILP to solve
the routing subproblem. Let us first define sets of parameters used in the routing ILP
formulation:
• k: number of candidate paths precalculated for every pair of nodes before formu-
lating the routing ILP, usually k = 12 [31] is sufficient to obtain close-to-optimal
paths2
• Pij : set of k candidate paths for connection requests from node i to j, which can
be obtained using the k-shortest path algorithm [32]
• P lij : set of candidate paths in Pij using a particular link l
The variables involved in the ILP formulation are:
• xpij ∈ {0, 1}: binary variable that indicates whether a candidate path p ∈ Pij is
selected
• yl: integer variable that indicates the number of selected paths using link l
• Y : integer variable that indicates the maximum number of paths among all the
links, i.e., Y = maxl yl
The routing ILP formulation can be expressed as [33]:
minimize
x
p
ij
,yl,Y
Y (3.6)
subject to
∑
p∈Pij
xpij = tij , ∀i, j ∈ V, i 6= j (3.7)
yl =
∑
i,j∈V
i6=j
∑
p∈P l
ij
xpij , ∀l ∈ E (3.8)
Y ≥ yl, ∀l ∈ E (3.9)
2Note that if multiple wavelengths are requested by one node pair, all these wavelengths will be
assigned to the same path. So the value of k is not dependent on the traffic matrix.
3.1 Routing and Wavelength Assignment in WDM Networks 17
Expression (3.7) ensures that the connection request from node i to j is satisfied. Equa-
tion (3.8) calculates the number of selected paths passing through link l, and inequality
(3.9) defines the maximum number of paths among all the links as Y = maxl∈E yl.
The number of variables xpij is N(N−1)k, the number of variables yl is |E|, and there
is one variable Y . As a result, the number of variables in the routing ILP formulation
is O(N2k). The number of equalities (3.7) is N(N − 1), the number of equalities (3.8)
is |E|, and there are |E| inequalities (3.9). Hence the number of constraints is O(N2).
Obviously, the routing ILP formulation is much simpler than the original RWA ILP
formulation in Section 3.1.1.
The final output Qij is the set of routes selected from Pij , i.e., Qij = {p ∈ Pij |xpij = 1}
for i, j ∈ V, i 6= j. After obtaining the routes for each of the connection requests, we
can formulate another ILP to solve the wavelength assignment subproblem, which can
be stated as follows:
• Input: network topology, traffic matrix, and sets of paths Qij selected by the
routing subproblem, where i, j ∈ V and i 6= j
• Output: the wavelengths assigned to all the routes
• Constraints:
1. wavelength continuity constraint
2. distinct wavelength constraint
• Objective: minimize the number of wavelengths used to establish all the connection
requests
The parameters used in the wavelength assignment ILP formulation are
• Qlij : set of paths from node i to j using link l, Qlij ∈ Qij , where i, j ∈ V, i 6= j, and
l ∈ E
The variables in the ILP formulation are
• ωtotal: integer variable that indicates the highest wavelength index used by any
connection in the network
• xpwij ∈ {0, 1}: binary variable that indicates whether a path p ∈ Qij uses wavelength
w ∈ W
The wavelength assignment ILP can be formulated as [30]:
minimize
x
pw
ij
,ωtotal
ωtotal (3.10)
subject to
∑
w
xpwij = 1, ∀i, j ∈ V, i 6= j, ∀p ∈ Qij (3.11)∑
i,j∈V
i6=j
∑
p∈Ql
ij
xpwij ≤ 1, ∀l ∈ E, ∀w (3.12)
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Expression (3.11) ensures that every path is assigned one wavelength. It also implicitly
imposes the wavelength continuity constraint to all the paths. Inequality (3.12) guaran-
tees that multiple paths sharing one common link must use different wavelengths, i.e.,
the distinct wavelength constraint.
The number of variables xpwij is R|W |, where R is the total number of connection
requests in the network, and there is one variable ωtotal. So the number of variables in
the ILP formulation is O(R|W |). The number of constraints (3.11) is R, and the number
of constraints (3.12) is |E||W |, so the total number of constraints is O(|E||W | + R).
In optical networks, the number of connection requests R usually has the same order of
magnitude as N2. Consequently, the number of variables is O(N2|W |) and the number of
constraints is O(|E||W |+N2). Compared with the original RWA ILP formulation, which
has O(N3|E||W |) variables and O(N3|W |) constraints, the wavelength assignment ILP
formulation is simplified significantly. Furthermore, in practice, column generation [34]
and valid inequality generation [35] techniques can be applied to the wavelength assign-
ment ILP formulation to accelerate the solving effectively.
3.2 Resource Allocation in Flexible-Grid Networks
The flexible-grid optical networks can provide bandwidth-variable and highly spectrum-
efficient modulation formats with fine granularity down to 3.125 GHz [3]. In this context,
a connection with a large data rate demand would require multiple contiguous spectrum
slots for transmission. Consequently, the traditional wavelength continuity and distinct
wavelength constraints are transformed to the spectrum continuity and nonoverlapping
spectrum constraints, respectively [33]. Examples of other new features introduced to
flexible-grid optical networks are variable modulation formats and channel PSDs [Paper
D] Hence the designer of networks need to allocate resources appropriately such that the
benefits of new network features can be harvested.
The resource allocation problem in flexible-grid networks is divided into two parts:
the routing and spectrum assignment (RSA) problem, and the optimization of transmis-
sion parameters, which include modulation formats, PSDs, and carrier frequencies in this
thesis. The two parts can be solved jointly to yield close-to-optimal solutions [Paper D]
at the cost of high computational complexity. This is because a large number of integer
decision variables is involved in the optimization formulation of the joint resource alloca-
tion problem. These subproblems can also be solved separately to avoid the complexity
issue. Note that both subproblems need to provide close-to-optimal solutions in order to
guarantee a good solution to the whole problem. We will describe these subproblems in
more detail in the following sections.
3.2.1 RSA Problem
The RSA problem is an extension of the RWA problem to include finer granular spectrum
slots. Similar to the RWA problem, a feasible solution to the RSA problem has the
following constraints on the path and spectrum.
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• Spectrum continuity constraint. The same spectrum slots must be assigned to all
the links transversed by a channel.
• Spectrum contiguity constraint. Contiguous spectrum slots should be assigned to
one path.
• Nonoverlapping spectrum constraint. If two or more channels share a common link,
their spectrum slots should be distinct and nonoverlapping.
The purpose of the spectrum contiguity constraint is to reduce the number of transpon-
ders used in the network. In the RWA problem, each path is assigned a single wavelength,
and all the channels are located in fixed spectrum slots. As a result, the paths using
one wavelength will not interfere with the choice of paths at other wavelengths. In the
RSA problem, however, one path can occupy multiple spectrum slots depending on the
data rate and modulation format of the connection request. Although the requested
data rates are known from the traffic matrix, the modulation formats is still unknown at
the RSA stage. Moreover, the traffic matrix is not uniform and channels with different
bandwidths may coexist in the network. Hence, the selections of path and spectrum are
coupled with each other tightly, which adds huge complexity to the RSA problem. Recall
that the RWA problem is very hard to solve and we have to rely on heuristic algorithms
to search for suboptimal solutions. It is even harder to solve the RSA problem optimally.
One simple yet effective method is to serve the connection requests sequentially in
a particular order [33]. Each time a new connection request is served, we first calcu-
late k shortest candidate paths3 for that connection. Since there are already-served
connections existing in the network, the minimum allowable start spectrum slots of the
candidate paths are different. We select the path that minimizes the index of the maxi-
mum spectrum slots used in the whole network to serve the current connection request,
and then move on to process the next one. This is a greedy algorithm that searches for
the locally optimal RSA solution that minimizes the estimated spectrum usage for the
current connection request.
There are many methods in choosing the order of connection requests. For example,
we can order the connection requests according to their requested data rates, and serve
first the request with the highest data rate. Alternatively, we can order the connection
requests according to the distance from their sources to destinations. Metaheuristics such
as the genetic algorithm and simulated annealing have also been applied to optimize the
ordering of connection requests [30] at the cost of higher computational complexity.
When solving the RSA problem, the modulation formats of all the channels are not
known. We need to use the transmission reaches to estimate the modulation formats.
Consequently, the RSA solution is only an approximate estimation of the spectrum usage
in the network. In the following transmission parameter optimization stage, fine tuning
of the modulation formats is needed to further minimize the spectrum usage as well as
guarantee the channel QoTs.
3Usually k = 12 is sufficient to yield good solutions.
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Figure 3.1: Illustration of transmission parameters in flexible-grid optical networks.
fi: the carrier frequency; Gi: transmitted PSD; ∆fi: bandwidth for
i = {1, 2, 3}. The ordering of channels in the spectrum is fixed, but
their locations can be changed by choosing different carrier frequencies
and modulation formats. Kl,2 denotes the frequency interval between
channels 2 and 3 on this link l.
3.2.2 Transmission Parameter Optimization
The RSA problem solves how the connection requests are routed through the network. If
two connections share one common link, the RSA problem also determines their ordering
in spectrum domain, which is shown in Figure 3.1. However, since the modulation formats
of the connections are not yet selected, it is still necessary to optimize the spectral
location of channels. This adjustment is implemented in the transmission parameter
optimization stage, where we allocate resources such as modulation formats, PSDs, and
carrier frequencies of channels. The aim of this optimization is to minimize the spectrum
usage of the connections while guaranteeing the QoTs.
The problem of allocating transmission parameters can be stated as follows:
• Input : topology of the network, the traffic matrix, and allocated routes and ordering
in spectrum domain for all connection requests
• Output : modulation format, PSD, and carrier frequency for each connection request
• Constraint : nonoverlapping spectrum constraint and quality of transmission con-
straint
• Objective: minimize spectrum usage in the network, minimize the total transmit
power, and maximize total and minimum SNR margins
The primary goal of the transmission parameter optimization is to minimize the spectrum
usage of the network. The secondary goal is to maximize the SNR margins of all the
connections. The transmitted optical power has the least priority.
We formulate a mixed integer nonlinear programming (MINLP) problem to solve the
problem stated above. The auxiliary parameters used in the MINLP formulation are
listed below:
• D: set of connection requests
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• |D|: number of connection requests
• Ri: data rate required by the connection i for i ∈ D
• R: vector of Ri, R = {R1, . . . , R|D|}
• θj : non-negative weighting factors for prioritizing different objectives, j = {1, 2, 3, 4}
Sets of decision variables in the MINLP formulation are defined as follows:
• c: vectorized continuous variables representing modulation formats of all the chan-
nels, c = (c1, . . . , c|D|)
T
• f : vectorized continuous variables representing carrier frequencies of all the chan-
nels, f = (f1, . . . , f|D|)
T
• G: vectorized continuous variables representing PSDs of all the channels, G =
(G1, . . . , G|D|)
T
• u: maximum spectrum used in the network
• t: vectorized continuous variables representing reciprocals of linear scale SNR mar-
gins of all the channels, t = (t1, . . . , t|D|)
T
• tmin: the minimum entry in t
The MINLP formulation for transmission parameter optimization can be expressed
as [Paper C]:
minimize
c,f ,G,u,t,tmin
θ1u+ θ2
∑
i∈D
Ri
ci
Gi + θ3tmin + θ4
∑
i∈D
ti (3.13)
subject to ti SNRi(c, f ,G) ≥ SNRth(ci), ∀i ∈ D (3.14)
Kl(c, f) ≤ 0, ∀l ∈ E (3.15)
u ≥ Ri
2ci
+ fi, ∀i ∈ D (3.16)
tmin ≥ ti, ∀i ∈ D. (3.17)
Expression (3.13) balances multiple objectives with different weighting factors. Expres-
sion (3.14) ensures that the QoTs are satisfied and calculates the inverse SNR margin
for each connection. The SNR margin is defined as ti = SNRth/SNRi, and the in-
equality (3.14) will be tight because
∑
i∈D ti is minimized in the objective. Inequality
(3.15) imposes the nonoverlapping spectrum constraint. Inequalities (3.16) and (3.17)
calculate the maximum spectrum usage and the minimum SNR margin in the network,
respectively.
In (3.14), the left-hand side calculates the actual SNR for each connection according
to the GN model (2.18), whereas the right-hand side takes values from Table 2.1. The
function Kl(c, f) = (Kl,1(c, f), . . . ,Kl,|Dl|−1(c, f))
T for l ∈ E is [Paper C]
Kl,j(c, f) =
1
2
(
Ril
j
cil
j
+
Ril
j+1
cil
j+1
)
+ fil
j
− fil
j+1
. (3.18)
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Here ilj is the j
th channel on link l, Kl,j(c, f) denotes the spectrum interval between two
neighboring channels (an example is shown in Figure 3.1), Dl is the set of connections
using link l, and |Dl| is the number of elements in Dl.
The multiple objectives in the MINLP formulation are balanced by the weighting
factors θj for j = {1, 2, 3, 4}. We can flexibly adjust the relative values of the weights
to emphasize different goals. First, the values of θj should be chosen such that the four
terms in the objective, i.e., θ1u, θ2
∑
i∈D
Ri
ci
Gi, θ3tmin, and θ4
∑
i∈D ti, have comparable
values. Then, we can assign a higher value to the weighting factor associated with the
objective that we want to prioritize. This will alter the optimization direction towards
the desired objective.
The numbers of variables in c, f ,G and t are all |D|, so the total number of variables
is O(|D|). The numbers of constraints in (3.14), (3.16), and (3.17) are all |D|. The
number of constraints in (3.15) is
|E|
∑
l∈E
|Dl| ≤ |E|
∑
l∈E
|D| = |E|2|D|, (3.19)
because the number of channels on link l, |Dl|, is less than the total number of connec-
tion requests. As a result, the total number of constraints is O(|E|2|D|). The number
of variables and constraints are significantly fewer than the previously mentioned ILP
formulations. Furthermore, the scalability of the transmission parameter optimization
formulation is demonstrated in ring networks [Paper C].
Chapter 4
Contributions
This thesis studies the resource allocation algorithms in flexible-grid optical networks in
order to improve the overall spectrum efficiency of the network. In the following, we list
the appended papers and summarize their contributions.
1. Paper A: “Link-Level Resource Allocation for Flexible-Grid Nonlinear
Fiber-Optic Communication Systems”
In this paper, we propose an optimization formulation to allocate the transmission
parameters of all the channels in a single flexible-grid link. The GN model is
used in our algorithm to accurately predict the channel QoTs. Compared with a
simpler algorithm based on transmission reach, the GN model based optimization
can flexibly adjust the channel spacings and modulation formats such that the
overall spectrum usage of the system is significantly reduced. In the single link
scenario, the spectrum usage is demonstrated insensitive to the spectral ordering
of channels.
2. Paper B: “Resource Allocation in Nonlinear Flexible-Grid Fiber-Optic
Networks”
In this paper, we describe a novel method for joint optimization of transmission
parameters in flexible-grid networks based on the GN model. The channel PSDs,
modulation formats, and carrier frequencies are optimized to minimize the spec-
trum usage and maximize the SNR margins of all the channels. The effectiveness
of the proposed algorithm is demonstrated in a simple three-node network. The
transmission distances of the optical communication system are also extended with
the optimized transmission parameters.
3. Paper C: “Resource Allocation for Flexible-Grid Optical Networks With
Nonlinear Channel Model”
This paper extends the transmission parameter optimization in Paper B to more
complex network topologies to demonstrate its performance and scalability. We also
analyze the relation between modulation formats and transmission distance based
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on the results of the proposed method. Contrary to the traditional transmission
reach method, which assigns a specific modulation format to a given data rate and
light path length, the optimal modulation format is actually selected from a range
of available modulations.
4. Paper D: “Power Optimization in Nonlinear Flexible-Grid Optical Net-
works”
In the previous papers, we assume the routes and spectrum orderings of connections
are precalculated. In this paper, we develop a mixed integer linear programming
formulation to incorporate the routing and spectrum assignment into the resource
allocation algorithm. The joint optimization of routes and various transmission
parameters can further improve the spectrum efficiency of the network.
References 25
References
[1] “Cisco visual networking index,” Jun. 2014. [Online]. Avail-
able: http://www.cisco.com/c/en/us/solutions/service-provider/visual-networking-
index-vni/index.html
[2] P. J. Winzer, “High-spectral-efficiency optical modulation formats,” IEEE J. Lightw.
Technol., vol. 30, no. 24, pp. 3824–3835, 2012.
[3] O. Gerstel, M. Jinno, A. Lord, and S. Yoo, “Elastic optical networking: a new dawn
for the optical layer?” IEEE Commun. Mag., vol. 50, no. 2, pp. 12–20, 2012.
[4] Spectral grids for WDM applications: DWDM frequency grid, Telecommunication
Standardization Sector of International Telecommunication Union Recommendation
ITU-T G.694.1, 2012.
[5] K. Roberts and C. Laperle, “Flexible transceivers,” European Conference and Ex-
hibition on Optical Communication (ECOC), p. We.3.A.3, 2012.
[6] S. Gringeri, N. Bitar, and T. J. Xia, “Extending software defined network principles
to include optical transport,” IEEE Commun. Mag., vol. 51, no. 3, pp. 32–40, 2013.
[7] A. Klekamp, R. Dischler, and F. Buchali, “Limits of spectral efficiency and transmis-
sion reach of optical-OFDM superchannels for adaptive networks,” IEEE Photon.
Technol. Lett., vol. 23, no. 20, pp. 1526–1528, 2011.
[8] K. Christodoulopoulos, K. Manousakis, and E. Varvarigos, “Reach adapting algo-
rithms for mixed line rate WDM transport networks,” IEEE J. Lightw. Technol.,
vol. 29, no. 21, pp. 3350–3363, 2011.
[9] P. Johannisson and E. Agrell, “Modeling of nonlinear signal distortion in fiber-optic
networks,” IEEE J. Lightw. Technol., vol. 32, no. 23, pp. 3942–3950, 2014.
[10] P. Johannisson and M. Karlsson, “Perturbation analysis of nonlinear propagation
in a strongly dispersive optical communication system,” IEEE J. Lightw. Technol.,
vol. 31, no. 8, pp. 1273–1282, 2013.
[11] A. Splett, C. Kurtzke, and K. Petermann, “Ultimate transmission capacity of am-
plified optical fiber communication systems taking into account fiber nonlineari-
ties,” European Conference and Exhibition on Optical Communication (ECOC), p.
MoC2.4, 1993.
[12] P. Poggiolini, “The GN model of non-linear propagation in uncompensated coherent
optical systems,” IEEE J. Lightw. Technol., vol. 30, no. 24, pp. 3857–3879, 2012.
[13] A. Carena, V. Curri, G. Bosco, P. Poggiolini, and F. Forghieri, “Modeling of the
impact of nonlinear propagation effects in uncompensated optical coherent trans-
mission links,” IEEE J. Lightw. Technol., vol. 30, no. 10, pp. 1524–1539, 2012.
26 References
[14] P. Poggiolini, G. Bosco, A. Carena, V. Curri, Y. Jiang, and F. Forghieri, “The
GN-model of fiber non-linear propagation and its applications,” IEEE J. Lightw.
Technol., vol. 32, no. 4, pp. 694–721, 2014.
[15] G. P. Agrawal, Nonlinear fiber optics. Academic Press, 2006.
[16] E. Ip and J. M. Kahn, “Compensation of dispersion and nonlinear impairments using
digital backpropagation,” IEEE J. Lightw. Technol., vol. 26, no. 20, pp. 3416–3425,
2008.
[17] N. Irukulapati, H. Wymeersch, P. Johannisson, and E. Agrell, “Stochastic digital
backpropagation,” IEEE Trans. Commun., vol. 62, no. 11, pp. 3956–3968, 2014.
[18] R.-J. Essiambre and P. J. Winzer, “Fibre nonlinearities in electronically pre-
distorted transmission,” European Conference and Exhibition on Optical Communi-
cation (ECOC), p. Tu3.2.2, 2005.
[19] G. P. Agrawal, Fiber-optic communication systems. John Wiley & Sons, 2002.
[20] K. Cho and D. Yoon, “On the general BER expression of one-and two-dimensional
amplitude modulations,” IEEE Trans. Commun., vol. 50, no. 7, pp. 1074–1080,
2002.
[21] P. K. Vitthaladevuni, M.-S. Alouini, and J. C. Kieffer, “Exact BER computation
for cross QAM constellations,” IEEE Trans. Wireless Commun., vol. 4, no. 6, pp.
3039–3050, 2005.
[22] D. J. Ives and S. J. Savory, “Transmitter optimized optical networks,” Optical Fiber
Communication Conference (OFC), p. JW2A, 2013.
[23] G. N. Rouskas and H. G. Perros, “A tutorial on optical networks,” Advanced Lectures
on Networking, pp. 155–193, 2002.
[24] J. Zhao, H. Wymeersch, and E. Agrell, “Nonlinear impairment-aware static resource
allocation in elastic optical networks,” IEEE J. Lightw. Technol., vol. 33, no. 22,
pp. 4554–4564, 2015.
[25] R. Ramaswami, K. Sivarajan, and G. Sasaki, Optical Networks: A Practical Per-
spective. Morgan Kaufmann, 2009.
[26] Z. Liu and G. N. Rouskas, “Link selection algorithms for link-based ILPs and ap-
plications to RWA in mesh networks,” IEEE International Conference on Optical
Network Design and Modeling (ONDM), pp. 59–64, 2013.
[27] I. Chlamtac, A. Ganz, and G. Karmi, “Lightpath communications: An approach to
high bandwidth optical WAN’s,” IEEE Trans. Commun., vol. 40, no. 7, pp. 1171–
1182, 1992.
[28] J. Zhao, Q. Yao, X. Liu, W. Li, and M. Maier, “Distance-adaptive routing and spec-
trum assignment in OFDM-based flexible transparent optical networks,” Springer
Photon. Netw. Commun., vol. 27, no. 3, pp. 119–127, 2014.
References 27
[29] D. J. Ives, P. Bayvel, and S. J. Savory, “Routing, modulation, spectrum and launch
power assignment to maximize the traffic throughput of a nonlinear optical mesh
network,” Photon. Netw. Commun., vol. 29, no. 3, pp. 244–256, 2015.
[30] S. Talebi, F. Alam, I. Katib, M. Khamis, R. Salama, and G. N. Rouskas, “Spectrum
management techniques for elastic optical networks: A survey,” IEEE Opt. Switch.
Netw., vol. 13, pp. 34–48, 2014.
[31] D. J. Ives, P. Bayvel, and S. J. Savory, “Physical layer transmitter and routing opti-
mization to maximize the traffic throughput of a nonlinear optical mesh network,”
IEEE International Conference of Optical Network Design and Modeling (ONDM),
pp. 168–173, 2014.
[32] J. Y. Yen, “Finding the k shortest loopless paths in a network,”Manag. Sci., vol. 17,
no. 11, pp. 712–716, 1971.
[33] K. Christodoulopoulos, I. Tomkos, and E. Varvarigos, “Elastic bandwidth allocation
in flexible OFDM-based optical networks,” IEEE J. Lightw. Technol., vol. 29, no. 9,
pp. 1354–1366, 2011.
[34] M. Ruiz, M. Pio´ro, M. Z˙otkiewicz, M. Klinkowski, and L. Velasco, “Column gen-
eration algorithm for RSA problems in flexgrid optical networks,” Photon. Netw.
Commun., vol. 26, no. 2, pp. 53–64, 2013.
[35] M. Klinkowski, M. Pio´ro, M. Z˙otkiewicz, M. Ruiz, and L. Velasco, “Valid inequal-
ities for the routing and spectrum allocation problem in elastic optical networks,”
International Conference on Transparent Optical Networks (ICTON), p. Mo.C4.6,
2014.

Part II
Included papers
