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Abstract
In this paper, we introduce a fully implementable, adaptive Euler-Maruyama scheme for McKean
SDEs with non-globally Lipschitz continuous drifts. We prove moment stability of the discretised
processes and a strong convergence rate of 1/2. We present several numerical examples centred
around a mean-field model for FitzHugh-Nagumo neurons, which illustrate that the standard uniform
scheme fails and that the adaptive scheme shows in most cases superior performance compared to
tamed approximation schemes. In addition, we propose a tamed and an adaptive Milstein scheme for
a certain class of McKean SDEs.
1 Introduction
This article introduces an adaptive time-stepping scheme for the simulation of McKean stochastic dif-
ferential equations and associated particle systems with super-linear growth of the drift with respect to
the state variable and a diffusion coefficient satisfying standard global Lipschitz conditions. A McKean
equation (introduced by H. McKean [42]) for a d-dimensional process X is an SDE where the drift or
diffusion coefficient depend on the current state Xt and, additionally, on the law of Xt, i.e., they have
the form
dXt = b(t,Xt, µ
X
t ) dt+ σ(t,Xt, µ
X
t ) dWt, X0 ∈ Lm0 (Rd), (1)
where W is a k-dimensional standard Brownian motion, µXt denotes the law of the process X at time t
and m ≥ 2. Here, Lm0 (Rd) denotes the space of Rd-valued, F0-measurable random variables X satisfying
E[‖X‖m] <∞.
The existence and uniqueness theory for strong solutions of McKean SDEs with coefficients of linear
growth and Lipschitz conditions with respect to the state and the measure is well-established; see, e.g.,
[48] for the classical setting. For further specific existence and uniqueness results on weak and strong
solutions of McKean SDEs we refer to [4, 30, 43] and references cited therein. Most relevant to this work,
in the case of super-linear drift, it is known from [46] that McKean SDEs admit a unique strong solution
under a one-sided Lipschitz condition.
Our motivation to study McKean SDEs with non-globally Lipschitz drift is that several important
models in practice involving mean-field terms do not exhibit the classical global Lipschitz conditions on
the coefficients of the SDE. For example, some models in neuroscience, such as the Hodgkin-Huxley and
FitzHugh-Nagumo models [3, 6], or mean-field equations describing the behaviour of a (large) network
of interacting spiking neurons [15], do not satisfy the classical assumptions (e.g., linear growth) on the
drift coefficient.
The simulation of McKean SDEs of the form (1) typically involves two steps: a particle approximation
and a time stepping scheme.
In the first step, at each time t, the true measure µXt is approximated by the empirical measure
µX,Nt (dx) :=
1
N
N∑
j=1
δXj,Nt
(dx), (2)
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where (Xi,N )1≤i≤N (so-called interacting particles) is the solution to the (Rd)N -dimensional SDE
dXi,Nt = b(t,X
i,N
t , µ
X,N
t ) dt+ σ(t,X
i,N
t , µ
X,N
t ) dW
i
t , X
i,N
0 = X
i
0, (3)
and where W i and Xi0, i = 1, . . . , N , are independent Brownian motions (also independent of W ) and
i. i. d. random initial conditions with Law(Xi0) = µ
X
0 , respectively. Furthermore, δx denotes the Dirac
measure at point x.
Key to the convergence as N →∞ is the concept of propagation of chaos. Consider N (independent)
processes (Xi)1≤i≤N driven by independent Brownian motions (W i)1≤i≤N ,
dXit = b(t,X
i
t , µ
Xi
t ) dt+ σ(t,X
i
t , µ
Xi
t ) dW
i
t , X
i
0 = X
i
0, 1 ≤ i ≤ N,
which are standard McKean SDEs (and by uniqueness µX
i
t = µ
X
t ). Then pathwise propagation of chaos
refers to the property
lim
N→∞
sup
1≤i≤N
E[ sup
0≤t≤T
‖Xi,Nt −Xit‖2] = 0.
This type of result is classical under global Lipschitz conditions (see, e. g., [7]), and has been proven in
[45] under super-linear growth conditions of the drift. While the rates in [45] for the propagation of chaos
suffer from the curse of dimensionality (for d ≥ 4), [16] proved for p ≤ 4 and any 1 ≤ i ≤ N the bound
E
[
sup
0≤t≤T
‖Xit −Xi,Nt ‖p
]
≤ CN−1/2,
where the constant C > 0 is dimension-independent.
As McKean equations typically arise from a mean-field approximation to a high- but finite-dimensional
particle system, a particle approximation to the McKean equation simply reverses this step. To be more
concrete, the FitzHugh-Nagumo model for N interacting neurons from P populations with different
characteristics is a system of N three-dimensional SDEs for the three-dimensional state X,
dXit = fα(t,X
i
t) dt+ gα(t,X
i
t)
[
dW it
dW i,yt
]
+
P∑
γ=1
1
Nγ
∑
j,p(j)=γ
(
bαγ(X
i
t , X
j
t ) dt+ βαγ(X
i
t , X
j
t ) dW
i,γ
t
)
, (4)
where fα satisfies a monotone growth condition but is not globally Lipschitz (see Example 4 in Section
3.4 for a detailed description). It is shown in [3, 6] that the mean-field limit N →∞ is described by the
3-dimensional McKean SDE
dX¯αt = fα(t, X¯
α
t ) dt+
P∑
γ=1
EZ¯ [bαγ(X¯αt , Z¯
γ
t )] dt+ gα(t, X¯
α
t ) dW
α
t +
P∑
γ=1
EZ¯ [βαγ(X¯αt , Z¯
γ
t )] dW
αγ
t , (5)
where Z¯ is a process independent of X¯ with the same law. Conversely, (4) can be interpreted as a particle
approximation to (5).
The focus of our paper is a time-stepping scheme for the particle system (Xi,Nt )1≤i≤N in (3) over
some finite time horizon [0, T ]. We have in mind systems which arise from particle approximations of
McKean equations, but equally the scheme is of interest for interacting particle systems, potentially high-
dimensional ones, in their own right. Note that at each time-step, the computational cost of simulating
the particle system is usually O(N2), as interaction terms due to the dependence of the coefficients on
the empirical measure have to be computed for each particle. Strategies to reduce this cost include the
projected particle method [5].
In the context of classical SDEs, the explicit Euler-Maruyama scheme (see, [35]), for which strong
convergence results of order 1/2 are known under Lipschitz-type conditions, is not appropriate if we work
with drift terms of super-linear growth. It was shown in [33] for a specific SDE that the uniform time-step
Euler-discretisation is not stable, i.e., the moments of the discretised process explode as the mesh-size
tends to zero, even though a unique solution of the original SDE with bounded moments exists. A similar
phenomenon is observed in the context of particle systems in [45], namely that during the simulation
some of the particles strongly oscillate and eventually diverge (as also illustrated by Figure 5a for the
FitzHugh-Nagumo model).
2
To overcome this problem in the setting of classical SDEs, several stable time-discretisations have
been introduced, including tamed explicit Euler and Milstein schemes [32, 47, 23], an explicit adaptive
Euler-Maruyama method [19, 21], a truncated Euler method [41] and an implicit Euler scheme [31]. For
these methods, stability of the discretised process and strong convergence results have been proven.
Recently, in [45], the tamed Euler scheme and an implicit scheme were introduced for McKean SDEs
with super-linearly growing drift and a diffusion coefficient which is globally Lipschitz in the state variable.
Both coefficients are assumed to be Lipschitz in the measure. In this setting, besides pathwise propagation
of chaos, the paper establishes strong convergence of the time-discretised particle system to the SDE (3).
The first contribution of the current article is to introduce an implementable adaptive Euler method
for McKean SDEs with super-linear growth in the drift. The adaptive scheme has to cope with the fact
that different time meshes will generally be used for different particles and the mean-field term needs to
be approximated efficiently on all such time meshes, a difficulty not encountered for standard SDEs.
Moreover, we prove moment stability and strong convergence of order 1/2 in the timestep. Several
numerical examples in Section 3 demonstrate that our adaptive scheme often outperforms the tamed
Euler scheme introduced in [45], i.e., in many cases it gives more accurate numerical approximations or
even achieves superior strong convergence rates.
Additionally, we present a tamed and an adaptive Milstein scheme for a sub-class of McKean SDEs
where the drift depends on the state and its law but the diffusion coefficient is only state dependent (see
Appendix). Many relevant examples arising in practical applications have this form, see, e.g., [11] and
the references cited therein. In future work, we will investigate a tamed Milstein scheme for more general
(delay) McKean SDEs.
We will refer to McKean SDEs with coefficients that depend linearly on the measure as McKean-Vlasov
SDEs, i.e., SDEs of the form
dXt =
∫
Rd
b(Xt, y)µ
X
t (dy) dt+
∫
Rd
σ(Xt, y)µ
X
t (dy) dWt, (6)
where µXt = Law(Xt), for t ∈ [0, T ] .
The remainder of this article is organised as follows: In Section 2, we introduce some basic notation
and give background results needed throughout this article. Moreover, we describe the particle method
and our adaptive time-discretisation scheme and give the main convergence result; the proof thereof is
deferred to Section 4. The numerical results for several standard test cases taken from the literature,
notably the FitzHugh Nagumo model, are presented in Section 3. In Section 5, we propose a tamed and
an adaptive Milstein scheme for a special class of McKean SDEs.
2 Problem formulation and main result
2.1 Preliminaries
Let (Rd, 〈·, ·〉 , ‖·‖) represent the d-dimensional Euclidean space, and (Wt)t≥0 is a k-dimensional Brownian
motion on the filtered probability space (Ω,F , (Ft)t≥0,P). In addition, we use P(Rd) to denote the family
of all probability measures on Rd and define the subset of probability measures with finite second moment
by
P2(Rd) :=
{
µ ∈ P(Rd)
∣∣∣ ∫
Rd
‖x‖2µ(dx) <∞
}
.
For all linear (e.g., matrices A ∈ Rd×k) operators appearing in this article, we will use the standard
Hilbert-Schmidt norm also denoted by ‖ · ‖.
As metric on the space P2(Rd), we use the Wasserstein distance. For µ, ν ∈ P2(Rd), the Wasserstein
distance between µ and ν is defined as
W (2)(µ, ν) := inf
pi∈C(µ,ν)
(∫
Rd×Rd
‖x− y‖2pi(dx, dy)
)1/2
,
where C(µ, ν) means all the couplings of µ and ν, i.e., pi ∈ C(µ, ν) if and only if pi(·,Rd) = µ(·)
and pi(Rd, ·) = ν(·). Further, for p ≥ 1, Sp([0, T ]) refers to the space of Rd-valued measurable pro-
cesses, defined on the interval [0, T ], with bounded p-th moments, i.e., processes (Xt)0≤t≤T satisfying
E
[
sup0≤t≤T ‖Xt‖p
]
<∞.
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For the proofs of our main results we employ the following well-known bound (see, e.g., [7]), for two
empirical measures µX,Nt (dx) :=
1
N
∑N
j=1 δXj,Nt
(dx) and νY,Nt (dy) :=
1
N
∑N
j=1 δY j,Nt
(dy),
W (2)(µX,Nt , ν
X,N
t ) ≤
 1
N
N∑
j=1
‖Xj,Nt − Y j,Nt ‖2
1/2 .
Now, we consider a McKean SDE of the form
dXt = b(t,Xt, µ
X
t ) dt+ σ(t,Xt, µ
X
t ) dWt, X0 ∈ Lm0 (Rd), (7)
where W is a k-dimensional Brownian motion. For the maps b : [0, T ] × Rd × P2(Rd) → Rd and
σ : [0, T ]× Rd × P2(Rd)→ Rd×k, we make the following assumptions:
• (A1) There exists a constant L > 0 such that
‖σ(t, x, µ)− σ(t, x′, µ′)‖ ≤ L(‖x− x′‖+W (2)(µ, µ′)), ∀t ∈ [0, T ], ∀x ∈ Rd and ∀µ, µ′ ∈ P2(Rd).
• (A2) (One-sided Lipschitz condition): There exists a constant Lb > 0 such that
〈x− x′, b(t, x, µ)− b(t, x′, µ)〉 ≤ Lb‖x− x′‖2, ∀t ∈ [0, T ], ∀x, x′ ∈ Rd and ∀µ ∈ P2(Rd).
• (A3) There exists a constant L > 0 such that
‖b(t, x, µ)− b(t, x, µ′)‖ ≤ LW (2)(µ, µ′), ∀t ∈ [0, T ], ∀x ∈ Rd and ∀µ, µ′ ∈ P2(Rd).
• (A4) (Polynomial growth condition): There exists a constant L > 0 and q ∈ N, q > 0, such that
‖b(t, x, µ)− b(t, x′, µ)‖ ≤ L(1 + ‖x‖q + ‖x′‖q)‖x− x′‖, ∀t ∈ [0, T ], ∀x, x′ ∈ Rd and ∀µ ∈ P2(Rd).
• (A5) Both b and σ are 1/2-Ho¨lder-continuous in time, i.e., there exists a constant C > 0 such that
‖b(t, x, µ)−b(t′, x, µ)‖+‖σ(t, x, µ)−σ(t′, x, µ)‖ ≤ C|t−t′|1/2, ∀t, t′ ∈ [0, T ], ∀x ∈ Rd and ∀µ ∈ P2(Rd).
• (A6) There exists a constant C > 0 such that
‖b(0, 0, µ)‖+ ‖σ(0, 0, µ)‖ ≤ C, ∀µ ∈ P2(Rd).
Remark 1 Note that the above assumptions imply the so-called monotone growth condition, i.e., there
exist positive constants C1 and C2 such that for all t ∈ [0, T ] and all measures µ ∈ P2(Rd),
〈x, b(t, x, µ)〉+ 1
2
‖σ(t, x, µ)‖2 ≤ C1 + C2‖x‖2.
This condition, frequently employed in the literature (see, e.g., [45]), is needed to guarantee the moment
boundedness of our numerical scheme, which will be presented below.
Under assumptions (A1)–(A5) and for m ≥ 2, it is known from [46] that the SDE (7) has a unique
solution X ∈ Sm.
2.2 Time-stepping scheme and main result
Consider N processes Xi,N , i = 1, . . . , N , satisfying the system of SDEs
dXi,Nt = b(t,X
i,N
t , µ
X,N
t ) dt+ σ(t,X
i,N
t , µ
X,N
t ) dW
i
t , X
i,N
0 = X
i
0,
where W i, 1 ≤ i ≤ N , are k-dimensional, mutually independent Brownian motions, Law(Xi0) = µX0 and
µX,Nt is defined in (2). We will briefly illustrate that this particle system is well-posed. Set
B(x) := (b(x1, µˆ
x,N ), . . . , b(xN , µˆ
x,N )), Σ(x) := diag(σ(x1, µˆ
x,N ), . . . , σ(xN , µˆ
x,N )),
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where µˆx,N (dx) := 1N
∑N
j=1 δxj (dx) for x := (x1, x2, . . . , xN ) ∈ RdN . Note that
W (2)(µˆx,N , µˆy,N )2 ≤ 1
N
‖x− y‖2, x,y ∈ RdN .
Hence employing assumptions (A1)–(A3), we readily deduce that there exists a constant L > 0 such that
〈x− y, B(x)−B(y)〉 ≤ L‖x− y‖2, ‖Σ(x)− Σ(y)‖2 ≤ L|x− y|2
for any x,y ∈ RdN , and the claim follows, see, e.g., Theorem 3.1.1 in [44].
Next, for some integer M > 0, we define a uniform stepsize h := T/M . The standard Euler-Maruyama
scheme with uniform time-steps has the form
Xˆi,N,Mtn+1 = Xˆ
i,N,M
tn + b(tn, Xˆ
i,N,M
tn , µˆ
X,N,M
tn )h+ σ(tn, Xˆ
i,N,M
tn , µˆ
X,N,M
tn ) ∆W
i
tn , (8)
where tn = nh, ∆W
i
tn = W
i
tn+1 −W itn , Xˆi,N,M0 = Xi0, and
µˆX,N,Mtn (dx) :=
1
N
N∑
j=1
δXˆj,N,Mtn
(dx).
Extending (8), we introduce now an adaptive Euler-Maruyama method as a time-discretisation scheme
for the particle system. A difficulty arises if we compute for each particle adaptive timesteps based on
Xi,Nt , as a different time mesh may result for each particle. Then, at a time point associated with a
specific particle, we need an approximation of the empirical measure for the computation of the mean-
field term in order to compute the update for the next timestep. However, we do not have the value of
each particle available at that time point. Hence, an approximation for the mean-field part is not readily
computable.
We now propose a first scheme that allows the computation of an empirical measure µˆX,Nt for all times
t. To do so, starting at t = 0 with Xˆi,N0 = X
i
0 for all i. At step n ≥ 0, we compute for each particle the
size of the adaptive timestep hin := h
δ(Xˆi,Nn ), with the timestep function h
δ introduced precisely below.
We then perform the Euler-Maruyama update
Xˆi,Ntn+1 = Xˆ
i,N
tn + b(tn, Xˆ
i,N
tn , µˆ
X,N
tn )h
min
n + σ(tn, Xˆ
i,N
tn , µˆ
X,N
tn )∆W
i
tn , (9)
with stepsize hminn := min{h1n, . . . , hNn }, tn+1 = tn + hminn and ∆W itn = W itn+1 −W itn . We define
µˆX,Ntn (dx) :=
1
N
N∑
j=1
δXˆj,Ntn
(dx).
We will later use the notations nt := max{n : tn ≤ t} and t := max{n : tn ≤ t}. This allows us to
introduce the piecewise constant interpolant process X¯i,Nt := Xˆ
i,N
t and measure µ¯
X,N
t := µˆ
X,N
t , and also
the continuous interpolant processes
Xˆi,Nt := Xˆ
i,N
t + b(t, Xˆ
i,N
t , µˆ
X,N
t )(t− t) + σ(t, Xˆi,Nt , µˆX,Nt )(W it −W it ),
with the associated interpolant empirical measure µˆX,Nt , so that Xˆ
i,N
t is the solution to the SDE
dXˆi,Nt = b(t, X¯
i,N
t , µ¯
X,N
t )dt+ σ(t, X¯
i,N
t , µ¯
X,N
t )dW
i
t .
In the above discretisation, we compute for each particle i the size of the timestep, determine the
smallest one and simulate each particle with the same (small) stepsize in order to approximate the
measure. This is computationally expensive, as it requires us to take the minimal timestep taken over
a large number of particles. As N → ∞, at each t and for all x there will almost surely be some i for
which Xˆi,Nt > x, thus requiring a step-size adapted to this extreme scenario. Typically, however, at any
given time only a very small proportion of the particles will require such a small step-size for stability
of the overall system. Choosing the smallest such timestep for the evolution of all particles introduces
unnecessary costs, which will affect the complexity order negatively. We will use this scheme only as an
intermediate step in the analysis of a more practical scheme which we define in the following.
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For our final numerical procedure, hence, we keep the empirical measure constant in an interval of
length δ · T , where M = 1/δ. This avoids having to recompute the measure at each adaptive time point.
Then, our adaptive Euler-Maruyama method, for some k, reads as follows for tn ∈ [kδT, (k + 1)δT ):
X˜i,Ntn+1 = X˜
i,N
tn + b(tn, X˜
i,N
tn , µ˜
X,N
kδT )h
i
n + σ(tn, X˜
i,N
tn , µ˜
X,N
kδT ) ∆W
i
tn ,
where hin := h
δ(X˜i,Ntn ), ∆W
i
n = W
i
tn+1 −W itn and X˜i,N0 = Xi0. Similar to above, we have
µ˜X,NkδT (dx) =
1
N
N∑
j=1
δX˜j,NkδT
(dx).
We introduce the piecewise constant interpolant process ˜¯Xi,Nt = X˜
i,N
t and measure ˜¯µ
X,N
t = µ˜
X,N
kδT ,
and also the continuous interpolant
X˜i,Nt = X˜
i,N
t + b(t, X˜
i,N
t , µ˜
X,N
kδT )(t− t) + σ(t, X˜i,Nt , µ˜X,NkδT )(W it −W it ),
so that X˜i,Nt is the solution to the SDE
dX˜i,Nt = b(t,
˜¯Xi,Nt , ˜¯µ
X,N
t ) dt+ σ(t,
˜¯Xi,Nt , ˜¯µ
X,N
t ) dW
i
t .
Compared to the classical, uniform Euler scheme where in the strong convergence analysis the limit
h → 0 is considered, we need to work with a timestep function hδ (controlled by some parameter
0 < δ ≤ 1), where we later consider δ → 0. The relation between h and hδ will be made precise in
assumption (AS3) below.
We make the following assumptions (based on [19]):
• (AS1) There exist constants a, b, c > 0, such that the adaptive timestep function satisfies
h(x) ≥ (a‖x‖c + b)−1.
• (AS2) The adaptive timestep function h is continuous and strictly positive and satisfies for some
positive constants Lc and Ld
〈x, b(t, x, µ)〉+ 1
2
h(x)‖b(t, x, µ)‖2 ≤ Lc‖x‖2 + Ld, ∀x ∈ Rd and ∀µ ∈ P2(Rd).
• (AS3) The timestep function hδ satisfies the inequality
δmin(T, h(x)) ≤ hδ(x) ≤ min(δT, h(x)).
It is shown in [19] in the context of standard (i.e., not McKean) SDEs that assumptions (AS1)–(AS3)
guarantee the bound
E[(NT )p] ≤ Cδ−p,
for p > 0, where C := C(p, T ) > 0 and NT denotes the (random) number of adaptively chosen timesteps
for the SDE.
As the upper and lower bounds in (AS1)–(AS2) only depend on the state variable (and not on the
measure), the proof of [19] for this result is also applicable in our setting. Based on this observation, we
can further deduce
E
[
1
N
N∑
i=1
N iT
]
≤ CNδ−1,
where N iT denotes the (random) number of adaptively chosen timesteps for particle i, i.e.,(
E
[
1
N
N∑
i=1
N iT
])−p/2
≥ Cδp/2,
which illustrates a strong convergence of order 1/2, when comparing the computational cost (measured
by the average number of time-steps over all particles) and accuracy.
Note that assumption (AS1) is only needed for this argument, while to show Theorem 1 below, we
make use of (AS2)–(AS3) only. We now give our main result on strong order 1/2 convergence of the
adaptive time-stepping scheme.
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Theorem 1 Let p > 0. If the SDE (3) satisfies assumptions (A1)–(A6), X0 ∈ Lp0(Rd), and the timestep
function satisfies assumptions (AS2)–(AS3), then there exists a constant C > 0 such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xi,Nt − X˜i,Nt ‖p
]
≤ Cδp/2.
The proof is found in Section 4, specifically 4.3.
3 Examples and numerical illustration
In this section, we present some numerical examples of the adaptive scheme and compare it with the
so-called tamed Euler scheme [45].
The first three tests are modifications of tests from the literature to illustrate certain features of
the method: in Sections 3.1 and 3.3 by adding a mean-field term to SDEs with non-Lipschitz drift;
in Section 3.4 by adding a non-Lipschitz drift to a McKean SDE. Finally, in Section 3.4 we study the
FitzHugh-Nagumo model.
The first two examples are first formulated as McKean equations and then approximated by a particle
system in the canonical way, while the last two examples are directly formulated as particle systems.
The tamed Euler discretisation of the particle system (Xi,N )1≤i≤N , with h := T/M , where M denotes
the number of (uniform) timesteps, reads
Xˆi,N,Mtn+1 = Xˆ
i,N,M
tn +
b(tn, Xˆ
i,N,M
tn , µˆ
X,N
tn )
1 +M−α‖b(tn, Xˆi,N,Mtn , µˆX,Ntn )‖
h+ σ(tn, Xˆ
i,N,M
tn , µˆ
X,N
tn )∆W
i
tn ,
for 1 ≤ i ≤ N , where the N Brownian motions are again mutually independent, α = 1/2 and
µˆX,Ntn (dx) =
1
N
N∑
j=1
δXˆj,N,Mtn
(dx).
To illustrate the strong convergence behaviour in h, we compute the root mean square error (RMSE)
by comparing the numerical solution at level l (of the time-discretisation) with the solution at level l− 1,
at the final time T . Note that the two particle systems at different levels are generated by the same
Brownian motions. To be precise, as error measure we use the quantity√√√√ 1
N
N∑
i=1
(
Xˆi,N,MlT − Xˆi,N,Ml−1T
)2
,
where Ml = 2
lT . For our numerical experiments, we choose δ to be of the form 1/2l, for l ∈ N.
In all the following examples the final time is T = 1.
3.1 Example 1 – the Fang and Giles test with added mean-field term
Consider the one-dimensional SDE
dXt =
(
− Xt
1− |Xt|2 + E[Xt]
)
dt+ dWt, X0 = 0,
adapted from [19] by including the term E[Xt]. The tamed Euler scheme reads
Xˆi,N,Mtn+1 = Xˆ
i,N,M
tn +
b(tn, Xˆ
i,N,M
tn , µˆ
X,N
tn )
1 +M−1/2|b(tn, Xˆi,N,Mtn , µˆX,Ntn )|
h+ ∆W itn ,
where
b(tn, Xˆ
i,N,M
tn , µˆ
X,N
tn ) = −
Xˆi,N,Mtn
1− |Xˆi,N,Mtn |2
+
1
N
N∑
j=1
Xˆj,N,Mtn .
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Though this SDE does not satisfy the assumptions listed above, it was numerically shown in [19] for
classical SDEs with non-Lipschitz drift (without the mean-field term) that the adaptive Euler-Maruyama
method with hδ(x) = δ(1− |x|2) outperformed the tamed Euler scheme and an implicit scheme.
If a newly computed approximation Xˆtn+1 exceeds a predefined radius rmax = 1 − 10−10, this value
is replaced by rmax in the one-dimensional case and by (rmax/‖Xˆtn+1‖)Xˆtn+1 in the multi-dimensional
setting.
Figure 1: Strong convergence of the adaptive Euler time-discretisation applied to Example 1.
Fig. 1 plots the root-mean square error (RMSE) against the average time-step size; this is to make
the comparison of the tamed Euler scheme and the adaptive method fair. Here, and for the following
examples, “average time-step” refers to the harmonic mean of the step size, i.e. we average number of
time steps over all particles and then take the reciprocal.
Note that in Fig. 1 results for the exponent −1/2 (i.e., α = 1/2) are shown for the tamed scheme in
addition to α = 1 (chosen in [19]), as the latter yields an even worse convergence rate. Furthermore, it
illustrates that the adaptive scheme achieves strong convergence order of 1 (as the volatility coefficient is
constant) in this example compared to the order 1/2 for the tamed Euler method with optimal α = 1/2.
The number of particles was set to N = 104.
To justify the approximation of the true mean-field term by the arithmetic mean of all particles,
we numerically investigate also the weak and strong convergence (in terms of N) of the solution of the
particle system, Xi,N , to the solution of the limit McKean SDE, Xi.
To be precise, for the weak convergence, we study the convergence rate in terms of N of
E[Xi,N ]→ E[Xi],
which we expect to be of order 1/N . To do so, we fix a fine time-grid and compute
error :=
∣∣∣∣∣∣ 1K
K∑
j=1
 1
Nl
Nl∑
i=1
X
i,Nl,M,(j)
T −
1
Nl+1
Nl+1∑
i=1
X
i,Nl+1,M,(j)
T
∣∣∣∣∣∣ ,
i.e., we compute the mean-field (at final time T ) using two particle systems with a different number
of particles (e.g., Nl and Nl+1 = 2Nl) but using the same time-discretisation for both of them. This
procedure will be repeated (independently) K ∈ N times (indicated by the superscript j) and we finally
compute the sample mean of these K realisations. Also, note that Nl Brownian motions are used for the
simulation of Xi,Nl,M,(j), out of the set of Nl+1 Brownian motions used for the simulation of X
i,Nl+1,M,(j).
This is done for several levels l, where a level refers here to the number of particles.
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For the strong pathwise propagation of chaos result, we compute for a fixed fine time-grid
RMSE :=
√√√√ 1
Nl
Nl∑
i=1
(
Xi,Nl,MT − X˜i,Nl,MT
)2
,
where the particle system X˜i,Nl,M , 1 ≤ i ≤ Nl, is obtained by splitting the set of Brownian motions
driving the particle system Xi,Nl,M , 1 ≤ i ≤ Nl, in two sets and simulating two independent particle
systems, each of size Nl/2: (X˜
i,Nl,M,(1))1≤i≤Nl/2 is a particle system obtained by using the Brownian
motions (W i)1≤i≤Nl/2 and (X˜
i,Nl,M,(2))Nl/2+1≤i≤Nl from the set (W
i)Nl/2+1≤i≤Nl . In particular that
means for these two smaller particle systems only Nl/2 particles are used to approximate the mean-field
term.
We observe a weak and strong convergence rate of order roughly 1 (in accordance with the result in
[51]) and roughly 1/2, respectively. Recall that the pathwise propagation of chaos result in [45] establishes
a strong convergence rate of order 1/4 only, for dimensions d < 4. However, one expects to have strong
convergence (with respect to N) of order 1/2, which was indeed proven in [16] (note that the McKean
SDE in Example 1 does not satisfy the conditions of the just mentioned result). This illustration is only
given for Example 1. For the remaining examples we use the same way of approximating the mean-field
term and the results would be similar.
(a) (b)
Figure 2: Weak (left) and strong (right) convergence with the number of particles for Example 1.
3.2 Example 2 – Ginzburg-Landau with added mean-field term
As a second example, we consider the one-dimensional SDE
dXt =
(
σ2
2
Xt −X3t + cE[Xt]
)
dt+ σXt dWt, X0 = 1,
which is a variation of the Ginzburg-Landau equation [50] with the addition of a mean-field term. We
choose the values σ = 1.5, c = 0.5 for the parameters in the SDE. This classical, non-globally Lipschitz
SDE satisfies all assumptions (except (A6)) listed above and therefore has a unique strong solution. Here,
we choose
hδ(x) = δmin(1, |x|−2),
which can be motivated as follows: as the drift is mainly influenced by the −X3t term, the choice
h(x) ≈ 2|x|−2 of the adaptive step-size function yields 〈x, b(t, x, µ)〉+ 12h(x)|b(t, x, µ)|2 ≈ 0.
The strong convergence of the adaptive scheme is depicted in Fig. 3a. The observed order is roughly
1/2 for both schemes, but the absolute error is smaller by a factor of roughly 10 for the adaptive scheme.
The number of particles was set to N = 104.
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(a) (b)
Figure 3: Strong convergence for (a) Example 2 and (b) Example 3.
3.3 Example 3 – Kuramoto model with added non-Lipschitz drift
We consider a modification of the one-dimensional Kuramoto model [1] of the form
dXi,Nt =
ηi +Xi,Nt − (Xi,Nt )3 + 1N
N∑
j=1
sin(Xi,Nt −Xj,Nt )
 dt+ σ dW it , Xi,N0 = xi0,
for i = 1, . . . , N , where σ ∈ R is a constant and (ηi)i are i.i.d. random variables and independent from the
set of i.i.d. random variables (xi0)i and the Wiener processes (W
i)i. The term Xt −X3t , which does not
appear in the original model, was added to illustrate the effect of a drift term with super-linear growth.
Our numerical tests shown in Fig. 3a verify the strong convergence of order 1 for the adaptive scheme.
This is due to the constant volatility term in this example. It is only in this special case that we find the
adaptive and tamed schemes to behave similarly. The number of particles was set to N = 103.
In order to achieve a strong convergence rate of 1 for the tamed Euler method, the taming exponent
α has to be chosen as 1. For the choice α = 1/2 suggested in [45, 47], one only achieves a strong order of
1/2. (In the generality of the SDEs considered there, the aim was only to prove strong convergence rates
of order 1/2.)
3.4 Example 4 – FitzHugh-Nagumo model
Here, we consider an example from neuroscience, the so-called FitzHugh-Nagumo network, see [3, 6]. If
N denotes the total number of neurons and P the number of different neuron populations, we denote, for
1 ≤ i ≤ N , p(i) = α, 1 ≤ α ≤ P as the population it belongs to. For the state vector Xit = (V it , wit, yit)
of neuron i, we consider a 3-dimensional SDE of the form
dXit = fα(t,X
i
t) dt+ gα(t,X
i
t)
[
dW it
dW i,yt
]
+
P∑
γ=1
1
Nγ
∑
j,p(j)=γ
(
bαγ(X
i
t , X
j
t ) dt+ βαγ(X
i
t , X
j
t ) dW
i,γ
t
)
,
for i = 1, . . . , N and where Nγ denotes the number of neurons in population γ. For γ, α = 1, . . . , P ,
Iα(t) := I, ∀t, ∀α,
for some constant value I,
fα(t,X
i
t) =
 V it − (V it )33 − wit + Iα(t)cα(V it + aα − bαwit)
aαr Sα(V
i
t )(1− yit)− aαd yit
 , gα(t,Xit) =
σαext 00 0
0 σyα(V
i
t , y
i
t)
 ,
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and
bαγ(X
i
t , X
j
t ) =
−J¯αγ(V it − V αγrev )yjt0
0
 , βαγ(Xit , Xjt ) =
−σJαγ(V it − V αγrev )yjt0
0
 .
Further
Sα(V
i) =
Tαmax
1 + e−λα(V i−V iT )
,
χ(yi) = Iyi∈(0,1)Γe−Λ/(1−(2y
i−1)2),
σyα(V
i, yi) =
√
aαr Sα(V
i)(1− yi) + aγdyiχ(yi),
and the standard Brownian motions (W it ,W
i,y
t ) are mutually independent for all 1 ≤ i ≤ N . For our
numerical tests, we use the parameter values listed in [45] (with σext = 0, σ
J = 0.00002 and σext =
0.5, σJ = 0.2, respectively), where the tamed Euler scheme was numerically tested, and also use the same
type of random initial values presented there.
In our numerical experiments, we always set P = 1. Note that the functions fα and gα are uniformly
locally Lipschitz continuous with respect to the second variable. Also, the functions βαγ and bαγ are
globally Lipschitz continuous. Additionally, there exists a constant K1 > 0, such that for all t ∈ [0, T ]
and x ∈ R3, the following growth condition is satisfied
〈x, fα(t, x)〉+ 1
2
‖gα(t, x)‖2 ≤ K2(1 + ‖x‖2).
These conditions give the existence of a unique solution to the above limit SDE and propagation of chaos
results as shown in [6].
The function χ is modelled in a way such that it is a bounded Lipschitz function with compact
support included in the interval (0, 1). Moreover, the value of yi such that aαr Sα(V
i)(1− yi) + aγdyi = 0,
for aαr Sα(V
i), aγd > 0, never belongs to [0, 1]. Thus, the square root term in σ
y
α is not zero for y
i ∈ [0, 1].
In addition, Proposition 3.3 in [6] proves that for 0 ≤ yi0 ≤ 1 a. s.,
P
(∀t ≥ 0, 0 ≤ yit ≤ 1) = 1,
which justifies that there is no need to take the absolute value in the square root term. For the numerical
approximation with the Euler scheme, there is a positive probability that y becomes negative. We address
this by an adaptation of the full-truncation Euler scheme, i.e., by simply taking the absolute value, which
has been shown to have good stability and accuracy for square-root diffusions (see, e.g., [36, 13, 14, 12]).
For the adaptive timestep, we choose
hδ(x) = δmin(T, γ‖x‖2/‖fα(Xit)‖2),
for some parameter γ > 0. To motivate this choice, we note that fα(X
i
t) is the driving part of the drift
term and therefore we essentially achieve by that choice that h(x)‖b(t, x, µ)‖ ≈ c‖x‖2. Also, recall that
we have 〈x, fα(t, x)〉 ≤ K1(1 + ‖x‖2).
The strong convergence rates of the tamed and adaptive schemes are depicted for two different volatil-
ities in Fig. 4a and Fig. 4b. We can deduce from Fig. 4a that the adaptive scheme has a practical strong
convergence rate of order 1, as the components of the diffusion matrix are either zero or close to zero.
The rate is asymptotically 1/2 for larger volatilities (Fig. 4b).
To additionally illustrate the importance of using a tamed or an adaptive time-stepping scheme for
this model instead of a standard Euler-Maruyama scheme, we demonstrate numerically in Fig. 5a that
this scheme yields approximations which start to strongly oscillate and potentially diverge after a finite
time (“particle corruption”).
Our scheme can be used to approximate marginal densities of the above limit equation derived from
the FitzHugh-Nagumo network. Fig. 5b was obtained employing the adaptive time-stepping method with
δ = 1/28, T = 1 and N = 2000 (number of particles). We used a kernel density approach to obtain the
density from the simulated data.
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(a) σext = 0, σ
J = 0.00002 (b) σext = 0.5, σ
J = 0.2
Figure 4: Strong convergence for Example 4.
(a) (b)
Figure 5: Simulations of the FitzHugh-Nagumo network. (a) “Particle corruption” (in the first compo-
nent) for a standard Euler-Maruyama scheme. (b) Approximation of the joint density of (VT , wT ), i.e.,
the first two components.
4 Proof of main results
In this section, our main results on stability and convergence are first proven for p ≥ 4. Then, Ho¨lder’s
inequality allows to deduce the claim for 0 < p < 4.
We start by giving stability results for the processes Xˆi,N and X˜i,N , i = 1, . . . , N . Subsequently, all
constants appearing in the formulation of the results will be denoted by C > 0. Note that they only
depend on d, p, T and the constants appearing in the assumptions on b, σ and h, but are independent of
N and M .
4.1 Moment stability
Proposition 1 Let p > 0. If the SDE satisfies assumptions (A1)–(A6), X0 ∈ Lp0(Rd), and the timestep
function satisfies assumption (AS2), then T is almost surely attainable, i.e. P(∃M(ω) <∞, s.t. tM(ω) ≥
T ) = 1, and there exists a constant C > 0 such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xˆi,Nt ‖p
]
∨ sup
1≤i≤N
E
[
sup
0≤t≤T
‖X˜i,Nt ‖p
]
< C.
Proof. We follow a strategy similar that in [19] for non-Lipschitz standard SDEs and adapt the necessary
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steps for the measure dependence. Let K > E[‖X0‖p] be an integer, then we define a K-truncated process
by XK,i,N0 := PK(X
i
0) and
XˆK,i,Ntn+1 = PK(Xˆ
K,i,N
tn + b(tn, Xˆ
K,i,N
tn , µˆ
X,N
tn )h
min
n + σ(tn, Xˆ
K,i,N
tn , µˆ
X,N
tn )∆W
i
tn), (10)
where, µˆX,Ntn is the empirical measure (defined as above, but using the N truncated processes Xˆ
K,i,N
tn ),
PK(Y ) := min(1,K/‖Y ‖)Y , and consequently ‖XˆK,i,Ntn ‖ ≤ K, for all i and n ≥ 0. Further E[‖Xi0‖p] < K
for all i.
The reason for introducing XˆK,i,N is that one can guarantee the timestep function to be strictly
positive, i.e., inf‖x‖≤K h(x) > 0. Hence, T is attainable. Showing that the K-truncated processes are
bounded by some constant C independent of K allows to send K to infinity and the result follows in
combination with the Monotone Convergence Theorem. The continuous time interpolation for XˆK,i,Nt is
defined analogously to above.
The following analysis is performed for a fixed particle. We get, using (10),
‖XˆK,i,Ntn+1 ‖2 ≤ ‖XˆK,i,Ntn ‖2 + 2hminn
(〈
XˆK,i,Ntn , b(tn, Xˆ
K,i,N
tn , µˆ
X,N
tn )
〉
+
1
2
hminn ‖b(tn, XˆK,i,Ntn , µˆX,Ntn )‖2
)
+ 2
〈
φ(XˆK,i,Ntn , µˆ
X,K,N
tn ), σ(tn, Xˆ
K,i,N
tn , µˆ
X,N
tn )∆W
i
tn
〉
+ ‖σ(tn, XˆK,i,Ntn , µˆX,Ntn )∆W itn‖2, (11)
where
φ(XˆK,i,Ntn , µˆ
X,K,N
tn ) := Xˆ
K,i,N
tn + h
min
n b(tn, Xˆ
K,i,N
tn , µˆ
X,N
tn ).
Using assumption (AS2) for the step-size function, we get
‖XˆK,i,Ntn+1 ‖2 ≤ ‖XˆK,i,Ntn ‖2 + 2Lc‖XˆK,i,Ntn ‖2hminn + 2Ldhminn
+ 2
〈
φ(XˆK,i,Ntn , µˆ
X,K,N
tn ), σ(tn, Xˆ
K,i,N
tn , µˆ
X,N
tn )∆W
i
tn
〉
+ ‖σ(tn, XˆK,i,Ntn , µˆX,Ntn )∆W itn‖2. (12)
Summing (12) over multiple timesteps, adding the contribution from t to t and then using Jensen’s
inequality, results in
‖XˆK,i,Nt ‖p ≤ cp
[
‖XK,i,N0 ‖p +
(
2Lc
∫ t
0
‖X¯K,i,Ns ‖2ds
)p/2
+ (2tLd)
p/2
+
∣∣∣2∫ t
0
〈
φ(X¯K,i,Ns , µ¯
X,N
s ) + h
min
n b(s, X¯
K,i,N
s , µ¯
X,N
s )
− hminn b(s, X¯K,i,Ns , µ¯X,Ns ), (σ(s, X¯K,i,Ns , µ¯X,Ns )± σ(s, X¯K,i,Ns , µ¯X,Ns ))dW is
〉∣∣∣p/2
+
(
nt−1∑
k=0
‖σ(tk, X¯K,i,Ntk , µ¯X,K,Ntk )∆W ik‖2
)p/2
+
∣∣∣2〈X¯K,i,Nt + (b(t, X¯K,i,Nt , µ¯X,Nt )± b(t, X¯K,i,Nt , µ¯X,Nt ))(t− t), (σ(t, X¯K,i,Nt , µ¯X,Nt )
± σ(t, X¯K,i,Nt , µ¯X,Nt ))(W it −W it )
〉∣∣∣p/2 + ‖σ(t, X¯K,i,Nt , µ¯X,Nt )(W it −W it )‖p
]
, (13)
where cp > 0 is a constant depending on p only.
Note that assumption (AS2) and the time-Ho¨lder continuity, with constant C, imply that
‖φ(X¯K,i,Ns , µ¯X,Ns ) + hminn b(s, X¯K,i,Ns , µ¯X,Ns )− hminn b(s, X¯K,i,Ns , µ¯X,Ns )‖2
≤ 2‖X¯K,i,Ns + hminn b(s, X¯K,i,Ns , µ¯X,Ns )‖2 + 2‖hminn (b(s, X¯K,i,Ns , µ¯X,Ns )− b(s, X¯K,i,Ns , µ¯X,Ns ))‖2
≤ 2(‖X¯K,i,Ns ‖2 + 2hminn (Lc‖X¯K,i,Ns ‖2 + d)) + 2C2T 3
≤ 2(1 + 2LcT )‖X¯K,i,Ns ‖2 + (2C2T 2 + 4d)T,
and consequently
‖φ(X¯K,i,Ns ) + hminn b(s, X¯K,i,Ns , µ¯X,Ns )− hminn b(s, X¯K,i,Ns , µ¯X,Ns )‖p/2
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≤ 2p/4−1
(
2p/4(1 + 2LcT )
p/4‖X¯K,i,Ns ‖p/2 + (2C2T 2 + 4d)p/4T p/4
)
.
Further, we have that
‖X¯K,i,Nt + (b(t, X¯K,i,Nt , µ¯X,Nt ) + b(t, X¯K,i,Nt , µ¯X,Nt )− b(t, X¯K,i,Nt , µ¯X,Nt ))(t− t)‖2
≤ 2
[
‖X¯K,i,Nt + b(t, X¯K,i,Nt , µ¯X,Nt )(t− t)‖2 + ‖(b(t, X¯K,i,Nt , µ¯X,Nt )− b(t, X¯K,i,Nt , µ¯X,Nt ))(t− t)‖2
]
≤ 2‖X¯K,i,Nt + b(t, X¯K,i,Nt , µ¯X,Nt )(t− t)‖2 + 2C2T 3,
and hence,
‖X¯K,i,Nt + (b(t, X¯K,i,Nt , µ¯X,Nt ) + b(t, X¯K,i,Nt , µ¯X,Nt )− b(t, X¯K,i,Nt , µ¯X,Nt ))(t− t)‖p/2
≤ 2p/2−1‖X¯K,i,Nt + b(t, X¯K,i,Nt , µ¯X,Nt )(t− t)‖p/2 + 2p/2−1(C2T 3)p/4
≤ C(p, T )
(
‖X¯K,i,Nt ‖p/2 + 1
)
,
where we employed (AS2) and C(p, T ) is a constant depending on p, T and the constants appearing in
the assumptions on the coefficient b.
The terms involving the coefficient σ can be treated in a similar manner. Then, each of these terms
above in (13) can be estimated similarly to the proof of Theorem 1 in [19], using the Lipschitz condition
on σ, in particular the bound
‖σ(t, X¯K,i,Nt , µ¯X,Nt )‖ ≤ C1
(
‖X¯K,i,Nt ‖+ 1
)
,
for C1 > 0 and assumption (AS2) for the timestep function h. This allows to conclude the stability of
the processes Xˆi,N,Kt using a standard Gro¨nwall inequality argument. The stability of Xˆ
i,N
t is then a
consequence of the Monotone Convergence Theorem. The moment stability of the process X˜i,Nt can be
proven in a similar manner, in particular by employing assumption (A6). 
4.2 Convergence of the auxiliary scheme
Proposition 2 Let p > 0. If the SDE satisfies assumptions (A1)–(A6), X0 ∈ Lp0(Rd), and the timestep
function satisfies assumptions (AS2)–(AS3), then there exists a constant C > 0 such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xˆi,Nt −Xi,Nt ‖p
]
≤ Cδp/2.
Proof. Define e
(i)
t := Xˆ
i,N
t −Xi,Nt , then we get
de
(i)
t =
(
b(t, X¯i,Nt , µ¯
X,N
t )− b(t,Xi,Nt , µX,Nt )
)
dt+
(
σ(t, X¯i,Nt , µ¯
X,N
t )− σ(t,Xi,Nt , µX,Nt )
)
dW it .
Itoˆ’s formula implies,
‖e(i)t ‖2 = 2
∫ t
0
〈
e(i)s , b(s, X¯
i,N
s , µ¯
X,N
s )− b(s,Xi,Ns , µX,Ns )
〉
ds
+
∫ t
0
‖σ(s, X¯i,Ns , µ¯X,Ns )− σ(s,Xi,Ns , µX,Ns )‖2ds
+ 2
∫ t
0
〈
e(i)s ,
(
σ(s, X¯i,Ns , µ¯
X,N
s )− σ(s,Xi,Ns , µX,Ns )
)
dW is
〉
.
Note that 〈
e(i)s , b(s, X¯
i,N
s , µ¯
X,N
s )− b(s,Xi,Ns , µX,Ns )
〉
=
〈
e(i)s , b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, X¯i,Ns , µ¯X,Ns )
〉
+
〈
e(i)s , b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, Xˆi,Ns , µ¯X,Ns )
〉
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+
〈
e(i)s , b(s, Xˆ
i,N
s , µ¯
X,N
s )− b(s,Xi,Ns , µ¯X,Ns )
〉
+
〈
e(i)s , b(s,X
i,N
s , µ¯
X,N
s )− b(s,Xi,Ns , µˆX,Ns )
〉
+
〈
e(i)s , b(s,X
i,N
s , µˆ
X,N
s )− b(s,Xi,Ns , µX,Ns )
〉
.
We estimate each of these terms separately: The first term can be estimated exploiting the assumption
on time-Ho¨lder continuity, i.e.,〈
e(i)s , b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, X¯i,Ns , µ¯X,Ns )
〉
≤ C‖e(i)s ‖(s− s)1/2 ≤
1
2
‖e(i)s ‖2 +
C2
2
(s− s).
For the second term, we get due to the polynomial growth condition on b〈
e(i)s , b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, Xˆi,Ns , µ¯X,Ns )
〉
≤ ‖e(i)s ‖L˜(Xˆi,Ns , X¯i,Ns )‖X¯i,Ns − Xˆi,Ns ‖
≤ 1
2
‖e(i)s ‖2 +
1
2
L˜(Xˆi,Ns , X¯
i,N
s )
2‖X¯i,Ns − Xˆi,Ns ‖2,
where
L˜(x, y) := L(1 + ‖x‖q + ‖y‖q).
For the third term, we have due to the one-sided Lipschitz condition〈
e(i)s , b(s, Xˆ
i,N
s , µ¯
X,N
s )− b(s,Xi,Ns , µ¯X,Ns )
〉
≤ Lb‖e(i)s ‖2.
The fourth term can be estimated using bounds for the Wasserstein metric, i.e., we obtain〈
e(i)s , b(s,X
i,N
s , µ¯
X,N
s )− b(s,Xi,Ns , µˆX,Ns )
〉
≤ L‖e(i)s ‖W (2)(µ¯X,Ns , µˆX,Ns )
≤ L‖e(i)s ‖
1√
N
 N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖2
1/2
≤ 1
2
‖e(i)s ‖2 + L2
1
2
1
N
N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖2.
Similarly, for the last term, we derive the following estimate:
〈
e(i)s , b(s,X
i,N
s , µˆ
X,N
s )− b(s,Xi,Ns , µX,Ns )
〉
≤ 1
2
‖e(i)s ‖2 + L2
1
2
1
N
N∑
j=1
‖e(j)s ‖2.
Further, due to the Lipschitz and time-Ho¨lder continuity conditions on σ, we get
‖σ(s, X¯i,Ns , µ¯X,Ns )− σ(s,Xi,Ns , µX,Ns )‖2
≤ 2‖σ(s, X¯i,Ns , µ¯X,Ns )− σ(s, X¯i,Ns , µ¯X,Ns )‖2 + 2‖σ(s, X¯i,Ns , µ¯X,Ns )− σ(s,Xi,Ns , µX,Ns )‖2
≤ 2C2(s− s) + 2L2(‖X¯i,Ns −Xi,Ns ‖2 +W (2)(µ¯X,Ns , µX,Ns ))2
≤ 2C2(s− s) + 4L2‖e(i)s ‖2 + 4L2‖Xˆi,Ns − X¯i,Ns ‖2 + 2L2W (2)(µ¯X,Ns , µX,Ns )2
≤ 2C2(s− s) + 4L2‖e(i)s ‖2 + 4L2‖Xˆi,Ns − X¯i,Ns ‖2 + 2L2[(W (2)(µ¯X,Ns , µˆX,Ns ) +W (2)(µˆX,Ns , µX,Ns ))2]
≤ 2C2(s− s) + 4L2‖e(i)s ‖2 + 4L2‖Xˆi,Ns − X¯i,Ns ‖2 + 4L2
 1
N
N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖2 +
1
N
N∑
j=1
‖Xˆj,Ns −Xj,Ns ‖2
 .
Hence, putting all these terms together, we get for some constants C(Lb, L) > 0, C1(L) > 0 and
C2(L) > 0 depending only on the (different) Lipschitz constants L and Lb,
‖e(i)t ‖2 ≤ C(Lb, L)
∫ t
0
‖e(i)s ‖2ds+
∫ t
0
(4L2 + L˜(Xˆi,Ns , X¯
i,N
s )
2)‖X¯i,Ns − Xˆi,Ns ‖2ds
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+ 2
∫ t
0
〈
e(i)s ,
(
σ(s, X¯i,Ns , µ¯
X,N
s )− σ(s,Xi,Ns , µX,Ns )
)
dW is
〉
+ C1(L)
1
N
∫ t
0
N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖2ds
+ C2(L)
1
N
∫ t
0
N∑
j=1
‖e(j)s ‖2ds+
(
2TC2 +
C2
2
T 2
)
δ,
where we used (s− s) ≤ Tδ. Hence, using Jensen’s inequality, we get the estimate
‖e(i)s ‖p ≤ (6T )p/2−1C(Lb, L)p/2
∫ t
0
‖e(i)s ‖pds+ (6T )p/2−1C2(L)p/2
(
1
N
)p/2 ∫ t
0
 N∑
j=1
‖e(j)s ‖2
p/2 ds
+ (6T )p/2−1
∫ t
0
(4L2 + L˜(Xˆi,Ns , X¯
i,N
s )
2))p/2‖X¯i,Ns − Xˆi,Ns ‖pds
+ 6p/2−12p/2
∣∣∣∣∫ t
0
〈
e(i)s ,
(
σ(s, X¯i,Ns , µ¯
X,N
s )− σ(s,Xi,Ns , µX,Ns )
)
dW is
〉∣∣∣∣p/2
+ (6T )p/2−1C1(L)p/2
(
1
N
)p/2 ∫ t
0
 N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖2
p/2 ds
+ 6p/2−1
(
2TC2 +
C2
2
T 2
)p/2
δp/2.
Note that
∫ t
0
 N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖2
p/2 ds ≤ Np/2−1 ∫ t
0
N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖pds
and similarly for the other expressions in the previous estimate. Consequently, taking the supremum and
expectation on both sides, we arrive at
E
[
sup
0≤s≤t
‖e(i)s ‖p
]
≤ (6T )p/2−1(C2(L)p/2 + C(Lb, L)p/2)
∫ t
0
E
[
sup
0≤u≤s
‖e(i)u ‖p
]
ds
+ (6T )p/2−1
∫ t
0
E
[
(4L2 + L˜(Xˆi,Ns , X¯
i,N
s )
2)p/2‖X¯i,Ns − Xˆi,Ns ‖p
]
ds
+ 6p/2−12p/2E
[
sup
0≤s≤t
∣∣∣∣∫ s
0
〈
e(i)u ,
(
σ(u, X¯i,Nu , µ¯
X,N
u )− σ(u,Xi,Nu , µX,Nu )
)
dW iu
〉∣∣∣∣p/2
]
+ (6T )p/2−1C1(L)p/2
∫ t
0
E
[
‖X¯i,Ns − Xˆi,Ns ‖p
]
ds
+ 6p/2−1
(
2TC2 +
C2
2
T 2
)p/2
δp/2.
Applying the Burkholder-Davis-Gundy inequality in combination with Jensen’s inequality and the
Lipschitz condition for σ, we get
E
[
sup
0≤s≤t
∣∣∣∣∫ s
0
〈
e(i)u ,
(
σ(u, X¯i,Nu , µ¯
X,N
u )− σ(u,Xi,Nu , µX,Nu )
)
dW iu
〉∣∣∣∣p/2
]
≤ C(T, p, L)E
[∫ t
0
‖e(i)s ‖p/2
(
‖X¯i,Ns −Xi,Ns ‖+W (2)(µ¯X,Ns , µX,Ns )
)p/2
ds
]
≤ C(T, p, L)E
[∫ t
0
1
2
‖e(i)s ‖p +
1
2
(
‖X¯i,Ns −Xi,Ns ‖+W (2)(µ¯X,Ns , µX,Ns )
)p
ds
]
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≤ C(T, p, L)E
[∫ t
0
1
2
‖e(i)s ‖p + 2p−2‖X¯i,Ns −Xi,Ns ‖p + 2p−2W (2)(µ¯X,Ns , µX,Ns )pds
]
≤ C(T, p, L)E
[∫ t
0
(
1
2
+ 22p−3
)
‖e(i)s ‖p + 22p−3‖X¯i,Ns − Xˆi,Ns ‖p + 2p−2W (2)(µ¯X,Ns , µX,Ns )pds
]
≤ C(T, p, L)E
[ ∫ t
0
(
1
2
+ 22p−3
)
‖e(i)s ‖p + 22p−3‖Xˆi,Ns − X¯i,Ns ‖p
+ 22p−3
(
W (2)(µ¯X,Ns , µˆ
X,N
s )
p +W (2)(µˆX,Ns , µ
X,N
s )
p
)
ds
]
.
Further, recall that
W (2)(µ¯X,Ns , µˆ
X,N
s )
p ≤ 1
N
N∑
j=1
‖X¯j,Ns − Xˆj,Ns ‖p,
W (2)(µˆX,Ns , µ
X,N
s )
p ≤ 1
N
N∑
j=1
‖e(j)s ‖p.
Hence
E
[
sup
0≤s≤t
∣∣∣∣∫ s
0
〈
e(i)u ,
(
σ(u, X¯i,Nu , µ¯
X,N
u )− σ(u,Xi,Nu , µX,Nu )
)
dW iu
〉∣∣∣∣p/2
]
≤ C(T, p, L)E
[∫ t
0
(1
2
+ 22p−2
)
‖e(i)s ‖p + 22p−2‖X¯i,Ns − Xˆi,Ns ‖pds
]
.
The remaining arguments follow now the same steps as in Theorem 2 of [19], since for the error terms
of the form ‖e(i)s ‖p one can apply Gro¨nwall’s inequality. The expected values of the terms of the form
‖X¯i,Ns − Xˆi,Ns ‖p are of order δp/2. 
4.3 Proof of Theorem 1
Proof. We prove the result by bounding the difference between Xˆi,Nt and X˜
i,N
t in the L
p sense, i.e. we
show that for all p > 0 there exists a constant C > 0 such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xˆi,Nt − X˜i,Nt ‖p
]
≤ Cδp/2.
Combining this with Proposition 2 immediately gives Theorem 1.
Defining e˜t := e˜
(i)
t := Xˆ
i,N
t − X˜i,Nt , gives
de˜t =
(
b(t, X¯i,Nt , µ¯
X,N
t )− b(t, ˜¯Xi,Nt , ˜¯µX,Nt )
)
dt+
(
σ(t, X¯i,Nt , µ¯
X,N
t )− σ(t, ˜¯Xi,Nt , ˜¯µX,Nt )
)
dW it .
Itoˆ’s formula implies
‖e˜t‖2 = 2
∫ t
0
〈
e˜s, b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, ˜¯Xi,Ns , ˜¯µX,Ns )
〉
ds+
∫ t
0
‖σ(s, X¯i,Ns , µ¯X,Ns )− σ(s, ˜¯Xi,Ns , ˜¯µX,Ns )‖2ds
+ 2
∫ t
0
〈
e˜s,
(
σ(s, X¯i,Ns , µ¯
X,N
s )− σ(s, ˜¯Xi,Ns , ˜¯µX,Ns )
)
dW is
〉
.
Note that 〈
e˜s, b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, ˜¯Xi,Ns , ˜¯µX,Ns )
〉
=
〈
e˜s, b(s, X¯
i,N
s , µ¯
X,N
s )− b(s, Xˆi,Ns , µ¯X,Ns )
〉
+
〈
e˜s, b(s, Xˆ
i,N
s , µ¯
X,N
s )− b(s, X˜i,Ns , µ¯X,Ns )
〉
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+
〈
e˜s, b(s, X˜
i,N
s , µ¯
X,N
s )− b(s, ˜¯Xi,Ns , µ¯X,Ns )
〉
+
〈
e˜s, b(s,
˜¯Xi,Ns , µ¯
X,N
s )− b(s, ˜¯Xi,Ns , µˆX,Ns )
〉
+
〈
e˜s, b(s,
˜¯Xi,Ns , µˆ
X,N
s )− b(s, ˜¯Xi,Ns , ˜¯µX,Ns )
〉
.
All of above terms, except the last one, can be treated as in the proof of Proposition 2. For the last term,
we derive (assuming s ∈ [kδT, (k + 1)δT ) for some k),
〈
e˜s, b(s,
˜¯Xi,Ns , µˆ
X,N
s )− b(s, ˜¯Xi,Ns , ˜¯µX,Ns )
〉
≤ 1
2
‖e˜s‖2 + 1
2
1
N
N∑
j=1
‖Xˆj,Ns − X˜j,NkδT ± X˜j,Ns ‖2
≤ 1
2
‖e˜s‖2 + 1
N
N∑
j=1
‖e˜(j)s ‖2 +
1
N
N∑
j=1
‖X˜j,Ns − X˜j,NkδT ‖2.
It remains to analyse the term ‖X˜i,Ns − X˜i,NkδT ‖2, where, for ease of notation, we set k = 1 and T = 1.
Hence, we observe
E[‖X˜i,Ns − X˜i,Nδ ‖2]
= E[‖X˜i,Ns + b(s, X˜i,Ns , µ˜X,Nδ )(s− s) + σ(s, X˜i,Ns , µ˜X,Nδ )(W is −W is)− X˜i,Nδ ‖2]
= E
[
‖b(s, X˜i,Ns , µ˜X,Nδ )(s− s) + σ(s, X˜i,Ns , µ˜X,Nδ )(W is −W is)
+
∗∑
j
b(sj , X˜
i,N
sj , µ˜
X,N
δ )h
i
j + σ(sj , X˜
i,N
sj , µ˜
X,N
δ )∆W
i
j‖2
]
= E
[∥∥∥∥∫ s
δ
b(u, ˜¯Xi,Nu , ˜¯µ
X,N
u )du+
∫ s
δ
σ(u, ˜¯Xi,Nu , ˜¯µ
X,N
u )dW
i
u
∥∥∥∥2
]
≤ 2E
[∥∥∥∥∫ s
δ
b(u, ˜¯Xi,Nu , ˜¯µ
X,N
u )du
∥∥∥∥2
]
+ 2E
[∫ s
δ
∥∥∥σ(u, ˜¯Xi,Nu , ˜¯µX,Nu )∥∥∥2 du]
≤ 2E
[
δ
∫ s
δ
‖b(u, ˜¯Xi,Nu , ˜¯µX,Nu )‖2du
]
+ 2E
[∫ s
δ
∥∥∥σ(u, ˜¯Xi,Nu , ˜¯µX,Nu )∥∥∥2 du]
≤ Cδ sup
u∈[δ,s)
E[‖b(u, X˜i,Nu , µ˜X,Nδ )‖2 + ‖σ(u, X˜i,Nu , µ˜X,Nδ )‖2]
≤ Cδ,
where the last inequality is due to the polynomial growth bounds on b and σ and the stability of the
process X˜i,N . Note that the summation
∑∗
j means that we sum over all timesteps from δ to s. Using
the Lipschitz assumption for σ one can, similarly to coefficient b, estimate the term
‖σ(s, X¯i,Ns , µ¯X,Ns )− σ(s, ˜¯Xi,Ns , ˜¯µX,Ns )‖2
by terms which are all of order δ. The same holds for the last expression involving the Itoˆ integral. 
5 Schemes of Milstein-type
In this section, we consider more specifically for McKean-Vlasov SDEs of the form
dXt =
∫
b(Xt, y)µt(dy) + σ(Xt) dWt,
with given initial conditions X0 and W a standard k-dimensional Brownian motion. Using the standard
particle method to approximate the true measure, we arrive at
dXi,Nt =
1
N
N∑
j=1
b(Xi,Nt , X
j,N
t ) dt+ σ(X
i
t) dW
i
t .
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This allows us to introduce and analyse two Milstein schemes, a tamed and an adaptive one. Subse-
quently, we state stability and strong convergence results, relying heavily on earlier results in [23, 45].
We make the following assumptions on b and σ: There exists a constant C > 0 and an integer q > 0,
such that for all x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Rd we have
• (AM1): ‖σ(x)− σ(y)‖ ≤ C‖x− y‖,
• (AM2): ‖Lj1σj2(x)− Lj1σj2(y)‖ ≤ C‖x− y‖, j1, j2 = 1, . . . , k,
• (AM3): 〈x, b(x, y)〉 ≤ C‖x‖2,
• (AM4): ‖b(x, z)− b(y, z)‖ ≤ C(1 + ‖x‖q + ‖y‖q)‖x− y‖,
• (AM5): ‖b(z, x)− b(z, y)‖ ≤ C‖x− y‖.
In the sequel, we further assume a commutativity condition on the diffusion matrix σ = (σ1, σ2, . . . , σk),
where σi = (σ1,i, . . . , σd,i)
T , for i = 1, . . . , k, namely
Lj1σm,j2 = L
j2σm,j1 , j1, j2 = 1, . . . , k,m = 1, . . . , d, (14)
where x = (x1, . . . , xd) and
Lj1 =
d∑
m=1
σm,j1
∂
∂xm
.
This implies that the so-called Le´vy area, see e.g., [35], the double stochastic integral appearing in the
construction of the Milstein scheme, is zero.
5.1 A Tamed Milstein scheme
The tamed Milstein scheme, with h = T/M , has the form
Xˆi,N,Mtn+1 = Xˆ
i,N,M
tn +
1
N
b˜(Xˆi,N,Mtn , Xˆ
j,N,M
tn )h
+ σ(Xˆi,N,Mtn )∆W
i
tn +
1
2
k∑
j1,j2=1
Lj1σj2(Xˆ
i,N,M
tn )(∆W
i,j1
tn ∆W
i,j2
tn − δj1,j2h), Xˆi,N,M0 = Xi0,
where δj1,j2 = 1, for j1 = j2 and δj1,j2 = 0, for j1 6= j2. Further, we used the definition
b˜(Xˆi,N,Mt , Xˆ
j,N,M
t ) :=
∑N
j=1 b(Xˆ
i,N,M
tn , Xˆ
j,N,M
tn )
1 + hα
∥∥∥ 1N ∑Nj=1 b(Xˆi,N,Mtn , Xˆj,N,Mtn )∥∥∥ .
A continuous time formulation of the tamed Milstein scheme can be written in the form
Xˆi,N,Mt = Xˆ
i,N,M
t +
1
N
b˜(Xˆi,N,Mt , Xˆ
j,N,M
t )(t− t) + σ(Xˆi,N,Mt )(W it −W it )
+
1
2
k∑
j1,j2=1
Lj1σj2(Xˆ
i,N,M
t )((W
i,j1
t −W i,j1t )(W i,j2t −W i,j2t )− δj1,j2(t− t)),
where t ∈ [0, T ] and t := sup{s ∈ {0, h, 2h, . . . ,Mh} : s ≤ t}.
Following the steps of [23, 32] allows to deduce the following moment-stability result on the discretised
process Xˆi,N,Mt .
Theorem 2 Let Xˆi,N,Mt be defined as above and p > 0. Then, assumptions (AM1)-(AM5) and X0 ∈
Lp0(Rd) imply that there exists a constant C > 0 such that
sup
1≤i≤N
sup
0≤n≤M
E
[
‖Xˆi,N,Mtn ‖p
]
≤ C.
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To prove a strong convergence result, additional assumptions on b and σ are needed [23]. Assume
that b(·, z), b(x, ·) and σ(·) are two times continuously differentiable and there exist positive constants
C,C1, C2 > 0 and an integer q > 0, such that for all x, z ∈ Rd, i = 1, . . . , k, we have
• (AAM1): ‖∇2σi(x)‖L2(Rd;Rd) ≤ C,
• (AAM2): ‖∇2xb(x, z)‖L2(Rd;Rd) ≤ C1(1 + ‖x‖q), and ‖∇2zb(x, z)‖L2(Rd;Rd) ≤ C2,
where
‖∇2σi(x)‖L2(Rd;Rd) := sup
h(1),h(2)∈Rd,‖h(1)‖≤1,‖h(2)‖≤1
‖∇2σi(x)(h(1), h(2))‖
and ∇2σi(x) : Rd × Rd → Rd has to be understood as an operator defined as
∇2σi(x)(h(1), h(2)) :=
d∑
l,j=1
∂2σi(x)
∂xl∂xj
h
(1)
l h
(2)
j .
The expression ‖∇2xb(x, z)‖L2(Rd;Rd) has to be understood in the same manner.
Adapting the steps of Theorem 3.2 in [23], we obtain the following convergence result.
Theorem 3 Let p > 0, X0 ∈ Lp0(Rd), and the conditions (AM1)–(AM5) and (AAM1)–(AAM2) be
fulfilled. Then there exists a constant C > 0 such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xˆi,N,Mt −Xi,N,Mt ‖p
]
≤ Chp.
5.2 An adaptive Milstein scheme
Here, we impose the additional assumption (AM6)
‖b(0, x)‖ ≤ C for all x ∈ Rd.
Assuming the commutativity condition (14) on the diffusion matrix σ, the adaptive Milstein scheme has
the form
Xˆi,Ntn+1 = Xˆ
i,N
tn +
1
N
N∑
j=1
b(Xi,Ntn , X
j,N
tn )h
min
n
+ σ(Xˆi,Ntn )∆W
i
tn +
1
2
k∑
j1,j2=1
Lj1σj2(Xˆ
i,N
tn )(∆W
i,j1
tn ∆W
i,j2
tn − δj1,j2hminn ),
where hminn := min{h1n, . . . , hNn }. Analogously to the adaptive Euler scheme, one can also define the
process X˜i,N and the continuous time version thereof.
The K-scheme for the Milstein discretisation reads as follows:
XˆK,i,Ntn+1 = PK(Xˆ
K,i,N
tn +
1
N
N∑
j=1
b(XˆK,i,Ntn , Xˆ
K,j,N
tn )h
min
n
+ σ(XˆK,i,Ntn )∆W
i
tn +
1
2
k∑
j1,j2=1
Lj1σj2(Xˆ
K,i,N
tn )(∆W
i,j1
tn ∆W
i,j2
tn − δj1,j2hminn )).
Hence, using MK,itn to denote the last sum in the previous expression, we get
‖XˆK,i,Ntn+1 ‖2 ≤ ‖XˆK,i,Ntn ‖2 + 2hminn
〈XˆK,i,Ntn , 1N
N∑
j=1
b(XˆK,i,Ntn , Xˆ
j,N
tn )
〉
+
1
2
hminn
∥∥∥∥∥∥ 1N
N∑
j=1
b(XˆK,i,Ntn , Xˆ
j,N
tn )
∥∥∥∥∥∥
2

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+ 2
〈
φ(XˆK,i,Ntn ), σ(Xˆ
K,i,N
tn )∆W
i
tn
〉
+ ‖σ(XˆK,i,Ntn )∆W itn‖2 + ‖MK,itn ‖2
+ 2
〈
XˆK,i,Ntn ,M
K,i
tn
〉
+ 2
〈
σ(XˆK,i,Ntn )∆W
i
tn ,M
K,i
tn
〉
+ 2hminn
〈
1
N
N∑
j=1
b(XˆK,i,Ntn , Xˆ
j,N
tn ),M
K,i
tn
〉
≤ ‖XˆK,i,Ntn ‖2 + 2hin
〈XˆK,i,Ntn , 1N
N∑
j=1
b(XˆK,i,Ntn , Xˆ
j,N
tn )
〉
+
3
2
hminn
∥∥∥∥∥∥ 1N
N∑
j=1
b(XˆK,i,Ntn , Xˆ
j,N
tn )
∥∥∥∥∥∥
2

+ 2
〈
φ(XˆK,i,Ntn ), σ(Xˆ
K,i,N
tn )∆W
i
tn
〉
+ 2‖σ(XˆK,i,Ntn )∆W itn‖2 + 3‖MK,itn ‖2 + 2
〈
XˆK,i,Ntn ,M
K,i
tn
〉
.
Using now the same techniques as in Proposition 1 and the bound (see [23])
E
(nt−1∑
k=0
‖MK,itn ‖2
)p/2 ≤ C ∫ t
0
E
[
sup
0≤u≤s
‖XK,i,Nu ‖p
]
ds+ C1,
for some constants C,C1 > 0, gives the following proposition:
Proposition 3 Let p > 0. If the SDE satisfies assumptions (AM1)–(AM6), X0 ∈ Lp0(Rd), and the
timestep function satisfies assumption (AS2), then T is almost surely attainable and there exists a constant
C > 0 such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xˆi,Nt ‖p
]
≤ C.
Furthermore, we have the following strong convergence result, which can be derived using the tech-
niques of the proof of Proposition 2 here and Theorem 3.2 in [23]:
Theorem 4 Let p > 0, X0 ∈ Lp0(Rd), and the conditions (AM1)–(AM6) and (AAM1)–(AAM2) be
fulfilled. If the timestep function satisfies assumptions (AS2)–(AS3), then there exists a constant C > 0
such that
sup
1≤i≤N
E
[
sup
0≤t≤T
‖Xˆi,Nt −Xi,Nt ‖p
]
≤ Cδp.
That the Lp error of Xˆ
i,N
t and X˜
i,N
t can be proven to be of order δ
p, remains an open problem.
5.3 Numerical illustration
We consider the SDE
dXt = (−(Xt)5 + E[Xt]) dt+Xt dWt, X0 = 1.
Approximating the expected value appearing in the above SDE and using a tamed Milstein scheme for
the time-discretisation, we arrive at
Xˆi,N,Mtn+1 = Xˆ
i,N,M
tn +
−(Xˆi,N,Mtn )5 + 1N
∑N
j=1 Xˆ
j,N,M
tn
1 + h
∣∣∣−(Xˆi,N,Mtn )5 + 1N ∑Nj=1 Xˆj,N,Mtn ∣∣∣h
+ Xˆi,N,Mtn ∆W
i
tn +
1
2
Xˆi,N,Mtn ((∆W
i
tn)
2 − h),
for i = 1, . . . , N , where Xˆi,N,M0 = 1 for all i = 1, . . . , N . Fig. 6 illustrates the predicted strong convergence
of order 1 for both the tamed and adaptive Milstein scheme. For the adaptive timestep function, we choose
hδ(x) = δmin(1, |x|−4). The number of particles was set to N = 104.
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Figure 6: Strong convergence of the Milstein schemes.
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