The Java TM programming language does not allow the programmer to influence memory management. An object is usually allocated on the heap and deallocated by the garbage collector when it is not referenced any longer. Under certain conditions, the virtual machine can allocate objects on the stack or eliminate their allocation via scalar replacement. However, even if the dynamic compiler guarantees that the conditions are fulfilled, the optimizations require support by the run-time environment.
Introduction
The growing popularity of Java is in large part based on its portability, which is achieved by translating source code into platform-independent bytecodes. In order for a Java program to run on a platform, a Java virtual machine must exist that executes the bytecodes for this platform. Early implementations relied only on interpretation. They had to fetch, decode and execute bytecode by bytecode and thus suffered from poor performance. In the meantime, a lot of work and research effort has been spent on more efficient implementations. Modern virtual machines dynamically compile bytecodes to machine code and therefore run at high speed.
It does not make much sense to compile all methods when an application is started. First of all, typical applications spend the majority of their time executing only a small part of their code. Secondly, Java allows dynamic loading of classes on demand that may not yet be available at startup. Thirdly, time spent on compiling a method is time that could have been spent on interpreting the bytecodes. Therefore, mixed-mode run-time environments combine interpretation with dynamic compilation [1] . They first interpret all methods, which results in fast startup times, and then compile only the "hot" parts of a program, e.g. the most frequently called methods or methods that contain long-running loops.
Mixed-mode run-time environments complicate the implementation of compiler optimizations. Since compilation time adds to run time, the dynamic compiler must achieve a trade-off between the duration of optimizations and execution speed of the resulting machine code. Besides, compiled methods may call or may be called by interpreted methods, which are not aware of compiler optimizations. More aggressive optimizations usually require run-time support, i.e. modifications of the run-time environment. If the optimizations affect the allocation of objects, the garbage collector must be adapted as well.
The Java HotSpot TM VM uses a generational garbage collector. New objects are allocated in the young generation, which is collected by a stop-and-copy algorithm. When objects have survived a certain number of collection cycles, they are promoted to the old generation. In the default configuration, the old generation is collected by a mark-and-compact algorithm. Starting from the set of root pointers, the garbage collector marks all reachable objects, assigns consecutive memory slots to them, adjusts pointers, and finally moves the objects to their new locations.
We developed a new escape analysis algorithm and various optimizations to reduce the costs of object allocation, deallocation and synchronization [15] . We integrated our implementation into a current snapshot [21] of the Java HotSpot TM VM, which facilitates aggressive compiler optimizations because it is able to revert to interpretation when conditions that hold at compile time are broken later. This mechanism is referred to as deoptimization [10] .
To the best of our knowledge, our approach is the first that reallocates and relocks objects when dynamic class loading invalidates optimized machine code. Most existing implementations are either based on a closed-world assumption, make pessimistic decisions, or require checks everytime optimized code is executed. This paper deals with our run-time support that allows a safe execution of optimized methods. It contributes the following:
• It examines which parts of the virtual machine are affected by our compiler optimizations.
• It suggests a representation for optimized objects in the debugging information.
• It explains how stack objects are treated by the garbage collector.
• It describes how objects are reallocated and relocked in the context of deoptimization.
• It evaluates the modifications in terms of memory consumption and the number of optimized objects.
The rest of the paper is organized as follows: Section 2 gives a short overview of the escape analysis algorithm in order to put the run-time support into context. Section 3 describes the representation of optimized objects in the debugging information. The modifications of the garbage collector are presented in Section 4, and the adaptation of the deoptimization framework in Section 5. Section 6 evaluates the modifications, and Section 7 deals with related work.
The Escape Analysis Algorithm
If an object created in a method is assigned to a global variable or to the field of a heap object, if it is passed as a parameter to a method or returned from a method, its lifetime exceeds the scope in which it was created. Such an object is said to escape its scope. Knowing which objects do not escape a method or thread allows the compiler to perform aggressive optimizations:
• If an object does not escape the creating method, its fields can be replaced by scalar variables. The compiler can eliminate both the allocation of memory on the heap and its initialization.
• Objects that are accessible only by the creating method and its callees can be allocated on the method stack. This is cheaper than an allocation on the heap and reduces the burden of the garbage collector.
• Java provides bytecodes that lock and unlock objects for the synchronization of threads. If an object does not escape a thread, synchronization on it can be removed because it will not be locked by another thread.
Our escape analysis algorithm is especially tailored to the needs of a dynamic compiler. In contrast to other approaches, it does not create an object dependency graph but computes the escape states of objects in parallel to the construction of the intermediate representation, which is faster and requires less memory. Objects whose escape states depend on each other are inserted into a so-called equi-escape set. If one of them escapes, only the escape state of the set and not of all objects must be adjusted. The tracking of field values for scalar replacement is integrated into the computation of the static single assignment form.
When objects are passed to another method, the compiler uses interprocedural escape information to determine if the objects escape in the callee. This information is computed during the compilation of a method and stored together with the machine code to avoid reanalyzing the method at each call site. The interprocedural analysis not only allows allocating actual parameters in the stack frame of the caller, but also supports the compiler in inlining decisions: even if a callee is too large to be inlined by default, the compiler may decide to inline it because it thus expects to replace more objects by scalar variables.
In a mixed-mode run-time environment, a method is interpreted several times before its compilation. For this period of time, no interprocedural escape information is available for this method. When the compiler reaches a call of a method that has not been compiled yet, it examines the method's bytecodes to determine if a parameter escapes. The bytecode analysis considers each basic block separately and checks if it lets one of the parameters escape. This is more conservative than a full escape analysis, but faster to compute because control flow is ignored. The analysis stops as soon as all parameters are seen to escape. When the method is compiled later, the provisional escape information is replaced with a more precise one. Figure 1 gives an example for the escape analysis and the optimizations described above. A point is specified by two floating point coordinates, and a line stores the four coordinates of the start and the end point. After inlining the constructors, the object p2 does not escape the method, so its allocation can be eliminated. Its field values are stored in scalar variables and can probably be held in registers later. The length method is too large to be inlined but does not let the object l escape globally. Therefore, the line object can be allocated on the stack. The interprocedural escape information for the method foo states that the parameter p1 does not escape in the method and can be allocated in the stack frame of a caller.
Debugging Information
In order to perform aggressive optimizations, the Java HotSpot TM client compiler makes optimistic assumptions about the structure of the running program. For example, it inlines a virtual method if class hierarchy analysis [7] yields that currently only one implementation for that method is loaded. If dynamic class loading later invalidates such assumptions, previously compiled methods must be deoptimized, i.e. compiler optimizations must be undone. This requires the compiler to describe the performed optimizations in the debugging information. Besides, the compiler creates so-called oop maps (see below), which are used by the garbage collector to determine the locations of the root pointers.
Debugging information and oop maps are not generated for every single machine instruction, but only for some safepoints, at which method execution may be suspended for garbage collection or deoptimization. After compilation, the generated information is serialized and stored with the machine code in a compressed form.
Oop Map
Run-time methods of the Java HotSpot TM VM refer to objects in the Java heap via handles. A handle is a data structure that encapsulates a pointer to a Java object and resides in a special memory area where the garbage collector visits the object and updates the pointer if the object is moved. Machine code generated for a Java method, however, refers to objects via direct pointers for efficiency reasons. To distinguish direct pointers from handles, they are called ordinary object pointers (oop).
In order to trace through the live objects, the garbage collector needs to know where the machine code stores pointers to heap objects. Therefore, the compiled method includes an oop map for each safepoint. The oop map lists all registers and stack slots that contain root pointers. In the context of escape analysis, pointers stored in an object whose allocation was eliminated via scalar replacement become root pointers and need to be registered in the oop map accordingly.
Stack objects must be considered in the oop map as well. Assume that both objects created by the code in Figure 2 are allocated on the stack, but at different positions within the frame. Since the variable p always refers to object 1, the positions of its fields are known at compile time. The fields can be accessed relative to the frame pointer without loading the object's address. At safepoint 1, no pointer to the object exists, so pointers stored in fields are root pointers. While p always refers to object 1 at safepoint 2, q may refer to different objects and must therefore be kept as a pointer. If we would register both q and the fields of object 1 as roots, the garbage collector would visit the pointer fields of object 1 twice when q points to object 1. This is not allowed: the mark-and-compact algorithm updates all pointers before the objects are moved to their new locations, so after the first visit, a pointer field does not point to an object any more. Therefore, we create a special entry in the oop map to describe the stack object 1 as a whole instead of its individual fields. When the garbage collector reads the oop map and encounters such an entry, it marks the stack object as scanned before visiting its fields. Even if q provides a root pointer to the same object, the fields will not be processed a second time.
Object Entries
Dynamic class loading may invalidate machine code generated under optimistic assumptions, even while the affected method is running. In this case, the execution of the method is continued in the interpreter. While the machine code keeps temporary values in registers and spill slots, the interpreter expects all values to be stored in the stack frame. In the case of deoptimization, a new frame for the interpreter must be set up and filled with the appropriate values from registers and spill slots.
For this purpose, the deoptimization uses scope entries that are created by the compiler and specify where the machine code stores which values. The debugging information contains two separate lists of scope entries: one for the operand stack and one for the local variables. Each scope entry describes one value, and its position within the list denotes which stack slot or local variable it refers to.
If a variable refers to an object whose allocation was eliminated, the list of scope entries contains an object entry that describes the contents of the object (see Figure 3 ). The object entry allows the deoptimization framework to later reallocate the object on the heap. It holds a list of scope entries that describe where the machine code stores the field values of the object. The position of a scope entry within this list corresponds to the position of the described field within the object.
A stack-allocated object is also represented by an object entry. In contrast to an eliminated object, however, the object entry only specifies the position of the stack object within the frame. A list of scope entries for fields is not needed because the contents of the object can be copied from the stack into the heap object during reallocation (see Section 5.3).
When the VM deoptimizes a method that inlines other methods, it has to split the frame of the compiled method into several frames of interpreted methods, each with its own operand stack and local variables. Objects, however, are shared among all inlined methods and must be reallocated exactly once during deoptimization. Therefore, the debugging information specifies separate scope entries for each inlined method, but only one set of object entries.
Monitor Entries
When a compiled method locks an object, it stores information about the object in its stack frame. To convert the information for the interpreter, the deoptimization framework must know which objects are locked. For this reason, the debugging information provides a list of monitor entries. Each monitor entry encapsulates a scope entry that describes the location of a pointer to the locked object.
If synchronization on a thread-local object was eliminated, it must be relocked during deoptimization because the interpreter will later try to unlock it again. Therefore, the compiler has to ensure that there is a pointer to every thread-local object, otherwise the object could not be described in the debugging information.
The corresponding monitor entry specifies the location of the pointer to the thread-local object. In addition, the monitor entry indicates that synchronization was removed and that the object must be relocked during deoptimization. In case of a method-local object whose allocation has been eliminated, the monitor entry encapsulates an object entry instead of a normal scope entry.
Structure of Debugging Information
After compilation, the machine code and the information for garbage collection and deoptimization must be registered in the virtual machine. For this purpose, the compiler creates a data structure consisting of the machine code, oop maps, debugging information, method dependencies (see Section 5.1), and exception handler tables. The debugging information provides scope entries and monitor entries for each safepoint. Its structure is shown in Figure 4 , and the internal layout in Figure 5 . A safepoint descriptor specifies the offset of the safepoint in the machine code, the object pool, and a set of scope descriptors. Upon deoptimization, the VM looks up the safepoint descriptor whose offset matches the current program counter.
The object pool contains object entries for all scalarreplaced and stack-allocated objects. Even if there are multiple scopes due to inlining, the object pool exists only once per safepoint. In addition to a unique identification number and the object's type, an object entry either specifies a list of scope entries for the fields of a scalar-replaced object or the position of a stack-allocated object in the stack frame.
Each inlined method is represented by a separate scope description. It stores a reference to the method and the bytecode index (BCI) of the current instruction in this method. Lists of scope entries are used to describe the values in local variables and on the operand stack. A scope entry either describes which register or spill slot contains the value, or directly stores the value if it is known at compile time. When a value refers to a scalar-replaced or stack-allocated object, the identification number of the appropriate object entry in the object pool is emitted.
For each object that is locked in the current scope, a monitor entry is created. It encapsulates a scope entry for the locked object and specifies the stack slot that is used by the compiled method to store information about the lock. A flag indicates if synchronization on the object was removed.
Garbage Collection
Scalar-replaced objects do not affect garbage collection. Their pointer fields are registered in the oop map and therefore treated as root pointers. Stack objects, however, can contain pointers to heap objects that must be processed. We implemented an extended write barrier and a wrapper for pointer traversal, which hide stack objects from card marking and the garbage collector. This facilitated an easy integration of our new optimizations without corrupting the carefully tuned and tested algorithms in place.
Write Barriers
A card marking mechanism is used to keep track of pointers from the old into the young generation. Each assignment to a field that references an object is associated with a write barrier that marks the modified card as dirty [11] .
If a formal parameter does not escape a method or its callees, the method may be called both with a stackallocated and a heap-allocated actual parameter. Since card marking for a stack object would modify a byte outside the card marking array, non-escaping parameters are associated with a modified write barrier that performs a bounds check before the array is accessed (see Figure 6 ).
The card index is calculated via a right-shift of the object address in the EAX register. Then the index of the first card (firstIndex) is subtracted. The unsigned check of the result against the array size (arraySize) detects both a negative index, which looks like a large unsigned positive number, and an index greater than the size. If the EAX register refers to a heap object, the corresponding card is marked as dirty. If the register refers to a stack object, the bounds check fails and card marking is omitted.
Although the heap may grow on demand, the size of the card marking array can directly be emitted into the machine code. At startup, the Java HotSpot TM VM reserves virtual address space for the maximum size of the heap, although not all pages of it need to be allocated. The same is done with the card marking array, so the write barrier can use the maximum array size in its bounds check.
On Intel platforms [12] , the extended write barriers take five instead of the usual two machine instructions, but they are only required for non-escaping formal parameters. As long as fields of a stack object are accessed within the allocating method, no write barriers are emitted at all. The object is registered in the oop map, so its fields are automatically processed at every collection cycle. For escaping objects, traditional write barriers are emitted. The interpreter must execute the bounds check for all objects, because a stack object may also be passed to an interpreted method.
Wrapper Closure
The garbage collector implements an operation to be performed for all objects as a so-called oop closure following the Visitor design pattern. Starting with the root pointers, an oop closure is recursively applied to all reachable oops. Oop closures are used for the stop-and-copy collection, as well as for the marking and pointer adjustment phase of the mark-and-compact algorithm.
When stack-allocated objects are live, the garbage collector must process their fields and visit referenced heap objects. Since existing algorithms do not expect to see pointers into the stack, the iteration of root pointers was modified to use a wrapper closure. It abstracts from stack objects and presents their pointer fields as root pointers to the underlying closure (see Figure 7 ).
Since the heap is a contiguous area in memory, the is in heap test can be implemented as a comparison of the object address against the start and the end of the heap. If the test succeeds, the wrapped closure is invoked on the heap pointer. Heap objects never reference stack objects, so the wrapped closure will not see a stack object from this point on. If the test fails, the wrapper closure is applied to the oop fields of the stack object, which may again point to stack objects. A stack object can directly or indirectly reference itself, so the garbage collector must remember which stack objects have already been scanned. We could set the mark bits to identify scanned objects, but this would require an extra pass to reset them. Instead, we use two bits in the header word of stack objects to encode three values. The bits are initialized with 0, which means that the object has not been scanned at all. At the beginning of every iteration over the root pointers, we toggle a global value between 1 and 2. The has been scanned test compares the header field with the global value for equality, and set has been scanned copies the global value into the header of the stack object.
Deoptimization
Both inlining and the use of interprocedural escape information require that the compiler identifies the called method statically despite polymorphism and dynamic method binding. Apart from static and final callees, this is possible if class hierarchy analysis determines that currently only one suitable method exists. When a class is loaded later that provides another suitable method, the previously compiled method must be deoptimized. This means that all optimizations of the compiler are undone and execution of the method is continued in the interpreter. Upon its next invocation, the method will be recompiled without inlining the callee.
Method Dependencies
Assume that class B was not loaded yet when machine code for the method calc in Figure 8 is generated. The compiler optimistically assumes that there is only one implementation of the method foo and inlines A.foo into calc. When class B is loaded later which overrides foo, the VM must deoptimize the method calc. In other words, a dependency is introduced between calc and A.foo. This dependency is recorded during the compilation of calc and stored both in the compiled method calc and the class A.
Even if A.foo is not inlined, for example because of its size, it can be statically bound to save the dispatching overhead. Then the compiler uses interprocedural escape information to find out that the parameter p does not escape and can be allocated in the stack frame of calc. When class B is loaded, calc must be deoptimized not only because A.foo was statically bound, but also because the Point object may escape in B.foo.
However, it is not sufficient to record a dependency between calc and foo. Assume that the parameter p does not escape A.foo just because the compiler inlines the virtual method bar in foo. When another class is loaded that overrides bar, the method foo is deoptimized due to its dependency on bar. The machine code for calc must be invalidated as well, because p may escape in the newly loaded bar method.
If calc depended only on foo, it would not be deoptimized because method dependencies are not processed transitively. In other words, the compiler must record a dependency between two methods m and m if • m inlines m or calls it with static binding, or if • a direct or indirect callee of m inlines m or calls it with static binding, and m passes at least one stackallocated object to this callee.
Every compiled method stores a list of its dependencies. When the compiler parses the method call of foo in calc and uses interprocedural escape information of foo to allocate some parameters on the stack, it not only records a dependency between calc and foo, but also inherits all dependencies between foo and its callees.
Reallocation of Eliminated Objects
Deoptimization may be necessary when a new class is added to the class hierarchy. The VM examines the superclasses of the new class and marks dependent methods for deoptimization. It also iterates over the interfaces implemented by the new class and looks for methods that relied on the fact that an interface had only one implementor.
Then the VM traverses the stacks of all threads. A frame that belongs to a marked method is not immediately deoptimized. Instead, the machine instruction at the program counter for this frame is patched to invoke a run-time stub. The actual deoptimization takes place when the frame is reactivated after all callees have returned. This is called lazy deoptimization [10] . The machine code is marked as nonentrant, so that the VM interprets new invocations instead of executing the patched machine code.
Before execution of the method can continue in the interpreter, which does not know about scalar replacement, objects whose allocations were eliminated by the compiler must be reallocated on the heap. The reallocation code iterates over all object entries in the debugging information and creates appropriate heap objects. Pointers to the heap objects are encapsulated in handles and stored in the object entries. If garbage collection is needed in the middle of reallocation, the newly allocated objects are visited because pointers in handles are treated as root pointers.
The fields of a reallocated object are initialized using the list of scope entries in the corresponding object entry. If a field refers to another eliminated object, the list contains an object entry that encapsulates the pointer to be stored in the field. When the interpreter frame is set up, the pointers in the object entries are copied into the appropriate stack slots for local variables and the operand stack. Deserialization of debugging information takes care that variables referring to the same eliminated object are mapped to identical object entries.
Reallocation of Stack Objects
If deoptimization occurs, it is guaranteed that no other code in the system tries to access a scalar-replaced object before control returns to the corresponding frame, because escape analysis proved its locality. Therefore, it is acceptable to reallocate method-local objects lazily. Stackallocated objects, however, may be passed to the newly loaded code which might allow them to escape the thread. They must be reallocated immediately before the execution of the program resumes, because otherwise a reference to a stack object may be stored in a global variable or a heap object.
The stack objects are either referenced by root pointers and other stack objects or represented in the debugging information if no pointer to them exists. Figure 9 shows how stack objects are reallocated on the heap. Note that arrows to a stack object point to the bottom of the rectangle because addresses increase towards the top of the stack. The reallocation is split into three phases: (3) copy fields and adjust oops stack objects. This ensures that the complete object graph is reallocated. A data structure maps each stack object to a handle that refers to the counterpart on the heap and keeps the heap object alive if garbage collection is required.
2. Next, all handles are traversed to install forwarding pointers from stack objects to heap objects. The forwarding pointers are used later for the setup of the interpreter frames. The garbage collector must not run during the second and the third phase, because a forwarding pointer would be visited repeatedly if an object is referenced by more than one root pointer or other stack object. This is not allowed for the same reasons as for fields.
3. Finally, the handles are traversed again to copy the contents of stack objects into the heap objects and to replace pointers to stack objects with the forwarding pointers. This phase also adjusts the pointers in stack frames of compiled and interpreted methods.
The first phase is a recursive traversal of all stack objects, but the second and third are linear phases. The forwarding pointers remain in the stack objects until control returns to the frame that hosts them. During lazy deoptimization, the heap pointers are copied into the appropriate slots of the interpreter frame.
Relocking of Thread-Local Objects
After reallocation, the newly allocated heap objects must be relocked if synchronization on them was removed via escape analysis. Figure 10 shows how objects are internally represented by the Java HotSpot TM VM. The header word, which stores the identity hash code as well as age and mark bits for generational garbage collection, is also used to implement a thin lock scheme [2, 3] . In an unlocked object, the last two bits of the header word have the value 01. When a method synchronizes on an object, the header word and a pointer to the object are stored in a lock record within the current stack frame. Then a pointer to the lock record is installed in the object header. Since stack slots are always aligned at word boundaries, the last two bits of the header word are now 00 and identify the object as being locked. As long as an object is locked by a single thread, the VM gets away with thin locks. Only when another thread synchronizes on an already locked object, the thin lock must be inflated to a heavyweight monitor for the management of waiting threads.
In the relocking phase of deoptimization, the VM iterates over all monitor entries in the debugging information and determines if synchronization was removed. In this case, we lock the reallocated object as though the compiled code performed the locking and rely on the existing deoptimization code to convert the lock into the interpreter's representation. Since escape analysis proved the thread-locality of the object, we can always use a thin lock. The compiler reserves space for a lock record in the stack frame even if synchronization was eliminated.
Setup of Interpreter Frames
When control returns to a method marked for deoptimization, the patched machine code invokes a run-time stub that creates an array of virtual stack frames: one for the method to be deoptimized and one for each inlined callee. A virtual frame does not exist on the stack, but stores the local variables, operand stack and monitors of a particular method. Debugging information is used to fill the virtual frame with the correct values from the register map and the memory.
The method stack is adjusted as shown in Figure 11 . The frames of the run-time stub and the method to be deoptimized are removed and the virtual frames are unpacked onto the stack. Pointers to reallocated objects are copied from the object entries into the interpreter frames. Then a frame for the continuation of the run-time stub is pushed back onto the stack. The bytecode index from the corresponding scope descriptor in the debugging information identifies the bytecode in the method that has to be executed next. The address of the interpreter code that handles the bytecode is pushed onto the stack as the return address. When the runtime stub returns, execution automatically continues in the interpreter.
Evaluation
The performance gains achieved by scalar replacement, stack allocation and synchronization removal largely depend on the characteristics of the executed application. Programs that allocate a lot of short-lived objects benefit more than programs that primarily perform mathematical computations. The fastest run of the 227 mtrt benchmark, for example, is accelerated by more than 30%, and the speedup for the complete SPECjvm98 [19] is about 5% when it is compiled with escape analysis. The measurements and the impact of escape analysis on compilation time are described in [14] and [15] and will not be elaborated here.
Since deoptimization represents an exceptional situation and thus is not performance-critical, measurements of its time consumption are not really meaningful. Therefore, instead of giving time measurements we chose a variety of counters to evaluate how our modifications in the run-time environment affect the machine code, debugging information, the stack frames and garbage collection.
This section presents the results for four allocationintensive SPECjvm98 benchmarks and SPECjbb2005 (see Tables 1 and 2 ). The SPECjvm98 benchmarks were started only once and not repeated until stability in run time was reached. All benchmarks were executed on an Intel Pentium 4 processor 540 with 3.2 GHz and 1 GB of main memory, running Microsoft Windows XP Professional.
227 mtrt allocates many short-lived objects and thus provides a lot of opportunities for scalar replacement of fields. 74.1% of all object allocations are eliminated. The size of heap-allocated memory decreases by 73%, so that only 52 instead of 165 garbage collection cycles are necessary. 39 methods whose size exceeds the usual inlining threshold are inlined in order to replace more objects by scalar variables. Therefore, the machine code grows by 2.4% at nearly the same number of compiled methods. Debugging information grows by 7.9%, because slightly more method dependencies are recorded and 1,015 object entries must be created, even though a usual run of the SPECjvm98 suite does not require deoptimization.
209 db yields similar results. 91.5% of object allocations are eliminated, which reduces the size of allocated heap space by 61.9% and the number of garbage collections from 76 to 35. The compiler emits 3 allocation sites for stack objects. Although they are never executed, the compiler needs to reserve frame size and create oop map entries for them. The size of the debugging information slightly increases due to the 97 object entries.
228 jack allocates a large number of string buffers that do not escape from the creating method and its callees. 16 .8% of all objects are allocated on the stack, which reduces the size of allocated heap space by 8.6%. 49.2% of the executed write barriers perform a bounds check. During the 212 garbage collection cycles, only 120 stack objects are live and must be processed by the wrapper closure. 789 object entries are emitted for the reallocation of scalarreplaced and stack-allocated objects. 213 javac allocates 9.7% of objects on the stack. 48.2% of all executed write barriers perform a bounds check. An independent micro benchmark yielded that extended write barriers are approximately 20% slower than standard write barriers, but the additional optimizations still achieve a speedup of about 3.2% for this benchmark. Although a write barrier with bounds check requires 30 instead of 12 bytes on Intel, the machine code is in total smaller with escape analysis than without, due to eliminated allo- cation sites, pointer loads and field accesses. Debugging information contains 937 object entries and 539 instead of 524 method dependencies. Table 2 shows the same data for the SPECjbb2005 benchmark [18] . For a better comparison, we used a slightly modified variant which executes 50,000 transactions instead of running for a fixed time. 5% of the object allocations are eliminated and 1.4% of objects are allocated on the stack, which marginally reduces the allocated heap space and the number of garbage collection cycles. With escape analysis, an additional 203 methods are inlined, which affects the size of the machine code and the number of dependencies. Debugging information grows by 11.9% and contains 1,067 entries for the reallocation of optimized objects.
In all of these benchmarks, escape analysis helps to reduce the amount of data allocated on the heap. The resulting machine code executes faster, mainly because the overhead for allocation and initialization is eliminated, but also because the garbage collector runs less frequently. Although deoptimization usually does not occur, support for it is indispensable for the general use of escape analysis in the Java HotSpot TM VM. The impact on the performance and memory consumption is rather small and more than outweighed by the gains of the additional optimizations.
Related Work
Our escape analysis algorithm was influenced by the work of J.-D. Choi et al. [6] , B. Blanchet [4] , E. Ruf [16] , J. Bogda and U. Hölzle [5] , J. Whaley and M. Rinard [23] , and D. Gay and B. Steensgaard [9] . The implementation is efficient enough for a dynamic compiler, conservative if a small additional gain would imply a time-consuming analysis, and able to deal with incomplete and partly compiled programs. The adaptation of the run-time environment was influenced by the algorithms and data structures used in the Java HotSpot TM VM.
U. Hölzle et al. present dynamic deoptimization as a conversion of optimized code into unoptimized code [10] . They use dynamic deoptimization to enable the system to debug individual methods at the source code level while executing others at full speed, as well as to change a running program and immediately observe the effects of the change. The authors also introduce the term lazy deoptimization for deferring deoptimization until control returns to the method to be deoptimized.
K. Ishizaki et al. propose code patching instead of completely deoptimizing or recompiling a method [13] . The compiler analyzes the current class hierarchy to inline or directly jump to a virtual method, but also generates backup code which performs the original dynamic call. When the assumption about the class hierarchy becomes invalid, the machine code is patched to henceforth execute the backup code. This approach involves less run-time overhead than deoptimization, but it is also less flexible and e.g. not suitable for undoing optimizations like scalar replacement or stack allocation. D. Detlefs and O. Agesen provide an approach for inlining virtual methods without the need to deoptimize [8] . If a method m1 calls p.m2, they suggest to inline m2 only if p already exists before m1 is called and for example is passed to m1 as a parameter. When a class is loaded later that overrides m2, then either m1 has not been invoked yet or p has already been allocated. New invocations of m1 may be called with an instance of the new class and thus must not execute the optimized machine code, but currently active invocations are not affected by the class loading and can safely run to the end. This concept could also be used for the interprocedural escape analysis and would eliminate the need to reallocate objects. However, general interprocedural escape analysis and inlining as it is used in the current Java HotSpot TM VM requires a deoptimization mechanism.
To reduce the costs of synchronization that cannot be eliminated, the Java HotSpot TM VM performs biased locking [17] . Normally, an object must be locked atomically because two threads may synchronize on it at the same time. In the context of biased locking, a pointer to the current thread is stored in the header of an object when it is locked for the first time. The object is said to be biased towards the thread. As long as the object is locked and unlocked by the same thread, synchronization need not be atomic. During deoptimization, the biasing must be revoked for all objects that are currently locked by deoptimized methods. As with reallocation of stack objects, this is not done lazily but immediately before program execution resumes.
R. Veldema et al. use reallocation of objects to support aggressive object combining [22] . The optimization combines two objects o1 and o2, where o1.f points to o2, by appending the fields of o2 to the object o1. This reduces the overhead of memory allocation and deallocation, as well as the number of pointer indirections because no pointer for the object o2 is required to access its fields. A new object that is assigned to o1.f later is again inlined into o1. However, if o2 is still reachable by another variable, its fields must not be overwritten. This situation is detected at run time. The object o2 is then reallocated outside of o1 and all pointers to it are adjusted.
T. Suganuma et al. implemented a region-based compilation technique, which does not compile complete methods but only frequently executed code regions [20] . The selection of regions to be compiled is based on static heuristics and dynamic profiling information. To allow a safe execution of partly compiled methods, the exit from a compiled region must be triggered. Since region-based compilation is performed only at high optimization levels of the compiler, the method in which a region exit occurs is known to be performance-critical. Therefore, it is recompiled instead of being continued in the interpreter. To avoid recursive recompilation, the method is compiled as a whole and prepares entry points for all future possible transitions. Similar to the deoptimization mechanism of the Java HotSpot TM VM, the current stack frame must be replaced with a frame for the recompiled method. Only if the old and the new frame are of the same shape, execution continues without a frame replacement.
Conclusions
This paper summarizes the results of our research project on run-time support for optimizations based on an escape analysis in the Java HotSpot TM VM. We introduced a representation for optimized objects used by the compiler to communicate information about scalar replacement of fields, stack allocation and synchronization removal to the garbage collector and the deoptimization framework. We presented an extended write barrier that is emitted when the compiler does not know if an object is located on the stack or on the heap. A wrapper for oop closures abstracts from stack objects and presents their pointer fields as root pointers to an unmodified garbage collector.
The interprocedural analysis neither relies on a closedworld assumption nor on preexistence of method receivers. Class hierarchy analysis is used to identify monomorphic call sites and to perform aggressive optimizations. A lightweight bytecode analysis produces escape information for methods that have not been compiled yet. The deoptimization framework enables dynamic class loading to invalidate machine code even while the invalidated method is running, because the compiler provides sufficient information to undo the compiler optimizations on demand and to continue execution of the method in the interpreter. Methodlocal objects whose allocations were eliminated are reallocated and initialized lazily, whereas stack-allocated objects are immediately moved to the heap. Objects for which synchronization was removed are relocked before the newly loaded code has the chance to make them accessible for other threads.
The deoptimization of objects is implemented in such a way that the garbage collector can safely run in the middle of reallocation. Handles and forwarding pointers ensure that reallocated objects are not deallocated until pointers to them are stored in the interpreter frame. If the VM runs out of memory during reallocation, it currently terminates because the program does not expect an exception at this point. The situation could be avoided by guaranteeing at method entries that enough heap memory is free to cover potential reallocation during deoptimization. We will address this issue as future work.
