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Abstract:
In dual decomposition, the dual to an optimization problem with a specific structure is solved in
distributed fashion using (sub)gradient and recently also fast gradient methods. The traditional
dual decomposition suffers from two main short-comings. The first is that the convergence is
often slow, although fast gradient methods have significantly improved the situation. The second
is that computation of the optimal step-size requires centralized computations, which hinders
a fully distributed implementation of the algorithm. In this paper, the first issue is addressed
by providing a tighter characterization of the dual function than what has previously been
reported in the literature. Then a distributed and a parallel algorithm are presented in which
the provided dual function approximation is minimized in each step. Since the approximation
is more accurate than the approximation used in standard and fast dual decomposition, the
convergence properties are improved. For the second issue, we extend a recent result to allow
for a fully distributed parameter selection in the algorithm. Further, we show how to apply the
proposed algorithms to optimization problems arising in distributed model predictive control
(DMPC) and show that the proposed distributed algorithm enjoys distributed reconfiguration,
i.e. plug-and-play, in the DMPC context.
1. INTRODUCTION
Optimization problems with a separable cost and sparse
constraints can be solved in distributed fashion by dis-
tributed optimization algorithms. Some distributed al-
gorithms exploit the property that the (sub)gradient to
the dual of such optimization problems can be computed
in distributed fashion, which enables for distributed im-
plementation of dual (sub)gradient algorithms. This ap-
proach is referred to as dual decomposition and originates
from Everett (1963); Danzig and Wolfe (1961); Benders
(1962). The use of sub-gradient or gradient methods to
solve the dual problem usually results in poor convergence
properties of the algorithm. As a remedy to this, a dual
Newton method was presented in Kozma et al. (2014)
where the dual problem is solved in distributed fashion
using a Newton method. The Newton step is computed
in distributed fashion using a distributed implementation
of a conjugate gradient method. Another distributed algo-
rithm was presented in Parikh and Boyd (2013), which is
based on the alternating direction method of multipliers
(ADMM, see Boyd et al. (2011)), and solves a more general
class of problems than dual decomposition and the dual
Newton method in Kozma et al. (2014). In Giselsson et al.
(2013), another recent attempt to improve the conver-
gence of distributed algorithms was presented. It relies
on using fast gradient methods in dual decomposition.
These fast gradient methods were originally presented in
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Nesterov (1983) in the early 80’s. These methods rendered
no or little attention the following decades but became
increasingly studied from the mid 00’s. Since then, the
fast gradient method has been extended and generalized
in several directions, see e.g. Beck and Teboulle (2009);
Nesterov (2003); Tseng (2008); Nesterov (2005). The main
benefit of fast gradient methods is that, with negligible
increase in iteration complexity, the convergence rate is
improved from O(1/k) for standard gradient methods to
O(1/k2), where k is the iteration number. Obviously, the
use of fast gradient methods in dual decomposition instead
of standard gradient methods has considerably improved
the convergence properties. However, in many applications
further improvements are necessary for realistic imple-
mentation. In this paper, we propose dual decomposition
like algorithms that have further improved convergence
properties.
In a general form, fast gradient methods can be applied
to problems consisting of a sum of two functions. The
prerequisites for these functions are that one is convex
and differentiable and has a Lipschitz continuous gradient,
while the other is proper, closed, and convex. The former
properties are equivalent to the existence of a quadratic
upper bound with the same curvature in all directions
(defined by the Lipschitz constant) to the function. In
gradient and fast gradient methods, this quadratic upper
bound is used as an approximation to the function. This
approximation plus the closed, proper, convex function is
minimized in every step of the algorithm. If the quadratic
upper bound does not well approximate the function, slow
convergence properties are expected. By instead letting the
quadratic upper bound have different curvature in different
directions, a closer fit between the bound and the function
can be obtained. For an appropriate choice of non-uniform
quadratic upper bound, this can significantly improve
the convergence properties of fast gradient methods. The
key result of this paper is a characterization of the set
of matrices that can be used to describe a quadratic
upper bound to the convex negative dual function, in the
case of strongly convex primal cost function. This result
generalizes previous results, e.g. Nesterov (2005), where
a Lipschitz constant to the dual gradient is quantified.
As a consequence of the presented result, quadratic upper
bounds with different curvature in different directions can
be used in dual decomposition methods.
In this paper, we propose two improved dual decompo-
sition algorithms based on the previously mentioned key
result, one parallel and one distributed version. For both
algorithms, the matrix that describes the quadratic up-
per bound to the dual function must be chosen. In the
parallel version, there are no restrictions on the structure
of that matrix, while in the distributed algorithm, the
matrix must be block diagonal to facilitate a distributed
implementation. In fast dual decomposition, this matrix
is traditionally chosen as the reciprocal of the Lipschitz
constant to the dual gradient times the identity matrix.
By allowing for more flexibility in the matrix structure, the
shape of the minimized function can be better captured.
In this paper, we also show how to compute a matrix that,
when used as basis for the quadratic upper bound in the
dual decomposition algorithm, can significantly improve
the convergence.
Besides convergence issues in dual decomposition, there is
the issue of computing the step-size. The optimal choice
requires the computation of the 2-norm of a system-wide
matrix. This cannot straight-forwardly be done using dis-
tributed computations. However, approximations to this
norm can be computed in distributed fashion with cen-
tralized coordination. In this paper, we extend a recent
result in Beck et al. (2014) to enable a fully distributed
initialization procedure for our distributed algorithm. The
initialization selects a block diagonal matrix that describes
the quadratic upper bound using local computations and
communication only. For our parallel algorithm, the initial-
ization need not be distributed since the algorithm needs
all data to be accessible in a centralized unit.
In distributed model predictive control (DMPC), dual
decomposition techniques have been used to distribute
the computations over the subsystems Negenborn (2007);
Doan et al. (2011); Giselsson et al. (2013). Although the
use of fast gradient methods in dual decomposition have
significantly improved the convergence, see Giselsson et al.
(2013), it is not enough for realistic implementation in a
distributed control system. In Giselsson (2013), a gener-
alized version of dual decomposition was presented that
allows for different curvature in different directions in the
quadratic upper bound that is minimized in every itera-
tion of the algorithm. This gives a significantly reduced
number of iterations. The algorithm in Giselsson (2013)
is restricted to problems having a quadratic cost, lin-
ear equality constraints, and linear inequality constraints.
Dual variables for all these constraints are introduced,
which results in the dual problem being a quadratic pro-
gram. The algorithm in this paper is an extension and
generalization of the algorithm in Giselsson (2013) that
allows for any (local) convex inequality constraints. Also,
only the equality constraints are dualized in this paper.
These changes give rise to completely different technicali-
ties since the dual function is implicitly defined though an
optimization problem.
A feature of DMPC is that similar optimization problems
are repeatedly solved online. This implies that much offline
computational effort can be devoted to parameter selection
in the algorithm to improve the online convergence. In
this paper, the offline computational effort is devoted to
choose a matrix that describes the quadratic upper bound
to the negative dual function. The numerical evaluation
suggests that this can significantly reduce the number of
iterations in the algorithm compared to dual decompo-
sition using fast gradient methods, and compared to the
dual Newton method in Kozma et al. (2014). Besides fa-
vorable convergence properties, the presented distributed
algorithm enjoys distributed configuration and reconfigu-
ration, commonly referred to as plug-and-play. Distributed
reconfiguration or plug-and-play is the property that if a
subsystem is added to (or removed from) the system, only
neighboring subsystems need to be invoked to reconfigure
the algorithm for the new setup.
This paper is an extension of Giselsson (2014b), and is the
first paper in a series of two on improving fast dual ascent
for model predictive control, where Giselsson (2014a) is
the second.
2. PRELIMINARIES AND NOTATION
2.1 Notation
We denote by R, Rn, Rm×n, the sets of real numbers,
vectors, and matrices. Sn ⊆ Rn×n is the set of symmetric
matrices, and Sn++ ⊆ Sn, [Sn+] ⊆ Sn, are the sets of
positive [semi] definite matrices. Further, L  M and
L ≻ M where L,M ∈ Sn denotes L −M ∈ Sn+ and L −
M ∈ Sn++ respectively. We also use notation 〈x, y〉 = xT y,
〈x, y〉H = xTHy, ‖x‖2 =
√
xTx, and ‖x‖H =
√
xTHx.
Finally, IX denotes the indicator function for the set X ,
i.e. IX (x) ,
{
0, x∈X
∞, else .
2.2 Preliminaries
In this section, we introduce generalizations of already
well used concepts. We generalize the notion of strong
convexity as well as the notion of Lipschitz continuity of
the gradient of convex functions. We also define conjugate
functions and state a known result on dual properties of a
function and its conjugate.
For differentiable and convex functions f : Rn → R that
have a Lipschitz continuous gradient with constant L, we
have that
‖∇f(x1)−∇f(x2)‖2 ≤ L‖x1 − x2‖2 (1)
holds for all x1, x2 ∈ Rn. This is equivalent to that
f(x1) ≤ f(x2) + 〈∇f(x2), x1 − x2〉+ L
2
‖x1 − x2‖22 (2)
holds for all x1, x2 ∈ Rn (Nesterov, 2003, Theorem 2.1.5).
In this paper, we allow for a generalized version of the
quadratic upper bound (2) to f , namely that
f(x1) ≤ f(x2) + 〈∇f(x2), x1 − x2〉+ 1
2
‖x1 − x2‖2L (3)
holds for all x1, x2 ∈ Rn where L ∈ Sn+. The bound (2) is
obtained by setting L = LI in (3).
Remark 1. For concave functions f , i.e. where −f is con-
vex, the Lipschitz condition (1) is equivalent to that the
following quadratic lower bound
f(x1) ≥ f(x2) + 〈∇f(x2), x1 − x2〉 − L
2
‖x1 − x2‖22 (4)
holds for all x1, x2 ∈ Rn. The generalized counterpart
naturally becomes that
f(x1) ≥ f(x2) + 〈∇f(x2), x1 − x2〉 − 1
2
‖x1 − x2‖2L (5)
holds for all x1, x2 ∈ Rn.
Next, we state a Lemma on equivalent characterizations
of the condition (3).
Lemma 2. Assume that f : Rn → R is convex and
differentiable. The condition that
f(x1) ≤ f(x2) + 〈∇f(x2), x1 − x2〉+ 1
2
‖x1 − x2‖2L (6)
holds for some L ∈ Sn+ and all x1, x2 ∈ Rn is equivalent to
that
〈∇f(x1)−∇f(x2), x1 − x2〉 ≤ ‖x1 − x2‖2L. (7)
holds for all x1, x2 ∈ Rn.
Proof. To show the equivalence, we introduce the func-
tion g(x) := 12x
TLx− f(x). According to (Nesterov, 2003,
Theorem 2.1.3) and since g is differentiable, g : Rn → R
is convex if and only if ∇g is monotone. The function g is
convex if and only if
g(x1) ≥ g(x2) + 〈∇g(x2), x1 − x2〉 =
=
1
2
xT2 Lx2 − f(x2) + 〈Lx2 −∇f(x2), x1 − x2〉
= −f(x2)− 〈∇f(x2), x1 − x2〉 − 12‖x1 − x2‖2L + 12xT1 Lx1.
Noting that g(x1) =
1
2x
T
1 Lx1 − f(x1) gives the negated
version of (6).
Monotonicity of ∇g is equivalent to
0 ≤ 〈∇g(x1)−∇g(x2), x1 − x2〉
= 〈Lx1 −∇f(x1)− Lx2 +∇f(x2), x1 − x2〉
= ‖x1 − x2‖2L − 〈∇f(x1)−∇f(x2), x1 − x2〉.
Rearranging the terms gives (7). This concludes the proof.
Next, we state the corresponding result for concave func-
tions.
Corollary 3. Assume that f : Rn → R is concave and
differentiable. The condition that
f(x1) ≥ f(x2) + 〈∇f(x2), x1 − x2〉 − 1
2
‖x1 − x2‖2L (8)
holds for some L ∈ Sn+ and all x1, x2 ∈ Rn is equivalent to
that
〈∇f(x1)−∇f(x2), x2 − x1〉 ≤ ‖x1 − x2‖2L. (9)
holds for all x1, x2 ∈ Rn.
Proof. The proof follows directly from −f being convex
and applying Lemma 2.
The standard definition of a differentiable and strongly
convex function f : Rn → R is that it satisfies
f(x1) ≥ f(x2) + 〈∇f(x2), x1 − x2〉+ σ
2
‖x1 − x2‖22 (10)
for any x1, x2 ∈ Rn, where the modulus σ ∈ R++ describes
a lower bound of the curvature of the function. In this
paper, the definition (10) is generalized to allow for a
quadratic lower bound with different curvature in different
directions.
Definition 4. A differentiable function f : Rn → R is
strongly convex with matrix H if and only if
f(x1) ≥ f(x2) + 〈∇f(x2), x1 − x2〉+ 1
2
‖x1 − x2‖2H
holds for all x1, x2 ∈ Rn, where H ∈ Sn++.
Remark 5. The traditional definition of strong convexity
(10) is obtained from Definition 4 by setting H = σI.
Lemma 6. Assume that f : Rn → R is differentiable and
strongly convex with matrix H . The condition that
f(x1) ≥ f(x2) + 〈∇f(x2), x1 − x2〉+ 1
2
‖x1 − x2‖2H (11)
holds for all x1, x2 ∈ Rn is equivalent to that
〈∇f(x1)−∇f(x2), x1 − x2〉 ≥ ‖x1 − x2‖2H (12)
holds for all x1, x2 ∈ Rn.
Proof. To show the equivalence, we introduce the func-
tion g(x) := f(x) − 12xTHx and proceed similarly to in
the proof of Lemma (2). According to (Nesterov, 2003,
Theorem 2.1.3) and since g is differentiable, g : Rn → R
is convex if and only if ∇g is monotone. The function g is
convex if and only if
g(x1) ≥ g(x2) + 〈∇g(x2), x1 − x2〉 =
= f(x2)− 1
2
xT2 Hx2 + 〈∇f(x2)−Hx2, x1 − x2〉
= f(x2) + 〈∇f(x2), x1 − x2〉+ 12‖x1 − x2‖2H − 12xT1 Hx1.
Noting that g(x1) = f(x1)− 12xT1 Hx1 gives (11).
Monotonicity of ∇g is equivalent to
0 ≤ 〈∇g(x1)−∇g(x2), x1 − x2〉
= 〈∇f(x1)−Hx1 −∇f(x2) + Lx2, x1 − x2〉
= 〈∇f(x1)−∇f(x2), x1 − x2〉 − ‖x1 − x2‖2H .
Rearranging the terms gives (12). This concludes the
proof.
The condition (11) is a quadratic lower bound on the
function value, while the condition (3) is a quadratic upper
bound on the function value. These two properties are
linked through the conjugate function
f⋆(y) , sup
x
{
yTx− f(x)} .
More precisely, we have the following result.
Proposition 7. Assume that f : Rn → R∪{∞} is closed,
proper, and strongly convex with modulus σ on the relative
interior of its domain. Then the conjugate function f⋆
is convex and differentiable, and ∇f⋆(y) = x⋆(y), where
x⋆(y) = argmaxx
{
yTx− f(x)}. Further, ∇f⋆ is Lipschitz
continuous with constant L = 1σ .
A straight-forward generalization is given by the chain-rule
and was proven in (Nesterov, 2005, Theorem 1) (which also
proves the less general Proposition 7).
Corollary 8. Assume that f : Rn → R ∪ {∞} is closed,
proper, and strongly convex with modulus σ on the relative
interior of its domain. Further, define g⋆(y) , f⋆(Ay).
Then g⋆ is convex and differentiable, and ∇g⋆(y) =
ATx⋆(Ay), where x⋆(Ay) = argmaxx
{
(Ay)Tx− f(x)}.
Further, ∇g⋆ is Lipschitz continuous with constant L =
‖A‖22
σ .
For the case when f(x) = 12x
THx + gTx, i.e. f is
a quadratic, a tighter Lipschitz constant to ∇g⋆(y) =
∇f⋆(Ay) was provided in (Richter et al., 2013, Theorem
7), namely L = ‖AH−1AT ‖2.
3. PROBLEM FORMULATION
We consider optimization problems of the form
minimize f(x) + h(x) + g(Bx)
subject to Ax = b
(13)
where the decision variables are partitioned as x =
(x1, . . . , xM ) ∈ Rn where xi ∈ Rni , the cost functions are
separable, i.e., f(x) =
∑M
i=1 fi(xi), h(x) =
∑M
i=1 hi(xi),
and g(Bx) =
∑M
i=1 gi(Bix), where B ∈ Rp×n and Bi ∈
R
pi×n for i = {1, . . . ,M}, are partitioned as
B =
B1...
BM
 , Bi = [Bi1 · · · BiM ]
where Bij ∈ Rpi×nj for all i ∈ {1, . . . ,M} and j ∈
{1, . . . ,M}. Further, A ∈ Rm×n and b ∈ Rm, are parti-
tioned as
A =
 A11 · · · A1M... . . . ...
AM1 · · · AMM
 , b =
 b1...
bM

where Aij ∈ Rmi×nj for all i ∈ {1, . . . ,M} and j ∈
{1, . . . ,M} and bi ∈ Rmi for all i ∈ {1, . . . ,M}. We assume
for all i ∈ {1, . . . ,M}, that Aij = 0 and Bij = 0 for
some j ∈ {1, . . . ,M}, i.e., that the A and B matrices
are block sparse. The sparsity structure induced by this
assumption is represented by the sets Ni and Mi, where
Ni contains indices for non-zero blocks of block row i and
Mi contains indices for non-zero blocks of block column i.
More precisely, we have
Ni = {j ∈ {1, . . . ,M} | Aij 6= 0 and Bij 6= 0} ,
Mi = {j ∈ {1, . . . ,M} | Aji 6= 0 and Bji 6= 0} .
We also introduce concatenated matrices ANi ∈ Rmi×nNi ,
where nNi =
∑
j∈Ni
nj , that contain all non-zero sub-
matrices Aij , e.g., if N1 = {1, 2, 6} then AN1 =
[A11 A12 A16]. Similarly, we introduce AMi ∈ RmMi×ni ,
where mMi =
∑
j∈Mi
mj ; if M1 = {1, 4, 6}, then AM1 =
[AT11 A
T
41 A
T
61]
T . This notation is used for all matrices
that have a block structure as specified by Ni and Mi,
e.g., BNi ∈ Rpi×nNi and BMi ∈ RpMi×ni where pMi =∑
j∈Mi
pj, are defined equivalently. We also introduce
consistent notation for the variables, namely xNi ∈ RnNi ,
i.e. xN1 = (x1, x2, x6) in the above example. This implies
that
∑
j∈Ni
Aijxj = ANixNi and Bix = BNixNi .
Remark 9. Note that some sub-matrices of ANi , AMi ,
BNi , and BMi may be zero due to the construction ofNi and Mi. We allow this for notational convenience.
The preceding assumptions and the introduced notation
imply that the optimization problem (13) can equivalently
be written
minimize
M∑
i=1
{fi(xi) + hi(xi) + gi(yi)}
subject to ANixNi = bi, i = {1, . . . ,M}
BNixNi = yi, i = {1, . . . ,M}
(14)
Throughout this paper we assume the following.
Assumption 10.
(a) The functions fi : R
ni → R are strongly convex with
matrix Hi ∈ Sni++.
(b) The extended valued functions hi : R
ni → R ∪ {∞}
and gi : R
pi → R ∪ {∞} are proper, closed, and
convex.
(c) The matrix A ∈ Rm×n has full row rank.
Remark 11. Assumption 10(a) implies that f =
∑M
i=1 fi
is strongly convex with matrix H , where
H := blkdiag(H1, . . . , HM ). (15)
Assumption 10(b) is satisfied if, e.g., hi and gi are indicator
functions to convex constraint sets. If Assumption 10(c) is
not satisfied, redundant equality constraints can, without
affecting the solution of (13), be removed to satisfy the
assumption.
To form the dual problem, we introduce dual variables
λ = (λ1, . . . , λM ) ∈ Rm where λi ∈ Rmi , and µ =
(µ1, . . . , µM ) ∈ Rp where µi ∈ Rpi . We also introduce a
notation for dual variables that correspond to the con-
catenated matrices AMi and BMi , namely λMi ∈ RmMi
and µMi ∈ RmMi respectively. In the above example
with M1 = {1, 4, 6} we get λM1 = (λ1, λ4, λ6) and
µM1 = (µ1, µ4, µ6). This gives the following Lagrange dual
problem
sup
λ,µ
inf
x,y
{
f(x) + h(x) + λT (Ax− b) + g(y) + µT (Bx− y)}
= sup
λ,µ
inf
x,y
M∑
i=1
{
fi(xi) + hi(xi) + λ
T
i (ANixNi − bi)
+ gi(yi) + µ
T
i (BNixNi − yi)
}
= sup
λ,µ
M∑
i=1
[
inf
xi
{
fi(xi) + hi(xi) + x
T
i
(
ATMiλMi
+BTMiµMi
)}− λTi bi + infyi {gi(yi)− µTi yi}
]
.
Introducing Fi := fi+hi and F :=
∑M
i=1 Fi =
∑M
i=1 fi+hi,
and noting the definition of conjugate functions in the
above expression, we get that the dual problem can be
written as
sup
λ,µ
M∑
i=1
{−F ⋆i (−ATMiλMi −BTMiµMi)− λTi bi − g⋆i (µi)}
= sup
λ,µ
{−F ⋆(−ATλ−BTµ)− λT b − g⋆(µ)} . (16)
We further introduce ν = (λ, µ) ∈ Rm+p, νMi =
(λMi , µMi) ∈ RmMi+pMi , νi = (λi, µi) ∈ Rmi+pi ,
C = [AT BT ]T ∈ R(m+p)×n, CTMi = [ATMi BTMi ] ∈
R
ni×(mMi+pMi ), c = (b, 0) ∈ Rm+p, ci = (bi, 0) ∈ Rmi+pi ,
and the following functions:
di(νMi) := −F ⋆i (−CTMiνMi)− cTi νi (17)
d(ν) := −F ⋆(−CT ν)− cT ν (18)
where d =
∑M
i=1 di. Using these definitions and notations
we arrive at the following dual problem:
sup
ν
M∑
i=1
{di(νMi)− g⋆i ([0 I]νi)}
= sup
ν
{d(ν) − g⋆([0 I]ν)} . (19)
To evaluate di or d (or equivalently F
⋆
i or F
⋆), an optimiza-
tion problem must be solved due to the definition of the
conjugate function. The minimands to these optimization
problems are defined by
x⋆i (νM) := argminxi
{
fi(xi) + hi(xi) + ν
T
MiCMixi
}
, (20)
x⋆(ν) := argmin
x
{
f(x) + h(x) + νTCx
}
(21)
since Fi = fi + hi and F = f + h respectively. From
Corollary 8 we have that di and d are differentiable with
gradients
∇di(νMi) = CMix⋆i (νMi)− cˆi,
∇d(ν) = Cx⋆(ν)− c.
respectively, where cˆi = (0, . . . , 0, ci, 0, . . . , 0). Further,
differentiation of the dual function w.r.t. νi is given by
∇νid(ν) = CNix⋆Ni(νi)− ci.
Corollary 8 further implies that the gradients to di
and d are Lipschitz continuous with constants Li =
‖CMi‖22/λmin(Hi) and L = ‖C‖22/λmin(H) respectively.
As previously discussed, this is equivalent to the existence
of a quadratic lower bound given by (4) to the concave
dual function, with curvature Li and L respectively. In the
following section we will show that the functions di and d
defined in (17) and(18) respectively, satisfy the following
tighter lower bounds
d(ν1) ≥ d(ν2)+〈∇d(ν2), ν1−ν2〉− 12‖ν1−ν2‖2CH−1CT (22)
for all ν1, ν2 ∈ Rm+p and
di(ν
1
Mi) ≥ di(ν2Mi) + 〈∇di(ν2Mi), ν1Mi − ν2Mi〉
− 12‖ν1Mi − ν2Mi‖CMiH−1i CTMi (23)
for all ν1Mi , ν
2
Mi
∈ RmMi+pMi respectively. We will also
show that if the primal cost f is a quadratic with positive
definite Hessian and h is the indicator function for a closed,
convex set, no better quadratic lower bound exists.
4. DUAL FUNCTION PROPERTIES
To show that the dual and local dual functions satisfy (22)
and (23) respectively, some preliminary results are needed.
For notational convenience, we will state the results for
the function d in the main parts of this section. The
corresponding results for the functions di are given in the
end.
In the following lemma we show that the distance in
‖ · ‖H -norm, where H ∈ Sn++ is the matrix defining the
strong convexity property of f , between any two points
x⋆(ν1), x
⋆(ν2) ∈ Rn is upper bounded by ‖ν1−ν2‖CH−1CT .
Lemma 12. Suppose that Assumption 10 holds and that
f is strongly convex with matrix H ∈ Sn++. Then
‖x⋆(ν1)− x⋆(ν2)‖H ≤ ‖ν1 − ν2‖CH−1CT
for every ν1, ν2 ∈ R(m+p) where x⋆(ν) is given by (21), and
C ∈ R(m+p)×n is the equality constraint matrix in (13).
Proof. We first show that
〈∇f(x⋆(ν1))−∇f(x⋆(ν2)), x⋆(ν1)− x⋆(ν2)〉 ≤
≤ 〈CT (ν1 − ν2), x⋆(ν2)− x⋆(ν1)〉. (24)
First order optimality conditions for (21) using ν1 and ν2
respectively are
0 ∈ ∇f(x⋆(ν1)) + ∂h(x⋆(ν1)) + CT ν1, (25)
0 ∈ ∇f(x⋆(ν2)) + ∂h(x⋆(ν2)) + CT ν2. (26)
We denote by ξ(x⋆(ν1)) ∈ ∂h(x⋆(ν1)) and ξ(x⋆(ν2)) ∈
∂h(x⋆(ν2)) the sub-gradients that give equalities in (25)
and (26) respectively. This gives
0 = ∇f(x⋆(ν1)) + ξ(x⋆(ν1)) + CT ν1, (27)
0 = ∇f(x⋆(ν2)) + ξ(x⋆(ν2)) + CT ν2. (28)
Taking the scalar product of (27) with x⋆(ν2) − x⋆(ν1)
and the scalar product of (28) with x⋆(ν1) − x⋆(ν2), and
summing the resulting expressions give
〈∇f(x⋆(ν1))−∇f(x⋆(ν2)), x⋆(ν1)− x⋆(ν2)〉+
+〈CT (ν1 − ν2), x⋆(ν1)− x⋆(ν2)〉 =
= 〈ξ(x⋆(ν1))− ξ(x⋆(ν2)), x⋆(ν2)− x⋆(ν1)〉 ≤ 0
where the inequality holds since sub-differentials of proper,
closed, and convex functions are (maximal) monotone
mappings, see (Rockafellar, 1970 §24). This implies that
(24) holds.
Further
‖x⋆(ν1)− x⋆(ν2)‖2H ≤
≤ 〈∇f(x⋆(ν1))−∇f(x⋆(ν2)), x⋆(ν1)− x⋆(ν2)〉
≤ 〈CT (ν1 − ν2), x⋆(ν2)− x⋆(ν1)〉
= 〈H−1/2CT (ν1 − ν2), H1/2(x⋆(ν2)− x⋆(ν1))〉
≤ ‖H−1/2CT (ν1 − ν2)‖2‖x⋆(ν2)− x⋆(ν1)‖H
where the first inequality comes from Lemma 6, the second
from (24), and the final inequality is due to Cauchy
Schwarz. This implies that
‖x⋆(ν1)− x⋆(ν2)‖H ≤ ‖ν1 − ν2‖CH−1CT
which concludes the proof.
We are now ready to state the main theorem of this section.
Theorem 13. Suppose that Assumption 10 holds and that
f is strongly convex with matrix H ∈ Sn++. The dual
function d defined in (18) is concave, differentiable and
satisfies
d(ν1) ≥ d(ν2) + 〈∇d(ν2), ν1 − ν2〉 − 12‖ν1 − ν2‖2L (29)
for every ν1, ν2 ∈ Rm+p and any L ∈ Sm+p+ such that
L  CH−1CT .
Proof. Concavity and differentiability is deduced from
Danskin’s Theorem, see (Bertsekas, 1999, Proposition B.25).
To show (29), we have for any ν1, ν2 ∈ Rm that
〈∇d(ν1)−∇d(ν2), ν2 − ν1〉 =
= 〈Cx⋆(ν1)− c− Cx⋆(ν2) + c, ν2 − ν1〉
= 〈x⋆(ν1)− x⋆(ν2), CT (ν2 − ν1)〉
= 〈x⋆(ν1)− x⋆(ν2), H−1CT (ν2 − ν1)〉H
≤ ‖x⋆(ν1)− x⋆(ν2)‖H‖H−1CT (ν2 − ν1)‖H
≤ ‖H−1CT (ν2 − ν1)‖2H
= (ν2 − ν1)TCH−1CT (ν2 − ν1)
= ‖ν2 − ν1‖2CH−1CT
where the first inequality is due to Cauchy-Schwarz, and
the second is from Lemma 12. Applying Corollary 3 gives
that (29) holds for every ν1, ν2 ∈ Rm.
Corollary 14. The local dual functions di defined in (17)
are concave, differentiable and satisfy
di(ν
1
Mi) ≥ di(ν2Mi) + 〈∇di(ν2Mi), ν1Mi − ν2Mi〉−
− 12‖ν1Mi − ν2Mi‖2LMi
for all ν1Mi , ν
2
Mi
∈ RmMi+pMi and any LMi ∈ SmMi+pMi++
such that LMi  CMiH−1i CTMi .
Proof. The proof follows the same lines as the proof to
Theorem 13.
Next, we show that if f is a strongly convex quadratic func-
tion and h satisfies certain conditions, then Theorem 13
gives the best possible bound of the form (29).
Proposition 15. Assume that f(x) = 12x
THx + ζTx with
H ∈ Sn++ and ζ ∈ Rn and that there exists a set X ⊆ Rn
with non-empty interior on which h (besides being proper,
closed, and convex) is linear, i.e. h(x) = ξTXx + θX for
all x ∈ X . Further, assume that there exists ν˜ such that
x⋆(ν˜) ∈ int(X ). Then for any matrix L 6 CH−1CT , there
exist ν1 and ν2 such that (29) does not hold.
Proof. Since x⋆(ν˜) ∈ int(X ) we get for all νǫ ∈
Bm+pǫ (0), where the radius ǫ is small enough, that x⋆(ν˜)−
H−1CT νǫ ∈ X . Introducing xǫ = −H−1CT νǫ, we get from
the optimality conditions to (21) (that specifies x⋆(ν)) that
0 = Hx⋆(ν˜) + ζ + ξX + C
T ν˜
= H(x⋆(ν˜) + xǫ) + ζ + ξX + C
T (ν˜ + νǫ)
= H(x⋆(ν˜) + xǫ) + ζ + h
′(x⋆(ν˜) + xǫ) + C
T (ν˜ + νǫ)
where h′(x⋆(ν˜) ∈ ∂h(x⋆(ν˜) and x⋆(ν˜) + xǫ ∈ X is used in
the last step. This implies that x⋆(ν˜+νǫ) = x
⋆(ν˜)+xǫ and
consequently that x⋆(ν˜ + νǫ) ∈ X for any νǫ ∈ Bm+pǫ (0).
Thus, for any ν ∈ ν˜ ⊕ Bm+pǫ (0) we get
d(ν) = min
x
1
2x
THx+ ζTx+ h(x) + νT (Cx − c)
= min
x
1
2x
THx+ ζTx+ ξTXx+ ν
T (Cx − c)
= − 12νTCH−1CT ν + ξT ν + θ
where ξ ∈ Rn and θ ∈ R collects the linear and constant
terms respectively. Since on the set ν˜ ⊕ Bm+pǫ (0), d is a
quadratic with Hessian CH−1CT , it is straight-forward to
verify that (29) holds with equality for all ν1, ν2 ∈ ν˜ ⊕
Bm+pǫ (0) if L = CH−1CT . Thus, since ν˜ ⊕ Bm+pǫ (0) has
non-empty interior, we can for any matrix L 6 CH−1CT
find ν1, ν2 ∈ ν˜ ⊕ Bm+pǫ (0) such that
‖ν1 − ν2‖CH−1CT ≥ ‖ν1 − ν2‖L.
This implies that for any L 6 CH−1CT there exist
ν1, ν2 ∈ ν˜ ⊕ Bm+pǫ (0) such that
d(ν1) = d(ν2) + 〈∇d(ν2), ν1 − ν2〉 − 12‖ν1 − ν2‖CH−1CT
≤ d(ν2) + 〈∇d(ν2), ν1 − ν2〉 − 12‖ν1 − ν2‖L
This concludes the proof.
Proposition 15 shows that the bound in Theorem 13 is
indeed the best obtainable bound of the form (29) if f
is a quadratic and h specifies the stated assumptions.
Examples of functions that satisfy the assumptions on h in
Proposition 15 include linear functions, indicator functions
of closed convex constraint sets with non-empty interior,
and the 1-norm.
The main results of this section, Theorem 13 and Corol-
lary 14, provide a tighter quadratic lower bound to the
dual function compared to what has previously been pre-
sented in the literature, i.e. compared to Proposition 7 and
Corollary 8. These results are the key to constructing more
efficient distributed algorithms.
5. DISTRIBUTED OPTIMIZATION ALGORITHM
Dual decomposition methods often suffer from slow con-
vergence properties, although the use of fast gradient
methods have improved the situation. In this section, we
describe one distributed and one parallel dual decom-
position method that improves the convergence of such
methods significantly. In the distributed algorithm, both
primal and dual variables are updated distributively, while
in the parallel algorithm, the primal variables are updated
in parallel and the dual variables are updated centralized.
We will show how the results presented in Theorem 13 and
Corollary 14 together with generalized fast gradient meth-
ods, Zuo and Lin (2011), are combined to arrive at these
algorithms and indicate why the improved convergence is
achieved.
Generalized fast gradient methods can be applied to solve
problems of the form
minimize ℓ(x) + ψ(x) (30)
where x ∈ Rn, ψ : Rn → R ∪ {∞} is proper, closed and
convex, ℓ : Rn → R is convex, differentiable, and satisfies
ℓ(x1) ≤ ℓ(x2) + 〈∇ℓ(x2), x1 − x2〉+ 12‖x1 − x2‖2L (31)
for all x1, x2 ∈ Rn and some L ∈ Sn++. Before we state the
algorithm, we define the generalized prox operator
proxLψ(x) := argmin
y
{
ψ(y) + 12‖y − x‖2L
}
(32)
and note that
proxLψ(x − L−1∇ℓ(x)) (33)
= argmin
y
{
1
2‖y − x+ L−1∇ℓ(x)‖2L + ψ(y)
}
= argmin
y
{
ℓ(x) + 〈∇ℓ(x), y − x〉+ 12‖y − x‖2L + ψ(y)
}
.
The generalized fast gradient method is stated below.
Algorithm 1.
Generalized fast gradient method
Set: y1 = x0 ∈ Rn, t1 = 1
For k ≥ 1
xk = proxLψ(y
k − L−1∇ℓ(yk))
tk+1 =
1+
√
1+4(tk)2
2
yk+1 = xk +
(
tk−1
tk+1
)
(xk − xk−1)
The standard fast gradient method as presented in Beck
and Teboulle (2009) is obtained by setting L = LI in
Algorithm 1, where L is the Lipschitz constant to ∇ℓ.
The main step of the fast gradient method is to perform a
prox-step, i.e., to minimize (33) which can be seen as an
approximation of the function ℓ+ψ. For the standard fast
gradient method, ℓ is approximated with a quadratic upper
bound that has the same curvature, described by L, in all
directions. If this quadratic upper bound is a bad approx-
imation of the function to be minimized, slow convergence
is expected. The generalization to allow for a matrix L
in the algorithm allows for quadratic upper bounds with
different curvature in different directions. This enables for
quadratic upper bounds that much better approximate the
function ℓ and consequently gives improved convergence
properties.
The generalized fast gradient method has a convergence
rate of (see Zuo and Lin (2011))
ℓψ(x
k)− ℓψ(x⋆) ≤ 2‖x
⋆ − x0‖2
L
(k + 1)2
(34)
where ℓψ := ℓ + ψ. The convergence rate of the standard
fast gradient method as given in Beck and Teboulle (2009),
is obtained by setting L = LI in (34).
The objective here is to apply the generalized fast gradient
method to solve the dual problem (16). By introducing
g˜(ν) = g⋆([0 I]ν), the dual problem (16) can be expressed
maxν d(ν) − g˜(ν), where d is defined in (18). As shown
in Theorem 13, the function −d satisfies the properties re-
quired to apply generalized fast gradient methods. Namely
that (31) holds for any L ∈ Sm+p+ such that L  CH−1CT .
Further, since g is a closed, proper, and convex function
so is g⋆, see (Rockafellar, 1970, Theorem 12.2), and by
(Rockafellar, 1970, Theorem 5.7) so is g˜. This implies that
generalized fast gradient methods, i.e. Algorithm 1, can
be used to solve the dual problem (16). We set −d = ℓ
and g˜ = ψ, and restrict L = blkdiag(Lλ,Lµ) to get the
following algorithm.
Algorithm 2.
Generalized fast dual gradient method
Set: z1 = λ0 ∈ Rm, v1 = µ0 ∈ Rp, t1 = 1
For k ≥ 1
yk = argminx
{
f(x) + h(x) + (zk)TAx+ (vk)TBx
}
λk = zk + L−1λ (Ay
k − b)
µk = prox
Lµ
g⋆ (v
k + L−1µ By
k)
tk+1 =
1+
√
1+4(tk)2
2
zk+1 = λk +
(
tk−1
tk+1
)
(λk − λk−1)
vk+1 = µk +
(
tk−1
tk+1
)
(µk − µk−1)
where yk is the primal variable at iteration k that is used
to help compute the gradient ∇d(νk) where νk = (zk, vk).
To arrive at the λk and µk iterations, we let ξk = (λk, µk),
and note that
ξk = proxL
g˜
(νk + L−1∇d(νk)) (35)
= argmin
ν
{
1
2‖ν − νk − L−1∇d(νk)‖2L + g⋆([0 I]ν)
}
=
[
argmin
z
{
1
2‖z − zk − L−1λ ∇zd(νk)‖2Lλ
}
argmin
v
{
1
2‖v − vk − L−1µ ∇vd(νk)‖2Lµ + g⋆(v)
} ]
=
[
zk + L−1λ (Ay
k − b)
prox
Lµ
g⋆ (v
k + L−1µ By
k)
]
.
When solving separable problems of the form (14), Al-
gorithm 2 can be implemented in distributed fashion
by restricting Lλ ∈ Sm++ and Lµ ∈ Sp++ to be block
diagonal, i.e. Lλ = blkdiag(Lλ1, . . . ,LλM ) and Lµ =
blkdiag(Lµ1, . . . ,LµM ) and where Lλi ∈ Smi++ and Lµi ∈
S
pi
++. The distributed implementation is presented next.
Algorithm 3.
Distributed generalized fast dual gradient method
Initialize z1i = λ
0
i ∈ Rmi , v1i = µ0i ∈ Rpi , t1 = 1.
In every node, i = {1, . . . ,M}, do the following steps
For k ≥ 1
(1) Send zki , v
k
i to each j ∈ Ni,
receive zkj , v
k
j from each j ∈ Mi
(2) Form zMi = (. . . , z
k
j , . . .) with all j ∈ Mi
(3) Form vMi = (. . . , v
k
j , . . .) with all j ∈Mi
(4) Update local primal variables according to
yki = argmin
x
{
fi(x) + hi(x) + x
T
i
(
ATMiz
k
Mi +B
T
Miv
k
Mi
)}
(5) Send yki to each j ∈Mi, receive ykj from each j ∈ Ni
(6) Form yNi = (. . . , y
k
j , . . .) with all j ∈ Ni
(7) Update local dual variables according to
λki = z
k
i + L
−1
λi (ANiy
k
Ni
− bi)
µki = prox
Lµi
g⋆
i
(vki + L
−1
µi BNiy
k
Ni
)
tk+1 =
1+
√
1+4(tk)2
2
zk+1i = λ
k
i +
(
tk−1
tk+1
)
(λki − λk−1i )
vk+1i = µ
k
i +
(
tk−1
tk+1
)
(µki − µk−1i )
In this distributed algorithm, both the primal and dual
variables are updated in distributed fashion. When solving
optimization problems (14) with all gi = 0, Algorithm 3
can be efficiently implemented in parallel fashion in which
the primal variables are updated in parallel, while the
dual variables are updated in a central unit. A parallel
implementation relaxes the block-diagonal requirement on
L which can give a considerably improved convergence
rate.
Algorithm 4.
Parallel generalized fast dual gradient method
Initialize z1 = (z11 , . . . , z
k
M ) = λ
0 ∈ Rm, t1 = 1.
For k ≥ 1
(1) Form zkMi = (. . . , z
k
j , . . .) with all j ∈ Mi
(2) Send zkMi to each node j ∈ {1, . . . ,M}
(3) Update local primal variables according to
yki = argminx
{
fi(x) + hi(x) + x
T
i A
T
Miz
k
Mi
}
(4) Receive yki from each node j ∈ {1, . . . ,M}
(5) Form yk = (yk1 , . . . , y
k
M )
(6) Update dual variables according to
λk = zk + L−1(Ayk − b)
tk+1 =
1+
√
1+4(tk)2
2
zk+1 = λk +
(
tk−1
tk+1
)
(λk − λk−1)
The matrix L ∈ Sm++ in Algorithm 4 must satisfy L 
AH−1AT (since p = 0 and B = 0 due to the assumption
that g =
∑
i gi = 0). Since A by assumption is sparse
and has full row rank and H is block-diagonal, we can
choose L = AH−1AT . This gives the tightest possible
quadratic upper bound to the function −d, i.e. we get
a good approximation of −d in the algorithm. When
implementing the algorithm, the inverse L−1 is obviously
not computed in each iteration. Rather, a sparse Cholesky
or LDL-factorization of the matrix AH−1AT is computed
offline and the factors are stored for online use. Such
sparse Cholesky and LDL-factorizations can be computed
for very large matrices. This implies that inversion of the
L-matrix in the algorithm reduces to one forward and one
backward solve for the sparse triangular factor and its
transpose. This can be very efficiently implemented.
In the following proposition we state the convergence rate
properties of Algorithm 3 and Algorithm 4.
Proposition 16. Suppose that Assumption 10 holds. If, in-
dependent of structure, L  CH−1CT and L  AH−1AT
in Algorithm 3 and Algorithm 4 respectively. Then Algo-
rithm 3 and Algorithm 4 converges with the rate
D(ν⋆)−D(νk) ≤ 2
∥∥ν⋆ − ν0∥∥2
L
(k + 1)2
, ∀k ≥ 1 (36)
where D = d− g˜ and k is the iteration number.
Proof. Algorithm 3 is a distributed and Algorithm 4 is
a parallel implementation of Algorithm 2. They therefore
share the same convergence rate properties. Algorithm 2
is Algorithm 1 applied to solve the dual problem (16). The
convergence rate of Algorithm 1 is given by (34) provided
that the function to be minimized a sum of one convex,
differentiable function that satisfies (31) and one closed,
proper, and convex function, see Zuo and Lin (2011).
The discussion preceding the presentation of Algorithm 2
shows that the dual function to be optimized satisfies
these properties for any L  CH−1CT . This proves the
convergence rate for Algorithm 3. Further for Algorithm 4,
g = 0, which implies B = 0 and C = A. This gives the
conditions for Algorithm 4 and concludes the proof.
Remark 17. By forming a specific running average of pre-
vious primal variables, it is possible to prove a O(1/k)
convergence rate for the distance to the primal variable op-
timum and a O(1/k2) convergence rate for the worst case
primal infeasibility, see Patrinos and Bemporad (2014).
For some choices of conjugate functions g⋆ and g⋆i ,
prox
Lµ
g⋆ (x) and prox
Lµ
g⋆
i
(xi) in Algorithm 3 can be dif-
ficult to evaluate. For standard prox operators (given
by proxIg⋆(x)), Moreau decomposition (Rockafellar, 1970,
Theorem 31.5) states that
proxIg⋆(x) + prox
I
g(x) = x.
In the following proposition, we will generalize this result
to hold for the generalized prox-operator used here.
Proposition 18. Assume that g : Rn → R is a proper,
closed, and convex function. Then
proxLg⋆(x) + L
−1proxL
−1
g (Lx) = x
for every x ∈ Rn and any L ∈ Sn++.
Proof. Optimality conditions for the prox operator (32)
give that y = proxLg⋆(x) if and only if
0 ∈ ∂g⋆(y) + L(y − x)
Introducing v = L(x − y) gives v ∈ ∂g⋆(y) which is
equivalent to y ∈ ∂g(v) (Rockafellar, 1970, Corollary
23.5.1). Since y = x− L−1v we have
0 ∈ ∂g(v) + (L−1v − x)
which is the optimality condition for v = proxL
−1
g (Lx).
This concludes the proof.
Remark 19. If g = IX where IX is the indicator function,
then g⋆ is the support function. Evaluating the prox
operator (32) with g⋆ being a support function is difficult.
However, through Proposition 18, this can be rewritten
to only require the a projection operation onto the set
X . If X is a box constraint and L is diagonal, then the
projection becomes a max-operation and hence very cheap
to implement.
Remark 20. Due to error accumulation of the fast gradi-
ent method, see Devolder et al. (2013), the inner mini-
mizations, i.e. the yki -updates, should be solved to high
accuracy.
We have shown how the L-matrix should be chosen in the
parallel Algorithm 4. However, we have not discussed how
to choose the block-diagonalL-matrix used in Algorithm 3.
This is the topic of the following section.
6. CHOOSING THE L-MATRIX
The (optimal) step-size selection in standard fast dual
gradient methods relies on computing a (tight) Lipschitz
constant to the dual gradient. This Lipschitz constant is
usually computed by taking the Euclidean operator norm
of the equality constraint matrix A (see Corollary 8).
This requires centralized computations. In this section we
will extend a recent result in Beck et al. (2014) to allow
for distributed selection of the L-matrix that is used in
Algorithm 3.
The L-matrix in Algorithm 3 should be block diagonal,
i.e. L = blkdiag(L1, . . . ,LM ) to facilitate a distributed
implementation, and that it should satisfy L  CH−1CT
to guarantee convergence of the algorithm. We will see
that Corollary 14 can be used to compute a matrix L
that satisfies these requirements, using local computa-
tions and neighboring communication only. From Corol-
lary 14 we have that any matrix LMi ∈ SmMi+pMi++
that describe a quadratic upper bound to the local dual
functions di must satisfy LMi  CMiH−1i CTMi . To al-
low for a distributed implementation, we further restrict
LMi to be block-diagonal, i.e. if M1 = {1, 4, 6} then
LM1 = blkdiag(LM1,1,LM1,4,LM1,6) where LMi,j ∈
S
mj+pj
++ . These restrictions on the local matrices LMi are
summarized in the following set notation
LMi =
{
LMi ∈SmMi+pMi++ | LMi  CMiH−1i CTMi ,
LMi = blkdiag(. . . ,LMi,j, . . .)
with all j ∈Mi,LMi,j ∈ Smj+pj++
}
.
Using this set notation, we propose the following dis-
tributed initialization procedure for Algorithm 3.
Algorithm 5.
Distributed initialization of Algorithm 3
For each i ∈ {1, . . . ,M}
Do
(1) Choose LMi = blkdiag(. . . ,LMi,j, . . .) ∈ LMi
(2) Send LMi,j to all j ∈ Mi
Receive LMj ,i from all j ∈ Ni
(3) Compute Li =
∑
j∈Ni
LMj ,i
From this initialization we get local Li-matrices that
are used in each local node i and in all iterations of
Algorithm 3. In the following proposition we show that
Algorithm 3 converges with the rate (34) when initialized
using Algorithm 5.
Proposition 21. Suppose that Assumption 10 holds. If
Li ∈ Smi+pi++ is computed using Algorithm 5. Then Al-
gorithm 3 converges with the rate (34) when solving prob-
lems of the form (14).
Proof. For any ν = [νT1 , . . . , ν
T
M ]
T ∈ Rm+p, and due to
the notation νMi ∈ RmMi+pMi , we get
‖ν‖2
L
=
M∑
i=1
‖νi‖2Li =
M∑
i=1
∑
j∈Ni
‖νi‖2LMj ,i =
=
M∑
i=1
∑
j∈Mi
‖νj‖2LMi,j =
M∑
i=1
‖νMi‖2LMi ≥
≥
M∑
i=1
‖νMi‖2CMiH−1i CTMi = ‖ν‖
2
CH−1CT
which is equivalent to L  CH−1CT . Applying Proposi-
tion 16 completes the proof.
The first step in the distributed initialization algorithm
is still not completely specified, i.e., we have not yet
discussed how to choose LMi . Since the primary appli-
cation for our method is distributed model predictive
control (DMPC) in which similar optimization problems
are solved repeatedly online, much offline computational
effort can be devoted to ease the online computational
burden. In the DMPC context, we propose to solve the
following local optimization problem in step 1 and for each
i ∈ {1, . . . ,M}:
minimize tr LMi
subject to LMi = blkdiag(. . . ,LMi,j , . . .) ∈ LMi .
(37)
This is a convex semi-definite program (SDP) that can
readily be solved using standard software. Another option
in choosing LMi is to minimize the condition number of
CMiH
−1
i C
T
Mi
, subject to structural constraints. However,
the condition number is defined only if CMi has full row
rank. For the case of CMi having full column rank, the
ratio between the largest and smallest non-zero eigenvalues
can be minimized. This is achieved by minimizing the
condition number of H
−1/2
i C
T
Mi
CMiH
−1/2
i . See (Boyd
et al., 1994, Section 3.1) and (Giselsson, 2014a, Section
6) for more on minimization of condition numbers and
the ratio between the largest and smallest eigenvalues of a
symmetric positive semi-definite matrix.
7. DISTRIBUTED MODEL PREDICTIVE CONTROL
Distributed model predictive control (DMPC) is a dis-
tributed optimization-based control scheme applied to
control systems consisting of several subsystems that have
a sparse dynamic interaction structure. The local dynam-
ics are described by
xi(t+ 1) =
∑
j∈Ni
Φijxj(t) + Γijuj(t), xi(0) = x¯i
for all i ∈ {1, . . . ,M}, where xi ∈ Rnxi , ui ∈ Rnui ,
Φij ∈ Rnxi×nxj , Γij ∈ Rnxi×nuj , and x¯i ∈ Rnxi is a
measurement of the current state. In DMPC, it is common
to have local state and control constraint sets xi ∈ Xi,
ui ∈ Ui, where Xi and Ui are non-empty, closed, and
convex sets. The cost function is usually chosen as the
following sum over a horizon N
M∑
i=1
(
N−1∑
t=0
1
2
[
xi(t)
ui(t)
]T [
Qi 0
0 Ri
] [
xi(t)
ui(t)
])
+
1
2
‖xi(N)‖2Qi,f
where Qi ∈ Snxi++ , Ri ∈ Snui++ , and Qi,f ∈ Snxi++. By
stacking the local state and control vectors into yi =
[xi(0)
T , . . . , xi(N)
T , ui(0)
T , . . . , ui(N − 1)T ]T we get an
optimization problem of the form
minimize
M∑
i=1
fi(yi) + hi(yi)
subject to
∑
j∈Ni
Aijyj = bix¯i
(38)
where fi(yi) =
1
2y
T
i Hiyi, hi(yi) = IYi(yi), and Hi, Yi,
Aij , and bi are structured according to the stacked vector
yi. The optimization problem (38) is structured as (14)
and can therefore be solved in distributed fashion using
Algorithm 3 or in parallel fashion using Algorithm 4.
DMPC-problem with coupled linear inequality constraints
also fit into the framework presented in this paper. The
corresponding optimization problem becomes
minimize
M∑
i=1
fi(yi) + hi(yi) + gi(zi)
subject to
∑
j∈Ni
Aijyj = bix¯i∑
j∈Ni
Bijyj = zi
(39)
where again fi(yi) =
1
2y
T
i Hiyi, hi(yi) = IYi (yi), and Hi,Yi, Aij , and bi are structured according to the stacked vec-
tor yi. The functions gi are the indicator functions for the
coupled inequality constraints, and the additional equality
constraints
∑
j∈Ni
Bijyj = zi describes the coupling.
Some formulations in the literature also use a coupled
1-norm cost for reference tracking purposes, as in Doan
et al. (2013). This also naturally fits into the developed
framework by letting gi(zi) = ‖zi‖1 in (39).
We conclude this section with a remark on reconfigurabil-
ity of the proposed scheme in the DMPC context.
Remark 22. Due to the distributed structure of the ini-
tialization procedure in Algorithm 5, the DMPC scheme
enjoys distributed reconfiguration, commonly referred to
as plug-and-play. Distributed reconfiguration or plug-and-
play refers to the feature that if an additional subsystem is
connected to (or removed from) the system, the only up-
dates needed in the algorithm involve computations in the
direct neighborhood of the added (removed) subsystem.
This is the case for Algorithm 5 since if a reconfiguration
is needed due to addition or removal of subsystem i, only
subsystems j ∈ Mi need to be invoked for the reconfigu-
ration.
8. NUMERICAL EXAMPLE
The proposed algorithm is evaluated by applying it to
a randomly generated systems with a sparse dynamic
interaction. The dynamic interaction structure is decided
using the method in (Kraning et al., 2013 §6.1) and the
number of subsystems are 500, 2000, and 8000 respectively.
The resulting average degree of the generated interconnec-
tions structures are 2.27, 2.23, and 2.23 respectively. The
number of states in each subsystem is randomly chosen
from the interval {10, 11, . . . , 20}, the number of inputs
are three or four, and the control horizon is N = 10.
This gives a total number of 87060, 350860, and 1405790
decision variables respectively. The entries of the dynamics
and input matrices are randomly chosen from the intervals
[−0.7 1.3] and [−1 1] respectively. Then the dynamics
matrix is re-scaled to get a spectral radius of 1.15. The
states and inputs are upper and lower bounded by random
bounds generated from the intervals [0.4 1] and [−1 −
0.4] respectively. The state and input cost matrices are
diagonal and each diagonal entry is randomly chosen from
the interval [1 106].
The proposed algorithm is evaluated by comparing it
to fast dual decomposition, and the dual Newton con-
jugate gradient (CG) method presented in Kozma et al.
(2014). Fast dual decomposition is achieved by setting
Li = ‖AH−1AT ‖2I for all i in Algorithm 3, where A and
H are the global equality constraint and cost matrices re-
spectively. This choice of Li is optimal if restricted to being
a multiple of the identity matrix, and if all Li are restricted
to be equal (as in fast dual decomposition). However, this
choice of Li needs centralized computations, which makes
it unfair to call it a distributed method. We also compare
to fast dual gradient method using Li = ‖AH−1AT ‖1I
which satisfies ‖AH−1AT ‖1I ≥ ‖AH−1AT ‖2I. This choice
of Li can be computed distributively with centralized
coordination. We do not compare the presented meth-
ods to standard dual decomposition with pure gradient
steps, since such methods are highly inferior. The dual
Newton CG method presented in Kozma et al. (2014)
solves the dual problem using a Newton method. The
search direction is computed by solving the resulting linear
equations to some accuracy using distributed conjugate
gradient iterations. In each of these iterations, one lo-
cal and two global communications are performed. The
Newton step-size is decided by a distributed line search
procedure that requires two global communications for
each function value comparison. In the algorithm, the
accuracy of the solution to the linear system solved by
the conjugate gradient method must be specified. There
is a trade-off between the number of iterations in the CG-
algorithm and the quality of the resulting search direction.
If the accuracy requirement is too low, we get close to a
gradient direction, which results in an expensive method
that takes approximately gradient steps. On the other
hand, if the accuracy requirement is too high, too many
CG-iterations are performed in each iteration which gives a
high communication load. These algorithms are compared
to the distributed and parallel algorithms presented in
this paper. For the parallel algorithm, i.e. Algorithm 4,
we choose L = AH−1AT and pre-compute the Cholesky
factorization of this matrix for later use online. For the
distributed algorithm, i.e. Algorithm 3, the Li-matrices are
computed based on Algorithm 5. In step 1) of Algorithm 5,
the optimization problem (37) is solved in each node i.
Finally, we note that all inner minimization problems in
all algorithms (also the Newton CG-algorithm) are solved
using one max and one min operation for each variable
only. This is possible due to the diagonal structure of
the cost matrices and the since we have (soft) bound
constraints only.
The evaluation in Table 1 is obtained by generating 200
feasible random initial conditions from the state constraint
set for each of the systems. The corresponding optimal
control problems are solved using the different algorithms,
each utilizing 12 parallel cores. The first two algorithms
presented in Table 1 for each problem batch are the
algorithms presented in this paper. The algorithms on row
three and four are fast dual decomposition with different
step-sizes, i.e. Algorithm 3 with L = ‖AH−1AT ‖2I and
L = ‖AH−1AT ‖1I respectively. The fifth and last row for
each problem batch contain results for the dual Newton
CG method in Kozma et al. (2014). For each of these
methods, Table 1 reports the average and max number of
local and global iterations, and the average execution times
for the 12 cores implementations. Due to the very efficient
implementation of the inner minimization problem, the
reported execution times are often dominated by the
execution time for the dual variable updates. In the
general situation with less efficient inner minimizations,
the execution times for the algorithms with many local
inner minimization problems would increase.
We start by comparing the two algorithms presented in
this paper, namely the distributed Algorithm 3 and the
parallel Algorithm 4. We first point out that Algorithm 3
is fully distributed, both in initialization and in execution,
while Algorithm 4 is initialized using centralized compu-
tations and is requires a global communication structure.
The number of communication rounds in Algorithm 4
is substantially smaller than in Algorithm 3, but the
communication in Algorithm 4 is global. This is due to
the tighter quadratic upper bound used in Algorithm 4,
i.e. L = AH−1AT . Also, the average execution time is
smaller for Algorithm 4 in all examples for the 12 core
implementations. However, if using more computational
units in the algorithms, Algorithm 3 would outperform
Algorithm 4 in the ideal case where communication time
is neglected. This is due to the fully distributed structure
of Algorithm 3. The possibility to achieve better execution
times also in practice using Algorithm 3, hinges on the
Table 1. Numerical evaluation between Algorithm 3, Algorithm 4, fast dual decomposition, and
the dual Newton CG method in Kozma et al. (2014).
# communication rounds
local global avg. exec. time
Algorithm Parameters # ss/vars./constr. avg. max avg. max 12 cores [mm:ss.s]
Algorithm 4 L = AH−1AT 500/87k/246k - - 16.2 118 2.3
Algorithm 3 L computed using Alg. 5 500/87k/246k 523.7 774 - - 3.2
Algorithm 3 L = ‖AH−1AT ‖2I 500/87k/246k 6114.7 6556 - - 32.4
Algorithm 3 L = ‖AH−1AT ‖1I 500/87k/246k 9923.2 10622 - - 52.7
Kozma et al. (2014) ǫi = 10
−4, µ = 0.8, σ = 0.3 500/87k/246k 6661.1 28868 4082.6 17694 2:06.0
Algorithm 4 L = AH−1AT 2000/351k/993k - - 4.5 12 7.9
Algorithm 3 L blk-diag comp. fr. 2000/351k/993k 356.8 652 - - 15.6
Algorithm 3 L = ‖AH−1AT ‖2I 2000/351k/993k 4474.9 4608 - - 2:09:9
Algorithm 3 L = ‖AH−1AT ‖1I 2000/351k/993k 5943.9 6122 - - 2:52.9
Kozma et al. (2014) ǫi = 10−4, µ = 0.8, σ = 0.3 2000/351k/993k 6464.1 20624 3961.9 12641 41:28.0
Algorithm 4 L = AH−1AT 8000/1.41M/3.98M - - 2.0 2 9.4
Algorithm 3 L blk-diag comp. fr. 8000/1.41M/3.98M 340.2 426 - - 44.6
Algorithm 3 L = ‖AH−1AT ‖2I 8000/1.41M/3.98M 10583.4 10688 - - 17:05.3
Algorithm 3 L = ‖AH−1AT ‖1I 8000/1.41M/3.98M 12801.2 12928 - - 20:40.2
use of a very efficient synchronization and communication
protocol.
We also compare Algorithm 3 with block-diagonal L
as presented in this paper to fast dual decomposition
with centralized initialization, i.e. to Algorithm 3 with
L = ‖AH−1AT ‖2I, and to fast dual decomposition with
decentralized initialization, i.e. to Algorithm 3 with L =
‖AH−1AT ‖1I. Table 1 reveals that the communicational
burden is greatly reduced using our algorithm. However,
the complexity within each iteration is slightly increased
for Algorithm 3 with block-diagonal L compared to fast
dual decomposition. From the average execution times
in Table 1 we see that this slight increase is by far
compensated by the reduced number of iterations. We
also comment that if Table 1 was augmented with an
entry for traditional dual decomposition, i.e. when solving
the dual problem using a standard gradient method, the
corresponding iteration count would be more that one
order of magnitude worse than for fast dual decomposition.
This further underlines the performance of our method.
Finally, we compare our algorithms to the recently pro-
posed dual Newton CG method in Kozma et al. (2014).
As mentioned, the accuracy of the CG-gradient method
used to compute the search direction must be specified.
We use ǫi = 10
−4 which is the least conservative accu-
racy for which none of the initial conditions gives too
many Newton steps, where too many is in the hundreds.
The main computational time as well as the main com-
municational burden in the algorithm in Kozma et al.
(2014) is spent on computing the search direction. This
search direction is computed by solving a linear system
of equations using the conjugate gradient method. This
implies that an approximation of a system-wide inverse
is computed in every Newton iteration. For the problems
considered here, way too many CG-iterations are needed
to compute a reasonable search direction. This is revealed
by Table 1 that shows a significantly worse performance
of the method in Kozma et al. (2014) compared to our
algorithms. For the 2000 sub-system problem, the average
execution time was over 41 minutes, which gives a batch
time of almost six days for all the 200 problems. The
batch time for the 8000 sub-system problem would be
in the month range, which is why this is omitted from
the comparison. The performance evaluation is clear also
without this table entry.
9. CONCLUSIONS
We have proposed a generalization of fast dual decomposi-
tion. In this generalization, a quadratic upper bound to the
negative dual function with different curvature in different
directions is minimized in each step in the algorithm. This
differs from traditional dual decomposition methods where
the main step is to minimize a quadratic upper bound to
the negative dual function that has the same curvature
in all directions. This generalization is made possible by
the main contribution of this paper that characterizes
the set of matrices that can be used to describe this
quadratic upper bound. We propose on fully distributed
algorithm and one parallel algorithm, and we show that the
distributed algorithm can be initialized and reconfigured
using distributed computations only. This is traditionally
not the case in dual decomposition where the norm of a
matrix that involve variables from all subsystems is used to
compute the optimal step size. The numerical evaluation
shows that our algorithms significantly outperform other
distributed optimization algorithms.
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