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Abstract
Time scale dependence on the working nature of wavelet analysis makes it a valuable tool for Hurst
parameter estimation. Similar to other wavelet-based signal processing applications, the selection of a
particular wavelet type and vanishing moment in wavelet based Hurst estimation is a challenging problem.
In this paper, we investigate the best Daubechies wavelet in wavelet based Hurst estimation for an exact self
similar process, fractional Gaussian noise and how Daubechies vanishing moment aﬀects the Hurst estimation
accuracy. Daubechies wavelets are preferred in analysis because increasing vanishing moment does not cause
excessive increase of time support of Daubechies wavelets. Thus, limited time support of wavelets reduces
the border eﬀects. Results show that Daubechies wavelets with one vanishing moment (Daubechies 1) gives
the best estimation result for short range dependent fractional Gaussian noise. Daubechies 2 is the best
preference for long range dependent fractional Gaussian noise.
Key Words: Daubechies Wavelets, Fractional Gaussian Noise, Hurst Estimation, Vanishing Moment.

1.

Introduction

Self-similarity has attracted attention in the network traﬃc community. It is not only a simple phenomenon
related to correlation. It has changed the view of many basic artifacts in many disciplines. For example, Hurst
discovered a parameter related to self-similarity while investigating the discharge time series of the river Nile in
the design of a reservoir [1]. Performance-related calculations for computer networks, such as resource sharing,
eﬃcient queue management, and routing management have been studied as self-similarity artifacts occurred in
most teletraﬃc modeling. As self-similarity is signiﬁcant in several disciplines, its eﬃcient estimation is vital.
R/S statistics [2], Variance [3], Absolute Moment [4] and Variance of Residuals [5] methods are commonly
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used time-based estimators. Frequency-based Hurst estimation methods take the power law behavior of power
spectral density into consideration. Daniell PB estimator [3], Whittle Maximum Likelihood [2] and Local
Whittle ML [6] are frequency based estimators.

Wavelet analysis has been employed in Hurst estimation due for its powerful properties. The main concern
which makes wavelet analysis so important for Hurst estimation is the fact that it is time scale-dependent [7–11].
Scale invariance and the bursty nature of self similar processes could be well examined via wavelet transform. An
eﬃcient wavelet-based estimator called Abry-Veitch DWB was proposed by Abry and Veitch in 1998 [12]. Abry
and Veitch used Daubechies wavelets as a kernel function because of their limited time support that eases the
handling of border eﬀects [13]. The motivation behind the selection of Daubechies wavelets for self-similarity
analysis is that they lead to more accurate results by a better matching self similar structure of long-range
dependent processes than of other wavelet types [14]. Daubechies wavelets are also widely used in areas such
as signal discontinuities, electrical disturbances and localization problems [15–17].

In this study, we investigate how vanishing moments of Daubechies wavelets aﬀects the accuracy of
Hurst estimation in various cases. A vanishing moment determines coeﬃcient number, smoothness and time
support of a wavelet. It controls the correlation structure of wavelet coeﬃcients, which deeply aﬀects power
law behavior of the power spectrum and Fourier transform of a wavelet around zero frequency. We choose
Daubechies wavelets as kernel function due to their limited time support with increasing number of vanishing
moments, which eases the handling of border eﬀects, as explained in [12]. Some conclusions were drawn on
selection of wavelet type and vanishing moment for Hurst estimation from studies proposed in the literature
[12, 18, 19]. Number of vanishing moments controlled correlation at a given scale and between scales and large
vanishing moments lead to uncorrelated coeﬃcients [12, 18]. In [18], the eﬀect of vanishing moment for synthesis
of fractional Brownian motion was explained. But, no conclusion has been drawn about the selection of wavelet
for Hurst estimation. Only Haar wavelet (Daubechies 1) was used in Hurst estimation. A more detailed study
about selection of Daubechies wavelets for Hurst estimation was performed in [19]. With R > H + 1/2, (R
and H refer vanishing moment number and Hurst exponent, respectively), the study started the comparison
with Daubechies 3 and went on to Daubechies of higher vanishing moments. Nevertheless, Daubechies 1 and
Daubechies 2 also conﬁrm the given formula with some Hurst degrees. A variable bit rate video trace was used
for comparison of Daubechies wavelets in [19]. We used an exact self similar and stationary process, fractional
Gaussian noise (FGN) in analysis. Considering the eﬀect of correlation structure of wavelets coeﬃcients on
variance, we use various Daubechies with diﬀerent vanishing moments during wavelet-based FGN synthesis to
ﬁnd which Daubechies wavelet gives the best Hurst estimation in the determined synthesis condition. This
study extracts the relationship between them and gives key conclusions about to what extent self similarity
which Daubechies wavelet gives the best Hurst estimation.

This paper is organized as follows. Basic properties and mathematical equations of Hurst parameter and
fractional Gaussian noise are given in Section 2. Wavelet based synthesis and self similarity analysis of fractional
Gaussian noise are introduced in Section 3. We outline in detail two separate analysis studies in Section 4, then
conclude the paper in Section 5.
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2.

Basics with self similarity and fractional gaussian noise

Hurst parameter is a numerical measure of self similarity and gives a measure of long-range dependency in a
stochastic process. A randomly scattered process is characterized with Hurst value of 0.5. A continuous time
stochastic process {X(t), t ∈ R} is strictly self similar with Hurst parameter H , 0 < H <1, when
d

X(at) = aH X(t).

(1)
d

Here, X(at) is a new process which is scaled by a factor a and the symbol = expresses equal in ﬁnite dimensional
distributions.
A more general case of self similarity, wide sense self similarity is only interested in ﬁrst two moments.
(m)

Let Xk is a discrete time stochastic process, which is deﬁned at discrete time points k =1, 2,. . . , n and Xk
is a m-aggregated time series calculated as
(m)

{Xk

= (Xkm−m+1 + . · · · + Xkm )/m, k ≥ 1, m = 1, 2....}.
(m)

V ar[Xk

] = m2H−2 V ar[Xk ],

ρ(m)
= ρz ,
z

z ≥ 0.

(2)
(3)
(4)

If variance and correlation structures obey equations (3) and (4), the process is called wide sense self similar or
(m)

second order self similar. ρz shows autocorrelation coeﬃcient of m aggregated series with respect to lag z .
As it can be easily seen from equation (4), m aggregated series and original series follow the same correlation
structure in wide sense self similarity.
Fractional Brownian motion (FBM) and its incremental version, fractional Gaussian noise (FGN), are
widely used self similar sequences in modeling studies. Both of them could be characterized with a parameter,
namely the Hurst parameter [20]. FBM is a continuous time, zero mean, non stationary Gaussian process. Its
non-stationarity could be easily observed via its covariance function
E[BH (t1 )BH (t2 )] =

σ2
2H
2H
).
/2(t2H
1 + t2 − |t1 − t2 |
2

(5)

From equation (5), the variance of FBN is
2
E[BH
(t)] = σ 2 t2H ,

(6)

where E [] is the expectation value operator. FGN is another exact self similar Gaussian process which is
incremental version of FBM.
Autocorrelation function of FGN is
γ(k) =

1
(|k + 1|2H − 2|k|2H + |k − 1|2H ) k = 0, 1, 2... .
2

(7)

where k denotes time lag. Its spectral density follows a power law
ZH =

σ2
|w|2H−1

w → 0.

(8)

where ZH , σ 2 and w are spectral density, variance and angular frequency, respectively.
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3.

Wavelet-based self similarity analysis and synthesis of fractional
gaussian noise

Wavelet representation provides a multiresolution expression of a signal with localization in both time and
frequency. A function X(t) is decomposed into a family of functions, called wavelets, in wavelet representation.
Each wavelet is created by scaling and translating of a special function, called the mother wavelet, which
oscillates, has ﬁnite energy and zero mean [16]:

ψ(t)dt = 0.

(9)

R

A mother wavelet is required to satisfy admissibility condition and has at least one vanishing moment,

tk ψ(t)dt = 0,

k = 0, 1, 2, . . ., N − 1 ,

(10)

R

where N denotes the number of vanishing moments [21].
Scale dependent working nature of wavelet analysis makes it a valuable tool for self similar sequence
generation and self similarity estimation. For an eﬃcient wavelet based FGN synthesis, we consider input
coeﬃcients as they must have identical statistical properties to that of obtained coeﬃcients from wavelet analysis
of FGN. Corresponding detail coeﬃcients dj [n] and approximation coeﬃcients aj [n] from wavelet analysis of a
FGN process (ZH (t)) is calculated as

dj [n] = 2

+∞


−j/2

ZH (t)ψ(2−j t − n)dt, j ∈ Z, n ∈ Z

(11)

+∞

ZH (t)φ(2−j t − n)dt, j ∈ Z, n ∈ Z,

(12)

−∞

aj [n] = 2

−j/2

−∞

where φ(t) is the scaling function which is associated with ψ(t), j denotes scale and n denotes time. For any
given resolution2J (J also denotes scale), wavelet mean square representation of FGN is
ZH (t) = 2−J/2

+∞


aJ [n]φ(2−J t − n) +

−∞

J

j=−∞

2−j/2

+∞


dj [n]ψ(2−j t − n).

(13)

−∞

Correlation between detail coeﬃcients in the same scale is calculated as
E{dj [n]dk [m]} = 2

−j/2

+∞


Aψ (2j−k ), τ −(2j−k n − m))|τ |2H dτ (2k )2H−1 ,

(14)

−∞

where
Aψ (α, τ ) =

√

+∞

a
ψ(t)ψ(αt − τ )dt.
−∞
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Aψ (α, τ ) is called a wide-band ambiguity function of ψ(t)[22, 23].
From equation (13), detail coeﬃcients of FGN are stationary and their variance is
var(dj [n]) =

σ2
Vψ (H)(2j )(2H−1),
2

(16)

where Vψ (H) depends on both selected wavelet and Hurst parameter:
+∞

γψ (τ )|τ |2H dτ.
Vψ (H) = −

(17)

−∞

Hurst parameter of FGN is easily calculated from the relationship between wavelet coeﬃcient variance and
corresponding scale [24]:
log2 (var(dj [n])) = (2H − 1)j + consant.

(18)

Due to the correlation structure of detail coeﬃcients, they cannot be generated randomly for waveletbased FGN synthesis. They must follow the given correlation structure in equation (14). However, considering
synthesis of FGN with some wavelets that approximate Karhunen-Loeve expansions, a generated sequence would
adapt to self similar process [9]. Thus, wavelet coeﬃcients could be generated randomly with selection of these
particular wavelets for wavelet based FGN synthesis.
Selection of a wavelet function for FGN synthesis depends on the behavior of the Fourier transform
of a given wavelet {ψ(w)} at zero frequency [22]. Therefore decay properties of coeﬃcient correlations need
frequency in the characterization:
E{dj [n]dk [m]} =



σ2
H)Γ(2H − 1)
2 (2 sin(
+∞
 iw(n−m) |ψ(w)|2dw −j/2

×

×

−∞
+∞

−∞

e

2H−1

)2

(19)

Aψ (2j−k ), τ −(2j−k n − m))|τ |2H dτ (2k )2H−1 ,

If the inequality
H<N−

1
2

(20)

is provided, it follows |ψ(w)|2 ≈ |w|−(2H−1) at zero frequency and provides 1/f type spectrum behavior. N
denotes the order at which the moment vanishes. The character diverges from self similar behavior when
H ≥ N − 12 .
As shown by Wornell [9], convenient simpliﬁcation for FGN synthesis is to ignore the correlation between
wavelet coeﬃcients. Considering a collection of uncorrelated coeﬃcients, Wornell shows that their spectrum
represents precisely the power-law of 1/f processes.
The need for a vanishing moment plays an important role in wavelet based Hurst estimation and FGN
synthesis. Selection of wavelets with particular vanishing moments is necessary so that Hurst estimation provide
a ﬂat behavior at the origin and give less variance. When N > H −1 , regression plot is asymptotically unbiased
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[12]. Due to admissibility condition, all Daubechies wavelets including Haar wavelet provides this equation.
However, increasing N causes border eﬀects, diminishes number of wavelet coeﬃcients and increases variance
[12].

4.

Synthesized FGN sequences

Each generated FGN sequence give rise to many an observation. As stated by Wornell [9], ignoring the
correlations between wavelet coeﬃcients, 45 diﬀerent Daubechies wavelets are used for FGN synthesis. SellanMeyer synthesis method [25] is used for wavelet based FBM, hence FGN generation. Two strategic approaches
are proposed to ﬁnd the best Daubechies function for Hurst estimation. Abry-Veitch DWB estimation method
is used for self similarity estimation procedure. Totally 101500 FGN sequences are generated; 81000 of them
is used for ﬁrst case. Hurst index of generated FGN sequences are determined as 0.1, 0.2. . . 0.9 and generated
Db
Db
Db
sequences are indexed asZ1,H
(t), Z2,H
(t)...Z200,H
(t), where H is Hurst degree and Db denotes the Daubechies

type used in the synthesis.

4.1.

First approach

The aim of the ﬁrst approach is to ascertain which Daubechies wavelet is better, for which Hurst degree, for a
particular FGN synthesis. For the sake of analysis, 9,000 iterations are used for each Hurst index. Conclusions
are derived by comparing mean absolute errors (MAE) and variance of errors. Graphics and tables show clearly
how vanishing moment aﬀects the reliability of Hurst estimation.
Steps in the iteration to realize this approach are shown in Figure 1.
Two matrices are obtained for a Hurst index of 0.1 at the end of 9000 iterations: one for MAEs and one
for variance of errors. Calculated MAE values for H =0.1, for dB1 through dB18, are given in Table 1. Note
that the estimation associated with dB1 gives the best and smallest MAE = 0.0732451.
Table 1. MAE values for H = 0.1, 9000 iterations.

dB1
0.0732451
dB7
0.0839509
dB13
0.14322665

dB2
0.1167764
dB8
0.0837934
dB14
0.1207729

dB3
0.09886235
dB9
0.1114627
dB15
0.0917636

dB4
0.08565505
dB10
0.10048105
dB16
0.19271385

dB5
0.0881924
dB11
0.1454993
dB17
0.18460985

dB6
0.08333965
dB12
0.1490307
dB18
0.1644204 s

Figure 2 and Figure 3 clearly show dB1 gives the best estimation for H =0.1 for FGN synthesis. MAE
is 0.0732451 and aggregate variance is 0.162647.
MAEs were estimated via the same number of iterations for H = 0.2, 0.3, . . . , 0.9 . We do not provide
all obtained results and plots in this paper, nonetheless, it is easily seen from Figure 2, Figure 3 and Figure 5,
there are obvious diﬀerences in Hurst estimation for short range dependent and long range dependent FGN’s.
For H =0.4 and H =0.5, again dB1 gives optimum estimation results. The graphical result for MAE values
are shown together for H =0.4 and 0.5 in Figure 4.
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Generate 0.1 Hurst valued 45 FGN
sequences with dB1, dB2...dB45
sequentially
dB 1
dB 2
dB 45
Z 1.0,1
(t ), Z 2,0.1
(t )... Z 45,0.1
(t )

First, take dB1 for Hurst estimation

Estimate Hurst values of generated 45
sequences with determined dB

H 1dB , H 2dB ... H 45dB

Calculate mean absolute error and
variance of errors

First Change dB1 with dB2 and iterate
above steps.
Then dB3... dB45 sequentially

Iterate above steps 200 times for H=0.1

Figure 1. Iterations steps for ﬁrst approach.

0.4
3.5

0.3

3

Aggregated Variance

0.35

MAE

0.25
0.2
0.15
0.1

2
1.5
1
0.5

0.05
0

2.5

1 4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 2. MAE values for H = 0.1, 9000 iterations.

0

1 4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 3. Aggregated variance for H = 0.11, 200 iterations.

Diﬀerence in estimation errors for dB1 and dB2 lessen with increasing Hurst quantity for short range
dependent FGN’s; but at all times dB1 gives better results the measure of mean absolute errors and error
variances. Obtained estimation results are quite diﬀerent for long range dependent FGN’s. Daubechies with
two vanishing moments is the best choice for wavelet-based self similarity estimation. For H =0.7 and 0.9,
MAE values are plotted together in Figure 5. As a measure of bias calculated relative mean, inaccuracy results
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are listed in Table 2. Only estimation error of the ﬁrst 5 Daubechies are given and they are enough to make
a conclusion about which Daubechies is better in Hurst estimation for long range dependent FGN’s. Relative
mean inaccuracy is calculated as

ΔH =

|Ĥ − H|
∗ 100%,
H

(22)

where Ĥ is estimated Hurst value and H is the exact Hurst value.
0.012

0.5
Hurst Index 0.4
Hurst Index 0.5

0.45
0.4

0.01
0.008

0.35
0.3

MAE

MAE

Hust Index 0.9
Hurst Index 0.7

0.25
0.2

0.006
0.004

0.15
0.1

0.002

0.05
0

0
1 4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 4. MAE values for H = 0.4 and H = 0.5, 9000
Iterations.

1 4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 5. MAE values for H = 0.7 and H = 0.9.

Table 2. Relative mean inaccuracies for long range dependent FGNs, 9000 Iterations.

Exact Hurst
Values
0.6
0.7
0.8
0.9

4.2.

Relative mean inaccuracies for
dB1
dB2
dB3
0.029783 0.024395 0.025177
0.030147 0.02287 0.023474
0.026378 0.020011 0.02054
0.028266 0.021881 0.022031

5 Daubechies (%)
dB4
dB5
0.027801 0.029285
0.025689 0.027476
0.022478 0.024042
0.023568 0.025235

Second approach

In the second case study, the steps of iteration are as shown in Figure 6. 2250 iterations are carried out for
each determined Hurst value. This approach aims to get how well a particular Daubechies wavelet for Hurst
estimation in comparison to obtained minimum error results. Figures 7 through 10 obviously show how Hurst
estimation MAE’s, with particular Daubechies, follow minimum MAE values obtained in 45 diﬀerent Daubechies
functions.
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ÇİFTLİKLİ, GEZER: Department of Electrical and Electronics, Faculty of...,

Generate a 0.1 Hurst valued FGN with
dB1
1
Z 1dB
, 0.1 (t )

Estimate Hust degree of generated
sequence with dB1, dB2... dB45
1
dB 2
dB 45
H dB
1,1 , H 1,2 ,...., H 1, 45

Calculate absolute error for each dB
seperately

0.2
Generate a new 0.1 Hurst valued FGN
sequence with dB1
Iterate 50 times above steps

0.18

min MAE
MAE of Db1

0.16

MAE

0.14
Calculate MAEs of 50 iterations for each
dB seperately

0.12
0.1
0.08
0.06

First Change dB1 with dB2 and iterate
above steps.

0.04

Later dB3...dB45 to generate new 0.1
Hurst valued FGN sequences

0

0.02

Figure 6. Iteration steps for second approach.

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 7. MAE result of dB1 in comparison with minimum MAEs for H = 0.2, 50 iterations.

Table 3 shows Hurst estimated MAE’s of Daubechies wavelets for H =0.1 FGN’s generated with dB1. 50
Iterations are performed for Db1 at H =0.1. Results of only the ﬁrst 18 Daubechies estimates are given in Table
3. Similar calculations are done for other 0.1 Hurst valued FGN’s generated with diﬀerent vanishing moments.
Table 3. MAE values for H = 0.1 valued FGN sequences generated with dB1, 50 iterations.

dB1
0.003539
dB7
0.10695
dB13
0.12911

dB2
0.13489
dB8
0.09714
dB14
0.10875

dB3
0.11677
dB9
0.12992
dB15
0.086048

dB4
0.096803
dB10
0.11347
dB16
0.18354

dB5
0.10416
dB11
0.14987
dB17
0.17326

dB6
0.10131
dB12
0.1369
dB18
0.15596

The iterative procedure shown in Figure 6 was also followed for H = 0.2, 0.3, . . . , 0.9 . To give results
for all synthesized FGN sequences and Hurst values is diﬃcult in this paper. Instead, Table 4 gives a summary.
It shows how many times a particular Daubechies wavelet gives the best estimation in 45 FGN sequences
synthesized with dB1 to dB45. Each step was iterated 50 times under the same conditions. Hurst estimation
with dB1 give best results for 45 FGN sequences, dB1 to dB45, sequentially, for H =0.1. The Daubechies given
in Table 4 are enough to derive a conclusion.
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Table 4. Number of best estimations in 45 diﬀerent FGN sequences generated with 45 Daubechies, 50 Iterations.

Hurst Values
0.1 0.2
dB1 23
32
dB2
dB3
dB4

0.3
42

0.4
42

0.5
19
3
11

0.6
2
21
14
7

0.7

0.8

0.9

19
20

17
16
6

24
13
5

Another important observation that could be derived from Approach 2 is how well an estimation value,
with a particular Daubechies, in comparison to minimum error value obtained from the 45 Daubechies function.
As could be seen from Figure 7 and Figure 8, for Hurst values H = 0.2 and H = 0.4 sequences, dB1 gives most
of the min MAE results. Only two or three times did other Daubechies wavelets give better results. Obtained
quantities are in agreement with the ﬁrst approach. For short range dependent FGN sequences and white noise,
estimation with dB1 is better in the case of whatever Daubechies or which Daubechies used for synthesis of
FGN.
0.16
0.14

min MAE
MAE of Db1

MAE

0.12
0.1
0.08
0.06
0.04
0.02
0

1

4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 8. MAE result of dB1 in comparison with minimum MAEs for H = 0.4, 50 iterations.

However, for long range dependent processes nearly in all cases Daubechies with two vanishing moments
gives the best Hurst estimation results. This is shown in Figure 9 and Figure 10 for H =0.7 and H =0.9,
respectively. dB2 ﬁnds most of the minimum MAE points in both ﬁgures.
0.14
min MAE

MAE of Db2

0.12

MAE of Db3

0.12

min MAE
MAE of Db2

0.1
0.08

0.08

MAE

MAE

0.1

0.06

0.04

0.04

0.02

0.02
0

0
1

4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 9. MAE results of dB2 and dB3 in comparison
with minimum MAEs for H = 0.7, 50 iterations.
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0.06

1 4

7 10 13 16 19 22 25 28 31 34 37 40 43
Daube chies Index

Figure 10. MAE results of dB2 in comparison with minimum MAEs for H = 0.9, 50 iterations.
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5.

Conclusion

Daubechies wavelets are the most-used wavelet in Hurst parameter estimation. A Daubechies wavelet is
distinguished from others with its vanishing moment number. As its vanishing moment gets larger, it becomes
smoother and gives wider temporal support. It also plays a vital role in the correlation structure of wavelet
coeﬃcients. In this study we ﬁnd the best Daubechies wavelet to estimate Hurst parameter under various
conditions. To what extent, and which Daubechies estimates best Hurst parameters for FGN synthesis?
Most teletraﬃc data types show long range dependency in its correlation structure. According to
experimental simulations, Hurst estimation with Daubechies 2 gives better estimation results for long range
dependent FGN’s. Calculated relative mean inaccuracies with Daubechies 2 are 0.24395%, 0.02287%, 0.020011%
and 0.021881% for FGN sequences with Hurst values 0.6, 0.7, 0.8 and 0.9, respectively, and they are minimum
error quantities. On the other hand, for short range dependent FGN sequences and also for white noise
Daubechies 1 is the best preference. Db1 gives 42 times best estimation results in 45 diﬀerent 0.3 and 0.4
Hurst valued FGN’s generated with Db1, Db2, . . . , Db45, sequentially.
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The authors would like to thank A. Tuncay Özşahin, Nadire Ayrancı for their help, suggestions and comments.

References
[1] H. E. Hurst, “Long term storage of reservoirs,” Trans. Am. Soc. Civil Eng. 116, pp. 770–808, 1950.
[2] J. Beran, “Statistics for Long-Memory Processes,” New York: Chapman & Hall, 1994.
[3] D. Cox, P. Lewis, “The Statistical Analysis of Series of Events,” London: Chapman & Hall, 1966.
[4] M. Taqqu, V. Teverovsky, W. Willinger, “Estimators for long-range dependence: an empirical study,” Fractals, Vol.
3, No. 4, pp. 785–788, 1995.
[5] C.K. Peng, S. Buldyrev, S. Havlin, M. Simons, H. Stanley, A. Goldberger, “Mosaic organization of DNA nucleotides,” Physical Review E., Vol. 49, No. 2, pp.1685–1689,1994.
[6] P. Robinson, “Gaussian semiparametric estimation of long-range dependence,” The Annals of Statistics, Vol. 23,
No.5, pp. 1630–1661, 1995.
[7] P. Flandrin, “On the spectrum of fractional Brownian motion,” IEEE Trans. Inform. Theory, Vol. 35, No.1, pp.
197–199, 1989.
[8] E. Masry, “The wavelet transform of stochastic processes with stationary increments and its application to fractional
Brownian motion,” IEEE Trans. Inform. Theory, Vol. 39, pp. 260–264, 1993.
[9] G. Wornell, “A Karhunen Loe’ve like expansion for 1/f processes via wavelets,” IEEE Trans. Inform. Theory, Vol.
36, No. 4, pp. 859–861, 1990.
[10] G. Wornell, A. V. Oppenheim, “Estimation of fractal signals from noisy measurements using wavelets,” IEEE Trans.
Signal Processing, Vol. 40, No. 3, pp. 611–623, 1992.

127

Turk J Elec Eng & Comp Sci, Vol.18, No.1, 2010

[11] D. Veitch, P. Abry, “A Wavelet Based Joint Estimator of the Parameters of Long-Range Dependence,” IEEE
Transactions on Information Theory, Vol. 45, No. 3, pp. 878-897, 1999.
[12] P. Abry, D. Veitch, “Wavelet Analysis of Long-Range-Dependent Traﬃc,” IEEE Transactions on Information
Theory, Vol. 44, No.1, pp. 2–15, 1998.
[13] H. J. Jeong, J.R. Lee, D. McNickle, K. Pawlikowski, “Comparison of various estimators in simulated FGN,”
Simulation Modeling Practice and Theory, Vol. 15, No. 9, pp. 1173–1191, 2007.
[14] H. J. Jeongy, D. McNicklez, K. Pawlikowski, “Fast Self-Similar Teletraﬃc Generation Based on FGN and Wavelets,”
IEEE International Conference on Networks, Brisbane, Australia, pp. 75–82, 1999.
[15] N. S. D. Brito, B.A. Souza, F.A.C. Pires, “Daubechies wavelets in Quality of Electrical Power,” 8 th International
Conference On Harmonics and Quality of Power Proceedings IEEE/PES and NTUX, Vol. 1, Athens, Greece, pp.
511-515, 1998.
[16] S. Santoso, E. J. Powers and W. M. Grady, “Power quality assessment via wavelet transform analysis,” Proceedings
of the IEEE PES Summer Meeting, Portland, pp. 924-930, 1995.
[17] F. A. C. Pires, N.S.D. Brim, “The analysis of transient phenomena using the wavelet theory,” Proceedings of the
International Conference on Power Systems Transients, Proceedings of IPST’97, Seattle, USA, pp. 171–176, 1997.
[18] Z. Fan, P. Mars, “Self-similar traﬃc generation and parameter estimation using wavelet transform,” in Global
Telecommunications Conference, GLOBECOM, IEEE, Vol. 3, pp. 1419–1423, 1997.
[19] Y. Li, G. Liu, H. Li, X. Hou, “Wavelet-Based Analysis of Hurst Parameter Estimation For Self-Similar Traﬃc,”
IEEE International Conference on Acoustics Speech and Signal Processing, Vol. 2, pp. 2061–2064, 2002.
[20] B. B. Mandelbrot, J. W. Van Ness, ”Fractional Brownian motions, fractional noises. and applications,” SIAM Rev.,
Vol.10, No. 4, pp. 422–437, 1968.
[21] A. Grossmann, J. Morlet, “Decomposition of Hardy functions into square integrable wavelets of constant shape,”
SIAM J. Math. Analm, Vol. 15, No. 4, pp. 277–283, 1984.
[22] P. Flandrin, “Wavelet analysis and synthesis of fractional Brownian motion,” IEEE Trans. Vol. 38, No. 2, pp.
910–917, 1992.
[23] P. Flandrin, “Some aspects of nonstationary signal processing with emphasis on time-frequency and time-scale
methods” in Wavelets, Berlin: Springer, pp. 68-98, 1989.
[24] S. G. Mallat, “A theory for multiresolution signal decomposition: the wavelet representation,” IEEE Trans. Med.
Imaging, Vol. 5, No.3, pp. 152–161, 1989.
[25] P. Abry, F. Sellan, “The wavelet-based synthesis for the fractional Brownian motion proposed by F. Sellan and Y.
Meyer: remarks and fast implementation,” Appl. Comp. Harmonic Anal. 3, pp. 377–383, 1996.

128

