Introduction
Let V := C Z be a countable dimensional vector space with fixed basis {u i | i ∈ Z}. Consider the Lie algebra sl(∞) of all traceless linear operators in C Z annihilating almost all u i . Clearly, sl(∞) can be identified with the Lie algebra of traceless infinite matrices with finitely many non-zero entries. We consider sl(∞) as a Kac-Moody Lie algebra associated with Dynkin diagram A ∞ . The Chevalley-Serre generators e a , f a , a ∈ Z of sl(∞) act on V by f a u b = δ a,b u b+1 , e a u b = δ a+1,b u b−1 .
The fermionic Fock space F is a simple sl(∞)-module with fundamental highest weight ω −1 . It has a realization as the "semi-infinite exterior power" Λ ∞/2 C Z which is the span of all formal expressions u i 1 ∧ u i 2 ∧ . . . satisfying the conditions i j > i j+1 for all j ≥ 1 and i k = −k for sufficiently large k. In this way the highest weight vector is u ∅ := u −1 ∧ u −2 ∧ . . . . The famous boson-fermion correspondence identifies F with the space of symmetric functions. That in particular implies that F has a natural basis {u λ } enumerated by partitions λ (this basis corresponds to Schur functions) where u λ := u λ 1 −1 ∧ u λ 2 −2 ∧ u λ 3 −3 ∧ . . . . Let t ∈ Z. We denote by F ∨ t the simple sl(∞)-module with lowest weight −ω t−1 . We will use the following realization of F ∨ t . Set V ∨ = C Z with basis {w i | i ∈ Z} and define the action of e a , f a on V ∨ by e a w b = δ a,b w b+1 , f a w b = δ a+1,b w b−1 .
Then F ∨ t is the span of all formal expressions w i 1 ∧ w i 2 ∧ . . . satisfying the conditions i j > i j+1 for all j ≥ 1 and i k = t − k for sufficiently large k. We can enumerate the elements of the basis of F ∨ t by partitions w µ := w µ 1 +t−1 ∧ w µ 2 +t−2 ∧ w µ 3 +t−3 ∧ . . . .
The goal of this paper is to describe the structure of F sl(∞)-module with simple socle S m,n . To describe this socle consider the contraction map c : V ⊗ V ∨ → C given by c(w i ⊗ u j ) = (−1) j δ i,j and extend it to c m,n :
Then S m,n is the kernel of c m,n .
Theorem 1.1.
(1) The sl(∞)-module R := F ∨ t ⊗ F has an infinite decreasing filtration
(2) Every non-zero submodule of R coincides with R r for some r ≥ 0.
The proof of this theorem is based on categorification of F ∨ t ⊗ F by the complexified Grothendieck group K[V t ] C of the abelian envelope V t of the Deligne category Rep GL t explained in [E] and Brundan categorification of Λ m V ∨ ⊗ Λ n V via representation theory of the supergroup GL(m|n), [B] . We use the symmetric monoidal functor
for m − n = t. Existence of such functor follows from construction of V t , see [EHS] . While DS m,n is not exact, it has a certain property, see Lemma 2.3 below, which allows to define the linear map
where by K red we denote the quotient of the Grothendieck group K by the relation
in the category Rep GL(m|n). Furthermore, ds m,n is a homomorphism of rings and also a homomorphism of sl(∞)-modules. We prove that the quotients Kerds m−1,n−1 /Kerds m,n form the layers of the radical filtration of
Let us warn the reader that the image of ds m,n is not
While this submodule has the same JordanHoelder series as
The second part of the paper contains calculation of dimensions of certain objects in V t .
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2. The category Rep GL(m|n) and DS functors 2.1. Translation functors. Let Rep GL(m|n) denote the category of finite-dimensional GL(m|n)-modules. Let µ = (a 1 , . . . , a m |b 1 , . . . b n ) ∈ Z m+n satisfy the condition
For every such µ there are three canonical objects in Rep GL(m|n):
(1) The simple module S(µ) with highest weight µ; (2) The Kac module K(µ) := U(gl(m|n))⊗ U (p) S 0 (µ), where p is the parabolic subalgebra with Levi subalgebra gl(m|n)0, S 0 (µ) is the simple gl(m|n)0-module with highest weight µ; (3) The indecomposable projective cover P (µ) of S(µ). The category Rep GL(m|n) is the highest weight category, [Z] . We denote by K red [Rep GL(m|n) ] the reduced Grothendieck group of Rep GL(m|n) and set
It was a remarkable discovery of J. Brundan that J m|n has a natural structure of sl(∞)-module, [B] . To define it let us consider translation functors E a , F a : Rep GL(m|n) → Rep GL(m|n) defined in the following way. There is a canonical gl(m|n)-invariant map ω : C → gl(m|n) ⊗ gl(m|n) usually called the Casimir element. Let V m|n be the standard GL(m|n)-module and M be an arbitrary object of Rep GL(m|n). Let Ω be the composition map
where s is the braiding in Rep GL(m|n) defined by the sign rule and a M , a V m|n are the action maps. Let E a (M) be the generalized eigenspace of Ω in M ⊗ V m|n with eigenvalue a. Similarly, we define F a (M) as the generalized eigenspace of Ω ′ in M ⊗ V * m|n with eigenvalue a, where Ω ′ is defined as above with substitution of V * m|n in place of V m|n .
The following theorem is a direct consequence of results in [B] .
Theorem 2.1.
(1) E a , F a are non-zero only for a ∈ Z; (2) E a , F a are biadjoint exact endofunctors of Rep GL(m|n); (3) Let e a , f a : J m|n → J m|n be the induced C-linear maps. Then e a , f a satisfy the Chevalley-Serre relations for
We need the exact description of the socle filtration of J m|n obtained in [HPS], Corollary 29.
Proposition 2.2. The sl(∞)-module J m|n has finite length. Furthermore, the socle filtration of J m|n is given by the formula
In particular, the socle of J m|n is a simple sl(∞)-module isomorphic to S m|n . It is identified with the subspace generated by classes of all projective modules [P (µ)].
2.2. DS-functor. Fix an odd x ∈ gl(m|n)1 such that [x, x] = 0 and rk x = 1. Define a functor DS x from Rep GL(m|n) to the category of vector superspaces by setting
It is shown in [DS] that M x has a natural structure of GL(m − 1|n − 1)-module and DS x is a symmetric monoidal functor
Furthermore, although DS x is not an exact functor it has the following property pointed out by V. Hinich. For the proof see [HPS] Lemma 30.
It follows immediately from Lemma 2.3 that DS x induces a homomorphism of complexified reduced Grothendieck groups ds x : J m|n → J m−1|n−1 . While DS x and DS y are not isomorphic if x and y are not conjugate by the adjoint action of GL(m)× GL(n), the homomorphism ds x does not depend on a choice of x. In [HR] the homomorphism ds x was constructed explicitly in terms of supercharacters and the kernel of ds x was computed.
Lemma 2.4.
(1) DS x commutes with translation functors E a , F a and hence DS x induces a homomorphism ds x : J m|n → J m−1|n−1 of sl(∞)-modules. (1) D t is a universal additive symmetric monoidal Karoubian category generated by a dualizable object V t of dimension t; (2) The indecomposable objects of D t are in bijection with bipartitions λ = (λ • , λ • ), we denote the corresponding indecomposable objects by T (λ); (3) If t / ∈ Z, then dimHom(T (λ), T (ν)) = δ λ,µ and hence the category D t is an abelian semisimple category; (4) If t ∈ Z, and m − n = t, then there exists a (unique up to isomorphism) symmetric monoidal functor F m|n : D t → Rep GL(m|n) which sends V t to V m|n . This functor is full.
The functor F m|n was studied in [CW] . In particular, it was computed on the indecomposable objects of D t . We call a bipartition λ = (λ
Here µ T stands for the conjugate of µ. Denote by C(m|n) the set of all (m|n)-crosses.
Theorem 3.1.
(1) F m|n T (λ) = 0 if and only if λ ∈ C(m|n). 
That allows us to define the abelian category V k t as the inverse limit lim
Then set
We have an exact fully faithful functor I : D t → V t . Slightly abusing notation we write T (λ) = IT (λ).
Lemma 3.3. For every (m|n) such that m−n = t there exists a symmetric monoidal functor DS m|n : V t → Rep GL(m|n). This functor is not exact but satisfies the condition of Lemma 2.3. Moreover, DS m|n • I is isomorphic to F m|n .
Proof. It suffices to construct DS
as a composition of the functors DS xr •DS x r−1 •. . . DS x 1 for some selfcommuting rank 1 odd elements x i ∈ gl(m+i|n+i) with r = m ′ −m = n ′ −n. Lemma 3.2 ensures that this composition does not depend on the choice of (m ′ |n ′ ) and that passing to the direct limit is well-defined. By construction DS m|n satisfies Lemma 2.3. Finally, DS m|n • I is a symmetric monoidal functor from D t to Rep k GL(m|n) which maps V t to V m|n . Hence by (4) it must be isomorphic to F m|n .
Remark 3.4. Construction of DS m|n given in the above proof depends on a choice of x s ∈ gl(m + s, n + s)1. Apriori there may be several non-isomorphic functors satisfying the condition of Lemma 3.3. We suspect however that all these functors are isomorphic. Anyway as follows from the proof we can choose the sequence DS m|n so that DS m−1|n−1 = DS x • DS m|n for some x ∈ gl(m|n)1. Note that DS m|n T (λ) ≃ F m|n T (λ), hence on tilting objects the image of DS m|n does not depend on the choice of x s . Furthermore, DS m|n defines a homomorphism ds m|n : K[V t ] C → J m|n which does not depend on a choice of x s .
3.3. Objects of V t . There are three types of objects in V t enumerated by bipartitions:
• Simple objects L(λ), after identification with of V k t with Rep k GL(m|n) the highest weight of the corresponding representation is λ
for the following set of simple roots gl(m|n): ε 1 −ε 2 , . . . , ε m −δ n , δ n −δ n−1 , . . . .δ 2 −δ 1 .
• Standard objects V (λ), those are maximal quotients of the Kac modules lying in Rep k GL(m|n). They can be described as images of the irreducible module in Repgl(∞), see [EHS] .
• Indecomposable tilting objects T (λ).
It is proven in [EHS] that for every k ≥ 0 the abelian category V k t is a highest weight category. Moreover, simple standard and tilting objects do not depend on k as soon as k is sufficiently large. In particular, T (λ) has a filtration by V (µ) with the property:
Here we say µ ⊂ λ if µ • is contained in λ • and µ • is contained in λ • . Furthermore, there is an interesting reciprocity, [E]:
It is shown in [EHS
L(µ)] = 1 are described in terms of weight diagrams.
Proof. The second assertion is a consequence of (3.1) and (3.2). The first assertion follows fom the fact that K(λ, µ) is upper triangular matrix with respect to the partial order with rank function |λ • | + |λ • |, and K(λ, µ) has 1-s on the main diagonal.
Translation functors and categorical action of sl(∞).
One readily sees that gl(V t ) := V t ⊗ V * t is a Lie algebra object in V t . Furthermore, there exists a unique canonical morphism ω : 1 → gl(V t ). For every X ∈ V t we do have the action morphism a X : gl(V t ) ⊗ X → X. Hence in the same way as for RepGL(m|n) we can define the translation functors E a X and F a X as generalized eigenspaces with eigenvalue a for
The following theorem is proven in [E] Theorem 3.6. Let t ∈ Z.
(1) E a , F a are non-zero only for a ∈ Z; (2) E a , F a are biadjoint exact endofunctors of
Proof of the main theorem
Recall the functor DS m|n defined in Lemma 3.3.
Lemma 4.1. We have the following commutative diagrams of functors:
Proof. By Lemma 2.4 one has the following commutative diagram RepGL(m|n)
Hence the statement follows from definition of V t and the proof of Lemma 3.3.
Corollary 4.2. The induced map ds
m|n : K[V t ] C → K red [RepGL(m|n)] C is a homo- morphism of sl(∞)-modules.
Lemma 4.3. (1) ds m|n ([T (λ)]) = 0 if and only if λ ∈ C(m|n). (2) If ds m|n ([T (λ)]) = 0 and ds
Proof. By Lemma 3.3 we have DS m|n T (λ) = F m|n T (λ). Therefore (1) follows from Theorem 3.1 (1).
To prove (2) let P = DS m|n T (λ). Then we have DS m−1|n−1 T (λ) = DS x P for any odd self-commuting x ∈ gl(m|n) of rank 1, see Remark 3.4. Since the set X P = {y | DS y P = 0} is Zariski closed GL(m) × GL(n)-stable subset we obtain X P = {0} and therefore P is projective, see [DS] . Now let us prove (3) by induction on m. Consider a linear combination
It can be written as
Applying ds x we get Lemma 4.5.
m−n=t
Kerds m|n = 0.
Proof. Suppose ds m|n ([X]) = 0 for all m, n such that m − n = t. There exists k 2). We consider the case t ≥ 0, the case of negative t is similar. Note that R satisfies the following property: for any u ∈ R, e a u = f a u = 0 for all but finitely many a. Let l − s (resp, l + s ) be the Lie subalgebra of sl(∞) generated by e a , f a for a < s (resp., a > s). Let M 
Note that l 
is cyclic and is generated by a monomial vector x such that c r+1 (x) = 0, c r (x) = 0 for the contraction map
For any p ≥ 0 set
By above soc r+1 (R + s ) is generated by v(−r − s − 1). Passing to the direct limit for s → −∞ we obtain that every submodule of R + s is generated by v(p) for some p ≥ 0. Thus, we obtain that every submodule of R is generated v(p). On the other hand, it is not difficult to see that R r is generated by v(r). The statement follows.
Remark 4.6. The last argument uses presentation of R as a direct limit. Indeed, for the directed system of algebras · · · ⊂ l
for t ≥ 0 and similarly
for t ≤ 0.
5. Blocks in V t and dimensions of tilting and standard objects.
The module R is a weight sl(∞)-module. To simplify bookkeeping we embed sl(∞) ֒→ gl(∞) and define a gl(∞)-action on R in the natural way. We fix the Cartan subalgebra h of the diagonal matrices in gl(∞), choose the basis {E i,i |∈ Z} and denote by {θ i | i ∈ Z} the dual system in h * . It is easy to compute the weight wt(v λ ) of the monomial vector v λ . Precisely for a bipartition λ define the sets Let us denote by dimM the categorical dimension of an object M in V t . Since DS m|n is a symmetric monoidal functor it preserves categorical dimension. Therefore for every m, n such that m − n = t we have
We call weight θ positive (resp., negative) if θ = c∈C θ c , (resp., θ = − c∈C θ c ). In this definition θ = 0 is both positive and negative.
Lemma 5.3.
(1) If θ is neither positive nor negative, then dimM = 0 for every
(2) If t < 0 and θ = c∈C θ c is positive (resp., t ≥ 0 and θ = − c∈C θ c is negative), then for every object M in V θ t we have dimM = κ(M)q(θ) for some integer κ(M) and
Remark 5.4. If t = 0 the only positive (and negative) weight θ is zero and q(θ) = 1.
Proof. Say t ≥ 0. All weights of Λ t|0 are negative. Since ds t|0 : R → Λ t|0 is a homomorphism of sl(∞)-modules ds t|0 [M] = 0 for every M ∈ V θ t . Hence the statement is a consequence of (5.2). Similarly for t < 0 we have ds 0|−t : R → Λ 0|−t is zero since all weights of Λ 0|−t are positive. The proof of (1) is complete.
Let us prove (2). Note in Λ t|0 and Λ 0|−t all weight spaces are one-dimensional and the corresponding categories of GL(|t|)-supermodules are semisimple. Therefore DS t|0 M (resp., DS 0|−t M) is a direct sum of several copies of a certain irreducible representation W (θ) of GL(|t|). The highest weight ν(θ) of W (θ) can be easily expressed in terms of C = {c 1 > c 2 > · · · > c |t| }. For t ≥ 0 ν(θ) = (c 1 + 1 − t, c 2 + 2 − t, . . . , c t ) and for t < 0 ν(θ) = (c 1 + 1, . . . , c −t − t). Then by the Weyl dimension formula we have sdimW (θ) = ±q(θ). This implies (b).
Remark 5.5. It is proven in [DS] that DS x : Rep GL(m|n) → Rep GL(m − k|n − k) maps a block to a block corresponding to the same weight of gl(∞). Hence DS m|n induces a functor from a block V θ t to the corresponding block Rep θ GL(m|n). In particular, DS t|0 (resp., DS 0,|t| ) annihilates any object in V θ t if θ is not negative (resp., not positive).
Lemma 5.6. Let t ≥ 0 (resp., t < 0). Then
Proof. Immediate consequence of Theorem 1.1.
Next we are going to construct a homomorphism ϕ : R → Λ t (V ∨ ), (resp., ϕ : R → Λ −t (V) by defining it on the monomial basis v λ = w λ • ⊗ u λ • . Let t > 0 and
If wt(v λ ) = −θ a 1 − · · · − θ at is negative we can write
and then set ϕ(v λ ) := (−1)
If wt(v λ ) is not negative we set ϕ(v λ ) := 0. The easiest way to see that ϕ commutes with action of sl(∞) is to realize it as the direct limit as in Remark 4.6. Then ϕ is the direct limit of contraction maps
Similarly, for negative t with wt(v λ ) = θ a 1 + · · · + θ a −t we write
and we set ϕ(v λ ) = (−1) + t i=1 a i q(θ). Proof. First let us see that ds t|0 (resp., ds 0|−t ) equals ϕ. Indeed, if 1 denotes the unit object in V t then DS t|0 (1) (resp., DS 0|−t (1)) is the trivial module. Hence ds t|0 (resp., ds 0|−t ) coincides with ϕ on the vacuum vector v ∅,∅ . Then the statement follows from Lemma 5.6.
Let t ≥ 0 then ds t|0 (v λ ) = (−1) r(λ) [W (θ)] and sdimW (θ) = q(θ) since W (θ) is even. This implies the lemma by (5.2).
Let t < 0 then ds 0|−t (v λ ) = (−1) r(λ) [W (θ)] and the parity of W (θ) is equal to the parity of the highest weight ν(θ). The latter is equal to the parity of 
