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Abstract
In this paper, we state a large deviation principle (LDP) and sharp LDP for maximum likeli-
hood estimators of drift coe3cients of generalized squared radial Ornstein–Uhlenbeck processes.
For that purpose, we present an LDP in a class of non-steep cases, where the G7artner–Ellis
theorem cannot be applied. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The generalized squared radial -dimensional Ornstein–Uhlenbeck (OU) process with
parameter b starting from x¿ 0 can be de<ned, for every positive “dimension”  and
b∈R, as the strong solution of the stochastic di@erential equation
dXt = (+ 2bXt) dt + 2
√
Xt dWt;
X0 = x¿ 0: (1)
Let bQx be the law of (Xt; t¿ 0) on the canonical <ltered probability space (
; (Ft);
F), where 
 is the space of R+-valued continuous functions.
If (Yt) is the one-dimensional OU process satisfying
dYt = bYt dt + dWt; Y0 = y; (2)
then bQ1y2 is the law of (Y
2
t ). If  = 2; 3; : : : ;
bQx is the law of the squared Euclidean
norm of a -dimensional OU process with parameter b. When b = 0, and ¿ 0, (1)
has a strong solution known as the “-dimensional” squared Bessel process and we
denote by Qx its law (see Revuz and Yor (1999) for more details on these processes).
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In a seminal paper on Bessel bridges, Pitman and Yor (1982) showed that a routine
application of Girsanov’s theorem, using an appropriate change of law—as well as a
classical space-time transformation—can reduce the study of the family (bQx ; ¿ 0) to
that of (Qx ; ¿ 0), that is to the case b= 0. Moreover, Shiga and Watanabe (1973)
pointed out the fundamental additivity property of the family (Qx): for ; 
′; x; x′¿ 0
bQx ∗ bQ
′
x′ =
bQ+
′
x+x′ ; (3)
where ∗ is the convolution operator. It will be essential in the whole paper.
Moreover, solutions of (1) are known as “continuous-space branching processes” (see
Kawazu and Watanabe, 1971; Mellein, 1983; Overbeck, 1998; Overbeck and RydNen,
1997). They appear as di@usion limits of discrete space branching processes with im-
migration (see Athreya and Ney, 1972). The intensity of immigration is , and the
branching intensity is b. Matching the discrete case, we can distinguish three cases:
b¿ 0 (supercritical case): The process explodes exponentially with rate 2b.
b¡ 0 (subcritical case): If there is no immigration (=0), the process dies out a.s.,
and if ¿ 0; the process is ergodic:
b= 0 (critical case): The process dies out if = 0, and it grows linearly if ¿ 0.
Solutions of (1) are also famous in econometric theory. In the case b¡ 0 equation
(1) is known as the Cox–Ingersoll–Ross model (CIR) since Cox et al. (1985) proposed
SDE (1) to model the term structure of spot interest rates dynamics. The appealing
properties of the model are the following: the interest rate Xt stays non negative, it con-
verges to a central location: the so-called long term value −=2b, and the incremental
variance is proportional to Xt . The parameter −2b determines the speed of adjustment.
This kind of dynamics is still used in the <nancial world, particularly in option pricing
(see e.g. Abken, 1993; Chen and Scott, 1992). Moreover, it has also been used to
generalize the Black and Scholes model (B–S) as follows. In famous works, Black
and Scholes describe the evolution of asset prices St according to the SDE
dSt = St( dt +  dt);
where  is a real number, (t) is the standard Brownian motion, and  is the volatility,
assumed to be constant. To go beyond this last assumption, some people in the last ten
years have considered B–S models with stochastic volatility t satisfying some SDE,
the simplest ones being
d log t = k(− log t) dt +  dWt;
or, precisely,
d2t = k(− 2t ) dt + t dWt;
where Wt is a standard Brownian motion (possibly independent of t), this last SDE
being the CIR equation. These above a3ne models for the stochastic volatility became
popular with Du3e et al. (2000). For ongoing research on these models, see e.g. Garcia
et al. (2001) or Bollerslev and Zhou (2000).
From a demographic point of view, as well as from a <nancial one, it can be of
some interest to estimate the drift parameters of Eq. (1).
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From Girsanov formula, the generalized densities are given by
dbQ
dQ
∣∣∣∣∣
Ft
= exp
{
1
4
∫ t
0
(

Xs
+ 2b
)
dXs − 18
∫ t
0
(

Xs
+ 2b
)2
Xs ds
}
(4)
(we omit the superscripts when they are equal to 0). Generalized means that formula
(4) is valid up to the stopping time
= inf
{
u¿ 0;
∫ u
0
X−1s ds=∞
}
: (5)
In (1998) Overbeck studied maximum likelihood estimators (MLE) of (; b) based on
the observation of (Xt)t¡. He shows consistency and asymptotic normality, and also,
in some domains of (; b), local asymtotic normality, local asymtotic mixed normality,
or simply local asymtotic quadraticity.
Our aim is to derive related large deviations results. For a precise de<nition of a
large deviation principle (LDP), see Dembo and Zeitouni (1998). We prove LDP for
the MLE of one parameter ( or b) considering the other one to be known.
We <rst consider SDE (1) with b6 0 <xed, and we estimate the index =(−2)=2,
in the case ¿ 2. In this case, =∞ a.s. The MLE ˆt is based on the observation of
a single trajectory (Xs; 06 s6 t) under bQ (denoted also by
bQ() ). In view of (4)
and Itoˆ’s formula,
ˆt =
∫ t
0
dXs
Xs
− 2 ∫ t0 dsXs − 2bt
2
∫ t
0
ds
Xs
=
logXt − log − 2bt
2
∫ t
0
ds
Xs
: (6)
We state a LDP for the family {ˆt}. If b¡ 0, the speed is t and if b=0, the speed is
log t. In this latter case (b=0; ¿ 2), a recent work of Yor and Zani (2001) presents
related results, in particular a functional LDP for the Bessel clock (1=log t)
∫ t
0 ds=Xs.
Such a random variable can be linked to Asian option pricing.
Then we consider the SDE (1) with ¿ 0 <xed and we estimate b¡ 0 (CIR model).
The MLE estimator of b based on the observation of (Xs; 06 s6 t) is
bˆ

t =
Xt − t
2
∫ t
0 Xs ds
: (7)
We present in this case an LDP and a sharp (non-logarithmic) LDP for the family
{bˆt } at speed t. This extends previous works about one-dimensional OU processes:
Florens and Pham (1999) showed a LDP for the MLE of the parameter b¡ 0 of a
real OU process. Later on Florens-Landais et al. (1998) derived the related <rst-order
sharp result and Bercu and Rouault (2001) extended it to arbitrary order.
This paper is organized as follows. Section 2 collects a few useful facts about Bessel
and squared radial OU processes. Section 3 is devoted to the LDPs and Section 4 to
their proofs. For both estimators, the plan is the following: we consider one-sided prob-
abilities and the problem is reduced to the study of a linear combination of stochastic
integrals depending on (Xs). Let us consider for instance the case b = 0, and x¿.
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We denote by
St;x =
1
2
logXt − x
∫ t
0
ds
Xs
; (8)
so that
P(ˆt¿ x) = P(St;x¿ 0):
We have now to study the large deviation behaviour of St;x at 0. We compute the
normalized cumulant generating function (n.c.g.f.) of St;x and check its steepness. In a
general set up, it is non-steep and the theorem of G7artner–Ellis cannot be applied. In
this context, we state an LDP for a given class of non-steep Laplace transforms. It is
the topic of Section 5, which is of independent interest.
All these results are issued from my doctoral thesis (Zani, 2000). Related results in
discrete time for the stable autoregressive process of order 1 (analogous to OU with
b¡ 0) may be found in Bercu et al. (2000, 1997), and for the unstable and explosive
case (analogous to b¿ 0) in Bercu (2001).
2. A few facts about squared radial Ornstein–Uhlenbeck and Bessel processes
Let us recall some useful properties of the processes which are crucial for the under-
standing of the results and their proofs. For references on this topic, see Yor (1992),
Pitman and Yor (1982), and G7oing-Jaeschke and Yor (1999).
(1) Scaling property. For k ¿ 0, the law of (k−1Xkt ; t¿ 0) under Qkx is Q

x .
(2) Space–time transformation. For b¡ 0; x¿ 0 and ¿ 0, the law under Qx of{
e2btX
(
e−2bt − 1
−2b
)
; t¿ 0
}
(9)
is bQx .
(3) Girsanov formulae: To make easier the reading of the paper, we give two particular
cases of (4). In the BESQ case (b=0), using indices = =2− 1 instead of dimension
, we have
dQ()
dQ(0)
=
(
Xt

)=2
exp
(
−
2
2
∫ t
0
ds
Xs
)
on Ft : (10)
It immediately yields (Yor, 1992, Lemma 6.1)
Q()1
[
X =2t exp− 
∫ t
0
ds
Xs
]
= Q()1 [X
(+−)=2
t ] (11)
for ¿ 0 and  =
√
2 + 2.
In the case b¡ 0 we have
dbQ
dQ
= exp
{
b
2
[Xt − − t]− b
2
2
∫ t
0
Xs ds
}
on Ft (12)
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which yields
bQ
[
exp
{

2
Xt − 
∫ t
0
Xs ds
}]
=exp
{
c − b
2
(+ t)
}
cQ
[
exp
+ b− c
2
Xt
]
; (13)
where c =−√b2 + 2.
(4) The semigroup property. For b¡ 0; ¿ 0,
bQ0(expXt) = [
bQ10(expXt)]
: (14)
3. Large deviations results
3.1. Estimation of the index = =2− 1
Let b6 0 and  = 1 be <xed. We estimate  by the MLE ˆt given by (6). The
transformation (9) gives that for b¡ 0 the law of ˆt under bQ1 is the law of ˆT under
Q1 with T = (e
−2bt − 1)= − 2b, which reduces this latter case to the case b= 0.
If b= 0, Yor and Zani (2001) showed that the Bessel clock{
CT=:
1
log T
∫ T
1
ds
Xs
}
T
(assuming X0 = 0) (15)
satis<es the LDP at speed log T with good rate function H (x) = (2x − 1)2=8x if
x¿ 0 and +∞ otherwise. From the scaling property, logXt D= log t + logX1, so we
could guess that ˆT has the same LD behaviour as (2CT )−1 and has rate function
H (1=2x) = (x − )2=4x. Actually it holds true only on a restricted domain, the other
part of the rate function coming from the non-steepness of the Laplace transform. Here
is the correct statement.
Theorem 3.1. If ¿ 0 and b=0 (resp. b¡ 0); the family {ˆt}t satis9es an LDP with
speed log t (resp. t) and good rate function
I(x) =

(x − )2
4x
if x¿ x1 :=
−(+ 2) + 2√2 + + 1
3
;
1− x +
√
(− x)2 − 4x if x¡x1:
(16)
Note that I ∈C1(R).
3.2. Estimation of b
Let ¿ 0 and  = 0 <xed. We suppose b¡ 0 (CIR model) and estimate b by the
MLE bˆ

t given by (7). In the particular case = 1,
(bˆ
1
t )
D=
(
Y 2t − t
2
∫ t
0 Y
2
s ds
)
:
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From Florens and Pham (1999), Florens-Landais et al. (1998) and Bercu and Rouault
(2001) it is known that the family {bˆ1t }t satis<es a LDP with speed t and rate function
J1(x) =
−
(x − b)2
4x
if x6 b=3;
(2x − b) if x¿b=3:
(17)
From the fundamental semigroup property (3) and (14), we may derive the following
theorem.
Theorem 3.2. If b¡ 0 and ¿ 0 are 9xed; the family of distributions of bˆ

t under
bQ0 satis9es a LDP with speed t and good rate function J = J1.
Actually, for =1, sharp LDPs at any order are proved in Bercu and Rouault (2001)
(see Theorems 4.1 and 4.2). The following theorem gives sharp LDP for a general .
For the sake of simplicity, we only provide the <rst order expansion.
Theorem 3.3. (1) For all b¡x¡b=3; as t →∞
bQ0(bˆ

t ¿ x) = t
−1=2 exp(−tJ1(x) + H1(x))√
2'(x)((x)
(1 + o(1)) (18)
where
((x) =
x2 − b2
2x
; H1(x) =−12 log
(
(x + b)(3x − b)
4x2
)
; 2(x) =− 1
2x
:
(2) For all x¿b=3
bQ0(bˆ

t ¿ x) = t
=2−1 exp(−tJ1(x) + K1(x))
*
(

2
) K2(x)(1 + o(1)) (19)
where
K1(x) =
1
2
log
(2x − b)(3x − b)
(x − b) ; K2(x) =
(2x − b)
(3x − b)(x − b) : (20)
(3) For x = b=3
bQ0(bˆ

t ¿ b=3) = t
(−2)=4 exp(−tJ1(b=3))C(−b)(−2)=4(1 + o(1)) (21)
where
C = 2−(+2)=23(2−)=4(−2)=4
(
*
(
+ 2
4
))−1
: (22)
(4) For x¡b, (18) holds true if bQ0(bˆ

t 6 x) stands for
bQ0(bˆ

t ¿ x), and −((x)
for ((x).
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4. Proofs of theorems
4.1. Proof of Theorem 3.1
Since the transformation (9) describes the reduction of b¡ 0 to b=0, we <x b=0
in the sequel. For x¿ (resp. x¡), we will consider Q()1 (ˆt¿ x) = Q
()
1 (St;x¿ 0)
(resp. Q()1 (ˆt6 x) = Q
()
1 (St;x6 0)), where St;x is given by (8).
We look for large deviations of St;x at 0, emphasizing that x acts as a parameter
and 0 as the reference point for the LD. Let us de<ne the Laplace transform and the
normalized cumulant generating function (n.c.g.f.), respectively, by
gt;x(() = Q
()
1 (exp((St;x)); -

t; x(() =
1
log t
log gt;x((): (23)
Let D1x = {(: 2 + 2(x¿ 0} and for (∈D1x set
x(() =
√
2 + 2(x; sx(() = 12 ((+ − x(()): (24)
From (11),
gt;x(() = Q
(x(())
1 ((Xt)
sx(()) (25)
and from the scaling property,
-t;x(() = sx(() +
1
log t
logQ(x(())t−1 (X1)
sx((): (26)
Since
lim
t→+∞E
()
1=t (X

1 ) = E
()
0 (X

1 ); (27)
as long as condition ¿− ( + 1) is satis<ed, we claim that for any (∈D2x
lim
t→∞-

t;x(() = sx((); (28)
where
D2x = {(: 2 + 2(x¿ 0 and (+ +
√
2 + 2(x + 2¿ 0}:
The function sx is convex and analytical on D2x . Its derivative is
d
d(
sx(() =
1
2
(
1− x√
2 + 2(x
)
: (29)
(a) If x¿, we have (0;∞) ⊂ D2x , so that sx(() has a unique minimum (m =
(x2 − 2)=2x¿ 0. Using the classical proofs of large deviations, we may conclude
lim
t→∞
1
log t
logP(ˆt¿ x) = lim
t→∞
1
log t
logP(St;x¿ 0)
= inf
(¿0
sx(() = sx((m) =− (x − )
2
4x
: (30)
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For the study of other cases, we need to introduce the quantities
x0 =
2
2(+ 2)
; (0 =− 
2
2x
:
(b) If x0 ¡x¡ then D2x = D
1
x = ((0;∞) and sx achieves its unique minimum
on ((0; 0) in (m so that
lim
t→∞
1
log t
logP(ˆt6 x) = lim
t→∞
1
log t
logP(St;x6 0)
= inf
(∈((0 ;0)
sx(() = sx((m) =− (x − )
2
4x
: (31)
(c) If 0¡x6 x0 then D2x = ((1;∞) where
(1 = x − − 2−
√
(− x)2 − 4x: (32)
Note that (1 ¿(0 satis<es (1 + +
√
2 + 2(1x + 2 = 0.
(d) If x¡ 0 then D2x = ((1; (0).
In cases (c) and (d) the in<mum of sx(() for (∈ (−∞; 0)∩D2x=((1; 0) is achieved
in (m if and only if (d=d()sx((1)¡ 0, which occurs (see (29)) if and only if
x¿x1 =
−(+ 2) + 2√2 + + 1
3
¿ 0
and then (31) holds true again. Moreover, if x¡x1 (¡x0), the in<mum is achieved
at the boundary (1 and there is no ( such that (d=d()sx(()=0. We are in a so-called
non-steep case. The following proposition (whose proof is postponed) gives the be-
haviour of the n.c.g.f. -t;x near the boundary of its domain.
Proposition 4.1. If 0¡x6 x1 (resp. x¡ 0); -t; x de9ned on ((1;+∞) (resp. ((1; (0))
satis9es
-t;x(() = sx(()−
1
log t
log ((− (1) + 1log t Rt;x((); (33)
where Rt;x is an analytic function on ((1;+∞) (resp. ((1; (0)); and can be extended
by analytic continuation on a strip H1 = ((1;+∞)× (−;+) (resp. H1 = ((1; (0)×
(−;+)). Moreover; there exists a function Rx such that Rt;x → Rx uniformly on any
compact of H1 as t →∞.
To <nish the proof, it remains to apply Theorem 5.2 of the forthcoming section with
Yt =−St;x and y = 0. We get
lim
t→∞
1
log t
logP(ˆt6 x) = lim
t→∞
1
log t
logP(St;x6 0)
= sx((1)
=(1 + + 1 = x − 1−
√
(− x)2 − 4x:
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4.2. Proof of Proposition 4.1
We consider the case 06 x6 x1 for simplicity. The explicit expression of gt;x is
given by Yor (1992), (6.21) and (6.37), see also Mellein (1983):
gt;x(() =
*(sx(() + x(() + 1)
*(x(() + 1)
(2t)sx(()e−1=2t
×%
(
sx(() + x(() + 1; x(() + 1;
1
2t
)
; (34)
where % is the conWuent hypergeometric function (see Lebedev, 1972, Section 9.9):
%(a; b; z) =
∑
k¿0
*(a+ k)
*(a)
*(b)
*(b+ k)
zk
k!
:
The function gt;x is a Laplace transform which coincides with the right-hand side of
(34) on D2x . The domain of gt;x is the largest extended convex set Dt on which this
previous function can be extended by analytic continuation.
The function %(a; b; z) is entire in a, and meromorphic in b, with poles at
{0;−1;−2; : : :}. The only singularity of the right-hand side of (34) comes from
*(sx(() + x(() + 1), and is a pole at (1. We may write from (34)
-t;x(() = sx(() +
1
log t
log*(sx(() + x(() + 1) +
1
log t
R˜t; x((): (35)
Here (omitting ()
R˜t; x = sx log 2− log*(x + 1)− 12t + log  t;x
where
 t;x = 1 +
∑
p¿1
(sx + x + p) : : : (sx + x + 1)
(x + p) : : : (x + 1)
1
(2t)pp!
:
Since lim6↓0 6*(6) = 1 and
lim
(↓(1
sx(() + x(() + 1
(− (1 = c¿ 0;
we have
1
log t
log*(sx(() + x(() + 1) =− log((− (1)log t +
h(()
log t
where h is analytic on ((1;∞).
It is then straightforward to see that h;  t;x hence Rt;x ful<ll the required condition.
4.3. Proof of Theorems 3.2 and 3.3
For these theorems, we use the link with the OU model. As in the previous paragraph,
we consider one-sided probabilities bQ0(bˆ

t ¿ x) =
bQ0(S

t;x¿ 0), where
St;x =
Xt − t
2
− x
∫ t
0
Xs ds:
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4.3.1. The cumulant generating function
Denote -;bt; x its n.c.g.f.
-;bt; x (() :=
1
t
log bQ0(exp(S

t;x):
As previously, let D1x = {( : b2 + 2x(¿ 0}, and for (∈D1x set
bx(() =−
√
b2 + 2x(; x(() = 12 ((+ b− bx(()); (36)
so that from (13)
-;bt; x (() =−x(() +
1
t
log bx(()Q0
[
exp
(+ b− b((; x)
2
Xt
]
: (37)
From (Pitman and Yor (1982) 6.c) the law of Xt under bx(()Q0 is

(
=2;
bx(()
(e2tbx(() − 1))
)
;
where (; ) denotes the Gamma distribution:
(; )(dy) =
y−1
*()
e−y(dy) y¿ 0: (38)
This yields
-;bt; x (() =−x(()−

2t
log
(
1− x(()
bx(()
(exp(2tbx(())− 1)
)
: (39)
as soon as {b2 + 2x(¿ 0} and {1− (x(()=bx(())(exp(2tbx(())− 1)¿ 0}. Now, for
any (∈Dx2
lim
t→∞-

t;x(() =−x((); (40)
where
Dx2 = {(: b2 + 2x(¿ 0 and (+ b−
√
b2 + 2x(¡ 0}:
To simplify the notations, we omit the superscript b until the end of this section. We
<nd again (semigroup property (3) or (14)) that
-t;x = -
1
t; x: (41)
so that we can extend results already proved for = 1.
4.3.2. Sharp large deviations principle.
A complete study of sharp large deviations for bˆ
1
t have been done by Bercu
and Rouault (2001). It is based on (39) under the form (Bercu and Rouault, 2001,
Lemma 2.1):
-1t; x(() = x(() +
Hx(()
t
+
Rt;x(()
t
; (42)
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where Hx(() = − 12 log( 12 (1 − (( + b)bx(()−1)) and Rt;x(() converges exponentially
fast to 0. We will prove only (1)–(3) of Theorem 3.3, since (4) is similar to (1).
We follow the sketch of Theorems 4.2 and 4.3 of Bercu and Rouault (2001) (see also
Theorem 2.2 of Bercu et al. (2000)), and emphasize the role played by .
(1) b¡x¡b=3, the in<mum of x is achieved at ((x)=(x2−b2)=2x which belongs
to the interior of D2x and the minimum value is x(((x)) =−J1(x).
Let t;x be the distribution of S

t (x) and de<ne ˜

t; x by
d˜t; x
dt;x
(y) = exp{t(y((x)− -t;x(((x)))}:
Let ˜t; x be the image of ˜

t; x by x → x=
√
t. Let us split
bQ0(bˆ

t ¿ x) = A

t;xB

t;x; (43)
where
At;x =: exp t-

t (((x)) = (A
1
t; x)
: (44)
Then, from Parseval,
Bt;x =
∫ +∞
−∞
5u¿0e−((x)u
√
t d˜t; x(u)
=
1
2'((x)
√
t
∫ +∞
−∞
(
1 +
iu
((x)
√
t
)−1
:t;x(u) du; (45)
where :t;x is the characteristic function of ˜

t; x, i.e. (semigroup property again)
:t;x = (:
1
t; x)
: (46)
With a classical Taylor expansion, we see that the family {:1t; x} (resp. {:t;x}) con-
verges, as t → ∞ to the characteristic function of the distribution N(0; 21) (resp.
N(0; 2)). Here, 
2
 = (-
)′′(((x)) = (-1)′′(((x)) = 1(x)2. From (46) and formula
(7.8) of Bercu and Rouault (2001), one can <nd some ; ¿ 0 such that, for any
; t; x; u
|:t;x(u)|2 = |(:1t; x(u))|26
(
1 +
u2
t
)−t
: (47)
Now, for any t0 ¿ 0 one can <nd c0 ¿ 0 such that
sup
t¿t0
(
1 +
u2
t
)−t
6 e−c0u
2
and by dominated convergence, we get
Bt;x =
1
((x)(x)
√
2't
(1 + o(1)); (48)
With (44) and (42), this proves (18) in the case x¡b=2.
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(2) For x¿b=3, the in<mum of x in D2x is achieved at the boundary ’(x) := 2(x−b)
with a negative derivative and the minimum value is x(’(x)) =−J1(x). The previous
method no longer holds. A sharp study was performed in Bercu and Rouault (2001)
for the case = 1. Similarly, we use the time-varying change of probability
d˜t; x
dt;x
(y) = exp{t(y(t − -t;x((t(x)))}
driven by (t(x) solution of
(x)′(() +
(Hx)′(()
t
= 0 (49)
(see the development (42) above). Actually limt (t(x) = ’(x).
Again we use the factorization (43), where At;x is de<ned as in (44) with (t(x)
instead of ((x), and
Bt;x =
1
2't(t(x)
∫ +∞
−∞
(
1 +
iu
t(t(x)
)−1
:t;x(u) du; (50)
where :t;x is the characteristic function of ˜

t; x, image of ˜

t; x by y → y=t. Formula
(6.19) of Bercu and Rouault (2001) provides an equivalent of A1t; x, which gives
At;x ∼t→∞ exp(−tJ1(x))(et)=2
(
2(2x − b)(3x − b)
x − b
)=2
: (51)
Moreover, from Lemma 6.2 of Bercu and Rouault (2001) and (46),
:∞; x(u) = (:
1
∞; x(u))
 =
exp(−iu)
(1− 2iu)=2 ; (52)
where =−(x)′(’(x)). The corresponding distribution is centered Gamma (just like in
the forthcoming Lemma 5.4(i)). Unfortunately, the dominated convergence trick does
not hold when 6 1. We match the method of proof of Lemma 6.2(ii) of Bercu and
Rouault (2001). We split the integral (50) into two terms (u small and u large) as in
formulas (7.20) and (7.21) of Bercu and Rouault (2001), and we use Lemma 7.2 of
Bercu and Rouault (2001). We get
lim
t→∞ 2'’(x)tB

t;x =
∫ +∞
−∞
:∞; x(u) du: (53)
But from (52) and the inverse Fourier transform,∫ +∞
−∞
:∞; x(u) du=
1

∫ +∞
−∞
exp(−iu)
(1− 2iu)=2 du=
2'e−=2()=2
2=2*(=2)
: (54)
Gathering (51), (53) and (54) we have (19).
(3) If x = b=3. We have (x)′(’(x)) = 0. We apply the same method as above, but
now ˜t; x is the image of ˜

t; x by y → y=
√
t. From (6.27) of Bercu and Rouault (2001)
M. Zani / Stochastic Processes and their Applications 102 (2002) 25–42 37
and (44),
At;x ∼ exp(−tJ1(x))(et)=4(−x)=4: (55)
From Lemma 6.3(i) of Bercu and Rouault (2001) and (46),
:∞; x(u) =
exp− (i 1√
2
u+ 
2
1u
2
2 )
(1− 2i 1√
2
u)=2
; (56)
where 21=−3=2b. (This corresponds to the result of forthcoming Lemma 5.4(ii)). This
yields
2'’(x)
√
tBt;x →
∫ +∞
−∞
:∞; x(u) du=
√
2
1
∫ +∞
−∞
e−(iu+u
2)
(1− 2iu)=2 du: (57)
Applying the classical formula
z− =
1
*()
∫ ∞
0
e−z −1 d; ¿ 0; Re z¿ 0
and Fubini’s theorem we get from (57)
1*
(

2
)∫ +∞
−∞
:∞; x(u) du
=
∫ +∞
0
∫ +∞
−∞
e−e2iu =2−1e−iu−u
2
d du (58)
=
√
'

e−=4
∫ ∞
0
e−
2= =2−1 d= e−=4(−2)=4
√
'
2
*
(

4
)
: (59)
The Gamma duplicating formula now yields (21) which ends the proof of the theorem.
5. A Large deviations principle in a non-steep case
In the classical G7artner–Ellis theorem (Dembo and Zeitouni, 1998), the n.c.g.f. is
assumed to be steep. However, a full LDP may be satis<ed even when the limit n.c.g.f.
is not steep: see for instance Exercise 2.3.24 of Dembo and Zeitouni (1998), where
the LDP is satis<ed and the rate function has a linear part. Similarly, we may consider
Zn = ?0 +
∑n
k=1 ?k a sum of i.i.d. r.v. of exponential law of parameter 1, except ?0
with parameter 0 ¡1. The n.c.g.f. -n of Zn is
-n =
n− 1
n
log
(
1
1 − (
)
+
1
n
log
(
0
0 − (
)
:
The domain of -n is (−∞; 0). On this domain, -n converges clearly towards -(()=
log(1=1 − (). The rate function has a linear part.
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In this section, we state a LDP for a general class of non-steep n.c.g.f.. We apply
weak convergence results presented in Lemma 5.4, which shows interesting non-normal
limits. To simplify, we study one-sided probabilities.
5.1. Main result
Let {Yt}t¿0 be a family of real random variables de<ned on (
;F; P), and denote by
t the distribution of Yt . Suppose −∞¡mt :=EYt ¡ 0. We look for large deviations
bounds for P(Yt¿y). Let -t be the n.c.g.f. of Yt :
-t(() =
1
t
logE(exp{(tYt})
and denote by Dt the domain of -t . We assume that there exists 0¡(1 ¡∞ such
that for any t
sup{(: (∈Dt}= (1
and [0; (1) ⊂ Dt . We assume also that for (∈D.
Assumption 5.1.
-t(() = -(()− t log((1 − () +
Rt(()
t
; (60)
where
• ¿ 0
• - is analytic on (0; (1); convex; with <nite limits at endpoints; such that -′(0)¡ 0;
-′((1)¡∞; and -′′((1)¿ 0.
• Rt is analytic on (0; (1) and admits an analytic extension on a strip D = ((1 −
; (1 + )× (−; ); where  and  are independent of t.
• Rt(() converges as t →∞ to some R(() uniformly on any compact of D.
Theorem 5.2. Under Assumption 5.1
For any -′(0)¡y¡-′((1),
lim
t→+∞
1
t
logP(Yt¿y) =− sup
(∈(0;(1)
{y(− -(()}: (61)
For any y¿-′((1),
lim
t→+∞
1
t
logP(Yt¿y) =−y(1 + -((1): (62)
The rate function is continuously di=erentiable with a linear part.
5.2. Proof of Theorem 5.2
It is enough to prove the result for y = 0 (assuming that -′(0)¡ 0). The upper
bound is of course
lim sup
t→+∞
1
t
logP(Yt¿ 0)6 inf
(∈(0;(1)
-(() (63)
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The lower bound is also classical if - (which is di@erentiable by Assumption 5.1)
achieves its in<mum in some (unique) (2 ∈ (0; (1). It can be proved that the twisted
(and rescaled) distribution
˜t(dy) = et(2y−t-t((2)P
(
Yt√
t
∈ dy
)
converges as t →∞ to N(0; -′′((2)).
If the minimum is achieved in (1, we will use the strategy of time-dependent change
of probability introduced by Dembo and Zeitouni (1993). Set
-˜t(() = -(()− t log((1 − (): (64)
The key point is that for <xed times t, -˜t is steep. The proof of the following lemma
is postponed to Section 5.3.
Lemma 5.3. There exists an unique (t ¡(1 such that -˜′t((t)=0. Moreover; (t ↑ (1
as t →∞.
We use this (t to drive the change of probability. Actually the following lemma
describes a (non-normal) weak convergence.
Lemma 5.4. (i) If -′((1)¡ 0 let
˜t(dy) = et(ty−t-t((t)P(Yt ∈ dy) (65)
then
˜t ⇒
n→+∞ -
′((1) ∗ 
(
;− 
-′((1)
)
;
where ⇒ denotes the weak convergence; ∗ the convolution and a the Dirac mass
at a.
(ii) If -′((1) = 0 let
˜t(dy) = et(ty−t-t((t)P
(
Yt√
t
∈ dy
)
(66)
then
˜t ⇒
n→+∞N
(
−
√

-′′((1)
; -′′((1)
)
∗ 
(
;−
√

-′′((1)
)
:
If ? and  are given with 0¡?¡, we have
P(Yt¿ 0)¿
∫ +?
−?
exp{−t(ty + t-t((t)} d˜t(y):
If t is large enough so that (t ¿ 0, we have
1
t
logP(Yt¿ 0)¿− (t (+ ?) + -t((t) + 1t log ˜t(]− ?; + ?[): (67)
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Since -t is convex, for any t and for (¡(1,
-t((t)− -t(()¿ ((t − ()(-t)′(():
From Rockafellar (1970, Theorem 25.7), limt→+∞-′t(() = -
′((), so that
lim inf t→+∞-t((t)¿-(() + ((1 − ()-′((). Taking ( to (1,
lim inf
t→+∞ -t((t)¿-((1): (68)
To get the lower bound from (67), it is now su3cient to prove that lim inf t ˜t( −
?; + ?)¿ 0. Actually, from Lemma 5.4, in any case, the limiting distribution has full
support on (0;∞), so that
lim
t→+∞ ˜t(]− ?; + ?[)¿ 0; lim inft→+∞
1
t
log ˜t(]− ?; + ?[) = 0: (69)
Finally, getting back to (67), from (68) and (69),
lim inf
t→+∞
1
t
logP(Yt¿ 0)¿− (1(+ ?) + -((1) (70)
Taking ? to 0, and then  to 0, lim inf t→+∞ (1=t) logP(Yt¿ 0)¿-((1), which
provides the lower bound and ends the proof of Theorem 5.2.
5.3. Proof of lemmas
5.3.1. Proof of Lemma 5.3.
-˜t is strictly convex and di@erentiable on D and
-˜′t(() = -
′(() +

t((1 − () : (71)
Since -′((1)¡∞, for <xed t, lim(↑(1 -˜′t(()=+∞. Besides, since -′(0)¡ 0, we have
-˜′t(0)¡ 0 for t large enough. This yields existence and uniqueness of (t . Since -˜
′
t is
increasing on D, this yields existence and uniqueness of (t ¡(1 satisfying -˜′t((t)=0.
From Rockafellar (1970, Theorem 25.7), lim inf t (t¿(1, so that limt→+∞ (t = (1.
5.3.2. Proof of Lemma 5.4.
Let for any u∈R by :t(u)=
∫ +∞
−∞ e
iux d˜t(x). From (71) and a Taylor expansion of
-′ around (1,
0 = -′((1) + ((t − (1)-′′((1) + O(((t − (1)2) + t((1 − (t) (72)
(i) if -′((1)¡ 0, (72) yields
lim
t→+∞ t((1 − (t) =−

-′((1)
: (73)
Now from (65)
log:t(u) = t[-t((t + iu=t)− -t((t)]: (74)
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For u∈R, and t large enough to make sure (t + iu=t ∈D, Assumption 5.1, and (73)
yield
lim
t→+∞ log:t(u) = iu-
′((1)−  log
(
1 +
iu-′((1)

)
(75)
which proves (i).
(ii) if -′((1) = 0, from (72),
lim
t→+∞ t((1 − (t)
2 =

-′′((1)
: (76)
Again from (66)
log:t(u) = t[-t((t + iu=
√
t)− -t((t)] (77)
so that for u∈R and t large enough to make sure (t + iu=
√
t ∈D, Assumption 5.1
and (76) yield
lim
t→+∞ log:t(u) =−u
2 -
′′((1)
2
− iu
√

-′′((1)
−  log
(
1− iu
√
-′′((1)

)
;
which proves (ii) and ends the proof of Lemma 5.4.
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