In this paper, we prove the global existence of weak solutions to one-dimensional compressible isentropic Navier-Stokes-Poisson equations with density-dependent viscosity and free boundaries. The initial density 0 W 1,2n is bounded below by a positive constant, and the initial velocity u 0 L 2n . In contrast to Jiang et al. ͓"Global weak solutions to 1D compressible isentropic Navier-Stokes equations with density-dependent viscosity," Methods Appl. Anal. 12, 239 ͑2005͔͒, the Sobolev exponent n is less in this paper, and the viscosity coefficient = ͑͒ is a general function of including the cases ͑͒ = c 0 ͑0 Ͻ Ͻ 1͒ and ͑͒ = c 0 , where c 0 is a positive constant.
I. INTRODUCTION
In this paper, we consider the global existence of weak solutions to the following compressible isentropic Navier-Stokes-Poisson equations with density-dependent viscosity in one dimension, t + ͑u͒ x = 0,
͑1.1͒
with initial data ͑,u͉͒ t=0 = ͑ 0 ͑x͒,u 0 ͑x͒͒, on a Յ x Յ b, ͑1.2͒
and the boundary conditions ͑͑͒u x − P͉͒ x=a͑t͒,b͑t͒ = 0, ⌽ x ͉ x=a͑t͒,b͑t͒ = 0 for t Ն 0, ͑1.3͒
where ⍀ t = ͕͑x , t͉͒a͑t͒ Ͻ x Ͻ b͑t͒ , t Ͼ 0͖, M t = ͕x ͉ a͑t͒ Ͻ x Ͻ b͑t͖͒. The unknown variables = ͑x , t͒, u = u͑x , t͒, and ⌽ = ⌽͑x , t͒ denote, respectively, the density, velocity, and Newtonian gravitational potential. g Ͼ 0 is the gravitational constant. The pressure function P͑͒ = ␥ for ␥ Ͼ 1. The viscosity coefficient = ͑͒ C 1 ͓0,ϱ͒ satisfies Physically, the Navier-Stokes-Poisson equations describe the motion of compressible viscous isentropic gas flow under the self-gravitational force.
When there is no Newtonian gravitational potential term, it is Navier-Stokes equations with density-dependent viscosity. For the case ͑͒ = c , there are many results. Precisely, when the initial density was assumed to be connected to vacuum with discontinuities, the global existence of weak solutions for isentropic flow was proven by Okada et al. ͒ and ͑ 0, 1 2 ͒ , respectively. The viscosity coefficient in Refs. 4-9 and 13 can be viewed as a special case of ͑1.4͒. To our knowledge, there are few results about the Navier-Stokes-Poisson equations with density-dependent viscosity. The authors in Refs. 12 and 16 give some results about the case when the viscosity coefficient is a constant and the boundaries are fixed. For more results about Navier-Stokes-Poisson equations, please refer, for instance, to Refs. 1-3, 14, and 15 and references therein.
Our aim is to show the global existence of weak solution to the free boundary problem ͑1.1͒-͑1.3͒ with initial data 0 W 1,2n , inf
͓0,1͔
0 Ͼ 0, and u 0 L 2n , for some n N, satisfying ͑2n −1͒ / 2n Ͼ . In contrast to Ref. 5 the Sobolev exponent n in this paper is less ͓we just require ͑2n −1͒ / 2n Ͼ for some n N͔, and the examples of admissible viscosity coefficient include ͑͒ = for 0 Ͻ Ͻ 1 in Ref. 5 and ͑͒ = 0 Ͼ 0 for any Ն 0. Our ideas mainly come from Refs. 5 and 8.
To solve the free boundary value problem ͑1.1͒-͑1.3͒, it is convenient to convert the free boundaries to fixed boundaries by using Lagrangian coordinates. Let
Then the free boundaries x = a͑t͒ and x = b͑t͒ become y = 0 and y = ͐ a͑t͒ b͑t͒ ͑ , t͒d = ͐ a b 0 ͑͒d =1 by the conservation of mass and assuming ͐ a b 0 ͑͒d = 1 without loss of generality. Hence, in Lagrangian coordinates, the free boundary value problem ͑1.1͒-͑1.3͒ can be rewritten as follows:
with initial data
and the boundary conditions 
We use C and C͑T͒ to denote positive constants independent of T and depending on T, respectively, but they both may depend on ʈu 0 ʈ L 2n, ʈ 0 ʈ W 1,2n and other known constants.
The main result can be stated as follows. 
Moreover
hold for a.e. y ͑0,1͒ and ͓0,T͔ , and
for any C 0 ϱ ͑Q͒, where Q = ͕͑y , ͉͒0 Յ y Յ 1,0Յ Ͻ T͖. Remark 1.2: If in addition to the regularity assumptions about the initial data in Theorem 1.1, we suppose u 0 H 1 , then by the similar method as that in Ref. 5 we can easily get
With the stronger regularity of the solution above, if ͑ , u , ⌽͒ is a global weak solution to the fixed boundary value problem ͑1.5͒-͑1.7͒, then ͑ , u , ⌽ + h͑͒͒ is also a global weak solution to the problem ͑1.5͒-͑1.7͒. Therefore the uniqueness of the global weak solution referred above means in the sense of up to a function of with respect to ⌽. Remark 1.3: In fact, by the similar method as that in Ref. 9 we can get the global existence of weak solution ͑ , u , ⌽͒ to the fixed boundary value problem ͑1.5͒-͑1.7͒ for the case
where c 0 is a positive constant. But the initial assumptions are asked to be stronger than that in Theorem 1.1. For the details, please refer to Ref. 9 and references therein. The rest of this paper is organized as follows. In Sec. II, we obtain a priori estimates under the assumptions that the solution of ͑1.5͒-͑1.7͒ is classical. In Sec. III, we obtain the global existence of the classical solution of ͑1.5͒-͑1.7͒ with smooth initial data 0 C 1+␤ and u 0 C 2+␤ . Then using the compactness theorems of Sobolev space, we get the existence of global weak solution.
II. A PRIORI ESTIMATES
In this section, we will give some a priori estimates for ͑ , u , ⌽͒. Let ͑͑y , ͒ , u͑y , ͒ , ⌽͑y , ͒͒ be a classical solution of ͑1.5͒-͑1.7͒ and ͑y , ͒ Ͼ 0 for all ͑y , ͒ ͓0,1͔ ϫ ͓0,T͔, where T is an any positive constant.
Lemma 2.1: ͑Basic energy estimates͒ Under the conditions of Theorem 1.1, the following energy estimates hold:
and
͑2.2͒
Proof: Multiplying ͑1.5c͒ by −1 , integrating the resulting equation with respect to y over ͑0, y͒ and using the boundary conditions ͑1.7͒, we have
which implies
This shows that ͑2.1͒ holds. Next, we turn to prove ͑2.2͒. Multiplying ͑1.5a͒ by ␥−2 and ͑1.5b͒ by u, respectively, and summing them up, then integrating the resulting equation with respect to ͑y , ͒ over ͑0,1͒ ϫ ͑0,͒, using the boundary conditions ͑1.7͒, and integration by parts, we have
which implies by ͑2.4͒ and Cauchy's inequality
By ͑2.6͒ and Gronwall's inequality, we get ͑2.2͒ and the proof of Lemma 2.1 is completed. Lemma 2.2: For any ͑y , ͒ ͓0,1͔ ϫ ͓0,T͔ , we have ͑y,͒ Յ C͑T͒.
Proof: Denote
where ͑͒ is defined by ͑1.4͒. Then M : ͑0,ϱ͒ → ͑−ϱ , +ϱ͒ is a strictly increasing map. It follows from ͑1.5a͒ and ͑1.5b͒ that
Integrating ͑2.7͒ over ͓0, y͔ ϫ ͓0,͔ ʚ ͓0,1͔ ϫ ͓0,T͔, and using the boundary conditions ͑1.7͒, we have
which implies by Lemma 2.1 Proof: Multiplying ͑1.5b͒ by u 2n−1 , then integrating it with respect to y over ͑0,1͒, integrating by parts, and using the boundary conditions ͑1.7͒, we have 1 2n
Now we estimate the third term on the right hand side of ͑2.8͒ as follows.
We have by ͑1.4͒ and Lemma 2.2
Substituting ͑2.1͒ and ͑2.9͒ into ͑2.8͒, we have
Applying Gronwall's inequality to ͑2.10͒ and using ͑2.1͒, we obtain Proof: Integrating ͑2.7͒ from 0 to , we have
Multiplying ͑2.11͒ by ͑͑͒ −1 y ͒ 2n−1 and integrating the resulting equation with respect to y over ͑0,1͒, we obtain
͑2.12͒
Now we claim for any Ն 0, 2n␥ −2n ͑͒ Յ C͑T͒. In fact, when 0 Յ Ͻ 1, ͑͒ Ն c 0 , we have 2n␥
and when Ն 1, ͑͒ Ն c 0 , we have 2n␥ −2n ͑͒ Յ C͑T͒.
By Gronwall's inequality, we obtain from ͑2.12͒ that
This proves Lemma 2.4. Now we give the boundary estimates for the density function ͑y , ͒, which will frequently be used later. Proof: By ͑1.7͒, we have
Combining ͑1.5a͒, we have
Multiplying ͑2.13͒ by ͑ − ␥͒ −1 ͑͒ −␥ , we obtain
Integrating ͑2.14͒ with respect to over ͑0,͒, we get
By the similar discussion of Lemma 2.4, we obtain from ͑1.4͒ that ͑͒ Յ C͑T͒ for any Ն 0.
͑2.16͒
Substituting ͑2.16͒ into ͑2.15͒ and using 0 Ͻ Ͻ 1 Ͻ ␥, we have ͑h,͒ Ն C͑T͒ Ͼ 0 for any ͓0,T͔. 
͑͒u y 2 dyds
Here we have used ͑1.4͒, Lemma 2.1, and Lemma 2.4 with n =1. This proves Lemma 2.6.
The next lemma plays an important role to obtain the positive lower bound of the density function ͑y , ͒. Integrating the above equality with respect to over ͑0,͒, we have by Lemma 2.5 and Lemma 2.6 that
This proves Lemma 2.7. Base on the above lemma, we can obtain the positive lower bound of the density function ͑y , ͒. With this crucial estimate on the positive lower bound for the density function, we can study the other properties of the solution ͑ , u , ⌽͒. 
͑2.21͒
Proof: ͑2.20͒ is a consequence of Eq. ͑1.5a͒, Lemma 2.1, Lemma 2.2, and Lemma 2.8. Next, we turn to prove ͑2.21͒. From ͑2.3͒, we have
͑2.23͒
We have from ͑2.23͒, Lemma 2.2, Lemma 2.8, and ͑2.20͒ that
which implies ͑2.21͒. And we complete the proof of Lemma 2.9. 
III. PROOF OF THEOREM 1.1
In this section, we use C ͑T͒ to denote positive constant depending on T, ʈu 0 ʈ C 2+␤, ʈ 0 ʈ C 1+␤ and other known constants.
Before proving Theorem 1.1, we need the following lemmas. Lemma 3.1: Assume the initial data 0 C 1+␤ ͓͑0,1͔͒, u 0 C 2+␤ ͓͑0,1͔͒ for some 0 Ͻ ␤ Ͻ 1 . Then there exists a global classical solution ͑ , u , ⌽͒ to ͑1.6͒ and ͑1.7͒ such that for any T Ͼ 0,
where Q T = ͓0,1͔ ϫ ͓0,T͔.
We need the following estimates to prove Lemma 3.1.
Lemma 3.2: Under the conditions of Lemma 3.1, we have
Proof: Denote ͑͒ = ͑͒. Multiplying ͑1.5b͒ by u and integrating the resulting equation with respect to y over ͑0,1͒, we have
Integrating by parts and using boundary conditions ͑1.7͒, we have
Utilizing ͑1.5a͒ and ͑1.7͒, we get
which implies by Lemma 2.1
͑3.3͒
By Sobolev embedding theorem W 1,1 ͓͑0,1͔͒ L ϱ ͓͑0,1͔͒ and Lemma 2.2, Lemma 2.8, we have
Substituting ͑3.4͒ into ͑3.3͒ and using Lemma 2.4 with n = 1 and Lemma 2.8, we have 
͑3.7͒
It follows from Lemma 3.2 that
and by ͑3.4͒, Lemma 2.2, Lemma 2.8, and Lemma 3.2, we have
Substituting ͑3.8͒ and ͑3.9͒ into ͑3.7͒, we deduce
By Gronwall's inequality, we have 
Similarly, we obtain
By ͑2.3͒ and Lemma 2.2, Lemma 2.8, we have
It follows from ͑2.7͒ that
By Gronwall's inequality and ͑3.11͒-͑3.13͒, we get
Combining ͑3.11͒ and ͑3.15͒, we deduce
It follows from ͑3.11͒, ͑3.13͒, ͑3.16͒, and ͑1.5b͒ and Schauder theory of linear parabolic equations that ʈ͑u,u y ,u yy ,u ͒ʈ C ␣,␣/2 Յ C ͑T͒,
From above, we get ʈ͑, y , , y ͒ʈ C ␣,␣/2 + ʈ͑u,u y ,u yy ,u ͒ʈ C ␣,␣/2 + ʈ͑⌽,⌽ y ,⌽ yy ͒ʈ C ␣,␣/2 Յ C ͑T͒. The proof of Theorem 1.1 is completed.
