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The weight distribution of a family of p-ary cyclic codes
Long Yu, Hongwei Liu∗
School of Mathematics and Statistics, Central China Normal University,
Wuhan, Hubei 430079, China
Abstract
Let m, k be positive integers, p be an odd prime and pi be a primitive element of Fpm .
In this paper, we determine the weight distribution of a family of cyclic codes Ct over Fp,
whose duals have two zeros pi−t and −pi−t, where t satisfies t ≡ pk+12 pτ (mod p
m−1
2 ) for
some τ ∈ {0, 1, · · · ,m− 1}.
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1 Introduction
Let p be an odd prime and q be a power of p. An [n, k, d] linear code over the finite field
Fq is a k-dimensional subspace of F
n
q with minimum Hamming distance d. A linear code C
of length n is called cyclic if (c0, c1, · · · , cn−1) ∈ C implies that (cn−1, c0, · · · , cn−2) ∈ C. By
identifying a codeword (c0, c1, · · · , cn−1) ∈ C with the polynomial
c0 + c1X + · · ·+ cn−1Xn−1 ∈ Fq[X ]/(Xn − 1),
a cyclic code C of length n over Fq corresponds to an ideal of Fq[X ]/(Xn−1). The monic genera-
tor g(X) of this ideal is called the generator polynomial of C, which satisfies that g(X)|(Xn−1).
The polynomial h(X) = (Xn − 1)/g(X) is referred to as the parity-check polynomial of C [15].
Let Ai denote the number of codewords with Hamming weight i in a linear code C of length
n. The weight enumerator of C is defined by
A0 + A1X + A2X
2 + · · ·+ AnXn, where A0 = 1.
The sequence (A0, A1, · · · , An) is called the weight distribution of the code C. In general the
weight distribution of cyclic codes are difficult to be determined and they are known only for
a few special classes. There are some results on the weight distribution of cyclic codes whose
duals have two or more zeros( see [2, 3, 5, 6, 9, 12, 13, 16, 18–28]).
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Let Zm be the residue ring modulo integer m, Γi be the p-cyclotomic coset modulo p
m − 1
containing i, i.e.,
Γi = {i · pj (mod pm − 1) | j = 0, 1, · · · , m− 1},
where i ∈ Zpm−1. A subset {i1, i2, · · · , ir} of {0, 1, · · · , pm−2}, where r ≥ 1, is called a complete
set of representatives of all p-cyclotomic cosets modulo pm − 1 if Γi1 ,Γi2 , · · · ,Γir are pairwise
disjoin and
⋃r
k=1 Γik = {0, 1, · · · , pm − 2}.
Throughout this paper, we assume that m, k are positive integers, pi is a primitive element
of Fpm and ζp is a primitive p-th unity root. Let t be an integer such that (pi
t)p
i 6= −pit for all
i ∈ Zm. Let h1(x) and h2(x) be the minimal polynomials of pi−t and −pi−t over Fp, respectively.
In this paper, we let h(x) = h1(x)h2(x) and Ct be the cyclic code with parity-check polynomial
h(x). By the well-known Delsarte’s Theorem [1], cyclic code Ct can be expressed as
Ct =
{
c(a, b) =
(
Trm1 (api
ti + b(−pit)i))pm−2
i=0
| a, b ∈ Fpm
}
, (1.1)
where Trm1 (·) is the trace function from Fpm to Fp. In particular, in the case of t = 1, Vega
and Wolfmann in [19] have studied cyclic code C1. They constructed this class of cyclic codes
from the direct sum of two one-weight irreducible cyclic codes for odd m and proved that C1
has only two nonzero weights. In [14], Ma et al. further investigated cyclic code C1 for the case
of even m, and gave the weight distribution of the code C1.
The goal of this paper is to determine the weight distribution of a family of cyclic codes Ct
over Fp defined by (1.1) in the case of t ≡ pk+12 pτ (mod p
m−1
2
) for some τ ∈ Zm. By applying
the value distribution of the exponential sum
∑
x∈Fpm
ζ
Trm1 (αx
pk+1)
p , α ∈ Fpm , which is given in
[4, 7, 10], we obtain the value distribution of the exponential sum
∑
u∈F∗p
∑
x∈Fpm
(ζ
uTrm1 ((a+b)x
pk+1)
p +
ζ
uTrm1 ((a−b)x
pk+1)
p ), a, b ∈ Fpm. Based on these results, we characterize the weight distribution
of the code Ct defined by (1.1).
This paper is organized as follows. Section 2 gives some basic definitions and results over
finite fields. In Section 3, we determine the weight distribution of a family of cyclic codes Ct
defined by (1.1) over Fp.
2 Preliminaries
Let Fq be a finite field and F
∗
q = Fq \ {0}, where q is a power of an odd prime p. In the
following, we give a brief introduction to the theory of quadratic forms over finite fields, which
is needed to calculate the weight distribution of the cyclic codes in the next section. Quadratic
forms have been well studied ([10]), and they have many applications in sequence design and
coding theory.
Definition 2.1. Let {ω1, ω2, · · · , ωs} be a basis for Fqs over Fq and x =
∑s
i=1 xiωi, where
xi ∈ Fq. A function f(x) from Fqs to Fq is called quadratic form if it can be represented as
f(x) = f(
s∑
i=1
xiωi) =
∑
1≤i≤j≤s
aijxixj , aij ∈ Fq.
2
The rank of the quadratic form f(x) is defined as the codimension of the Fq-vector space
V = {x ∈ Fqs | f(x+ z)− f(x)− f(z) = 0, for all z ∈ Fqs},
denotes by rank (f). Then |V | = qs−rank(f).
For a quadratic form f(x) with s variables over Fq, there exists a symmetric matrix A of
order s over Fq such that f(x) = XAX
′, where X = (x1, x2, · · · , xs) ∈ Fsq and X ′ denotes
the transpose of X . It is known that there exists a nonsingular matrix T over Fq such that
TAT ′ is a diagonal matrix [10]. Making a nonsingular linear substitution X = ZT with
Z = (z1, z2, · · · , zs) ∈ Fsq, we have
f(x) = Z(TAT ′)Z ′ =
r∑
i=1
aiz
2
i , ai ∈ F∗q ,
where r is the rank of f(x).
Let v2(j) denote the 2-adic valuation of integer j (i.e., the maximal power of 2 dividing j).
We denote the quadratic character of Fpm by
ηm(x) =
{
0, if x = 0;
x
pm−1
2 , if x ∈ F∗pm .
Lemma 2.2. [4, 7] Let k, m be positive integers. Then
gcd(pk + 1, pm − 1) =
{
pgcd(k,m) + 1, if v2(m) > v2(k);
2, otherwise.
The following lemma could be found in [4, 7, 10].
Lemma 2.3. [4, 7, 10] Let Tα(x) =
∑
x∈Fpm
ζ
Trm1 (αx
pk+1)
p , where k is a positive integer. Then for
any α ∈ Fpm,
• if v2(k) ≥ v2(m), then
Tα(x) =


ηm(α)(−1)m−1pm2 , if p ≡ 1 (mod 4);
ηm(α)(
√−1)m(−1)m−1pm2 , if p ≡ 3 (mod 4).
• if v2(k) + 1 = v2(m), then
Tα(x) =


p
m
2
+d, p
m−1
pd+1
times;
−pm2 , pd(pm−1)
pd+1
times;
pm, 1 time.
• if v2(k) + 1 < v2(m), then
Tα(x) =


−pm2 +d, pm−1
pd+1
times;
p
m
2 , p
d(pm−1)
pd+1
times;
pm, 1 time.
3
3 The weight distribution of the code Ct
In this section, we let n = pm − 1. For a given positive divisor l of m, the trace function
from Fpm to Fpl is defined by Tr
m
l (x) =
∑m
l
−1
i=0 x
pli, where x ∈ Fpm. Let SQ denote the set of
square elements in F∗pm, SQp denote the set of square elements in F
∗
p and let up be a primitive
element in Fp. In the following, we compute the weight of the codeword c(a, b) ∈ Ct defined by
(1.1).
wt(c(a, b)) = #{0 ≤ i ≤ pm − 2 : ci 6= 0}
= n− 1
p
pm−2∑
i=0
∑
u∈Fp
ζuTr
m
1 (api
ti+b(−pit)i)
p
= n− 1
p
∑
u∈Fp
pm−3
2∑
i=0
(
ζuTr
m
1 (api
2ti+b(−pit)2i)
p + ζ
uTrm1 (api
(2i+1)t+b(−pit)(2i+1))
p
)
= n− 1
p
∑
u∈Fp
∑
x∈SQ
(
ζuTr
m
1 (ax
t+bxt)
p + ζ
uTrm1 (a(pix)
t−b(pix)t)
p
)
= n− 1
2p
∑
u∈Fp
∑
x∈F∗
pm
(
ζuTr
m
1 (ax
2t+bx2t)
p + ζ
uTrm1 (api
tx2t−bpitx2t)
p
)
= pm − pm−1 − 1
2p
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2t)
p + ζ
uTrm1 ((a−b)pi
tx2t)
p
)
. (3.1)
Therefore, we have the following lemma.
Lemma 3.1. With the notations given above. If t, e ∈ Zpm−1 are two positive integers such
that t ≡ epτ (mod pm−1
2
) for some τ ∈ Zm, then the cyclic codes Ct and Ce defined by (1.1) have
the same weight distribution.
Proof. By (3.1), we have that the weight distribution of Ct and Ce are respectively determined
by the value distribution of
∆t =
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2t)
p + ζ
uTrm1 ((a−b)pi
tx2t)
p
)
and
∆e =
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2e)
p + ζ
uTrm1 ((a−b)pi
ex2e)
p
)
.
Let e ≡ rpm−τ (mod pm−1), then the integers t and r satisfy t ≡ r (mod pm−1
2
), i.e. t = r+l p
m−1
2
for some integer l. Hence
∆t =
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2t)
p + ζ
uTrm1 ((a−b)pi
tx2t)
p
)
=
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2r+l(pm−1))
p + ζ
uTrm1 ((a−b)pi
r+l
pm−1
2 x2r+l(p
m
−1))
p
)
4
=
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2r)
p + ζ
upi
l
pm−1
2 Trm1 ((a−b)pi
rx2r)
p
)
=
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2r)
p + ζ
uTrm1 ((a−b)pi
rx2r)
p
)
= ∆r
where the fourth identity is obtained by upil
pm−1
2 = ±u. As we know, {∆r | a, b ∈ Fpm} = {∆e |
a, b ∈ Fpm}, since e ≡ rpm−τ (mod pm − 1). Therefore, the multi-sets {∆t | a, b ∈ Fpm} and
{∆e | a, b ∈ Fpm} have the same value distribution. ✷
In this section, we study the weight distribution of cyclic codes Ct in the case of t ≡
pk+1
2
pτ (mod p
m−1
2
) for some τ ∈ Zm. By Lemma 3.1, we have that the codes Ct and C pk+1
2
have
the same weight distribution. In order to determine the weight distribution of the code Ct, we
just need to obtain the weight distribution of the code C pk+1
2
. In the following, we calculate the
weight distribution of cyclic code C pk+1
2
. By (1.1), we have
C pk+1
2
=
{
c(a, b) =
(
Trm1 (api
i
pk+1
2 + b(−pi p
k+1
2 )i)
)pm−2
i=0
| a, b ∈ Fpm
}
, (3.2)
whose dual has two zeros pi−
pk+1
2 and −pi p
k+1
2 , where k satisfies pi
pk+1
2
pi 6= −pi p
k+1
2 for all i ∈ Zm.
Let h1(x) and h2(x) be the minimal polynomials of pi
−
pk+1
2 and −pi− p
k+1
2 over Fp, respectively.
Then we have the following lemma.
Lemma 3.2. With the notations given above. The degree of h1(x) and h2(x) are both m.
Proof. In order to calculate the degree of h1(x), we need to compute the size of Γ pk+1
2
. Let
the size of Γ pk+1
2
be l. Note that p
k+1
2
pm ≡ pk+1
2
(mod pm − 1), then we get that l | m. On the
other hand, we have
pk + 1
2
pl ≡ p
k + 1
2
(mod pm − 1),
which implies that
2(pm − 1) | (pk + 1)(pl − 1). (3.3)
Case I, when v2(k) ≥ v2(m): By Lemma 2.2, we have gcd(pk + 1, pm − 1) = 2 . From (3.3),
we get m | l. Since l | m, hence, m = l.
Case II, when v2(k) < v2(m): In this case, we obtain that gcd(p
k + 1, pm − 1) = pd + 1 by
Lemma 2.2. From (3.3), we have 2p
m−1
pd+1
| (pl − 1). Since v2(k) < v2(m), then p2d − 1 | pm − 1,
which implies that pd−1 | 2pm−1
pd+1
. This shows that pd−1 | pl−1, i.e., d | l. Let l = hd, m = sd,
where h | s since l | m. From (3.3), we have
2(psd − 1) | (pd + 1)(phd − 1),
which implies that h = s. Then l = m.
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Similarly, we also get that the degree of h2(x) is m. ✷
From (3.1), the weight of c(a, b) ∈ C pk+1
2
can be expressed as
wt(c(a, b)) = pm − pm−1 − 1
2p
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
pk+1)
p + ζ
uTrm1 ((a−b)pi
pk+1
2 xp
k+1)
p
)
. (3.4)
3.1 The weight distribution of Cpk+1
2
for v2(m) > v2(k)
In this subsection, we always assume that v2(m) > v2(k), i.e., s =
m
d
is even, where d =
gcd(m, k). Following the above notations, we let
T (a, b) =
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
pk+1)
p + ζ
uTrm1 ((a−b)pi
pk+1
2 xp
k+1)
p
)
. (3.5)
From (3.4), the weight distribution of cyclic code C pk+1
2
is completely determined by the value
distribution of T (a, b). To calculate the value distribution of T (a, b), we need a series of lemmas.
Before introducing them, we define
Rα(x) =
∑
u∈F∗p
∑
x∈Fpm
ζuTr
m
1 (αx
pk+1)
p , α ∈ Fpm .
Lemma 3.3. With the notations given above, we have
Rα(x) = (p− 1)
∑
x∈Fpm
ζTr
m
1 (αx
pk+1)
p . (3.6)
Proof. Note that v2(m) > v2(k), then m is even and
k
d
is odd. Hence, up = pi
pm−1
p−1 = pip
m−1+···+1
is a square element in Fpm, i.e., up ∈ SQ. Since kd is odd and
u
pk+1
2
p = u
pk−1
2
+1
p = upu
pd−1
2
(p(
k
d
−1)d+···+1)
p = up(u
p−1
2
p )
(pd−1+···+1)(p(
k
d
−1)d+···+1),
we have that u
pk+1
2
p = −up for odd d, and u
pk+1
2
p = up for even d, i.e., u
pk+1
2
p = (−1)dup. Using
up ∈ SQ, we have
Rα(x) =
∑
u∈F∗p
∑
x∈Fpm
ζuTr
m
1 (αx
pk+1)
p
=
∑
u∈SQp
∑
x∈Fpm
(
ζTr
m
1 (α(u
1
2 x)p
k+1)
p + ζ
upTrm1 (α(u
1
2 x)p
k+1)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 (αx
pk+1)
p + ζ
upTrm1 (αx
pk+1)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 (αx
pk+1)
p + ζ
Trm1 ((−1)
dα(u
1
2
p x)
pk+1)
p
)
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=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 (αx
pk+1)
p + ζ
Trm1 ((−1)
dαxp
k+1)
p
)
=


(p− 1) ∑
x∈Fpm
ζ
Trm1 (αx
pk+1)
p , if d is even;
p−1
2
∑
x∈Fpm
(
ζ
Trm1 (αx
pk+1)
p + ζ
Trm1 (−αx
pk+1)
p
)
, if d is odd.
(3.7)
Since v2(m) > v2(k), by Lemma 2.2, we have
gcd(pk + 1, pm − 1) = pd + 1.
Note that m = sd is even, then 2(pd + 1) | pm − 1. Hence, we have
(pi
pm−1
2(pd+1) )p
k+1 = (pi
pm−1
2 )
pk+1
pd+1 = (−1)
pk+1
pd+1 .
Since k
d
is odd, then p
k+1
pd+1
= p(
k
d
−1)d − p(kd−2)d + p(kd−3)d − · · · − p+ 1 is odd, which implies that
(pi
pm−1
2(pd+1) )p
k+1 = −1. Therefore, we have
∑
x∈Fpm
ζTr
m
1 (αx
pk+1)
p =
∑
x∈Fpm
ζTr
m
1 (α(pi
pm−1
2(pd+1) x)p
k+1)
p =
∑
x∈Fpm
ζTr
m
1 (−αx
pk+1)
p .
By (3.7), we obtain
Rα(x) = (p− 1)
∑
x∈Fpm
ζTr
m
1 (αx
pk+1)
p .
✷
Applying Lemmas 2.3 and 3.3, we have the following result.
Lemma 3.4. With the notations given above.
• If v2(k) + 1 = v2(m), then
Rα(x) =


(p− 1)pm, 1 time;
−(p− 1)pm2 , pd(pm−1)
pd+1
times;
(p− 1)pm2 +d, pm−1
pd+1
times.
• If v2(k) + 1 < v2(m), then
Rα(x) =


(p− 1)pm, 1 time;
(p− 1)pm2 , pd(pm−1)
pd+1
times;
−(p− 1)pm2 +d, pm−1
pd+1
times.
Lemma 3.5. With the notations given above. Suppose (a, b) runs through F2pm,
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• if v2(k) + 1 = v2(m), then T (a, b) takes on only the values from set of
{2(p−1)pm, (p−1)(pm+pm2 +d), (p−1)(pm−pm2 ), (p−1)(pm2 +d−pm2 ), 2(p−1)pm2 +d,−2(p−1)pm2 }.
• if v2(k) + 1 < v2(m), then T (a, b) takes on only the values from set of
{2(p−1)pm, (p−1)(pm−pm2 +d), (p−1)(pm+pm2 ), (p−1)(pm2 −pm2 +d),−2(p−1)pm2 +d, 2(p−1)pm2 }.
Proof. By (3.5) and (3.6), we have
T (a, b) = Ra+b(x) +R
(a−b)pi
pk+1
2
(x).
We first discuss the value of T (a, b) in the case of v2(k) + 1 = v2(m).
Case I, when a = b = 0: It is easy to check that T (a, b) = 2(p− 1)pm.
Case II, when a = b 6= 0 or a = −b 6= 0: We first discuss the case of a = b 6= 0, since the other
case can be discussed by a similar way. By Lemma 3.4, we have Ra+b(x) ∈ {(p−1)pm2 +d,−(p−
1)p
m
2 }, and R
(a−b)pi
pk+1
2
(x) = (p−1)pm. Hence, T (a, b) ∈ {(p−1)(pm+pm2 +d), (p−1)(pm−pm2 )}.
Similarly, we get T (a, b) ∈ {(p− 1)(pm + pm2 +d), (p− 1)(pm − pm2 )} in the case of a = −b 6= 0.
Case III, when a 6= b, a 6= −b: By Lemma 3.4, we have Ra+b(x) ∈ {(p−1)pm2 +d,−(p−1)pm2 }
and R
(a−b)pi
pk+1
2
(x) ∈ {(p − 1)pm2 +d,−(p− 1)pm2 }. Therefore, T (a, b) ∈ {2(p− 1)pm2 +d,−2(p −
1)p
m
2 , (p− 1)(pm2 +d − pm2 )}.
The case of v2(k) + 1 < v2(m) can be discussed by a similar way as the case of v2(k) + 1 =
v2(m). This completes the proof. ✷
With above preparation we can determine the value distribution of the exponential sum
T (a, b) defined by (3.5).
Theorem 3.6. With the notations given above. Suppose (a, b) runs through F2pm,
• if v2(k) + 1 = v2(m), then the value distribution of T (a, b) is given as follows.

2(p− 1)pm, 1 time;
(p− 1)(pm + pm2 +d), 2pm−1
pd+1
times;
(p− 1)(pm − pm2 ), 2pd(pm−1)
pd+1
times;
(p− 1)(pm2 +d − pm2 ), 2pd(pm−1
pd+1
)2times;
2(p− 1)pm2 +d, (pm−1
pd+1
)2times;
−2(p− 1)pm2 , p2d(pm−1
pd+1
)2times.
• if v2(k) + 1 < v2(m), then the value distribution of T (a, b) is given as follows.

2(p− 1)pm, 1 time;
(p− 1)(pm − pm2 +d), 2pm−1
pd+1
times;
(p− 1)(pm + pm2 ), 2pd(pm−1)
pd+1
times;
(p− 1)(pm2 − pm2 +d), 2pd(pm−1
pd+1
)2times;
−2(p− 1)pm2 +d, (pm−1
pd+1
)2times;
2(p− 1)pm2 , p2d(pm−1
pd+1
)2times.
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Proof. We only discuss the case of v2(k) + 1 = v2(m), since the other case can be discussed
by a similar way. To determine the value distribution of T (a, b), we define
N1 = #{a, b ∈ Fpm | T (a, b) = (p−1)(pm+pm2 +d)}, N2 = #{a, b ∈ Fpm | T (a, b) = (p−1)(pm−pm2 )},
N3 = #{a, b ∈ Fpm | T (a, b) = (p−1)(pm2 +d−pm2 )}, N4 = #{a, b ∈ Fpm | T (a, b) = 2(p−1)pm2 +d},
N5 = #{a, b ∈ Fpm | T (a, b) = −2(p− 1)pm2 }.
It is easy to check that the value 2(p − 1)pm happens only once. Note that the value (p −
1)(pm + p
m
2
+d) occurs only if Ra+b(x) = (p− 1)pm, R
(a−b)pi
pk+1
2
(x) = (p− 1)pm2 +d or Ra+b(x) =
(p−1)pm2 +d, R
(a−b)pi
pk+1
2
(x) = (p−1)pm. By Lemma 3.4, ifRa+b(x) = (p−1)pm, R
(a+b)pi
pk+1
2
(x) =
(p−1)pm2 +d, then we have that the number of (a, b) ∈ F2pm is p
m−1
pd+1
. By Lemma 3.4, if Ra+b(x) =
(p − 1)pm2 +d, R
(a−b)pi
pk+1
2
(x) = (p − 1)pm, we get that the number of (a, b) ∈ F2pm is p
m−1
pd+1
.
Therefore, we have N1 = 2
pm−1
pd+1
. Similarly, we obtain that N2 = 2
pd(pm−1)
pd+1
. On the other hand,
we have
N3 = #{a, b ∈ Fpm | T (a, b) = Ra+b(x) +R
(a−b)pi
pk+1
2
(x) = (p− 1)(pm2 +d − pm2 )}
= #{u, v ∈ Fpm | Ru(x) +Rv(x) = (p− 1)(pm2 +d − pm2 )}
= #{u, v ∈ Fpm | Ru(x) = (p− 1)pm2 +d, Rv(x) = −(p− 1)pm2 }
+#{u, v ∈ Fpm | Rv(x) = (p− 1)pm2 +d, Ru(x) = −(p− 1)pm2 }.
By Lemma 3.4, we obtain N3 = 2p
d(p
m−1
pd+1
)2. Similarly, we get
N4 = (
pm − 1
pd + 1
)2, N5 = p
2d(
pm − 1
pd + 1
)2.
This finishes the proof. ✷
Table 1: for the case of v2(k) + 1 = v2(m)
Weight Frequency
0 1
p−1
2
(pm−1 − pm2 +d−1) 2pm−1
pd+1
p−1
2
(pm−1 + p
m
2
−1) 2p
d(pm−1)
pd+1
p−1
2
(2pm−1 − pm2 +d−1 + pm2 −1) 2pd(pm−1
pd+1
)2
(p− 1)(pm−1 − pm2 +d−1) (pm−1
pd+1
)2
(p− 1)(pm−1 + pm2 −1) p2d(pm−1
pd+1
)2
Theorem 3.7. With the notations given above.
• If v2(k)+1 = v2(m), then C pk+1
2
is a cyclic code over Fp with parameters [p
m−1, 2m, p−1
2
(pm−1−
p
m
2
+d−1)] and the weight distribution of C pk+1
2
is given in Table 1.
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• If v2(k)+1 < v2(m), then C pk+1
2
is a cyclic code over Fp with parameters [p
m−1, 2m, p−1
2
(pm−1−
p
m
2
−1)] and the weight distribution of C pk+1
2
is given in Table 2.
Table 2: for the case of v2(k) + 1 < v2(m)
Weight Frequency
0 1
p−1
2
(pm−1 + p
m
2
+d−1) 2p
m−1
pd+1
p−1
2
(pm−1 − pm2 −1) 2pd(pm−1)
pd+1
p−1
2
(2pm−1 + p
m
2
+d−1 − pm2 −1) 2pd(pm−1
pd+1
)2
(p− 1)(pm−1 + pm2 +d−1) (pm−1
pd+1
)2
(p− 1)(pm−1 − pm2 −1) p2d(pm−1
pd+1
)2
Proof. Combining Theorem 3.6, Lemma 3.2 and (3.4), we finish the proof. ✷
3.2 The weight distribution of Cpk+1
2
for v2(m) ≤ v2(k)
In this subsection, we always assume that v2(m) ≤ v2(k), i.e., s = md is odd, where d =
gcd(m, k).
Lemma 3.8. With the notations given above, the codes C1 and C pk+1
2
have the same weight
distribution.
Proof. By (3.1), we have that the weight distribution of C1 and C pk+1
2
are respectively deter-
mined by the value distribution of
∆1 =
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2)
p + ζ
uTrm1 ((a−b)pix
2)
p
)
and
∆ pk+1
2
=
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
pk+1)
p + ζ
uTrm1 ((a−b)pi
pk+1
2 xp
k+1)
p
)
.
Since v2(k) ≥ v2(m), by Lemma 2.2, we have gcd(pm − 1, pk + 1) = 2, which implies that
{xpk+1 | x ∈ Fpm} = {x2 | x ∈ Fpm}. Hence
∆ pk+1
2
=
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
pk+1)
p + ζ
uTrm1 ((a−b)pi
pk+1
2 xp
k+1)
p
)
=
∑
u∈F∗p
∑
x∈Fpm
(
ζuTr
m
1 ((a+b)x
2)
p + ζ
uTrm1 ((a−b)pi
pk+1
2 x2)
p
)
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=

∑
u∈F∗p
∑
x∈Fpm
(
ζ
uTrm1 ((a+b)x
2)
p + ζ
uTrm1 ((a−b)x
2)
p
)
, if pk ≡ 3 (mod 4),
∑
u∈F∗p
∑
x∈Fpm
(
ζ
uTrm1 ((a+b)x
2)
p + ζ
uTrm1 ((a−b)pix
2)
p
)
, if pk ≡ 1 (mod 4).
If pk ≡ 1 (mod 4), then ∆1 = ∆ pk+1
2
. On the other hand, if pk ≡ 3 (mod 4), then k is odd.
Since s is odd, then m is odd, which implies that up is a nonsquare element in Fpm . In the
following, we only need to prove that∑
u∈F∗p
∑
x∈Fpm
ζuTr
m
1 ((a−b)x
2)
p =
∑
u∈F∗p
∑
x∈Fpm
ζuTr
m
1 ((a−b)pix
2)
p .
On the other hand, we have that∑
u∈F∗p
∑
x∈Fpm
ζuTr
m
1 ((a−b)x
2)
p
=
∑
u∈SQp
∑
x∈Fpm
(
ζTr
m
1 ((a−b)(u
1
2 x)2)
p + ζ
Trm1 (up(a−b)(u
1
2 x)2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)x
2)
p + ζ
Trm1 (up(a−b)x
2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)x
2)
p + ζ
Trm1 (pi
pm−1
p−1 (a−b)x2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)x
2)
p + ζ
Trm1 ((a−b)pi(pi
pm−1+pm−2+···+p
2 x)2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)x
2)
p + ζ
Trm1 ((a−b)pix
2)
p
)
, (3.8)
and ∑
u∈F∗p
∑
x∈Fpm
ζuTr
m
1 ((a−b)pix
2)
p
=
∑
u∈SQp
∑
x∈Fpm
(
ζTr
m
1 ((a−b)pi(u
1
2 x)2)
p + ζ
Trm1 (up(a−b)pi(u
1
2 x)2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)pix
2)
p + ζ
Trm1 (up(a−b)pix
2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)pix
2)
p + ζ
Trm1 (pi
pm−1
p−1 +1(a−b)x2)
p
)
=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)pix
2)
p + ζ
Trm1 ((a−b)(pi
pm−1+pm−2+···+p+2
2 x)2)
p
)
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=
p− 1
2
∑
x∈Fpm
(
ζTr
m
1 ((a−b)pix
2)
p + ζ
Trm1 ((a−b)x
2)
p
)
. (3.9)
By comparing (3.8) and (3.9), we finish the proof. ✷
By Lemma 3.8, the weight distribution of the code C pk+1
2
is the same as the code C1. As we
know, the weight distribution of the code C1 has been studied in [14]( see Theorems 5,6 ).
Lemma 3.9. [14] With the notations given above.
• If v2(m) = 0, then C1 is a cyclic code over Fp with parameters [pm − 1, 2m, p−12 pm−1] and
the weight distribution of C pk+1
2
is given in Table 3.
• If 1 ≤ v2(m) ≤ v2(k), then C1 is a cyclic code over Fp with parameters [pm−1, 2m, p−12 (pm−1−
p
m
2
−1)] and the weight distribution of C pk+1
2
is given in Table 4.
Table 3: for the case of v2(m) = 0
Weight Frequency
0 1
p−1
2
pm−1 2(pm − 1)
(p− 1)pm−1 p2m − 2pm + 1
Table 4: for the case of 1 ≤ v2(m) ≤ v2(k)
Weight Frequency
0 1
(p− 1)pm−1 (pm−1)2
2
(p− 1)(pm−1 + pm2 −1) (pm−1)2
4
(p− 1)(pm−1 − pm2 −1) (pm−1)2
4
p−1
2
(pm−1 + p
m
2
−1) pm − 1
p−1
2
(pm−1 − pm2 −1) pm − 1
Applying Lemmas 3.8 and 3.9, we have the following theorem.
Theorem 3.10. With the notations given above.
• If v2(m) = 0, then C pk+1
2
is a cyclic code over Fp with parameters [p
m − 1, 2m, p−1
2
pm−1]
and the weight distribution of C pk+1
2
is given in Table 3.
• If 1 ≤ v2(m) ≤ v2(k), then Cpk+1
2
is a cyclic code over Fp with parameters [p
m −
1, 2m, p−1
2
(pm−1 − pm2 −1)] and the weight distribution of C pk+1
2
is given in Table 4.
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3.3 The weight distribution of the code Ct
Combining Lemma 3.1, Theorems 3.7 and 3.10, we have the following main result in this
paper.
Theorem 3.11. With the notations given above. Let t ∈ Zpm−1 be a positive integer such that
t ≡ pk+1
2
pτ (mod p
m−1
2
) for some τ ∈ Zm, where k satisfies pi p
k+1
2
pi 6= −pi p
k+1
2 for all i ∈ Zm.
• If v2(k)+1 = v2(m), then Ct is a cyclic code over Fp with parameters [pm−1, 2m, p−12 (pm−1−
p
m
2
+d−1)] and the weight distribution of Ct is given by Table 1.
• If v2(k)+1 < v2(m), then Ct is a cyclic code over Fp with parameters [pm−1, 2m, p−12 (pm−1−
p
m
2
−1)] and the weight distribution of Ct is given by Table 2.
• If v2(m) = 0, then Ct is a cyclic code over Fp with parameters [pm − 1, 2m, p−12 pm−1] and
the weight distribution of Ct is given by Table 3.
• If 1 ≤ v2(m) ≤ v2(k), then Ct is a cyclic code over Fp with parameters [pm−1, 2m, p−12 (pm−1−
p
m
2
−1)] and the weight distribution of Ct is given by Table 4.
In the following, we give two examples to verify our main results in Theorem 3.11.
Example 3.12. Let p = 3, m = 6, k = 1. If t ≡ 2pτ (mod 364) for some τ ∈ Z6, then the
code Ct is a [728, 12, 216] cyclic code over F3 with weight enumerator
1 + 364X216 + 1092X252 + 33124X432 + 198744X468 + 298116X504,
which confirms the weight distribution in Table 1.
Example 3.13. Let p = 3, m = 4, k = 1. If t ≡ 2pτ (mod 40) for some τ ∈ Z4, then the code
Ct is a [80, 8, 24] cyclic code over F3 with weight enumerator
1 + 120X24 + 40X36 + 3600X48 + 2400X60 + 400X72,
which confirms the weight distribution in Table 2.
Example 3.14. Let p = 5, m = 3, k = 1. If t ≡ 3pτ (mod 62) for some τ ∈ Z3, then the code
Ct is a [124, 6, 50] cyclic code over F5 with weight enumerator
1 + 248X50 + 15376X100,
which confirms the weight distribution in Table 3.
Example 3.15. Let p = 3, m = 6, k = 2. If t ≡ 5pτ (mod 364) for some τ ∈ Z6, then the
code Ct is a [728, 12, 234] cyclic code over F3 with weight enumerator
1 + 728X234 + 728X252 + 132496X468 + 264992X486 + 132496X504,
which confirms the weight distribution in Table 4.
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