INTRODUCTION
Studies of the long time behavior of solutions to nonlinear partial differential équations (pde 's) have dramatically mcreased in the last ten years One of the goal of these researches was to establish connections between mfinite dimensional dynamical Systems generated by p d e 's and finite dimensional ones This has led to introducé new (with respect to the classical pde theory) concepts such as attractors, global Lyapunov exponents, determimng modes, and very recently that of mertial mamfolds (Foias, Sell and Temam [3] ) Attractors and ïnertial mamfolds are invariant under time-evolution, they represent the long time behavior However the speed of convergence of trajectories towards an attractor can be very small, allowing complex transients and « simple » attractors The mertial mamfolds do not have this disadvantage these sets which are obtained as graphs of Lipschitz mappings defmed on an M-dimensional space, attract exponentially the trajectories It follows that the infinité dimensional dynamical system under considération is reduced to M ordinary differential équations As it is known, attractors are very sensitive to perturbations (see e g the introduction of J Hale [6] ) On the contrary, mertial mamfolds are robust (see the paper by Luskin and Sell [4] Denotmg by P 1 the projection on the first factor and assuming that M is invariant by (0 1), we see that if u(0) e M then u = p + 4>(p) where
Investigations on the qualitative behavior of solutions to nonlmear (évolution) p d e 's are mainly computational Hence Systems hke (0 1) are time-discretized and replaced by itérations, for example
where T > 0 represents the time step and Now (0 4) is a discrete, fmite dimensional dynamical system well suited for numerical investigations The mam goal was to represent accurately the long time behavior of solutions to (0 1) Provided Jl and ^T are close, the long time behavior (ie as n -* + oo) of (0 4) will indeed represents that of (0 1) One of our results (Theorem 3 1) will answer positively this question At this point, we notice that approximating (0 1) by (0 3) on large time intervals is not an easy task Indeed, recall that classical error estimâtes (even in the ode case) are of the form
where |x is the order of the method, but the constant C grows exponentially with TV and therefore this estimate vanishes as N -> oo Moreover, in Systems of mterests, (0 1) présents sensitivity to initial conditions and then it is expected that the previous error estimate is sharp
Our applications (for which we refer to [1] ) include complex amplitude équations and strongly dissipative perturbations of the Korteweg-de Vries équation. Other applications will be reported elsewhere.
THE FUNCTIONAL SETTING, THE CONTINUOUS CASE
The continuous dynamical Systems we consider are associated with évolution équations of the following typê As ît is well known, under these hypotheses, the Cauchy problem (1 1 We notice that if M = M (<t>), 4> e «F*, satisfies (1.4) then 5(0 Ji = M', V* e M. Moreover, the évolution on M is given by 5$, i.e.
S(t)(P + <!>(?)) = ^<i>(0 P + 4>(S*(t)p)-
Then the invariance of M -M{$) can also be expressed by the fact that <J > is a fixed point of "6 : T5<| > = <| >.
Due to (1.6), we have (see [1] and [2] for the details) the following properties : 
Comments :
(i) The method of construction of an inertial manifold we have briefly mentioned is known as the Lyapunov-Perron method and has been introduced in [3] . Other methods are available (see the review by Luskin and Sell [4] in this volume).
(ii) At first sight, the hypothesis (1.2) seems very restrictive. However, besides the fact that some équations with saturable nonlinearity ([1]) satisfy (1.2), many nonlinear p.d.e.'s can be reformulated using a truncation method in order that their nonlinear part satisfy (1.2). See for that purpose the book by Temam [5] and the références therein.
(iii) We notice that équation (1.1) is not necessarily dissipative (in the sensé of existence of bounded absorbing sets) and applications of interests include cases where (1.1) possesses unbounded solutions (as t -> + oo), see [1] 
T + C(u n + l + u n + m )/2 = 0, where T > 0 is the time-step. When C = 0, (2.1) is a standard semi-implicit scheme, while (2.1 ) 2 can be seen as a leap frog scheme. Hence (2.1) is a fractional-step method.
For the sake of convenience in the notations we introducé the two linear and bounded operators on H : 2) and set
R(T)=U(T)R(T),
Therefore (2.1) can also be written as S" M ^M , (2.6) and attracts exponentially all its solutions :
We are going to construct such a manifold as the graph of a function e <Fi for some f s= 0, and then (2.1) reads on M = Jl { §) :
/>" + 1 = S;/>", n^O (2.8) where S$ is the Lipschitz continuous map on PH defined as follows the discrete infinité dimensional system (2.
Sip = R(T)(p -tPF{p + <|>(p))

1) possesses an inertial manifold Jt^ which is the graph of a Lipschitz function from P N H into
The proof of this result is similar to that of Theorem 1.1. One introduces the mapping T5 T on & w : P = P Aw , Q = I -P,
And one checks easily that thanks to (1.6) and (2.10) the mapping S£ is invertible, and (2.11) makes sense. Then, one shows that 1S T mapŝ * 1/4 into itself and is contracting :
||-6 T 4>-T5 T *|| aSS (7/10)||<t>-^|| a , V4>,^e^1 /4 . (2.12)
It follows that TS T possesses a unique fixed point <| > T and one proves that T) is the desired manifold.
CONVERGENCE OF THE INERTIAL MANIFOLDS
Given iV satisfying (1.6), we know according to Theorem 1.1 that (1.1) has an inertial manifold M = Ji (<$>) which is a graph over P AN H. 
The proof of Theorem 3.1 is divided in two steps ; the first one consists in the error estimate between the finite dimensional parts, the second gives an estimate of the error of the infinité dimensional ones.
To deal with the first goal, we are given <( > G 3F%, and consider the two following dynamical Systems
3)
where P = P Ajv , TV satisfying (1.6). We do not assume for the moment that <) > is the graph of an inertial manifold. Since (3.2) is a standard o.d.e., we know from classical results on one-step methods that the error e n = p(nr) -p n , n G 3£ tends to zero with T. More precisely we have the following estimate The details of the proof are given in [1] , Let us remark that even in the linear case, the error estimate is not better than the previous one.
To deal with the infinité dimensional part, we evaluate in f act the norm of the différence T> T <}> -lS<t>, for a given <& in !Fi ; 
