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Abstract
In analogy to complex function theory we introduce a Szego¨ metric
in the context of hypercomplex function theory dealing with functions
that take values in a Clifford algebra. In particular, we are dealing with
Clifford algebra valued functions that are annihilated by the Euclidean
Dirac operator in Rm+1. These are often called monogenic functions. As
a consequence of the isometry between two Hardy spaces of monogenic
functions on domains that are related to each other by a conformal map,
the generalized Szego¨ metric turns out to have a pseudo-invariance under
Mo¨bius transformations. This property is crucially applied to show that
the curvature of this metric is always negative on bounded domains. Fur-
thermore, it allows us to establish that this metric is complete on bounded
domains.
1 Introduction and basic notions
The theory of functions with values in a Clifford algebra that are annihilated
by the Dirac operator represents one possibility to generalize classical complex
function theory to higher dimensions and can be regarded as a counterpart to
function theory of several complex variables. In the classical case dealing with
functions in one complex variable and in the context of several complex variables
theory, the study of the properties of the Bergman metric and of the related
Szego¨ metric has been a subject of interest over the past decades. These metrics
turned out to be a useful tool in differential geometry, too. More concretely,
using special properties of the Szego¨ metric it was possible to establish a close
connection between the completeness of the Bergman metric and the smooth-
ness of the boundary. See for instance works of Diederich, Fornæss, Herbort,
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Kobayashi, Krantz, Pflug, and others ( [17, 30, 31, 28, 4, 27, 18, 33]) in the
context of function theory of several complex variables. It is of great interest to
investigate on which domains the Szego¨ metric is complete. Recent years publi-
cations like [27, 28, 29] show that there is still both interest and need for research
in the field of several complex variables, also in the study basic properties of
these metrics ([20]). Publications for example by Chen [9, 10, 11], Nikolov [37]
and Herbort [27, 26] examined the Bergman completeness on different kinds of
manifolds and domains with varying smoothness of the boundary, while Blum-
berg, Nikolov, Pflug and others studied estimates and behaviour of both the
Bergman kernel and the Bergman metric on different types of domains, see for
example [5, 38, 39].
The strong results in the context of one and several complex variables theory
provide a motivation to investigate whether one can establish similar results in
the context of Clifford algebra valued functions. In order to start we first need
to briefly recall some basic terms and notions.
Let {e1, e2, . . . , em} be the standard basis of the Euclidean vector space R
m.
Further, let Cl0m be the associated real Clifford algebra in which
eiej + ejei = −2δije0, i, j = 1, · · · ,m,
holds. Here δij is Kronecker symbol. Each element a ∈ Cl0m can be represented
in the form a =
∑
A aAeA with aA ∈ R, A ⊆ {1, · · · ,m}, eA = el1el2 · · · elr ,
where 1 ≤ l1 < · · · < lr ≤ m, e∅ = e0 = 1. The scalar part of a, denoted
by Sc(a), is defined as the a0 term. The Clifford conjugate of a is defined by
a =
∑
A aAeA, where eA = elrelr−1 · · · el1 and ej = −ej for j = 1, · · · ,m, e0 =
e0 = 1. For the space of paravectors R⊕R
n ⊂ Cl0m, which consists of elements
of the form z = z0+z1e1+z2e2+ · · ·+zmem, we also write R
m+1 for simplicity.
For such an element z, the term
∑m
i=1 ziei is called the vector part of z and
is denoted by −→z or V ec(z). The standard scalar product between two Clifford
numbers a, b ∈ Cl0m is defined by 〈a, b〉 := Sc(ab). This induces a pseudo norm
on the Clifford algebra, viz ‖a‖ = (
∑
A
|aA|
2)1/2.
In the Euclidean flat space Rm+1, the associated Dirac operator has the simple
form
Dz =
∂
∂z0
+
m∑
j=1
∂
∂zj
ej zj ∈ R j = 0, . . . ,m. (1)
In this particular context it is often called the generalized Cauchy-Riemann
operator.
Next let G ⊆ Rm+1 be an open set. A real differentiable function f : G →
Cl0m that satisfies inside of G the system Dzf = 0 (or fDz = 0) is called left
(right) monogenic with respect to the paravector variable z, respectively. In the
two-dimensional case (i.e. m = 1) this differential operator coincides with the
classical complex Cauchy-Riemann operator. In this sense, the set of monogenic
functions can also be regarded as a higher dimensional generalization of the set
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of complex-analytic functions. For details, see for example [16] and elsewhere.
The first order operatorDz factorizes the Euclidean Laplacian, viz DzDz = ∆z .
An important example of a separable Hilbert space of Clifford valued monogenic
functions that satisfies in particular the Bergman condition ‖f(z)‖ ≤ C(z)‖f‖L2
is the closure of the set of functions that are monogenic inside a domain of Rm+1
and square integrable on the boundary. This space is called the Hardy space of
monogenic functions. Each Hardy space of monogenic Clifford algebra valued
functions is a Banach space which is endowed with the Clifford-valued inner
product (f, g) =
∫
∂G f(z)g(z)dS, where f and g denote elements of the Hardy
space. Basic contributions to the study of these function spaces have already
been conducted in the 1970s, see for example [6].
The reproducing kernel KG of the Hardy space of monogenic functions, called
the Szego¨ kernel, is uniquely defined and satisfies f(z) =
∫
∂G
KG(z, w)f(w)dV
for any function f that belongs to that Hardy space. The function KG(z, z)
represents a non-negative real valued function (see, for example, [7, 21] or be-
low). This in turn can be used to define a Hermitian metric on the domain G.
This metric then is called the Szego¨ metric.
A reason why we focus on this paper on the study of the Szego¨ metric and
not on a generalization of the Bergman metric is that we are interested in
metrics which are invariant under conformal transformations. Although we
do not get a genuine total invariance, the Szego¨ metric turns out to exhibit an
invariance up to a simple scaling factor. This is a consequence of the well-known
transformation formula between two Hardy spaces of monogenic functions, see
for instance [13, 12]. This transformation formula expresses the isometry of
two Hardy spaces of monogenic functions in the case that both domains can be
transformed into each other by a conformal map. As a consequence of Liouville’s
theorem, this is exactly the case when both domains can be transformed into
each other by a Mo¨bius transformation. A Mo¨bius transformation is generated
by reflections at spheres and hyperplanes. Following classical works like for
instance,[1], we recall that a Mo¨bius transformation in Rm+1 can be expressed
in the simple form T (z) = (az+ b)(cz+d)−1 when a, b, c, d are Clifford numbers
that satisfy the constraints
(i) a, b, c, d are products of paravectors from Rm+1
(ii) H˜ := ad˜− bc˜ = 1
(iii) ac−1, c−1d ∈ Rm+1 for c 6= 0 and bd−1 ∈ Rm+1 for c = 0 .
Recently some attempts have been made to introduce a Bergman metric in the
context of hypercomplex function theory, see e.g. [8]. In the very interesting
work [8] the author studied generalizations of the famous Bergman transforma-
tion formula. However, the transformation formula presented in [8] does not
represent an isometry between the two Bergman spaces. We do not have an
isometry as a consequence of the appearance of the extra factor 1|z|2 . That fac-
tor is only equal to 1 on the boundary of the unit ball and not in the interior
3
of it. Due to the non-existence of an isometry of two Bergman spaces of two
conformally equivalent domains it seems very unlikely that one can establish
a total analogy of the classical transformation formula for the Bergman ker-
nel when dealing with Clifford algebras that are different from C. This is one
motivation why we look in this paper at the hypercomplex Szego¨ kernel instead.
The existence of an isometric transformation formula for the hypercomplex
Szego¨ kernel is a fundamental advantage. In Section 2 of this paper we de-
part from that transformation formula in order to establish the invariance of
the hypercomplex Szego¨ metric (up to a scaling factor) under conformal trans-
formations. This invariance in turn is crucially applied in Section 3 to show
that the curvature of this metric is negative on bounded domains. Finally, in
Section 4, this property again is used to establish the completeness of this metric
on bounded domains. These results can be regarded as a close analogy to the
results from one and several complex variables theory.
2 Simple consequence of the transformation for-
mula
The starting point of our consideration is the following transformation formula
of the Szego¨ kernel, cf. for example [12, 35, 13]:
Theorem 1. Let G,G∗ ⊆ Rm+1 be two bounded domains with smooth bound-
aries. Let T : G −→ G∗ be a Mo¨bius transformation with coefficients a, b, c, d,
which maps G conformally onto G∗. By KG and KG∗ we denote the Szego¨
kernels belonging to H2(∂G, Cl0m) resp. H
2(∂G∗, Cl0m). We further write
z∗ := T (z) for z ∈ G. Then we have the following transformation formula:
KG(z, ζ) =
cz + d
|cz + d|m+1
KG∗(z
∗, ζ∗)
cζ + d
|cζ + d|m+1
.
To proceed we follow the theory of [32] and introduce in the same spirit
Definition 1. 1. A Hermitian metric on a domain G is a continuous func-
tion λ on G, which is positive up to isolated zeros.
2. The length of a piecewise continuously differentiable path C in G with
parameterisation γ : [a, b] → G with respect to a Hermitian metric λ is
defined by
Lλ(C) =
∫
C
λ(z)|dz|.
From now on, we denote Hermitian metrics by
ds = λ(z)|dz|
and call ds the metric’s line element.
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Definition 2. The distance function d : G × G → R that is associated to a
Hermitian metric ds is defined by
d(z1, z2) = inf {Lds(C) : C path in G from z1 to z2} .
The proof that d is a distance function is analogue to the complex case, which
is described in [19].
Definition 3. A Hermitian metric ds = λ(z)|dz| is called regular, if λ is at
least twice continuously differentialble and does not have any zeros.
Finally, one introduces the Gaußian curvature as usual by
Definition 4. Let ds = λ(z)|dz| be a regular metric. Then the function
Gds(z) := −
1
λ(z)2
∆ logλ(z)
is called the (Gaußian) curvature of the metric ds.
This naturally leads to the following definition of the Szego¨ metric in the context
of Hardy spaces of monogenic functions:
Definition 5. Let G ⊂ Rm+1 be a domain and KG the Szego¨ kernel of this
domain. The Hermitian metric, which is defined by
dsG := KG(z, z)|dz|,
is called the Szego¨ metric.
To establish that dsG actually is a metric we only have to verify that KG(z, z)
is a positive real valued expression. Since KG is the reproducing kernel of the
Hardy space, we can conclude
KG(z, z) = (KG(z, ·),KG(z, ·)) = ‖K(z, ·)‖,
where ‖·‖ is the usual L2-norm induced by the inner product on L
2(G). KG(z, ·)
cannot be the zero function, because otherwise the Hardy space would be de-
generated. Therefore, KG(z, z) is real valued and positive for any z. Thus, dsG
is indeed a well-defined metric.
Our starting point is to prove.
Theorem 2. The Szego¨ metric is invariant under Mo¨bius transformations up
to the automorphy factor
|cz + d|2m−2.
Proof. Let T be a Mo¨bius transformation, expressed through
(
a b
c d
)
with
Clifford numbers a, b, c, d satisfying the usual constraints as mentioned above.
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Then
dsT (G)(z) = KT (G)(T (z), T (z))|dT (z)|
= KT (G)(T (z), T (z))
1
|cz + d|2
|dz|
= |cz + d|2m−2KT (G)(T (z), T (z))︸ ︷︷ ︸
∈R
cz + d
|cz + d|m+1
cz + d
|cz + d|m+1
|dz|
= |cz + d|2m−2
cz + d
|cz + d|m+1
KT (G)(T (z), T (z))
cz + d
|cz + d|m+1
|dz|
= |cz + d|2m−2KG(z, z)|dz|,
where we apply the transformation formula for the Szego¨ kernel in the last
line.
Remark 1. In the complex case, i.e. m = 1, the automorphic factor simplifies
to 1 and the metric thus is completely invariant under Mo¨bius transformations.
For the sake of readability and better comparability to the complex case, we
introduce the following notation:
For a continuously differentiable function f we define
f ′ := D¯f.
Here, an in all that follows, D stands for Dz :=
∂
∂x0
+
m∑
i=1
ei
∂
∂xi
. We will leave
out the index when the variable of differentiation is unambiguous.
Next we need the following generalized product role:
Theorem 3. Let f and g ∈ C1(Ω, Cl0,m). Then
D(fg) = (Df)g + f¯(Dg) + 2R(f)(∂0g) + 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
fA(∂ig)
and
(fg)D = (fD)g¯ + f(gD) + 2(f∂0)R(g) + 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
gA(∂if),
as well as
D(fg) = (Df)g + f¯(Dg) + 2R(f)(∂0g)− 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
fA(∂ig)
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and
(fg)D = (fD)g¯ + f(gD) + 2(f∂0)R(g)− 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
gA(∂if),
where we use the notation R(z) := z − Sc(z) for a Clifford number z.
Proof. The proof follows almost along the same lines as the proof for the case
of quaternionic vectors, which can be found in [22]. Therefore, we will only give
the additional, necessary arguments for the proof of the first equation (the other
three cases can then be treated analogously).
By applying simple calculations, we obtain that
∂0(fg) = (∂0f)g + f(∂0g)
= (∂0f)g + f(∂0g) + 2 R(f)(∂0g).
Furthermore, notice that
eieA =
{
(−1)|A|eAei for i /∈ A
(−1)|A|−1eAei for i ∈ A
holds for any i ∈ {1, . . . ,m} and any A ⊆ {1, . . . ,m}.
In view of
eA =
{
eA for |A| ≡4 0, 3
−eA for |A| ≡4 1, 2
,
we obtain eieA = eAei for all choices of A except for i /∈ A, |A| ≡4 0, 1 and
i ∈ A, |A| ≡4 2, 3. For details concerning the calculations with imaginary units
see also [7].
From now on, we denote by
∂zi , i ∈ {0, . . . ,m}
the real partial derivative with respect to the i-th component and the variable
z.
3 The curvature of the Szego¨ metric
The main aim of this section is to show that the Szego¨ metric is negative on
bounded domains. This provides us with a generalization of the well-known
analogous statement in classical complex analysis, as presented for instance in
[19]. This result will then further be applied in the following section where we
prove that the Szego¨ metric is complete.
To proceed in this direction we first need to prove the following
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Lemma 1. Let G be a domain and (φk(z))k∈N be an orthonormal basis of the
Hardy space over G. Then
∞∑
k=1
|φ′k(z)|
2 <∞.
Proof. Let K = KG be the Szego¨ kernel of G. Due to the monogenicity resp.
anti-monogenicity in the components and the compact convergence of the series
expansion, we can infer that
DK(z, w) =
∞∑
k=1
φ′k(z)φk(w) <∞, (2)
and the series is again compactly convergent, as a consequence of Weierstraß’
convergence theorem .
For an arbitrary k ∈ N we have
(Dz +Dw)φk(z)φk(w)(Dz +Dw) = φ
′
k(z)φk(w)Dz +Dwφk(z)φk(w)Dz(3)
+Dwφk(z)φ′k(w) + φ
′
k(z)φ
′
k(w), (4)
as well as (in view of Theorem 3)
φ′k(z)φk(w)Dz = (φ
′
k(z)Dz)φk(w) + φ
′
k(z)(φk(w)Dz︸ ︷︷ ︸
=0
)
+2(∂z0φ
′
k(z)φk(w)) + 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
((φ′k(z))∂
z
i )(φk(w))A
D¯wφk(z)φ′k(w) = (D¯wφk(z))︸ ︷︷ ︸
=0
+φk(z) (D¯w)φ′k(z)︸ ︷︷ ︸
=φ′
k
(w)Dw=0
+2V ec(φk(z))(∂
w
0 φ
′
k(w)) + 2
m∑
i=1
∑
A
(φk(z))A∂
w
i φ
′
k(w)
D¯wφk(z)φk(w)Dz =
[
(D¯wφk(z))φk(w) + φk(z)φk(w)Dw
+2V ec(φk(z))(∂
w
0 φk(w)) + 2
m∑
i=1
∑
A
(φk(z))A∂
w
i φk(w)
]
Dz
=
[
+2V ec(φk(z))(∂
w
0 φk(w)) + 2
m∑
i=1
∑
A
(φk(z))A∂
w
i φk(w)
]
Dz,
where each sum is taken over the same set of As.
Because of
lim
w→z
∞∑
k=1
(Dz +Dw)φk(z)φk(w)(Dz +Dw) = DzK(z, z)Dz < 0
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and in view of (3) it suffices to show that the sums in the expanded terms of
(φ′k(z)Dz)φk(w)
φ′k(z)φk(w)Dz,
Dwφ
′
k(w)φ
′
k(w),
Dwφk(z)φk(w)Dz,
converge in each case. Both the series expansion of K and of (2) are conver-
gent and well-defined. As K is the Szego¨ kernel, K is infinitely many times
continuously real differentiable, as well as (2). Thus, we are able to differen-
tiate partially with respect to any component in any order as many times as
we want or can apply the Cauchy-Riemann operator on K and (2). As both
series converge compactly, we can switch these actions with the summation due
to Weierstraß’ Theorem. So the summation of the terms above yields to a
convergent series in each case.
From now on, we will leave out the index and just write K for the Szego¨ kernel,
if it is clear which is the corresponding domain of the kernel.
We introduce further notation
Kz := DzK(z, ·)
Kz¯ := K(z, ·)Dz
Lemma 2. Let G be a bounded domain and K be the Szego¨ kernel of G. Then
K(z, z)(K(z, z)Kz¯z(z, z)−Kz(z, z)Kz¯(z, z)) > 0.
Proof. First, we show that Kz(z, ·) is again an element of the Hardy space.
For that matter:
As K is monogenic in z, so is Kz. Furthermore, we have in view of (2):∫
G
|Kz(z, w)|
2dVw =
∫
G
|
∞∑
k=1
φ′k(z)φk(w)|
2dVw
≤
∫
G
∞∑
k=1
|φ′k(z)φk(w)|
2dVw
≤
∫
G
(
∞∑
k=1
|φ′k(z)|
2
)
·
(
∞∑
k=1
|φk(w)|
2
)
︸ ︷︷ ︸
=K(w,w)
dVw
=
∞∑
k=1
|φ′k(z)|
2 ·
∫
G
K(w,w)dVw .
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Here, we applied the Ho¨lder inequality and in the last line we applied Lemma
1 stating that
∑∞
k=1 |φ
′
k(z)|
2 = Kz¯z <∞.
As K(z, z) is L2-integrable in both components (because Kz(z, ·) is an element
of the Hardy space for any z ), the assertion turns out to be true.
We consider the reproducing property:
f(z) =
∫
∂G
K(z, w)f(w)dSw.
Since Kz(z, w) is again an element of the Hardy space, we can interchange the
order of the conjugated D-operator with the integral and we obtain
D¯zf(z) =
∫
∂G
D¯zK(z, w)f(w)dSw
=
∫
∂G
K(z, w)Dzf(w)dSw
=
∫
∂G
Kz¯(z, w)f(w)dSw
= 〈Kz¯(z, w), f(w)〉w .
Now let
M˜ := Kz(z, z)K(z, w)−K(z, z)Kz¯(z, w).
Then
〈M˜, M˜〉w = |Kz(z, z)K(z, w)|
2 + |K(z, z)Kz¯(z, w)|
2
−Kz(z, z)K(z, z)〈K(z, w),Kz¯(z, w)〉
−K(z, z)〈Kz¯(z, w),K(z, w)〉Kz(z, z)
= Kz(z, z)
2 K(z, z)︸ ︷︷ ︸
〈K(z,w),K(z,w)〉
+K(z, z)2〈Kz¯(z, w)Kz¯(z, w)〉
−Kz(z, z)K(z, z)〈K(z, w),Kz¯(z, w)〉
−K(z, z)〈Kz¯(z, w),K(z, w)〉Kz(z, z)
= Kz(z, z)
2K(z, z) +K(z, z)2Kzz¯(z, z)
−Kz(z, z)K(z, z)Kz¯(z, z)−K(z, z)Kz(z, z)Kz(z, z)︸ ︷︷ ︸
∈R
= K(z, z)2Kzz¯(z, z)−K(z, z)Kz(z, z)Kz¯(z, z)
= K(z, z) (K(z, z)Kzz¯(z, z)−Kz(z, z)Kz¯(z, z))
Suppose that M˜ ≡ 0. Then we obtain that
0 = 〈M˜, w − z〉w = 〈Kz(z, z)K(z, w)−K(z, z)Kz¯(z, w), w − z〉w
= Kz(z, z)〈K(z, w), w − z〉 −K(z, z)〈Kz¯(z, w), w − z〉
= Kz(z, z)(z − z)−K(z, z)
[
Dw(w − z)
∣∣
w=z
]
= (n+ 1)K(z, z) > 0.
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This is a contradiction.
With these preliminary results we are able to prove the main result of this
section:
Theorem 4. Let G be a bounded domain. Then the curvature of the Szego¨
metric is negative on G.
Proof. According to the definition of the Gaußian curvature it suffices to show
that
∆ logK2(z, z) > 0.
Since K(z, z) is real, the product formula for the D-operator simplifies and we
determine that
∆ logK2(z, z) = D¯DK(z, z)
= D¯
1
K(z, z)
Kz(z, z)
=
Kz¯z(z, z)K(z, z)−Kz(z, z)K(z, z)D¯
K(z, z)2
+
Kz¯z(z, z)K(z, z)−Kz(z, z)Kz¯(z, z)
K(z, z)2
Here we applied in the last line that K(z, z) ∈ R According to Lemma 2, the
last expression is positive, whereby the theorem is proven.
4 The completeness result
In order to show that the Szego¨ metric is complete on bounded domains we
will introduce first another metric which will be called the Szego¨-Caratheodory
metric and show first that the latter one is complete. The following two propo-
sitions are needed for the proof of the completeness of the Szego¨-Carathe´odory
metric. Proofs of analogous statements for the case dealing with functions in
several complex variables can be found for instance in [32], chapter 3. Although
this book deals with the function theory in several complex variables, the proofs
only make use of arguments from real differential calculus in Rm and can be
directly transferred due to the isometric isomorphy between R2
m
and Cl0m as
normed vector spaces.
Theorem 5. If U is a domain with C2 boundary, then there is an open neigh-
bourhood W of ∂U such that if z ∈ U ∩ W , then there is a unique point
P = P (z) ∈ ∂U which has the shortest Euclidean distance to z.
Theorem 6. Let U ⊆ C be a bounded domain with C2 boundary. Then there
is an r0 > 0 such that for each P ∈ ∂U there is a disc D(C(P ), r0) of radius
r0 which is externally tangent to ∂U at P . There is also a disc D(C
′(P ), r0)
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which is internally tangent to ∂U at P . This disc has furthermore the property
that D(C(P ), r0) ∩ ∂U = {P} and D(C
′(P ), r0) ∩ ∂U = {P}.
We introduce
Definition 6. Let G be a domain. The associated Hermitian metric defined by
dC(z) := sup{|Df(z)|; f ∈ H
2(G), f(z) = 0, ‖f‖ = 1}
is called the Szego¨-Carathe´odory metric. Here, and in all that follows ‖·‖ denotes
the norm in the Hardy space H2 that is induced by the inner product defined
previously.
Remark 2. The function dC is well-defined and positive. For a finite domain
G and z0 =
∑m
i=0 z
0
i ei ∈ G we consider the function
Z1(z) := z1 − z0e1 − z
0
1 + z
0
0e1.
As one can easily verify, Z1 is an element of the Hardy space over G and has
z0 as a zero. Furthermore, we have
DZ1 = −2e1 6= 0.
As now Z1‖Z1‖ falls under the definition of the set from the definition of dC , we
have dC(z) > 0. Then again holds for each function f of the Hardy space
(Df)(z) = Dz
∫
∂G
K(z, w)f(w)dSw
=
∫
∂G
DzK(z, w)f(w)dSw
= 〈DzK(z, ·), f〉
≤ ‖DzK(z, ·)‖︸ ︷︷ ︸
<∞
‖f‖︸︷︷︸
=1
= ‖DzK(z, ·)‖ <∞,
so in particular the supremum is really finite. Here, again Ho¨lder’s inequality
has been used in the estimate.
Next we need to prove the following intertwining property of the operator D:
Theorem 7. Let G ⊆ Rm be a domain and f ∈ C1(G). Then we have that for
each Mo¨bius transformation M =
(
a b
c d
)
∣∣∣∣D( cz + d|cz + d|m f)(M < z >)
∣∣∣∣ =
∣∣∣∣ cz + d|cz + d|m+2 (Df) (M < z >)
∣∣∣∣ ,
if f(M < z >) = 0.
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Proof. We apply the product formula (3). As we restrict to consider functions
f with f(M < z >) = 0 only, we can neglect the term
(
D cz+d|cz+d|m
)
f(M < z >).
This leaves only with terms depending on partial derivatives of f . If we now
compare the product rules for the D and the D operator, we see that the terms
including ∂0f are identical, while the terms involving ∂if , i > 0, are identical
up to a multiplication with (−1). As the proposition has already been proven
by Ryan in [40] with the D operator replacing D, we can verify the equation
for the ∂0f terms using the identity
Dg +Dg = 2∂0g, g ∈ C
1(G).
After that we can show the identity also holds for the terms involving ∂if , i > 0,
using
Dg −Dg =
m∑
i=1
∂ig, g ∈ C
1(G).
The following theorem generalizes the distance decreasing property of the clas-
sical Carathe´odory metric, compare for example with [32, 34].
Theorem 8. For each Mo¨bius transformationM =
(
a b
c d
)
and each domain
G we have ∣∣∣∣ cz + d|cz + d|m
∣∣∣∣ dGC(M < z >) ≤ dM<G>C (z).
Proof.
|
cz + d
|cz + d|m
|dC(M < z >)
= |
cz + d
|cz + d|m
| sup{|D(f(M < z >))|; f ∈ H2, f(M < z >) = 0}
= sup{|
cz + d
|cz + d|m
(Df)(M < z >))|; f ∈ H2, f(M < z >) = 0}
= sup{|D(
cz + d
|cz + d|m
f(M < z >))|; f ∈ H2, f(M < z >) = 0}
≤ sup{|Df(w))|; f ∈ H2(M < G >), f(w) = 0}
With this tool in hand we can establish
Theorem 9. The Szego¨-Carathe´odory metric is complete on each finite domain
G with a C2-smooth boundary.
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Proof. Let z ∈ G and P be the point in ∂G with minimal Euclidian distance to
z. Let furthermore δ be the Euclidean distance of z to the boundary. According
to (5), (6) there exists a r0 > 0 and C(P ) ∈ R
m+1\G so thatD(C(P ), r0)∩∂G =
{P}.
We now define the maps
iP : z 7→
r0z − C(P )
|z − C(P )|2
+ C(P )
and
jP : z 7→
1
r0
(z − C(P )) .
Both iP and jP are apparently Mo¨bius tranformations.
For their composition it holds
(jP ◦ iP )(z) =
1
r0
(
r20
z − C(P )
|z − C(P )|2
+ C(P )− C(P )
)
= r0
z − C(P )
|z − C(P )|2
= r0 (z − C(P ))
−1
From the choice of z and C(P ) we gain for the absolute value
|(jP ◦ iP )(z)| = r0
1
δ + r0
= 1−
δ
δ + r0
.
We now consider the automorphic factor belonging to the Mo¨bius tranformation
jP ◦ iP according to (7):∣∣∣∣∣r0 z − C(P )|z − C(P )|m+1
∣∣∣∣∣ = r0 1(δ + r0)m
Applying now Theorem 8 leads to
dGC(z) ≥
∣∣∣∣∣r0 z − C(P )|z − C(P )|m+1
∣∣∣∣∣ dDC((jP ◦iP )(z)) =
∣∣∣∣∣r0 z − C(P )|z − C(P )|m+1
∣∣∣∣∣ dDC( r0z − C(P ) ).
(5)
We thereby denote the unit ball in Rm+1 with D.
To estimate the Szego¨-Carathe´odory metric on the unit ball, we define a test
function.
Let K be the Cauchy kernel and w0 ∈ R
m+1 \G so that |z − w0| = 2δ. then it
holds that
DK(· − w0) = 0
on G and K is welldefined on G.
We now set
K2(z) := Dz (K(· − w0))−Dz
(
K(
r0
δ + r0
− w0)
)
.
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By construction we have K2 ∈ H
2(G, C0m) and K2(
r0
δ+r0
− w0) = 0.
Applying this property leads to
dDC(
r0
δ + r0
) ≥
∣∣∣∣(DK2) ( r0δ + r0 )
∣∣∣∣ .
We obtain that
D
2
= (∂0 +
−→
D)2 (6)
= ∂20 − ∂0
−→
D −
−→
D∂0 −
m−1∑
i=1
∂2i , (7)
so
∆K2 = 0,
and therefore
−
m∑
i=1
∂2i K2 = ∂
2
0K2
As K2 ∈ C
∞(G), we get
∂0
−→
DK2 =
−→
D∂0K2.
Because of DK2 = 0, we have
−→
DK2 = −∂0K2.
From this property we can deduce that
D
2
K2(z) = 4∂
2
0K2(z)
= 4∂0
|z − w0|
2 − (m+ 1)(z − w0)(z0 − w00)
|z − w0|m+3
= 4
[
−(m+ 1)(z0 − w00)
|z − w0|m+3
−(m+ 1)
−
−−−−→
z − w0
|z − w0|m+3
+ (m+ 3)
z − w0(z0 − w00)
2
|z − w0|m+5
]
= 4
[
−(m+ 1)
z − w0
|z − w0|m+3
]
.
As only small values of δ are relevant in our case, we can assume that δ < 1
without loss of generality. Under this assumption, we can estimate
|D
2
K2(z)|
from below through
C1
1
|z − w0|m+2
= C1
1
(2δ)m+2
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with a constant C1 > 0.
Furthermore, we can estimate ‖DK2(z)‖ from below through C˜1
1
(2δ)m+1 .
Together with (5) we then have
dGC(z) ≥ r0
1
(δ + r0)m
C1
1
(2δ)m+2
1
C˜1
1
(2δ)m+1
≥ C2(r0)
1
δ
(8)
with a number C2 > 0 which only depends on r0 .
Let now E be a set which is bounded in the Szego¨-Carathe´odory metric, then
dGC(z) < M
for all z ∈ E for an M > 0. According to (8) this yields to
δ ≥ C3(r0)M.
So there exists a positive minimal distance of E to ∂G. Due to the boundedness
of G E then is relatively compact. Thus, the Szego¨-Carathe´odory metric is
complete on G.
To show the completeness of the Szego¨ metric, we first prove an inequality be-
tween it and the Szego¨-Carathe´odory metric on a bounded domain, which will
be essential for the final proof. The proof of the completeness of the Bergman
metric in the theory of several complex variables makes use of a similar inequal-
ity, which can be found in [31, 23, 24, 25] and [33].
Theorem 10. Let CG be the Szego¨-Carathe´odory metric of a domain G. Then
a) dsG ≥ CG
b) The metric ds∗G given by ∆ logS(z, z)|dz| satisfies the inequality
ds∗G ≥ CG.
Proof. Let furthermore be f ′(z) := Df .
Let z ∈ G f ∈ H2 with f(z) = 0 and ‖f‖ ≤ 1. We further define
M := K(z, z)Kz¯(z, ·)−Kz(z, z)K(z, ·).
It holds that
0 = f(z) = 〈f,K(z, ·)〉.
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From this property we may infer that
|f ′(z)| =
1
K(z, z)
〈f,K(z, z)Kz¯(z, ·)−Kz(z, z)K(z, ·)〉
≤ ‖f‖︸︷︷︸
≤1
1
K(z, z)
‖M‖
(5)
≤
√
K(z, z)(K(z, z)Kzz¯(z, z)−Kz(z, z)Kz¯(z, z))
K(z, z)
=
√
(K(z, z)Kzz¯(z, z))−Kz(z, z)Kz¯(z, z)√
K(z, z)
=
√
M ′(z)√
K(z, z)
=
√
∆ logK2(z, z).
In the second line, we applied Ho¨lder’s inequality. In the last line we notice
that the argument of the square root is really positive. This is a consequence of
Theorem 4.
Next, each function f ∈ H2(G, Cl0m) with ‖f‖ ≤ 1 satisfies
|f(z)| = |〈f,K(z, ·)〉|
≤ ‖f‖‖K(z, ·)‖
≤
√
〈K(z, ·),K(z, ·)〉
=
√
K(z, z).
Again, in the second line we applied Ho¨lder’s inequality. Notice that we require
the result of lemma 2 for the root to be well-defined.
Furthermore, we have with g(w) := M(w)‖M‖ that ‖g‖ ≤ 1 and
dC(z) ≥ |g
′(z)|
= |
M ′(z)
‖M‖
|
=
‖M‖2
‖M‖K(z, z)
=
‖M‖
K(z, z)
A simple calculation shows that ‖M‖ = ‖M ′‖.
From this equality it follows as a consequence of DM ′ = 0 that
M ′(z)
‖M‖
≤
√
K(z, z),
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and thus
‖M‖
1
K(z, z)
≤
√
K(z, z).
So, powers of both metrics can be estimated from below through the Szego¨-
Carathe´odory metric. But from this property we may draw the conclusion
that each set E which is bounded in these metrices is also bounded in the
Szego¨-Carathe´odory metric. As this metric is complete, E must be relatively
compact in G. Thus both these metrices are also complete and the propostion
is proven.
From the completeness of the Szego¨-Carathe´odorymetric we can finally establish
our main result of this section:
Theorem 11. The Szego¨ metric is complete.
Proof. In regard of Theorem 10, we have for all z, w ∈ G
dC(z, w) ≤ dS(z, w).
So each dS-bounded set H ⊂ G is simultaneously dC -bounded. As the Szego¨-
Carathe´odorymetric is complete, H must be relatively compact in G. With this,
each dS-bounded set is also relatively compact in G and dS thus complete.
Perspectives: We have already mentioned that in the theory of several complex
variables there exists a strong connection between the completeness of the metric
and the smoothness of the boundary of the domain. So it is an obvious point of
investigation for further works if and how these propositions can be transferred
to the Clifford case, as our hitherto existing results require a strong smoothness
(C2-boundary).
Acknowledgements. The second author gratefully acknowledges the fruitful und
helpful discussions with Dr. Denis Constales from Ghent University on the topic
of this paper which lead to the successful development of it.
References
[1] Ahlfors, L. Clifford Numbers and Mo¨bius Transformations in Rn, in: J.S.R.
Chisholm and A.K. Common (Eds.), Clifford Algebras and Their Applica-
tions in Mathematical Physics, NATO ASI Series, Series C: Mathematical
and Physical Sciences 183 (1986), 167 – 175, D. Reidel Publishing Com-
pany, Dordrecht-Boston-Lancaster-Tokyo.
[2] Bergman, S. The kernel function and conformal mapping, (Mathematical
Surveys. V) New York: American Mathematical Society (AMS). VII, 1950.
[3] Bergman, S. U¨ber die Kernfunktion eines Bereiches und ihr Verhalten am
Rande, J. Reine Angew. Math. 169 (1933), 1-42; 172 (1935), 89–128.
18
[4] B locki, Z. and Pflug, P. Hyperconvexity and Bergman completeness, Nagoya
Math. J. 151, 221-225 (1998).
[5] Blumberg, S. Das Randverhalten des Bergman-Kerns und der Bergman-
Metrik auf lineal konvexen Gebieten endlichen Typs, Ph.D. thesis, Fach-
bereich C - Mathematik und Naturwissenschaften, Bergische Universita¨t
Wuppertal, 2005
[6] Brackx, F. and Delanghe, R. Hypercomplex function theory and Hilbert
modules with reproducing kernel, Proc. London Math. Soc. 37 ,1978, 545–
576.
[7] Brackx, F., Delanghe R. and Sommen, F. Clifford Analysis. Pitman Res.
Notes 76, Boston-London-Melbourne, 1982.
[8] Cervantes, J. and Gonza´les O. Sobre Los Espacios De Bergman En Bajas
Dimensiones, Ph.D. Thesis, Instituto Polite´cnico Nacional, 2009.
[9] Chen, Bo-Yong. Bergman completeness of hyperconvex manifolds, Nagoya
Math. J. 175 (2004), 165–170
[10] Chen, Bo-Yong. The Bergman metric on complete Ka¨hler manifolds., Math.
Ann. 327, No. 2 (2003), 339–349
[11] Chen, Bo-Yong. Completeness of the Bergman metric on non-smooth pseu-
doconvex domains, Ann. Pol. Math. 71, No.3 (1999), 241–251
[12] Cnops, J. Hurwitz Pairs and Applications of Mo¨bius Transformations,
Ph.D. Thesis, Ghent State University, 1993/1994.
[13] Cnops, J. Introduction to Dirac operators on manifolds, Progress in Math-
ematical Physics 24, Boston Birkha¨user, 2002.
[14] Constales, D. The relative position of L2 domains in complex and Clifford
analysis, Ph.D. Thesis, Ghent State University, 1989/1990.
[15] Constales, D. Grob, D. and Kraußhar, R.S. Constructing 3D mappings onto
the unit sphere with the hypercomplex Szego¨ kernel, J. Comput. Appl. Math.
233, No. 11 (2010), 2884–2901.
[16] Delanghe, R., Sommen, F. and Soucˇek, V. Clifford Algebra and Spinor
Valued Functions, Dordrecht-Boston-London: Kluwer 1992.
[17] Diederich, K. Das Randverhalten der Bergmanschen Kernfunktion und
Metrik in streng pseudokonvexen Gebieten, Math. Ann. 187, 9-36 (1970)
[18] Diederich, K., Fornæss, F. and Herbort, G. Boundary behavior of the
Bergman metric, Complex analysis of several variables, Proc. Symp., Madi-
son/Wis. 1982, Proc. Symp. Pure Math. 41 (1984), 59–67
19
[19] Fischer, W. and Lieb, I. Aufgewa¨hlte Kapitel der Funktionentheorie, Vieweg
Verlag 1988.
[20] Fornæss, J.E. and Lee, L. Kobayashi, Carathodory and Sibony metric, Com-
plex Var. Elliptic Equ. 54, No. 3-4 (2009), 293–301
[21] Gu¨rlebeck, K., Habetha, K. and W. Spro¨ßig - Holomorphic functions in the
plane and n-dimensional space, Birkha¨user, 2008.
[22] Gu¨rlebeck, K. and W. Spro¨ßig - Quaternionic Analysis and Elliptic Bound-
ary Value Problems, Birkha¨user, 1990.
[23] Hahn, K.T. and Kyong T. On completeness of the Bergman metric and its
subordinate metric, Proc. Natl. Acad. Sci. USA 73 (1976), 4294
[24] Hahn,K.T. and Kyong T. On completeness of the Bergman metric and its
subordinate metric, II, Pac. J. Math. 68 (1977), 437–446
[25] Hahn, K.T. and Kyong T. Inequality between the Bergman metric and the
Carathe´odory diffenretial metric, Proc. Am. Math. Soc. 68 (1978), 193–194
[26] Herbort, G. On the problem of Ka¨hler convexity in the Bergman metric,
Mich. Math. J. 52, No. 3 (2004), 543–552
[27] Herbort, G. The Bergman metric on hyperconvex domains, Math. Z. 232
(1999), 183–196.
[28] Jarnicki, M., Pflug, P. and Zwonek, W. On Bergman completeness of non-
hyperconvex domains, Zesz. Nauk. Uniw. Jagiell. 1245, Univ. Iagell. Acta
Math. 38 (2000), 169–184
[29] Kim, K.T. and Krantz, S. The Bergman metric invariants and their bound-
ary behavior Bland, John (ed.) et al., Explorations in complex and Rieman-
nian geometry. A volume dedicated to Robert E. Greene. Providence, RI:
American Mathematical Society (AMS). Contemp. Math. 332 (2003), 139–
151
[30] Kobayashi, S. Geometry of bounded domains, Trans. Am. Math. Soc. 92
(1959), 267–290
[31] Kobayashi, S. On complete Bergman metrics, Proc. Am. Math. Soc., Vol.
13, No. 4 (1962), 511–513
[32] Krantz, S. Complex Analysis: The Geometric Viewpoint, 2nd Edition, The
Mathematical Association of America 2004.
[33] Krantz, S. Function Theory Of Several Complex Variables, 2nd Edition,
AMS Chealsea Publishing 2001.
[34] Krantz, S. The Carathe´odory and Kobayashi metrics and applications in
complex analyis, Am. Math. Mon. 115, No. 4, 304-329 (2008)
20
[35] Kraußhar, R. S. Conformal mappings and Szego¨ kernels in Quaternions,
Diploma thesis, Lehrstuhl II fu¨r Mathematik, RWTH Aachen, 1998
[36] Lieder, M. Das Randverhalten der Kobayashi- und Carathe´odory-Metrik auf
lineal konvexen Gebieten endlichen Typs, Ph.D. thesis, Bergische Univer-
sita¨t Wuppertal, 2005
[37] Nikolov, N. The completeness of the Bergman distance of planar domains
has a local character, Complex Variables, Theory Appl. 48, No. 8 (2003),
705–709
[38] Nikolov, N. and Pflug, P. Estimates for the Bergman kernel and metric of
convex domains in Cn, Ann. Pol. Math. 81, No.1 (2003), 73–78
[39] Nikolov, N. and Pflug, P. Behavior of the Bergman kernel and metric near
convex boundary points, Proc. Am. Math. Soc. 131, No.7 (2003), 2097–2102
[40] Ryan, J. Intertwining Operators for Iterated Dirac Operators over
Minkowski-Type Spaces, J. Math. Anal. Appl. 177 (1993), 1–23
21
