Magnetization reversal processes in lithographically patterned magnetic elements that have lateral dimensions of 70± 500 nm, thicknesses of 3±30 nm and a wide range of shapes and layer sequences have been followed in situ using off-axis electron holography in the transmission electron microscope. This technique allows domain structures within individual elements and the magnetic interactions between them to be quantified at close to the nanometre scale. The behaviour of 30 nm-thick Co elements was compared with that of 10 nm-thick Ni and Co elements, as well as with Co/Au/Ni trilayers. The hysteresis loops of individual elements were determined directly from the measured holographic phase images. The reproducibility of an element's domain structure in successive cycles was found to be affected by the out-of-plane component of the applied magnetic field and by the exact details of its initial magnetic state. Close proximity to adjacent elements led to strong intercell coupling, and remanent states with the inplane magnetic field removed included domain structures such as solenoidal (vortex) states that were never observed during hysteresis cycling. Narrow rectangular bars reversed without the formation of end domains, whereas closely separated magnetic layers within individual elements were observed to couple to each other during field reversal.
Introduction
Off-axis electron holography in the transmission electron microscope (TEM) is a powerful technique, which allows the amplitude and the phase shift of the aberrated electron wave that has passed through a sample to be determined directly (Lichte, 1991; Tonomura, 1992a) , rather than its intensity. The phase shift of the electron wave deduced from a medium-resolution electron hologram can be used to provide quantitative information about electrostatic and magnetic fields within the sample to a resolution that can approach the nanometre scale under optimal conditions. Examples of the application of electron holography to magnetic materials have included the characterization of magnetic recording tapes, Co particles and superconducting films (Tonomura, 1992b) , as well as experimental confirmation of Aharonov±Bohm phase shifts at low temperature (Tonomura et al., 1986) . The phase maps determined in these experiments showed the magnetic lines of force in the samples directly. However, because optical rather than digital reconstruction techniques were used to process the holograms, the technique could only be applied to samples in which variations in thickness, composition and dynamical diffraction could be neglected. The present widespread use of digital image acquisition, analysis and simulation techniques in electron microscopy greatly enhances the characterization of magnetic materials using electron holography. In particular, computational approaches make it possible to isolate the desired magnetic contribution to the holographic phase from other sources (Dunin-Borkowski et al., 1998a) .
In this paper, we describe the application of off-axis electron holography to lithographically patterned magnetic elements that have lateral dimensions of below 1 mm. A detailed understanding of the magnetization reversal behaviour of such elements, which have properties that differ markedly from those of both larger elements and continuous films, is essential for their utilization in high density magnetic recording media and read heads for hard-disk drives. Such applications may require specific values of the coercive fields and remanent magnetizations of the individual magnetic elements, as well as stable and reproducible magnetic domain structures. The possibility of interactions between neighbouring elements is also an important consideration. We begin by outlining the procedure required to extract magnetic information from electron holograms of magnetic nanostructures. We then use the technique to characterize magnetic domain structures in closely spaced interacting elements that have different sizes, shapes, compositions, separations and layer sequences. Digital image processing of holograms proves to be essential for magnetic elements of this size because the magnetic contribution to the holographic phase is dominated by the effects of local variations in sample thickness and composition (Dunin-Borkowski et al., 1998a) . Some of the results described below have been presented elsewhere in preliminary form (Dunin-Borkowski et al., 1998b,c) or in the specific context of comparisons with micromagnetic simulations (Dunin-Borkowski et al., 1999; Smith et al., 2000) . The magnetic microstructure of interacting single domain magnetite crystals in magnetotactic bacteria has also been addressed elsewhere (Dunin-Borkowski et al., 1998d) .
The technique of off-axis electron holography
The phase shift of the electron wave that has passed through a sample is sensitive to the mean inner potential of the sample and to the in-plane component of the magnetic induction integrated in the incident beam direction. Neglecting dynamical diffraction effects, the phase is given in one dimension by
where z is the incident beam direction, x is a direction in the plane of the sample, B ' is the component of the magnetic induction perpendicular to both x and z, V is the mean inner potential, l is the wavelength and E and E 0 are, respectively, the kinetic and rest mass energies of the incident electron (Reimer, 1991) . If neither V nor B ' vary in the incident beam direction, this expression can be simplified to:
where t is the sample thickness. Differentiation with respect to x leads finally to
In samples of uniform thickness and composition, the first term disappears and the phase gradient is proportional to the in-plane induction. However, in the patterned elements studied here the mean inner potential term V(x)t(x) can dominate both the phase and the phase gradient, complicating attempts to quantify the magnetization. Additional steps are then required during processing to extract the magnetic contribution to the phase, as described below (Dunin-Borkowski et al., 1998a) . The microscope geometry for off-axis electron holography is shown schematically in Fig. 1(a) . The sample is examined using defocused, coherent illumination from a field-emission-gun (FEG) electron source, and it is positioned so that it covers approximately half the field of view. A positive voltage of typically between 50 and 200 V is applied to the biprism wire (e.g. a 0.6 mm quartz wire coated with gold), which causes the electron wave that has passed through the sample to overlap with a reference wave that has normally only passed through vacuum. The amplitude and the phase of the aberrated electron wave leaving the sample are recorded in the intensity and the position of the interference fringes that form in the overlap region, as illustrated by the hologram of a thin magnetic film of Nd 2 Fe 14 B in the upper part of Fig. 1(b) . Experimentally, the amplitude and phase are obtained by extracting one`sideband' from the Fourier transform of the hologram. This sideband is then inverse-Fourier-transformed, and the amplitude and phase of the resulting complex image wave are calculated, as shown in the lower half of Fig. 1(b) . Before further analysis, the phase must be`unwrapped' to remove the phase discontinuities that result from the fact that it is initially calculated modulo 2p. Further details about the practical requirements for electron holography, including information about recording and processing holograms, can be found elsewhere .
In order to interpret the magnetic contribution to the phase of a hologram, the mean inner potential contribution may have to be subtracted from the recorded phase image. This mean inner potential contribution can be obtained from the phases of pairs of holograms that differ only in the (opposite) directions of magnetization within each patterned element. The magnetic and mean inner potential contributions to the phase are then calculated by taking half the difference and half the sum of the phases of the two holograms, respectively (Dunin-Borkowski et al., 1998a) . This procedure also ensures that dynamical contributions from small, strongly diffracting crystals are removed, and justifies the use of Eq. (1) to interpret the results.
In general, the magnetic contribution to the phase can be interpreted quantitatively to determine the magnetization of an unknown material when the thickness has been determined independently. However, such an analysis may be unwarranted in the present study without an accurate model for the demagnetizing fields around the patterned elements.
Experimental details
Magnetic elements were patterned directly onto selfsupporting 55 nm-thick silicon nitride membranes using electron beam lithography and lift-off processes. The membranes were coated with polymethyl methacrylate (PMMA) and exposed to the rastered electron beam of a scanning electron microscope. The exposed parts were removed using a solution of 11 : 10 : 1 methyl isobutyl ketone : cellusol : methyl alcohol. An electron-beam evaporator was then used to deposit the specified layers at a rate of ,0.05 nm s 21 . Immersion in acetone was used to remove the unwanted PMMA and overlying material. Electrostatic charging of the membranes during examination in the microscope was reduced by depositing a further thin (,1 nm) layer of Al, as well as by using a small objective aperture.
The off-axis electron holograms presented in this paper were recorded at 200 kV using a Philips CM200-FEG TEM equipped with a field-emission electron source, an electrostatic (rotatable) biprism located in the selected-area aperture plane and a 1024 Â 1024 pixel Gatan 794 multiscan CCD camera. An additional Lorentz minilens (C S 8 m and 1.2 nm line resolution at 200 kV), located in the bore of the objective lens pole-piece, allowed images to be obtained at magnifications of up to 70kÂ with the main objective lens switched off and the sample located in almost field-free conditions (McCartney et al., 1997) . The effective pixel size of the CCD camera referred back to the sample was typically ,0.8 nm. The objective lens could also be excited slightly and the sample tilted by angles of up to^308 ( Fig. 1c ) in order to apply known in-plane magnetic fields to the sample, allowing magnetization processes to be followed in situ over entire hysteresis cycles. For most of the samples examined here, the resulting magnetization could be assumed to be primarily in-plane. Figure 1 (d) shows a Hall probe calibration of the vertical magnetic field at the specimen plane as a function of objective lens current. The residual vertical field of ,130 Oe was unaffected by the excitation of the Lorentz lens. A biprism voltage of 100 V was typically used, which corresponded to an overlap region of about 0.6 mm at the sample level. Reference holograms were always acquired from the adjacent silicon nitride to ensure that artefacts caused by local irregularities of the image/ recording system were removed (de Ruijter & Weiss, 1993) .
Experimental results
Representative low magnification bright-field images of linear arrays of patterned elements, separated from each other by at least 5 mm, are shown in Fig. 2 . The narrowest continuous lines have widths of 7 nm, and the grain size of the polycrystalline material is typically below 5 nm. Each membrane contained at least 10 different designs of array, and each design was repeated for several different exposure times during patterning to ensure that an optimal electron dose was achieved. The elements included rectangles of varying aspect ratio (Fig. 2a) , triangles and rectangular bars of varying separation ( Fig. 2b ) and diamonds, rectangular bars and ellipses of varying size ( Fig. 2c) . At least two adjacent elements could typically be included within the field of view of a single electron hologram.
nm-thick Co rectangles
Figure 3(a) shows a montage of out-of-focus images obtained from part of a linear array of 30 nm-thick rectangular Co elements (similar to that shown in Fig. 2a ) over a complete hysteresis cycle using the Fresnel mode of Lorentz microscopy (Chapman, 1984) . The in-plane component of the applied magnetic field was always parallel to the line joining the rectangles. The elements have the crosssectional geometry shown in Fig. 3(b) . They are 275 nm in width, between 220 and 800 nm in length, and they are separated from their neighbours by gaps of between 170 and 350 nm. (g) show the mean inner potential and magnetic contributions to the phase, as calculated from pairs of images such as that shown in Fig. 3(e) . Although the holographic fringe contrast is very weak (only ,1%) due to noise from the underlying silicon nitride membrane, it is clearly possible to extract the magnetic signal from within and around the elements.
Holograms were recorded over entire magnetization reversal cycles for two different values of the out-of-plane component of the applied magnetic field. Figure 4 shows a selection of the resulting magnetic contributions to the phase, at a sampling density of ,6 nm pixel 21 . The inplane component of the applied magnetic field is marked at the bottom left corner of each image, and each of the two cycles should be followed in a counter-clockwise sense. (The external field points towards the right in Figs 4(a) and (m) and towards the left in Figs 4(g) and (s)). The colours represent different directions of the measured induction, according to the colour wheel shown at the bottom of the figure (red right; yellow down; green left; blue up). The local separation of the phase contours, 0.21p radians, is (inversely) proportional to the in-plane component of the magnetic induction integrated in the incident beam direction. Areas of the elements that appear grey (e.g. the very top edges of the rectangles in Figs 4(a) and (g)) correspond to small errors that arise from subtraction of the mean inner potential contribution to the phase, and should be ignored.
Complete saturation of the magnetization was not observed, even for large applied fields at which the domain structures were non-solenoidal and the surrounding fringing fields were strong. In each cycle, the initial almost saturated (red or green) state transformed to a vortex, which then moved up or down the element before finally switching to an almost saturated state in the opposite direction. A similar behaviour was observed during electron holography studies of larger (2 mm) permalloy elements (Runge et al., 1996) , perhaps because of the similar ratio of domain wall width to element size in the two experiments. The stability of a single vortex appears to influence the field at which an`S-shaped' domain structure forms in each element (irreversibly) at large values of the applied in-plane field. The solenoidal domain configurations contrast with the single-domain structures reported previously for 100±300 nm wide Co elements (Ru È hrig et al., 1996) . The magnetic fringing field between the elements is not easily quantified from Fig. 4 , although it is clearly strong when the elements are almost saturated (e.g. Figs 4(a) and (m)) and negligible when they exhibit flux closure (e.g. Figs 4(d) and (j)). Similarly, the fringing field above and below each element can be estimated by comparing the spacings of the contours within the elements between the non-solenoidal and solenoidal configurations.
The differences between the domain structures seen in the two cycles in Fig. 4 arises in part from the different outof-plane fields used in the two experiments, but also from the sensitivity of the domain structure to the exact starting magnetic state (Dunin-Borkowski et al., 1999) and from the statistical nature of the reversal process (Dunin-Borkowski al., 1998a) . This lack of reproducibility is of obvious importance for potential device applications. The extent to which the magnetization is saturated at the end of a hysteresis loop also has a strong influence on the evolution of the domain structure. In Fig. 4(s) , the vortex in the smaller rectangular element is still present in the`saturated' state and is therefore retained in the second half of the cycle. The persistence of such vortices during switching can produce a variability in the switching field that all but destroys the ability of a magnetic device to discriminate states.
Approximate hysteresis loops for the two Co elements are shown in Fig. 5(a) . These loops were generated from the phase images in Fig. 4 by plotting the fractional magnetization M/M s (where M s is the saturation magnetization) in the direction of the applied field for each element. The vertical steps in the loops correspond to irreversible steps between S-shaped and solenoidal domain structures. The (l)) and à vertical' S-shape in the smaller element (Fig. 5b) . These observations highlight the importance of recording remanent states, which are particularly significant for device applications in which an element is first magnetized and the external field then removed with the aim of retaining a nonsolenoidal domain structure.
nm-thick Co and Ni rectangles
The effect of element thickness on magnetic domain structure was investigated by examining 10 nm-thick Co and Ni rectangles. Figure 6(a) shows the nominal crosssectional geometry of the 10 nm-thick Co rectangles, and Fig. 6(b) shows a representative hologram of the two smallest elements (275 Â 315 and 400 Â 315 nm in size, separated by 250 nm). Figures 6(c)±(n) show the magnetic contributions to the phase at various stages of a hysteresis cycle, equivalent to those described for the 30 nm-thick Co elements in Fig. 4 . The average out-of-plane field during magnetization reversal was again 3600 Oe. The phase contour spacing is now 0.085p (0.21p was used for the results shown in Fig. 4 Fig. 7(c) for an out-of-plane field of 3600 Oe. Although the contour spacing is only 0.042p (roughly half of that used for the comparable Co elements in Fig. 6 ), the contours are still widely separated and the domain structures are indistinct. This difference results both from the reduced magnetization of Ni relative to Co and from the fact that a large component of the magnetization is being pulled out of the plane by the external field (as shown by the simulations described in the next section). The remanent states shown in Fig. 7 (e) were recorded one week before those shown in Fig. 7(d) ; the considerable difference between the domain structures observed in the two figures, including the narrower spacing of the contours in Fig. 7(e) , is almost certainly caused by the progressive oxidation of the Ni elements over time, resulting in the presence of a magnetically`dead' layer.
Coupled Co (10 nm)/Au (5 nm)/Ni (10 nm) elements Spin-valve (SV) structures consisting of two ferromagnetic layers separated by a thin non-magnetic spacer layer are of much current interest because of the large resistance changes that occur when the magnetization direction of one of the layers is reversed using an externally applied magnetic field. An understanding of magnetization reversal mechanisms in small SV elements is essential for their future use in high-density magnetic information storage applications. Trilayer Co (10 nm)/Au (5 nm)/Ni (10 nm) SV elements, with the nominal cross-sectional geometry shown in Fig. 8(a) , were patterned into rectangles, ellipses, diamonds and bars. The majority of the magnetic contribution to the holographic signal is expected to originate from the Co (see Figs 6 and 7) . A representative off-axis electron hologram of two patterned rectangular SV structures is shown in Fig. 8(b) . The magnetic contributions to the reconstructed phase over a hysteresis cycle are shown in Figs 8(c)±(n), and corresponding remanent states are shown in Figs 8(o)±(x). Although the hysteresis cycle is clearly different from that obtained for 10 nm-thick Co elements in Fig. 6 , the most notable result is the lack of vortices in the remanent states for the SV structure. Micromagnetic simulations suggest that the primary origin of this difference is the presence of coupling between the Co and Ni layers within each individual element (see below). (Fig. 10) confirm that the coercive field is larger for the bars than for the diamonds and ellipses, both as a result of their shape anisotropy and because they are too small to nucleate end domains (Ru È hrig et al., 1996) . However, the most significant observation is the presence of two different contour spacings at different applied fields within each element, and corresponding steps in the hysteresis loops in Fig. 10 . Micromagnetic simulations, which are described in detail by Smith et al. (2000) , confirm that the two different spacings arise because of the presence of coupling between the Co and Ni layers within each element at low values of the in-plane applied field. This point is illustrated by Fig. 11 , which shows a comparison of experimental holographic data obtained from each of the smaller elements with simulations of the domain structures in the Co and Ni layers separately. The simulations show that the magnetization direction of the Ni in each element reverses well before the external field is reduced to zero as a result of the presence of the demagnetizing field of the magnetically more massive and closely adjacent Co layer. (The opposite magnetization directions of the Co and Ni layers close to remanence do not result simply from the different coercive fields of the two layers). Interestingly, the simulations were unable to replicate the vortices observed experimentally in the diamond-and elliptical-shaped elements, stressing the increasing influence of factors such as crystal grain size and orientation on the domain structures observed in elements of reduced size.
Exchange-biased magnetic elements
It is common practice to pin, or`exchange bias', the magnetization direction of one of the magnetic layers in a SV or magnetic tunnel junction structure by using an adjacent antiferromagnetic material such as FeMn (Kools, 1996 Fig. 12(a) . A thin Ti seed layer was also used to enhance the ,111. texture of the films. The exchange-bias field of the antiferromagnet was intended to be colinear with the line joining the particles. The component of the applied field in the plane of the sample was varied between^1930 Oe in an out-of-plane field of 3600 Oe. The representative electron hologram in Fig. 12(b) shows the dimensions of the exchange-biased nanostructures examined here. The rough particle edges result from the difficulty of performing lift-off after the heat treatments used to form the 2 nm thick alumina tunnel barrier during sample preparation.
Figure 12(c) shows holographic phase measurements obtained over an entire hysteresis loop, proceeding in a counter-clockwise direction. (Extreme values are not shown). No solenoidal or vortex states are visible for either particle. For the smaller pinned element (at left), changes in the applied field result in rotation of the field lines, first in a counter-clockwise and then in a clockwise direction. Complete reversal is not achieved, however, perhaps indicating that shape anisotropy has a controlling influence on the behaviour. The magnetization of the larger pinned element reverses fully between 0 and 2 168 Oe in both directions. This behaviour is consistent with the hysteresis offset that might be anticipated for a pinned magnetic layer. Comparisons with micromagnetic simulations confirmed that the coercivities and domain structures were highly sensitive to the magnitude and orientation of the pinning field (Dunin-Borkowski et al., unpublished results). Bestfitting simulations corresponded to an exchange field of 79 Oe rotated by an angle of 188 relative to the applied field direction. Figure 12 (d) shows a selection of remanent states measured for the two elements. Whenever the larger element is magnetized to the right, the remanent state is a single domain pointing to the right. Conversely, whenever it is magnetized to the left the remanent state is a single vortex. The smaller (left-hand) element behaves very differently, again suggesting that its behaviour could be dominated by shape anisotropy rather than by the pinning field. Its remanent state is invariably a single domain pointing in the upward direction. Figure 12 (e) shows a hysteresis loop for the large element determined from the experimental holograms. As expected, the entire loop is shifted sideways from zero by about 90 Oe due to the influence of the pinning layer.
Discussion and conclusions
Several TEM methods are available for micromagnetic characterization, all of which are subject to mean inner potential contributions to the contrast that can be HOLOGRAPHY OF PATTERNED MAGNETIC NANOSTRUCTURES 203 particularly significant at the edges of nanostructured elements. Some are able to provide magnetic information about a sample in real time, but none is capable of providing quantitative information about submicrometre-sized magnetic elements on the fine scale attainable by off-axis electron holography. The Fresnel mode of Lorentz microscopy (Chapman, 1984) relies on the acquisition of highly defocused images to reveal lines of dark and white contrast at domain walls. Dynamic events can be followed but the resolution of the technique is inherently limited. Quantitative micromagnetic information can be provided by coherent Foucault imaging (Johnston & Chapman, 1995) and differential phase contrast microscopy (Chapman et al., 1978; Daykin & Petford-Long, 1995; Dooley & de Graef, 1997) . The latter technique has demonstrated a spatial resolution of ,5 nm.
In this study, we have used a combination of Lorentz microscopy and off-axis electron holography to study closely spaced deep-submicrometre patterned magnetic nanostructures. Lorentz microscopy was used to establish the typical domain structures in the magnetic elements and the range of external fields over which switching behaviour occurred. Electron holography, which permits direct access to the phase shift of the electron wave that has passed through a sample, then provided detailed information about the magnetic microstructure of the elements, including the magnetic fringing fields between them. The analysis always included subtraction of the mean inner potential contribution to the measured holographic phase in order to extract the magnetic contribution of primary interest.
The results obtained here are specific to the dimensions and the thicknesses of the patterned elements that were examined. For example, the magnetic domain configurations are likely to be sensitive to small changes in deposition rate and film thickness, as well as to the depth of any surface oxide films. However, it is clear from our work that the practical design of magnetic elements for device applications requires a full understanding of the formation of remanent states, the reproducibility of domain structures between successive magnetization cycles, the effect of an out-of-plane component of the applied field, and both interand intra-element coupling. Extrapolation from bulk macroscopic behaviour is inadequate for predicting the micromagnetic response of nanostructures such as these. For example, remanent states are commonly observed that would not be expected even on the basis of observations made during hysteresis cycles. Moreover, discrepancies between the electron holography results and micromagnetic simulations emphasize that local structural irregularities are likely to play an increasingly important role as device dimensions continue to shrink further. It can be concluded that off-axis electron holography represents a powerful approach for obtaining unique information about magnetic nanostructures.
