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1 .INTRODUCTION 
The coupled systemof Volterra functional integro-differential equations appear in many applications that arise in the  fields 
of mathematical analysis, nonlinear functio  -nalanalysis, mathematical physics, and engineering . An interesting feature 
ofcoup-led system of functional integro-differential equations is their role in the study of many problems . Here we are 
study the existence of nonlocal boundary value problem of coupled system of  Volterra functional integro-differential 
equations. 
 
 
 
 
 
 
 
  
With the nonlocal boundary conditions                                                                            
 
𝑥 𝜏 =  𝛼 𝑥 𝜉 ,            𝜏  ∈  0,1 ,         𝜉 ∈  0,1 ,      𝛼 ≠ 1         2  
y τ =  β y ξ , τ  ∈  0,1  ,       ξ ∈  0,1 ,              β ≠ 1                                    (3)   
We are concerned here with the existence of solutions𝑥, 𝑦 ∈  𝐶[0,1] and 𝑥, 𝑦 ∈  𝐴𝐶[0,1] of the 
problem (1)-(3). 
2 .Functional integral equations 
Consider the boundary value problem of the coupled system of Volterra functional integro-differential equations (1)  with 
the nonlocal boundary conditions (2) - (3). 
Let 
𝑑𝑥
𝑑𝑡
= 𝑢, and   
𝑑𝑦
𝑑𝑡
= 𝑣  , in (1) we obtain  the coupled system of  functional integral equations 
 
      𝑢 (𝑡)  = 𝑓₁  (𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠
𝑡
0
)  ,         𝑡 ∈  0,1  
(4) 
 
𝑣  𝑡 =  𝑓₂ (𝑡,  𝑔₂ 𝑠, 𝑢 𝑠  𝑑𝑠),          
𝑡
0
  𝑡  0,1  
where 
          𝑥 𝑡 =  𝑥 0 +   𝑢 𝑠 𝑑𝑠
𝑡
0
 5  
 
and 
                𝑦 𝑡 =  𝑦 0 +  𝑣 𝑠 𝑑𝑠
𝑡
0
.                                                6  
Now using the boundary condition (2), we obtain 
  𝑥 𝜏 =  𝑥 0 +   𝑢 𝑠 𝑑𝑠
𝜏
0
 
 
    𝑥 𝜉 =  𝑥 0 +   𝑢 𝑠 𝑑𝑠,
𝜉
0
 
then 
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 𝑥 0 +  𝑢 𝑠 𝑑𝑠
𝜏
0
 = 𝛼 𝑥 0 + 𝛼  𝑢 𝑠 𝑑𝑠
𝜉
0
  . 
 
𝑥 0 =  
𝛼
1 − 𝛼
 𝑢 𝑠 𝑑𝑠 −  
1
1 − 𝛼
𝜉
0
 𝑢 𝑠 𝑑𝑠.
𝜏
0
 
 
Substituting in (5), we obtain 
 
  𝑥(𝑡) =  
𝛼
1 − 𝛼
 𝑢 𝑠 𝑑𝑠 −  
1
1 − 𝛼
𝜉
0
 𝑢 𝑠 𝑑𝑠 + 
𝜏
0
 𝑢 𝑠 𝑑𝑠
𝑡
0
.              (7)       
Also, using the boundary condition (3), and substituting in (6), we obtain 
 
  𝑦(𝑡) =  
𝛽
1 − 𝛽
 𝑣 𝑠 𝑑𝑠 −  
1
1 − 𝛽
𝜉
0
 𝑣 𝑠 𝑑𝑠 + 
𝜏
0
 𝑣 𝑠 𝑑𝑠
𝑡
0
.                     (8) 
3. Existence a unique continuous solution 
Consider the coupled system of the functional integral equations (4)  under the following assumptions. 
(1) 𝑓ᵢ: [0,1] ×  𝑅 → 𝑅 are continuous and satisfy the Lipschitz condition with constant Li 
 | 𝑓ᵢ(𝑡, 𝑢) − 𝑓ᵢ(𝑡, 𝑣)| ≤ 𝐿ᵢ |𝑢 − 𝑣|,               𝑖 = 1,2 
(2) 𝑔ᵢ ∶  [0,1]  ×  𝑅 → 𝑅are measurable in 𝑠 ∈ [0 , 1] and satisfy the Lipschitz condition 
 
     | 𝑔ᵢ(𝑠, 𝑢(𝑠)) − 𝑔ᵢ(𝑠, 𝑣(𝑠))| ≤ 𝑘ᵢ(𝑠) |𝑢(𝑠) − 𝑣(𝑠)|,             
 
where 
 𝑘ᵢ 𝑠 𝑑𝑠 ≤ 𝑀ᵢ ,                                                 𝑖 = 1, 2
𝑡
0
 
Let 𝑋 =  { 𝑈 =  𝑢, 𝑣 : 𝑢, 𝑣 ∈ 𝐶 0,1  }   and its norm defined as  
 ǁ  𝑢, 𝑣 ǁ =  ǁ 𝑢 ǁ +  ǁ 𝑣 ǁ =   𝑠𝑢𝑝  𝑢 𝑡  +  𝑠𝑢𝑝  𝑣 𝑡  .        𝑡 ∈ [0 ,1] 
 Now for the existence of a unique continuous solution for the coupled system of the functional integral equations (4)  we 
have the following theorem. 
Theorem 1. Let the assumptions (1)-(2) be satisfied. If  𝐿𝑖 𝑀𝑖 < 1,   𝑖 =  1, 2,  then the coupled system of the 
functional integral equations (4)  has a unique continuous solution in X. 
Proof. Define the operator F with the coupled system of thefunctional integral equations  (4)  by ,  
 𝐹(𝑢, 𝑣)      =  (𝐹₁ 𝑣, 𝐹₂𝑢 ) 
where 
 𝐹₁ 𝑣 =  𝑓₁ (𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)          
𝑡
0
 
 𝐹₂𝑢 =  𝑓₂ (𝑡,  𝑔₂ 𝑠, 𝑢 𝑠  𝑑𝑠)           
𝑡
0
 
Firstly, to prove 𝐹 ∶  𝑋 → 𝑋. 
Let  𝑢, 𝑣 ∈ 𝐶[0 , 1],  and 𝑡1, 𝑡2  ∈  0 , 1 ,   such that  𝑡1 <  𝑡2, and | 𝑡2–  𝑡₁| <  𝛿, 
then  
|𝐹₁𝑣(𝑡₂)  −  𝐹₁𝑣(𝑡₁) |  =  | 𝑓₁(𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡2
0
   ̶ 𝑓₁(𝑡1,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡1
0
| 
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                                         =  | 𝑓₁(𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡2
0
   ̶ 𝑓₁(𝑡1,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡1
0
 
+𝑓₁(𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡1
0
   ̶ 𝑓₁(𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)|
𝑡1
0
 
≤ | 𝑓₁(𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡2
0
   ̶ 𝑓₁(𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)|
𝑡1
0
 
+| 𝑓₁( 𝑡2,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡1
0
   ̶ 𝑓₁(𝑡₁,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)|
𝑡1
0
 
                         ≤ 𝐿₁ 𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠 −  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)|
𝑡1
0
𝑡2
0
 
+| 𝑓₁(𝑡2 ,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡1
0
   ̶ 𝑓₁(𝑡1,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)|
𝑡1
0
. 
Hence𝐹1𝑣 (𝑡)  ∈  𝐶[0 , 1] , ∀ 𝑣 (𝑡)  ∈ 𝐶[0 , 1] . 
 
Smillarly, 𝐹2 𝑢(𝑡)  ∈ 𝐶[0 , 1]  , ∀ 𝑢(𝑡)  ∈ 𝐶[0 , 1]. 
 
Now since 𝐹  𝑢, 𝑣 =   𝐹1𝑣 𝐹2 𝑢  
𝐹(𝑢, 𝑣)(𝑡₂) − 𝐹(𝑢, 𝑣)(𝑡₁) = 𝐹(𝑢(𝑡₂), 𝑣(𝑡₂)) − 𝐹(𝑢(𝑡₁), 𝑣(𝑡₁)) 
 
=  (𝐹1𝑣 𝑡2), 𝐹2𝑢(𝑡2 ) − (𝐹1𝑣 𝑡1 , 𝐹2𝑢(𝑡1))  
 
                                                              =   𝐹1𝑣 𝑡2 − 𝐹1𝑣 𝑡1 , 𝐹2  𝑢 𝑡2 − 𝐹2𝑢 𝑡1  . 
Then 
ǁ𝐹 𝑢, 𝑣  𝑡2 − 𝐹 𝑢, 𝑣  𝑡1 ǁ =  ǁ𝐹1𝑣 𝑡2 − 𝐹1𝑣 𝑡1 ǁ +  ǁ𝐹2𝑢 𝑡2 − 𝐹2𝑢 𝑡1 ǁ. 
This prove that𝐹 ∶  𝑋 →  𝑋 . 
Secondly, to prove that 𝐹is a contraction, we have this following. 
 
Let 𝑧 =  (𝑢, 𝑣)  ∈ 𝑋 , 𝑧1 =  (𝑢₁, 𝑣 ₁)  ∈ 𝑋 . 
             𝐹(𝑢, 𝑣)  =  (𝐹1𝑣  𝑡  , 𝐹2𝑢( 𝑡 )) 
 
𝐹(𝑢 ₁ , 𝑣₁)  =  (𝐹₁𝑣₁( 𝑡 ) , 𝐹₂ 𝑢₁( 𝑡 )) 
|𝐹₁ 𝑣( 𝑡 )   ̶ 𝐹₁𝑣₁( 𝑡)| =  | 𝑓₁(𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡
0
   ̶ 𝑓₁ (𝑡,  𝑔₁ 𝑠, 𝑣₁(𝑠 )𝑑𝑠)
𝑡
0
| 
                     ≤ 𝐿₁|  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠 −  𝑔₁(𝑠, 𝑣₁(𝑠))𝑑𝑠|
𝑡
0
𝑡
0
 
                      ≤ 𝐿₁|  [𝑔₁(𝑠, 𝑣 𝑠 ) − 𝑔₁(𝑠, 𝑣₁(𝑠))]𝑑𝑠|                
𝑡
𝑜
 
≤ 𝐿₁ |𝑔₁(𝑠, 𝑣 𝑠 ) − 𝑔₁(𝑠, 𝑣₁(𝑠))|𝑑𝑠                  
𝑡
𝑜
 
≤ 𝐿₁ 𝑘₁(𝑠)|𝑣 𝑠 − 𝑣₁(𝑠)|𝑑𝑠
𝑡
0
 
≤ 𝐿₁ 𝑘₁(𝑠)𝑠𝑢𝑝|𝑣 𝑠 − 𝑣₁(𝑠)|𝑑𝑠
𝑡
0
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≤ 𝐿₁ǁ𝑣 − 𝑣₁ǁ  𝑘₁ 𝑠 𝑑𝑠
𝑡
0
 
 ≤ 𝐿₁𝑀₁ǁ𝑣 − 𝑣₁ǁ 
 
𝑖. 𝑒                 ǁ𝐹₁𝑣 − 𝐹₁𝑣₁ǁ ≤  𝐿₁𝑀₁ǁ𝑣 − 𝑣₁ǁ. 
Since 𝐿1𝑀1 < 1 ,then𝐹1 is a contraction. 
Similarly, 
ǁ𝐹₂𝑢 − 𝐹₂𝑢₁ǁ ≤  𝐿₂𝑀₂ ǁ𝑢 − 𝑢₁ǁ .                                                     
Since𝐿2𝑀2 < 1 , then 𝐹₂is a contraction. 
Hence  
ǁ𝐹 𝑢 , 𝑣 − 𝐹(𝑢₁, 𝑣₁)ǁ = ǁ(𝐹₁𝑣, 𝐹₂𝑢) − (𝐹₁𝑣₁, 𝐹₂𝑢₁)ǁ 
= ǁ𝐹₁𝑣 − 𝐹₁𝑣₁, 𝐹₂𝑢 − 𝐹₂𝑢₁ǁ 
                                                  = ǁ𝐹₁𝑣 − 𝐹₁𝑣₁ǁ + ǁ𝐹₂𝑢 − 𝐹₂𝑢₁ǁ 
                                                              ≤ 𝑚𝑎𝑥 𝐿₁𝑀₁, 𝐿₂𝑀₂ ǁ 𝑢, 𝑣 −  𝑢₁, 𝑣₁ ǁ. 
Let    𝐿 𝑀 = 𝑚𝑎𝑥{ 𝐿₁ 𝑀₁, 𝐿₂ 𝑀 ₂} 
then 
ǁ 𝐹 (𝑢, 𝑣) –  𝐹 (𝑢 ₁ , 𝑣 ₁ ) ǁ ≤  𝐿 𝑀 ǁ  ( 𝑢, 𝑣 ) –   (𝑢 ₁ , 𝑣 ₁ ) ǁ . 
Since𝐿𝑀 < 1,  then𝐹  is a contraction, and by using Fixed point Theorem[(6)] then there exists a unique solution in 𝑋 of the 
coupled system of the functional integral equation (4) . 
4 .The boundary value problem 
Consider now the problem (1)-(3) . 
Theorem 2. Let the assumptions of the Theorem 1 be satisfied, then there exists a unique 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  𝑥 , 𝑦 ∈  𝐶[0 , 1]of 
the problem(1)-(3). 
Proof.The solutions of the problem (1) - (3) is given by 
 
𝑥(𝑡)  =  
𝛼
1 − 𝛼
 𝑢 𝑠 𝑑𝑠 −  
1
1 − 𝛼
𝜉
0
 𝑢 𝑠 𝑑𝑠 + 
𝜏
0
 𝑢 𝑠 𝑑𝑠
𝑡
0
∈  𝐶[0 , 1] 
and 
𝑦(𝑡)  =  
𝛽
1 − 𝛽
 𝑣 𝑠 𝑑𝑠 −  
1
1 − 𝛽
𝜉
0
 𝑣 𝑠 𝑑𝑠 + 
𝜏
0
 𝑣 𝑠 𝑑𝑠
𝑡
0
∈  𝐶[0 , 1] . 
Where 
𝑢(𝑡)  =  𝑓₁ (𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠) ∈  𝐶[0 , 1] ,                        
𝑡
0
 
                                       𝑣(𝑡)  =  𝑓₂ (𝑡,  𝑔₂ 𝑠, 𝑢 𝑠  𝑑𝑠) ∈  𝐶[0 , 1] .       
𝑡
0
 
 
Then from Theorem 1 we can deduce that there exists of a unique solution of the problem(1) - (3). 
5 . Unique 𝑳𝟏 −solution 
Consider the coupled system of the functional integral equations (4) under the following assumptions. 
(i) 𝑓: [0,1] × 𝑅 → 𝑅are measurable 𝑖𝑛 𝑡 ∈ [0,1] and satisfy the Lipschitz condition with constant𝐿𝑖  
 
  𝑓ᵢ 𝑡, 𝑢 − 𝑓ᵢ 𝑡, 𝑣  ≤ 𝐿ᵢ  𝑢 − 𝑣 ,   
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and    𝑓ᵢ 𝑡, 0 ∈ 𝐿1[0,1],                                                                             𝑖 = 1,2 
(ii) 𝑔ᵢ: [0,1] × 𝑅 → 𝑅  are measurable in 𝑠 ∈  [0,1]and satisfy the Lipschitz condition       
 
 | 𝑔ᵢ(𝑠, 𝑢(𝑠)) − 𝑔ᵢ(𝑠, 𝑣(𝑠))| ≤ 𝐾ᵢ |𝑢(𝑠) − 𝑣(𝑠)|,       
 
and   𝑔 ᵢ 𝑠, 0 ∈ 𝐿1 0,1 ,             𝑖 = 1,2 
(iii) 𝑓ᵢ 𝑡, 0 
1
0
𝑑𝑡 ≤ 𝑟ᵢ           and             𝑔 ᵢ 𝑠, 0 
1
0
𝑑𝑡 ≤ 𝑏ᵢ𝑖 = 1,2. 
Define 𝑌 =  { 𝑈 =  (𝑢 , 𝑣) ∶   𝑢 , 𝑣 ∈ 𝐿¹[0,1] }and its norm defined as 
           ǁ  𝑢, 𝑣 ǁ =  ǁ 𝑢 ǁ +  ǁ 𝑣 ǁ                                                   
=  |𝑢 𝑡 |𝑑𝑡 +   𝑣 𝑡  𝑑𝑡.
𝑏
𝑎
𝑏
𝑎
 
Now for the existence of integrable solution for the coupled system of the functional integral equations (4)  we have the 
following theorem 
Theorem 3.  Let the assumptions (i)-(iii) be satisfied. If𝐿𝑖𝐾𝑖 < 1,   𝑖 =  1, 2,then the coupled system of the functional 
integral equation (4) has a unique solution in 𝑌 . 
Proof. Define the operator𝐺 associated with the functional integral equations (4) by 
 
𝐺(𝑢, 𝑣)  =  (𝐺1𝑣 , 𝐺2𝑢) 
where 
 𝐺₁ 𝑣 =  𝑓₁ (𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡
0
 
𝐺₂ 𝑢 =  𝑓₂(𝑡,  𝑔₂ 𝑠, 𝑢 𝑠  𝑑𝑠)
𝑡
0
 
Firstly, to prove 𝐺 ∶  𝑌 → 𝑌 . 
𝐿𝑒𝑡 ( 𝑢, 𝑣 )  ∈ 𝑌.                                                                                                                               
Now, to prove  𝐺₁ 𝑣 ∶  𝐿¹[0,1]  →  𝐿¹[0,1] . 
 | 𝑓₁(𝑡, 𝑢)| − |𝑓₁(𝑡, 0)| ≤  | 𝑓₁(𝑡, 𝑢) − 𝑓₁(𝑡, 0) |  ≤ 𝐿₁|𝑢| 
 
                           |𝑓₁(𝑡, 𝑢)| ≤ 𝐿₁|𝑢| + |𝑓₁ 𝑡, 0 |. 
Also , 
|𝑔₁ 𝑠, 𝑣 𝑠  |  ≤ 𝐾₁ 𝑣 𝑠  +  |𝑔₁ 𝑠, 0 | . 
Hence 
                      |𝑓₁ 𝑡, 𝑢 | = |𝐺₁𝑣 𝑡 | 
 
                                    = |𝑓₁(𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡
0
 ≤ 𝐿₁  𝑔₁(𝑠, 𝑣 𝑠 )𝑑𝑠|
𝑡
0
+ |𝑓₁(𝑡, 0)|. 
Integrating both sides with respect to t, we obtain 
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 | 𝑓₁(t,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡
0
 | 𝑑𝑡
1
0
≤  [𝐿₁|  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠
𝑡
0
| + |𝑓₁ 𝑡, 0 |] 𝑑𝑡.
1
0
 
≤  [𝐿₁ |𝑔₁ 𝑠, 𝑣 𝑠  |𝑑𝑠
𝑡
0
+ |𝑓₁ 𝑡, 0 |] 𝑑𝑡
1
0
 
                   ≤  [ 𝐿₁  𝐾₁ 𝑣 𝑠  𝑑𝑠 +  𝑔₁ 𝑠, 0  +  𝑓₁ 𝑡, 0  
𝑡
0
1
0
]𝑑𝑡 
                                                ≤ 𝐿₁  𝐾₁|𝑣(𝑠)|𝑑𝑠𝑑𝑡 +  𝑔₁ 𝑠, 0 𝑑𝑡 +  |𝑓₁(𝑡, 0)|𝑑𝑡
1
0
1
0
𝑡
0
1
0
 
    ≤ 𝐿₁ 𝐾₁  𝑣 𝑠  𝑑𝑡 +   𝑔₁ 𝑠, 0  𝑑𝑡 +  |𝑓₁(𝑡, 0)|𝑑𝑡
1
0
1
0
1
0
 
   ≤ 𝐿₁𝐾₁ǁ𝑣ǁ𝐿1 + 𝑏₁ + 𝑟₁ 
i.e  
ǁ𝐺₁𝑣ǁ𝐿1 ≤ 𝐿₁𝐾₁ǁ𝑣ǁ𝐿1 + 𝑏₁ + 𝑟₁ 
This prove that 𝐺₁𝑣: 𝐿1 0 , 1 →  𝐿1 0,1 .  
Similarly, 
ǁ𝐺₂𝑢ǁ𝐿1 ≤ 𝐿₂𝐾₂ǁ𝑢ǁ𝐿1 + 𝑏₂ + 𝑟₂ 
Then                   𝐺₂𝑢: 𝐿1[0,1] → 𝐿1[0,1]. 
Hence 
ǁ 𝐺(𝑢, 𝑣) ǁ =  ǁ (𝐺1 𝑣 , 𝐺2 𝑢) ǁ =  ǁ 𝐺1𝑣 ǁ +  ǁ 𝐺2 𝑢 ǁ 
   =  𝐿₁ 𝐾₁ǁ𝑣ǁ𝐿1 +  𝐿₂ 𝐾₂ǁ𝑢ǁ𝐿1 +   𝑏₁ + 𝑏₂ + 𝑟₁ + 𝑟₂. 
Then 𝐺 ∶  𝑌 →  𝑌 . 
Secondly, to prove 𝐺 is a contraction, we have the following 
Let 𝑧 =   𝑢 , 𝑣 ∈ 𝑌 ,        𝑧1 =  (𝑢 ₁ , 𝑣₁) ∈  𝑌  
and   𝐺(𝑢 , 𝑣)  =  (𝐺₁𝑣 𝐺₂ 𝑢)  ,   𝐺(𝑢 ₁ , 𝑣 ₁)  =  (𝐺₁𝑣₁ , 𝐺₂ 𝑢 ₁). 
|𝐺₁ 𝑣   ̶  𝐺₁ 𝑣 ₁  |  =  | 𝑓₁ (𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡
0
  ̶ 𝑓₁ (𝑡,  𝑔₁ 𝑠, 𝑣₁ 𝑠  𝑑𝑠)
𝑡
0
|  
Integrating both sides with   respect to  𝑡 we obtain  
 |G₁ 𝑣   ̶  G₁𝑣 ₁  |𝑑𝑡 
1
0
≤  |𝑓₁ (t,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)
𝑡
0
− 𝑓₁ (t,  𝑔₁ 𝑠, 𝑣₁ 𝑠  𝑑𝑠)|𝑑𝑡
𝑡
0
1
0
 
≤   L₁ |  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠
𝑡
0
  ̶  𝑔₁(𝑠, 𝑣₁ 𝑠 )𝑑𝑠|𝑑𝑡 
𝑡
0
𝟏
𝟎
 
 
≤  L₁ |𝑔₁ 𝑠, 𝑣 𝑠  
𝑡
0
  ̶ 𝑔₁( 𝑠, 𝑣₁ 𝑠 )| 𝑑𝑠 𝑑𝑡
𝟏
𝟎
 
 
≤ 𝐿₁  𝐾₁|𝑣 𝑠 − 𝑣₁(𝑠)|𝑑𝑠𝑑𝑡
𝑡
0
1
0
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≤ 𝐿₁𝐾₁ |𝑣 𝑠 − 𝑣₁(𝑠)|𝑑𝑡
1
0
 
 
≤ 𝐿₁𝐾₁ǁ𝑣 − 𝑣₁ǁ𝐿1  
i.e 
 ǁ𝐺₁𝑣 − 𝐺₁𝑣₁ǁ𝐿1 ≤ 𝐿₁𝐾₁ǁ𝑣 − 𝑣₁ǁ𝐿1  
Since  𝐿₁𝐾₁ < 1, then𝐺1  is a contraction. 
As done before we obtain 
   ǁ𝐺₂𝑢 − 𝐺₂𝑢₁ǁ𝐿1 ≤ 𝐿₂𝐾₂ǁ𝑢 − 𝑢₁ǁ𝐿1        .                                                                                                                            
Since𝐿₂𝐾₂ < 1 , then𝐺₂is a contraction. 
Hence  
ǁ 𝐺 (𝑢, 𝑣) –  𝐺 (𝑢 ₁ , 𝑣₁ ) ǁ  =  ǁ (𝐺₁𝑣, 𝐺₂ 𝑢)  ̶ (𝐺₁𝑣₁ , 𝐺₂ 𝑢 ₁) ǁ 
 = ǁ𝐺₁𝑣   ̶ 𝐺₁𝑣₁, 𝐺₂𝑢   ̶ 𝐺₂ 𝑢₁ǁ  
 =  ǁ𝐺₁𝑣   ̶ 𝐺₁𝑣₁ǁ + ǁ𝐺₂𝑢   ̶ 𝐺₂ 𝑢₁ǁ 
≤  𝑚𝑎𝑥{ 𝐿₁ 𝐾₁, 𝐿₂ 𝐾₂ } ǁ (𝑢 , 𝑣 )  ̶ (𝑢₁ , 𝑣 ₁) ǁ . 
Let    𝐿 𝐾 =   𝑚𝑎𝑥{ 𝐿₁ 𝐾₁, 𝐿₂ 𝐾₂ }  
then 
ǁ𝐺 𝑢, 𝑣 − 𝐺(𝑢₁, 𝑣₁)ǁ𝐿1 ≤ 𝐿𝐾ǁ 𝑢, 𝑣 − (𝑢₁, 𝑣₁)ǁ𝐿1  
Since 𝐿𝐾 < 1 then 𝐺is a contraction, and by using Fixed point Theorem[(6)] then there exists a unique solution in 𝑌 of the 
coupled system of the functional integral equations (4) . 
4 .The boundary value problem 
Consider now the problem (1)-(3) . 
Theorem 2. Let the assumptions of the Theorem 3 be satisfied,then there exists a uniquesolution 𝑥 , 𝑦 ∈ 𝐴𝐶[0 , 1]of 
the problem(1)-(3). 
Proof.  The solutions of the problem (1) - (4) is given by 
𝑥(𝑡)  =  
𝛼
1 − 𝛼
 𝑢 𝑠 𝑑𝑠 −  
1
1 − 𝛼
𝜉
0
 𝑢 𝑠 𝑑𝑠 + 
𝜏
0
 𝑢 𝑠 𝑑𝑠
𝑡
0
∈ 𝐴𝐶[0 , 1] 
and 
                    𝑦(𝑡)  =  
𝛽
1 − 𝛽
 𝑣 𝑠 𝑑𝑠 −  
1
1 − 𝛽
𝜉
0
 𝑣 𝑠 𝑑𝑠 + 
𝜏
0
 𝑣 𝑠 𝑑𝑠
𝑡
0
∈ 𝐴𝐶[0 , 1] . 
Where 
                           𝑢(𝑡)  =  𝑓₁( 𝑡,  𝑔₁ 𝑠, 𝑣 𝑠  𝑑𝑠)  ∈  𝐿¹[0 , 1] ,        
1
0
 
 𝑣 𝑡 = 𝑓₂(𝑡,  𝑔₂ 𝑠, 𝑢 𝑠  𝑑𝑠)  ∈ 𝐿1 0,1 .                                            
1
0
 
Then from Theorem 3 we can deduce that there exists of a unique solution of the problem (1) - (3). 
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