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1 Einleitung und Aufgabenstellung
Die wachsende Nachfrage mobiler Funkanwendungen mit niedrigem Leistungs-
bedarf fu¨hrte zu dem Konzept der Frequenzmodulation mit konstanter Einhu¨l-
lenden. Dies erlaubt den Einsatz nichtlinearer Leistungsversta¨rker, welche ener-
gieeffizienter arbeiten als lineare Versta¨rker. Diese Einsparung im Leistungsver-
brauch kann durch den Einsatz diverser Modulatorarchitekturen weiter erho¨ht
werden.
Die, bei der Herstellung integrierter Schaltungen auftretenden Kosten sind ab-
ha¨ngig von der verwendeten Technologie und der beno¨tigten Chipfla¨che. Daher
muss die Auswahl des Modulators im Hinblick auf diese Kriterien getroffen wer-
den. Nahezu alle integrierten Schaltung fu¨r Funkanwendungen unterhalb von
6 GHz werden heute in komplementa¨rer Transistorlogik (engl.: Complementa-
ry Metal Oxid Semiconductor, CMOS) hergestellt. Fu¨r ho¨chste Integration und
Packungsdichte sind die Strukturbreiten von CMOS-Schaltungen bis heute auf
unter 100 nm ’geschrumpft’.
Die Verwendung kleiner Technologiestrukturen ist zwar vorteilhaft im Bezug auf
Chipfla¨che und Stromverbrauch, aber die Schwankungen im Herstellungsprozess
nehmen stetig zu. Hierdurch weichen die tatsa¨chlichen Gro¨ßen der Bauelemente
von den gewu¨nschten ab. Fu¨r Kapazita¨ten und Widersta¨nde ist mit Variationen
von ±30 % zu rechnen. Es ist jedoch fu¨r die Einhaltung der jeweiligen Funks-
pezifikation unabdingbar, dass bestimmt Parameter pra¨zise eingestellt werden
ko¨nnen. Um die Prozessvariationen zu kompensieren ist es daher notwendig,
die Schaltung nach der Herstellung zu kalibrieren. Natu¨rlich besteht prinzipiell
die Mo¨glichkeit durch eine externe Messung und anschließende Trimmung die
Schwankungen zu justieren. Dies erfordert die Messung jedes einzelnen Chips
und ist nur in einem definierten Betriebszustand (Temperatur, etc.) mo¨glich.
Um Kosten zu minimieren ist es daher sinnvoller die Kalibrierung mit auf dem
Chip zu integrieren. Hierzu wurde in bisherigen Ansa¨tzen ein seperater Schal-
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tungsteil vorgesehen, der die Schwankungen detektiert und ausregelt. Ein Ka-
librierzyklus kann prinzipiell einmalig, beim jedem Einschalten oder periodisch
ausgefu¨hrt werden.
Ziel der vorliegenden Arbeit war die Entwicklung eines Kalibrierkonzeptes, dass
die Schwankungen der Schleifenversta¨rkung einer Phasenregelschleife digital de-
tektiert und gema¨ß Vorgaben automatisch nachstellt. An dieses Konzept wurde
die Anforderung gestellt, die Prozessvariationen digital zu detektieren. Die zu-
sa¨tzlich beno¨tigte Chipfla¨che, und somit die entstehenden Kosten, sollten auf
ein Minimum reduziert werden.
Prinzipiell stehen mehrere Frequenzmodulations-Architekturen zur Auswahl.
Die spezifischen Vor- und Nachteile werden in Abschnitt 2 vorgestellt. Im Rah-
men dieser Arbeit wird die Entwicklung des Kalibrierkonzeptes fu¨r die Funk-
standards DECT und Bluetooth untersucht. Eine Zusammenfassung der wesent-
lichen Systemparameter ist in Abschnitt 3 aufgefu¨hrt. Abschnitt 4 beschreibt
den Aufbau und die Funktion der Phasenregelschleife (engl.: Phase Locked
Loop, PLL) zur Modulation von frequenzmodulierten Signalen. Das Konzept
der Kalibrierung und die Implemtierung fu¨r ein DECT-System sind in Abschnitt
5 und 6 beschrieben. Daran schließt sich in Kapitel 7 die Zusammenfassung mit
einem Ausblick an.
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Moderne mobile Kommunikationssystem nutzen digitale Modulationstechniken.
Vorteile in ho¨chster Integration (engl. VLSI) und digitaler Signalverarbeitung
(engl. digital signal processing, DSP) ermo¨glichten den Wechsel von analogen
zu digitalen Modulationsformen. Hohe spektrale Effizienz, Vielfachzugriffsver-
fahren, Fehlerkorrektur und die Anbindung in komplexe Netzwerke sind nur mit
Hilfe digitaler Modulation zu erreichen [28].
Eine der wesentlichen Kriterien fu¨r mobile Funkanwendungen ist die Energie-
effizienz. In den meisten Fa¨llen bestimmt der Leistungsversta¨rker (engl. power
amplifier, PA) den gro¨ßten Teil der Leistungsaufnahme. Die Effizienz des Ver-
sta¨rkers ha¨ngt von der beno¨tigten Architektur (Klasse A, B, usw.) ab [17].
Die Verwendung von nichtlinearen Versta¨rkern ist durch das zu versta¨rkende
Signal beschra¨nkt. Das fundamentale Problem ist, dass lineare Modulations-
formen nicht mit diesen effizienteren Versta¨rkern betrieben werden ko¨nnen, da
die nichtlineare U¨bertragungscharakteristik das Sendesignal verzerrt. Die durch
diese Verzerrung entstehenden Intermodulationsprodukte erzeugen Frequenzan-
teile in benachbarten Frequenzba¨ndern. Das Maß, bzw. der Anteil der entste-
henden Sto¨rleistung wird als Adjacent Channel Power Ratio (ACPR) oder Error
Vector Magnitude (EVM) ausgedru¨ckt. Im Rahmen dieser Arbeit werden daher
lineare Modulationsverfahren [16, 18] nicht behandelt.
Das so genannte FSK (Frequency Shift Keying)-Verfahren ist ein nicht-lineares
Modulationsverfahren mit konstanter Einhu¨llenden und zeichnet sich somit fu¨r
die Verwendung effizienter Leistungsversta¨rker aus. Es handelt sich dabei um
die digitale Version der Frequenzmodulation, bei der die Modulation durch ein
reelles Datensignal erfolgt. Dieses Datensignal bestimmt also die Momentan-
frequenz. Bei einer harten Umtastung des Basisbandsignals sBB(l) wird die
Stetigkeit der Momentanphase gewa¨hrleistet. Somit ergibt sich folgende mathe-
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matische Beschreibung des Bandpassignals:
sHF (t) = A · cos(ωct+ 2pi∆f
∫ t
0
∞∑
l=0
sBB(l) · rect( τ
T
− l)dτ). (2.1)
∆f bezeichnet den Frequenzhub, A die konstante Amplitude und ωc die Tra¨-
gerfrequenz des Ausgangssignals.
Es ist anschaulich vorstellbar, dass die spektralen Eigenschaften eines hart um-
getasteten Signals mit einer hohen Bandbreite verbunden sind. Daher ist es
sinnvoll, gegla¨ttete Basisbandsignale zur Modulation zu verwenden. In heuti-
gen FSK-Systemen wird stets ein Gauß Tiefpass fu¨r die Gla¨ttung eingesetzt:
HGauss(jω) = e
− (ρTω)
2
2 . (2.2)
Hierbei ist ρ =
√
ln2
2piBT
, T entspricht der Bitdauer und B der 3-dB Eckfrequenz
f3dB , welche die Bandbreite des Sendesignals bestimmt.
Jedes einzelne Symbol sBB(l) wird damit vor der Frequenzmodulation mit dem
Gaußimpuls gewichtet. Dies wird mit digitalen Filtersufen realisiert. Fu¨r die
Verschiebung auf den hochfrequenten Tra¨ger gibt es unterschiedliche Implem-
tierungsmo¨glichkeiten. Das folgende Kapitel stellt die ha¨ufig eingesetzten Ar-
chitekturen vor.
2.1 Vektormodulation
Der Vektormodulator, auch I/Q Aufwa¨rtsmischer genannt, zerlegt das komplexe
Basisbandsignal sBB(t) zuna¨chst in Inphase (I) und Quadraturkomponenten
(Q):
sBB(t) = cos(ωBBt) + j sin(ωBBt). (2.3)
Abbildung 2.1 zeigt den Aufbau des Modulators. Nach der Zerlegung in Real-
und Imagina¨rteil wird das Signal Digital/Analog gewandelt und tiefpassgefiltert.
Nach der Multiplikation werden die einzelnen Komponenten subtrahiert. Dies
unterdru¨ckt die entstehenden Spiegelfrequenzen und u¨berlagert das gewu¨nschte
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Abbildung 2.1: Schematischer Aufbau des I-Q Vektormodulators
Signal konstruktiv:
sHF (t) = cos(ωBBt) · cos(ωct)− sin(ωBBt) · sin(ωct). (2.4)
Nach Anwendung zweier Additionstheoreme [6] ergibt sich am Ausgang des
Vektormodulators:
sHF (t) = cos((ωBB + ωc)t). (2.5)
Dieses gewu¨nschte Signal wird dann im weiteren Pfad versta¨rkt und bandpass-
gefiltert auf die Antenne gegeben.
Die Architektur aus Bild 2.1 hat jedoch zwei wesentliche Nachteile. Zum Einen
ist es technisch nicht mo¨glich, die hochfrequenten Tra¨gersignale exakt 90◦ pha-
senverschoben zu generieren. Dadurch werden die Spiegelfrequenzanteile nur
teilweise unterdru¨ckt. Zum Anderen wird der lokale Oszillator durch das mo-
dulierte, hochfrequente Ausgangssignal des Leistungsversta¨rkers gesto¨rt. Dieses
Pha¨nomen wird als Selbstmodulation des VCO bezeichnet, bzw. als ’Injecti-
on Locking’, da der lokale Oszillator versucht sich auf das induzierte Signal
des Leistungsversta¨rkers zu synchronisieren [29]. Dieser Effekt kann dadurch
gemindert werden, dass fu¨r den Lokaloszillator eine andere Frequenz, z.B. die
doppelte Ausgangsfrequenz gewa¨hlt wird [15]. Dies verringert den Aufwand fu¨r
die empfangsseitig beno¨tigte Generierung der Phasen 0◦ und 90◦.
2.2 Modulation u¨ber die geo¨ffnete Regelschleife
Bei der Modulation u¨ber die geo¨ffnete Regelschleife werden die digitalen Daten
nach der digitalen Pulsfilterung analog gewandelt und steuern den Modulati-
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onseingang des spannungsgesteuerten Oszillators (engl. voltage controlled oscil-
lator, VCO). Bild 2.2 zeigt den schematischen Aufbau des open-loop Konzeptes.
Zum Einstellen des Tra¨gerkanals wird die Schleife zuna¨chst ohne Modula-
tionsdaten auf die Kanalfrequenz eingeschwungen. Eine große Kapazita¨t im
Schleifenfilter ha¨lt den Spannungswert am Oszillator, wenn Schalter S1 geo¨ff-
net wird. Dies ist notwendig, da ansonsten die Schleife niederfrequente Anteile
des Modulationssignals ausregeln wu¨rde.
Die Open-Loop Architektur ist vom Aufbau weniger aufwendig, als die Vek-
tormodulation. Es wird lediglich ein D/A Wandler beno¨tigt und Mischerstufen
sowie Addierer entfallen. Der Nachteil dieses Konzeptes liegt in der vermin-
derten Frequenzstabilita¨t und der beno¨tigten, großen Kapazita¨t. Um eine kon-
stante Frequenz wa¨hrend des Sendevorgangs zu gewa¨hrleisten, muss die Span-
nung am Ausgang des Schleifenfilters nahezu konstant sein. Schwankungen in
der Versorgungsspannung, Temperaturvera¨nderungen und Leckstro¨me werden
wa¨hrend des Sendevorgangs nicht mehr u¨ber die Regelschleife ausgeglichen. Das
Konzept hat sich im Schnurlos-Funkstandard DECT etabliert, bei dessen Spe-
zifizierung auf eine preiswerte Realisierung abgezielt wurde. Fu¨r hochintegrierte
Abbildung 2.2: Modulationskonzept mit geo¨ffneter Regelschleife
low-voltage CMOS Prozesse ist dies kein geeignetes Konzept, da die Sensitivita¨t
durch sinkende Versorgungsspannungen zunimmt.
6
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2.3 Breitband Direktmodulation
Zur Generierung einer hochfrequenten Ausgangsfrequenz hoher Gu¨te wird meist
eine phasengesteuerte Regelschleife (engl. phase locked loop, PLL) eingesetzt,
wie bereits im vorigen Abschnitt behandelt wurde. Die Ausgangsfrequenz fout
einer PLL bestimmt sich in Abha¨ngigkeit der Referenzfrequenz fref und des
Teilerfaktors N zu:
fout = N · fref . (2.6)
Schaltet man den Teilerfaktor schnell zwischen unterschiedlichen Werten um
(engl. dithern), so sind auch nicht ganzzahlige, fraktionale Anteile der Refe-
renzfrequenz zu erzeugen. Das Umschaltmuster sollte so gewa¨hlt werden, dass
die dadurch entstehenden Rauschanteile das Ausgangsspektrum mo¨glichst we-
nig beeinflussen. Sigma-Delta Konverter zeigen hierfu¨r die besten Eigenschaften
[25] Bild 2.3 zeigt den Aufbau einer Breitband-Modulationsschleife. Die Basis-
Abbildung 2.3: Breitbandige Modulation durch A¨nderung des Teilerfaktors
banddaten und die gewu¨nschte Kanalfrequenz werden durch den Σ∆-Modulator
in die Regelschleife eingebracht. Die Schleife agiert als Digital-Analog Wandler.
Das vorgestellte Konzept hat einen wesentlichen Nachteil. Die Schleifenband-
breite muss im Vergleich zur Referenzfrequenz klein sein. Da die U¨bertragungs-
funktion vom Teilereingang zum VCO-Ausgang jedoch einer Tiefpassfunktion
entspricht, muss die Schleifenbandbreite im Bereich der Modulationsbandbreite
7
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liegen, um das Signal nicht zu verzerren, bzw. da¨mpfen.
Um den Regelfehler auf null zu regeln, werden klassischerweise Typ II PLL’s ,
d.h. Schleifen mit zweifach integrierendem Verhalten eingesetzt; vgl. [4]. Durch
das zweifach integrierende Verhalten sind diese Schleifen nur dann stabil, wenn
eine phasenfu¨hrende Nullstelle in das Schleifenfilter implementiert wird.
Fu¨r ein Bluetooth System, siehe Abschnitt 3.2, wird eine Bandbreite von 500 kHz
beno¨tigt. Die durch die Schleifenkomponenten entstehenden Rauschanteile (vgl.
4.3) setzen sich im Wesentlichen aus den Anteilen des spannungsgesteuerten Os-
zillators, des Phasendetektors, sowie dem Σ∆-Modulator zusammen und sind in
Bild 2.4 dargestellt. Fu¨r eine ausfu¨hrliche Darstellung der PLL-Rauscheigenschaften
wird auf Kapitel 4.3 verwiesen.
Die von der Bluetooth-Spezifikation geforderte spektrale Maske kann mit der
Abbildung 2.4: Rauschbetra¨ge der Typ II PLL mit hoher Bandbreite fu¨r Blue-
tooth mit einer Referenzfrequenz von 13 MHz.
hohen Bandbreite nicht eingehalten werden. Das akkumulierte Rauschen ist ab
einer Bandbreite von etwa einem MHz oberhalb der geforderten Werte. Somit
8
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liegt es nahe, die Ordnung des Schleifenfilters derart zu erho¨hen, dass ab der
gewu¨nschten Eckfrequenz von 500 kHz die Rauschkomponenten ausreichend un-
terdru¨ckt werden. Bild 2.5 zeigt den Unterschied der U¨bertragungsfunktionen
Abbildung 2.5: Vergleich der U¨bertragungsfunktion der geschlossenen Regel-
schleife fu¨r unterschiedliche Filterordnungen.
von Typ I und Typ II Regelschleifen. Durch die oben genannten Stabilita¨tsan-
forderungen an Typ II PLL’s ist es nicht mo¨glich, die Ordnung des Schleifen-
filters zu erho¨hen. Zwar wird ha¨ufig ein Ripple-Filter zur Unterdru¨ckung der
Referenzfrequenz eingesetzt, doch darf die Eckfrequenz dieses Filters nicht im
Bereich der Regelbandbreite liegen. Typischerweise wa¨hlt man diese Bandbreite
um eine Dekade ho¨her, um den Phasengang nicht zu beeinflussen. Somit sind
Da¨mpfungsverla¨ufe von maximal 40 dB/Dekade zu erreichen.
Weiterhin fu¨hrt die fu¨r Typ II Regelschleifen typische U¨berho¨hung im Durch-
lassbereich, auch als SSchulter”bezeichnet, zu einer Verzerrung der Impulsant-
wort. Das resultierende Augendiagramm (Bild 2.6) zeigt diese Auswirkungen
auf. Somit kann zusammengefasst werden, dass eine breitbandige Ausfu¨hrung
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Abbildung 2.6: Augendiagramm des FM-demodulierten Ausgangssignals einer
Typ II Implementierung.
der Typ II PLL nicht zur Modulation geeignet ist.
Fu¨r Regelschleifen des Systemtyp’s I gelten diese Einschra¨nkungen nicht. In
[32] wird ein Verfahren zum Entwurf des Schleifenfilters vorgestellt, welches es
ermo¨glicht, die U¨bertragungsfunktion der geschlossenen Regelschleife beliebig
einzustellen. Dieser Ansatz entstand im Rahmen der vorliegenden Arbeit und
wurde erstmals vero¨ffentlicht.
Zur analytischen Betrachtung und Berechnung des transienten Verhaltens der
Regelschleife wird das lineare Model verwendet. Abschnitt 4.1 behandelt eine
ausfu¨hrliche Herleitung dieses Models. Die U¨bertragungsfunktion der geo¨ffneten
Regelschleife wird folgendermaßen beschrieben:
GO(s) =
ICP ·KV CO
2 · pi ·Ndiv ·
HLF (s)
s
. (2.7)
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Da HLF (s) der Ordnung M als
HLF (s) =
KLF
1 +
M∑
k=1
( s
k
sLF,k
)
(2.8)
dargestellt werden kann, und die U¨bertragungsfunktion der geschlossen Schleife
mit der Ordnung N als
GCL(s) = Ndiv · GO(s)
1 +GO(s)
, (2.9)
ergibt sich:
GCL(s) =
Ndiv · ICP ·KV CO ·KLF
ICP ·KV CO ·KLF + 2 · pi ·Ndiv · s ·
[
1 +
M∑
k=1
( s
k
sLF,k
)
] . (2.10)
Da die Gaussche-Pulsform bekannt ist, kann eine mo¨gliche Implementierung
auf Basis der Koeffizienten aus [43] vorgenommen werden. Fu¨r ein Bluetooth
System erfu¨llt ein Gaussian-to-12 dB Polynomfilter sechster Ordnung die ge-
wu¨nschte Unterdru¨ckung der Rauschanteile. Die korrespondierende Pulsform
ist in Bild 2.5 dargestellt.
Bild 2.7 zeigt die Rauschkomponenten fu¨r eine solche Implementierung. Das
akkumulierte Rauschen liegt bei der einer Ablage von 2.5 MHz etwa 12 dB unter
der geforderten Spezifikation. Verglichen mit Bild 2.4 ko¨nnen die Rauschanteile
stark unterdru¨ckt werden.
Diese Entwurfsmethodik nutzt einerseits die Vorteile einer einfach integrieren-
den Schleife aber auch die Mo¨glichkeit, die U¨bertragungsfunktion der PLL zur
Sendepulsformung zu nutzen. Ein digitales Gauss-Filter wird nicht beno¨tigt. So-
mit kann auch die Bit-Breite des Σ∆-Modulators (vgl4.2) signifikant reduziert
werden. Das sich ergebende Augendiagramm ist in Bild 2.8 dargestellt.
Ausgehend von den gewu¨nschten Polen der U¨bertragungsfunktion kann die
U¨bertragungsfunktion der geschlossenen Schleife folgendermaßen dargestellt wer-
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Abbildung 2.7: Rauschkomponeneten der Typ I Implementierung einer BT-
PLL.
den:
GCL(s) =
Ndiv
1 +
N∑
k=1
( s
k
sPLL,k
)
. (2.11)
Basierend auf Gleichung 2.9 kann die U¨bertragungsfunktion der offenen Regel-
schleife
GO(s) =
GCL(s)
Ndiv −GCL(s) =
Ndiv
Ndiv ·
[
1 +
N∑
k=1
( s
k
sPLL,k
)
]
−Ndiv
(2.12)
folgendermaßen dargestellt werden:
GO(s) =
sPLL,1
s+
N∑
k=2
(
sk
sPLL,k
· sPLL,1
) . (2.13)
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Abbildung 2.8: Augendiagram des demodulierten Signals der Typ I Implemen-
tierung mit gausscher Pulsformung.
Mit Gleichung 2.7 and 2.8 ergibt sich eine offene Schleifenfunktion von:
GO(s) =
ICP ·KV CO ·KLF
2 · pi ·Ndiv ·
1
s+
M∑
k=1
( s
k+1
sLF,k
)
. (2.14)
Eine Indextransformation u¨berfu¨hrt dies in ein vergleichbares Format:
GO(s) =
ICP ·KV CO ·KLF
2 · pi ·Ndiv ·
1
s+
M+1∑
m=2
( s
m
sLF,(m−1)
)
. (2.15)
Ein Vergleich der Koeffizienten der Gleichung 2.13 und 2.15, ergibt die beno¨tigte
Versta¨rkung, sowie die Polynom-Koeffizienten des Schleifenfilters:
KLF =
2 · pi · sPLL,1 ·Ndiv
ICP ·KV CO , (2.16)
13
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sLF,(m−1) =
sPLL,k
sPLL,1
⇔ sLF,m = sPLL,k+1
sPLL,1
, (2.17)
M + 1 = N ⇔M = N − 1. (2.18)
Erwartungsgema¨ß verringert sich die Ordnung des Schleifenfilters gegenu¨ber der
geschlossenen Regelschleife um eins. Die Pole sind um einen Index verschoben
und durch den ersten Pol gewichtet.
Da die Filterkoeffizienten von dem Produkt aus Oszillatorsteilheit KV CO und
Abbildung 2.9: Einfluss der Variation der Oszillator-Steilheit fu¨r eine Typ I PLL
mit Sendepulsformung.
Ladungsstrom ICP abha¨ngen, muss untersucht werden, welchen Einfluss Ferti-
gungstoleranzen auf das U¨bertragungsverhalten der Regelschleife haben. Bild
2.9 zeigt die O¨ffnung des Augendiagramms sowie die spektrale Reserve bei
14
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2.5 MHz fu¨r Variationen der Schleifenversta¨rkung von -50 % bis +50 %. Die
Simulation zeigt, dass Schleifenversta¨rkungen bis zu -15 % die Spezifikationen
bezu¨glich der Augeno¨ffnung erfu¨llen. Die spektrale Reserve sollte mindestens
5 dB betragen. Somit ergibt sich hinsichtlich der spektralen Emissionen eine
maximal zu tolerierende Schleifenversta¨rkung von +20 %. Diese ermittelten
Grenzen sind in hochvolumigen CMOS-Prozessen nicht sicher einzuhalten.
Zusammenfassend kann festgehalten werden, dass die Breitbandmodulation mit
Typ I Regelschleifen eine stabile und hardware-effiziente Lo¨sung darstellt. Es
muss aber sichergestellt werden, dass die Schleifenversta¨rkung nicht wesentlich
vom Soll-Wert abweicht.
Das Ermitteln und Einstellen dieser Schleifenversta¨rkung ist zentraler Gegen-
stand der vorliegenden Arbeit und wird in Kapitel 5 behandelt.
2.4 Zwei-Punkt Direktmodulation
Eine andere Mo¨glichkeit, die Modulationsdaten in die Schleife einzubringen, und
dabei eine schmalbandige Eckfrequenz der Regelschleife realisieren zu ko¨nnen,
stellt die Zwei-Punkt Modulation [34, 10] dar. Hierbei wird an zwei Punkten der
Regelschleife eine Modulation aufgebracht. An einem Hochpass-Modulationspunkt
und einem komplementa¨ren Tiefpass-Modulationspunkt. Bild 2.10 zeigt den
prinzipiellen Aufbau eines Zwei-Punkt Modulators.
Betrachtet man das lineare Model (vgl. Abschnitt4.1) der PLL, so ergibt sich
bei ausschließlicher Modulation u¨ber den Tiefpass-Modulationspfad folgende
U¨bertragunsfunktion:
ϕout(s)
∆N
=
GO
1 +GO
· 2pifref
s
, bzw. fout =
GO
1 +GO
·fref∆N (2.19)
Bei ausschließlicher Modulation u¨ber den Hochpass-Modulationspfad ergibt sich:
ϕout(s)
Vmod
=
1
1 +GO
· 2piMV CO
s
, bzw. fout =
1
1 +GO
·MV COVmod
(2.20)
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Abbildung 2.10: Modulation an zwei Punkten des Regelkreises
Die Addition von Gleichung 2.19 und 2.20 fu¨hrt zu
fout =
MV COVmod + fref∆N ·GO
1 +GO
= MV COVmod ·
1 +
fref∆N
MV COVmod
·GO
1 +GO
.
(2.21)
Aus der Forderung der Frequenzunabha¨ngigkeit folgen die Bedingungen:
fref∆N
MV COVmod
= 1 und fout = MV COVmod (2.22)
Fasst man die beiden Gleichung 2.22 zusammen, so folgt:
fout = fref∆N = MV COVmod (2.23)
Dieses Ergebnis besagt, dass der Frequenzhub am Hochpassmodulationspunkt
MV COVmod mit dem Betrag des Frequenzhubs am Tiefpassmodulationspunkt
fref∆N u¨bereinstimmen muss.
Bild 2.11 zeigt die Sprungantworten einer Typ II PLL mit einer Schleifenband-
breite von 120 kHz. Die Addition beider Signal ergibt die erwartete frequenzu-
nabha¨ngige Sprungantwort.
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Abbildung 2.11: Sprungantwort des Hochpass- und Tiefpass modulierten Si-
gnals der Regelschleife.
Eine detaillierte Untersuchung in [39] zeigt, dass bei einer Variation des ana-
logen Modulationshubes von ±6 % die Grenzwerte der Spezifikation erreicht
werden. Die Zweipunktmodulation ist somit sensitiver auf Variationen als die
Breitbandmodulation. Auch hier muss eine Kalibrierung vorgesehen werden, um
die beiden Modulationspfade anzupassen.
2.5 Vorverzerrungs Direktmodulation
Eine weitere Mo¨glichkeit die Modulationsdaten direkt in eine schmalbandige Re-
gelschleife einzubringen ist die Vorverzerrungsmodulation. Hierbei wird das Mo-
dulationssignal durch ein digitales Filter derart vorverzerrt, dass es die Da¨mp-
fung der PLL im Bereich der Modulationsbandbreite kompensiert. Die U¨bertra-
gungsfunktion des Vorverzerrungsfilters muss daher invers zu der geschlossenen
Regelschleife sein. Im Idealfall fu¨hrt die Addition beider U¨bertragungsfunk-
tionen zu einer frequenzunabha¨ngigen Gesamtantwort. Dieses Konzept wurde
erstmals von [26] intensiv untersucht.
Ein wesentlicher Nachteil dieser Architektur sind die sehr hohen Anforderun-
gen an die Toleranzen der analogen Komponenten der PLL, da durch diese die
Koeffizienten des digitalen Kompensationsfilters festgelegt werden.
17
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Abbildung 2.12: Blockdiagramm des Konzeptes der Modulation mittels
Vorverzerrung.
Da die Phasenregelschleife ein Tiefpassverhalten aufweist, und das Kompensa-
tionsfilter invers zu dazu sein muss, ergibt sich somit eine Hochpassfunktion.
Diese ist inha¨rent instabil. Um das System zu stabilisieren, muss das Vorver-
zerrungsfilter als Bandpassystem ausgelegt werden. Die obere Grenzfrequenz
dieses Filters kann weit oberhalb der Modulationsbandbreite liegen. Ha¨ufig ist
die Kombination des Pulsformfilters (Gaussformung) mit dem Kompensations-
filter vorteilhaft. Bild 2.13 zeigt die U¨bertragungsfunktion der geschlossenen
Regelschleife fu¨r eine Typ II PLL, sowie die inverse U¨bertragungsfunktion zum
Entwurf des Kompensationsfilters. Die Kombination von Vorverzerrung- und
Gaussfilter sind in Abbildung 2.14 dargestellt.
Neben einem hardwareeffizienten Filterentwurf (vgl. Abschnitt 6.2) ist die Wahl
des PLL Systemstyps von entscheidender Bedeutung. Obwohl Typ I sowie Typ
II Regelkreise prinzipiell fu¨r ein bestimmtes Funksystem dieselbe Regelband-
breite haben, um in der gleichen Zeit einzuschwingen, unterscheidet sich die
La¨nge der Impulsantwort des Regelsystems wesentlich. Bild 2.15 zeigt die Sprun-
gantwort fu¨r ein DECT System mit 120 kHz Bandbreite fu¨r beide Systemtypen.
Die Bestimmung der digitalen Filterkoeffizienten werden in der Regel durch ein
Abtasten der Impulsantwort generiert. Die Sprungantwort hingegen ist ein Maß
zur Bestimmung der durch das Filter gefilterten Energie. Anhand vom Simul-
tionsergebnis aus Abbildung 2.15 ist ersichtlich, dass die Sprungantwort der
18
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Abbildung 2.13: U¨bertragungsfunktion der Regelschleife und des
Vorverzerrungsfilters.
Typ I PLL nach TImpulse,I = 2µs den Endwert erreicht. Die Typ II PLL ist
nach TImpulse,II = 6µs immer noch nicht vollsta¨ndig auf den Wert ’1’ einge-
schwungen. Die La¨nge, bzw. Gro¨ße eines Digitalfilters NTaps bestimmt sich in
Abha¨ngigkeit der Abtastfrequenz fsample und der La¨nge der zu beru¨cksichti-
genden Impulsantwort TImpulse zu:
NTaps = fsample · TImpulse. (2.24)
Gleichung 2.24 zeigt, dass bei gleicher Wahl der Abtastfrequenz fsample das
Kompensationsfilter der Typ II Implementierung um den Faktor TImpulse,II /
TImpulse,I = 3 gro¨ßer ausgelegt werden muss.
Das System der Vorverzerungsmodulation bietet im Hinblick auf immer kleiner
werdende Strukturbreiten moderner CMOS Prozesse Vorteile, da das digitale
Kompensationsfilter von der sinkenden Leistungsaufnahme und geringer wer-
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Abbildung 2.14: U¨bertragungsfunktion des aus Vorverzerrungs- und Gaussfilter
kombinierten Filters.
denden Fla¨che profitiert.
Die inverse U¨bertragungsfunktion der geschlossenen Regelschleife kann anhand
des linearen Models aus Kapitel 4.1 bestimmt werden,
HKomp =
2pi ·Ndiv · s+KV CO · ICP ·HLF (s)
Ndiv ·KV CO · ICP ·HLF (s) (2.25)
und ist abha¨ngig von den Variationen der analogen Komponenten. Bei idea-
ler Eckfrequenz des Schleifenfilters bestimmt die Schleifenversta¨rkung KLoop =
KV CO · ICP die Anpassung des berechneten digitalen Kompensationsfilters an
die U¨bertragungsfunktion der geschlossenen Regelschleife. Diese, auch als ’mat-
ching’ bezeichnete Gro¨ße ist maßgeblich fu¨r die Qualita¨t des Sendesignals. In
[39] zeigt die Untersuchung eines Bluetooth Systems eine maximal tolerierbare
Variation von ±9%.
Ebenso wie in den bisher beschriebenen Modulationsarchitekturen ist eine Ka-
20
2.5 Vorverzerrungs Direktmodulation
Abbildung 2.15: Sprungantwort des Kompensationsfilters fu¨r Typ I und Typ II
Regelschleife.
librierung der Schleifenversta¨rkung fu¨r Vorverzerrungsmodulatoren notwendig.
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3 Funksysteme mit digitaler
Frequenzmodulation
Um eine Interoperabilita¨t zwischen Gera¨ten verschiedener Hersteller zu gewa¨hr-
leisten, werden die Funkspezifikation der Systeme standardisiert. Diese Einigung
ist aus Sicht des Endverbrauchers sinnvoll. Aus der Sicht des Systementwicklers
mu¨ssen hierdurch harte Grenzen eingehalten werden. Das System muss dem-
nach nicht nur auf Funktionsweise entworfen, sondern im Hinblick auf Einhal-
tung sa¨mtlicher Spezifikationen entworfen werden. Im Rahmen der vorliegenden
Arbeit werden die Funksysteme DECT und Bluetooth untersucht.
3.1 DECT
Das DECT System wurde zur drahtlosen Kommunikation von Festnetzanschlu¨s-
sen entworfen. Wesentliche Leistungsmerkmale sind gute Sprachqualita¨t, Ab-
ho¨rsicherheit und kostengu¨nstige Realisierung. Die Sprachsignale werden digital
codiert und mittels GFSK (Gaussian Frequency Shift Keying) mit einer Mo-
dulationsbreite von 1.152 MHz u¨bertragen. Das Verha¨ltnis von Bitbreite zu
Datenrate ist mit BT = 0.5 definiert.
Der Kanalzugriff ist eine Kombination aus FDMA (Frequency Division Mul-
tiple Access) und TDMA (Time Division Multiple Access). Insgesamt stehen
zehn (c = 0, 1, 2..9) mo¨gliche Tra¨gerfrequenzen zwischen 1881.792 MHz und
1897.344 MHz zur Verfu¨gung. Die Kanalbandbreite ergibt sich zu 1.728 MHz.
Die einzelnen Tra¨gerfrequenzen errechnen sich nach der Formel:
fC = 1897.344 MHz − c · 1.728 MHz. (3.1)
Jeder dieser Kana¨le ist in 12 Sende- und Empfangszeitschlitze (engl.: Time Slot)
unterteilt, welche sich alle 10 ms wiederholen. Die Zeitdauer eines Zeitschlitzes
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Frequenzablage vom Tra¨ger maximal zula¨ssige Leistung
0 · 1.728 MHz 250 mW
1 · 1.728 MHz 160 µW
2 · 1.728 MHz 1 µW
3 · 1.728 MHz 80 nW
4 · 1.728 MHz 40 nW
Tabelle 3.1: Maximal zula¨ssige Aussendungen in Nachbarba¨nder nach DECT
Spezifikation.
bestimmt sich zu:
TTimeSlot =
10 ms
24
= 416.67 µs (3.2)
In der Kombination aus TDMA und FDMA stehen dementsprechend 10 · 12 =
120 Kana¨le zur Verfu¨gung.
Die abgestrahlte Leistung einer Station betra¨gt wa¨hrend ihres Sendezeitschlit-
zes 250 mW. Durch den Duty Cycle von 1/24 bezogen auf den ganzen Rahmen,
ergibt sich eine Durchschnittsleistung von ca. 10 mW oder +10 dBm. Mit dieser
Leistung ko¨nnen Distanzen bis zu 300 m im Freien und bis zu 50 m in Geba¨uden
u¨berbru¨ckt werden.
Fu¨r das DECT-Band sind die maximal zugelassenen, unerwu¨nschten Aussen-
dungen des Signals in die Nachbarkana¨le in der Spezifikation [7] angegeben.
Diese Werte sind in der Tabelle 3.1 aufgefu¨hrt. Ab dem vierten Nachbarkanal
darf in allen weiteren Nachbarkana¨len eine Ausgangsleistung von 40 nW nicht
u¨berschritten werden.
Diese Werte ko¨nnen im logarithmischen Maßstab auf den Tra¨ger bezogen wer-
den. Die resultierenden Werte sind mit einer Reserve von 3 dBc/Hz auf 1 Hz
normiert in Abbildung 3.1 abgebildet.
Die durch die Modulation und Tra¨gerfrequenzgenerierung entstehende Sto¨rlei-
stung muss stets geringer als diese spezifizierte sein.
Neben der Beachtung der unerwu¨nschten Aussendungen ist die maximale Fre-
quenzabweichung der Modulation festgelegt. Eine bina¨re ’1’ wird durch einen
positiven Frequenzhub deklariert (+∆f), eine bina¨re ’0’ dementsprechend mit
einem negativen Hub (−∆f). Der nominale Hub ist definiert zu ∆f = 288 kHz.
Die maximal zula¨ssigen Grenzen sind in zwei Fa¨lle unterteilt:
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Abbildung 3.1: Ermittelte, spektrale Maske fu¨r den DECT Standard
• Wiederholende Sequenz aus vier ’0’ und vier ’1’ (0000111100001111)
maximale Abweichung 259 kHz < ∆f < 403 kHz
• Jede andere Sequenz
maximale Abweichung 202 kHz < ∆f < 403 kHz
Dieser Fall beeinhaltet auch den Fall einer schnellen Eins-Null Folge (01010101).
Die Spezifikation besagt somit, dass die Abweichung vom nominalen Frequenz-
hub fu¨r eine zufa¨llige Bitfolge zwischen 70% und 140% liegen muss.
3.2 Bluetooth
Der Standard Bluetooth [5] ist 1998 von verschiedenen Firmen, unter ande-
rem Ericsson, Intel und Nokia gegru¨ndet worden. Ziel war es, mit geringem
Leistungsverbrauch, kurzreichweitige Kabelverbindungen zu ersetzen. Als An-
wendung kommen somit Drucker, Headsets, etc. in Frage.
Um einen weltweiten Einsatz zu gewa¨hrleisten und die Kosten zu minimieren
wurde Bluetooth im lizenzfreien ISM spezifiziert. Hierbei werden im Bereich
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von 2.402 GHz bis 2.48 GHz insgesamt 79 (k = 0, 1, 2..78) Kana¨le mit einer
Bandbreite von 1 MHz definiert. Die Mittenfrequenz eines Kanals ergibt sich
zu:
fC = 2402 MHz + k · 1.0 MHz. (3.3)
Ebenso wie im DECT Standard nutzt BT eine GFSK Modulation. Dies ist
im Hinblick auf Leistungsverbrauch die geeignete Wahl. Das Bandbreite-Zeit
Produkt ist BT = 0.5. Fu¨r einen festgelegten Modulationsindex von η = 0.32
ergibt sich ein Frequenzhub von ∆f = ±160 kHz. Die Spezifikation erlaubt
eine Abweichung des Modulationsindexes von 0.28 < η < 0.35, wodurch sich
ein mo¨glicher Frequenzhub von 140 kHz < ∆f < 175 kHz ergibt.
Abbildung 3.2 zeigt die mximalen, in der Spezifikation definierten Variationen
Abbildung 3.2: Geforderte Spezifikationen zum Frequenzhub fu¨r Bluetooth
des Augendiagramms. Hierbei darf die Variation des Frequenzhubes ∆f zwi-
schen einer schnellen 1-0 Folge (1010101010...) und einer langsamen (1111110000011..)
80 % nicht unterschreiten. Weiterhin darf der absolute Frequenzhub 115 kHz
nicht unterschreiten.
Außerhalb des Sendekanals, also bei einer Ablage von fablage = 500 kHz (Nach-
barkanal 1) muss die spektrale Leistung um 20 dB gegenu¨ber der Tra¨gerleistung
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Abbildung 3.3: Spektrale Maske fu¨r den Bluetooth Standard
abgefallen sein. Im danebenliegenden Nachbarkanal (2) ist eine maximale Lei-
stung von −20 dBm und im Nachbarkanal (3) von −40 dBm zugelassen. Somit
ergibt sich fu¨r die hier untersuchte Leistungsklasse 3 mit einer Sendeleistung von
0 dBm eine spektrale Leistungsdichte −60 dBm/Hz, bezogen auf die Bandbrei-
te B = 1 MHz. Abbildung 3.3 zeigt die resultierende spektrale Maske fu¨r dieses
System.
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4 Phasenregelschleifen
Zur Generierung eines hochfrequenten Tra¨gersignals werden heute fast aus-
schließlich Phasenregelkreise (engl. phase-locked loop, PLL) eingesetzt. Diese
bieten die beste Mo¨glichkeit zur monolithischen Integration, unter Beibehal-
tung hoher Frequenzauflo¨sung und geringem Phasenrauschen. In der Literatur
wird prinzipiell zwischen vier Typen unterschieden [3, 4]:
• Linerare PLL (LPLL)
• Klassische PLL (DPLL)
• Vollsta¨ndig-digitale PLL (ADPLL)
• Software-PLL (SPLL)
Konzeptionell unterscheiden sich diese vier Typen durch die Wahl des Phasen-
detektors. Die lineare PLL arbeitet vollsta¨ndig analog und nutzt einen analo-
gen Multiplizierer zur Detektion der Phasendifferenz. Der Detektor der klassi-
schen PLL ist als digitaler Schaltungsteil implementiert und steuert ein analoges
Schleifenfilter. Dieser Aufbau ist auch als ’Mixed-Signal PLL’ bekannt und za¨hlt
zu den am meisten eingesetzten Architekturen. Daher wird ausschließlich dieser
PLL-Typ in der vorliegenden Arbeit behandelt. Die vollsta¨ndig digitale PLL
und die Software-PLL nutzen ausschließlich digitale Komponenten und hatten
fu¨r Funkanwendungen bisher keine nennenswerte wirtschaftliche Bedeutung. In
[38, 36, 37] wurde eine neuartige Struktur der digitalen PLL vorgestellt, die
die Anwendung digitaler Schleifen fu¨r hochintegrierte Funkmodulatoren ermo¨g-
licht.
Im weiteren Verlauf dieses Kapitels werden die Architektur und die mathema-
tische Beschreibung der mixed-signal PLL dargestellt.
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Abbildung 4.1: Prinzipielle Struktur des Phasenregelkreises.
4.1 Analytisches Modell der PLL
Bild 4.1 zeigt den Aufbau einer Phasenregelschleife. Im eingerasteten Zustand
ist die Phasenverschiebung zwischen den beiden Signalen ϕref und ϕdiv kon-
stant. Die Phasenverschiebung, also die A¨nderung der Phasenlage zueinander
ist gleich null. Sobald sich eine Phasenverschiebung ergibt, wird diese durch
den Phasendetektor detektiert und gefiltert am spannungsgesteuerten Oszilla-
tor (VCO) angelegt. Die damit resultierende Frequenz- bzw. Phasena¨nderung
regelt die Phasenverschiebung aus, bis die Differenz der beiden Phasenlagen
wieder null wird. Die Schleife ist also stets bestrebt in einem Zustand zu ver-
harren, bzw. einzurasten.
Im eingeregelten Zustand stellt sich am VCO eine Phase von:
ϕout = N · ϕref , bzw. fout = N · fref (4.1)
ein. Durch eine Variation des Teilerfaktors N ko¨nnen somit als Ausgangsfre-
quenzen alle ganzzahligen Vielfachen der Referenzfrequenz erzeugt werden. Da-
her bezeichnet man diese Struktur als ’Integer-N’ PLL. Abschnitt 4.2 zeigt
eine Mo¨glichkeit auf, die Ausgangsfrequenz mit einer ho¨heren Auflo¨sung durch
schnelles Umschalten des Teilerfaktors zu generieren.
Um das Verhalten der Regelschleife genau berechnen zu ko¨nnen, wird ein linea-
res Model der PLL erstellt. Hierzu wird im Folgenden die Funktion der einzelnen
Blo¨cke untersucht.
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4.1.1 Phasendetektoren
Grundsa¨tzlich gibt es viele Realisierungsmo¨glichkeiten fu¨r Phasendetektoren in
PLL’s. Mixed-Signal Regelschleifen setzten meist einen der folgenden Detekto-
ren ein:
• XOR,
• JK Flip-Flop,
• PFD.
Alle drei Ausfu¨hrungen arbeiten als sequentielle Schaltung und detektieren die
Zusta¨nde oder Flanken der Eingangssignale. Sie unterscheiden sich in ihrer
Komplexita¨t, dem linearen Bereich sowie der Versta¨rkung.
Das XOR-Gatter verha¨lt sich wie ein Multiplizierer. Verschwindet der Pha-
Abbildung 4.2: Funktionsweise des XOR Phasendetektors.
senfehler zwischen den Eingangssignalen, so betra¨gt die Phasenverschiebung
90◦. Das Ausgangssignal des Gatters ist in diesem Fall ein symmetrisches Recht-
ecksignal mit doppelter Eingangsfrequenz und 50 % Tastverha¨ltnis (Bild 4.2).
Durch die folgende Tiefpassfilterung wird nur der Mittelwert des Ausgangssi-
gnals bewertet. Das XOR-Gatter arbeitet in einem Bereich von
−pi
2
≤ ϕe ≤ pi
2
(4.2)
linear (Bild 4.3). Der lineare Bereich (Fangbereich) definiert auch den Ziehbe-
reich des Phasendetektors. Liegt eine gro¨ßere Phasendifferenz an, so wird die
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Regelschleife nicht einrasten. Es ist mo¨glich den Ziehbereich zu erweitern indem
eine zusa¨tzliche Schaltung den Arbeitsbereich des Detektors auf den Ziehbereich
beschra¨nkt [13].
Die Versta¨rkung des XOR-Gatters bestimmt sich fu¨r eine Versorgungsspannung
Abbildung 4.3: U¨bertragungskennlinie des XOR-Phasendetektors.
von Vdd zu:
KPD,XOR =
Vdd
pi
. (4.3)
Ein wesentlicher Nachteil dieses Konzepts ist die Einschra¨nkung des linearen
Bereichs bei unsymmetrischen Eingangssignalen, d.h. wenn das Tastverha¨ltnis
der Signale Vref bzw. Vdiv nicht 50 % betra¨gt. Bild 4.3 zeigt die Amplitudenbe-
grenzung der Kennlinie. Dieses Problem kann durch den Einsatz flankengetrig-
gerter Phasendetektoren gelo¨st werden. Eine Ausfu¨hrung dieser Detektoren ist
das flankengesteuerte JK Flip-Flop. Dieser Phasendetektor ist auf die Flanken
der beiden Eingangssignale Vref bzw. Vdiv sensitiv.
Bei einer steigenden Flanke am J Eingang schaltet das Flip-Flop den Aus-
Abbildung 4.4: Funktionsweise des JK Flip-Flop.
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gangspegel von Vjk in den positiven Logikpegel mit der Ausgangsspannung
Vdd. Eine steigende Flanke am K Eingang kippt den Ausgang Q in den ne-
gativen Logikpegel. Die Polarita¨t der Flanken kann auch umgekehrt definiert
werden. Das Flip-Flop ist dann auf negativen Flanken der Eingangssignal Vref
und Vdiv sensitiv. Ebenso wie beim XOR-Gatter ist das Ausgangssignal Vjk ein
symmetrisches Rechtecksignal. Die Frequenz ist jedoch die gleiche wie die der
Eingangssignale. Relevant ist wiederum der Mittelwert der Ausgangsspannung
Vjk. Es gilt der Zusammenhang:
Vjk = KPD,JK · ϕe(t). (4.4)
Der lineare Bereich (Bild 4.5) des JK Flip-Flops ist um den Faktor zwei gro¨ßer,
als der des XOR-Gatters.
−pi ≤ ϕe ≤ pi (4.5)
Die Versta¨rkung KPD,JK ergibt sich entsprechend Gleichung 4.6.
KPD,JK =
Vdd
2pi
. (4.6)
Das Tastverha¨ltnis der Eingangssignale Vref und Vdiv spielt fu¨r die U¨bertra-
Abbildung 4.5: U¨bertragungskennlinie des JK Flip-Flop Phasendetektors.
gungskennlinie (Bild 4.5) keine Rolle.
Allerdings haben die beiden Phasendetektoren (XOR und JK Flip-Flop) den
wesentlichen Nachteil, dass sich der Ziehbereich nur u¨ber den linearen Bereich
erstreckt. Es sollte aber stets gewa¨hrleistet sein, dass der Ziehbereich den Fre-
quenzbereich abdeckt, in dem die PLL verwendet wird. Diese Anforderung ist
mit dem Phasen-Frequenz-Detektor (PFD) am Besten erfu¨llt, da dessen
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Ziehbereich den gesamten Frequenzbereich abdeckt. Es handelt sich hierbei
ebenfalls um eine sequentielle Schaltung, jedoch wird neben der Phasendetekti-
on auch die Frequenz beru¨cksichtigt und gespeichert. Im ausgerasteten Zustand
liefert dieser Phasendetektor eine Information u¨ber den Frequenzunterschied
der Eingangssignale Vref und Vdiv.
Bild 4.6 zeigt den prinzipiellen Aufbau eines Phasen-Frequenz Detektors. Die
Abbildung 4.6: Aufbau des PFD-Phasendetektors und Zustandsdiagram.
Schaltung ist durch zwei D-Flip-Flops realisiert, deren Ausga¨nge durch ein
AND-Gatter ru¨ckgekoppelt sind. Um die digitale Funktion anschaulich dar-
zustellen wird das Zustandsdiagramm aus Abbildung 4.6 betrachtet. Von den
theoretisch vier mo¨glichen Zusta¨nden ist der UP = DOWN =′ 1′ Zustand
durch das verwendete AND-Gatter nicht mo¨glich. Daher ergeben sich 3 mo¨g-
liche Zusta¨nde. Bei einer positiven Flanke von Vref schaltet der Detektor in
den na¨chstho¨heren Zustand. Befindet sich der PFD bereits im ’1’ Zustand, so
a¨ndert sich nichts. Bei einer positiven Vdiv Flanke wird in den na¨chsttieferen
Zustand gewechselt.
Die nachgeschaltete Stromquelle reagiert auf die ’+1’, bzw. ’-1’ Signale des
Phasendetektors mit einem positiven, respektive negativen Ausgangsstrom. Da-
durch ist der mittlere Ausgangsstrom ICP (t) eine Funktion des Phasenfehlers
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ϕe und kann somit im eingerasteten Zustand mit der linearen Beziehung
KPD,PFD = ICP (t) =
ICP
2pi
· ϕe (4.7)
angegeben werden. Fu¨r den ausgerasteten Zustand (ϕe ≥| 2pi |) springt der
Abbildung 4.7: U¨bertragungskennlinie des PFD-Phasendetektors.
Phasendetektor in den Zustand ’0’ zuru¨ck (vgl. Bild 4.7). Durch dieses fre-
quenzsensitive Verhalten begru¨ndet sich der Name Phasen-Frequenz-Detektor.
Ein weiterer Vorteil des PFD ist die Tatsache, dass im eingerasteten Zustand
(ϕe = 0) keine Korrekturstro¨me fließen. Durch diese drei mo¨glichen Zusta¨nde
wird dieser Phasendetektor in die Gruppe der ’Tristate’ Detektoren eingeordnet.
4.1.2 Schleifenfilter
Das Schleifenfilter erfu¨llt in dem Phasenregelkreis die Aufgabe des Reglers.
Prinzipiell sind passive, als auch aktive Filterstrukturen mo¨glich. Neben einer
geringen Komplexita¨t zeichnen sich passive Filter durch besseres Rauschver-
halten in Modulationsschleifen aus. Das Filter muss hochfrequente Anteile des
VCO Steuersignals Vctrl filtern. Regelkenngro¨ßen, wie das Einschwingverhalten,
Regelabweichung, usw. werden durch die Auslegung der Filterelemente definiert.
Die Wahl der Filtertopologie aus Bild 4.8 hat den Vorteil, dass die verbleibende
Regelabweichung e∞ gegen Null geht. Durch das integrierende Verhalten, dass
durch die Kapazita¨t C1 entsteht, muss ein phasenhebendes Glied (C2undR2)
hinzugefu¨gt werden, um die Stabilita¨t des Regelkreises zu gewa¨hrleisten. Der
Tiefpass (C3undR3) dient als zusa¨tzliches Ripplefilter und hat keinen wesentli-
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Abbildung 4.8: Aufbau des Schleifenfilters aus den Teilimpedanzen Z1 und Z2.
chen Einfluss auf die Dynamik der Scheife. Die U¨bertragungsfunktion des Schlei-
fenfilters ist das Verha¨ltnis von Ausgangsspannung Vctrl zu Eingangsstrom ICP ,
demnach eine Transimpedanz.
Zur Berechnung betrachtet man zuna¨chst eine Parallelschaltung aus der Impe-
danz Z1(s), welche die Dynamik definiert:
Z1(s) =
1 + sC2R2
s2C1C2R2 + sC1 + sC2
(4.8)
und dem Ripplefilter Z2(s):
Z2(s) =
1 + sC3R3
sC3
. (4.9)
Nach Anwendung der Stromteilerregel
ICP (s)
I3(s)
=
Z1(s)
Z2(s)
, (4.10)
folgt aus
Vctrl(s) =
I3(s)
sC3
(4.11)
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die Transimpedanz des Schleifenfilters Z(s) zu:
Z(s) =
Vctrl(s)
ICP (s)
=
1
sC3(1 +
Z2(s)
Z1(s)
)
, (4.12)
beziehungsweise
Z(s) =
(1 + sC2R2)
s3C1C2C3R2R3 + s(C1 + C2 + C3) + ...
...+ s2(C1C2R2 + C1C3R3 + C2C3R2 + C2C3R3)
.
(4.13)
Fu¨r eine Darstellung im Bodediagramm ist eine Schreibweise in normierter Form
von Vorteil:
Z(s) = KLF
1 + τ1s
s · (1 + τ2s) · (1 + τ3s) (4.14)
mit
KLF =
1
C1 + C2 + C3
(4.15)
τ1 = R2C2 (4.16)
1
τ2
=
C1C2R2 + C1C3R3 + C3C2R2 + C2C3R3
2C1C2C3R2R3
−
√
(C1C2R2 + C1C3R3 + C2C3R2 + C2C3R3)2
4(C1C2C3R2R3)2
− C1 + C2 + C3
C1C2C3R2R3
(4.17)
1
τ3
=
C1C2R2 + C1C3R3 + C3C2R2 + C2C3R3
2C1C2C3R2R3
+
√
(C1C2R2 + C1C3R3 + C2C3R2 + C2C3R3)2
4(C1C2C3R2R3)2
− C1 + C2 + C3
C1C2C3R2R3
(4.18)
4.1.3 Spannungsgesteuerter Oszillator
In der Betrachtung eines klassischen Regelkreises u¨bernimmt der spannungsge-
steuerte Oszillator (engl. voltage controlled oscillator, VCO) die Funktion der
Regelstrecke. Nahezu alle technischen Realisierungen von elektrisch abstimmba-
ren Oszillatoren werden spannungsgesteuert ausgefu¨hrt. Die vom Schleifenfilter
erzeugte Spannung Vctrl regelt als Stellgro¨ße die gewu¨nschte Ausgangsgro¨ße.
Folgende Kriterien sind an den VCO zu stellen:
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• weite Steuerbarkeit bei hohen Frequenzen,
• geringes Phasenrauschen,
• schnelle Ansprechzeit,
• Implementierbarkeit.
Diese Anforderungen werden in der Regel mit einem LC-Schwingkreis erfu¨llt.
Zur Erzeugung einer ungeda¨mpften Schwingung wird ein aktiver Schaltungsteil
beno¨tigt, der die ohmschen Verluste von Spule und Kondensator ausgleicht. So-
mit ergibt sich, in Abha¨ngigkeit der Bauteilgro¨ßen, folgende Ausgangsfrequenz:
fout =
1
2pi
√
LC
. (4.19)
Durch eine Variation der Spulengro¨ße oder des Kapazita¨tswertes a¨ndert sich die
Frequenz. Eine kontinuierliche Abstimmung einer Induktivita¨t ist monolithisch
nicht mo¨glich. Eine Kapazita¨tsa¨nderung in Abha¨ngigkeit einer Spannungsa¨n-
derung kann durch einen Varaktor realisiert werden. Steigt die Spannung am
Varaktor, so sinkt die Kapazita¨t und die Ausgangsfrequenz steigt an. Im Ide-
alfall ist dieser Zusammenhang na¨herungsweise linear. Fu¨r die Klassifizierung
eines VCO gelten im Wesentlichen drei Kenngro¨ßen: Mittenfrequenz ωcenter,
Steuerspannung Vctrl und Steilheit KV CO. Die Mittenfrequenz ωcenter sollte
stets zentriert im abzudeckenden Frequenzbereich liegen. Die Steilheit gibt an,
wie stark sich eine Spannungsa¨nderung ∆Vctrl am Eingang des Oszillators auf
eine Frequenza¨nderung ∆ωout am Ausgang auswirkt. Nimmt man im inter-
essierenden Steuerbereich einen linearen Zusammenhang an, so gilt folgender
Zusammenhang:
ωout = ωcenter +KV CO ·∆Vctrl. (4.20)
Fu¨r die Betrachtung im Phasenregelkreis ist die Phaselage, als zeitliches Integral
der Frequenz:
ϕout(t) =
∫ t
0
ωcenter +KV CO ·∆Vctrl(τ)dτ. (4.21)
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Da lediglich die Differenz zwischen IST-Phase und SOLL-Phase geregelt wird,
ist die Ausgangsgro¨ße der Regelstrecke:
ϕout(t) =
∫ t
0
KV CO ·∆Vctrl(τ)dτ. (4.22)
Mit Hilfe der Laplace Transformation von Gleichung 4.22 kann die U¨bertra-
gungsfunktion im Frequenzbereich zu
ϕout(s)
∆Vctrl(s)
=
KV CO
s
(4.23)
berechnet werden. Fu¨r Phasensignale zeigt ein spannungsgesteuerter Oszillator
ein integrierendes Verhalten.
4.1.4 Teilerstufen
Zur indirekten Frequenzsynthese ist ein digitaler Teiler im Ru¨ckkoppelpfad der
PLL notwendig. Fu¨r die Phase des Teilerausgangssignals gilt:
ϕdiv(t) =
∫ t
0
2pifdiv(τ)dτ (4.24)
Da nach Gleichung 4.22 die Phase des spannungsgesteuerten Oszillators darge-
stellt werden kann, beschreibt
ϕdiv(t) =
ϕV CO(t)
N
(4.25)
die Funktion des Teilers im Zeitbereich. Analog gilt fu¨r den Frequenzbereich:
ϕdiv(s)
ϕV CO(s)
=
1
N
. (4.26)
Ein Fraction-N Konzept (vgl. Abschnitt 4.2) beno¨tigt umschaltbare Teiler.
In der Literatur [12] finden sich diverse Realisierungsmo¨glichkeiten. Fu¨r voll
integrierte Modulationsschleifen hat sich das Konzept kaskadierter 2/3 Teiler
(Bild 4.9) durchgesetzt. Hierbei wird das Einganssignal in Abha¨ngigkeit vom
Wert des Modulus Signals mod durch zwei oder durch drei geteilt.
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Abbildung 4.9: Aufbau einer Teilerstufe durch 2 oder 3.
Das Tastverha¨ltnis ist bei einem Teilerzyklus durch gerade Werte symmetrisch.
Bei ungeraden Teilerwerten wird das Ausgangsignal aber unsymmetrisch. Bei
der Verwendung von flankengetriggerten Phasendetektoren stellt dies keine Be-
eintra¨chtigung dar.
4.1.5 Lineares Modell der PLL
Abbildung 4.10: Schematischer Aufbau des lineren Modells des Phase-Locked
Loop
Im eingerasteten Zustand, wenn also der Phasenfehler von ϕref und ϕdiv im
linearen Bereich des Phasendetektors liegt, kann das in Bild 4.10 dargestellte
Modell der Regelschleife angewandt werden. Sollte die Phasendifferenz außer-
halb dieses Bereichs liegen, so befindet sich das Regelsystem im ausgerasteten
Zustand und das lineare Modell hat keine Gu¨ltigkeit.
Zur Untersuchung der Dynamik und der Stabilita¨t wird die Fu¨hrungsu¨ber-
tragungsfunktion des Regelkreises beschrieben [14]:
GF (s) =
ϕout(s)
ϕe(s)
= KPD ·HLF (s) · KV CO
s
. (4.27)
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Aus den Erkenntnissen des vorigen Abschnittes folgt:
GF (s) =
ICP ·KV CO ·HLF (s)
2pi · s . (4.28)
Die U¨bertragungsfunktion des geo¨ffneten Regelkreises ergibt sich zu:
GO(s) =
ϕdiv(s)
ϕe(s)
= KPD ·HLF (s) · KV CO
s
· 1
N
, (4.29)
entsprechend:
GO(s) =
ICP ·KV CO ·HLF (s)
2pi ·N · s . (4.30)
Die U¨bertragungsfunktion des geschlossenen Regelkreises ergibt sich aus
GCL(s) =
GF (s)
1 + 1
N
·GF (s) (4.31)
zu:
GCL(s) =
ϕout(s)
ϕref (s)
=
N ·KPD ·HLF (s) ·KV CO
N · s+KPD ·HLF (s) ·KV CO , (4.32)
beziehungsweise
GCL(s) =
ICP ·KV CO ·HLF (s)
2pi · s+ 1
N
· ICP ·KV CO ·HLF (s) . (4.33)
4.2 Fraktional-N Frequenzsynthese
Bei dem bisher betrachteten Konnzept der indirekten Frequenzsynthese ist die
Einstellung des Kanalrasters auf Vielfache der Referenzfrequenz begrenzt. Heu-
te u¨bliche Referenzfrequenzen liegen in einem Bereich von etwa 10 bis 20 MHz.
Dadurch ist es nicht mo¨glich, die beno¨tigten Kanalfrequenzen (siehe Kapitel
3) einzustellen. Zwar besteht die Mo¨glichkeit, niedrige Referenzfrequenzen zu
verwenden, doch wu¨rde dies den Teilerfaktor N massiv vergro¨ßern und somit
das Phasenrauschen der PLL drastisch verschlechtern. Die Schleifenbandbreite
muss ebenfalls niedrig gewa¨hlt werden, um die Oberwellen des Referenztaktes
herauszufiltern. Dies vergro¨ßert das Einschwingverhalten der Regelschleife.
Das in [11, 22, 23] vorgestellte Verfahren zur Fractional-N Synthese erfu¨llt die
Anforderung an hohe Frequenzauflo¨sung bei geringem Phasenrauschen.
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Das Prinzip besteht darin, den Teilerwert der PLL als Funktion der Zeit zu a¨n-
dern. Am Ausgang der Regelschleife stellt sich der Mittelwert der Teilersequenz
multipliziert mit der Referenzfrequenz ein. Erfolgt das Umschalten der Teiler-
werte mit einer definierten Periodizita¨t, so entstehen dadurch Sto¨rto¨ne im Aus-
gangsspektrum der Regelschleife. Mo¨chte man beispielsweise einen fraktionalen
Teilerwert von 120.5 generieren, so ist es prinzipiell mo¨glich, abwechselnd durch
120 und 121 zu teilen (siehe Bild 4.11). Zur Generierung beliebiger fraktionaler
Abbildung 4.11: Prinzipielle Funktionsweise des Fractional-N Synthesizers.
Wertesequenzen, muss zuna¨chst der geradzahlige Anteil NI vom fraktionalen
Teil NF abgespalten werden. Fu¨r einen Wert von beispielweise 120.3 betra¨gt
NI = 120 und NF = 0.3. Fu¨hrt man den fraktionalen Anteil nun in einen
Akkumulator, dessen Wert maximal eins werden kann, so indiziert das U¨ber-
laufen des Akkumulatorinhaltes eine Teilerwerta¨nderung. Bild 4.12 zeigt das
Zustandsdiagramm eines solchen Modulators. Dieses Konzept entspricht genau
dem eines Σ∆-Modulators erster Ordnung. Das Prinzip der Σ∆-Modulation
basiert auf den Konzepten zur Analog-Digital (AD) und Digital-Analog (DA)
Umsetzern [25]. Die Motivation fu¨r den Einsatz von Σ∆-Wandlern ist die Mo¨g-
lichkeit, das Quantisierungsrauschen in u¨berabgetasteten Systemen spektral zu
formen. Die wesentlichen theoretischen Grundlagen fu¨r den Einsatz in Regel-
kreisen werden in [21, 31] vorgestellt.
Durch die in Bild 4.12 dargestellte Architektur entsteht ein sa¨gezahnfo¨rmiger
Phasenfehler ϕe am Ausgang des Phasendetektors. Die Periodizita¨t dieses Si-
gnals generiert ebenfalls Sto¨rto¨ne im spannungsgesteuerten Oszillator. Da der
Verlauf des Phasenfehlers aber durch die Summe A+B stets bekannt ist, kann
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Abbildung 4.12: Schaltung zur Generierung der Teilersequenzen.
dieser Anteil von ϕe subtrahiert werden. Durch die beno¨tigte DA-Wandlung
des Fehlersignals und die anschließende Subtraktion kann ist die Genauigkeit
der Anpassung begrenzt. Daher hat sich dieses Verfahren in praktischen An-
wendungen nicht durchsetzen ko¨nnen.
Um ein Maß fu¨r die Gro¨ße und die spektrale Form des entstehenden Quan-
tisierungsrauschen zu erhalten, ist das lineare Modell des Σ∆ Modulators im
Bildbereich der z-Transformation zu betrachten (Bild 4.13). Der Zustand des
Abbildung 4.13: Lineares Model des Σ∆ Modulators erster Ordnung.
Akkumulators entspricht dem Ausgang des Integrators und wird durch den Zu-
sammenhang
W (z) =
1
1− z−1 ·K(z) (4.34)
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beschrieben. Der Ausgang Y (z) ergibt sich zu
Y (z) = E(z) +W (z) = E(z) +
1
1− z−1 ·K(z). (4.35)
Hieraus folgt:
Y (z) = X(z) + E(z) · (1− z−1). (4.36)
Hieraus folgen die Zusammenha¨nge fu¨r die Signalu¨bertragungsfunktion (STF)
und die Rauschu¨bertragungsfunktion (NTF):
STF :
Y (z)
X(z)
= 1, (4.37)
NTF :
Y (z)
E(z)
= 1− z−1. (4.38)
Gleichung 4.37 zeigt, dass das Eingangssignal X(z) durch den Modulator nicht
beeinflusst wird. Dies ist eine notwendige Anforderung fu¨r den Umsetzer. Das
durch Quantisierung entstehende Rauschen wird mit der Hochpassfunktion er-
ster Ordnung (Gl. 4.38) gewichtet an den Ausgang u¨bertragen. Der Betragsgang
kann bei einer Frequenz von ω = 2pif und der Abtastfrequenz fs =
1
Ts
bestimmt
werden:
| NTF (ejωTs) | =| 1− e−jωTs |
=| 1− cos(ωTs) + jsin(ωTs) |
=
√
(1− cos(ωTs))2 + sin2(ωTs)
= 2 · sin(ωTs
2
).
(4.39)
Weisse Rauschprozesse zeichnen sich durch einen frequenzunabha¨ngigen Be-
tragsgang aus. Das durch die Quantisierung im Σ∆ Modulator entstandene
Rauschen ist nach Gleichung 4.39 im Betrag hochpassgefiltert. Diesen Effekt
nennt man Rauschverformung (engl. noise shaping). Bild 4.14 zeigt den Betrag
der Rauschu¨bertragungsfunktion fu¨r unterschiedliche Abtastfrequenzen fs. Je
ho¨her die Abtastfrequenz fs gewa¨hlt wird, desto sta¨rker wird das Quantisie-
rungsrauschen unterdru¨ckt. Somit ergibt sich fu¨r die Abtastfrequenz, die meist
mit der Referenzfrequenz fref identisch ist, die Forderung mo¨glichst hochfre-
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Abbildung 4.14: Normiertes Quantisierungsrauschen fu¨r Σ∆ erster Ordnung.
quent gewa¨hlt zu werden.
Um die spektrale Formung zu verbessern, kann die Ordnung des Systems erho¨ht
werden. Dies wird erreicht, indem mehrere Integratoren im Vorwa¨rtszweig hin-
tereinander geschaltet werden. Dadurch verringert sich die Korrelation zwischen
Eingangssignal und Quantisierungsrauschen. Der Entwurf von Σ∆ Modulato-
ren ho¨herer Ordnung muss jedoch stets auf Stabilita¨t gepru¨ft werden [25].
Bild 4.15 zeigt die Kaskadierung mehrerer Σ∆ Modulatoren erster Ordnung.
Das Eingangssignal der zweiten Stufe entspricht dem Quantisierungsrauschen
der ersten Stufe. Hieraus ergeben sich folgende Zusammenha¨nge im z-Bereich:
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Abbildung 4.15: Architektur des MASH Modulators dritter Ordnung.
Y1(z) = X(z) + E1(z)(1− z−1), (4.40)
Y2(z) = −E1(z) + E2(z)(1− z−1), (4.41)
Y3(z) = −E2(z) + E3(z)(1− z−1), (4.42)
⇒ Y (z) = Y1(z) + [Y2(z) + Y3(z)(1− z−1)](1− z−1) (4.43)
= X(z) + E3(z)(1− z−1)3. (4.44)
Diese Topologie ist unter dem Namen MASH-Modulator (Multiple Stage Noise
Shaping) bekannt und ermo¨glicht den Aufbau von Σ∆ Modulatoren ho¨herer
Ordnung bei Gewa¨hrleistung der Stabilita¨t. [42]. Gleichung 4.44 zeigt, dass die
Quantisierungsfehler der ersten und zweiten Stufe keine Auswirkungen auf das
Signal Y (z) haben. Der Quantisierungsfehler der letzten Stufe wird mit der
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Hochpassfunktion (1− z−1) gewichtet an den Ausgang u¨bertragen.
Bild 4.16 zeigt die Auswirkung der Σ∆ Ordnung auf die Formung des Quanti-
Abbildung 4.16: Normiertes Quantisierungsrauschen fu¨r Σ∆ ho¨herer Ordnung.
sierungsrauschens. In einem Bereich unterhalb von fs/6 wird das Rauschen mit
zunehmender Ordnung unterdru¨ckt. Ab dieser Frequenz bietet ein Erho¨hen der
Ordnung keinen Vorteil. Daher sollte der interessierende Bereich des Nutzspek-
trums mindestens mit der sechsfachen Rate u¨berabgetastet werden, um von den
Auswirkungen hoher Ordnung zu profitieren.
Zur Einhaltung der spektralen Maske des jeweiligen Funkstandards (siehe Ab-
schnitt 3) muss ein weiter Frequenzbereich zu betrachtet werden. Ha¨ufig sind
die Auswirkungen des Σ∆ Rauschens bei Frequenzablagen außerhalb der Schlei-
fenbandbreite kritisch. In [41] ist eine modifizierte Σ∆-Architektur beschrieben,
die es ermo¨glicht einen frei wa¨hlbaren, schmalbandigen Bereich im Rauschspek-
trum des Modulators zu unterdru¨cken. Das Prinzip beruht auf der Mo¨glichkeit,
die U¨bertragungsfunktion des Ru¨ckkoppelzweiges eines Σ∆-Modulators frei zu
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wa¨hlen. Wa¨hlt man fu¨r einen Modulator 3. Ordnung statt des Integrators
H(s) =
1
s3
(4.45)
eine U¨bertragungsfunktion der Form
H(s) =
1
s(s+ σ1 + jωns)(s+ σ1 − jωns) (4.46)
so ist bei der Kreisfrequenz ωn eine Nullstelle vorhanden, die das Rauschen in
der Gesamtu¨bertragungsfunktion unterdru¨ckt. Durch Variation der Gro¨ße σ1
ist die Breite, respektive die Da¨mpfung der Nullstelle einzustellen.
Bild 4.17 zeigt die normierten Rauschbeitra¨ge fu¨r den einfach integrierenden
Abbildung 4.17: Normiertes Quantisierungsrauschen fu¨r modifizierten Σ∆.
und den modifizierten Σ∆ Modulator. Bei einer Frequenz von ωn = 3 MHz
wurde eine Nullstelle mit σ1 = −0.1 definiert.
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4.3 Rauschanalyse
Jede Komponente im Phasenregelregelkreis kann als ideales Element und additi-
vem Rauschen betrachtet werden. Dies ermo¨glicht die Untersuchung im linearen
Model der PLL (vgl. Abschnitt 4.1). Die Rauschquellen besitzen ein charakte-
ristisches, stochastisches Verhalten. Hieraus ergibt sich das linerae, zeitkontinu-
ierliche Modell der PLL mit den Rauschquellen aus Bild 4.18. Da die Rausch-
Abbildung 4.18: Lineres Rauschmodell des Phasenregelkreises.
komponenten bezogen auf das PLL Verhalten als klein anzusehen sind, ko¨nnen
die einzelnen Rauschanteile linear modelliert werden. Fu¨r die einzelnen Sum-
mationspunkte kann damit die U¨bertragungsfunktion jeder Rauschkomonente
bezu¨glich des PLL-Ausgangs ermittelt werden:
Referenzquelle
Die spektrale Leistungsdichte des Phasenrauschens der Referenzquelle Sϕϕ,n,ref (f)
ist durch
Sϕϕ,n,ref (f) = nablage,ref ·
(
f2ablage,ref
f2
)
+ n0,ref (4.47)
beschrieben. Hierbei bezeichnet n0,ref den Rauschboden, nablage,ref die spek-
trale Rauschleistungsdichte, bei der Frequenz fablage,ref . Bezugnehmend auf die
Kenndaten der Quarzoszillatoren der Firma TELEQUARZ kann fu¨r den hier
betrachteten Referenzfrequenzbereich von 10 MHz bis 20 MHz ein Rauschboden
von n0,ref = −200 dBc/Hz und eine Rauschleistung nablage,ref = −150 dBc/Hz
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bei einer Ablage von fablage,ref = 10 kHz angenommen werden.
Der Anteil des Rauschens der Refrenzquelle am Ausgang der PLL ergibt sich
zu:
Sϕϕ,n,ref,PLL(f) =| GCL(j2pif) |2 ·Sϕϕ,n,ref (f). (4.48)
Spannungsgesteuerter Oszillator
Der Oszillator weist eine a¨hnliche Rauschcharakteristik wie der Referenzoszil-
lator auf:
Sϕϕ,n,vco(f) = nablage,vco ·
(
f2ablage,vco
f2
)
+ n0,vco (4.49)
Ausgehend von einer Realisierung der Firma Telequarz kann fu¨r einen span-
nungsgesteuerten Oszillator der Rauschboden ebenfalls zu n0,vco = −200 dBc/Hz
angenommen werden. Die Rauschleistung wird mit nablage,ref = −128 dBc/Hz
bei einer Ablage von fablage,ref = 2.5 MHz angenommen.
Der Anteil des Rauschens des VCO am Ausgang der Regelschleife bestimmt
sich zu:
Sϕϕ,n,vco,PLL(f) =| 1− GCL(j2pif)
N
|2 ·Sϕϕ,n,vco(f). (4.50)
Phasendetektor
Fu¨r den interessierenden Frequenzbereich kann das Rauschen des Phasendetek-
tors als konstant angenommen werden:
Sϕϕ,n,pd(f) = n0,pd. (4.51)
Am Ausgang der Schleife ergibt sich der Anteil:
Sϕϕ,n,pd,PLL(f) =| GCL(j2pif) |2 ·Sϕϕ,n,pd(f). (4.52)
Stromquelle
Die Beitra¨ge des Rauschens der Stromquelle sind ebenfalls als weißes Rauschen
zu modellieren:
Sii,n,cp(f) = n0,cp, (4.53)
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Sii,n,cp,PLL(f) =| N
KPD
·GCL(j2pif) |2 ·Sii,n,cp(f). (4.54)
Frequenzteiler´
Auch der durch den Teiler verursachte Anteil kann als frequenzunabha¨ngig an-
genommen werden:
Sϕϕ,n,div(f) = n0,div. (4.55)
Der Rauschbetrag am Augang der PLL ist:
Sϕϕ,n,div,PLL(f) =| −GCL(j2pif) |2 ·Sϕϕ,n,div(f). (4.56)
Durch den konstanten Betrag der Rauschleistung von Teiler, Stromquelle und
Phasendetektor wird fu¨r die Simulation ein Gesamtbetrag n0,sum gesetzt. Dieser
ergibt sich auf 1 Hz normiert nach [21] zu:
n0,sum = −209 dBc/Hz. (4.57)
Schleifenfilter
Das durch die beno¨tigten Widersta¨nde im Schleifenfilter entstehende Rauschen
ist frequenzabha¨ngig und wurde in [21] zu
Suu,n,lf (f) =
1
2
(
4kTR2 | HR2(f) |2 +4kTR3 | HR3(f) |2
)
(4.58)
berechnet. Somit ergibt sich am Augang der Regelschleife:
Suu,n,lf,PLL(f) = | KV CO
j2pif
· (1− GCL(j2pif)
N
) |2 ·Suu,n,lf (f). (4.59)
Es ergeben sich im Wesentlichen zwei dominierende U¨bertragungsfunktionen fu¨r
die Rauschbeitra¨ge. Einerseits eine Tiefpassfunktion GCL(s), sowie eine hierzu
inverse Hochpassu¨bertragungsfunktion (1−GCL(s)).
Eine Sortierung der Rauschleistungen nach der entsprechenden Filterfunktion
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ergibt das akkumulierte Phasenrauschen am Ausgang der PLL:
Sϕϕ,n,PLL(f) = | GCL(j2pif) |2 · [Sϕϕ,n,ref (f) + Sϕϕ,n,sum(f)]
+ | 1− GCL(j2pif)
N
|2 ·
[
Suu,n,lf (f) | KV CO
j2pif
|2 +Sϕϕ,n,vco(f)
]
(4.60)
Bild 4.19 zeigt das Simulationsergebnis der Rauschkomponenten fu¨r ein DECT
Abbildung 4.19: Rauschkomponenten des Phase-Locked Loop ohne Bewertung
durch die U¨bertragungsfunktion der Regelschleife.
System ohne eine Bewertung durch den Regelkreis. Die Simulation setzt eine Re-
ferenzfrequenz von 10.368 MHz und eine Ausgangsfrequenz von 1.897344 GHz.
Dies entspricht einem Teilerwert vonN = 183. Die Ordnung des Σ∆-Modulators
ist drei. Die Schleifenversta¨rkung KLoop ergibt sich aus ICP = 100 µA und
KV CO = 200 MHz/V zu bei einer PLL Bandbreite von ω3dB,PLL = 2pi ·
150 kHz.
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Das hier untersuchte System entspricht dem DECT-Standard (vgl. Abschnitt
3.1). Bild 8.1 zeigt die Auswirkungen der Rauschkomponenten am Ausgang des
Regelkreises. Zur Einhaltung der Spezifikationen muss das akkumulierte Rau-
schen unterhalb der in Abschnitt 3.1 beschriebenen Spektralmaske liegen. Um
Fertigungstoleranzen, Temperaturschwankungen und weitere Nichtidealita¨ten
zu beru¨cksichtigen, sollte die Rauschleistung 6 bis 10 dB unter den geforderten
Spezifikationen liegen. Die Abbildungen 8.1 und 8.2 zeigen die Auswirkung der
Σ∆ Ordnung auf das Rauschen des Systems. Bis zur Grenze von fref/6 wird
das Σ∆-Rauschen mit ho¨herer Ordnung sta¨rker unterdru¨ckt. Ab dieser Grenze,
in Bild 8.1 mit einer senkrechten Linie gekennzeichnet, nimmt das Rauschen bei
steigender Ordnung zu. Ein Modulator der Ordnung zwei wu¨rde die geforder-
ten Spezifikationen zwar gerade noch einhalten, aber einen erheblichen Anteil
an tra¨gernahen Rauschens hinzufu¨gen. Der Modulator dritter Ordnung (Bild
8.2) liegt oberhalb der spektralen Maske.
Dieser Charakter der Σ∆ Rauschverteilung ist in der Wahl der Referenzfrequenz
zu vera¨ndern.
Bei einer Referenzfrequenz von fref = 20.736 MHz zeigen sich die Vorteile der
Modulatoren ho¨herer Ordnung. Fu¨r den Σ∆ zweiter Ordnung (Bild 8.3) ist das
Σ∆ Rauschen von 100 kHz bis etwa 10 MHz die dominierende Komponente.
Eine Erho¨hung der Modulatorordnung auf drei verringert diesen Bereich.
Bei vierfacher Referenzfrequenz von fref = 41.472 MHz zeigt sich, dass das
Σ∆ Rauschen weder bei zweiter Ordnung (Bild 8.5), noch bei einem Modulator
dritter Ordnung (Bild 8.3) eine wesentliche Rolle spielt.
Daher ist die Referenzfrequenz mo¨glichst hoch zu wa¨hlen. Auf der anderen Seite
verringert sich dadurch die Frequenzauflo¨sung des Systems. Um die Frequenz-
auflo¨sung des Systems zu verdoppeln, muss die Bitbreite des Σ∆-Modulators um
ein Bit erho¨ht werden, was den Implementierungsaufwand erho¨ht. Desweiteren
erho¨ht sich die dynamische Verlustleistung der digitalen Schaltungsblo¨cke der
PLL, da Filter und Modulator mit der Referenzfrequenz fref getacktet werden.
Im Fall einer Vorverzerrungsschleife erho¨ht sich die Filterla¨nge um den U¨ber-
abtastungsfaktor. Bei einer Implementierung des Vorverzerrungsfilters mittels
FIR Struktur vervierfacht sich die Gro¨ße des Filters bei fref = 41.472 MHz
gegenu¨ber dem Entwurf mit fref = 20.736 MHz.
Bei einer Verdopplung der Referenzfrequenz verringert sich der Teilerwert N um
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Σ∆ -Ordnung Wertebereich ∆N
1 [0 ... 1]
2 [-1 ... 2]
3 [-3 ... 4]
4 [-7 ... 8]
5 [-15 ... 16]
Tabelle 4.1: Wertebereich der Σ∆ Modulatoren
den Faktor zwei. Zur Synthese der beo¨tigten zehn Tra¨gerfrequenzen von DECT
ist ein Frequenzbereich von fout = 1.8818 GHz bis 1.897344 GHz abzudecken.
Hieraus folgen die beno¨tigten Teilerwerte von N = 181.5 − 183@10.368 MHz,
N = 90.75 − 91.5@20.736 MHz und N = 45.375 − 45.75@41.472 MHz. Zu
diesen Werten muss der Wertebereich des Σ∆-Modulators hinzuaddiert wer-
den. Dieser Bereich ist vorgegen und in Tabelle 4.1 fu¨r verschiedene Ordnungen
aufgefu¨hrt.
Fu¨r einen Modulator dritter Ordnung bei fref = 10.368 MHz ergibt sich ein
notwendiger Einstellbereich von Nmin = 178 bis Nmax = 187. Dies ist mit einer
siebenstufigen 2/3-er Teilerkette mo¨glich (Nmin = 128 bis Nmax = 255). Bei
einer Referenzfrequenz von fref = 41.472 MHz ergeben sich Nmin und Nmax
zu 42 bis 49. Hierzu wird nur eine fu¨nfstufige Teilerkette beno¨tigt (Nmin = 32
bis Nmax = 63).
In praktischen Annwedungen wird der VCO meist auf der doppelten Frequenz
betrieben. Dies ist vorteilhaft im Bezug auf die I/Q Generierung fu¨r den Emp-
fangspfad und verkleinert ebenso die beno¨tigte, integrierte Spule des Oszilla-
tors.
Bild 8.7 zeigt die Auswirkungen der Verdopplung von fout. Die Reserve zur
spektralen Maske ist stets gro¨ßer als 10 dB. Damit sind oben genannte Bedin-
gungen erfu¨llt. Zwischen 1 MHz und 10 MHz dominiert das Σ∆-Rauschen
den Gesamtbetrag. Um diesen Anteil weiter zu unterdru¨cken, kann die Schlei-
fenbandbreite reduziert werden.
Bild 8.8 zeigt die Auswirkungen der PLL Bandbreite auf die Rauschanteile.
Bei ω3dB,PLL = 2pi · 100 kHz bestimmt das Phasenrauschen des Oszillators bei
hohen Frequenzen zusammen mit dem Detektorrauschen bei niedrigen Frequen-
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zen das akkumulierte Rauschen am Ausgang der PLL. Demnach sollte eine PLL
Bandbreite zwischen ω3dB,PLL = 2pi · 100 kHz und ω3dB,PLL = 2pi · 150 kHz
gewa¨hlt werden.
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Die in Kapitel 2 beschriebenen Modulationskonzepte zeigen auf, dass die Schlei-
fenversta¨rkung einen wesentlichen Einfluss auf die Qualita¨t des Modulationssi-
gnal hat. Die Schwankungen in der Herstellung monolitischer Schaltungen liegen
im Bereich von bis zu ±30 %.
Dies ist nicht exakt genug, um die Anforderungen der jeweiligen Funkspezi-
fikationen zu erfu¨llen. Daher muss eine Technik eingesetzt werden, die diese
Herstellungstoleranzen detektiert und in einem definierten Bereich ausgleicht.
Dieser Vorgang ist auch unter dem Begriff Kalibrierung bekannt [19]. Fu¨r die
hier untersuchte Vorverzerrungsmodulation muss die Schwankung der Schlei-
fenversta¨rkung Kloop in einem Bereich von ±9 % genau eingestellt sein (vgl.
Abschnitt 2.5). Fu¨r das nachfolgend beschriebene Konzept der digitalen Kali-
brierung wird eine Genauigkeit von ±1 % gefordert. Die Auflo¨sung ist demnach
um ein Vielfaches besser als gefordert.
Abschnitt 5.1 beschreibt das mathematische Prinzip, welches der Kalibrierung
zugrunde liegt. Zwei mo¨gliche, schaltungstechnische Realisierungsformen wer-
den in Abschnitt 5.2 vorgestellt.
5.1 Prinzip der Kalibrierung
Ein Phasenregelkreis ist eine ru¨ckgekoppelte, selbstregelnde Schaltung. In Ab-
ha¨ngigkeit des Sytemtyps wird der resultierende Phasenfehler auf null (fu¨r Typ
II Phasendetektoren) oder auf eine konstante Gro¨ße fu¨r Typ I Phasendetektoren
geregelt. Beide Mo¨glichkeiten resultieren in einer definierten Ausgangsfrequenz
fout. Daher ist es nicht mo¨glich, einen statischen Wert der Ausgangsfrequenz
zu detektieren, um Ru¨ckschlu¨sse auf die Schleifenversta¨rkung zu gewinnen.
Eine A¨nderung von Kloop wird aber das transiente Verhalten der Regelschleife
vera¨ndern. Initiale Charakteristiken, so wie das U¨berschwingen und die Ein-
schwingzeit, variieren wa¨hrend der Sprungantwort des Systems. Um das Ein-
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schwingverhalten der Regelschleife zu untersuchen, wird das lineare Modell der
PLL (Abschnitt 4.1.5) betrachtet. Mit der U¨bertragungsfunktion des Schleifen-
filters einer Typ II Implementierung
HLF (s) = KLF
1 + τ1s
s · (1 + τ2s) · (1 + τ3s) , (5.1)
ergibt sich die U¨bertragungsfunktion im Laplace-Bereich zu:
GCL(s) =
ICP ·KV CO ·HLF (s)
2pi · s+ 1
N
· ICP ·KV CO ·HLF (s) . (5.2)
Hierbei definieren die beiden Gro¨ßen ICP und KV CO als Produkt die Schlei-
fenversta¨rkung Kloop = ICP ·KV CO. Die Terme ho¨herer Ordnung ko¨nnen nach
dem Anfangswertsatz fu¨r die Untersuchung des Einschwingverhalten vernach-
la¨ssigt werden. Somit folgt aus Gleichung 5.1 und 5.2 unter Vernachla¨ssigung
der Terme s3 und s4:
GCL(s) =
KloopKLF
2pi
· 1 + τ1s
s2 +
τ1KloopKLF
2piN
s+
KloopKLF
2piN
. (5.3)
Nach der Definition eines PT2-Gliedes [8]:
GPT2(s) = KP · 1 + τ1s
1 + 2ζ
ωn
s+ 1
ω2n
s2
. (5.4)
ergibt sich durch einen Koeffizientenvergleich die Eigenfrequenz ωn und der
Da¨mpfungsfaktor ζ zu:
ωn =
√
KloopKLF
2piN
, ζ =
τ1
2
·
√
KloopKLF
2piN
=
1
2
· ωnω2. (5.5)
Die Gleichung 5.5 zeigen auf, dass die Parameter des Regelsystems fu¨r unter-
schiedliche Schleifenversta¨rkungen variieren. Diese mathematische Gesetzma¨-
ßigkeit bildet die Grundlage fu¨r das hier vorgestellte Prinzip der Kalibrierung.
Eine PLL, die auf einer bestimmten Frequenz f1 eingerastet ist, wird auf einen
Frequenzsprung auf f2, bzw. mit der Differenz ∆f = f2 − f1, transient reagie-
ren. Mit der inversen Laplace Transformation kann Gleichung 5.3 im Zeitbereich
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beschrieben werden:
H(t) = ∆f · e−ζ·ωn·t{cos(ωn
√
1− ζ2 · t)−
τ1 · ωn
2 ·√1− ζ2 · sin(ωn√1− ζ2 · t)}. (5.6)
Durch die Abha¨ngigkeit von Kloop auf ωn und ζ ergeben sich unterschiedli-
Abbildung 5.1: Sprungantwort der Regelschleife mit unterschiedlicher Schleifen-
versta¨rkung Kloop.
che Einschwingzeiten bei Variationen der Schleifenversta¨rkung von ±20%. Bild
5.1 zeigt diese Auswirkungen fu¨r eine ganzzahlige Teilerwerta¨nderung ∆N = 1
bei einer Referenzfrequenz von fref = 20.736 MHz. Die Differenz der Mo-
mentanfrequenz ist klein. Um diese Frequenzunterschiede zu detektieren, mu¨s-
ste eine hochauflo¨sende Technik im Gigaherzbereich implementiert werden. Die
Phase, als Integral u¨ber die Frequenz ist in Abbildung 5.2 dargestellt. Ausge-
hend von diesem Phasenverlauf kann eine Phasendifferenz als Summation der
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Abbildung 5.2: Auswirkung der Phasentrajektorie auf unterschiedliche Schlei-
fenversta¨rkungen Kloop.
Frequenzdifferenz bestimmt werden. Abschnitt 5.2 zeigt zwei Techniken auf,
um Phasendifferenzen ∆ϕ ≥ 2pi zu detektieren. Die maximal zu erwartende
Phasendifferenz ha¨ngt linear mit der Ho¨he des Frequenzsprungs ab (vgl. Glei-
chung 5.6). Neben ganzzahligen Frequenzspru¨ngen, die PLL ist als wa¨hrend der
Kalibrierung im Integer-N Betrieb sind ebenfalls fraktionale Spru¨nge mo¨glich.
Die Sprungho¨he ha¨ngt von der geforderten Genauigkeit ab. Je ho¨her ∆f , bzw.
∆N , desto genauer kann die Schleifenversta¨rkung Kloop ermittelt werden. Dieser
Wert stellt die durschnittliche Schleifenversta¨rkung im Bereich ∆f dar. Daher
ist es nicht sinnvoll, stets große Frequenzspru¨nge zu nutzen. Ist ein definierter,
schmalbandiger Bereich von Interesse, so empfiehlt sich ein kleiner, respekti-
ve fraktionaler Wert ∆N . Dies ha¨ngt von der jeweiligen Kanalbandbreite des
Funksystems ab. Als oberstes Limit fu¨r diese Technik gilt der Fangbereich der
Regelschleife. Die PLL darf nicht ausrasten, wa¨hrend die Phase detektiert wird.
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Ausgehend von Bild 5.2 und der Vermutung, maximale Phasendifferenzen zu
detektieren, liegt eine Detektion bei 4 µs nahe. Dort ist die Phasendiffernz
zwischen dem Soll- und dem Istwert maximal. Bild 5.3 zeigt die Differenz der
Abbildung 5.3: Phasendifferenz bei ± 10% Versta¨rkungsvariation
Phasenverla¨ufe fu¨r A¨nderungen der Schleifenversta¨rkung von ±10 %. Es zeigt
sich das gescha¨tzte Differenzmaxima bei 4 µs. Die maximale Differenz liegt im
Bereich von 3 · 2pi. Da der Zusammenhang zwischen Phasendifferenz und Ver-
sta¨rkungsabweichung nahezu linear ist, kann die minimal mo¨gliche Auflo¨sung
berechnet werden:
∆Kloop,detektierbar =
10%
3 · 2pi · 2pi ≈ 3.3% (5.7)
Dieser Wert kann fu¨r gewisse Applikationen, bzw. Funkstandards ausreichend
sein, liegt aber unter dem bereits geforderten Wert von 1 %. Speziell bei schmal-
bandigen Systemen (GSM) mit einem Frequenzraster von 200 kHz ist durch die
kleine Frequenza¨nderung ∆f die Auflo¨sung nicht in einem akzeptablen Bereich.
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Da die Phase unter der Voraussetzung des eingerasteten Zustands garantiert
linear verla¨uft, ist es mo¨glich die Phasendifferenzen aufzuintegrieren, um die
kummulierte Phasendifferenz zu erhalten:
Calsum =
L∑
i=1
φist − φsoll. (5.8)
Die in Gleichung 5.8 definierte Summe beschreibt anschaulich die Fla¨che unter
dem Verlauf der Phasendifferenz in Bild 5.3. L definiert die La¨nge der Inte-
gration. Bild 5.3 zeigt ein optimales Integrationsinterval von ca. 7 µs. Dies ist
das optimale Zeitfenster, da nach dieser Zeit kein weiterer positiver Anteil zur
Gesamtsumme hinzugerechnet wird. Fu¨r ein DECT System bei einer Referenz-
frequenz von fref = 20.736 MHz kann L somit bestimmt werden:
L = 20.736 MHz · 7 µs ≈ 145 Abtastwerte (5.9)
Innerhalb dieses Intervalls ko¨nnen nur ganzzahlige Vielfache von 2pi geza¨hlt
werden. Durch den kontinuierlichen Charakter der Phasenintegration fu¨hren
auch fractionale Anteile, das heißt, Werte kleiner als 2pi in der Summe zu de-
tektierbaren Werten. Bild 5.4 zeigt die Ergebnisse der Phasenakkumulation fu¨r
Variationen von ±10 % in 1 % Schritten. Die maximalen Werte sind erwartungs-
gema¨ß bei einer Abtastzeit von 7 µs und liegen im Bereich von 200 fu¨r positive
Abweichungen (+10%) der Schleifenversta¨rkung und 250 negative Variationen
(-10%). Die Auflo¨sung des Systems berechnet sich zu:
∆Kloop,detektierbar =
10%
200 · 2pi · 2pi ≈ 0.05% (5.10)
Durch die Anwendung der Integration kann die Auflo¨sung in diesem Fall um
den Faktor 3.3%/0.05% = 66 verbessert werden. Mit der erzielbaren Auflo¨sung
ist die geforderte Genauigkeit von 1% erfu¨llt.
Der digitale Ausgang des Phasenakkumulators (siehe Abschnitt 5.2) muss aus-
gewertet und als Stellgro¨ße in die Regelschleife eingebracht werden. Die Auswer-
tung erfolgt rein digital. Zwischen der geza¨hlten Phasendifferenz und der Ab-
weichung in der Schleifenversta¨rkung besteht ein nichtlinearer Zusammenhang.
Bild 5.5 zeigt dieses Verha¨ltnis. Abha¨ngig von der gewu¨nschten, messbaren
Schleifenversta¨rkungsvariation kann eine digitale Logik oder auch eine ’Look-
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Abbildung 5.4: Akkumulierter Phasenfehler fu¨r unterschiedliche
Schleifenfiltervariationen.
Up Table’ eingesetzt werden. Letztere besteht aus einem Block gespeicher-
ter Werte, welcher fu¨r jeden Eingangswerte den entsprechenden Ausgangswert
ausgibt. In dem Beispiel aus Bild 5.5 werden insgesamt 81 Werte (von -40%
bis +40% mit 1% Schrittweite) beno¨tigt. Jeder Wert hat eine Bitbreite von
ld(1050 + 450) = 11 Bit. Dies ist in hochintegrierten Schaltungen kein nen-
nenswerter Implementierungsaufwand. Eine weitere Mo¨glichkeit ist ein iterati-
ves Verfahren. Bei dieser Technik wird lediglich detektiert, ob der Wert positiv
oder negativ ist. Bei einer positiven Phasendifferenz wird mit einer definierten
Schrittweite solange nachgeregelt, bis die detektierte Phasendifferenz negativ
ist. Anschließend wird mit geringerer Schrittweite wieder zuru¨ckgeregelt, bis der
Phasenfehler wiederum positiv wird. Dieses Verfahren ist aus dem Bereich der
Analog-Digital Wandler bekannt. Es verringert den Aufwand an die Hardware
mit dem Nachteil einer deutlich la¨ngeren Kalibrierdauer. Pro Iterationsschritt
ist stets eine Einschwingzeit abzuwarten.
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Abbildung 5.5: Zusammenhang zwischen Schleifenversta¨rkungsabweichung und
gemessenen Phasendifferenz
Als letzter Schritt muss die detektierte, und auf die Schleifenversta¨rkung umge-
rechnete Phasendifferenz die Versta¨rkung nachregeln. Der spannungsgesteuerte
Oszillator ist in der U¨bertragungscharakteristik nicht eindeutig definiert und
schaltungstechnisch nicht exakt in der Versta¨rkung KV CO einstellbar. Haupt-
ursache hierfu¨r ist die Kapazita¨tsvariation im Oszillator. Eine weitaus einfache-
re Mo¨glichkeit bietet die Steuerung des Referenzstroms der Stromquelle ICP .
Bild 5.6 zeigt den schematischen Aufbau einer digital gesteuerten Stromquelle.
Bei einer Verdopplung der Spiegelverha¨ltnisse kann durch vereinzeltes An- und
Abschalten der Strompfade der beno¨tigte Referenzstrom erzeugt werden.
5.2 Digitale Phasendetektion
Im vorigen Abschnitt wurde deutlich, dass zur erfolgreichen Kalibrierung der
Modulationsschleife eine Schaltung beno¨tigt wird, welche einen digitalen Wert
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Abbildung 5.6: Schematische Darstellung der einstelbaren Stromquelle.
der Momentanphase generiert [9]. Dies ist insbesondere bei hochfrequenten Aus-
gangssignalen der Regelschleife eine Herausforderung. Die fu¨r ein DECT System
relevanten Ausgangsfrequenzen sind bei 1.9 GHz, respektive bei der doppelten
Frequenz von 3.8 GHz. Eine Analog-Digital Wandlung wu¨rde somit Abtatstra-
ten von etwa 8 GHz verlangen. Dies ist in integrierten CMOS Schaltungen zur
Zeit nicht realisierbar. Desweiteren ist durch die hohe Abtastrate die entstehen-
de dynamische Verlustleitung zu hoch. Abschnitt 5.2.1 und 5.2.2 stellen zwei
Methoden vor, welche die Information der Momentanphase digital detektieren
und ausgeben.
5.2.1 Asynchrone Messung einer Teilerkette
Bild 5.7 zeigt den Aufbau einer Teilerkette. Die Kette besteht aus einer Kas-
kade einzelner ’durch 2’-Teiler. Zum Start einer Phasenmessung wird mit dem
’rst’-Block der Inhalt der Teilerkette zuru¨ckgesetzt und der Ausgang des span-
nungsgesteuerten Oszillators (VCO) auf die Kette geschaltet. Nach einer Refe-
renzperiode Tref = 1/fref wird der Inhalt der Teilerkette ausgelesen. Der Zeit-
punkt, an dem der Inhalt der Kette ausgelesen wird, soll gewa¨hrleisten, dass
zeitgleich keine Umschaltzeitpunkt stattfinden. Dies wird durch den ’sync’ Block
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Abbildung 5.7: Schematischer Aufbau der asynchronen Teilerteilerkette.
gewa¨hrleistet. Dieser Block besteht aus einem D Flip-Flop. Der hochfrequente
VCO-Ausgang ist auf den Takt (clk) Eingang geschaltet. Der niederfrequente
Referenztakt steuert den D-Eingang. Dieses Verfahren erlaubt die Synchroni-
sierung der zwei phasenverschobenen Takte.
Bild 5.8 zeigt die Funktionsweise einer Teilerkette. Jede Stufe teilt das Ein-
gangssignal durch den Faktor zwei. Es findet demnach eine Frequenzhalbierung
statt. Die Signale a1 − a7 zeigen die Ausgangssignale der jeweiligen Stufen.
Diese Signale werden in a¨quidistanten Abtastintervallen Tref ausgewertet. Die
Darstellung der Momentanphase wird in dualer Notation gewichtet. Dies ermo¨g-
licht eine direkte Weiterverarbeitung der digitalen Daten. Diese inha¨rent kon-
tinuierlich verlaufende Phase wird im Akkumulator integriert und erfu¨llt somit
die in Abschnitt 5.2 gestellten Anforderungen an die digitale Phasendetektion.
Ein Kalibrierintervall beno¨tigt fu¨r das hier untersuchte System insgesamt 145
Abtastwerte (siehe Gleichung 5.9). Jeder dieser Werte ist bezogen auf die Aus-
gangsfrequenz maximal 1.9 GHz/20.736 MHz = 91.63, also 7 Bit breit. Die
La¨nge M der beno¨tigten Teilerkette ergibt sich mit 91.63 · 145 = 13286.35 zu
14. Dies bestimmt die Eingangsbitbreite des Akkumulators. Die Addition von
145 14-Bit Werten erfordert eine Ausgangsbitbreite von 22 Bit. Da die Phase
wa¨hrend eines Frequenzsprungs einen monoton-steigenden Verlauf hat, ist der
akkumulierte Wert niederwertiger als 222.
Die schaltungstechnische Realisierung der verwendeten D-Flip-Flops ist in Bild
5.9 dargestellt. Die Realisierung wurde in einphasiger Taktung (engl.: true single
phase clock, TSPC) implementiert. Um das Flip-Flop auch fu¨r hohe Frequenzen
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Abbildung 5.8: Detektionsschema der Momentanphase.
einsetzen zu ko¨nnen, muss Transistor N1 minimalweitig ausgefu¨hrt werden. Die
Treiberfa¨higkeit des Transistors P1 wird durch die Erho¨hung der La¨nge von N1
erho¨ht. Spice Simulationen ergaben ein Optimum bei einer La¨nge von 700 µm.
Die Schaltung wurde in einer 0.25 µm CMOS Technologie [2] entworfen [30].
Das Flip-Flop erreicht in der ’Post-Layout’ Simulationen unter ’worst case’ Sze-
narien eine Maximalfrequenz von u¨ber 3.5 GHz.
Im Gegensatz zu einer minimalen Auflo¨sung kann der schaltungstechnische Auf-
wand verringert werden, wenn nur ein Teil der Teilerkette ausgewertet wird. Die
Einstellbarkeit der Stromquelle gibt eine minimale Schrittweite vor. Daher ist
es nicht konsequent, die Variationen der Schleifenversta¨rkung mit Genauigkei-
ten von 0.05 % zu detektieren, wenn die Regelung eine minimale Schrittweite
von 1 % vorgibt. Eine Verringerung der La¨nge der Teilerkette hat somit eine
Verringerung der beno¨tigten Bitbreite M zur Folge.
Bild 5.10 zeigt die Abha¨ngigkeit der Auflo¨sung von der Anzahl der Teilerstufen
M . Fu¨r die Detektion von Variationen kleiner 1 % ist eine Auswertung, bzw.
Implementierung von vier Teilern (M = 4) ausreichend. Hierdurch wird die
auszulesende Maximalfrequenz um den Faktor 24 = 16 reduziert.
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Abbildung 5.9: Aufbau des verwendeten D Flip-Flops.
Der Aufbau der Phasenregelschleife und der Kalibrierschaltung ist in Abbildung
5.11 dargestellt. Die Flanken des Ausgangs des spannungsgesteuerten Oszilla-
tors werden durch die Teilerkette geza¨hlt (’cnt’) und im Akkumulator integriert
(’Integrator’). Zum Beginn eines Kalibrierzyklus wird durch die Kalibrierlogik
(Block ’Calibration’) ein Sprung der Regelschleife durch A¨nderung des Teiler-
werts N am Multi-Modulus-Teiler erwirkt. Die Sprungantwort wird detektiert,
in der Kalibrierlogik umgerechnet und steuert den Wert des Referenzstroms der
Stromquelle.
5.2.2 Delay Locked Loop Messung
Im Gegensatz zu der Abschnitt 5.2.1 aufgezeigten Mo¨glichkeit der digitalen Pha-
sendetektion stellt die Messung einer Verzo¨gerungskette (engl.: Delay Locked
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Abbildung 5.10: Erzielbare Auflo¨sung in Abha¨ngigkeit der Teilerla¨nge M .
Loop, DLL) eine weitere Realisierungsmo¨glichkeit zu Detektion dar. Diese To-
pologie ist im schaltungstechnischen Aufwand zwar deutlich aufwendiger, er-
mo¨glicht aber die Detektion von Phasenlagen kleiner 2pi. Dies ist nach den
Erkenntnissen des vorigen Abschnitts zwar nicht zwingend erforderlich, ermo¨g-
licht aber die Anwendung der Methode in voll digitalen Regelkreisen [37].
Prinzip dieser Technik ist die Detektion der Phasendifferenz ∆ϕ zwischen dem
Referenzsignal und dem Ausgang des Multimodulusteilers. Dieser Wert ent-
spricht, gewichtet mit dem Teilerfaktor N , exakt dem gewu¨nschten Verlauf der
Momentanphase.
Die DLL (vgl. Bild 5.12) ist ein phasengesteuerter Regelkreis. Das Referenzsi-
gnal fref wird in der spannungsgesteuerten Verzo¨gerungskette (engl.: Voltage
Controlled Delay Line, VCDL) um eine 2pi-Periode verzo¨gert an den Ausgang
gegeben. Die Phasenverschiebung zwischen dem Eingangs- und Ausgangssignal
wird im Phasendetektor (’PFD’) detektiert und steuert gefiltert die Verzo¨ge-
rungszeit τdll.
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Abbildung 5.11: Aufbau der gesamten Kalibrierarchitektur.
Bild 5.13 zeigt den internen Aufbau der VCDL. Die Inverterlaufzeit jedes In-
verters wird durch die Steuerspannung Vctrl eingestellt. Im eingeschwungenen
Zustand entspricht die Summe der einzelnen Inverterlaufzeiten τDLL exakt der
Dauer einer Referenzperiode Tref = 1/fref .
Die Variation der Inverterlaufzeit wird durch eine Stromsteuerung (engl.: cur-
rent starved, CS) des Inverters realisiert. Bild 5.14 a.) zeigt den Aufbau einer
Inverterstufe [40]. Die Transistoren P0 und N1 invertieren das Eingangssignal.
Transistor N0 steuert den maximalen Umladestrom, und somit die Laufzeit ei-
nes Inverterblocks. Zur symmetrischen Funktion des steuerbaren Invertierers ist
noch ein steuerbarer PMOS Transistor zwischen P0 und VDD zu schalten. Dieser
muss mit der Spannung VDD−Vctrl angesteuert werden. Das bedeutet einen zu-
sa¨tzlichen Schaltungsaufwand. Die minimale Inverterlaufzeit kann durch einen
Kompromiss zwischen Stromtreiberfa¨higkeit, dies bedeutet ein hohes W/L-
Verha¨ltnis und minimaler Eingangskapazita¨t (niedriges W/L-verha¨ltnis) gefun-
den werden. Bild 5.15 zeigt das Simulatiosergebnis einer transienten Spice Si-
mulation. Der optimale Wert der Gate-Weite ist bei Wn = 1 µm und fu¨hrt
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Abbildung 5.12: Aufbau der Delay Locked Loop.
zu einer minimalen Verzo¨gerung von τinv,min = 43 ps, bzw. zu einer im Er-
gebnis aufgetragenen doppelten Verzo¨gerungszeit 2 · τinv,min = 86 ps. Die Ver-
zo¨gerungszeit kann fu¨r Steuerspannungen von 0.75 V ≤ Vctrl ≤ 2.5 V zwischen
2·τinv,min = 400 ps und 2·τinv,min = 86 ps eingestellt werden (Bild 5.14 b). Der
Ausgang jedes Inverters wird zum Zeitpunkt Tdiv = 1/fdiv ausgelesen und bil-
det das Steuersignal der Kalibrierlogik mit der Bitbreite MDLL Dies entspricht
der Ausgangsphase des spannungsgesteuerten Oszillators (fV CO = N ·fdiv). Das
Auslesen der Inverterkette ist ein zeitkritischer Prozess, da die genaue Phasen-
lage, das heißt der interne Zustand der Teilerkette nicht statisch ist. Daher sind
die in Abschnitt 5.2.1 vorgestellten D-Flip-Flops in TSPC Logik nicht geeignet.
Bild 5.16 zeigt die Realisierung der Abtaststufe. Die Weiten der Transitoren
des Eingangsbuffers werden derart entworfen, dass durch eine unsymmetrische
Auslegung der N -MOS und P -MOS Weiten die gesamte Last fu¨r eine Inver-
tiererstufe symmetrisch wird. Diese wird bei der zu erwartenden stationa¨ren
Steuerspannung untersucht. Diese ergibt sich nach Bild 5.14 b bei einer Lauf-
zeit von
τinv,stat =
1
fref ·MDLL = 94.19 ps (5.11)
mit fref = 20.736 MHz und MDLL = 512 zu etwa 900 mV . Somit ist ein
symmetrischer Betrieb der Verzo¨gerungskette im eingeschwungenen Zustand
gewa¨hrleistet. Nach dem Eingangsbuffer wird das Signal durch eine Stromsteue-
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Abbildung 5.13: Taktschema der spannungsgesteuerten Verzo¨gerungskette.
rung (engl.: Current Starved, CS) gehalten und in einer Bufferstufe gehalten.
Anschließend wird das Signal durch eine invers getacktete CS-Stufe an den
Ausgangsbuffer gefu¨hrt. Diese Struktur zeichnet sich durch eine hohe Symme-
trie und schnelles Schaltverhalten aus.
Der Aufbau des Phasen-Frequenz Detektors entspricht dem Konzept aus Ab-
schnitt 4. Bild 9.9 zeigt die schaltungstechnische Realisierung. Neben der prin-
zipiellen Funktion muss beim Entwurf dieses Schaltungsblocks auf eine Eigen-
schaft der Stromquelle geachtet werden. Die Funktionsweise der Phasenfehl-
erdetektion ist nur dann linear, wenn der Steuerimpuls der Stromquelle den
eingestellten Endwert erreicht. Durch die endliche Ansprechzeit ist dies nicht
stets gewa¨hrleistet. Daher muss fu¨r den ’Up’ und den ’Down’-Impuls eine Min-
destdauer eingestellt werden. Dies wird durch einen Buffer mit definierter Min-
destlaufzeit realisiert. Hierdurch ist die Zeitdauer eines Steuerimpulses zwischen
PFD und Stromquelle stets la¨nger, als die Ansprechzeit der Stromquelle (Bild
9.10).
Abha¨ngig von der Referenzfrequenz fref und der technologieabha¨ngigen In-
verterlaufzeit ergibt sich die maximal mo¨gliche La¨nge Mmaxder Inverterkette
zu:
Mmax =
1
fref · τmin (5.12)
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a.) b.)
Abbildung 5.14: Aufbau und Steuercharakteristik des CS-Inverters.
Ein großer Wert fu¨r Mmax ergibt sich demnach fu¨r niedrige Referenzfrequen-
zen und minimale Inverterlaufzeiten. Es empfielt sich stets, diesen Wert auf das
na¨chstniedrige Vielfache von zwei abzurunden, da hierdurch die folgende digi-
tale Signalverarbeitung einfach ausgefu¨hrt werden kann.
Bild 9.5 zeigt den Aufbau einer 16-Bit Inverterkette. Um den Aufwand fu¨r De-
sign und Layout zu minimieren, werden 16-Bit Module entworfen und diese
kombiniert.
Der Ausgang des abgetasteten Zustands der Kette ist mit einem Thermometer-
code gewichtet. Das heißt, sa¨mtliche Zusta¨nde unterhalb des Flankenwechsels
sind im Zustand ’low’, und ab der Flanke im logischen ’high’ Zustand. Dieser
’Thermometercode’ wird nach der Abtaststufe (’sample-chain’, Bild 9.8) dem
Thermocoder zugefu¨hrt.
Fu¨r die Kalibrierung mittels einer Verzo¨gerungskette ergibt sich die in Bild
5.17 abgebildete Topologie. Die Kalibrierlogik induziert einen Frequenzsprung
der PLL durch Einstellen eines neuen Teilerwerts N . Der Ausgang des Multi-
Modulus Teilers tastet die mit der Referenzfrequenz fref betriebene DLL ab
und ermittelt hieraus die beno¨tigte Abbildung der Phasenlage des Ausgangs-
signals des VCO. Diese Phaseninformation wird akkumuliert und nach digita-
ler Anpassung zur Steuerung der Referenzstrom ICP genutzt. Das Prinzip der
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Abbildung 5.15: Ermittlung der Transistorweite fu¨r minimale Inverterlaufzeit.
Kalibrierung entspricht demnach exakt der in Abschnitt 5.2.1 beschriebenen
Funktionsweise mit dem Unterschied der Phasendetektion.
Bild 5.18 zeigt das Layout einer Delay Locked Loop. Diese, zum Beweis der
grundlegenden Funktionsweise entworfene Schaltung arbeitet bei einer Refe-
renzfrequenz von fref = 12.5 MHz und einer La¨nge Mdll = 1024. Die Schal-
tung ist in einer 0.25 µm CMOS Technologie entworfen und hat eine Gro¨ße von
2x1.8 µm. Der Stromverbrauch ergibt sich bei einer Versorgungsspannung von
2.5 V zu xxx mA.
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Abbildung 5.16: Schaltung zur symmetrischen Abtastung des VCDL-Zustands.
Abbildung 5.17: Implementierung der Kalibrier-Architektur mittels DLL.
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Abbildung 5.18: tbd:Layout der Delay-Locked Loop
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6 Auslegung der Systemparameter fu¨r DECT
In diesem Kapitel wird das Kalibrierkonzept fu¨r ein DECT (siehe Abschnitt 3.1)
System vorgestellt. Die in Abschnitt 2.5 vorgestellte Architektur zur direkten
Modulation mittels Vorverzerrung ist die Voraussetzung zur Anwendung der
digitalen Kalibrierung.
6.1 Entwurf der Regelschleife
Die fu¨r die schaltungstechnische Implementierung notwendigen Parameter wer-
den in diesem Abschnitt definiert.
Auswahl des Systemtyps
Zuna¨chst muss der Systemtyp der Regelschleife festgelegt werden. Eine Typ I
PLL (’I’, einfach integrierendes Verhalten) unterscheidet sich von der Typ II
(’II’, doppelt integrierendes Verhalten) in der Wahl des Phasendetektors und
der Schleifenfiltertopologie. Dies fu¨hrt zu einem Unterschied des Regelverhal-
tens der PLL. Bild 6.1 zeigt die U¨bertragungsfunktionen beider Systemtypen.
Durch das doppelt integrierende Verhalten muss beim Typ II auf Stabilita¨t ge-
achtet werden. Die Phasenreserve muss ausreichend groß gewa¨hlt werden. Dies
limitiert die Steilheit der U¨bertragungsfunktion zu 40 dB/dek (vgl. Abschnitt
2.3). Desweiteren entsteht bei der U¨bertragungsfunktion eine U¨berho¨hung im
Durchlassbereich, ha¨ufig auch als ’Schulter’ benannt. Dies hat den wesentlichen
Nachteil, dass die Sprungantwort der Typ II PLL la¨nger ist, als die der Typ I
PLL (vgl. Bild 6.2).
Dies ist fu¨r den Entwurf des Vorkompensationsfilters ausschlaggebend. Fu¨r
den Entwurf eines FIR-Filters wird die Impulsantwort mit der Taktfrequenz
des Filters abgetastet. Diese Taktfrequenz sollte in Vorkompensationsschleifen
zum Referenztakt gewa¨hlt werden, da ansonsten ein zusa¨tzliches Interpolati-
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Abbildung 6.1: Vergleich der U¨bertragungsfunktion zwischen Typ I und Typ II
PLL.
onsfilter beno¨tigt wird. Die La¨nge LFilterdes Digitalfilters ergibt sich somit zu:
LFilter = fref · TImpulse. (6.1)
Der Unterschied zwischen der beno¨tigten Filterla¨nge einer Typ I und einer Typ
II Implementierung ist in Bild 6.3 dargestellt. Nach LFilter = 47 Filtertaps sind
die Koeffizienten der Typ I PLL null. Die Ausfu¨hrung der Typ II PLL beno¨tigt
eine La¨nge LFilter von u¨ber 120.
Daher scheint die Typ I PLL fu¨r Vorverzerrungsmodulationsschleifen die geeig-
nete Wahl. Die Typ II Regelschleife weist jedoch zwei wesentliche Vorteile auf.
Einerseits ist der Fangbereich unendlich groß. Andererseits regelt diese PLL den
Phasenfehler ϕe durch das integrierende Verhalten stets auf null. Dies ermo¨g-
licht eine Umschaltung der Schleifenbandbreite im eingeschwungenen Zustand.
Dies ist im Hinblick auf eine vollsta¨ndige Integration des Leistungsversta¨rkers
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Abbildung 6.2: Sprungantwort der Typ I und der Typ II Regelschleife.
auf dem Chip relevant. Wa¨hrend der Einschaltphase des Versta¨rkers (engl.:
power ramp up) kommt es zu einer Variation der Versorgungsspannung und zu
Einkopplungen in die gesamte Schaltung. Dies verstimmt die Schwingfrequenz
des spannungsgesteuerten Oszillators. Die Regelschleife wird diese Sto¨rung in
einer definierten Zeit ausregeln. Um den Ausgleichvorgang zu beschleunigen
kann die Bandbreite der Regelschleife durch eine Erho¨hung des Referenzstroms
vergro¨ßert werden.
Daher ist eine zweifach integrierende Regelschleife (Typ II) die geeignete Wahl
fu¨r ein hochintegriertes Funksystem.
Wahl der Referenzfrequenz
Die Referenzfrequenz ist neben der Systemwahl einer der wesentlichsten Para-
meter im Systementwurf. Die Ausfu¨hrung als Fraktional-N Struktur ermo¨glicht
eine schmalbandige Kanalwahl bei hoher Referenzfrequenz. Der Bereich einer
mo¨glichen Referenz bedingt durch die Quarzresonatoren des Referenzoszillators
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Abbildung 6.3: Abgetastete Sprungantwort der Typ I und der Typ II PLL.
liegt zwischen 10 MHz und 30 MHz. Die untere Grenze wird durch die be-
no¨tigte U¨berabtastung digitaler Schaltungsteile festgelegt. Ab einer Frequenz
von 30 MHz steigen die Kosten fu¨r die Referenzquarze erheblich. Desweite-
ren erho¨hen sich die Anforderungen an die elektromagnetische Vertra¨glichkeit
(EMV-Richtlinien).
Gru¨nde, die Referenzfrequenz niedrig zu wa¨hlen, sind die steigende dynami-
sche Verlustleistung digitaler Schaltungsteile und die ho¨here Frequenzauflo¨sung
(vgl. Abschnitt 4.2). Betrachtet man das entstehende Rauschen so verringert
eine hohe Frequenz das dominierende Σ∆-Rauschen. Ebenso verschieben sich
entstehende Oberwellen zu ho¨heren Frequenzen und werden durch die Tief-
passcharakteristik der Regelschleife sta¨rker beda¨mpft. Die Dynamik der PLL
ermo¨glicht fu¨r hohe Referenzfrequenzen schnelle Einschwingzeiten und Kanal-
wechsel. Durch die sta¨ndig sinkenden Strukturbreiten digitaler Schaltungsteile
und die Verringerung der Versorgungsspannung sollte der Einfluss der dyna-
mischen Verlustleistung bei der Auswahl der Referenzfrequenz vernachla¨ssigt
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werden. Die Referenzfrequenz sollte daher mo¨glichst hoch gewa¨hlt werden. Um
ein Vielfaches des DECT-Grundtackets von 1.152MBit/s zu erreichen bietet es
sich an, eine Frequenz von fref = 27.648 MHz zu wa¨hlen. Dies entspricht der
24 fachen Grundfrequenz.
Auslegung der Schleifenversta¨rkung
Die Schleifenversta¨rkung KLoop besteht aus dem Produkt des Referenzstroms
ICP und der Steilheit des spannungsgesteuerten Oszillators KV CO. Der Strom
ICP muss groß genug gewa¨hlt werden, um die Auswirkung von Leckstro¨men zu
verringern. Andererseits ist fu¨r mobile Applikationen stets auf den Leistungs-
bedarf zu achten. Im Hinblick darauf, dass fu¨r einen vollsta¨ndig integrierten
Entwurf des Schleifenfilters die Filterkapazita¨ten klein gewa¨hlt werden, bildet
ein Strom von ICP = 30 µA einen guten Kompromiss.
Die Steilheit des VCO’s muss derart ausgelegt werden, dass der Steuerbereich
den gesamten Frequenzbereich der mo¨glichen DECT Ba¨nder zwischen 1880 MHz
1930 MHz abdecken. Im Betrieb mu¨ssen maximal 10 benachbarte Kana¨le ver-
wendet werden, das heißt der VCO kann auf dieses Unterband vorkalibriert
werden. Der Oszillator arbeitet auf der 1.5-fachen Ausgangsfrequenz, um den
Einfluss von Einkopplungen des Leistungsversta¨rkers mo¨glichst gering zu hal-
ten. Der abzudeckende Bereich ergibt sich somit zu 10 · 1.728 MHz · 1.5 =
25.92 MHz. Der Steuerbereich, in dem der VCO linear arbeitet, liegt fu¨r eine
Versorgungsspannung von VDD = 2.5 V zwischen Vctrl = 1 V...2 V . Daraus er-
gibt sich eine beno¨tigte Steilheit von KV CO ≈ 25 MHz/V . Um eine ausreichen-
de Reserve fu¨r Parameterschwankungen zu gewa¨hren, wird eine Steilheilheit zu
100 MHz/V gewa¨hlt.
Auslegung des Σ∆ Modulators
Die Ordnung des Σ∆-Modulators bestimmt maßgeblich die Rauscheigenschaf-
ten des Systems. Fu¨r den vorliegenden Entwurf stehen nur ein Modulator 2.
Ordnung oder ein Modulator 3. Ordnung zur Auswahl. Durch die gewa¨hlte
Struktur der Schleifentopologie (vgl. Abschnitt 4) ergibt sich bei hohen Fre-
quenzen eine maximale Da¨mpfung von −60 dB/dek.
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Ein Σ∆-Modulator k-ter Ordnung formt das Rauschen nach Gleichung 4.44 zu:
Y (z)
E(Z)
= (1− z−1)k. (6.2)
Daher steigt das Rauschen mit k · 20 dB/dek an. Um ho¨herfrequente Rausch-
komponeten genu¨gend beda¨mpfen zu ko¨nnen, muss die U¨bertragungsfunktion
mindestens eine dem Ansteigen des Rauschens proportionale Da¨mpfung auf-
weisen. Daher wird die Ordnung des Modulators auf k ≤ 3 beschra¨nkt. Aus
Abschnitt 4.2 folgt, dass Modulatoren erster Ordnung keine bemerkenswerte
Rauschformung ergeben. Die zur Auswahl stehenden Ordnungen k des Modu-
lators sind somit auf den Bereich
2 ≤ k ≤ 3 (6.3)
beschra¨nkt.
Bild 6.4 zeigt den Abstand des akkumulierten Rauschens zu spektralen Maske
Abbildung 6.4: Spektrale Reserve der kummulierten Rauschkomponenten.
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des DECT-Systems als Funktion der Eigenfrequenz fn = ωn/2pi. Da es sich um
eine, teilweise stark gena¨herte, Simulation basierend auf dem linearen Modell
muss eine ausreichende Reserve von circa 8 bis 10 dB erhalten werden. Der
Modulator 3. Ordnung zeigt u¨ber dem gesamten Frequenzbereich eine ho¨here
spektrale Reserve auf, als der Modulator 2. Ordnung. Dies ist durch die Wahl
der Referenzfrequenz von fref = 27.648 MHz zu begru¨nden.
Unter Beru¨cksichtigung der Vorgaben ist somit eine maximale Eigenfrequenz
der Regelschleife von ωn = 2pi 90 kHz mo¨glich. Diese Frequenz sollte bezu¨glich
der Rauschanforderungen klein gewa¨hlt werden. Eine zu geringe Eigenfrequenz
verla¨ngert jedoch die Einschwingzeit Tstat. Daher ist mit Hinblick auf Herstel-
lungstoleranzen eine Eigenfrequenz von fn = 70 kHz eine geeignete Wahl. Die
Abbildung 6.5: Rauschkomponenten fu¨r Σ∆-Modulator 3. Ordnung bei fref =
27.648 MHz und ωn = 2pi 70 kHz.
resultierenden Rauschkomponenten sind in Bild 6.5 dargestellt.
Neben der Ordnung des Modulators muss die geforderte Frequenzauflo¨sung
ffrak des Systems definiert werden. Diese gibt die minimal mo¨gliche A¨nderung
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Akkumulatorbitbreite bb Frequenzauflo¨sung ffrak / kHz
10 27.00
11 13.50
12 6.75
13 3.38
14 1.69
Tabelle 6.1: Frequenzauflo¨sung der Σ∆-Modulatoren bei unterschiedlichen Ak-
kumulatorbitbreiten bb.
eines LSB-Bits am Eingang des Modulators an. Somit also die Genauigkeit, die
der Σ∆ verarbeiten kann. Der fraktionale Anteil des eingestellten Teilerwertes
kann mit einer Anzahl von bb Bits repra¨sentiert werden. Hieraus ergibt sich die
maximale Auflo¨sung am Ausgang des spannungsgesteuerten Oszillators zu:
ffrak =
fref
2bb
(6.4)
Die hierdurch berechenbaren Auflo¨sungen sind in Tabelle 6.1 dargestellt. Um ei-
ne Einhaltung der DECT Spezifikationen zu gewa¨hrleisten, muss eine minimale
Auflo¨sung von 5 kHz sichergestellt sein. Daher ergibt sich eine Akkumulator-
bitbreite von bb = 13.
Dimensionierung der Schleifenfilterparameter
Das Schleifenfilter bestimmt die Dynamik, das heißt das transiente Verhalten
der Regelschleife. Die Verwendung der Vorkompensation ermo¨glicht eine na-
hezu unbegrenzte Wahl der Schleifenbandbreite. Fu¨r die Dimensionierung der
Filterparameter sind folgende Punkte zu beachten:
• Einschwingverhalten
• Stabilita¨t
• Rauschunterdru¨ckung
Die Bandbreite sollte mo¨glichst hoch gewa¨hlt werden, um ein schnelles Ein-
schwingen der Regelschleife zu gewa¨hrleisten. Andererseits muss die Regelschlei-
fe die entstehenden Rauschkomponenten ausreichend da¨mpfen. Daher ist auch
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hier ein Kompromiss zwischen Regelzeit und Rauschda¨mpfung zu finden.
Eine systematische Untersuchung der Elemente kann nach [20, 8] an der offenen
Regelschleife durchgefu¨hrt werden. Aus Abschnitt 5.1 folgt diese zu:
GO(s) =
Kloop ·KLF
2pi ·N ·
1 + s/ω2
s2 · (1 + s/ω1) · (1 + s/ω3) (6.5)
Ein Bodediagramm dieser Funktion ist in Bild 6.6 dargestellt. Zur Gewa¨hrlei-
Abbildung 6.6: Bodediagramm der geo¨ffneten Regelschleife.
stung der Stabilita¨t muss die Phase des Regelkreises bei der Durchtrittsfrequenz
des Regelkreises ω0 gro¨ßer als −180◦ sein, da ansonsten aus der negativen Ru¨ck-
kopplung eine Mitkopplung entsteht. Dies wird durch die Lage der Nullstelle
ω2 gesteuert. Die Durchtrittsfrequenz ω0 muss fu¨r eine maximale Phasenreser-
ve im logarithmischen Maßstab genau zwischen ω1 und ω2 liegen. Das Gleiche
gilt fu¨r die Eigenfrequenz ωn der Regelschleife. Hieraus ergeben sich folgende
Bedingungen:
ω0 =
√
ω1 · ω2, (6.6)
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ωn =
√
ω0 · ω2. (6.7)
Desweiteren gilt nach Gleichung 5.5 fu¨r den Da¨mpfungsfaktor ζ.
ζ =
1
2
· ωn
ω2
. (6.8)
Die Lage der Polstelle ω3 ist zuna¨chst unerheblich fu¨r den Entwurf der Re-
geldynamik, da die Eckfrequenz außerhalb der interessierenden Bandbreite lie-
gen wird.
Fu¨r die fu¨nf unbekannten Gro¨ßen ω0, ω1, ω2, ωn und ζ stehen demnach drei
Gleichungen zur Verfu¨gung. Es ist also ausreichend eine beliebige Frequenz
und den Da¨mpfungsfaktor zu definieren, um alle Gro¨ßen bestimmen zu ko¨n-
nen. Fu¨r den Da¨mpfungsfaktor kann nach [20] ein Optimum durch Anwen-
dung eines ISAE, ISE oder IAE Verfahrens gefunden werden. Dies wu¨rde zu
den in bisherigen PLL-Schaltungen verwendeten Werten in dem Bereich von
ζ ≈ 1/√2 = 0.707 fu¨hren. Sa¨mtliche Verfahren zur Optimierung von Regelsy-
Abbildung 6.7: Definition des Toleranzbandes.
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stemen minimieren die integrale Regelabweichung nach unterschiedlichen ma-
thematischen Methoden. Fu¨r das Verhalten der Modulationsschleife ist dies
aber kein notwendiges Kriterium. Es interessiert vielmehr die minimale Zeit,
in der ein Frequenzsprung fsprung innerhalb eines definierten Toleranzbandes
±fδ liegt (vgl. Bild 6.7). Die resultierende Phasenreserve sollte in einem Be-
reich gro¨ßer ϕr = 40
◦ liegen um Stabilita¨t zu gewa¨hrleisten. Das Berechnen
dieses Optimalwertes ζopt kann in dem Bereich 0 ≤ ζ ≤ 1 durch die komplexe
Einhu¨llende der Sprungantwort (Gleichung eq:step) berechnet werden:
Heinh(t) = 1± e
−ζωnt√
1− ζ2 . (6.9)
Der Schnittpunkt der Einhu¨llenden mit einem normierten Sprung der Ho¨he
1± δnorm = 2 · fδ
fsprung
(6.10)
definiert die Einschwingzeit des Systems. Aus
1± e
−ζωnt√
1− ζ2 = 1± δnorm (6.11)
folgt die Einschwingdauer Tstat fu¨r den stationa¨ren Zustand:
Tstat =
−ln(δnorm ·
√
1− ζ2)
ωn · ζ . (6.12)
Ab einem Bereich von ζ > 1 muss die Einschwingzeit Tstat numerisch berechnet
werden, da das Ergebnis komplexwertig wird. Daher wurde im Rahmen dieser
Arbeit der interessierende Bereich von 0.7 ≤ ζ ≤ 1.4 in einer Simulation unter-
sucht. Bild 6.8 zeigt das Ergebnis der Simulation fu¨r einen Toleranzbereich von
δnorm = 5 kHz/25.92 MHz;. Dies entspricht dem maximalen Frequenzsprung
von fsprung = 1.5 · 10 · 1.728 MHz bei einer tolerierbaren Frequenzabweichung
von fδ = 5 kHz. Bei unterschiedlichen Eigenfrequenzen ωn ergibt sich stets
ein Minimum bei etwa ζ = 0.82. Daher kann der Faktor ζ im Bereich zwischen
0.8 ≤ ζ ≤ 0.9 definiert werden. Um Parameterschwankungen zu beru¨cksichtigen
wird ζopt zu 0.85 festgelegt
Bild 6.9 zeigt die Phasenreserve als Funktion des Da¨mpfungsfaktors ζ. Bei
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Abbildung 6.8: Bestimmung des Da¨mpfungsfaktors anhand der Einschwingzeit
des Systems
ζ = 0.85 ergibt sich eine Phasenreserve von 51.8◦. Die Stabilita¨t des Systems
ist demnach gewa¨hrleistet.
Somit verbleibt die Eckfrequenz als freier Parameter zur Definition des Re-
gelverhaltens der PLL. Dieser Parameter kann aus den Rauschanforderungen
der Regelschleife extrahiert werden. Das, durch das schnelle Umschalten des
Teilerfaktors entstehende Σ∆ Rauschen dominiert bei großen Schleifenband-
breiten. Daher kann die ho¨chste Eigenfrequenz ωn der PLL aus Bild 6.4 be-
stimmt werden. Fu¨r das hier untersuchte System bestimmt sich diese Fre-
quenz zu ωn,max = 2pi70 kHz. Die resultierende Einschwingzeit ergibt sich
zu Tstat = 19.3 µs.
Einen wesentlichen Einfluss auf die Qualita¨t des Ausgangssignals hat das zusa¨tz-
liche ’Ripple’-Filter. Dieses Filter da¨mpft zusa¨tzlich die Oberwellen der Refe-
renzfrequenz. Es sollte demnach so schmalbandig wie mo¨glich sei. Andererseits
darf das Filter die Regeleigenschaften des Systems nicht beeinflussen. Daher
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Abbildung 6.9: Phasenreserve fu¨r unterschiedliche Da¨mpfungsfaktoren
muss ein Kompromiss zwischen der Eigenfrequenz ωn und der Referenzfrequenz
ωref = 2pifref gefunden werden. Hierzu wird die Auswirkung der Phasenreserve
auf die Wahl des Pols ωn untersucht. Bild 6.10 zeigt die Auswirkungen der Lage
der Eckfrequenz des Ripple-Filters. Ab einer Eckfrequenz ω3 = 2pi3 MHz bleibt
die Phasenreserve nahezu unvera¨ndert. Da eine Phasenreserve von ϕr > 40
◦
gefordert war, kann die minimale Eckfrequenz auf f3,min = 1 MHz festgelegt
werden. Daraus resultiert eine zusa¨tzliche Da¨mpfung Dref der Referenzseiten-
ba¨nder von:
Dref = 10 · log[1 + ( ωref
ω3,min
)2] = 28.84 dB. (6.13)
Ausgehend von den Gleichungen 6.6 bis 6.8 ergeben sich folgende Systempara-
meter:
ζ = 0.85, (6.14)
ωn = 2pi · 70 kHz, (6.15)
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Abbildung 6.10: Auswirkung des Ripple-Filters auf die Phasenreserve des
Systems
ω0 = 2pi · 119 kHz, (6.16)
ω1 = 2pi · 343.91 kHz, (6.17)
ω2 = 2pi · 41.18 kHz, (6.18)
ω3 = 2pi · 1000 kHz. (6.19)
Die Werte fu¨r die Kapazita¨ten und Widersta¨nde des Schleifenfilters bestimmen
sich aus der Bedingung, dass bei der Durchtrittsfrequenz ω0 der Betrag der
U¨bertragungsfunktion der offenen Regelschleife definitionsgema¨ß gleich eins ist:
|GO(ω0)| = Kloop ·KLF
N · w20
·
√
1 + (ω0/ω2)2
(1 + (ω0/ω1)2) · (1 + (ω0/ω3)2) = 1. (6.20)
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Hieraus ergibt sich die Gesamtkapazita¨t zu:
Cges = C1 + C2 + C3 =
1
KLF
= 112.2 pF (6.21)
Zur Bestimmung der weiteren Werte kann ohne wesentliche Beeinflussung des
Regelverhaltens eine Approximation zur Berechnung angewandt werden (vgl.
[35]). Hierbei darf die Kapazita¨t C3 nicht gro¨ßer als C1/10 sein.
Es gilt:
C1 =
Cges · ω2
ω1
= 13.43 pF, (6.22)
C3 =
C1
10
= 1.343 pF, (6.23)
C2 = Cges − C1 − C3 = 97.42 pF, (6.24)
R2 =
1
ω2C2
= 39.67 kΩ, (6.25)
R3 =
1
ω3C3
= 118.47 kΩ. (6.26)
Bild 6.11 zeigt das resultierende Bode-Diagramm der U¨bertragungsfunktion
der geschlossenen Regelschleife. Die Bandbreite des Systems, also die Frequenz,
bei der die U¨bertragungsfunktion 3 dB niedriger ist, als bei der Frequenz ω = 0
ergibt sich zu f3dB = 193.2 kHz.
Zusammenfassend kann der Entwurf von Phasenregelkreisen nach dieser neuar-
tigen Methode in folgende Schritte unterteilt werden:
1. Definition des Da¨mpfungsfaktors anhand des Toleranzbereichs δnorm.
2. Festlegen der Eigenfrequenz ωn aus den Rauschanforderungen des Sy-
stems.
3. Berechnung der Frequenzen ω1, ω2 und ω0 aus Gleichungen 6.6, 6.7 und
6.8.
4. Bestimmen der Frequenz ω3 durch die Bedingung einer mo¨glichst geringen
Bandbreite, bei Gewa¨hrleistung einer ausreichenden Phasenreserve.
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Abbildung 6.11: Bodediagramm der geschlossenen Regelschleife.
5. Berechnung der Kapazita¨ts- und Widerstandwerte aus der U¨bertragungs-
funktion der offenen Regelschleife.
6.2 Digitaler Filterentwurf
Fu¨r die in Abschnitt 2.5 vorgestellte Modulationsarchitektur mit Vorverzerrung
werden zwei digitale Filter beno¨tigt. Einerseits das Filter zur Formung des Bit-
pulses (Abschnitt 6.2.1), sowie das zur Schleifenu¨bertragungsfunktion inverse
Vorverzerrungsfilter (Abschnitt 6.2.2).
Beide Filter werden im Folgenden als Finite Impulse response-Struktur (FIR)
([27]) ausgelegt. Die Bestimmung der Koeffizienten wird durch Abtastung und
Quantisierung der Impulsantwort bestimmt.
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6.2.1 Gaussfilter
Zur Bergrenzung des Sendespektrums wird das digitale Datensignal nicht hart
von ′0′ nach ′1′ umgeschalten, sondern vor der Modulation pulsgeformt. Diese
Pulsformung ist in der Spezifikation festgelegt (vgl. Abschnitt 3.1) und wird di-
gital ausgefu¨hrt. Fu¨r DECT handelt es sich um ein Gauss-Filter mit einem Zeit-
Bandbreiteprodukt von B ·T = 0.5 bei einer Bitrate von TBit = 1.152 MBit/s.
Die U¨bertragungsfunktion eines Gauss-Tiefpasses besitzt im Frequenzbereich
definitionsgema¨ß die Form einer Glockenkurve:
Hgauss(jω) = e
−αω2 . (6.27)
Mit Hilfe der Fouriertransformation ergibt sich aus [33] fu¨r einen Gausstiefpass:
hgauss(t) =
1√
4αpi
· e− t
2
4α . (6.28)
DaH(0) = 1 ist, ergibt sich die 3-dB Eckfrequenz f3dB des Filters zuHgauss(jω3dB) =
1/
√
2. Gleichungen 6.27 und 6.28 lassen sich daher auch folgendermaßen dar-
stellen:
Hgauss(jω) = e
− ln22 ·( ω2pif3dB )
2
, (6.29)
hgauss(t) = f3dB ·
√
2pi
ln2
· e−
2pi2f23dB
ln2 t
2
. (6.30)
Fu¨r das angegebene Zeit-Bandbreite Produkt BT und der Bitdauer TBit, kann
Gleichung 6.30 zu
hgauss(t) =
1√
2piρTBit
· e−
1
2ρ2
t2
T2
Bit (6.31)
mit
ρ =
√
ln2
2piBT
(6.32)
umgeformt werden. Hieraus bestimmt sich der Elementarimpuls fu¨r das DECT
System nach Bild 6.12. Der Impulse erstreckt sich u¨ber etwa 1.5 Symbolinter-
valle. Diese Intersymbolinterferenz ist zwar im Zeitbereich nachteilig, verbessert
aber die effiziente Nutzung des Spektrums.
Zur Bestimmung der quantisierten FIR-Koeffizienten bquant wird die Impulse-
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Abbildung 6.12: Gauss-Elementarimpuls fu¨r BT = 0.5
antwort im Referenztakt abgetastet und anschließend in der Amplitude quan-
tisiert. Die maximale Amplitude des Ausgangssignals berechnet sich aus dem
Modulationshub von fmod = ±288 kHz. Es ist vorteilhaft den Hub von 0 bis
2 · 288 kHz = 576 kHz zuzuordnen, da das digitale Filter dann ausschließlich
positive Werte verarbeiten muss. Eine logische ’0’ entspricht somit keiner Fre-
quenza¨nderung, eine logische ’1’ wird durch eine Frequenza¨nderung um +2·fmod
repra¨sentiert. Die Werte der Kanalfrequenz mu¨ssen um den Faktor 1 ·fmod kor-
regiert werden, damit die Kanalmittenfrequenz nicht um den Modulationshub
verschoben wird. Die VCO-Ausgangsfrequenz wird um den Faktor 1.5 ho¨her
gewa¨hlt wird, als die spezifizierte Frequenz und anschließend heruntergeteilt.
Daher muss der Frequenzhub um diesen Faktor korrigiert werden. Es folgt ein
Hub von fmod = 1.5 · 2 · fhub = 864 kHz. Durch diesen Faktor wird die Ho¨he
des Gauss-Impulses eingestellt. Die Quantisierung der Amplitudenwerte folgt
aus der minimalen Eingangsbreite des Σ∆-Modulators. Dieser wurde in Tabelle
6.1 bei einer Akkumulatorbitbreite von bb = 13 zu ffrak = 3.38 kHz festgelegt
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und entspricht der Frequenza¨nderung eines LSB-Bits. Die abgetastete Impul-
santwort wird also mit dem Faktor
Quantisierungsfaktor =
1.5 · 2 · 288 kHz
ffrak
= 256 (6.33)
gewichtet. Bild 6.13 zeigt die quantisierten Koeffizienten βquant. Durch die
Abbildung 6.13: Quantisierte FIR Koeffizienten βquant.
Quantisierung hat sich die Intersymbolinterferenz verringert. Bezogen auf das
Verha¨ltnis zwischen Referenzfrequenz fref und Symbolrate fBit von 24 besitzt
die Impulsantwort 31 von ’0’ verschieden Koeffizienten. Dies definiert die not-
wendige Anzahl der Filter-Taps auf 31.
6.2.2 Vorverzerrungsfilter
An das Vorverzerrungsfilter wird die Anforderung gestellt, eine mo¨glichst hohe
Genauigkeit aufzuweisen, um die inverse U¨bertragungsfunktion der geschlosse-
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nen Regelschleife darzustellen. Andererseits soll der Implementierungsaufwand
gering sein. Der Entwurf des Filters erfolgt analog zum Entwurf des digitalen
Gaussfilters. Die normierte Impulsantwort wird im Referenztakt abgetastet und
in der Amplitude quantisiert. Die Sprungantwort ergibt sich durch die Kor-
respondierende der Fouriertransformation aus der geschlossenen Regelschleife
nach Abschnitt 4.1 zu:
GCL(s) =
ICP ·KV CO ·HLF (s)
2pi · s+ 1
N
· ICP ·KV CO ·HLF (s) . (6.34)
bzw. die inverse U¨bertragungsfunktion
GCL(s)
−1 =
2pi · s+ 1
N
· ICP ·KV CO ·HLF (s)
ICP ·KV CO ·HLF (s) . (6.35)
Bild 6.14 zeigt die Sprungantwort und die normierte Impulsantwort der Regel-
Abbildung 6.14: Sprung- und Impulsantwort des Vorverzerrungsfilters.
schleife. Zur Bestimmung der Koeffizienten des Vorverzerrungsfilters muss die
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Impulsantwort der inversen U¨bertragungsfunktion bestimmt werden. Da die
geschlossene Regelschleife eine Tiefpassfunktion darstellt, wird die Inverse da-
zu eine Hochpasscharakteristik besitzen. Die korresponierende Impulsantwort
ist unendlich lang. Daher muss die U¨bertragungsfunktion bandbegrenzt ausge-
legt werden. Diese Bandbegrenzung muss gro¨ßer als die Modulationsbandbreite
sein, um die Pulsform nicht zu beeintra¨chtigen. Die Auswirkungen der Eckfre-
Abbildung 6.15: Quantisierte Impulsantwort des Vorverzerrungsfilters fu¨r un-
terschiedliche Eckfrequenzen.
quenz sind in Bild 6.15 dargestellt. Eine schmale Eckfrequenz verla¨ngert die
Impulsantwort und somit die La¨nge des beno¨tigten Filters LV orverzerrung. Ei-
ne erho¨hte Eckfrequenz verringert die beno¨tigte Filterla¨nge, erho¨ht jedoch die
Bitbreite der Filterkoeffizienten.
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6.2.3 Integrierter Filter
Am Eingang des Vorverzerrungsfilters liegen die pulsformten Daten des Gaussfil-
ters an. Das digitale Filter muss diese Eingangsdaten in jedem Filtertap pro
Taktzyklus einmal multiplizieren, verzo¨gern und addieren. Der Aufwand an die
Hardware verringert sich drastisch, wenn der Wertebereich der Eingangsdaten
auf die Werte [0,1] beschra¨nkt wird. Die aufwendigen Multiplikatoren ko¨nnen
durch Multiplexer ersetzt werden.
Ohne Einschra¨nkung der Funktionalita¨t kann das Gauss-Tiefpassfilter mit der
U¨bertragungsfunktion des Vorverzerrungsfilters kombiniert werden. Das resul-
tierende Filter beno¨tigt als Eingangsdaten folglich die digitalen Werte ’0’ und
’1’. Im Frequenzbereich ergibt sich folgende U¨bertragungsfunktion:
Hkomb(s) = GCL(s)
−1 ·Hgauss (6.36)
Die resultierende Impulsantwort zur Bestimmung der Filterkoeffizienten ist in
Bild dargestellt. Das Filter hat eine effektive La¨nge von Lkomb = 97 Taps. Die
Amplitude, welche die Bitbreite der Multiplexer und der Addierer bestimmt,
bestimmt sich zu 353 − (−341) = 694. Dies korrespondiert mit einer Bitbreite
von 10 Bit.
Aus Abschnitt 6.2.3 folgte, dass durch eine Variation der Tiefpasscharakteristik
die Filterla¨nge und die Quantisierung der Koeffizienten beeinflussen. Um die
beno¨tigte 9 Bit Quantisierung bestmo¨glich zu nutzen und die Filterla¨nge zu
minimieren, kann die Ordnung des Gaussfilters Hgauss verringert werden.
Die Implementierung der Filterstruktur als FIR Filter in kanonischer Form wu¨r-
de einen erheblichen schaltungstechnischen Aufwand bedeuten. Nach Bild 6.16
sind 50% der Filterkoeffizienten gleich eins. Daher wird fu¨r die Realisierung des
Vorverzerrungsfilters eine modifizierte Filterstruktur gewa¨hlt (siehe Bild 6.17).
Diese Architektur unterteilt die Impulsantwort in zwei Teile. Ein Anteil filtert
die Daten als FIR Struktur und fu¨r die ersten 48 Filterstufen, also die vordere
Ha¨lfte. Nach zwei Symbolperioden, dies entspricht bei einer 24-fachen U¨berab-
tastung (OSR) 48 Abtastwerten Tref , wird das Eingangssignal mit einem LSB
gewichtet und auf die digitale Wort der Kanalselektion addiert. Dies entspricht
dem Anteil der Impulsantwort von 49 ≤ Lkomb < 72. Nach einer weiteren
Bitdauer (3 · TBit) wird der letzte Anteil auf gleich Weise auf das Kanalselek-
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Abbildung 6.16: Impulsantwort der Kombination aus Gauss- und
Vorverzerrungsfilters.
tionswort addiert. Die beno¨tigte Filterfla¨che kann durch die Verwendung der
modifizierten Architektur nahezu halbiert werden.
6.3 Implementierung der Kalibrierung
Das in Abschnitt 5 vorgestellte Konzept zur Kalibrierung der Vorverzerrungs-
schleife wird im Folgenden auf das hier untersuchte DECT System angewandt
und optimiert.
Zur Simulation des Verhaltens der Regelschleife wurde eins Systemsimulation in
VHDL-AMS [1, 24] entwickelt. Der Vorteil dieser Mixed-Signal Simulationsum-
gebung liegt in der gleichzeitigen Verwendung von analogen Modulen (Strom-
quelle, Schleifenfilter) und digitalen Komponenten (PFD, Frequenzteiler). Somit
kann das transiente Verhalten aller Schaltungsteile in einem Simulator unter-
sucht werden. Die Regelschleife wurde mit den Parametern aus Abschnitt 6
99
6 Auslegung der Systemparameter fu¨r DECT
Abbildung 6.17: Modifizierte Filterarchitektur zur Verringerung des schaltungs-
technischen Aufwands.
ausgefu¨hrt. Nach ca. 18.5 µs ist die Regelschleife innerhalb des definierten To-
leranzbandes von fδ = ±5 kHz eingeschwungen (vgl. Bild 6.18).
Abbildung 6.19 zeigt das Augendiagramm fu¨r eine Variation der Schleifen-
versta¨rkung von ±20%. Nach der Spezifikation [7] muss der Modulationshub
zwischen 202 kHz und 403 kHz liegen. Sowohl fu¨r zu geringe, als auch fu¨r zu
hohe Schleifenversta¨rkungen kann der minimale Hub nicht eingehalten werden.
Eine zu hohe Versta¨rkung verletzt zudem die maximale Variationsgrenze.
Die Auswirkungen des Sendespektrums auf Variationen der Schleifenversta¨r-
kung sind in Bild 6.20 dargestellt. Eine zu geringe Versta¨rkung (−20%) wirkt
sich im Spektrum nicht negativ aus. Dies resultiert aus dem entstehenden, ge-
ringeren Modulationshub. Es fu¨hrt zu der oben abgebildeten Degradation des
Augendiagramms. Eine positive Abweichung der Versta¨rkung (+20%) verletzt
die Anforderungen aus der spezifizierten Spektralmaske.
Um diese Variationen in den Bereich von −1% ≤ ∆Kloop ≤ +1% einzuschra¨n-
ken wird die Kalibriertopologie aus Abschnitt 5 angewandt.
Bild 10.1 zeigt die Sprungantworten fu¨r Veriationen der Schleifenversta¨rkung
Kloop von ∆Kloop = ±10%. Die Differenz der Phase, also der intergralen Sprun-
gantwort zur Nominalversta¨rkung ist in Abbildung 10.2 dargestellt.
Die gesamte Fla¨che unter der Kurve kann ausgewertet werden. Dieser ak-
kumulierte Verlauf ist in Abbildung 10.3 dargestellt. Ab einer Zeit von tint =
6.5 µs ist der Maximalwert nahezu konstant.
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Abbildung 6.18: VHDL-AMS Simulation des Einschwingverhaltens der imple-
metierten Regelschleife.
Ein Kalibrierzyklus beno¨tigt daher eine Zeit von Tstat+tint = 18.5 µs+6.5 µs =
25 µs. Die Auflo¨sung des Systems ergibt sich aus den Maximalwerten der ak-
kumulierten Phasendifferenz und kann nach Kapitel 5 zu
∆Kloop,detektierbar =
10%
269 · 2pi · 2pi ≈ 0.0372% (6.37)
bestimmt werden. Diese Auflo¨sung ist um den Faktor 26 ho¨her, als der geforder-
te und durch die Stromquelle einstellbare Wert von ∆Kloop,detektierbar = 1%.
Daher kann diese Auflo¨sung um den Faktor ∆SR = 24 = 16 verringert werden,
indem die ersten vier Teilerstufen nicht ausgewertet werden. Dies verringert
den Implementierungsaufwand und verku¨rzt die Bitbreite des Systems. Ein Ka-
librierzyklus dauert insgesamt Tcal = fref · 6.5 µs ≡ 180 Abtastwerte. Nach
Abschnitt 5.2.1 ergibt sich die La¨nge der beno¨tigten Teilerkette zu:
M = ld(Tcal · fout
∆SR · fref ) = ld(180 ·
1.5 · 1897.344 MHz
24 · 27.648 MHz ) < 11 Bit. (6.38)
Die Eingangsbitbreite des Akkumulators ergibt sich demnach zu 19 Bit.
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a.) b.)
Abbildung 6.19: Augendiagramm fu¨r Variationen der Schleifenversta¨rkung von
a.) -20% und b.) +20%.
Nach erfolgter Kalibrierung kann sowohl die Qualita¨t des Augendiagramms
(Bild 6.21), als auch das Sendespektrum die Anforderungen der DECT-Spezifikation
erfu¨llen.
Das Prinzip der digitalen Kalibrierung konnte somit verifiziert werden und
stellt ein effizientes Verfahren dar, um die Versta¨rkung von Vorverzerrungsmo-
dulationsschleifen zu detektieren.
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a.) b.)
Abbildung 6.20: Spektrum des Modulationssignals mit ∆Kloop = a.) -20% und
b.) +20%.
a.) b.)
Abbildung 6.21: Augendiagramm a.) und Spektrum b.) des kalibrierten
Systems.
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7 Zusammenfassung
Um die kostengu¨nstige Produktion integrierter Schaltungen gewa¨hrleisten zu
ko¨nnen, ist die CMOS Technologie die geeignete Wahl. Die dadurch entstehen-
den Nachteile, wie die große Streuung absoluter Kapazita¨ts-, Widerstands- und
Induktivita¨tswerte kompensieren zu ko¨nnen ist ein Abgleich notwendig. Dieser
wurde bisher manuell oder durch eine separate Schaltung realisiert.
Ziel der vorliegenden Arbeit war die Untersuchung und Implementierung ei-
ner automatischen Kalibrierschaltung zur automatischen Adaption der in der
Herstellung entstehenden Bauelementvariationen. Dabei wurde speziell auf eine
kostengu¨nstige und voll integrierbare Realisierung geachtet. Diese Zielsetzung
setzt eine Vorgehensweise voraus, die nicht nur ein vorhandenes Konzept er-
ga¨nzt, sondern die grundlegenden Modulationsarchitekturen auf diese Kriterien
untersucht.
Zu diesem Zweck wurden zuna¨chst in Kapitel 2 die etablierten FSK - Modula-
tionskonzepte untersucht. Dies wurde im Hinblick auf die gewu¨nschte Funkan-
wendung, in diesem Fall DECT und Bluetooth, betrachtet. Diese Analyse er-
gab, dass die Zweipunkt-, sowie die Vorverzerrungsmodulation geeignete Kon-
zepte sind, um die von der Spezifikation geforderten Werte einzuhalten, und
dies bei gleichzeitigem minimalen Stromverbrauch. In beiden Fa¨llen wird die
Σ∆-Modulation genutzt, um die Datensignale aufzumodellieren. Die Vorver-
zerrungsmodulation zeigt gegenu¨ber der Zweipunktvariante einen signifikaten
Vorteil auf. Der zur Hochpassmodulation beno¨tigte Pfad muss stets analog aus-
gefu¨hrt werden. Somit ist die Aufgabe einer Kalibrierung die Anpassung des
analogen zum digitalen Datenpfad. Dies zeichnete sich als implementierungs-
intensiv heraus. Daher kann die Vorverzerrungs-PLL als geeignete Architektur
herausgestellt werden.
Aufgrund der Funktionsweise des Modulators muss die vollsta¨ndige, sendeseitige
Signalverarbeitung von digitalen Sendedaten bis zum hochfrequenten, analogen
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Ausgangssignal betrachtet werden. Fu¨r eine mathematische Betrachtung wird
das lineare Model der Regelschleife genutzt. Eine detaillierte Untersuchung der
einzelnen Komponenten der PLL wird in Kapitel 4 ausgefu¨hrt. Der zweite Teil
dieses Kapitels widmet sich der Untersuchung und Simulation des entstehenden
Rauschens. Die durch die Nichtidealita¨ten entstehenden Rauschprozesse ver-
schlechtern die Leistungsfa¨higkeit des gesamten Systems. Daher kann eine Aus-
legung der Systemparameter nur mit Ru¨cksicht auf eine detaillierte Rauschana-
lyse stattfinden. Diese wurde in MatLab implementiert und fu¨r die Behandlung
von Fractional-N-PLLs optimiert. Dadurch konnten, im Vergleich zu konven-
tionellen Abscha¨tzungen, schnelle und pra¨zise Rauschsimulationen des Systems
durchgefu¨hrt werden.
Kapitel 5 bildet den Kernpunkt der vorliegenden Arbeit. Durch eine Analyse der
Ausgangsphase des spannungsgesteuerten Oszillators kann auf die Variation der
Schleifenversta¨rkung der Regelschleife geschlossen werden. Diese Versta¨rkung,
bzw. Steilheit variiert stark durch die prozessbedingte Schwankung der Kapa-
zita¨ten und Induktivita¨ten des VCO. Die Herausforderung zur Lo¨sung dieser
Problematik lag nun im Wesentlichen in zwei Kernaspekten. Zum einen mus-
ste die Variation quantitativ erfasst werden. Weiterhin musste dieser Wert als
Stellgro¨ße in die Regelstrecke aufgepra¨gt werden. In beiden Punkten konnte eine
optimale Lo¨sung gefunden werden. Zur Detektion der Ausgangsphase konnten
zwei geeignete Verfahren gefunden, bzw. entwickelt werden, welche eine digita-
le Erfassung der Momentanphase ermo¨glicht. Dieser neuartige Ansatz beruht
auf der synchronen Unterabtastung eines asynchronen Hochfrequenzsignals. Die
Tatsache, einen digitalen Wert des Phasenverlaufs zu erhalten ermo¨glicht eine
einfache Justierung der Schleifenversta¨rkung durch die Verwendung einer um-
schaltbaren Stromquelle.
Im abschließenden Kapitel 6 wird die entwickelte Kalibriertechnik an das Funk-
system DECT angepasst. Hierzu wurde die Regelschleife im Hinblick auf schnel-
le Einschwingzeit bei gleichzeitiger Einhaltung der spektralen Anforderungen
ausgelegt. Es wurde im Rahmen dieser Arbeit zusa¨tzlich ein Verfahren ent-
wickelt, welches einen systematischen Entwurf des Schleifenfilters anhand der
geforderten Spezifikationen ermo¨glicht. Dieses Kapitel schließt mit einer Pra¨-
sentation des untersuchten DECT-Systems und einer Gegenu¨berstellung von
Simulationsergebnissen. Diese zeigen, dass die hier vorgestellte Technik die ge-
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forderte Genauigkeit der Schleifenversta¨rkung von ±1% unterbieten kann. Prin-
zipiell ist es fu¨r das untersuchte DECT System mo¨glich, die Versta¨rkung bis zu
0.0372% zu detektieren. Eine derart pra¨zise Einstellung ist jedoch nicht not-
wendig. Um den Aufwand an die Implementierung der Kalibrierschaltung so
gering wie mo¨glich zu halten, wurde das System ausgelegt, um Variationen von
ca. ±0.5% auszugleichen. Die Hochfrequenzspezifikationen konnten somit voll-
sta¨ndig eingehalten werden.
Zusammenfassend kann festgehalten werden, dass die Ergebnisse dieser Arbeit
eine signifikante Reduktion der beno¨tigten Testprozeduren fu¨r hochintegrierte
Schaltungen ermo¨glichen.
Durch diese Entwicklung konnte ein wesentlicher Schritt zur kostengu¨nstigen
Herstellung integrierter Sendekonzepte bestritten werden. Die vorgestellte Kali-
briertechnik zeigt weiterhin ein Potenzial zur Weiterentwicklung in die Richtung
voll digitaler Sendekonzepte.
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8 Rauschkomponenten der Phasenregelschleife
Abbildung 8.1: Rauschkomponenten bei fref = 10.368 MHz und Σ∆-
Modulator 2.Ordnung.
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8 Rauschkomponenten der Phasenregelschleife
Abbildung 8.2: Rauschkomponenten bei fref = 10.368 MHz und Σ∆-Ordnung
von 3.
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Abbildung 8.3: Rauschkomponenten bei fref = 20.736 MHz und Σ∆-Ordnung
von 2.
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8 Rauschkomponenten der Phasenregelschleife
Abbildung 8.4: Rauschkomponenten bei fref = 20.736 MHz und Σ∆-Ordnung
von 3.
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Abbildung 8.5: Rauschkomponenten bei fref = 41.472 MHz und Σ∆-Ordnung
von 2.
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8 Rauschkomponenten der Phasenregelschleife
Abbildung 8.6: Rauschkomponenten bei fref = 41.472 MHz und Σ∆-Ordnung
von 3.
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Abbildung 8.7: Rauschkomponenten bei fref = 20.736 MHz, Σ∆-Ordnung = 3
und doppelter Ausgangsfrequenz fout = 3.7947 GHz mit einer
Schleifenbandbreite von ω3dB,PLL = 2pi · 150 kHz.
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8 Rauschkomponenten der Phasenregelschleife
Abbildung 8.8: Rauschkomponenten bei fref = 20.736 MHz, Σ∆-Ordnung = 3
und doppelter Ausgangsfrequenz fout = 3.7947 GHz mit einer
Schleifenbandbreite von ω3dB,PLL = 2pi · 100 kHz.
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9 Abbildung der Schaltungen
Abbildung 9.1: Top Level der Delay Locked Loop
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9 Abbildung der Schaltungen
Abbildung 9.2: Decode 1024
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Abbildung 9.3: Decode 512
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9 Abbildung der Schaltungen
Abbildung 9.4: Decode 64
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Abbildung 9.5: 16-Bit Modul (sample chain 16x)
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9 Abbildung der Schaltungen
Abbildung 9.6: 6-Bit Thermodekoder (thermo decoder 64)
132
Abbildung 9.7: Gegenphasige Taktgenerierung
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9 Abbildung der Schaltungen
Abbildung 9.8: Latch zum hochfrequenten Abtasten
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Abbildung 9.9: Phasen-Frequenz Detektor
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9 Abbildung der Schaltungen
Abbildung 9.10: Stromquelle
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Abbildung 9.11: 10-fach Multiplexer
Abbildung 9.12: 2-fach Multiplexer
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9 Abbildung der Schaltungen
Abbildung 9.13: Thermodekoder 3 Bit
Abbildung 9.14: NOR-4 Gatter
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a.) b.)
Abbildung 9.15: NOR-2 a.) und NOR-3 b.)
a.) b.)
Abbildung 9.16: NAND-2 a.) und NAND-3 b.)
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9 Abbildung der Schaltungen
a.) b.)
Abbildung 9.17: OR-6 a.) und OR-8 b.)
a.) b.)
Abbildung 9.18: Strombegrenzter Inverter a.) und Buffer-Stufe b.)
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10 Ergebnisse der Kalibrierung
Abbildung 10.1: Sprungantwort der Regelschleife bei Versta¨rkungsvariationen
von ∆Kloop = ±10%.
141
10 Ergebnisse der Kalibrierung
Abbildung 10.2: Phasendifferenz der Regelschleife bei Versta¨rkungsvariationen
von ∆Kloop = ±10%.
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Abbildung 10.3: Akkumulierte Phasendifferenz fu¨r Variationen der Schleifen-
versta¨rkung von ∆Kloop = ±10%.
Abbildung 10.4: Detektierte Phasendifferenz fu¨r Variationen der Schleifenver-
sta¨rkung von ∆Kloop = ±10%.
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10 Ergebnisse der Kalibrierung
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