irtual reality displays usually lag far V behind classical computer graphics displays in static image quality parameters, such as resolution. Both the popular press and scientific papers often stress that resolution will have to increase greatly before users can experience virtual environments as "the real thing." Nevertheless, it is already possible to do some useful work in VR environments. The point we experimentally demonstrate here is that resolution is much less important for interactive tasks that employ immersive VR, where users can explore the environment by moving their heads and bodies, than it is in classical computer graphics applications, where users can only explore by gazing at a single picture. Swartz, Wallace, and Tkacz' have shown, in the context of unmanned aerial vehicles, that frame rate (read: passive camera movement) is more important than resolution for target detection, recognition, designation, and tracking. They call these results "surprising."
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In the experiments reported here, we investigated the relative importance ofvarious image parameters like spatial resolution (number of pixels per video frame), intensity resolution (number of gray levels per pixel), and temporal resolution (number of frame updates per second) . 2 Most experimental data concerning these resolutions come from classical psychophysics. However, experimental conditions in classical psychophysics feature stationary observers looking at short-term, pointlike flashes on stationarydisplays, and are thus far more representative of human interaction with pictures and Gerda J.F. Smets and Kees J. Overbeeke Deift University of Technology photographs than with highly interactive systems like those employed in virtual reality. Our senses did not develop while we were sitting still.
Pepper, Cole, and Spain3 conducted experiments illustrating the importance of movement for depth perception. They showed that results for depth estimates under monocular movement parallax conditions compare well with those under stereoscopic movement parallax conditions. When the subject can move, one eye suffices for depth perception.
Interest in the study of our senses as perceptual systems has grown in recent years. For example, Gibson4 initiated the approach of studying the perceptual capabilities of human observers while they explore or perform tasks involving perceptual and motor skills. These studies, recently dubbed "active psychophy~ics,"~ show much more potential for measuring human capabilities and the technical requirements to support them. Furthermore, active psychophysics has more implementation potential, as we will show (see below, "Discussion"). ' The present experiments clearly demonstrate the order of magnitude of resolutions needed inVR conditions as compared to those in static image presentation.
A typical VR display contains 320 x 200 pixels. Current development emphasizes increasing image resolution almost exclusively. We want to show that image resolution is relative, by demonstrating that this variable should be considered in relation to other variables, such as movement.
Experiment I
We compared performance in a search-and-act task for subjects whose visual information was artificially impoverished in three interactivity conditions: still camera, passive camera motion, and head-coupled camera movement (see Figure 1 ).
Active head-coupled camera motion
Passive camera motion Still camera
Apparatus
Subjects were fitted with a headmounted system containing a display and, depending on the experimental condition, a microcamera, as illustrated in Figure 2 . This system fed the camera image through a videoprocessor to manipulate aspects of the image stream, for example, the number of grayvalues, pixels, and frames per second. The system operated in real time. The camera was a Panasonic WV-CD1 with a camera-head diameter of 17 mm, length of 48 mm, and weight of approximately 20 g. The PAL 625-line video signal was manipulated with a Panasonic WJMWlO production mixer.
The display was an electronic viewfinder of a Sony Video Hi-8 camera type CCD-V900 E. The screen size measured 11 mm x 8.2 mm and weighed about 75 g. The helmet-mounted system, 'including camera, viewer, and helmet, weighed 350 g. The visual angle obtained by the combination of the camera and the ocular lens was 40 degrees monocular (the left eye being patched). The enlargement factor was 0.78. This meant that visual input did not entirely fill the field of view and that the subject's hands appeared to be further away than they really were. Although we n used the same lenses throughout Experiment I, we changed the lens setup for Experiment 11.
Procedure
The subjects had to complete a jigsaw-like puzzle for four-year-old children, as shown in Figure 3 . The puzzle pieces consisted of a hole on one side and an elevated figure on the other. The subjects had to make a chain by clicking a hole over a corresponding elevated figure. This easy task did not require any training. Subjects received explicit instructions to touch the blocks only by the side to prevent tactile exploration. The dependent variable was the time needed to complete this puzzle as measured with a stop watch. If the subject had not combined two puzzle blocks after 10 minutes, the trial was stopped and a zero result recorded. 
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Subjects
Subjects were four junior staff members who had no previous experience in psychological experiments. None had an uncorrected visual problem. Figure 4 shows the experimental design for Experiment I. Under all conditions, we used four grayvalues: black, white, and two intermediate grays. The subjects went through all conditions. Conditions were counterbalanced to avoid order effects. As Figure 4 shows, there were three independent variables: spatial resolution, temporal resolution, and interactiviv. Spatial resolution had three levels: a PAL 625 video image, an image consisting of a 36 x 30 mosaic, and an image of a 18 x 15 mosaic.
Temporal resolution had two levels: real-time PAL (25 Hz) and stroboscopically sampled (5 Hz).
Interactivity occurred through correspondence between the observer's exploratory movements and the visual input. This was manipulated on three levels. At the first level, the camera recorded the scene from a single viewpoint (still), resulting in an overall view of the scene. At the second level, a small electrical motor moved the camera on a steady track around the scene (passive), also resulting in an overall view. At the third level, the camera was attached to the observer's head (active). In all conditions, subjects could move their heads freely. The camera positions and resulting viewing points thus differed in the three conditions. We showed in previous experiments6 that when feeding the passive and active subjects an identical image, the active subject still outperformed the passive one: interactivity is the essential feature (see below, "Discussion"). 
Spatial

Hypothesis
Self-generated optic flow, where the observer's explorative movements cause shifts in the optic array, is only present when the camera is head-mounted.' In this conditionwe expected performance to stay high, even with low spatial resolution. Therefore, we predicted a significant interaction between the independent variables. Furthermore we predicted a significant main effect for both. Tables 1 (raw  data) and 2 (analysis of variance, see sidebar "Anova and Its Uses," p. 51). They include only two levels of spatial resolution, as the 18 x 15 condition was clearly too difficult. However, the data show that in the active condition, three out of four subjects solved the puzzle. The main effect of spatial resolution was significant. This, of course, is not new. The interactivity condition is also significant, indicating the importance of actively controlled visual input. The temporal resolution was not significant, perhaps because the differences in image update rate were not large enough.
Results
Results appear in
As for our main concern, the interaction between spatial resolution and interactivity was not significant at the 0.05 level, although we expected low-resolution performance to be better in the active condition. Two reasons might explain this. First, a strong learning effect developed because the same puzzle pieces were used in all conditions. Second, we excluded the third level of spatial resolution because of missing data. This level was too difficult for the subjects in some conditions.
Experiment II
This experiment partially replicated Experiment I, but optimized to eliminate the unwanted factors identified above. We changed the lenses of the viewer/camera system to obtain a 60-degree visual angle from the combination of the camera and the ocular lens. The resulting enlargement factor was 1.00. This means that the visual input filled the field ofview and that the subject's hands appeared at normal distance. In Experiment I, the subjects were hampered by the 0.78 enlargement factor, as indicated by the difficulties they had in grasping the puzzle pieces.
Task
The subjects had to complete a specially designed puzzle, depicted in Figure 5 . This puzzle excluded anyleaming by placement, since the location of each piece varied randomly throughout the trials. Subjects received explicit instructions to handle the pieces only by the pegs to prevent tactile exploration. Subjects required no training, as the task was very easy.
Subjects
The subjects were five volunteer students in industrial design engineering, who had no previous experience in psychological experiments. None had an uncorrected visual problem.
Design and results
We simplified the design by leaving out the temporal resolution manipulation. The independent variables spatial resolution and interactivity were retained with identical levels. Design and results are shown in Tables 3 (raw data) and 4 (analysis of variance). The third level of spatial resolution was again excluded from the analysis. It can be seen however that in the active condition three out of five subjects still can solve the puzzle, a much better result than in both other interaction conditions (passive and still).
The main spatial effect is again significant (p < 0.01). Interactivityis also significant (p < 0.051, and returning to the point of our major concern, the interaction between spatial resolution and interactivity is significant (p < 0.05). With decreasing spatial resolution, observers perform better when they actively control the camera by their head movements. difficulty. Bach-y-Rita" found in his Tactile Visual Substitution System, which presented digitized camera images to a congenitally blind subject by means of an array of vibrating pins placed against the skin of his back, that the subject can "see" a spatial layout in front of him if and only if he controls the movements of the camera. Otherwise, he only feels the vibrating pins on his back. In our own applied research, we are using the experiments described here to develop nonimmersive systems for teleoperation and surgery using the Delft Virtual Window S y~t e m .~.~ DVWS produces movement parallax by adapting the viewpoint of a real or virtual camera to match the displacements of the observer's head in front of the display (not unlike fish-tank VR). For several application areas, such as X-ray luggage inspection and medical and industrial endoscopes, this system easily outperforms a static stereoscopic display. Experiments with DVWS indicated a perceptual advantage of an active (head-coupled) observer over a passive one (noncoupled) . 6 The test involved aligning wedges on local and remote objects. Both active and passive observers received identical output on their monitor screens. While the active observer was able to align a real wedge placed in front of the screen with a wedge virtually leaping out of the screen, the passive observer could not.
Conclusions
The experiments reported here provide behavioral evidence about the relative importance of spatial and temporal resolution factors (pixels per frame and frames per second, respectively) in static, dynamic, and interactive display conditions. Although the experiments were performed using real light and cameras, the results apply equally well to computer-based display systems. Results show that especially in interactive virtual reality viewing conditions, static resolution qualities are a relatively minor concern for (some) spatial orientation and performance tasks, as compared to their prominence for static and passive animation displays.
H
On Anova and Its use
technique to separate the variance ascribable to one group of causes from the variance ascribable to other groups. This is done by testing differences between variances under the &distribution. Take the example of interactivity in Table 3 . Does the variance calculated per condition (that is, separately for active, passive, and still) and summed exceed the variance calculated over all conditions? The terms in Tables 2 and 4 are Anova (short for "analysis of variance") is a statistical --Source = the source of variance Sum of squares = that is, thevariance df = degrees of freedom (number of conditions minus 1) Mean square = sum of squares divided by df f-value = mean square of source divided by its error term
Anova is a technique to test interaction effects. For example, in our case we predict that the mean performance times will be roughly the same in the PAL resolution conditions for all interactivity conditions, but will increase dramatically from the active to the passive and still conditions. We predict a noncrossing interaction. Noncrossing interactions as revealed by Anova are only valid for data on an interval scale, and not every performance time measure is necessarily on an interval scale (see Wtner,' pp. 449-452). For the task under discussion, however, we think the assumption of an interval scale is warranted, as it often is in reaction time (RT) measurements for slower visual search tasks (but not for fast-reaction tasks). The task for this experiment consisted of a repetitive sequence of object positionings and took a minimum of 24 seconds to complete.
The question narrows down to whether there is a linear relation between performance time, as measured by the experimenter, and physical time. Most psychophysical studies reveal no linear relation. For example, brightness and fight intensity is a typical case of a psychophysical law: there is no linear relation between perceived brightness and physical intensity. But we think we are measuring in a totally different realm. We are not measuring time as experienced by the subject, but the time elapsing while the subject performs the same task under different conditions.
Furthermore Summarizing, we are convinced that the effect we describe is sufficiently strong, that the argument's force does not reside in the statistics, that our use of the Anova is sufficiently valid for the longer time spans involved, and that the other tests do not yet offer an alternative to Anova.
