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Abstract
Joint modeling of a large number of variables often requires dimension reduction
strategies that lead to structural assumptions of the underlying correlation matrix,
such as equal pair-wise correlations within subsets of variables. The underlying cor-
relation matrix is thus of interest for both model specification and model validation.
In this paper, we develop tests of the hypothesis that the entries of the Kendall rank
correlation matrix are linear combinations of a smaller number of parameters. The
asymptotic behaviour of the proposed test statistics is investigated both when the di-
mension is fixed and when it grows with the sample size. We pay special attention to
the restricted hypothesis of partial exchangeability, which contains full exchangeability
as a special case. We show that under partial exchangeability, the test statistics and
their large-sample distributions simplify, which leads to computational advantages and
better performance of the tests. We propose various scalable numerical strategies for
implementation of the proposed procedures, investigate their finite sample behaviour
through simulations, and demonstrate their use on a real dataset of mean sea levels at
various geographical locations.
Keywords: Block structure, Kendall’s tau, exchangeability, structure learning.
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1 Introduction
Modeling the dependence between the components of a random vector X = (X1, . . . , Xd)
is of central interest in multivariate statistics and in many applications. This task is par-
ticularly challenging when the dimension d is large; the model needs to be flexible, yet
parsimonious and feasible to fit. This requires dimension reduction strategies that typically
lead to structural assumptions or sparsity of the underlying correlation matrix. The form of
the latter matrix is thus important, particularly for model specification and validation.
In this paper, we consider the hypothesis that the entries of a correlation matrix are
linear combinations of some small number of parameters, say L. To make the methodology
broadly applicable, even in situations when the dependence is not Gaussian or when the
marginal distributions are heavy-tailed, we focus on the matrix T of pair-wise Kendall’s τ .
The null hypothesis considered here can then be formulated as
H0 : τ p = Bβ for some β ∈ [−1, 1]L, (1)
where τ p is a p = d(d − 1)/2 dimensional vectorization of the above-diagonal entries of T ,
B is a known p× L matrix of rank L, where L < p.
The hypothesis H0 is general by design; suitable choices of B correspond to a wide
variety of patterns. When B is the vector of ones, L = 1 and T is an equicorrelation
matrix, which is core to, e.g, shrinkage techniques in genetics (Scha¨fer and Strimmer, 2005).
When Br` = 1(τ p,r = β`) for all r ∈ {1, . . . , p} and ` ∈ {1, . . . , L}, τ p is constrained to
possess only L distinct entries and T has a certain block structure. Such a T arises in the
block DECO model of Engle and Kelly (2012) or in partially exchangeable copula models
(Perreault et al., 2019). Yet another option is the hypothesis that T is a Toeplitz matrix as
in, e.g., AR models or in the shrinkage technique of Zhang et al. (2019).
The first contribution of this paper is to develop distribution-free tests of H0 in (1). Such
comprehensive methodology has so far been lacking, although special hypotheses concerning
the entries of the Pearson or rank-based correlation matrices have received some attention in
the literature. The hypothesis of equal pair-wise Pearson correlations under the assumption
that X is multivariate Normal have been considered by, e.g., Aitkin et al. (1968); Bartlett
(1950); Anderson (1963); Lawley (1963). Gaißer and Schmid (2010) develop tests of the
hypothesis that the Spearman rank correlation matrix is an equicorrelation matrix.
To carry out the tests of H0 in (1), we use asymptotic arguments both when the dimension
d is fixed and when d is allowed to grow with the sample size. In the latter case, we rely
on recent high-dimensional asymptotic results for U -statistics developed by Chen (2018).
Because of its relevance in applications, we devote special attention to the more restricted
hypothesis of partial exchangeability, which contains full exchangeability as a special case.
We also propose various scalable numerical strategies for real data implementation.
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The methodology developed here can find applications in model specification, validation
and structure learning. This is because in a host of popular copula-based dependence models,
T has indeed a particular structure. Examples are certain vines (Czado, 2019), factors
(Krupskii and Joe, 2015; Oh and Patton, 2017) or nested and hierarchical models (Joe, 2015;
Mai and Scherer, 2012; Brechmann, 2014; Hofert et al., 2018). The literature on structure
learning for these models is emerging. For example, algorithms have begun to be developed
for hierarchical Archimedean copulas, see, e.g., Okhrin et al. (2013); Segers and Uyttendaele
(2014); Go´recki et al. (2016, 2017); Cossette et al. (2019) and references therein. Learning
the block structure of a matrix of pair-wise Kendall’s tau under the partial exchangeability
of the copula has been considered by Perreault et al. (2019). The methodology developed
here can be utilized to design learning algorithms for more complex structures; see, e.g.,
Perreault (2020).
The paper is organized as follows. Section 2 contains the necessary background and re-
sults concerning the covariance matrix of the empirical estimator of τ when the copula of X
is fully exchangeable. The test statistics are then introduced in Section 3 and their asymp-
totic properties under the null hypothesis are investigated in Section 4. The performance
of the tests is assessed in an extensive simulation study whose main results are summarized
Section 5. A data illustration is provided in Section 6 and Section 7 concludes the paper.
Appendices are available as online Supplementary Material.
2 Preliminary considerations
2.1 Notation
Vectors in Rp are denoted by bold symbols such as x or y, and operations between vectors,
such as x+ y, are understood as component-wise operations. Matrices are denoted by bold
capital letters. Furthermore, 0p and 1p are zero and one vectors in Rp, respectively; Ip
denotes the p × p identity matrix and Jp stands for the p × p matrix of ones. For v ∈ Rp
and c ∈ R, c + v means c1p + v; similarly, for a p × p matrix M and c ∈ R, c + M means
cJp + M. For x ∈ Rp, the Euclidean and maximum norms are denoted by ‖x‖2 =
√
x>x
and ‖x‖∞ = max(|x1|, . . . , |xp|), respectively.
Let X = (X1, . . . , Xd)
> be a d-dimensional random vector with continuous cumulative
distribution function F and univariate margins Fi, i = 1, . . . , d. From the work of Sklar
(1959) it is known that there exists a unique copula C, i.e., a distribution function on
[0, 1]d with standard uniform marginals such that for all x1, . . . , xd ∈ R, F (x1, . . . , xd) =
C{F1(x1), . . . , Fd(xd)}. In fact, C is the distribution function of the vector U = (U1, . . . , Ud)
with components Uj = Fj(Xj) for j ∈ {1, . . . , d}, see, e.g., Nelsen (2006). For any i 6= j ∈
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{1, . . . , d}, Cij denotes the (i, j)-th bivariate margin of C, i.e., the joint distribution function
of (Ui, Uj) and the copula of the joint distribution function Fij of (Xi, Xj).
For any i 6= j ∈ {1, . . . , d}, Kendall’s tau of the random pair (Xi, Xj) is defined as
τ(Xi, Xj) = P{(Xi −X∗i )(Xj −X∗j ) > 0} − P{(Xi −X∗i )(Xj −X∗j ) < 0},
where X∗ is an independent copy of X. In other words, τ(Xi, Xj) is the difference between
the probabilities of concordance and discordance of two independent observations from the
distribution of (Xi, Xj). This measure of association goes back to Kendall (1938) and Hoeffd-
ing (1947); it is more robust and can better capture non-linear dependencies than Pearson
correlation (Embrechts et al., 2002). As shown, e.g., in Nelsen (2006), Kendall’s tau depends
only on the underlying copula, viz. τ(Xi, Xj) = −1 + 4 E {Cij(Ui, Uj)}.
Let T be the d × d matrix of Kendall’s taus with Tij = τ(Xi, Xj). Let also τ p be the
vector of length p = d(d − 1)/2 obtained by stacking the entries above the main diagonal
of T column-wise; for example when d = 4, τ 6 = (T12, T13, T23, T14, T24, T34). Implicit in the
definition of τ p is a bijection ι from the indices of τ p, {1, . . . , p}, to those of T , {(i, j) : 1 ≤
i < j ≤ d}, defined so that for each k ∈ {1, . . . , p}, k 7→ ι(k) = (ik, jk), where(
jk − 1
2
)
< k 6
(
jk
2
)
, ik = k −
(
jk − 1
2
)
(2)
with the convention that
(
1
2
)
= 0. Note that the inverse of ι satisfies ι−1(ik, jk) = ik +
(
jk−1
2
)
for all k ∈ {1, . . . , p}. For this form of stacking, ι(k) does not depend on d, whenever k ≤ p.
2.2 Estimation of Kendall’s tau
Let Xr = (Xr1, . . . , Xrd), r ∈ {1, . . . , n}, be a random sample from X, based on which we
wish to make inference about the Kendall’s tau matrix T of X. As is well-known, the entries
of the empirical estimator Tˆ n of T are, for all i 6= j ∈ {1, . . . , d},
Tˆij =
2
n(n− 1)
∑
16r<s6n
hij(Xr,Xs),
where hij : Rd×Rd → R is given, for all x,y ∈ Rd, by hij(x,y) = 2×1{(xi− yi)(xj − yj) >
0} − 1. In analogy to τ p, let τˆ np be the vectorized version of the entries above the main
diagonal of Tˆ n. With h : Rd × Rd → Rp such that h = (h1, . . . , hp)> with hk = hikjk for
k ∈ {1, . . . , p}, we have that
τˆ np =
2
n(n− 1)
∑
16r<s6n
h(Xr,Xs). (3)
The behavior of τˆ np as n → ∞ was studied, e.g., by Hoeffding (1948), Cliff and Char-
lin (1991), El Maache and Lepage (2003) and Genest et al. (2011). From (3), τˆ np is a
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vector-valued U -statistic of order 2 and hence, for a fixed dimension d, is an unbiased and
asymptotically normal estimator of τ p. More specifically, as n→∞,
√
n(τˆ np − τ p) Zp, (4)
where  denotes convergence in distribution and Zp ∼ Np(0,Σp). The asymptotic covari-
ance matrix Σp and the finite-sample covariance matrix Σnp of τˆ np are provided in El Maache
and Lepage (2003) and Genest et al. (2011). The proof of (4) relies on the Ha´jek projection
Hn of τˆ np − τ p, i.e., on the leading term of the Hoeffding decomposition
Hn =
n∑
r=1
E(τˆ np − τ p|Xr) = 2
n
n∑
r=1
g(Xr), (5)
where g(x) = E{h(x,X)} − τ p. Hence, for each k ∈ {1, . . . , p}, gk(x) = 2{Fikjk(xik , xjk) +
F¯ikjk(xik , xjk)}− 1− τk, where F¯ikjk denotes the survival function of Fikjk . As is well known,√
n(τˆ np − τ p −Hn) converges to 0 in probability (Vaart, 1998), so that (4) follows from the
Central Limit Theorem and Σp = 4cov{g(X)}.
When both n→∞ and d→∞, the asymptotic behavior of τˆ np can be derived from the
following theorem, which is a slight extension of Theorem 2.1 of Chen (2018) and needed
here later on. Its proof may be found in Appendix A in the Supplementary Material.
Theorem 2.1. Let P p be a p × p matrix whose entries may depend on p but not on n.
Assume that there exists a constant b ∈ (0,∞) and a sequence (Bn) of real numbers possibly
tending to infinity with Bn > 1 for all n, such that the following inequalities
(M.1) diag(P pΣpP
>
p ) > b1p, (M.2) max
16k6p
p∑
r=1
|P kr| 6 Bn
hold componentwise. Suppose also that there exists a constant b¯ > 0 independent of n and p
with log p < b¯n. Then there exists a constant κ(b, b¯) independent of n and p such that
sup
A∈Arep
|PP (√nP p(τˆ np − τ p) ∈ A)− PP (Zp ∈ A)| 6 κ(b, b¯)
{
B4n log
7(np)
n
}1/6
, (6)
where Zp ∼ Np(0p,P pΣpP>p ) and Arep is the set of all hyper-rectangles {[a, b],a, b ∈ R
p}.
By Corollary 2.2 in Chen (2018) and the fact that the kernel h of τˆ np is bounded, it follows
from the conditions of Theorem 2.1 that if there exists a constant b > 0 as in Theorem 2.1
and a constant b¯ > 0 so that log7{nd(d−1)/2} ≤ b¯n1−λ for some λ ∈ (0, 1), then there exists
a constant κ(b, b¯) > 0 so that the left-hand side in (6) is bounded above by κ(b, b¯)× n−λ/6,
which means a faster convergence rate than the right-hand side of (6).
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2.3 Hypothesis of full and partial exchangeability
For structural learning in various copula models, the notion of partial exchangeability intro-
duced in Perreault et al. (2019) is of particular interest. It is defined next for convenience.
Definition 2.1. A copula C is said to be partially exchangeable with respect to a partition
G = {G1, . . . , GK} of {1, . . . , d} with K < d, if for any u1, . . . , ud ∈ [0, 1],
C(u1, . . . , ud) = C(upi(1), . . . , upi(d))
for any permutation pi of 1, . . . , d such that for all j ∈ {1, . . . , d} and all k ∈ {1, . . . , K},
j ∈ Gk if and only if pi(j) ∈ Gk. The set of all copulas that are partially exchangeable with
respect to a given partition G is denoted by CG.
When K = 1, the partition G becomes G = {{1, . . . , d}} and C is fully exchangeable.
Classical examples of fully exchangeable copulas are Archimedean and elliptical with an
equicorrelation matrix. The reason why partial exchageability merits special attention in this
paper is that when C is partially exchageable, Σnp and Σp have a specific block structure.
More specifically, Proposition A.1 of Perreault et al. (2019) shows that Σnp and Σp belong
to the set of matrices SG defined on p. 413 in Appendix A.2 of the latter paper. As we shall
see shortly, this is important for the construction of hypothesis tests. Alongside H0, we thus
consider the more restrictive hypothesis of partial exchangeability with respect to a given
partition G, viz.
H∗0 : C ∈ CG. (7)
When H∗0 holds, T contains only L = K(K + 1)/2−
∑K
k=1 1(|Gk| = 1) distinct off-diagonal
entries and H0 holds with the so-called block membership matrixB with entries in {0, 1} and
such that each row has only one non-zero entry. This is explained in Section 2 of Perreault
et al. (2019); the block membership matrix B is defined there on page 403.
The rest of this section is devoted to the special case when C is fully exchangeable, i.e.,
when H∗0 holds with G = {{1, . . . , d}}. In this case, K = L = 1 and B = 1p. Furthermore,
from Appendix A.2 of Perreault et al. (2019), SG can be seen to reduce to the set of p × p
matrices Sp = {Sp(s0, s1, s2) : s0, s1, s2 ∈ R}, where for arbitrary s0, s1, s2 ∈ R, Sp(s0, s1, s2)
is a p × p matrix defined as follows. For any k, ` ∈ {1, . . . , p}, let (ik, jk) = ι(k) and
(i`, j`) = ι(`), with ι as in (2). The (k, `)-th entry of Sp(s0, s1, s2) is then given by
s0 × 1(|{ik, jk} ∩ {i`, j`}| = 0) + s1 × 1(|{ik, jk} ∩ {i`, j`}| = 1)
+ s2 × 1(|{ik, jk} ∩ {i`, j`}| = 2). (8)
The fact that the entries of Σnp and Σp are indeed of the form (8) is verified in Lemma C.2 in
the Supplementary Material, which also specifies the form of the coefficients sj, j ∈ {0, 1, 2}.
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Because the matrices Σnp and Σp play a key role in the tests developed in this paper,
we now provide several results on the matrices in Sp which will be needed later on. The
following proposition provides the eigenvalues of all matrices in Sp when d > 4. Its proof
may be found in Appendix A in the Supplementary Material, along with the treatment of
the particular cases d = 2, 3, which is discussed in Remark A.1 therein.
Proposition 2.1. Let d > 4 and Sp = Sp(s0, s1, s2) for some s2, s1, s0 ∈ R, as defined in
(8). Then Sp has three real eigenvalues given by
δ1,d(s0, s1, s2) = s2 + 2(d− 2)s1 + (p− 2d+ 3)s0,
δ2,d(s0, s1, s2) = s2 + (d− 4)s1 − (d− 3)s0, (9)
δ3(s0, s1, s2) = s2 − 2s1 + s0,
with respective geometric multiplicities 1, d− 1 and p− d.
Remark 2.1. Note that depending on the values of s0, s1, s2, some (or all) of the eigenvalues
δ1,d, δ2,d and δ3 may coincide. When this happens, the geometric multiplicities add up, because
the eigenspaces are orthogonal; this follows from the proof of Proposition 2.1. Also apparent
from the proof is that the eigenvectors do not depend on s1, s2, s3.
The following result will be needed in the next section to calculate some of the test
statistics in the special case of exchangeable random vectors. Its proof relies on the findings
of Perreault et al. (2019) and may be found in Appendix A in the Supplementary Material.
Proposition 2.2. Suppose that Sp = Sp(s0, s1, s2) ∈ Sp is invertible. Then S−1p ∈ Sp, that
is, there exist t0, t1, t2 ∈ R such that S−1p = Sp(t0, t1, t2). The eigenvalues of S−1p are given
by δk,d(t0, t1, t2) = 1/δk,d(s0, s1, s2) for k ∈ {1, 2, 3}.
An immediate consequence of Proposition 2.2 is that if Σp or Σnp are invertible, their
inverses have the same block structure. The entries of Σ−1p and Σ
−1
np generally depend on d
and can be calculated efficiently from (8) using Propositions 2.1 and 2.2.
Finally, in order to treat the situation when d → ∞, we now consider, for any fixed
s0, s1, s2 ∈ R, the sequence of matrices Sp(s0, s1, s2) with p = d(d − 1)/2, for d = 2, 3, . . ..
The next proposition gives the conditions under which each member of such a sequence is
positive definite. The proof is in Appendix A in the Supplementary Material.
Proposition 2.3. Let s0, s1, s2 ∈ R, d > 4, p = d(d − 1)/2 and Sp = Sp(s0, s1, s2). Then
Sp is positive definite for all d > 4 if and only if s1 > s0 > 0 and s2 − s1 > s1 − s0.
It follows from Proposition 2.3 that a necessary (but not sufficient) condition for Sp(s0, s1, s2)
to be positive definite for all d > 4 is that s2 > s1 > s0 > 0. Moreover, the following obser-
vation can be made from the proof of Proposition 2.3.
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Corollary 2.1. Let d > 4 and s0, s1, s2 ∈ R be such that s1 > s0 > 0 and s2 − s1 > s1 − s0.
The eigenvalues δ1,d, δ2,d, δ3 of Sp = Sp(s0, s1, s2) given by (9) then satisfy
δ1,d > δ2,d > δ3 > 0.
3 Test statistics
3.1 Test statistics for testing H0
Let B be some fixed, known p× L matrix of rank L, where L < p and consider testing the
hypothesis H0 in (1). With the Moore–Penrose pseudoinverse B
+ of B and
Tp = {θ ∈ Rp : θ = Bβ,β ∈ [−1, 1]L} = {θ ∈ Rp : θ = BB+θ},
the hypothesis to be tested can alternatively be formulated as H0 : τ p ∈ Tp. To test H0,
it is thus natural to consider the distance between the empirical estimator τˆ np and the
constrained estimator
θˆnp = arg min
θ∈Tp
(τˆ np − θ)>S−1(τˆ np − θ)
for some suitably chosen positive definite p × p matrix S. As is well known, θˆnp is explicit
and equal to θˆnp = Γ(S)τˆ np where Γ(S) is the projection matrix given by
Γ(S) = B(B>S−1B)−1B>S−1. (10)
Under H0, τˆ np and θˆnp are both consistent estimators of τ p. To test H0, we thus consider
the test statistics Enp and Mnp, which stem from the Euclidean and maximum norms of the
linear transformation S−1/2(τˆ np − θˆnp), respectively, viz.
Enp = ‖S−1/2(τˆ np − θˆnp)‖22 = (τˆ np − θˆnp)>S−1(τˆ np − θˆnp), (11)
Mnp = ‖S−1/2(τˆ np − θˆnp)‖∞ = max
16k6p
∣∣{S−1/2(τˆ np − θˆnp)}k∣∣. (12)
Here S−1/2 is the inverse of the principal square root of S. The latter is given by S1/2 =
V∆1/2V >, where the columns of V are p orthonormal eigenvectors of S and ∆ = diag(λ)
is the diagonal matrix of eigenvalues of S so that for all k ∈ {1, . . . , p}, the k-th column
of V is an eigenvector associated with λk. Further note that S
−1/2 = V∆−1/2V > is the
unique symmetric and positive definite matrix such that S−1/2S−1/2 = S−1 (Horn and
Johnson, 2012, Thm. 7.2.6). Suitable choices of S are the scaled identity matrix (1/n)Ip or
a consistent estimator of Σp; we present two consistent estimators of Σp in Appendix D in
the Supplementary Material.
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Remark 3.1. The statistics (11) and (12) can be compared to the procedures Tn,i, i ∈
{1, . . . , 4} proposed by Gaißer and Schmid (2010). Although the authors of the latter paper
focus exclusively on Spearman’s rho, their hypothesis that all pair-wise Spearman’s rank cor-
relations are equal is akin to H0 with B = 1p. Two of their test statistics, Tn,1 and Tn,3, are
not convenient here because they depend on the way the rank correlation matrix is vectorized.
However, Tn,2 is an analogue of pEnp when S = (1/n)Ip. Finally, the idea of Tn,4 would lead
to M ′np =
√
n sup16k,`6p |τˆnk − τˆn`|. In contrast to Mnp with S = (1/n)Ip, the statistic M ′np
does not involve θˆnp. Although this property may be an advantage in some applications, we
do not pursue the idea here because it does not generalize beyond B = 1p.
3.2 Test statistics for testing H∗0
The statistics in Eqs. (11) and (12) are suitable for testing H∗0 as well, given that under H
∗
0 ,
H0 holds for the block membership matrix B. However, for the purpose of testing H
∗
0 , it
makes sense to pick S ∈ SG. It then follows from Theorem 1 of Perreault et al. (2019) that
the projection matrix in Eq. (10) simplifies to Γ(S) = BB+ and thus no longer depends
on S. Moreover, in the special case of full exchangeability, further simplifications of Enp
and Mnp are possible, which are particularly convenient for computation purposes. To see
this, note first that whenever S ∈ Sp, one has Γ(S) = Γ = (1/p)Jp and consequently
θˆnp = Γτˆ np = τ¯np1p, where τ¯np = (1/p)(τˆnp,1 + . . . + τˆnp,p) is the average of the entries τˆnp,k
of τˆ np. Now introduce θˆ
∗
np = Γ
∗τˆ np where
Γ∗ = Sp
(
− 2
(d− 1)(d− 2) ,
d− 3
(d− 1)(d− 2) ,
2
d− 1
)
. (13)
Observe that for each k ∈ {1, . . . , p}, the kth entry of θˆ∗np is related to the column means of
Tˆ n. To see how, set (ik, jk) = ι(k), where ι is as in Eq. (2) and let, for j ∈ {1, . . . , d},
T¯nj =
1
d− 1
∑
k∈Kj
τˆnk, Kj = {ι−1(r, j) : 1 6 r < j} ∪ {ι−1(j, r) : j < r 6 d} (14)
be the average of the off-diagonal entries of the j-th column of Tˆ n. Then
θˆ
∗
np,k =
d− 1
d− 2(T¯nik + T¯njk)−
d
d− 2 τ¯np. (15)
Eq. (15) implies in particular that as n→∞, θˆ∗np,k → τ in probability under H∗0 . The next
result is an important orthogonality statement.
Proposition 3.1. When d > 4, then θˆ∗np with entries given in Eq. (15) satisfies (τˆ np −
θˆ
∗
np)
>(θˆ
∗
np − θˆnp) = 0.
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This result is an immediate consequence of the fact that (Ip−Γ∗)(Γ∗−Γ) = 0p×p, where
0p×p is the p×pmatrix of zeros. This is stated along with other properties of Γ∗ in Lemma B.2
in Appendix B in the Supplementary Material. As proved therein, Proposition 3.1 leads to
the following main result of this sub-section, which leads to much simpler way of calculating
Enp and Mnp when testing H
∗
0 .
Proposition 3.2. Suppose that d > 4 and that Sp ∈ Sp is positive definite with eigenvalues
δ1,d, δ2,d, and δ3, as given in Eq. (9). Then the following hold.
(a) S−1/2p (θˆ
∗
np − θˆnp) = δ−1/22,d (θˆ
∗
np − θˆnp) and S−1/2p (τˆ np − θˆ
∗
np) = δ
−1/2
3 (τˆ np − θˆ
∗
np)
(c) (τˆ np− θˆnp)>S−1p (τˆ np− θˆnp) = δ−13 (τˆ np− θˆ
∗
np)
>(τˆ np− θˆ∗np)+δ−12,d(θˆ
∗
np− θˆnp)>(θˆ
∗
np− θˆnp)
4 Asymptotic null distributions of the test statistics
4.1 Fixed d, large n asymptotics
In this section, we derive the asymptotic null distributions, under H0, of the test statistics
given in Eqs (11) and (12), with some further simplifications for the restricted hypothesis
H∗0 . Let us consider the case when the sample size n grows but with the dimension d of the
random vector X held fixed. All asymptotic results for this case are consequences of the
asymptotic normality of τˆ np stated in Eq. (4). The first is the following theorem, proved
in Appendix C in the Supplementary Material, from which the null distributions of test
statistics of the form (11) and (12) follow as special cases.
Theorem 4.1. Suppose that H0 in (1) holds and that nSnp and P np converge in probability,
as n → ∞ to some p × p matrices Sp and P p, respectively. Assume that Sp is positive
definite, and that for all n, Snp is positive definite and P npτ p = 0p. Then, as n→∞,
‖S−1/2np P npτˆ np‖22  
m∑
r=1
λrχ
2
νr and ‖S−1/2np P npτˆ np‖∞  ‖Zp‖∞, (16)
where λr is the rth of the m distinct non-zero eigenvalues of S
†
p = S
−1/2
p P pΣpP
>
p S
−1/2
p , νr
is the geometric multiplicity of λr and Zp ∼ Np(0p,S†p).
Let us now focus on the Euclidean statistic Enp of Eq. (11). If S = Snp, the latter
statistic can be expressed as Enp = ‖S−1/2np P npτˆ np‖22 for P np = Ip − Γ(Snp). When nSnp is
a consistent estimator of Σp, S
†
p in Theorem 4.1 is idempotent. The mixture of chi-squared
distributions in Eq. (16) thus reduces to a single chi-square distribution. This leads to the
following result, proved in Appendix C in the Supplementary Material.
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Proposition 4.1. Assume that H0 in (1) holds and consider Enp in (11) with S = Σˆnp,
where nΣˆnp is a consistent estimator of Σp. Then, as n→∞, Enp  χ2p−L.
One can also consider Enp with S = (1/n)Ip. The advantage is that neither θˆnp nor Enp
require the estimation of Σnp. The price to pay for such a simplification is that the asymptotic
distribution of Enp under H0 does not simplify to a single chi-squared distribution, but rather
to a mixture of chi-squares whose weights do depend on Σp. This is formally recorded below
and proved in Appendix C in the Supplementary Material.
Proposition 4.2. Assume that H0 in (1) holds and consider Enp of (11) with S = (1/n)Ip.
Then as n → ∞, Enp  
∑m
r=1 λrχ
2
νr , where λr is the rth of the m distinct non-zero eigen-
values of Σp(Ip −BB+) and νr is the geometric multiplicity of λr.
In the special case of full exchangeability, the coefficients λr and the degrees of freedom νr
can be computed explicitly. This leads to the following corollary to Proposition 4.2, proved
in Appendix C in the Supplementary Material.
Corollary 4.1. When H∗0 in (7) holds with G = {{1, . . . , d}} and S = (1/n)Ip in Eq. (11),
one has that Enp  δ3χ2p−d + δ2,dχ2d−1, where δ3 and δ2,d are the eigenvalues of Σp specified
in Eq. (9) in Proposition 2.1.
We next derive the asymptotic behaviour of the supremum norm statistic Mnp. Similarly
to Enp, if S = Snp, Mnp = ‖S−1/2np P npτˆ np‖∞ with P np = Ip− Γ(Snp). The two choices of S
lead to the following result, proved in Appendix C in the Supplementary Material.
Proposition 4.3. Assume that H0 in (1) holds and consider Mnp given in Eq. (12). Then as
n → ∞, Mnp  ‖Zp‖∞, where Zp ∼ N (0,S†p) whenever one of the following assumptions
hold.
(a) Snp = Σˆnp, where nΣˆnp is a consistent estimator of Σp. In this case, S
†
p = Ip −
Σ−1/2p Γ(Σp)Σ
1/2
p , where Γ(Σp) is given by Eq. (10).
(b) Snp = (1/n)Ip. In this case, S
†
p = (Ip −BB+)Σp(Ip −BB+).
Full exchangeability again leads to a simplification which is recorded below. It follows
directly from Lemma B.6 of Perreault et al. (2019).
Corollary 4.2. Under the assumptions of Proposition 4.3 (a) and the additional requirement
that H∗0 in (7) holds, one has that S
†
p = Ip −BB+. When additionally G = {{1, . . . , d}},
S†p = Ip − (1/p)Jp.
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Remark 4.1. Under H∗0 with G = {{1, . . . , d}}, it can be shown using Proposition 3.1 and
the asymptotic normality of τˆ np that the vectors τˆ np − θˆ∗np and θˆ
∗
np − θˆnp are asymptotically
normal and asymptotically independent, where θˆ
∗
np is the vector with entries specified in
Eq. (15). That is, as n→∞,
(δ
−1/2
3 (τˆ np − θˆ
∗
np), δ
−1/2
2,d (θˆ
∗
np − θˆnp)) Np(02p,S′), S′ =
(
Ip − Γ∗ 0p×p
0p×p Γ− Γ∗
)
,
where Γ∗ is as in Eq. (13). By the Continuous Mapping Theorem, δ−13 ‖τˆ np − θˆ
∗
np‖22  χ2p−d
and δ−12,d‖θˆ
∗
np− θˆnp‖22  χ2d−1 as n→∞, and the statistics are asymptotically independent. A
similar reasoning also applies to the statistics based on the supremum norm. These insights
could potentially be used to develop other tests, but this is not pursued here.
4.2 High-dimensional asymptotics
As we saw in Section 4.1, the test statistic Mnp given in Eq. (12) with S = (1/n)Ip can be
expressed as ‖√nP p(τˆ np−τ p)‖∞ where P p = Ip−BB+ under H0. This form is convenient
in that it allows us to use Theorem 2.1 to derive its asymptotic behaviour under H0 when
both n and d tend to infinity, as we now show. The corollary below follows directly from
the latter theorem and parallels Corollary 2.2 of Chen (2018). It bounds the Kolmogorov
distance between Mnp and its Gaussian analogue.
Corollary 4.3. Assume that H0 in (1) holds and consider Mnp in Eq. (12) with S = (1/n)Ip.
Further let P p = Ip−BB+ and suppose that there exist constants b, b¯ > 0, Bn = c > 1 and
λ ∈ (0, 1) such that (M.1) and (M.2) in Theorem 2.1 hold and that log7(np) 6 b¯n1−λ. Then
sup
A∈Are1
|P(Mnp ∈ A)− P(‖Zp‖∞ ∈ A)| 6 κ(b, b¯)n−λ/6,
where Zp ∼ Np(0p,P pΣpP p) and Are1 is the set of all intervals [a, b], a, b ∈ R¯.
Remark 4.2. Note that assuming that Σp is positive definite does not guarantee that (M.1)
in Theorem 2.1 holds. For example, consider the following design matrix B, along with its
associated orthogonal projection P 3 = I3 −BB+,
B =
1 00 1
0 1
 P 3 =
0 0 00 1/2 −1/2
0 −1/2 1/2
 .
Since P 3 has zeros in its first row, the first diagonal element of P 3Σ3P
>
3 is 0
>
3 Σp03 = 0
irrespectively of Σ3, so (M.1) in Theorem 2.1 is not fulfilled.
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Specific choices of B lead to situations in which the conditions (M.1) or (M.2) or both
always hold. This is detailed in the following two propositions, which are proved in Ap-
pendix C in the Supplementary Material. We shall begin with (M.2), which is easier because
it only pertains to the entries of P p.
Proposition 4.4. Let P p = Ip−BB+. Assume that there exist 0 < a < c such that for all
k ∈ {1, . . . , p} and ` ∈ {1, . . . , L}, |Bk`| ∈ {0} ∪ [a, c]. Further suppose that B has exactly
one non-zero entry per row. Then for all k ∈ {1, . . . , p}, 1 6 ∑pr=1 |Pkr| < 1 + (c/a)2. In
particular, (M.2) holds with Bn = 1 + (c/a)
2.
Conditions of Proposition 4.4 are met in particular when B is the matrix associated with
H∗0 , as explained in Section 2.2. Because B is a block membership matrix, its entries are
either 0 or 1, with exactly one entry equal to 1 per row. Hence (M.2) holds with Bn = 2.
The validity of (M.1) depends not only on the entries of P p, but also on the covariance
matrix Σp, and is thus more difficult to verify in general. A notable exception is H
∗
0 with
G = {{1, . . . , d}} because then Σp ∈ Sp. This leads to the following result.
Proposition 4.5. Suppose that H∗0 of (7) holds with G = {{1, . . . , d}}. Set P p = Ip −
BB+ = Ip − (1/p)Jp. Then
diag(P pΣpP p) = {σ2 − (1/p)δ1,d(σ)}1p > (2/3)(σ2 − σ1)1p,
where σ = (σ0, σ1, σ2) is such that Σp = Sp(σ) and δ1,d(σ) is an eigenvalue of Σp given in
Eq. (9). If Σp is positive definite for all d > 4, (M.1) holds with b = (2/3)(σ2 − σ1) > 0.
Remark 4.3. When testing H∗0 with G = {{1, . . . , d}}, other tests could potentially be de-
veloped using the ideas in this section, but this is not further pursued here. For example,
similarly to the proof of Proposition 4.5, one can show that for P p = Γ−Γ∗, diag(P pΣpP p) =
{σ2− (1/p)δ2,d(σ)}1p or that for P p = Ip−Γ∗, diag(P pΣpP p) = {σ2− (1/p)δ3(σ)}1p. Un-
der the assumptions of Proposition 4.5, it then follows from Corollary 2.1 that (M.1) holds
for either one of these choices of P p with b = (2/3)(σ2 − σ1). Moreover, Eq. (13) implies
that (M.2) always holds for these choices of P p as well, this time with Bn = 4.
5 Simulation study
5.1 Study design
We now study power and size of the test procedures presented in this paper in finite samples.
To carry out the tests, three user-specific choices first need to be made: the norm (either
Enp or Mnp); the matrix S (either (1/n)Ip or Σˆnp); and the estimator Σˆnp of Σnp. For
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the latter, we consider Σˆ
P
np or Σˆ
J
np when testing H0 and Σ¯
P
np or Σ¯
J
np when testing H
∗
0 ;
see Appendix D in the Supplementary Material for definitions and implementation details.
For a given combination of these three user-specific parameters, there exists several ways
to approximate p-values using the results of Section 4. The particular methods used here
are detailed in Appendix E in the Supplementary Material; we base the methods involving
resampling on N = 5000 replicates.
All tests are carried out at the 5% level and simulation results are based on 2500 randomly
generated samples of size n ∈ {50, 100, 150, 250} and varied dimensions. Throughout, we
chose X to be normally distributed, and rigged the correlation matrix of X so that the
corresponding Kendall’s tau matrix has a specific structure. This is possible because there
is a one-to-one correspondence between the latter matrices, see, e.g., Kruskal (1958). All
simulation results obtained are summarized in tables which can be found in Appendix F in
the Supplementary Material.
5.2 Size investigations
To investigate the size of the tests, we set
T = (1− τ)Id + τJd (17)
with τ ∈ {0, .3, .6}. For this choice of T , H0 and H∗0 hold with B = 1p and G = {{1, . . . , d}},
respectively. We can thus compare the performance of the procedures developed for testing
these hypotheses.
The bottom half of Table F.1 displays rejection rates of the tests of H0 based on Enp
and Mnp, respectively, when S = (1/n)Ip, and either the plug-in estimator Σˆ
P
np or the
jackknife estimator Σˆ
J
np of Σnp is used. The sample sizes and dimensions were chosen to be
n ∈ {50, 100, 150} and d ∈ {5, 15, 25}, respectively. The greater computational feasibility
of the jackknife estimator allowed us to consider higher dimensions d ∈ {50, 100} as well
when the latter estimator was used. The approximate p-values of the tests based on Enp
and Mnp were calculated as in Eqs. (E.2) and (E.5), respectively. The observed sizes are
satisfactory in small dimensions. As d grows, the tests become increasingly conservative; for
any fixed d, the levels worsen with increasing τ and improve with increasing n. The choice of
the estimator has only minor effect, although the jackknife estimator leads to slightly more
conservative tests. Interestingly, that the conservative nature of the tests when d increases
is considerably more pronounced when the statistic Enp is used.
The estimated sizes for the same choice of T when S = Σˆnp are shown in the top half
of Table F.1. The results are considerably worse, because the tests do not hold the nominal
level at all; they are excessively liberal whatever the estimator or the value of τ . Even when
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d = 5, the observed sizes can be as large as 39.5% when n = 50, and only start being close
to 5% when the sample size increases to n = 250. Already when d = 15, the observed sizes
can reach up to 100%. Due to this very poor behaviour, we discard these tests henceforth.
Next, Table F.2 shows estimated sizes of tests of H∗0 with the same choice of T . The
main difference compared to the tests of H0 is that the so-called structured estimators of Σnp
are used. These estimators have the same block structure as Σnp under H
∗
0 , which improves
their finite-sample behaviour. As when testing H0, the dimensions were d ∈ {5, 15, 25};
d ∈ {50, 100} were additionally considered when the jackknife estimator of Σnp was used.
All tests were performed at the 5% level; approximate p-values were calculated either di-
rectly when Enp with S = Σˆnp is used, or via Eqs. (E.4) and (E.5) otherwise. The use of
structured estimators of Σnp improves the results considerably. All tests considered maintain
the nominal level reasonably well when Mnp is used, and this across all values of d and τ .
Increasing d and τ still leads to conservative tests when Enp is used, and slightly more so
when S = Σˆnp, but far less so than in Table F.1. The most striking difference compared to
tests of H0 is that the choice S = Σˆnp now yields acceptable estimated sizes.
Finally, we investigate estimated sizes of tests when T has the block structure given by
T = (Cij)16i,j63, (18)
where, for any i 6= j ∈ {1, 2, 3}, Cij = C>ji are di × dj matrices with all entries equal to cij,
while the diagonal blocks Cii are di × di matrices of the form described in Eq. (17) with
τ = cii, i ∈ {1, 2, 3}. We set cij = .4 − (.15)|i − j| for all i, j ∈ {1, 2, 3}. Such a matrix T
satisfies H∗0 with
G = {{1, . . . , d1}, {d1 + 1, . . . , d1 + d2}, {d1 + d2 + 1, . . . , d}} (19)
and hence also H0 with B the block-membership matrix described in Section 2.3. We
consider balanced blocks with d1 = d2 = d3 = d/3 as well as unbalanced blocks with
d1 = d2/2 = d3/3 = d/6. For this part of the simulation study, the samples are of size
n ∈ {50, 150, 250} and of dimension d ∈ {6, 12, 18}. The results, reported in tables F.9 and
F.10, lead to broadly similar conclusions as when T is as in Eq. (17).
5.3 Power study
To assess the power of the tests, we consider departures T∆ from T with entries
(a) (T∆)ij =
T ij + ∆ if (i, j) = (1, 2)T ij otherwise , (b) (T∆)ij =
T ij if 1 ∈ {i, j}T ij + ∆ otherwise. (20)
We refer to these alternatives as single (a) and column (b) departures.
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In the first study, we examine the power of the tests of H0 when T is as in Eq. (17). As
in Section 5.2, we consider samples of size n ∈ {50, 100, 150} in dimensions d ∈ {5, 15, 25};
d ∈ {50, 100} are only computationally feasible when the jackknife estimator of Σnp is used.
The approximative p-values are computed as in Section 5.2; as justified therein, tests with
S = Σˆnp are discarded since they do not hold the level. The results for ∆ ∈ {0.1, 0.2} and
both single and column departures are reported in Tables F.3 and F.4. They suggest that
the power of each test rises with increasing n, τ , and ∆, and drops with increasing d. The
deterioration of the power for large d is more pronounced when Enp is used, and for single
departure alternatives. For example, the test based on Enp and the jackknife estimator has
no power at all when d = 100 for all sample sizes considered. The lack of power of the tests
based on Enp for large d resonates with their poor performance in terms of size; see Table F.1.
The tests based on Mnp also suffer from the curse of dimensionality, but much less so; the
estimated power when the jackknife estimator is used is close to 100% when τ = 0.6 and
n ≥ 100. The effect of the estimator of Σnp seems to be minor; the jackknife estimator leads
to slightly smaller power overall but is more feasible computationally. Comparing the two
alternatives, it transpires that column departures are easier to detect than single departures
for the same value of ∆. Furthermore, it is noteworthy that the tests based on Mnp have
higher power than the tests based on Enp to detect single departures, but column departures
are often better detected by a test based on Enp when d ≤ 15.
In the second study, we investigated tests of H∗0 in finite samples generated from the
alternatives in Eq. (20) with T as in Eq. (17). The procedures and approximative p-values
were calculated as in Section 5.2. The same n, d, τ and ∆ were considered as in the size
study in Section 5.2; all tests were performed at the nominal level 5%. The difference in the
design of this second power study compared to the first is that the tests with S = Σˆnp were
included since they hold their level well in this case. The results of this second study are
reported in Tables F.5–F.8. The conclusion here is again that the power of all tests increases
with n, τ , and ∆, decreases with d, and that column departures are easier to detect than
single departures. The drop in power when d increases is again greater when Enp is used, but
it is less marked than when testing H0. Furthermore, the effect of the choice of S depends on
the alternative: S = (1/n)Ip leads to higher power to detect column departures, particularly
for larger values of d. In contrast, S = Σˆnp is preferable for single departures, especially
when d ≥ 25 and τ ≥ 0.3. As when testing H0, the choice of the estimator Σˆnp has a small
effect overall. Moreover, when d ≤ 25, Mnp leads to better power to detect single departures
than Enp, and conversely for column departures. However, when d is large, tests based on
Mnp perform generally better than tests based on Enp.
The third and fourth study investigated tests of H0 and H
∗
0 , respectively, when T has
the block structure specified in Eq. (18) with cij = 0.4− (0.15)|i− j| for all i, j ∈ {1, . . . , 3}
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and the alternative T∆ is as in Eq. (20) (a) with ∆ ∈ {0.1, 0.2}. The results for the case
∆ = 0.1 are reported in Tables F.11 and F.12. First, note that when d = 6 and the blocks
are balanced, H0 and H
∗
0 in fact still hold, and so as expected the estimated rejection rates
fluctuate around the nominal level 5%. Apart from this case, conclusions similar to those of
the previous power studies can be drawn: (i) the power increases with n and ∆ and decreases
with d; (ii) tests based on Mnp are more powerful than tests based on Enp for this single
departure alternative; (iii) the choice of the estimator Σˆnp has little impact. Specific to
this study is the observation that the single departure alternative is easier to detect in the
unbalanced block than in the balanced block design. The same conclusions can be drawn
when testing H∗0 , with the additional finding that the choice S = Σˆnp leads to more powerful
tests than S = (1/n)Ip.
6 Application
6.1 Data description and preprocessing
We used the methodology developed in this paper to analyze the dependence between average
sea levels measured in the month of April at d = 18 different coastal stations from 1954
to 2018, inclusively (n = 65). All stations are located in the continental United States,
except for one in Hawaii, two in Alaska, two in Canada and one in Panama. The data
were retrieved on March 2, 2020 from the Permanent Service for Mean Sea Level (Holgate
et al., 2013; PSMSL, 2020). The station names, as given in the original dataset, are listed
in Appendix G in the Supplementary Material.
Figure 1 displays the 18 stations. By looking at the map, it seems reasonable to believe
that sea levels at certain stations are related and that geographical proximity plays a role.
Accounting for this spatial dependence is of interest in the context of flood insurance, for
example. In order to evaluate the financial risk associated with floods, an insurer needs to
model not only the probability of such events occurring at specific locations, but also how
likely it is that many of these locations will be flooded simultaneously. In countries like
Canada, where the private sector has been offering homeowners flood insurance products for
less than a decade (IBC, 2015), flood data are rare and insurers usually rely on modeling
water flows or water levels as a first step in estimating the financial risk underlying these
products. A common approach consists of using such models to generate synthetic water lev-
els from which the financial losses are then estimated. As the number of locations considered
can be large, it often appears convenient to use, e.g., factor models, or similar constructions
from which it is relatively simple to generate synthetic observations. Such models however
require the factor structure as input. The tests developed here are useful for identifying and
17
l
1
l
l
l
l
l
2
3
4 5
6
l
l7
8
l
9
l
l
l
l
l
l
l
10
11
12 13
14 15
1617
l
18
Figure 1: Location and indexation of the d = 18 coastal stations. The colours
indicate hypothesized clusters.
validating such a structure, as we now illustrate.
Figure 1 shows six clusters of stations grouped by the geographical region in which they
are located. All stations in the same cluster are highlighted with the same colour: G1 = {1},
G2 = {2, . . . , 6}, G3 = {7, 8}, G4 = {9}, G5 = {10, . . . , 17} and G6 = {18}. Station #18
forms a single cluster because it is not located on the Atlantic coast but in the delta of the
Saint Lawrence river. The left panel of Figure 2 displays the matrix of empirical Kendall’s
taus; the diagonal entries are highlighted with the same colour as the stations in Figure 1.
The above clusters seem to induce a block structure, which may be exploited when building
a joint model in order to reduce its dimensionality, such as a factor model, for example.
Before proceeding however, the data need to be preprocessed because the measurements
at many of the stations show a clear monotone trend in time, a phenomenon widely attributed
to global warming, see, e.g., Oppenheimer et al. (2019). To resolve this issue, we fitted a
simple linear regression model to the series at each station, with the year of measurement as
the explanatory variable; see Figure G.1 in Appendix G in the Supplementary Material for
examples of the raw series along with fitted regression lines. Proceeding this way eliminated
the trend as well as ties. The fit at each station was adequate, and the residuals did not
exhibit any significant auto-correlation; this was assessed both visually and by Ljung–Box
tests at various lags (Ljung and Box, 1978). We then applied the methodology developed in
this paper to the regression residuals. Note that although the residuals are not i.i.d, the work
of Coˆte´ et al. (2019) shows that the asymptotic results derived here in the fixed d setting
still apply to residuals from regression models with Gaussian errors.
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Figure 2: Matrix of empirical Kendall’s tau (a) and its block structured equivalent
(b). The diagonal entries of the matrices are such that they match the colour of
the station they refer to in Figure 1. The indexation indicates the column of B
that encodes the constraints associated to each block.
6.2 Application of the proposed methodology
To show how the proposed tests can help point towards a suitable block structure of the
population matrix T of Kendall’s taus, we tested three hypotheses. The first is H∗0 with
G = {G1, . . . , G6}. This hypothesis of partial exchangeability of the underlying copula
induces the following block structure in T : there are six diagonal blocks, three of which are
of size 1. Moreover, there are 15 off-diagonal blocks, shown in the right panel of Figure 2.
This means that under H∗0 , T contains only 18 distinct entries off the main diagonal, which
is considerably less than the total number p = d(d− 1)/2 = 153 of pair-wise Kendall’s taus.
This reduction in the number of parameters is tempting. However, when testing H∗0 with
any of the tests proposed in this paper, the hypothesis is rejected with a p-value of at most
10−10. The hypothesis of partial exchangeability with respect to the above clusters thus
seems to be too strong.
The left panel of Figure 2 suggests why H∗0 may not be adequate: the diagonal blocks
corresponding to clusters G2 and G5 do not seem to be homogeneous. It is here that the
more general hypothesis H0 may be useful. For example, we may wish to test that the
entries in each of the diagonal blocks induced by the partition G are distinct, giving 10 +
1 + 28 = 39 possibly distinct values, while the entries in each of the off-diagonal blocks are
the same, giving 15 additional possibly distinct values. Under this assumption, the number
of parameters in T is reduced from 153 to 54. This hypothesis can be formulated as H0 in
(1) with B ∈ {0, 1}p×L with L = 54 and p = 153, which has exactly one entry equal to 1
in each row. The exact form of B is reported in the Supplementary Material; for example,
its first column has entries Bk1 = 1{(ik, jk) ∈ G1 ×G2} for k ∈ {1, . . . , p}. Note that under
H0, there are only 12 blocks with more than one entry, and the tests focus on these blocks
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only; the remaining 42 blocks have one entry each and their contribution to any of the test
statistics considered here is 0.
To test H0 with the above B, we discarded the option S = Σˆnp, because the resulting
tests may not hold their level, as discussed in Section 5.2. In order to assess the reliability
of the tests using S = (1/n)Ip, we generated 2500 i.i.d. samples of size n = 65 from the
18-dimensional Normal distribution whose matrix of Kendall’s taus is the matrix version
Θˆnp of θˆnp = BB
+τˆ np. The matrix Θˆnp is displayed in the right panel of Figure 2. We
then tested the hypothesis H0 with this same B, at significance level α = 0.05. For Enp and
Mnp, we obtained sizes of 4.3% and 4.5%, respectively, when using Σˆnp = Σˆ
P
np, and 3% and
3.2%, respectively, when using Σˆnp = Σˆ
J
np. As these observed sizes are are acceptable, we
proceeded with applying the tests based on Enp and Mnp, respectively, with S = (1/n)Ip and
Σˆnp = Σˆ
P
np. The p-values were 10.7% and 32.9% when Enp and Mnp were used, respectively.
In either case H0 is not rejected at the 5% level and hence the data provide no evidence
against this particular block structure. Exploiting the latter structure leads to the smoother
estimator Θˆnp of T shown in the right panel of Figure 2, which is likely more efficient than
Tˆ as suggested by the simulations in Perreault et al. (2019).
Finally, the formulation of the hypothesis in Eq. (1) is sufficiently broad that it can be
used to test hypotheses about any submatrix of T individually. For example, we may wish
to test whether the entries in block #3 in the right panel of Figure 2 are the same. The
matrix B that is suited for this purpose is again reported in the Supplementary Material.
Interestingly, the p-values of the tests based on Enp and Mnp, respectively, with S = (1/n)Ip
and Σˆnp = Σˆ
P
np, are 0.3% and 0.4%, respectively. This reveals some differences in dependence
between stations #7 and #8 located in Alaska, and stations #2–#6 located further south
along the Pacific coast. This may be because cluster G2 is too heterogenous and could
be divided, or because the clusters G2 and G3 should be merged into one group. Even
more interestingly, perhaps, testing individual blocks one at the time may lead to more
powerful procedures. We conjecture this because the tests proposed here lose their power
with increasing d, as revealed by the simulation study in Section 5.3. However, proceeding
this way would require adjustments for multiple testing and a careful balance between d and
the number of individual tests; this is left for future work.
7 Discussion
We have provided a suite of new procedures to test a wide class of hypotheses about the
structure of Kendall correlation matrices. We have also worked out expressions that are easier
to compute for a specific subset of these hypotheses. While rigorous theoretical investigations
have shown that several combinations of test statistics, variance estimators and p-value
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approximations lead to asymptotically valid inferences, even in high dimension, simulations
and empirical implementation have suggested the following practical guidelines.
First, even though their asymptotic distribution under the null is more complex, tests
based on the statistics Enp and Mnp computed with S = (1/n)Ip with jackknife p-value
approximation tend to better hold their size while exhibiting good power. They are also easier
to implement computationally when the dimension d gets large. Hence, we would recommend
this combination as the most adequate procedure for testing H0 among all methods that we
have investigated. Second, if the more restricted null hypothesis H∗0 is of interest, then in
this case the use of the structured S = Σˆnp also has good size and power properties, and the
choice of the test statistic to use should therefore be driven by the departure from the null
that one is trying to detect, with a preference for Mnp for applications in higher dimensions.
We have illustrated that the proposed tests can be used to induce some parsimony in a
correlation matrix estimator or to rule out some potential parametric modeling avenues for
the dependence structure. In future work, we intend to use these tests as the core ingredients
of complex correlation structure learning algorithms.
Acknowledgements
This work was supported by the Natural Sciences and Engineering Research Council of
Canada under Grant numbers RGPIN-2015-06801 (JGN) and RGPIN-2016-05883 (TD); the
Canadian Institute of Statistical Sciences; and the Fonds de recherche du Que´bec – Nature
et technologies.
References
Aitkin, M. A., Nelson, W. C., and Reinfurt, K. H. (1968). Tests for correlation matrices.
Biometrika, 55:327–334.
Anderson, T. W. (1963). Asymptotic theory for principal component analysis. Annals of
Mathematical Statistics, 34:122–148.
Arvesen, J. N. (1969). Jackknifing U-statistics. The Annals of Mathematical Statistics,
40:2076–2100.
Bartlett, M. S. (1950). Tests of significance in factor analysis. British Journal of Statistical
Psychology, 3:77–85.
Ben Ghorbal, N., Genest, C., and Nesˇlehova´, J. (2009). On the Ghoudi, Khoudraji, and
Rivest test for extreme-value dependence. Canadian Journal of Statistics, 37:534–552.
21
Brechmann, E. C. (2014). Hierarchical Kendall copulas: Properties and inference. Canadian
Journal of Statistics, 42:78–108.
Chen, X. (2018). Gaussian and bootstrap approximations for high-dimensional U-statistics
and their applications. The Annals of Statistics, 46:642–678.
Cliff, N. and Charlin, V. (1991). Variances and covariances of Kendall’s tau and their
estimation. Multivariate Behavioral Research, 26:693–707.
Cossette, H., Gadoury, S.-P., Marceau, E., and Robert, C. Y. (2019). Composite likeli-
hood estimation method for hierarchical Archimedean copulas defined with multivariate
compound distributions. Journal of Multivariate Analysis, 172:59–83.
Coˆte´, M.-P., Genest, C., and Omelka, M. (2019). Rank-based inference tools for copula
regression, with property and casualty insurance applications. Insurance: Mathematics
and Economics, 89:1–15.
Czado, C. (2019). Analyzing Dependent Data with Vine Copulas, volume 222 of Lecture
Notes in Statistics. Springer.
El Maache, H. and Lepage, Y. (2003). Spearman’s rho and Kendall’s tau for multivariate data
sets. In Mathematical statistics and applications: Festschrift for Constance van Eeden,
volume 42 of IMS Lecture Notes Monogr. Ser., pages 113–130. Institute of Mathematical
Statistics, Beachwood, OH.
Embrechts, P., McNeil, A. J., and Straumann, D. (2002). Correlation and dependence in risk
management: Properties and pitfalls. In Risk Management: Value at Risk and Beyond
(Cambridge, 1998), pages 176–223. Cambridge University Press, Cambridge.
Engle, R. and Kelly, B. (2012). Dynamic equicorrelation. J. Bus. Econom. Statist., 30:212–
228.
Gaißer, S. and Schmid, F. (2010). On testing equality of pairwise rank correlations in a
multivariate random vector. Journal of Multivariate Analysis, 101:2598–2615.
Genest, C., Nesˇlehova´, J., and Ben Ghorbal, N. (2011). Estimators based on Kendall’s tau in
multivariate copula models. Australian & New Zealand Journal of Statistics, 53:157–177.
Go´recki, J., Hofert, M., and Holenˇa, M. (2016). An approach to structure determination and
estimation of hierarchical Archimedean copulas and its application to bayesian classifica-
tion. Journal of Intelligent Information Systems, 46:21–59.
22
Go´recki, J., Hofert, M., and Holenˇa, M. (2017). Kendalls tau and agglomerative clustering
for structure determination of hierarchical Archimedean copulas. Dependence Modeling,
5:75–87.
Harville, D. A. (1997). Matrix Algebra From a Statistician’s Perspective. Springer, New
York.
Hoeffding, W. (1947). On the distribution of the rank correlation coefficient τ when the
variates are not independent. Biometrika, 34:183–196.
Hoeffding, W. (1948). A class of statistics with asymptotically normal distribution. The
Annals of Mathematical Statistics, 19:293–325.
Hofert, M., Huser, R., and Prasad, A. (2018). Hierarchical Archimax copulas. Journal of
Multivariate Analysis, 167:195–211.
Holgate, S. J., Matthews, A., Woodworth, P. L., Rickards, L. J., Tamisiea, M. E., Bradshaw,
E., Foden, P. R., Gordon, K. M., Jevrejeva, S., and Pugh, J. (2013). New data systems
and products at the permanent service for mean sea level. Journal of Coastal Research,
29:493–504.
Horn, R. A. and Johnson, C. R. (1990). Matrix Analysis. Cambridge University Press, 1st
edition.
Horn, R. A. and Johnson, C. R. (2012). Matrix Analysis. Cambridge University Press, 2nd
edition.
Insurance Bureau of Canada (IBC) (2015). The financial management of flood
risk. Available at http://assets.ibc.ca/Documents/Natural%20Disasters/The_
Financial_Management_of_Flood_Risk.pdf.
Joe, H. (2015). Dependence Modeling With Copulas. CRC Press, Boca Raton, FL.
Kendall, M. G. (1938). A new measure of rank correlation. Biometrika, 30:81–93.
Krupskii, P. and Joe, H. (2015). Structured factor copula models: Theory, inference and
computation. Journal of Multivariate Analysis, 138:53–73.
Kruskal, W. H. (1958). Ordinal measures of association. Journal of the American Statistical
Association, 53:814–861.
Lawley, D. (1963). On testing a set of correlation coefficients for equality. The Annals of
Mathematical Statistics, 34:149–151.
23
Ljung, G. M. and Box, G. E. (1978). On a measure of lack of fit in time series models.
Biometrika, 65:297–303.
Mai, J.-F. and Scherer, M. (2012). H-extendible copulas. Journal of Multivariate Analysis,
110:151–160.
Marsaglia, G. (1964). Bounds for the rank of the sum of two matrices. Mathematical note
344, Boeing Scientific Research Laboratories, Mathematics Research Laboratory.
Nelsen, R. B. (2006). An Introduction to Copulas. Springer, New York, 2nd edition.
Oh, D. H. and Patton, A. J. (2017). Modeling Dependence in High Dimensions with Factor
Copulas. Journal of Business & Economic Statistics, 35:139–154.
Okhrin, O., Okhrin, Y., and Schmid, W. (2013). On the structure and estimation of hierar-
chical Archimedean copulas. Journal of Econometrics, 173:189–204.
Oppenheimer, M., Glavovic, B., Hinkel, J., van de Wal, R., Magnan, A., Abd-Elgawad,
A., Cai, R., Cifuentes-Jara, M., DeConto, R., Ghosh, T., Hay, J., Isla, F., Marzeion, B.,
Meyssignac, B., and Sebesvari, Z. (2019). Sea level rise and implications for low-lying
islands, coasts and communities. In IPCC Special Report on the Ocean and Cryosphere
in a Changing Climate [H.-O. Prtner, D.C. Roberts, V. Masson-Delmotte, P. Zhai, M.
Tignor, E. Poloczanska, K. Mintenbeck, A. Alegra, M. Nicolai, A. Okem, J. Petzold, B.
Rama, N.M. Weyer (eds.)]. In press.
Permanent Service for Mean Sea Level (PSMSL) (2020). Tide gauge data. Retrieved 02 Mar
2020 from http://www.psmsl.org/data/obtaining/.
Perreault, S. (2020). Structures de corre´lation partiellement e´changeables. PhD thesis, Uni-
versite´ Laval.
Perreault, S., Duchesne, T., and Nesˇlehova´, J. G. (2019). Detection of block-exchangeable
structure in large-scale correlation matrices. Journal of Multivariate Analysis, 169:400–
422.
Provost, S. B. and Mathai, A. M. (1992). Quadratic Forms in Random Variables : Theory
and Applications. Marcel Dekker, New York.
Rousseeuw, P. J. and Molenberghs, G. (1993). Transformation of non positive semidefinite
correlation matrices. Communications in Statistics - Theory and Methods, 22:965–984.
Rubl´ık, F. (2016). Estimates of the covariance matrix of vectors of u-statistics and confidence
regions for vectors of Kendall’s tau. Kybernetika, 52:280–293.
24
Scha¨fer, J. and Strimmer, K. (2005). A shrinkage approach to large-scale covariance matrix
estimation and implications for functional genomics. Statistical applications in genetics
and molecular biology, 4:32.
Segers, J. and Uyttendaele, N. (2014). Nonparametric estimation of the tree structure of a
nested archimedean copula. Computational Statistics & Data Analysis, 72:190 – 204.
Sklar, A. (1959). Fonction de re´partition dont les marges sont donne´es. Publications de
l’Institut de Statistique de l’Universite´ de Paris, 8:229–231.
Stewart, G. W. (1969). On the continuity of the generalized inverse. SIAM Journal on
Applied Mathematics, 17:33–45.
Vaart, A. W. v. d. (1998). Asymptotic Statistics. Cambridge Series in Statistical and Prob-
abilistic Mathematics. Cambridge University Press.
Zhang, B., Zhou, J., and Li, J. (2019). Improved shrinkage estimators of covariance matrices
with toeplitz-structured targets in small sample scenarios. IEEE Access, 7:116785–116798.
25
Appendices
Description
The following material supplements the content of the main text. Appendices A–C contain
the proofs of the results in sections 2–4, respectively. Appendix D includes details about
the estimators Σˆ
P
np and Σˆ
J
np of Σnp, as well as their structured equivalent Σ¯
P
np and Σ¯
J
np.
Appendix E includes details about the p-value approximations used in the simulation study
of Section 5, while Appendix F provides the empirical results of this latter study. Appendix G
provides additional details about the data application.
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A Proofs from Section 2
Proof of Theorem 2.1
First observe that, for any k ∈ {1, . . . , p} and x,y ∈ Rd,
{P pτˆ np}k = 2
n(n− 1)
∑
1≤r<s≤n
h′k(Xr,Xs), h
′
k(x,y) =
p∑
`=1
Pk` h`(x,y)
where h(x,y) is as in Eq. (3). This representation makes it clear that P p(τˆ np − τ p) is a centered
U -statistic with Ha´jek projection H ′n given, for any x ∈ Rp, by
H ′n =
2
n
n∑
r=1
g′(xr), g′(x) = E{h′(x,X)} − P pτ p = P pg(x),
where g(x) is as in Eq. (5). Let X ′ be an independent copy of X and for a real-valued random
variable Y denote by ‖Y ‖ψ1 the Orlicz norm of Y , viz. ‖Y ‖ψ1 = inf {c > 0 : E{exp(|Y |/c)} 6 2}.
Also, set, for all n, B′n = (2Bn)
2. The result follows from Theorem 2.1 of Chen (2018), provided
that (M.2) in Theorem 2.1 implies both
max
16k6p
E{|h′k(X,X ′)− (P pτ p)k|2+`} 6 (B′n)`, ` ∈ {1, 2}, (A.1)
max
16k6p
‖h′k(X,X ′)− (P pτ p)k‖ψ1 6 B′n (A.2)
These inequalities correspond to conditions (M.2) and (E.1) of Chen (2018), respectively, and will
be shown in turn. First note that for all k ∈ {1, . . . , p} and x,y ∈ Rp, |hk(x,y) − τk| 6 2. This
implies that, for all k ∈ {1, . . . , p} and ` ∈ {1, 2},
E{|h′k(X,X ′)− (P pτ p)k|2+`} 6 E
{( p∑
r=1
|Pkr| |hr(X,X ′)− τr|
)2+`}
6
(
2
p∑
r=1
|Pkr|
)2+`
. (A.3)
The last expression is at most (B′n)
`, establishing the inequality (A.1). To show that inequality
(A.2) holds, fix an arbitrary k ∈ {1, . . . , p} and set c = 4(∑pr=1 |Pkr|). Then
E
[
exp
{
c−1|h′k(X,X ′)− (P pτ p)k|
}]
6 e1/2 < 2,
so that ‖h′k(X,X ′)− (P pτ p)k‖ψ1 6 4(
∑p
r=1 |Pkr|) 6 4Bn 6 B′n, since Bn > 1 by assumption.
Proof of Proposition 2.1
For the proof of Proposition 2.1, introduce, for r ∈ {1, . . . , d} and a2 6= b2 6= 0 the vector vr of
length p with components given, for all k ∈ {1, . . . , p}, by
vrk = a21{r ∈ (ik, jk)}+ b21{r 6∈ (ik, jk)}. (A.4)
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Furthermore, for 1 ≤ r < s ≤ d and a3 6= b3 6= c3 6= 0, let vrs be the vector of length p with
components given, for all k ∈ {1, . . . , p}, by
vrsk = a31{|(ik, jk) ∩ (r, s)| = 2}+ b31{|(ik, jk) ∩ (r, s)| = 1}+ c31{|(ik, jk) ∩ (r, s)| = 0}. (A.5)
As a preliminary step, note the following auxiliary Lemma.
Lemma A.1. For arbitrary 1 ≤ r < s ≤ d and ` ∈ {1, . . . , d}, let v` be as in (A.4) with b2 6= 0
and a2 = −{(d − 2)/2}b2. Let also vrs be as in (A.5) with c3 6= 0, a3 = {(d − 2)(d − 3)/2}c3 and
b3 = −{(d− 3)/2}c3. Then the vectors 1p, v` and vrs are orthogonal.
Proof of Lemma A.1. Clearly, v` is orthogonal to 1p since
p∑
k=1
vrk = a2(d− 1) + b2{p− (d− 1)} =
d− 1
2
{2a2 + b2(d− 2)} = 0.
Similarly, vrs is orthogonal to 1p, because
p∑
k=1
vrsk = a3 + 2(d− 2)b3 +
c3(d− 2)(d− 3)
2
= 0.
It remains to show that vrs is orthogonal to v`. Indeed, if ` 6∈ {r, s},
p∑
k=1
vrsk v
`
k = a3b2 + 2(d− 3)b3b2 + 2b3a2 + (d− 3)c3a2 +
(d− 3)(d− 4)
2
c3b2
= c3b2
{
(d− 2)(d− 3)
2
− (d− 3)2 + (d− 3)(d− 4)
2
}
= 0,
while if ` ∈ {r, s},
p∑
k=1
vrsk v
`
k = a3a2 + (d− 2)b3a2 + (d− 2)b3b2 +
(d− 2)(d− 3)
2
c3b2
= c3b2
{
−(d− 2)
2(d− 3)
4
+
(d− 2)2(d− 3)
4
− (d− 2)(d− 3)
2
+
(d− 2)(d− 3)
2
}
= 0.
This concludes the proof of Lemma A.1.
Proof of Proposition 2.1. For k, ` ∈ {1, . . . , p}, let c(k, `) = |{ik, jk} ∩ {i`, j`}|. With this
notation, the eigenequations take the form
0 = [(Sp − δIp)v]k = (s2 − δ)vk + s1
(
p∑
`=1
c(k,`)=1
v`
)
+ s0
(
p∑
`=1
c(k,`)=0
v`
)
, k = 1, . . . , p. (A.6)
First eigenvalue. From (A.6), one can easily derive that v = 1p is an eigenvector of Sp with the
corresponding eigenvalue δ1,d(s0, s1, s2) = s2+2(d−2)s1+(p−2d+3)s0. Consequently, the geometric
multiplicity of δ1,p is at least 1.
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Second eigenvalue. Next, let, for r ∈ {1, . . . , d} and a2 6= b2 6= 0 the vector vr be as in (A.4).
Evaluating (A.6) for v = vr reduces the set of equations to the following two, depending on
whether r ∈ {ik, jk} or not:
0 = (s2 − δ)a2 + s1(d− 2)(a2 + b2) + s0{p− 2(d− 2)− 1}b2
0 = (s2 − δ)b2 + s1{2a2 + 2(d− 3)b2}+ s0{(d− 3)a2 + (p− 3d+ 6)b2}.
These equations may be rewritten as
0 = {s2 + (d− 4)s1 − (d− 3)s0 − δ}a2 + (1/2){2a2 + (d− 2)b2}{2s1 + (d− 3)s0}
0 = {s2 + (d− 4)s1 − (d− 3)s0 − δ}b2 + (1/2){2a2 + (d− 2)b2}{2s1 + (d− 3)s0}.
Consequently, δ = δ2,d(s0, s1, s2) = s2 + (d− 4)s1− (d− 3)s0, a2 = −{(d− 2)/2}b2, and an arbitrary
b2 6= 0 are possible solutions of the above equations. This implies that δ2,d is an eigenvalue of Sp
and that for each r ∈ {1, . . . , d}, vr defined in (A.4) with a2 = −{(d − 2)/2}b2 is an eigenvector
corresponding to δ2,d.
To determine the geometric multiplicity of δ2,d, it suffices to pick an arbitrary b2 6= 0, set
a2 = −{(d − 2)/2}b2 and consider vr, r ∈ {1, . . . , d} as in (A.4), all with the same coefficients
a2, b2. Because
∑d
r=1 v
r = 0p, these vectors are linearly dependent. However, it turns out that
v1, . . . ,vd−1 are linearly independent, i.e., that for any w1, . . . , wd−1 ∈ R,
∑d−1
r=1 wrv
r = 0p implies
that w1 = . . . = wd−1 = 0. To show this, let w¯ =
∑d−1
r=1 wr and note that for each k ∈ {1, . . . , p},
d−1∑
r=1
wrv
r
k = a2(wik + wjk) + b2(w¯ − wik − wjk).
Hence for any i1 6= i2 6= i3 ∈ {1, . . . , d − 1}, we have that a2(wi1 + wi2) + b2(w¯ − wi1 − wi2) = 0
and a2(wi1 +wi3) + b2(w¯−wi1 −wi3) = 0. Subtracting these two equations from one another gives
that (b2 − a2)(wi3 − wi2) = 0. Because a2 6= b2, this implies that wi2 = wi3 . Because i1, i2, i3 were
arbitrary, w1 = . . . = wd−1 = w for some w ∈ R. However, the components of the vector
∑d−1
r=1 wv
r
are all equal to w{2a2 +b2(d−3)}. Since a2 = −{(d−2)/2}b2, this term is zero if and only if w = 0.
The geometric multiplicity of δ2,d is thus at least d− 1.
Third eigenvalue. For 1 ≤ r < s ≤ d, and a3 6= b3 6= c3 6= 0, let vrs be as in (A.5).
Setting v = vrs in (A.6) leads to the equations
0 = (s2 − δ)a3 + 2s1(d− 2)b3 + s0(p− 2d+ 3)c3
0 = (s2 − δ)b3 + s1{a3 + (d− 2)b3 + (d− 3)c3}+ s0{(d− 3)b3 + (p− 3d+ 6)c3}
0 = (s2 − δ)c3 + s1{4b3 + 2(d− 4)c3}+ s0{a3 + 2(d− 4)b3 + (p− 4d+ 10)c3},
which may be rewritten as
0 = (s2 − 2s1 + s0 − δ)a3 + {a3 + b3(d− 2)}(2s1 − s0) + (1/2){2b3 + c3(d− 3)}(d− 2)s0
0 = (s2 − 2s1 + s0 − δ)b3 + {a3 + b3(d− 2)}s1 + (1/2){2b3 + c3(d− 3)}{2s1 + (d− 4)s0}
0 = (s2 − 2s1 + s0 − δ)c3 + {a3 + b3(d− 2)}s0 + (1/2){2b3 + c3(d− 3)}{4s1 + (d− 6)s0}
29
Obviously, setting δ = δ3 = s2−2s1 +s0, a3 = {(d−2)(d−3)/2}c3, b3 = −{(d−3)/2}c3, and c3 6= 0
arbitrary solves these equations. Consequently, δ3 is an eigenvalue of Sp and for any 1 ≤ r < s ≤ d,
vrs in (A.5) with a3 = {(d− 2)(d− 3)/2}c3 and b3 = −{(d− 3)/2}c3 and an arbitrary c3 6= 0 is its
eigenvector.
To determine the geometric multiplicity of δ3, let b2 = −(d − 1)/(d − 2), c3 = d/(d − 2), and
set a2 = −{(d − 2)/2}b2, a3 = {(d − 2)(d − 3)/2}c3 and b3 = −{(d − 3)/2}c3. For r ∈ {1, . . . , d},
let vr be as in (A.4), all with the same above coefficients a2, b2. Also, for 1 ≤ r < s ≤ d, let vrs be
as in (A.5), again all with the same above coefficients a3, b3, c3. Set V
1 = Jp, and let V
2 and V 3
be p× p matrices with k-th column equal to vik + vjk and vikjk , respectively. It is easy to see that
V 1 = Sp(1, 1, 1), as well as
V 2 = Sp(2b2, b2 + a2, 2a2) = Sp(−2(d− 1)/{2(d− 2)}, (d− 4)(d− 1)/(d− 2), (d− 1)) (A.7)
V 3 = Sp(c3, b3, a3) = Sp(d/(d− 2),−d(d− 3)/{2(d− 2)}, d(d− 3)/2). (A.8)
Hence, V 1 + V 2 + V 3 = Sp(0, 0, p) = pIp. From Lemma A.1, the intersection of the column
spaces of V j and V k is 0p for any 1 ≤ j < k ≤ 3. Because the matrices are symmetric, the same
holds for the row spaces. Furthermore, the ranks of V 1 and V 2 equal 1 and d − 1, respectively;
the latter follows from the above discussion of the geometric multiplicity of δ2,d. Because the rank
of V 1 + V 2 + V 3 is obviously p, Theorem 2 in Marsaglia (1964) implies that the rank of V 3 is
p− d. Because the column vectors of V 3 are eigenvectors corresponding to δ3, this means that the
geometric multiplicity of δ3 is at least p− d.
Because the geometric multiplicies of δ1,d, δ2,d, and δ3 are at least 1, d−1 and p−d, respectively,
they must in fact be equal to 1, d− 1 and p− d, respectively, and equal to the respective algebraic
multiplicities. Finally, note that it can happen that some (or all) of the eigenvalues δ1,d, δ2,d or δ3
coincide. If this is the case, the geometric multiplicities of the eigenvalues that are equal simply
add up because the eigenspaces of δ1,d, δ2,d and δ3 are always orthogonal by Lemma A.1.
Remark A.1. Although the proof of Proposition 2.1 assumes d > 4, the case d = 3 can be worked
out separately and turns out to be analogous, while the case d = 2 is degenerate because p = 1 and
S1 is a scalar. When d = 3, p = 3 and there is no k, ` ∈ {1, . . . , p} such that |{ik, jk}∩{i`, j`}| = 0,
so that s0 does not appear in S3. In fact, S3 = s1J3 + (s2 − s1)I3 and it easily follows that the
eigenvalues are δ1,3 = s2 + 2s1 and δ2,3 = s2 − s1. The respective eigenspaces are spanned by the
vectors 13, and (1,−1/2,−1/2), (−1/2, 1,−1/2), (−1/2,−1/2, 1). Hence, the geometric as well as
algebraic multiplicities of δ1,3 and δ2,3 are 1 and 2, respectively.
Proof of Proposition 2.2
Use again the fact that the set Sp is the same as SG in Appendix A.2 of Perreault et al. (2019)
when G = {{1, . . . , d}}. The claim that S−1p ∈ Sp is thus an immediate consequence of Proposi-
tion A.2 therein. For the well-known relationship between the eigenvalues of Sp and S
−1
p see, e.g.,
Lemma 21.1.3 in Harville (1997).
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Proof of Proposition 2.3
In view of Proposition 2.1 it suffices to show that δ`,d(s0, s1, s2) > 0 for all ` ∈ {1, 2, 3} and d > 2
if and only if s1 > s0 > 0 and s2 − s1 > s1 − s0.
First suppose that δ`,d(s0, s1, s2) > 0 for all ` ∈ {1, 2, 3} and d > 2. Then δ3,d(s0, s1, s2) = s2 −
2s1 + s0 > 0 implies that s2− s1 > s1− s0. Furthermore, note that as d→∞, δ1,d(s0, s1, s2)/p→ s0
so that s0 > 0 as otherwise δ1,d(s0, s1, s2) < 0 for all d > d1 for some sufficiently large d1. Similarly,
observe that as d → ∞, δ2,d(s0, s1, s2)/d → s1 − s0 which implies that s1 > s0 as otherwise
δ2,d(s0, s1, s2) < 0 for all d > d2 for some sufficiently large d2.
Conversely, assume that s1 > s0 > 0 and s2 − s1 > s1 − s0. Clearly, this implies that s2 > s1 >
s0 > 0 and also that δ3,d(s0, s1, s2) = s2 − 2s1 + s0 > 0 for any d > 2. For d = 2, one thus has that
δ1,2(s0, s1, s2) = s2 > 0 while δ2,2(s0, s1, s2) = δ3,2(s0, s1, s2) = s2 − 2s1 + s0 > 0. It remains to show
that for an arbitrary fixed d > 3, δ1,d(s0, s1, s2) > 0 and δ2,d(s0, s1, s2) > 0. To this end, observe
first that δ1,d(s0, s1, s2) − δ2,d(s0, s1, s2) = ds1 + {d(d − 3)/2}s0 > 0. The claim thus follows from
the fact that δ2,d(s0, s1, s2) = (s2 − s1) + (d− 3)(s1 − s0) > s2 − s1 > 0.
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B Proofs from Section 3
The following lemma is core to the proofs of both propositions 3.1 and 3.2.
Lemma B.1. Suppose that d > 4. Then Γ∗−Γ = (1/p)V 2 and Ip−Γ∗ = (1/p)V 3, where V 2 and
V 3 are as in Eqs (A.7) and (A.8), respectively.
Proof of Lemma B.1. Note that Γ = Sp(1, 1, 1)/p and that Γ
∗, V 2 and V 3 are in Sp as well, with
entries given in Eqns (13), (A.7) and (A.8) respectively. The result follows from direct calculations,
exploiting the identities Sp(S) +Sp(b) = Sp(S+b) and Sp(S)/c = Sp(S/c), S, b ∈ R3, c ∈ R.
Proof of Proposition 3.1
Proposition 3.1 follows directly from the following lemma.
Lemma B.2. Suppose that d > 4 and let B∗ be a p × d matrix with entries B∗ki = 1{i ∈
{ik, jk}, (ik, jk) = ι(k)} for k ∈ {1, . . . , p} and i ∈ {1, . . . , d}. Then the following hold.
(a) Γ∗ = B∗(B∗)+, where (B∗)+ is the Moore-Penrose generalized inverse of B∗ given by
(B∗)+ =
1
d− 2(B
∗)> − 1
(d− 1)(d− 2)Jd×p, (B.1)
where Jd×p denotes the d× p matrix of ones.
(b) (Ip − Γ∗)(Γ∗ − Γ) = 0p×p, where 0p×p is the p× p matrix of zeros.
Proof of Lemma B.2. To show, in part (a), that Γ∗ = B∗(B∗)+ with (B∗)+ as in Eq. (B.1),
first write
Γ∗ = B∗(B∗)+ =
1
d− 2B
∗(B∗)> − 1
(d− 1)(d− 2)B
∗Jd×p.
Because Jd×p is a matrix of ones and B∗ has only two non-zero entries in any given row, the latter
term simplifies to {(d − 1)(d − 2)}−1B∗Jd×p = 2{(d − 1)(d − 2)}−1Jp, and is thus in Sp since
Jp = Sp(1, 1, 1). Also, note that for all k, ` ∈ {1, . . . , p} the (k, `)th entry of B∗(B∗)> is given by
{B∗(B∗)>}k` = |{ik, jk} ∩ {i`, j`}|, and thus that {1/(d − 2)}B∗(B∗)> = {1/(d − 2)}Sp(0, 1, 2).
Using the identities stated in the proof of Lemma B.1, we then get that
Γ∗ =
1
d− 2Sp(0, 1, 2)−
2
(d− 1)(d− 2)Sp(1, 1, 1) = Sp(c, b, a), (B.2)
where a = 2/(d− 1), b = (d− 3)/{(d− 1)(d− 2)} and c = −2/{(d− 1)(d− 2)}, as required.
To show that the matrix (B∗)+ is indeed the Moore-Penrose pseudoinverse of B∗, we need to
show that B∗(B∗)+B∗ = B∗, (B∗)+B∗(B∗)+ = (B∗)+ and that both B∗(B∗)+ and (B∗)+B∗ are
symmetric.
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To verify that B∗(B∗)+B∗ = B∗, multiply Eq. (B.1) on each side by B∗ to get
B∗(B∗)+B∗ =
1
d− 2B
∗
{
R1 − 1
d− 1R2
}
, R1 = (B
∗)>B∗, R2 = Jd×pB∗.
Direct calculations show that the d× d matrix R1 has entries given by, for all r, s ∈ {1, . . . , d},
{R1}rs =
p∑
`=1
1(r ∈ {i`, j`})× 1(s ∈ {i`, j`}) = (d− 1)1(r = s) + 1(r 6= s),
so that R1 = Jd + (d− 2)Id. Also note that R2 = (d− 1)Jd, since B∗ has exactly d− 1 non-zero
entries on any given column. Consequently, the sum R1 − (d− 1)−1R2 simplifies to
R1 − (d− 1)−1R2 = Jd + (d− 2)Id − Jd = (d− 2)Id.
To verify that (B∗)+B∗(B∗)+ = (B∗)+, first note that
(B∗)+B∗(B∗)+ =
1
d− 2
{
R3 − 1
d− 1R4
}
, R3 = (B
∗)>Γ∗, R4 = Jd×pΓ∗.
Because the entries in each column of Γ∗ sum up to 1, R4 = Jd×p. A direct calculation gives that
for all k ∈ {1, . . . , d}, ` ∈ {1, . . . , p}, and a, b, c as in Eq. (B.2), {R3}k` = a + (d − 2)b = 1 if
k ∈ {i`, j`} and {R3}k` = 2b+ (d− 3)c = 0 otherwise. Hence R3 = (B∗)>.
The symmetry of B∗(B∗)+ and (B∗)+B∗ is immediate from the fact that B∗(B∗)+ = Γ∗ and
(B∗)+B∗ = (d− 2)−1{(B∗)>B∗ − Jd}.
To show part (b), we have from Lemma B.1 that (Ip − Γ∗)(Γ∗ − Γ) = (1/p2)V 3V 2. However,
V 2 and V 3 are symmetric matrices whose columns are orthogonal by Lemma A.1. This completes
the proof.
Proof of Proposition 3.2
Recall that S−1/2p is given by S
−1/2
p = V∆
−1/2V >, where ∆−1/2 is a diagonal matrix whose entries
are the inverse square root of the eigenvalues of S, and V is the matrix of orthonormal eigenvectors
of Sp, and hence V V
> = Ip. Hence V is also the matrix of orthonormal eigenvectors of S−1/2p and
the diagonal entries of ∆−1/2 are the corresponding eigenvalues.
To prove (a), recall from Lemma B.1 that θˆ
∗
np− θˆnp = (1/p)V 2τˆ np. Because each column of V 2
is a sum of two eigenvectors of S−1/2p associated to δ
−1/2
2,d , we have that
S−1/2p (θˆ
∗
np − θˆnp) = (1/p)S−1/2p V 2τˆ np = (1/p)δ−1/22,d V 2τˆ np = δ−1/22,d (θˆ
∗
np − θˆnp).
as was to be shown.
The proof of part (b) is similar. From Lemma B.1, τˆ np − θˆ∗np = (1/p)V 3τˆ np, where the column
vectors of V 3 are eigenvectors of S−1/2p corresponding to δ
−1/2
3 , so that indeed S
−1/2
p (τˆ np − θˆ
∗
np) =
δ
−1/2
3 (τˆ np − θˆ
∗
np).
The statement (c) is obtained by combining (a) and (b) with Proposition 3.1.
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C Proofs from Section 4
The following auxiliary result is needed for the proofs of Theorem 4.1 and Proposition 4.3.
Lemma C.1. Consider a p × p positive definite matrix Sp and a p × p matrix P p of rank r. Let
S†p = S
−1/2
p P pΣpP
>
p S
−1/2
p and S
‡
p = Σ
1/2
p P
>
p S
−1
p P pΣ
1/2
p , where Σp is a p× p positive definite and
symmetric matrix. Then the following statements hold.
(a) S†p and S
‡
p share the same eigenvalues and they are of rank r.
(b) If Sp = Σp and P p = Ip − Γ(Σp) with Γ is as in Eq. (10), then S†p = S‡p = Ip −
Σ−1/2p Γ(Σp)Σ
1/2
p . Furthermore, S
†
p is idempotent and of rank p− L.
Proof of Lemma C.1. (a). First write S†p = RR
> and S‡p = R
>R, where R = S−1/2p P pΣ
1/2
p
is a p × p matrix. From Theorem 21.10.1 in (Harville, 1997) it then follows that S†p and S‡p have
the same eigenvalues and consequently the same rank. To show that rank(S†p) = r, first recall
that rank(R>R) = rank(R) for any matrix R (Harville, 1997, Cor. 7.4.5), so that rank(S†p) =
rank(S−1/2p P pΣ
1/2
p ). By Eq. (5.2) in Section 17.5 and Theorem 17.5.1 in Harville (1997), we have
that
rank(S−1/2p P pΣ
1/2
p ) 6 min{rank(S−1/2p ), rank(P p), rank(Σ1/2p )} = r (C.1)
as well as
rank(S−1/2p P pΣ
1/2
p ) > rank(S−1/2p P p) + rank(P pΣ1/2p )− rank(P p), (C.2)
where, by Corollary 17.5.2 of Harville (1997),
rank(S−1/2p P p) = rank(P pΣ
1/2
p ) = rank(P p) = r.
Combining Eqs. (C.1) and (C.2) then gives that rank(S−1/2p P pΣ
1/2
p ) = r.
(b). By construction, Γ(Σp) is idempotent and of rank equal to rank(B) = L. In particular,
this means that rank(P p) = p − L (Harville, 1997, Lemma 18.4.2) and thus, by part (a), that
rank(S†p) = p − L. Direct calculations show that S†p = S‡p = Ip − Σ−1/2p Γ(Σp)Σ1/2p and that
Σ−1/2p Γ(Σp)Σ
1/2
p is symmetric and idempotent.
Proof of Theorem 4.1
First note that
√
nP npτˆ np =
√
nP np(τˆ np − τ p) by assumption. Also note that the mapping
A 7→ A−1 is continuous for non-singular matrices (Stewart, 1969) and the mapping A 7→ A1/2
is continuous on the set of positive definite matrices (Horn and Johnson, 1990, Eq. (7.2.13), exer-
cise 18, p. 411). Consequently, the mapping A 7→ A−1/2 is continuous on the set of positive definite
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matrices. Hence, by the Continuous Mapping Theorem, {nSnp}−1/2 converges in probability to
S−1/2p . Furthermore, Eq. (4) combined with Slutsky’s Lemma yields that
S−1/2np P npτˆ np = (nSnp)
−1/2P np
√
n(τˆ np − τ p) S−1/2p P pZ∗p,
where Z∗p ∼ N (0p,Σp). Let Zp = S−1/2p P pZ∗p. Then Zp ∼ N (0p,S†p). Another application
of the Continuous Mapping Theorem gives that Enp  ‖Zp‖22 and Mnp  ‖Zp‖∞ as n → ∞.
The representation of ‖Zp‖22 as a weighted sum of χ2 distributions is well-known. For example,
in Representation 3.1a.1 of Chapter 3 of Provost and Mathai (1992), the weights are given by the
eigenvalues of S‡p = Σ
1/2
p P
>
p S
−1
p P pΣ
1/2
p . By part (a) of Lemma C.1, S
‡
p and S
†
p have the same
eigenvalues.
Proof of Proposition 4.1
Let P np = Ip − Γ(Σˆnp) and note that the mapping Γ involves only inversions, transpositions and
matrix multiplications, and is thus continuous. By the definition of Γ(Σˆnp), given in Eq. (10),
we have that Γ(Σˆnp) = Γ(nΣˆnp), and so the Continuous Mapping Theorem implies that Γ(Σˆnp)
converges in probability to Γ(Σp) as n → ∞. Consequently, P np converges in probability to the
matrix P p = Ip−Γ(Σp) as n→∞. Because Γ(Σˆnp)τ p ∈ Tp by construction and given that τ p ∈ Tp
under H0, we have that P npτ p = 0p. The claim thus follows from Theorem 4.1.
From Lemma C.1 (b), S†p is idempotent and of rank p−L. Consequently, all its eigenvalues are
in {0, 1} with exactly p− L of them equal to one, see, e.g.,Theorem 21.8.2 in Harville (1997).
Proof of Proposition 4.2
In this case, Γ(Ip) = Γ{(1/n)Ip} = BB+, which is symmetric and idempotent. A direct application
of Theorem 4.1 with P np = P p = Ip−BB+ and nSnp = Sp = Ip implies that Enp  
∑m
r=1 λrχ
2
νr ,
where λr is the rth distinct eigenvalue of
S†p = (Ip −BB+)Σp(Ip −BB+).
To see that S†p and Σp(Ip −BB+) share the same eigenvalues, let R1 = (Ip −BB+) and R2 =
Σp(Ip −BB+) and recall from Theorem 21.10.1 in Harville (1997) that the products S†p = R1R2
and R2R1 = Σp(Ip −BB+) have the same eigenvalues.
Proof of Corollary 4.1
Lemma C.2. Assume that H∗0 holds with G = {{1, . . . , d}}. Then Σp and Σnp are elements of Sp.
Furthermore, Σp = Sp(σ0, σ1, σ2) and Σnp = Sp(σ0n, σ1n, σ2n) where for each ` ∈ {0, 1, 2},
σ` = 16(ϑ1,` + ϑ2,` + ϑ3,` + ϑ4,`)− 4(β + 1)2
σ`n =
16
n(n− 1) {(n− 2)(ϑ1,` + ϑ2,` + ϑ3,` + ϑ4,`) + ϑ5,` + ϑ6,`} −
2(2n− 3)
n(n− 1) (β + 1)
2.
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In the above, β = τ1 = . . . = τp and the expressions for ϑ1,`, . . . , ϑ6,` for ` ∈ {1, 2, 3} are given in
Eqs. (C.3)–(C.5) in Appendix D.
Proof of Lemma C.2. Observe that the set Sp is in fact the same as SG in Appendix A.2 of
Perreault et al. (2019) when G = {{1, . . . , d}}. The claim that Σp,Σnp ∈ Sp thus follows at once
from Proposition A.1 in the latter paper. The values of σ` and σ`n for ` ∈ {0, 1, 2} may be calculated
from the formulas in Genest et al. (2011) (see also Eqns. (A.1)–(A.3) in Perreault et al. (2019)). To
this end, suppose that U ∼ C and for any A ⊂ {1, . . . , d}, let C|A| be the distribution function of
(Ui : i ∈ A). Note that because C is exchangeable, C|A| indeed only depends on the cardinality of
A. Now fix some arbitrary k1, k2 ∈ {1, . . . , p} and let ι(k1) = (i1, j1) and ι(k2) = (i2, j2). Suppose
also that {i1, j1} ∩ {i2, j2} = ` for some ` ∈ {0, 1, 2}. From Eqs. (A.1) and (A.3) in Perreault et al.
(2019), the (k1, k2)-th entry of Σp and Σnp is indeed given by σ` and σ`n, respectively, where
σ` = 16(ϑ1,` + ϑ2,` + ϑ3,` + ϑ4,`)− 4(β + 1)2
σ`n =
16
n(n− 1) {(n− 2)(ϑ1,` + ϑ2,` + ϑ3,` + ϑ4,`) + ϑ5,` + ϑ6,`} −
2(2n− 3)
n(n− 1) (β + 1)
2
as claimed. From Genest et al. (2011), the coefficients appearing in these expressions may be
calculated as follows. When ` = 0, one necessarily has that d > 4, so that
ϑ1,0 = E{C2(U1, U2)C2(U3, U4)}, ϑ2,0 = E{C¯2(U1, U2)C2(U3, U4)}, (C.3)
ϑ3,0 = E{C2(U1, U2)C¯2(U3, U4)}, ϑ4,0 = E{C¯2(U1, U2)C¯2(U3, U4)},
ϑ5,0 = E{C4(U1, U2, U3, U4)}, ϑ5,0 = E{C˜4(U1, U2, U3, U4)},
and C¯2 denotes the survival function corresponding to C2, while C˜4 = C2− 2C3 +C4. When ` = 1,
then it must hold that d > 3. In this case,
ϑ1,1 = E{C2(U1, U2)C2(U2, U3)}, ϑ2,1 = E{C¯2(U1, U2)C2(U2, U3)}, (C.4)
ϑ3,1 = E{C2(U1, U2)C¯2(U2, U3)}, ϑ4,1 = E{C¯2(U1, U2)C¯2(U2, U3)},
ϑ5,1 = E{C3(U1, U2, U3)}, ϑ6,1 = 0.
Finally, when ` = 2, d > 2 and
ϑ1,2 = E{C2(U1, U2)C2(U1, U2)}, ϑ2,2 = E{C¯2(U1, U2)C2(U1, U2)}, (C.5)
ϑ3,2 = E{C2(U1, U2)C¯2(U1, U2)}, ϑ4,2 = E{C¯2(U1, U2)C¯2(U1, U2)},
ϑ5,2 = E{C2(U1, U2)}, ϑ6,2 = 0.
This concludes the proof.
Proof of Corollary 4.1. By Lemma C.2, Σp = Sp(σ0, σ1, σ2). Furthermore, under full ex-
changeability, BB+ = Jp/p. Hence Σp(Ip − BB+) = Sp(t0, t1, t3), where for k ∈ {0, 1, 2},
tk = σk−(1/p){σ2+σ12(d−2)+σ0(p−2d+3)}. By Proposition 2.1, the eigenvalues of Σp(Ip−BB+)
are δ1,d(t0, t1, t2) = 0, δ2,d(t0, t1, t2) = δ2,d, and δ3(t0, t1, t2) = δ3, where δ2,d, and δ3 are eigenvalues
of Σp with geometric multiplicities d − 1 and p − d, respectively. The claim then follows at once
from Proposition 4.2.
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Proof of Proposition 4.3
For (a), note that, as argued in the proof of Proposition 4.1, the conditions for applying Theorem 4.1
are satisfied. By Lemma C.1 (b), S†p simplifies to S
†
p = Ip − Σ−1/2p Γ(Σp)Σ1/2p . Part (b) follows
directly from Theorem 4.1 with P np = P p = Ip −BB+ and nSnp = Sp = Ip.
Proof of Proposition 4.4
Fix an arbitrary k ∈ {1, . . . , p} and ` be such that Bk` 6= 0. Let also η` be the number of non-
zero entries on the `th column of B, viz. η` =
∑p
r=1 1(Br` 6= 0). Recall that BB+ = Γ(Ip) =
B(B>B)−1B> and note that since B possesses a single non-zero element per row, (B>B)−1 is a
L× L diagonal matrix with `th diagonal element given by γ−1` , where
γ` = (B
>B)`` =
p∑
i=1
B2i` > η`a2.
Consequently, for all r ∈ {1, . . . , p}, |(BB+)kr| = |Bk`||Br`|γ−1` 6 c2/(a2η`) 1(Br` 6= 0). Hence,
p∑
r=1
|Pkr| 6 1 +
p∑
r=1
|(BB+)kr| 6 1 + (c/a)2η−1`
p∑
r=1
1(Br` 6= 0) = 1 + (c/a)2,
which proves the claim.
Proof of Proposition 4.5
From the proof of Proposition 2.1, (1/p)1p is an eigenvector of Σp associated to δ1,d(σ). Thus
P pΣpP p = Σp− (1/p)JpΣp− (1/p)ΣpJp + (1/p)2JpΣpJp = Σp− (1/p)δ1,d(σ)Jp. In particular, all
diagonal entries of P pΣpP p are equal to σ2 − (1/p)δ1,d(σ).
When d = 3, Remark 2.1 implies that δ1,3 = σ2+2σ1 and hence σ2−(1/3)δ1,3(σ) = (2/3)(σ2−σ1).
When d > 4, Proposition 2.1 implies that
(1/p)δ1,d(σ) = (1/p){σ2 − σ1 + (2d− 3)(σ1 − σ0)}+ σ0. (C.6)
Proposition 2.3 implies that σ2 − σ1 > σ1 − σ0 > 0 and σ0 > 0. Since (2d − 3)/p is monotone
decreasing in d whenever d > 3, we have that σ2− (1/p)δ1,d ≥ (2/3)(σ2−σ1). The latter expression
is strictly positive by Proposition 2.3.
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D Estimation of the covariance matrix of Kendall’s tau
In this section, we present various estimators of Σnp. The first option is the plug-in estimator
of Ben Ghorbal et al. (2009), denoted here by Σˆ
P
np, which is also described in the Appendix of
Perreault et al. (2019). Therein, it is explained that as n → ∞, nΣˆPnp → Σp in probability. The
second option is a modified version of the Jackknife estimator given by
Σˆ
J
np =
4
{n(n− 1)}2
n∑
i=1
∑
r 6=i
∑
s 6=i
{h(X i,Xr)− τˆ np}{h(X i,Xs)− τˆ np}>, (D.1)
which is constructed so that n2(n− 1)/(n− 2)2ΣˆJnp is the Jackknife estimator of Σnp, see Eq. (18)
in Chen (2018). Note also that nΣˆ
J
np is the estimator in Eq. (19) in the latter paper, as well as
the estimator in Eq. (2.6) in Rubl´ık (2016). The fact that nΣˆ
J
np converges in probability to Σp
as n → ∞ follows directly from Theorem 6 in Arvesen (1969) concerning the consistency of the
jackknife variance estimator for U -statistics, as in the proof of Theorem 2.1 in Rubl´ık (2016).
When testing the more restricted hypothesis H∗0 of partial exchangeability, we can use con-
strained estimators of Σnp that are in SG. One such, referred here as Σ¯Pnp, is a variant of the plug-in
estimator Σˆ
P
np and denoted Σ˜ in Appendix A.3 of Perreault et al. (2019). As argued therein,
nΣ¯
P
np → Σp as n→∞ in probability under the hypothesis of partial exchangeability. Alternatively,
we can also use a structured version Σ¯
J
np of Σˆ
J
np obtained by averaging out its entries over the blocks
inherent to SG, described in Appendix A.2 of Perreault et al. (2019). Under H∗0 , we again have that
nΣ¯
J
np → Σp as n→∞ in probability.
In the special case of full exchangeability, the calculation of Σ¯
J
np simplifies, as we now explain.
This is advantageous computationally, particularly when d is large. Because Σ¯
J
np ∈ Sp by construc-
tion, its calculation reduces to that of the vector σˆJn = (σˆ
J
0n, σˆ
J
1n, σˆ
J
2n) for which Σ¯
J
np = Sp(σˆ
J
n).
To this end, introduce, for each i ∈ {1, . . . , n},
τˆ (i)np =
1
n− 1
n∑
s=1
s 6=i
h(X i,Xs),
so that from Eq. (D.1), Σˆ
J
np = (4/n
2)
∑n
i=1(τˆ
(i)
np − τˆ np)(τˆ (i)np − τˆ np)>. From Eq. (8), σˆJn2 is obtained
by averaging all diagonal entries of Σˆ
J
np, viz.
σˆJn2 =
4
pn2
n∑
i=1
(τˆ (i)np − τˆ np)>(τˆ (i)np − τˆ np). (D.2)
In order to calculate σˆJn0 and σˆ
J
n1, let us first define the following two intermediate quantities
ηˆ0 =
4
n2
n∑
i=1
(τ¯ (i)np − τ¯np)2, ηˆ1 =
4
dn2
d∑
j=1
n∑
i=1
(T¯
(i)
nj − T¯nj)2, (D.3)
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where for i ∈ {1, . . . , n}, j ∈ {1, . . . , d} and Kj as in Eq. (14),
τ¯ (i)np = (1/p)1
>
p τˆ
(i)
np, T¯
(i)
nj =
1
d− 1
∑
k∈Kj
τˆ
(i)
np,k, T¯nj =
1
d− 1
∑
k∈Kj
τˆnp,k.
The following proposition provides formulas for σˆJn0 and σˆ
J
n1 that depend on σˆn2, ηˆ0 and ηˆ1 only.
Proposition D.1. Let σˆJn2 be as in Eq. (D.2) and σˆ
J
n0, σˆ
J
n1 be such that
σˆJn0 =
pηˆ0 − 2(d− 1)ηˆ1 + σˆJn2
p− 2d+ 3 and σˆ
J
n1 =
(d− 1)ηˆ1 − σˆJn2
d− 2 .
Then for σˆJnp = (σˆn0, σˆn1, σˆn2) it holds that Σ¯
J
np = Sp(σˆ
J
np).
By Proposition D.1 and the consistency of Σˆ
J
np, it follows that nσˆ
J
np is a consistent estimator of
σ as n→∞, where σ is such that Σp = Sp(σ).
Remark D.1. In finite-samples, it can happen that Σˆnp ∈ {ΣˆPnp, Σˆ
J
np} fails to be positive (semi)definite.
When Σˆnp is positive semidefinite, as is always the case with Σˆ
J
np for example, we use the Moore-
Penrose pseudoinverses Σˆ
+
np and (Σˆ
1/2
np )
+ instead of Σˆ
−1
np and Σˆ
−1/2
np , respectively. When the estimate
of Σp fails to be positive semidefinite, as is sometimes the case with Σˆ
P
np, we apply the eigenvalue
method discussed by Rousseeuw and Molenberghs (1993), i.e., we replace the negative eigenvalues
of Σˆ
P
np by zero, so that the resulting matrix is positive semidefinite.
Proof of Proposition D.1. Note that for each k, ` ∈ {1, . . . , p}, ΣˆJk` = (4/n2)
∑n
i=1(τˆ
(i)
nk −
τˆnk)(τˆ
(i)
n` − τˆn`). From Eq. (D.3),
ηˆ1 =
4
dn2
d∑
j=1
n∑
i=1
(T¯
(i)
nj − T¯nj)2 =
1
d(d− 1)2
d∑
j=1
∑
k,`∈Kj
ΣˆJk` =
1
d(d− 1)2
d∑
j=1
(∑
k∈Kj
ΣˆJkk +
∑
k,`∈Kj ,k 6=`
ΣˆJk`
)
Now for any fixed k ∈ {1, . . . , p}, ι(k) = (ik, jk) and hence k ∈ Kik , k ∈ Kjk , while k 6= Kj for all
j 6∈ {ik, jk}. This implies that
1
d(d− 1)2
d∑
j=1
∑
k∈Kj
ΣˆJkk =
2p
d(d− 1)2 σˆ
J
n2 =
1
d− 1 σˆ
J
n2.
Furthermore, for any fixed k 6= ` ∈ {1, . . . , p}, set ι(k) = (ik, jk) and ι(`) = (i`, j`). Then |{ik, jk} ∪
{i`, j`}| = 1 if and only if k, ` ∈ Kj for j ∈ {ik, jk} ∪ {i`, j`} and k, ` 6∈ Kj otherwise. Hence,
1
d(d− 1)2
d∑
j=1
∑
k,`∈Kj ,k 6=`
ΣˆJk` =
d(d− 1)(d− 2)
d(d− 1)2 σˆ
J
n1 =
(d− 2)
(d− 1) σˆ
J
n1.
39
Put together, ηˆ1 = {σˆJn2 + (d− 2)σˆJn1}/(d− 1) so that
σˆJn1 =
(d− 1)ηˆ1 − σˆJn2
d− 2 . (D.4)
From Eq. (D.3) one also has that
ηˆ0 =
4
n2
n∑
i=1
(τ¯ (i)np − τ¯np)2 =
1
p2
p∑
k=1
p∑
`=1
ΣˆJk` =
1
p2
{pσˆJn2 + d(d− 1)(d− 2)σˆJn1 + p(p− 2d+ 3)σˆJn0}
=
1
p
{σˆJn2 + 2(d− 2)σˆJn1 + (p− 2d+ 3)σˆJn0}.
Substituting the value of σˆJn1 given in (D.4) into the latter equation leads to
ηˆ0 =
σˆJn2
p
+
4(d− 2)
d(d− 1)
(
(d− 1)ηˆ1 − σˆJn2
d− 2
)
+
p− 2d+ 3
p
σˆJn0 =
−σˆJn2
p
+
4ηˆ1
d
+
p− 2d+ 3
p
σˆJn0.
and solving for σˆJn0 gives
σˆJn0 =
p
p− 2d+ 3
(
ηˆ0 − 4ηˆ1
d
+
σˆJn2
p
)
=
pηˆ0 − 2(d− 1)ηˆ1 + σˆJn2
p− 2d+ 3 ,
as claimed.
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E Numerical approximation of p-values
E.1 Tests based on Enp
The asymptotic results from Section 4 can be used to calculate approximate p-values for the tests
proposed in Section 3; we begin with procedures based on Enp in Eq. (11). First note that Σp needs
to be estimated, either to calculate Enp, or to approximate its large-sample distribution. Various
estimators of Σp are described in Appendix D, along with strategies for how to proceed when the
latter are not positive definite. In what follows, Σˆnp denotes a generic estimator of Σp which is
assumed to be positive semidefinite and such that nΣˆnp converges elementwise in probability to Σp.
The test based on Enp with S = Σˆnp requires to estimate Σp to calculate the test statistic.
However, in view of Proposition 4.1, the approximate p-value can be calculated directly, viz.
αˆ = P(χ2p−L > Enp).
No estimation of Σp is needed to calculate the value of the test statistic when Enp is used
with S = (1/n)Ip. However, from Proposition 4.2, Σˆnp is needed to approximate its large-
sample distribution under H0. To calculate the approximate p-value, we propose to set S
†
np =
n(Ip−BB+)Σˆnp(Ip−BB+). Assuming that S†np has mn distinct positive eigenvalues λˆ1, . . . , λˆmn
with respective geometric multiplicities νˆ1, . . . νˆmn , the approximate p-value can be calculated using
Monte-Carlo, viz.
αˆ =
1
N
N∑
`=1
1
{
mn∑
j=1
λˆjY
(`)
j > Enp
}
, (E.1)
for some large number N of replicates, where the variables Y
(`)
j , j ∈ {1, . . . ,mn} and ` ∈ {1, . . . , N},
are mutually independent with Y
(`)
j ∼ χ2νˆj . Note that by the idempotence of Ip − BB+ and
Theorem 21.10.1 of Harville (1997), the eigenvalues of S†np are the same as those of n(Ip−BB+)Σˆnp.
From the proofs of Theorem 4.1 and Proposition 4.2, an alternative way to perform the Monte-
Carlo approximation in Eq. (E.1) is to compute
αˆ =
1
N
N∑
`=1
1
{
‖Z(`)p ‖22 > Enp
}
, (E.2)
where Z(1)p , . . . ,Z
(N)
p are mutually independent random vectors distributed as Np(0p,S†np). Note
that it is possible to generate these replicates directly using the Gaussian multiplier bootstrap
combined with jackknife estimation of Σp developed in Section 3.3 of Chen (2018). This procedure
is applicable here, because (Ip − BB+)τˆ np is a U -statistic with kernel (Ip − BB+)h, as can be
seen from the proof of Theorem 2.1. This leads to bootstrap replicates Z(`)p in (E.2) of the form
Z(`)p =
2(Ip −BB+)√
n(n− 1)
n∑
r=1
{∑
s 6=r
h(Xr,Xs)− τˆ np
}
w(`)r , {w(`)1 , . . . , w(`)n } ∼ Nn(0n, In), (E.3)
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which, given the data, are normally distributed with mean 0p and covariance matrix S
†
np when the
jackknife estimator of Σnp is used.
The downside of the approximations (E.1) and (E.2) is that their computational complexity
increases with d. A notable exception is the special case of H∗0 with G = {{1, . . . , d}} when
Σˆnp ∈ Sp since both approximations simplify. Indeed, from Corollary 4.1, (E.1) can be replaced by
αˆ =
1
N
N∑
`=1
1
{
δˆ3Y
(`)
1 + δˆ2,dY
(`)
2 > Enp
}
, (E.4)
where Y
(`)
1 ∼ χ2p−d and Y (`)2 ∼ χ2d−1 for ` ∈ {1, . . . , N}, and the variables Y (1)1 , . . ., Y (N)1 , Y (1)2 ,. . .,
Y
(N)
2 are mutually independent. The estimators of δˆ3 and δˆ2,d can be calculated directly from
propositions 2.1 and D.1 when the jackknife estimator of Σp is used. The approximation (E.2)
simplifies as well, since S†np = nΣˆnp − nδ1,d(σˆn)Jp/p. This matrix is in Sp provided that Σˆnp ∈ Sp.
This fact facilitates random draws from Np(0p,S†np), as explained in Appendix E.3.
E.2 Tests based on Mnp
Approximate p-values of the tests based on Mnp in Eq. (12) can be calculated using Proposition 4.3.
The Monte-Carlo approximation is
αˆ =
1
N
N∑
`=1
1
{
‖Z(`)p ‖∞ > Mnp
}
(E.5)
for some large integer N and iid replicates Z(1)p , . . . ,Z
(N)
p distributed as N (0p,S†np). The matrix
S†np is Ip− Σˆ
−1/2
np Γ(Σˆnp)Σˆ
1/2
np when S = Σˆnp in Eq. (12), and S
†
np = n(Ip−BB+)Σˆnp(Ip−BB+)
when S = (1/n)Ip. Note that when S = (1/n)Ip and Σˆnp = Σˆ
J
np, the bootstrap replicates in
Eq. (E.3) can be used in Eq. (E.5).
We conclude the section by arguing that, in view of Theorem 4.3, the procedure in Eq. (E.5)
is also adequate in the high-dimensional settings when S = (1/n)Ip in Eq. (12) and Σˆnp is the
jackknife estimator Σˆ
J
np. This is formalized in the following adaptation of Theorem 3.6 of Chen
(2018).
Proposition E.1. Assume H0 in (1) holds and consider Mnp as in (12) with S = (1/n)Ip. Further
suppose that there exist constants b, b¯ > 0, Bn = c > 1 and γ ∈ (0, 1) such that (M.1), (M.2) and
c2 log7(np) 6 n1−γ hold. Then, there exists a constant κ(b) > 0 such that
sup
α∈(0,1)
|P{Mnp 6 qJα} − α| 6 κ(b)× n−γ/6,
where qJα is the αth quantile of ‖Zp‖∞ given the sample, and Zp is as on the right-hand side of
(E.3).
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E.3 Special case of full exchangeability
The following propositions can be used to implement the approximation methods in Eqs (E.2) and
(E.5) when testing H∗0 with G = {{1, . . . , d}}. Their proofs are straightforward and hence omitted.
From Proposition 2.3, the next result is applicable to S†np = n(Ip −BB+)Σˆnp provided that Σˆnp
is in Sp and positive definite for all d ≥ 4.
Proposition E.2. Suppose that Sp = Sp(a0, a1, a2) for some a0, a1, a2 ∈ R+ such that a1 − a0 > 0
and a2 − 2a1 + a0 > 0. Let Z0 ∼ N (0, a0), Z(i)2 ∼ N (0, a1 − a0), i = 1, . . . , d, and Z(k)2 ∼ N (0, a2 −
2a1 + a0), k = 1, . . . , p, be mutually independent. Then the random vector Y p = (Y1, . . . , Yp) with
components Yk = Z0 + Z
(ik)
1 + Z
(jk)
1 + Z
(k)
2 , k = 1, . . . , p, is such that Y p ∼ Np(0p,Sp).
Proposition E.2 has the disadvantage of requiring that a1 − a0 > 0, which can fail to hold in
practice even when Sp is positive definite. In such cases, letting Γ = (1/p)Jp and Γ
∗ as in Eq. (13),
one can take advantage of the fact that
S1/2p (Γ
∗ − Γ) = δ1/22,d (Γ∗ − Γ), S1/2p (Ip − Γ∗) = δ1/23 (Ip − Γ∗)
and S1/2p (Ip−Γ) = δ1/23 (Ip−Γ∗)+δ1/22,d (Γ∗−Γ) for all positive definite matrices Sp ∈ Sp to generate
Normal replicates with covariance matrix given by S′p = (Ip − Γ)Sp. In particular, under H∗0 with
G = {{1, . . . , d}}, setting Sp equal to either nΣˆnp or S†np leads to S′p = S†np.
Proposition E.3. Let d > 4, Γ = (1/p)Jp, Γ∗ be as in Eq.(13) and Sp be a positive semidefinite
matrix in Sp with at most three distinct eigenvalues δ1,d, δ2,d and δ3, as defined in (9). Also let
Zk ∼ N (0, 1), k = 1, . . . , p, be independent random variables and define
Z¯ =
1
p
p∑
k=1
Zk and Z¯
(`) =
1
d− 1
∑
k∈K`
Zk, where K` = {k : ` ∈ {ik, jk}, (ik, jk) = ι(k)}.
Then, the random vector Y (1)p = (Y
(1)
1 , . . . , Y
(1)
p ) whose kth component, k = 1, . . . , p, is given by
Y
(1)
k = δ
1/2
2,d
{
Zk − d− 1
d− 2(Z¯
(ik) + Z¯(jk)) +
d
d− 2Z¯
}
is such that Y (1)p ∼ Np(0p, (Ip−Γ∗)Sp). Similarly, the random vector Y (2)p = (Y (2)1 , . . . , Y (2)p ) whose
kth component, k = 1, . . . , p, is given by
Y
(2)
k = δ
1/2
3
{
d− 1
d− 2(Z¯
(ik) + Z¯(jk))− 2(d− 1)
d− 2 Z¯
}
is such that Y (2)p ∼ Np(0p, (Γ∗ − Γ)Sp). Furthermore, Y (1)p + Y (2)p ∼ Np(0p, (Ip − Γ)Sp).
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F Simulation results
The tables in this section provide the simulation results for Section 5. All tests were performed
at the nominal level 5% and, when it applies, with N = 5000 bootstrap replicates. Apart from a
few identified exceptions, each entry of the tables is based on 2500 samples of size n and dimension
d drawn from a centered Normal distribution; the correlation matrix is specific to each table and
described in the caption.
The following tables report the results of the simulation study involving equicorrelated Normal
replicates (see Eq. (17)), as well as the associated alternatives (see Eq. (20)). The tests performed
are H0 with B = 1p and H
∗
0 with G = {{1, . . . , d}}.
• Table F.1: estimated sizes for the tests of H0 using S = (1/n)Ip, Σˆnp.
• Table F.2: estimated sizes for the tests of H∗0 using S = (1/n)Ip, Σˆnp.
• Table F.3-F.4: estimated rejection rates of tests of H0 using S = (1/n)Ip;
single and column departures, ∆ = 0.1, 0.2.
• Table F.5-F.8: estimated rejection rates of tests of H∗0 using S = (1/n)Ip, Σˆnp;
single and column departures, ∆ = 0.1, 0.2.
The following tables report the results of the simulation study involving Normal replicates with
Kendall’s tau matrix T as in Eq. (18) with cij = 0.4− (0.15)|i− j| for all i, j ∈ {1, . . . , 3}, as well
as the associated alternatives (see (20)).
• Table F.9: estimated sizes for the tests of H0 using S = (1/n)Ip.
• Table F.10: estimated sizes for the tests of H∗0 using S = (1/n)Ip, Σˆnp.
• Table F.11: estimated rejection rates of tests of H0 using S = (1/n)Ip;
single departure with ∆ = 0.1.
• Table F.12: estimated rejection rates of tests of H∗0 using S = (1/n)Ip, Σˆnp;
single departure with ∆ = 0.1.
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Table F.1: Estimated sizes (in %) for the tests of H0 with B = 1p performed at the nominal level 5%. Each
entry is based on 2500 samples of size n in dimension d drawn from a Normal distribution with Kendall’s
tau matrix T is as in Eq. (17).
Enp with S = Σˆnp
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
Σˆ
P
np
5 39.5 13.4 10.1 34.6 12.8 9.1 34.6* 10.3 7.2
15 100* 99.3 98.8 97.8
Σˆ
J
np
5 30.2 12.0 9.4 21.7 11.0 8.2 13.8 6.7 5.8
15 100 99.0 100 97.0 100 87.6
Mnp with S = Σˆnp
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
Σˆ
P
np
5 31.1 10.4 9.1 29.6 10.1 8.0 28.9* 9.4 6.8
15 100* 81.2 68.6 59.9
Σˆ
J
np
5 24.0 9.6 8.4 18.2 9.2 7.3 11.0 6.9 5.8
15 99.9 77.5 98.2 59.2 92.0 39.0
Enp with S = (1/n)Ip
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 5.4 5.3 6.1 5.0 4.1 5.4 4.2 4.0 4.6
Σˆ
P
np 15 0.4 1.8 1.9 1.5 2.9 3.3 1.4 2.9 3.4
25 0 0.2 0.4 0.6 1.1 2.5 0.3 0.7 1.7
5 3.2 4.0 5.3 2.7 3.4 4.3 1.3 2.3 3.2
15 0.1 0.7 1.2 0.6 1.4 2.4 0.2 1.4 1.7
Σˆ
J
np 25 0 0 0.2 0.3 0.4 2.0 0 0.3 0.7
50 0 0 0 0 0 0.4 0 0 0.1
100 0 0 0 0 0 0 0 0 0
Mnp with S = (1/n)Ip
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 7.2 5.4 5.4 6.5 5.6 5.7 5.7 6.1 5.0
Σˆ
P
np 15 3.7 5.0 5.2 3.6 5.0 4.4 2.9 3.5 5.0
25 2.1 4.2 4.1 3.7 3.1 4.6 1.9 2.4 4.0
5 5.2 4.4 5.0 3.7 4.4 5.0 2.5 4.0 3.8
15 2.6 3.8 4.6 2.4 3.7 3.7 1.4 2.0 3.1
Σˆ
J
np 25 1.5 3.6 3.6 2.4 2.4 3.8 1.1 1.7 3.0
50 1.4 2.6 3.4 1.8 2.4 3.6 0.8 1.0 2.0
100 1.0 1.8 2.3 1.6 2.6 3.3 0.2 1.4 1.5
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σˆ
P
np plug-in estimator; Σˆ
J
np jackknife estimator. *The results marked by
an asterisk were computed on at least 2000 simulations; the simulations for which Σˆnp was not positive
definite were discarded. Blank entries correspond to cases where Σˆnp was positive definite less than 5% of
the times. In all other cases, Σˆnp was always positive definite.
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Table F.2: Estimated sizes (in %) for the tests of H∗0 with G = {{1, . . . , d}} performed at the nominal level
5%. Each entry is based on 2500 samples of size n in dimension d drawn from a Normal distribution with
Kendall’s tau matrix T is as in Eq. (17).
Enp with S = Σˆnp
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 3.3 4.2 5.2 3.2 4.1 4.9 2.6 3.6 4.0
Σ¯
P
np 15 4.4 4.8 4.1 3.5 4.6 4.4 3.8 4.6 4.0
25 4.2 4.4 4.8 3.8 4.5 5.2 4.7 4.0 4.4
5 5.4 5.3 6.0 4.7 5.2 5.6 2.7 3.6 3.9
15 5.3 5.3 4.4 2.8 4.2 4.1 1.2 1.8 2.3
Σ¯
J
np 25 5.0 4.6 4.8 1.9 2.8 3.6 0.1 0.5 1.8
50 4.3 4.4 3.9 0.7 1.0 2.6 0 0.1 0.3
100 2.9 3.6 4.1 0 0.3 0.9 0 0 0
Mnp with S = Σˆnp
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 4.4 4.0 4.7 3.6 4.5 5.0 3.4 4.7 4.3
Σ¯
P
np 15 3.7 4.6 4.9 4.5 5.1 4.8 5.5 4.7 5.2
25 3.1 4.6 4.3 5.0 4.3 4.5 5.7 5.4 5.4
5 5.7 4.8 5.0 4.5 4.9 5.4 3.0 4.3 4.1
15 3.7 4.7 5.0 3.6 4.6 4.2 3.0 3.2 4.3
Σ¯
J
np 25 2.9 4.4 4.3 3.6 3.9 3.8 2.4 3.4 3.8
50 3.0 3.1 3.4 3.5 4.0 4.3 2.5 4.0 4.0
100 2.4 3.5 4.4 4.8 4.3 5.4 4.2 4.9 4.7
Enp with S = (1/n)Ip
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 3.5 4.4 5.6 3.2 3.6 4.7 2.8 3.6 4.2
Σ¯
P
np 15 4.4 5.0 4.2 3.5 4.8 4.7 3.6 4.0 4.5
25 4.4 4.4 4.8 3.2 4.5 5.1 3.8 3.2 4.5
5 5.4 5.2 6.2 4.6 4.2 5.3 2.6 3.2 4.0
15 5.4 5.3 4.3 4.1 4.9 4.7 1.9 3.2 3.6
Σ¯
J
np 25 4.9 4.6 4.9 3.4 4.4 5.0 1.5 1.4 3.0
50 4.4 4.3 4.1 3.0 2.9 3.8 0.6 2.0 2.2
100 2.9 3.7 4.2 2.5 3.4 4.1 0.4 0.7 1.3
Mnp with S = (1/n)Ip
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 4.4 4.1 4.7 3.8 4.3 5.2 4.0 4.9 4.5
Σ¯
P
np 15 3.6 4.7 5.1 4.4 5.4 4.4 5.0 4.6 5.6
25 2.9 4.7 4.2 5.2 4.0 5.2 5.6 5.1 5.4
5 5.4 4.6 5.2 4.3 4.8 5.1 3.3 4.4 4.2
15 3.7 4.8 4.8 4.0 5.0 4.5 3.0 3.4 4.6
Σ¯
J
np 25 2.9 4.6 4.4 4.6 3.6 5.0 3.2 3.4 4.5
50 3.0 3.4 3.8 5.1 4.6 4.8 4.2 4.0 4.8
100 2.4 3.5 4.6 6.4 6.4 6.0 5.6 5.2 4.8
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
46
Table F.3: Estimated rejection rates of tests of H0 with B = 1p and S = (1/n)Ip, performed at nominal
level 5%. Each entry is based on 2500 n×d datasets drawn from a Normal distribution with Kendall’s tau
matrix T∆ in Eq. (20) (a, single departure) or (b, column departure) with ∆ = 0.1; T is as in Eq. (17).
Enp with S = (1/n)Ip for single departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 9.4 10.8 17.4 10.6 17.7 26.5 22.6 53.8 77.6
Σˆ
P
np 15 1.0 2.2 3.9 1.8 4.0 4.9 1.7 5.4 10.0
25 0 0.2 0.4 0.4 1.4 2.6 0.4 1.9 3.9
5 6.8 9.1 15.6 6.6 14.5 23.8 11.1 43.6 72.8
15 0.4 1.2 2.1 0.8 1.7 3.4 0.4 2.6 5.8
Σˆ
J
np 25 0 0 0.2 0.1 0.6 2.0 0.2 0.7 2.0
50 0 0 0 0 0.2 0.3 0 0 0.3
100 0 0 0 0 0 0 0 0 0
Mnp with S = (1/n)Ip for single departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 10.8 13.2 19.8 13.0 23.4 34.2 32.8 72.2 90.3
Σˆ
P
np 15 4.5 7.0 9.5 4.7 7.8 13.8 5.3 33.2 68.2
25 2.7 4.4 6.7 3.2 5.0 7.4 2.4 21.2 52.7
5 7.8 11.4 18.8 9.1 20.3 32.0 21.7 67.4 88.1
15 3.4 5.6 7.9 3.4 5.8 11.4 2.6 26.9 63.0
Σˆ
J
np 25 2.2 3.3 6.1 2.2 4.1 6.1 1.4 17.0 48.0
50 1.1 2.4 4.0 1.6 2.3 4.4 0.8 6.2 27.8
100 0.6 2.2 3.2 1.6 3.0 4.0 0.6 2.4 14.2
Enp with S = (1/n)Ip for column departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 17.0 30.0 44.4 25.3 50.5 68.4 62.3 93.5 99.4
Σˆ
P
np 15 7.6 34.8 60.0 17.0 52.5 74.0 54.5 96.1 99.8
25 2.2 18.6 45.0 9.2 38.0 64.4 37.0 92.2 99.6
5 13.4 26.7 41.7 18.8 46.5 65.7 49.5 91.0 99.2
15 4.5 27.8 54.3 11.1 44.9 70.3 41.0 93.4 99.7
Σˆ
J
np 25 1.2 15.1 39.4 5.9 31.2 58.4 24.0 86.7 99.4
50 0 1.6 10.8 0.4 10.8 35.2 3.4 59.9 95.1
100 0 0 0.5 0 1.2 8.9 0 21.8 74.0
Mnp with S = (1/n)Ip for column departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 14.3 20.2 30.3 20.0 35.4 50.2 47.5 82.4 95.4
Σˆ
P
np 15 10.3 25.9 39.2 18.6 41.8 63.9 52.4 93.7 99.4
25 8.9 22.8 38.5 16.7 40.8 63.4 50.6 93.5 99.7
5 10.6 17.6 28.5 13.7 30.9 47.5 33.8 76.0 94.0
15 8.0 21.9 35.8 14.2 37.0 60.2 42.0 90.7 99.2
Σˆ
J
np 25 7.0 20.8 36.0 13.4 37.6 60.4 42.3 91.1 99.5
50 4.3 16.4 36.4 10.8 37.1 61.8 32.5 88.3 99.5
100 3.2 13.9 31.1 8.7 33.3 57.1 29.5 87.5 99.4
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σˆ
P
np plug-in estimator; Σˆ
J
np jackknife estimator.
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Table F.4: Estimated rejection rates of tests of H0 with B = 1p and S = (1/n)Ip, performed at nominal
level 5%. Each entry is based on 2500 n×d datasets drawn from a Normal distribution with Kendall’s tau
matrix T∆ in Eq. (20) (a, single departure) or (b, column departure) with ∆ = 0.2; T is as in Eq. (17).
Enp with S = (1/n)Ip for single departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 21.2 44.7 66.1 34.8 72.5 92.8 91.0 100 100
Σˆ
P
np 15 1.1 5.1 13.4 2.6 8.8 17.0 4.2 32.5 73.8
25 0 0.4 1.0 0.4 2.5 5.8 0.6 6.0 15.1
5 17.3 41.0 64.1 25.9 68.0 91.4 80.1 99.9 100
15 0.6 2.6 9.5 1.0 5.2 11.8 0.8 17.0 58.8
Σˆ
J
np 25 0 0.2 0.4 0.1 1.3 3.8 0 2.4 9.4
50 0 0 0 0 0 0.4 0 0 0.5
100 0 0 0 0 0 0 0 0 0
Mnp with S = (1/n)Ip for single departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 27.7 56.2 77.7 51.4 87.7 98.7 98.5 100 100
Σˆ
P
np 15 9.3 33.0 59.0 15.6 60.4 89.6 84.4 100 100
25 5.5 22.2 45.6 7.1 46.2 81.2 63.6 100 100
5 23.1 53.3 76.0 42.8 85.9 98.3 97.1 100 100
15 6.8 30.2 56.8 12.0 56.5 88.0 76.5 100 100
Σˆ
J
np 25 4.5 20.3 43.6 5.6 43.1 79.6 53.6 100 100
50 1.7 12.4 32.6 2.8 25.9 64.3 19.4 99.5 100
100 0.8 5.8 19.3 1.6 13.2 45.5 4.6 97.6 100
Enp with S = (1/n)Ip for column departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 55.2 85.8 97.0 80.8 98.3 99.9 100 100 100
Σˆ
P
np 15 55.8 95.1 99.7 80.2 99.6 100 99.9 100 100
25 38.4 90.6 99.6 69.7 98.9 100 99.6 100 100
5 49.4 83.9 96.6 75.0 98.0 99.9 99.8 100 100
15 47.1 93.2 99.6 72.7 99.2 100 99.5 100 100
Σˆ
J
np 25 31.4 87.9 99.4 59.8 98.4 100 99.1 100 100
50 5.8 64.6 95.9 26.5 92.2 99.6 94.0 100 100
100 0.2 19.8 72.4 4.5 67.2 97.4 66.6 100 100
Mnp with S = (1/n)Ip for column departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 40.3 69.3 86.8 66.0 94.1 99.1 99.1 100 100
Σˆ
P
np 15 50.5 87.2 97.7 76.6 99.0 100 99.8 100 100
25 50.5 89.0 99.0 77.0 98.9 100 99.8 100 100
5 34.3 65.8 85.7 57.0 92.3 98.7 97.6 100 100
15 45.4 84.8 97.4 71.3 98.6 100 99.6 100 100
Σˆ
J
np 25 45.9 87.5 99.0 72.9 98.8 100 99.6 100 100
50 43.3 88.6 98.9 67.9 99.0 100 99.6 100 100
100 35.6 87.1 98.2 66.3 98.2 100 99.5 100 100
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σˆ
P
np plug-in estimator; Σˆ
J
np jackknife estimator.
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Table F.5: Estimated rejection rates of tests of H∗0 with G = {{1, . . . , d}} performed at nominal level 5%.
Each entry is based on 2500 n × d datasets drawn from a Normal distribution with Kendall’s tau matrix
T∆ in Eq. (20) (a) with ∆ = 0.1; T is as in Eq. (17).
Enp with S = Σˆnp for single departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 6.6 9.2 16.1 7.6 19.4 30.5 22.9 63.6 87.4
Σ¯
P
np 15 5.2 6.2 7.4 6.2 7.9 12.2 10.0 24.7 43.8
25 4.7 5.8 5.8 4.5 6.2 9.1 7.6 15.1 27.2
5 9.9 11.0 17.8 11.0 22.0 32.5 22.9 62.6 87.0
15 6.7 6.7 8.0 4.8 7.0 11.2 2.8 13.9 33.4
Σ¯
J
np 25 5.4 6.1 5.8 2.6 4.3 7.2 0.4 4.4 13.6
50 3.9 4.8 4.9 0.9 2.1 3.1 0 0.4 1.8
100 3.4 3.0 4.3 0.1 0.4 1.1 0 0 0
Mnp with S = Σˆnp for single departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 6.8 10.6 18.2 9.4 21.9 36.0 30.7 76.8 93.6
Σ¯
P
np 15 4.3 6.5 8.5 6.0 13.6 23.4 21.8 67.8 91.2
25 3.7 4.9 6.8 5.3 11.0 17.8 19.0 61.7 89.3
5 8.8 11.8 19.3 10.8 23.6 37.4 29.0 75.6 93.3
15 4.4 6.6 8.6 5.1 12.6 22.6 15.8 62.2 89.2
Σ¯
J
np 25 3.5 4.6 6.8 4.0 10.0 17.0 12.7 56.7 87.7
50 2.6 4.7 5.5 4.0 7.0 13.0 10.8 43.8 82.6
100 2.3 3.8 4.3 4.2 5.6 9.9 8.2 37.7 74.0
Enp with S = (1/n)Ip for single departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 7.1 9.4 16.6 7.4 16.1 25.3 18.5 51.4 76.8
Σ¯
P
np 15 5.5 6.2 7.4 4.2 5.8 6.5 5.6 7.9 12.8
25 4.8 6.0 5.8 4.0 4.6 5.2 4.3 6.3 7.5
5 9.4 10.9 17.7 9.6 17.6 26.2 17.1 49.2 75.8
15 6.7 6.9 7.8 4.7 6.2 6.7 3.1 5.6 10.2
Σ¯
J
np 25 5.4 6.1 6.0 4.1 4.3 5.0 1.8 4.0 5.0
50 4.1 4.6 4.7 3.6 4.5 3.8 0.6 1.7 2.4
100 3.5 3.1 4.4 2.4 3.8 3.2 0.2 0.9 1.9
Mnp with S = (1/n)Ip for single departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 7.0 10.8 18.3 9.0 20.2 31.9 26.7 69.8 89.4
Σ¯
P
np 15 4.4 6.6 8.6 5.7 8.0 13.7 9.5 36.4 70.0
25 3.5 4.7 6.8 5.4 6.4 8.5 8.1 28.5 58.8
5 8.6 12.0 18.9 9.9 20.9 32.6 23.8 68.2 88.9
15 4.6 6.6 8.7 5.3 7.8 13.2 5.9 32.1 67.3
Σ¯
J
np 25 3.6 4.5 6.9 4.9 6.0 7.9 4.4 23.6 54.8
50 2.8 4.8 5.6 5.5 5.8 7.2 5.0 11.8 36.1
100 2.4 4.0 4.4 6.2 5.5 6.6 5.0 7.8 26.0
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
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Table F.6: Estimated rejection rates of tests of H∗0 with G = {{1, . . . , d}} performed at nominal level 5%.
Each entry is based on 2500 n × d datasets from a Normal distribution with Kendall’s tau matrix T∆ in
Eq. (20) (b) with ∆ = 0.1; T is as in Eq. (17).
Enp with S = Σˆnp for column departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 10.8 23.6 37.2 14.4 36.2 55.6 42.4 86.0 97.6
Σ¯
P
np 15 9.5 21.6 35.0 9.8 22.9 38.6 29.1 73.9 93.2
25 7.4 14.6 21.8 7.3 14.8 24.0 19.6 55.4 81.6
5 15.6 27.5 40.5 18.9 40.1 58.4 44.1 86.3 97.7
15 11.5 24.3 37.6 7.6 21.0 37.6 13.2 63.4 90.5
Σ¯
J
np 25 7.7 15.1 22.7 3.1 10.6 19.5 1.5 28.1 68.5
50 4.2 7.4 12.0 0.4 2.6 6.2 0 0.7 10.7
100 2.2 3.1 5.7 0 0.1 0.8 0 0 0.1
Mnp with S = Σˆnp for column departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 8.1 14.0 23.5 9.4 20.4 34.6 22.9 55.6 80.8
Σ¯
P
np 15 6.0 11.5 17.7 7.8 13.5 22.2 19.4 48.0 72.4
25 5.7 8.3 11.4 7.1 11.1 15.2 14.9 35.1 57.8
5 11.0 16.9 26.5 11.4 23.6 37.8 25.6 62.2 85.6
15 6.2 12.0 18.3 6.8 13.2 22.2 13.7 46.0 73.4
Σ¯
J
np 25 5.7 8.3 11.7 5.4 10.1 14.4 8.5 29.0 55.0
50 4.3 5.4 7.9 4.2 5.5 7.6 3.2 14.3 27.3
100 3.5 5.2 5.6 4.9 5.9 6.4 3.3 6.6 12.2
Enp with S = (1/n)Ip for column departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 13.7 27.4 42.6 20.2 48.1 66.8 57.4 92.8 99.4
Σ¯
P
np 15 18.5 44.4 66.4 24.1 56.9 76.2 68.5 97.4 99.8
25 19.8 44.5 65.8 23.2 51.8 72.6 66.6 96.4 99.9
5 16.9 30.3 44.8 23.4 49.9 68.2 56.9 92.4 99.3
15 21.8 46.5 67.2 24.0 56.5 76.0 58.0 96.0 99.8
Σ¯
J
np 25 21.8 45.7 66.3 21.4 50.1 71.9 50.4 93.8 99.6
50 18.4 41.1 62.5 13.9 40.1 62.6 32.2 88.0 99.1
100 13.5 30.7 52.2 8.0 26.2 44.7 11.5 68.4 95.1
Mnp with S = (1/n)Ip for column departures (∆ = 0.1)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 9.5 15.9 26.8 12.0 29.3 45.7 34.2 76.6 94.0
Σ¯
P
np 15 9.6 24.2 37.3 20.8 43.0 64.8 62.8 95.3 99.5
25 10.1 23.9 38.8 24.1 47.1 67.0 68.5 96.4 99.8
5 11.8 18.2 28.5 15.3 32.0 48.1 36.5 77.8 94.4
15 10.6 25.0 38.6 20.4 42.7 64.7 54.6 93.6 99.4
Σ¯
J
np 25 10.2 24.2 39.2 22.4 45.2 66.2 59.8 94.8 99.7
50 9.4 22.4 39.0 20.7 46.7 68.9 61.4 95.8 99.8
100 7.8 19.5 36.2 22.9 45.7 67.1 59.7 94.8 99.6
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
50
Table F.7: Estimated rejection rates of tests of H∗0 with G = {{1, . . . , d}} performed at nominal level 5%.
Each entry is based on 2500 n × d datasets from a Normal distribution with Kendall’s tau matrix T∆ in
Eq. (20) (a) with ∆ = 0.2; T is as in Eq. (17).
Enp with S = Σˆnp for single departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 16.8 41.5 64.8 34.4 78.2 95.6 94.8 100 100
Σ¯
P
np 15 7.7 13.8 21.7 12.7 31.6 55.5 48.0 95.7 100
25 5.8 9.5 12.5 8.5 19.0 34.0 28.3 76.6 96.2
5 21.9 45.6 67.0 40.8 80.2 96.0 94.2 100 100
15 10.2 14.7 22.7 10.4 28.9 53.2 25.1 91.2 99.9
Σ¯
J
np 25 6.6 9.8 12.8 4.9 14.0 28.4 4.4 52.0 90.9
50 5.4 6.6 7.0 1.2 3.8 7.6 0 3.6 25.2
100 3.6 4.1 4.8 0.1 0.8 2.1 0 0 0.5
Mnp with S = Σˆnp for single departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 20.8 52.5 75.1 46.9 88.4 98.7 98.7 100 100
Σ¯
P
np 15 9.0 32.3 58.3 31.8 80.0 97.3 97.7 100 100
25 6.6 22.8 46.2 26.2 76.6 96.0 96.4 100 100
5 24.6 54.4 76.2 50.6 89.0 98.7 98.7 100 100
15 9.1 32.3 58.1 28.9 79.2 97.0 96.4 100 100
Σ¯
J
np 25 6.3 23.2 46.1 23.3 74.8 95.6 93.8 100 100
50 3.9 15.0 34.5 19.1 67.3 92.5 88.8 100 100
100 2.8 9.2 22.8 13.1 57.7 88.7 81.5 100 100
Enp with S = (1/n)Ip for single departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 17.6 42.2 64.3 29.6 70.4 92.4 88.8 100 100
Σ¯
P
np 15 8.1 13.7 21.7 5.9 13.2 20.9 12.7 43.3 80.8
25 5.8 9.6 12.5 4.4 8.2 10.7 6.8 16.9 26.3
5 21.4 45.0 66.2 33.3 71.6 92.6 87.0 99.9 100
15 10.0 14.9 22.5 6.3 13.2 20.8 6.6 34.3 75.0
Σ¯
J
np 25 6.8 9.9 12.6 4.4 8.0 10.4 2.7 10.2 20.2
50 5.2 6.4 6.8 3.4 4.4 6.9 0.8 3.0 5.4
100 3.4 4.0 4.7 2.2 3.2 4.4 0.2 0.9 2.0
Mnp with S = (1/n)Ip for single departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 21.6 52.7 75.4 43.4 86.1 98.3 97.7 100 100
Σ¯
P
np 15 8.8 32.4 58.2 17.0 60.8 89.9 90.0 100 100
25 6.6 23.2 46.1 11.3 49.6 82.4 80.0 100 100
5 24.6 54.3 76.5 45.3 86.4 98.4 97.6 100 100
15 9.1 32.3 58.1 16.3 60.2 89.7 84.9 100 100
Σ¯
J
np 25 6.4 23.3 45.9 10.0 48.3 81.9 71.8 100 100
50 4.0 14.8 34.5 7.9 32.7 69.3 46.8 99.8 100
100 2.9 9.3 23.0 7.0 21.3 54.4 28.2 99.4 100
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
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Table F.8: Estimated rejection rates of tests of H∗0 with G = {{1, . . . , d}} performed at nominal level 5%.
Each entry is based on 2500 n × d datasets from a Normal distribution with Kendall’s tau matrix T∆ in
Eq. (20) (b) with ∆ = 0.2; T is as in Eq. (17).
Enp with S = Σˆnp for column departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 38.3 77.3 94.3 62.6 95.8 99.6 99.0 100 100
Σ¯
P
np 15 30.2 72.3 92.2 46.9 90.5 99.2 97.8 100 100
25 21.4 52.1 81.8 32.0 76.6 95.8 93.2 100 100
5 49.3 81.0 95.0 69.8 97.1 99.6 99.4 100 100
15 37.1 76.8 93.7 44.8 91.0 99.2 95.2 100 100
Σ¯
J
np 25 21.6 54.4 83.6 18.9 71.4 95.2 70.9 100 100
50 6.1 22.7 44.3 1.2 22.3 59.3 3.2 91.1 100
100 0.8 4.7 10.8 0 0.4 6.1 0 1.2 60.9
Mnp with S = Σˆnp for column departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 21.0 48.1 72.3 30.4 71.6 92.6 70.3 99.8 100
Σ¯
P
np 15 18.1 44.1 66.5 32.2 69.5 89.5 83.3 100 100
25 14.0 33.2 52.6 24.4 55.6 80.2 80.0 99.8 100
5 31.0 58.5 80.4 45.6 82.6 95.9 91.2 100 100
15 22.2 50.3 72.2 34.2 74.1 92.0 89.1 100 100
Σ¯
J
np 25 14.9 36.0 57.6 23.2 57.6 83.5 78.7 100 100
50 8.4 19.8 32.6 12.3 33.7 58.4 52.5 97.8 100
100 7.3 9.5 16.4 7.2 16.7 31.5 20.2 84.4 99.2
Enp with S = (1/n)Ip for column departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 49.7 84.4 96.6 76.7 98.1 99.9 99.9 100 100
Σ¯
P
np 15 66.9 96.4 99.8 85.4 99.7 100 100 100 100
25 66.9 96.1 99.8 85.0 99.6 100 100 100 100
5 55.1 85.8 97.0 79.5 98.3 99.9 99.9 100 100
15 69.8 96.7 99.8 84.7 99.7 100 99.9 100 100
Σ¯
J
np 25 69.2 96.4 99.8 82.9 99.6 100 99.9 100 100
50 60.6 94.9 99.7 71.4 98.2 100 99.7 100 100
100 47.6 87.4 98.6 53.1 95.3 99.7 97.3 100 100
Mnp with S = (1/n)Ip for column departures (∆ = 0.2)
τ = 0 τ = 0.3 τ = 0.6
Σˆnp d
∣∣n 50 100 150 50 100 150 50 100 150
5 27.5 60.9 83.0 48.9 90.2 98.4 96.1 100 100
Σ¯
P
np 15 50.0 86.5 97.6 80.0 99.2 100 99.9 100 100
25 55.0 89.6 99.1 84.4 99.4 100 100 100 100
5 35.6 66.8 85.9 59.2 93.1 98.9 98.0 100 100
15 52.6 87.4 97.8 79.4 99.2 100 99.8 100 100
Σ¯
J
np 25 55.7 90.0 99.1 83.2 99.4 100 99.8 100 100
50 56.2 91.8 99.3 84.6 99.4 100 99.9 100 100
100 55.6 92.0 99.2 85.2 99.4 100 99.9 100 100
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
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Table F.9: Estimated sizes (in %) for the tests of H0 with B the block membership associated to G of
(19) and S = (1/n)Ip, performed at the nominal level 5%. Each entry is based on 2500 n × d datasets
from a Normal distribution with Kendall’s tau matrix T as in Eq. (18) with cij = 0.4− (0.15)|i− j| for all
i, j ∈ {1, . . . , 3}.
Enp Mnp
balanced unbalanced balanced unbalanced
Σˆnp d
∣∣n 50 150 250 50 150 250 50 150 250 50 150 250
6 6.6 5.5 5.8 5.8 4.8 4.7 6.5 5.7 5.1 6.1 4.6 4.9
Σˆ
P
np 12 2.8 4.2 4.1 3.0 3.9 5.0 4.6 4.9 4.3 4.8 5.0 4.8
18 1.2 3.1 3.7 1.4 3.2 4.5 3.2 4.5 4.2 3.5 4.6 5.1
6 3.8 4.7 5.2 3.4 3.6 4.1 4.4 5.0 4.3 4.1 4.2 4.1
Σˆ
J
np 12 1.5 2.7 3.3 1.0 2.6 4.2 2.8 4.2 3.9 3.1 4.3 4.2
18 0.4 1.8 2.7 0.5 2.0 3.4 2.2 3.5 3.6 2.6 3.8 4.5
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σˆ
P
np plug-in estimator; Σˆ
J
np jackknife estimator.
Table F.10: Estimated sizes (in %) for the tests of H∗0 with G of (19), performed at the nominal level 5%.
Each entry is based on 2500 n× d datasets from a Normal distribution with Kendall’s tau matrix T as in
Eq. (18) with cij = 0.4− (0.15)|i− j| for all i, j ∈ {1, . . . , 3}.
Enp with S = Σˆnp Mnp with S = Σˆnp
balanced unbalanced balanced unbalanced
Σˆnp d
∣∣n 50 150 250 50 150 250 50 150 250 50 150 250
6 0.4 3.0 3.3 1.2 3.0 3.6 1.6 4.1 4.1 2.0 3.6 4.2
Σ¯
P
np 12 1.9 3.4 3.6 2.3 3.1 4.2 3.0 4.3 4.0 3.4 4.6 4.3
18 2.0 3.2 4.2 3.1 3.6 5.2 3.2 4.1 4.8 3.9 4.0 4.6
6 4.8 5.1 5.2 4.5 4.7 4.6 5.2 5.4 4.9 4.5 4.8 4.7
Σ¯
J
np 12 3.1 4.2 4.1 3.1 3.6 4.6 3.9 4.6 4.1 4.0 4.7 4.3
18 1.8 2.7 3.8 2.2 3.2 5.0 2.9 4.0 4.7 3.5 3.9 4.2
Enp with S = (1/n)Ip Mnp with S = (1/n)Ip
balanced unbalanced balanced unbalanced
Σˆnp d
∣∣n 50 150 250 50 150 250 50 150 250 50 150 250
6 3.0 4.2 5.1 2.8 3.8 4.1 3.7 4.8 4.4 3.8 4.0 4.2
Σ¯
P
np 12 2.9 4.3 4.2 3.1 3.8 5.2 3.8 4.6 4.0 4.2 4.8 4.5
18 2.9 4.4 4.8 2.9 4.4 5.6 3.6 4.6 4.2 4.7 4.5 5.0
6 4.3 4.9 5.4 4.2 4.4 4.3 4.6 5.1 4.6 4.5 4.2 4.4
Σ¯
J
np 12 3.6 4.4 4.3 3.6 4.0 5.0 4.0 4.5 4.0 4.2 4.6 4.4
18 3.0 4.2 4.8 3.4 4.2 5.6 3.3 4.3 4.0 4.2 4.5 4.9
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
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Table F.11: Estimated rejection rates of tests of H0 with B the block membership associated to G of (19)
and S = (1/n)Ip, performed at nominal level 5%. Each entry is based on 2500 n × d datasets from a
Normal distribution with Kendall’s tau matrix T∆ in Eq. (20) (a) with ∆ = 0.1 and T as in Eq. (18) with
cij = 0.4− (0.15)|i− j| for all i, j ∈ {1, 2, 3}.
Enp with S = (1/n)Ip for single dep. Mnp with S = (1/n)Ip for single dep.
balanced unbalanced balanced unbalanced
Σˆnp d
∣∣n 50 150 250 50 150 250 50 150 250 50 150 250
6 6.0 5.3 5.1 9.2 22.9 40.1 6.6 5.1 5.1 8.5 23.7 46.8
Σˆ
P
np 12 3.6 7.7 11.7 3.9 7.5 13.6 4.4 11.4 28.3 6.6 19.6 46.6
18 1.3 5.6 6.5 1.4 4.6 7.4 4.3 10.0 27.4 3.4 12.8 35.4
6 3.7 4.8 4.6 5.8 20.2 38.2 4.1 4.3 4.7 5.8 21.4 45.2
Σˆ
J
np 12 1.8 5.7 10.0 1.8 5.5 11.5 2.9 9.8 26.2 3.8 16.9 44.2
18 0.6 3.6 5.1 0.3 3.1 5.9 2.7 8.0 25.6 2.2 10.9 33.1
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σˆ
P
np plug-in estimator; Σˆ
J
np jackknife estimator.
Table F.12: Estimated rejection rates of tests of H∗0 with G of (19), performed at nominal level 5%. Each
entry is based on 2500 n × d datasets from a Normal distribution with Kendall’s tau matrix T∆ as in
Eq. (20) (a) with ∆ = 0.1 and T as in Eq. (18) with cij = 0.4− (0.15)|i− j| for all i, j ∈ {1, . . . , 3}.
Enp with S = Σˆnp for single dep. Mnp with S = Σˆnp for single dep.
balanced unbalanced balanced unbalanced
Σˆnp d
∣∣n 50 150 250 50 150 250 50 150 250 50 150 250
6 0.5 2.4 3.4 2.6 25.8 51.4 1.5 3.4 3.7 3.0 28.7 56.8
Σ¯
P
np 12 2.2 11.6 25.0 3.7 15.7 32.9 3.8 21.0 50.8 6.1 33.8 69.5
18 3.8 11.0 19.6 3.7 12.0 21.5 5.2 23.6 57.0 5.8 31.1 67.6
6 4.8 5.0 4.8 10.4 33.6 57.4 4.8 4.9 4.8 10.7 34.7 60.9
Σ¯
J
np 12 4.2 15.1 28.8 5.4 17.2 34.5 6.0 25.3 54.2 7.4 34.6 69.8
18 3.3 10.4 19.2 2.9 10.7 20.4 5.7 24.0 57.6 5.3 30.9 67.2
Enp with S = (1/n)Ip for single dep. Mnp with S = (1/n)Ip for single dep.
balanced unbalanced balanced unbalanced
Σˆnp d
∣∣n 50 150 250 50 150 250 50 150 250 50 150 250
6 2.5 4.7 4.3 5.5 21.3 39.3 3.5 4.2 4.6 5.8 22.4 45.9
Σ¯
P
np 12 4.0 7.9 12.0 4.6 7.9 13.9 3.9 11.2 28.0 5.6 19.2 46.3
18 3.4 6.9 7.9 3.6 5.8 8.8 5.0 10.1 27.4 4.1 13.2 35.8
6 4.0 4.8 4.5 7.6 22.1 39.6 4.6 4.4 4.6 6.8 22.6 45.7
Σ¯
J
np 12 4.5 8.0 12.1 5.3 7.9 14.0 3.7 10.9 27.7 5.7 18.4 45.9
18 3.6 6.8 7.7 3.5 5.8 8.6 4.8 9.6 27.1 3.8 12.5 34.8
Statistics: Enp Euclidean norm-based statistic defined in Eq. (11); Mnp supremum norm-based statistic
defined in Eq. (12). Estimators: Σ¯
P
np structured plug-in estimator; Σ¯
J
np structured jackknife estimator.
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Figure G.1: Time series of April’s mean sea level measured at four different lo-
cations from year 1954 to 2018, with corresponding linear regression, in blue,
performed using time of measurement as explanatory variable.
G Additional material for the data application
We used the RLR Monthly dataset of the Permanent Service for Mean Sea Level (PSMSL, 2020),
which consists of monthly averages, and focused on the month of April. Out of the many stations
included in the PSMSL dataset, we restricted ourselves to those located in a subset of 17 countries
in North and Central Americas. We then narrowed down our search to those with 65 consecutive
years of observations up until 2018; considering 2019 had the effect of discarding the station in
Trois-Rivie`res, QC (Canada), indexed 18 in Figure 1, which we considered particularly interesting
for the application. Going back to 1954 allowed us to include the d = 18 stations analyzed in
Section 6; this seemed like an interesting place to stop. We ended up with stations in the United
States, Canada and Panama only. The station names, as given by the PSMSL, are listed below;
they are ordered according to their unique id in Figure 1.
1. Honolulu
2. San Francisco
3. Crescent City
4. Astoria (Tongue Point)
5. Seattle
6. Vancouver
7. Sitka
8. Juneau
9. Balboa
10. Key West
11. St. Peterburg
12. Pensacola
13. Charleston I
14. Sewells Point, Hampton Roads
15. Kiptopeke Beach
16. Lewes (Breakwater Harbor)
17. Portland (Maine)
18. Trois-Rivie`res
Two more American stations could have been added by considering n = 63 (1956 − 2018); an
analysis analogous to that of Section 6 lead to similar results.
Most the d = 18 raw time series suggest a rise in April’s mean sea levels with time. Among
all linear regressions fitted using the year of measurement as the explanatory variable, only five
yielded a negative slope, out of which only those corresponding to stations located at Sitka (#7
– AK, USA), Juneau (#8 – AK, USA) and Trois-Rivie`res (#18 – QC, Canada) were significant
according to the standard t-test at significance level 0.05. In all cases, we kept both the intercept
and the linear coefficient. Some examples of raw time series are given in Figure G.1, along with
their corresponding linear regression.
Formally, the hypothesis considered in Section 6 corresponds to H0 in (1) with p = 153, L = 54
and a matrix B ∈ {0, 1}p×L such that ∑L`=1Bk` = 1 for all k ∈ {1, . . . , 153}. We used the first 15
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columns of B to record the entries of τˆ np that belong to each of the 15 off-diagonal blocks shown
in Figure 2 (b), viz.
Bk` =

1{(ik, jk) ∈ G1 ×G2} if ` = 1
...
1{(ik, jk) ∈ G5 ×G6} if ` = 15
k ∈ {1, . . . , p}, ` ∈ {1, . . . , 15}. (G.1)
The rows corresponding to the 39 entries of τˆ np that belong to a diagonal block are filled so that
there is exactly one 1 in each of the L − 15 = 39 remaining columns of B. In other words, if
you take B and remove its first 15 columns and any row k such that (ik, jk) ∈ Gr × Gs for some
1 6 r < s 6 6, then, what is left is the identity matrix (or a permutation of it).
Finally, to complement the closing remarks of Section 6.2, we report here the p-values obtained
by individually testing whether the entries of a given block are all the same. They can be found
in Table G.1 along with the p-values associated to the global test. The matrix B used for these
tests is constructed in a similar fashion than that in (G.1). More precisely, we first record the
entries of τˆ np corresponding to the block of interest, say Gr × Gs (1 6 r < s 6 6), in the first
column of B, i.e. Bk1 = 1{(ik, jk) ∈ Gr × Gs} for all k ∈ {1, . . . , p}. Then, we fill the remaining
p− |Gr ×Gs| rows that corresponds to entries outside of G1 ×G2 so that there is exactly one 1 in
each of L− 1 = p− |Gr ×Gs| remaining columns.
Table G.1: P-values (%) obtained from individually testing equi-correlation in each of the 12 non-
trivial blocks shown in Figure 2 (b). The ID row provides the corresponding column of B or, alter-
natively, the corresponding block id as given in Figure 2 (b). The last column reports the p-value
obtained when testing H0 with B. Only the statistics Enp and Mnp with S = (1/n)Ip were used.
Block ID 1 2 3 5 6 7 8 9 10 12 13 15 *
Enp 10.2 60.3 0.4 46.3 21.8 3.5 20.0 32.1 36.6 60.1 59.1 88.1 10.7
Mnp 6.3 59.6 0.3 56.5 22.7 1.5 29.5 44.3 23.2 65.1 59.7 83.3 32.9
56
