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SUMMARY 
A posteriori tests of large-eddy simulations for the temporal mixing latyer are performed using a variety of 
numerical methods in conjunction with the dynamic mixed subgrid model for the turbulent stress tensor. The 
results of the large-eddy simulations are compared with filtered direct numerical simulation (DNS) results. Five 
numerical methods are considered. The cell vertex scheme (A) is a weighted second-order central difference. The 
transverse weighting is shown to be necessary, since the standard second-otder central difference (A‘) gives rise to 
instabilities. By analogy, a new weighted fourth-order central difference (B) is constructed in order to overcome 
the instability in simulations with the standard fourth-order central method (B’). Furthermore, a spectral scheme 
(C) is tested. Simulations using these schemes have been performed for the case where the filter width equals the 
grid size (I) and the case where the filter width equals twice the grid size (11). The filtered DNS results are best 
approximated in case I1 for each of the numerical methods A, B and C. The deviations from the filtered DNS data 
are decomposed into modelling error effects and discretization error effects. In case I the absolute modelling error 
effects are smaller than in case I1 owing to the smaller filter width, whelleas the discretization error effects are 
larger, since the flow field contains more small-scale contributions. In case I scheme A is preferred over scheme B, 
whereas in case I1 the situation is the reverse. In both cases the spectral scheme C provides the most accurate 
results but at the expense of a considerably increased computational cost. For the prediction of some quantities the 
discretization errors are observed to eliminate the modelling errors to some extent and give rise to reduced total 
errors. 
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1. INTRODUCTION 
Largeeddy simulation (LES) of turbulent flow forms a field of intensive research. Whereas direct 
numerical simulation (DNS) solves all scales present in the flow, LES solves only the large scale 
directly and models the effect of the small scales, represented by the turbulent stress, with a subgrid 
model.’ 
For testing subgrid models, two approaches can be distinguished. In a priori tests, model predictions 
and the exact turbulent stress are compared by filtering a velocity field obtained by DNS2 or 
e~periments.~ In this approach no actual large-eddy simulations are performed. The other approach is a 
posteriori testing, in which actual large-eddy simulations are performed and the results are compared 
with experimental results or results from filtered DNS data! Results of a priori tests are certainly of 
some value but require careful interpretation. They often tend to be too pessimistic,’*’ since low 
correlations between stresses and predictions do not necessarily lead to poor results when the model is 
implemented in an actual LES. On the other hand, high apriori correlations do not necessarily result in 
an accurate LES6 Therefore, in order to draw conclusions about the performance of a subgrid model, 
investigation of the behaviour of the model in actual simulations ( a posteriori tests) is indispensable. 
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h this paper we will focus on a posteriori tests of the dynamic mixed in LES of the temporal 
mixing layer. This model combines a relatively accurate representation of the turbulent stress by the 
similarity model with a proper dissipation provided by the dynamic eddy viscosity concept. Compared 
with a wide range of other subgrid models, the dynamic mixed model was observed to produce 
relatively accurate results.6*8 
The discrepancies between the results of LES and corresponding DNS or experiments have two 
sources: shortcomings of the model (modelling errors) and inaccuracies resulting from the numerical 
approximation of derivatives on a relatively coarse grid (discretization errors). In LES these sources of 
errors act simultaneously, which complicates a posteriori testing, since the separation of the subgrid 
modelling and numerical effects in the total error is diffic~lt .~ For LES not only is a variety of subgrid 
models available: but also various numerical methods can be adopted. In order to appreciate the role 
of the discretization error, we will compare LES using the dynamic mixed model in combination with 
five different numerical methods. Furthermore, we will separate the effects of modelling and 
discretization error by incorporating large-eddy simulations with the same filter width at higher 
resolution into the tests. 
The discretization error depends not only on the numerical method but also on the ratio between the 
filter width (A) and the grid spacing (h). In practice LES is usually performed with A = h (see e.g. 
References 10 and 11 or A = 2h (see e.g. Reference 12). In most current research the former option is 
selected, although in References 13 and 14 it was forced that the total simulation error (arising from the 
modelling and the discretization) was minimal for A = 2h. The work in References 13 and 14 is only 
applicable to schemes that are second-order-accurate in space. In this paper we will revisit this issue 
and establish the appropriateness of A = 2h for fourth-order and spectral schemes as well. 
The tests in this paper are performed for a particular flow: the temporal mixing layer at MR = 0.2 and 
Re = 50. The convective Mach number MR is low, since we do not study compressibility effects here. 
The effect of compressibility on subgrid modelling has been investigated in Reference 15. The 
Reynolds number Re is based on half the initial vorticity thickness. It is sufficiently high to allow a 
mixing transition to small scales as observed in the incompressible simulations in References 16 and 
17. On the other hand it is sufficiently low to enable an accurate DNS that resolves all relevant 
turbulent scales on the computational mesh. 
The paper is organized as follows. In Section 2 we present the filtered Navier-Stokes equations, the 
formulation of the dynamic mixed subgrid model and the numerical schemes. Results are presented in 
Section 3, which contains the description of the DNS, the comparison of the LES results with filtered 
DNS data for several numerical schemes and finally the separation between modelling and 
discretization error effects. Section 4 summarizes our conclusions. 
2. MATHEMATICAL FOEWKJLATION 
In this section the filtered Navier-Stokes equations to be solved in a large-eddy simulation are 
presented and the numerical methods are described. 
2.1. The filtered Nuvierstokes equations 
The partial differential equations which govern a compressible flow are the Navier-Stokes equations 
representing conservation of mass, momentum and energy. In large-eddy simulation of turbulent flows 
these equations are filtered in order to reduce the amount of scales to be solved. The filter operation 
extracts the large-scale part f from a flow variable f as follows: 
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Here Q is the flow domain and A denotes the 'filter width' associated with the kernel Ga. We will 
adopt a filter width which does not depend on the position vector x; consequently, the filter operation is 
a convolution and commutes with spatial derivatives." For compressible flows, Favre" has introduced 
a related filter operation 
- 
- Pf f =--, 
P 
where p denotes the fluid density. The filtered Navier-Stokes equations can be written in the form'' 
a,? + aj(piij) = 0, 
a,(pii;) + aj(piiiiij) + a j  - ajCU = - a , ( p ~ ~ )  + R;, 




where the symbols a, and 3, denote the partial differential operators a/at and a/axj respectively. 
Furthermore, the summation convention for repeated indices is used. The independent variables t and 
xi represent time and the spatial co-ordinates respectively. 
Concerning the flow variables, the Favre-filtered velocity vector is denoted by ii, while j is the 
filtered density and j the filtered pressure. Moreover, 6 is the total energy density of the filtered 
variables: 
The viscous stress tensor based on filtered variables, 6,, is defined as 
where 6, is the Kronecker delta and p is the dynamic viscosity, expressed by Sutherland's law for air as 
with C = 0.4. In addition, 6 ,  represents the heat flux vector based on filtered variables, given by 
a.T. CC 'J = - ( y  - 1)RePrMi (9) 





T = yMR=. 
These equations have been made dimensionless by introducing a reference length LR, velocity uR, 
density PR, temperature TR and viscosity pR. In addition, y,  the ratio of the specific heats Cp and Cv, 
and the Prandtl number Pr are given the values y = 1.4 and Pr = 1. The values of the Reynolds number 
Re = PRURLR/pR and the reference Mach number MR = uR/J(yRgTR),  where R, is the universal gas 
constant, are given below. 
In this description the left-hand sides of equations (3-5) are the Navier-Stokes equations expressed 
in the filtered variables j, iij and j. The right-hand sides of the filtered equations are the so-called 
subgrid terms. The first subgrid term in the momentum equation (4) contains the turbulent stress 
tensor, defined as 
p 7 -  I I  = pu.u. ' J  - puipui/p = J(U-i j  - iijij). (1 1) 
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The subgrid term Ri results from the non-linearity in the viscous stress tensor. Expressions for the 
subgrid terms in the energy equation (5 ) ,  denoted by Re, can be found in Reference 15. The subgrid 
terms have to be modelled with subgrid models. In this paper we will adopt the dynamic mixed subgrid 
model for the turbulent stress tensor T~ in the momentum equation. The term created by non-linearities 
in the viscous stress tensor (Ri) can be neglected. Furthermore, no model for the subgrid terms in the 
energy equation will be assumed. Indeed, a posteriori tests have shown that for the mixing layer at low 
convective Mach numbers the modelling of the sugrid terms in the energy equation has no effect on the 
large-eddy simulation. I 5  
is based on the mixed model formulated by Bardina et ~ 1 . : ~ '  The dynamic mixed subgrid 
~ 
(12) 
2 f ir . .  rl = puipui/j - puipuj/p - fiCA ISlS,, 
in which lS12 = iSiiSo. The first two terms of the model form the similarity model, which is obtained if 
the definition of jtii in terms of the unfiltered variables p and pu; is applied to the filtered variables fi 
and pui. In this way it is assumed that the velocities at different scales give rise to turbulent stresses 
with similar structures.2' In the mixed model the similarity model is supplemented with the 
Smagorinsky eddy viscosity in order to model the discrepancy between the exact turbulent stress and 
the similarity model. However, like the Smagorinsky model itself, the mixed model is excessively 
dissipative in the transitional regime and in locations where the flow is laminar! In order to overcome 
this shortcoming, the dynamic procedure is applied to the mixed model and thus the dynamic mixed 
subgnd model is obtained. This procedure adjusts the space- and time-dependent model coefficient C 
to the local turbulent structure of the flow.22 In order to determine C in the dynamic mixed model, two 
different formulations have been In this paper we follow the mathematically consistent 
formulation presented in the latter reference. The dynamic mixed model has been shown to yield 
accurate results in both a priori" and a posteriori 
2.2. Numerical schemes 
Next we present the numerical methods which will be used to solve equations (3-5). The explicit 
time integration is performed with a compact storage, four-stage Runge-Kutta method with second- 
order accuracy.23 In large-eddy simulations with explicit methods, truncation errors resulting from the 
spatial discretization method appears to be more important than truncation errors resulting from the 
discretization in time, since the time step determined by the stability restriction of the numerical 
scheme is considerably smaller than the time scale of the turbulent fluctuations. We will consider five 
methods for the discretization of the spatial derivatives, presented in Table I. We distinguish between 
convective and viscous terms. The subgrid terms in the filtered equations are evaluated with the 
numerical method for the viscous terms. The operators Dj in the table refer to the numerical 
approximation of the &-operator for the corresponding method. 
In the following the methods A, A', B, B' and C are described in more detail. In our description the 
grid is assumed to be rectangular and uniform with grid spacing hi in the x,-direction. Method A is a 
Table I. The numerical methods A, A', B, B' and C 
Method Convective terms Viscous terms 
A D1 weighted second-order 4 second-order 
A' 0; second-order Dz second-order 
B D3 weighted fourth-order 4 second-order 
B' 0; fourth-order 4 second-order 
C D4 spectral 0 4  Spectrill 
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robust second-order finite volume method which can easily be formulated for non-uniform grids as 
The discretization for the convective t e r n  is the cell vertex trapezoidal rule, which is a 
weighted second-order central difference. In vertex ( i , j ,  k) the corresponding operator Dl for a 
function f is defined as 
with 
S i , j . k  = k i , j - l . k f 2 g i . j , k + g i , j + l . k ) / 4 *  g i , j ,  k = u , j ,  k-1 + 2 L 3 j ,  k + A . j .  k + l ) / 4 -  
The viscous terms contain second-order derivatives. In method A the viscous stress tensor aii and heat 
flux qj are calculated in centres of cells. In centre (i + J + :, k + {) the corresponding discretization 
DJhas the form 
( D 2 n i + l / 2 , j + l / 2 . k + l / Z  = (S i+l , j+1/2 .k+1/2  - s i , j+ l /2 ,  k + 1 / 2 ) l h l *  (14) 
with 
Si , j+ l /2 .k+1/2  = ( h j , k  + A . j + l , k  + f ; , j , k + l  + A , j + l , k + 1 ) / 4 .  
The divergences of the viscous stress tensor and heat flux are subsequently calculated with the same 
discretization rule applied to control volumes centred around vertices (i, j ,  k). Method A is robust with 
respect to odd-even decoupling. This is illustrated if we consider a function f withA+,,j, = -X, j ,k ,  
called a n-wave in the xl-direction. The scheme for the viscous terms as described above dissipates 
such n-waves. Moreover, the discretization of the convective terms with Dl is such that n-waves in the 
x2- and x3directions do not appear in D I J  The standard second-older central difference (labelled as 
0;) is obtained if s in equation (13) is replaced by$ In that case, n-waves in the x2- and x3-directions 
do give rise to contributions in DIJ  This argument illuminates why this finite volume method is more 
robust than the standard second-order central difference and why no artificial dissipation is needed to 
prevent numerical instability. In method A’ the discretization for the convective terms is the standard 
second-order central Qfference, whereas the viscous terms are as in method A. 
Using this knowledge, we have constructed a new fourth-order-accurate method which is more 
robust than the standard five-point fourth-order discretization. Method B employs this discretization 
for the convective terms, while the viscous terms are still treated as in method A. The corresponding 
expression for D3 f has the form 
with 
This scheme is conservative, since it is a weighted central difference. The coefficients in the definition 
for gi, j ,  k are chosen such that gi, j ,  k is a fourth-order-accurate approximation to A, j ,  k and n-waves in the 
x3direction give no contributions to gi, j ,  k .  The definition for si, j ,  k has the same properties with respect 
to the x2direction. Consequently, this method is more robust with respect to odd-even decoupling than 
the standard five-point fourth-order central difference (labelled as O;), which is recovered if s in 
equation (1 5 )  is replaced by f: The latter discretization is used for the convective term in method B‘, 
whereas the viscous terms in B’ are as in method B. For convenience we refer to methods B and B’ as 
fourth-order methods, but we remark that the formal spatial accuracy of the scheme is only second- 
order owing to the treatment of the viscous terms. However, since the instabilities in the mixing layer 
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are convective instabilities, the convective terms play a more important role than the viscous terms and 
for this reason it is expected to be sufficient to treat only the convective terms more accurately in order 
to obtain a more accurate method. Another example of numerical simulations in which the convective 
terms are treated with a fourth-order-accurate scheme while the viscous terms are treated with a 
second-order-accurate scheme is found in Reference 1 1 .  
Finally, method C is a pseudospectral scheme for the convective and viscous terms. Derivatives in 
the periodic x,- and x3-directions are evaluated using discrete Fourier transforms. Free slip boundaries 
are imposed in the x2-direction, which implies that a flow variable is symmetric or antisymmetric at 
these boundanes. To evaluate derivatives in the xz-direction, discrete cosine and sine expansions are 
employed for the symmetric ( j ,  U, ,  U,, g) and antisymmetric variables ( i i 2 )  respectively. This spectral 
method does not dissipate n-waves, which leads to contributions to the so-calied ‘oddball’ wave 
number. As in Reference 25, the oddball component (n-wave) is explicitly removed at each stage 
within a time step to prevent numerical instability. 
3. RESULTS OF SIMULATIONS 
In this section we will present results of large-eddy simulations using the numerical schemes listed in 
the previous section. The results will be compared with results of filtered direct numerical simulations. 
3.1. The DNS results 
In order to simulate a three-dimensional temporal mixing layer, we solve the flow equations in a 
cubic geometry [0, L] x [- kL, $ L ]  x [0, LJ Periodic boundary conditions are imposed in the x l -  and 
x3-directions, while in the xi-direction the boundaries are free slip walls, i.e. the normal velocity and 
the normal derivatives of the density, pressure and tangential velocities are zero. The basic initial 
velocity profile is the hyperbolic tangent profile u1 = tanh x2. The initial temperature profile is obtained 
from the BusemannZrocco law26 and the initial pressure distribution is uniform. The reference length 
LR is half the initial vorticity thickness, while the reference density, velocity, temperature and dynamic 
viscosity are the initial upper stream values. As in other simulations of the three-dimensional mixing 
layer,’6s17 the length L of the domain is set equal to four times the wavelength of the most unstable 
mode according to linear stability theory. Superimposed on the mean profile we put a three- 
dimensional large-amplitude perturbation as described by Sandham and Reynolds.27 A low convective 
Mach number is used (MR = 0.2) and Re based on half the initial vorticity thickness equals 50. 
The DNS database has been obtained by solving the Navier-Stokes equations, without any subgrid 
model, on a fine grid with 1923 cells using method B. Visualization of the DNS demonstrates the roll- 
up of the fundamental instability and successive pairings. Four rollers with mainly negative spanwise 
vorticity are observed at r = 20. AAer the first pairing (t = 40) the flow has become highly three- 
dimensional. Another pairing ( t  = 80) yields a single roller in which the flow exhibits a complex 
structure with many regions of positive spanwise vorticity.28 This structure is an effect of the transition 
to turbulence which has been triggered by the pairing process at t = 40.16 The simulations are stopped 
at t = 100, since the single roller at t = 80 cannot undergo another pairing. The accuracy of the 
simulation was found to be satisfactory. First, the linear growth rates of the dominant instability modes 
were captured within 1%. Furthermore, in a simulation on a coarser grid (1283 cells) very similar 
results were obtained. 
3.2. Comparison of LES results for several numerical schemes 
Results fiom large-eddy simulations will be compared with filtered DNS data. In this work the top- 
hat filter with filter width A is adopted. The turbulent stress tensor resulting from this filter has 
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appealing algebraic proper tie^.^^ Some simulations have also been performed with the Gaussian filter 
and only small differences were found. 
The large-eddy simulations presented in this subsection have been performed on a grid with 323 
cells, which is considerably coarser than the DNS grid. The grid spacing of the coarse grid is denoted 
by h. Since the role of the numerics is influenced by the ratio AJh,  we will investigate two cases: 
A = 2h and h. In order to compare the LES and DNS results, the DNS results are filtered on the fine 
grid. Next, the filtered data are easily obtained on the coarse grid (being a subset of the fine grid) 
through restriction of the fine grid data. This procedure also provides the initial conditions of the large- 
eddy simulations. The discrepancy between the LES and filtered DNS results determines the quality of 
LES; ‘perfect’ LES results should coincide with the filtered DNS results. As a further point of 
reference a coarse grid simulation without subgrid model is performed. The influence of a subgrid 
model is considered to be small if the errors (deviations from the filtered DNS) are comparable with or 
larger than the errors of the coarse grid simulation without subgrid model. A large difference between 
the filtered DNS and the coarse grid simulation without subgrid model indicates that there is something 
to improve upon; the contribution of a subgrid model should be significant. 
The LES and filtered DNS will be compared with respect to the time evolution of two global 
quantities as well as the spatial structure of the turbulent kinetic energy at a fixed time. First, the 
evolution of the total kinetic energy, 
(16) 
, - -  - E = Ipuiu,  dx, 
and the evolution of the momentum thickness, 
will be considered. The operator (.) represents an averaging over the homogeneous directions xl and 
x3. Since the definition of the momentum thickness employs the mean velocity profile, tests for the 
momentum thickness quantify the spreading of the mean velocity profile. Furthermore, we will 
compare the profiles of the turbulent kinetic energy, 
k(XZ) = ((iii - ( i i ; ) ) 2 ) / 2 .  (18) 
This quantity will be calculated at t=70,  which is well beyond the starting point of the mixing 
transition process but just before the final pairing has been accomplished. The time t =  70 is rather 
arbitrary; it could equally well be t = 60 or 80 without altering the conclusions. 
In order to investigate the influence of the numerical scheme, we perform large-eddy simulations for 
the five numerical methods presented in Section 2.2. The simulations with schemes A, B and C appear 
to be stable, but the standard central differencing methods A’ and B’ give rise to instabilities. The latter 
methods lead to an excessive small-scale generation (‘n-waves’) which is not sufficiently suppressed 
by the molecular and subgrid dissipation. The transverse weighting introduced in schemes A and B is 
able to prevent the excessive generation of n-waves. Hence LES calculations on coarse grids using 
central differences can only be performed with the weighting procedure. In the following we only 
consider results from the simulations with A, B and C. 
Figure 1 shows the results for the A = 2h case obtained with A, B and C, together with the results of 
the filtered DNS and the coarse grid simulation without subgrid model. For the latter simulation, 
scheme B has been used; scheme A gives comparable results, while the spectral scheme C results in an 
unstable coarse grid simulation. Figure 1 shows that for all three methods the results of the dynamic 
mixed model are better than those corresponding to the coarse grid simulation without subgrid model. 
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The differences caused by changing the numerical method are considerable, although in general 
smaller than the effect caused by the subgrid model, which is represented by the difference between 
LES with the dynamic mixed model and the coarse grid simulation without subgrid model. If we 
compare the results with the filtered DNS, method B gives the best predictions for E, then C and finally 
A. For the evolution of the momentum thickness, method C clearly gives the best results, then B and 
then A. With respect to the k profile the three methods provide comparable accuracy. We conclude that 
for the A = 2h case, LES with a second-order method (A) gives worse results than LES with a higher- 
5' 
4 y.' ,. 
time 
Figure 1. Comparison of numerical methods for A = 2h case: (a) evolution of total kinetic energy; (b) evolution of momentum 
thickness; Filtered DNS (0); LES with zero model (-); LES with dynamic mixed model using numerical methods A (- - -), 
B (.....) and C (--.) 
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Figure 1. Comparison of numerical methods for A = 2h case: (c) profile of turbulent kinetic energy at r = 70. Filtered DNS (0); 
LES with zero model (-); LES with dynamic mixed model using numerical methods A (- - -), B (--) and C (-.-.) 
order method (B or C). For the evolution of the momentum thickness, method C is better than B, but 
the reverse is true for the total kinetic energy. Furthermore, with respect to computational effort, 
method C is about five times as expensive as B and seven times as expensive as A. One of the reasons 
why method C is more expensive is that for numerical stability it requires a convective time step limit 
which is about three times smaller than method A requires. Therefore, if we take both accuracy and 
computational cost into account, scheme B is recommended. 
The d u e n c e  of the numerics will certainly be affected by the dation A/h .  Nest, we will alter this 
ratio, keeping the grid size h and thus the number of grid points constant, in order to compare results 
which are obtained with a comparable amount of work. If the ratio A / h  is decreased for fixed h, more 
heavily fluctuating fields have to be represented on the same grid, which is expected to give rise to 
larger discretization errors. Hence in such a case the influence of the numerics will be larger. On the 
other hand a smaller A corresponds to smaller subgrid-scale contributions, which implies that the effect 
of the subgrid model is expected to be reduced. Probably not only the effect of the subgrid model will 
become smaller, but the absolute error in the subgrid model as well. Hence for smaller A with h 
constant the discretization error becomes larger and the modelling error becomes smaller. It will be 
investigated how the sum of these two errors, the total error, behaves. The best A / h  ratio obviously 
minimizes the total error in the LES. 
In the first part of this subsection we presented results for the A = 2h case; the results for the A = h 
case are presented in Figure 2 using the same 323 grid. The differences caused by changing the 
numerical method are quite large and in several instances the discrepancy with the filtered DNS is 
larger than the difference between the come grid simulation without subgrid model and the filtered 
DNS. Comparing the differences with the filtered DNS, scheme A gives the best predictions for the 
evolution of E, then C and finally B. As far as the momentum thickness d and the k profile are 
concerned, scheme C gives good results, then A and then B. Hence for the A = h case the best results 
are obtained with (the most expensive) method C. If we have to choose between the cheaper methods A 
and B, the lowest-order method A is recommended. This example illustrates that in the A = h case a 
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second-order method can be preferred over a higher-order method in the class of finite difference 
methods. Comparing the A = h case (Figure 2) with the A = 2h case (Figure l), we observe that for 
each numerical method the curves in Figure 2 are further from the filtered DNS than in Figure 1. Hence 
the A = 2h case is to be preferred over the A = h case, since it predicts the filtered DNS results more 
accurately. 
7’5 t 
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Figure 2. Comparison of numerical methods for A = h case: (a) evolution of total kinetic energy; (b) evolution of momentum 
thickness; Filtered DNS (0); LES with zero model (-); LES with dynamic mixed model using numerical methods A (- - -), 
OO 
B, (.....) and C 
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Figure 2. Comparison of numerical methods for A =/I case: (c) profile of turbulent kinetic energy at t = 70. Filtered DNS (0); 
LES with zero model (- ); LES with dynamic mixed model using numerical methods A (- - -), B (.....) and C (-.-.) 
3.3. Separation between modelling and discretization emrs  
In the previous subsection we considered differences between LES and the filtered DNS. These 
differences we refer to as total errors. They are the sum of two effects: the effect of the modelling error, 
caused by shortcomings in the subgrid model, and the effect of the discretization error, caused by 
inaccuracies of the numerical method. In the following we approximately separate these effects. The 
discretization error in an LES will become smaller if the resolution is increased (h is decreased) while 
the filter width A is kept constant. The discretization error in such a ‘fine grid LES’ will be 
considerably smaller than in the original LES. The aim of performing such a fine grid LES is to obtain 
an LES in which the discretization error effects are small compared with the discretization error effects 
in the original LES. The dfference between those two largeeddy simulations gives an indication of the 
effect of the discretization error. For the total kinetic energy E we denote the discretization error effect as 
cd(E) = ELES - &ne grid LES. (19) 
We stress that the only difference between the fine grid LES and the original LES is a different grid 
spacing h; the filter width A is the same. Furthermore, since discretization error effects in the h e  grid 
LES are small, the difference between the fine grid LES and the filtered DNS measures the effect of the 
modelling error: 
= E f h e  grid LES - Efiltercd DNS* (20) 
The total error is the s u m  of these two contributions: 
= + = ELES - ‘%tered DNS. 
Using equations (19H21) allows for an approximate separation of the different sources of error, 
provided that the discretization error in the h e  grid LES is considerably smaller than the discretization 
error and the modelling error itself in the original LES. Note that cd(& and c m Q  are not identical with 




the discretization error and the modelling error respectively; they only represent the effect of the 
discretization or modelling error in E. A small effect of an error in E, for example, does not necessarily 
imply that the error itself, as it appears on the tensor or vector levels in the filtered Navier-Stokes 
equations, is small. 
grid with A = 2h =L/16. The 
corresponding fine grid LES has been performed on a grid with H3 points. The ratio between A and 
Next, we will calculate these errors for the original LES on the 
- 
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Figure 3. Modelling error effects (---- ) and discretization error effects for numerical methods A (- - -), B (--) and C (- . - .) 
for LES with A = 2h. Errors in (c) profile of turbulent kinetic energy at r = 70 
the gnd spacing in the line grid LES hence equals 4. This ratio is quite large, which implies that the 
fields are smooth on the grid scale. Thus the discretization error in such an LES will be considerably 
smaller than in a DNS with the same resolution. The quantities Ed and E,,, are shown in Figure 3. For the 
evolution of E (Figure 3(a)) the discretization error effects are smaller than the modelling error. The 
second-order scheme A is observed to give the smallest discretization error effect. It has to be noticed 
that this does not imply that the discretization error itself is small, but only its effect on the evolution of 
the total kinetic energy. For schemes B and C the discretization error and modelling error effects have 
opposite signs, which implies that the discretization error assists the subgrid model in the 
representation of this quantity: the total error is smaller than the modelling error. For the momentum 
thickness (Figure 3(b)) the discretization error effects of methods A, B and C and the modelling error 
effect are of the same order of magnitude. The reason for the good results produced by the spectral 
scheme is that the dwretization error effect is opposite to the modelling error effect during the whole 
simulation and consequently the total error is considerably lower than the modelling error. Schemes A 
and B assist the subgrid model only until t =  50. After t = 50 both schemes increase the total error, but 
scheme A yields a larger error than the higher-order scheme B. These observations suggest that for the 
spectral scheme an improvement in the subgrid model (decrease in the modelling error) is expected to 
give worse results, since the total error will increase, while for schemes A and B an improvement in the 
model will provide better results after t=50. With respect to the R profile (Figure 3(c)) the 
discretization error for scheme C gives rise to smaller differences than for schemes A and B. Thus we 
have observed that the effects of the discretization error are o h  comparable with the effects of the 
modelling error. In some instances the discretization error partially cancels the modelling error, which 
implies that grid refinement will not necessarily give rise to smaller total errors. 
In this subsection we have presented results for the A = 2h case. A similar separation of error effects 
for the A = h case showed that the discretization error effects were larger than in the A = 2h case while 
the modelling error effects were smaller. This behaviour was to be expected, since a decrease in A, with 
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h kept constant, gives a more fluctuating field leading to less accurate approximations of derivatives, 
whereas on the other hand the subgrid CGntributions become smaller, leading to a smaller modelling 
error. In fact, discretization errors were observed to dominate over modelling errors in the A = h case 
and consequently further effort to improve the subgrid model does not necessarily lead to improved 
predictions. A priori tests have predicted a similar behavio~r .~*~’~ 
4. CONCLUSIONS 
In this paper we have presented a posteriori tests of large-eddy simulations of the temporal mixing 
layer using the dynamic mixed subgrid model in combination with several numerical methods. The 
numerical methods used were second-order central differences (A weighted and A’ standard), fourth- 
order central differences (B weighted and B’ standard) and a spectral method (C). Simulations with A’ 
and B’ turned out to be unstable owing to excessive small-scale generation. The weighting in A and B 
thus proved to be essential in order to obtain stable calculations. 
Employing methods A, B and C, we have compared the cases A = 2h and h. In the A = 2h case the 
use of a high-order finite difference or a spectral scheme is suggested, while in the A = h case a lower- 
order finite difference or a spectral scheme has to be preferred. In both cases the spectral scheme gives 
somewhat better results than the finite difference schemes, but it is also considerably more expensive 
with respect to computational effort. Taking this into account, scheme B is most efficient. From the 
comparision of the A = 2h and h cases with respect to total errors (differences from the filtered DNS), 
we conclude that the former case has to be preferred. It should be noticed that A = 2h does not imply 
an increased computational cost compared with A = h, because only A is varied, while h is the same in 
both cases. 
Finally, we have proposed a procedure to separate the effects of discretization and modelling error in 
the largeeddy simulations. For the A = 2 h  case the discretization error effects are smaller than or 
comparable with the modelling error. Furthermore, the discretization error does not always decrease 
the accuracy; sometimes it assists the s!ibgrid model and thus reduces the total error. 
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