One contribution of 15 to a theme issue 'Vision in our three-dimensional world'. Binocular disparity is detected in the primary visual cortex by a process similar to calculation of local cross-correlation between left and right retinal images. As a consequence, correlation-based neural signals convey information about false disparities as well as the true disparity. The false responses in the initial disparity detectors are eliminated at later stages in order to encode only disparities of the features correctly matched between the two eyes. For a simple stimulus configuration, a feed-forward nonlinear process can transform the correlation signal into the match signal. For human observers, depth judgement is determined by a weighted sum of the correlation and match signals rather than depending solely on the latter. The relative weight changes with spatial and temporal parameters of the stimuli, allowing adaptive recruitment of the two computations under different visual circumstances. A full transformation from correlation-based to match-based representation occurs at the neuronal population level in cortical area V4 and manifests in single-neuron responses of inferior temporal and posterior parietal cortices. Neurons in area V5/MT represent disparity in a manner intermediate between the correlation and match signals. We propose that the correlation and match signals in these areas contribute to depth perception in a weighted, parallel manner.
Introduction
The world we see with two eyes working together is vividly three dimensional. We feel, in addition to understanding, that every object has a particular shape and thickness, occupies a volume and is separated in depth from others in space. This sensation of three-dimensionality originates from the fact that the left and right eyes view the world from laterally separated positions. The geometry creates a tiny horizontal shift between the projections of each visual feature onto the respective retinae, i.e. binocular disparity. A feature at the fixation distance yields zero disparity; otherwise, the sign of the disparity signifies whether a feature is in front of or behind the fixation depth and the magnitude of disparity is approximately proportional to the distance in depth of the feature from the fixation depth. The visual system uses this cue to achieve a reliable and accurate sense of depth, and support manipulation of three-dimensional objects and navigation in three-dimensional environments [1] [2] [3] .
In this process of binocular depth perception, or stereopsis, the visual system should match corresponding features in the two retinal images (stereo correspondence problem [4, 5] ). This is by no means a simple task because natural scenes (and their projections onto the two retinae) contain similar visual features. For example, when we view a tree with heavy foliage, an image of a leaf projected onto one eye may be matched with an image in the other eye of any one of many leaves. Among the numerous possible matches between features in the two retinal images, only one set of matches is consistent across the visual field (global match, figure 1a). The visual system must find the global match and ignore the other potential matches (false matches) in order to obtain a correct disparity map and create the perception of a coherent three-dimensional scene. Shape and colour are not essential for the matching process because we (and monkeys) can discriminate depth and recognize disparity-defined shape in random-dot stereograms (RDSs), which lack these monocular cues [6] [7] [8] .
The initial stage of stereoscopic processing begins in the primary visual cortex (V1). A group of V1 neurons compute the disparity-energy, or the square of the sum of the leftand right-eye images filtered through a neuron's receptive field [9] [10] [11] . This computation produces a cross-term of the left-and right-eye inputs and is thus similar to the crosscorrelation of the binocular images within the receptive field [12] . With this correlation computation, these V1 neurons become sensitive to local binocular disparity. When one of the paired images of a normal, correlated RDS (cRDS) is contrast-reversed from the other to generate an anti-correlated RDS (aRDS), the neurons exhibit an inverted disparity tuning curve in response to this stimulus, a defining property of a cross-correlator [13] . aRDSs lack the global match (figure 1c) and abolish the sensation of three-dimensional structure in human subjects [6, 14] (see later sections for detailed discussion). Therefore, it was proposed and accepted by many that the transformation of the binocular correlation signal into the disparity signal of the matched features is necessary for binocular depth perception [13] . Another group of V1 neurons attenuate the disparity selectivity for aRDSs, suggesting that the signal transformation begins in V1 [11] . Hereafter, we refer to the disparity signal of the matched features as binocular match signal, the neuronal disparity selectivity consistent with the match signal as match-based disparity representation, and the computational process that produces such representation as matching computation.
In this review, we discuss our recent psychophysical findings demonstrating that, contrary to the previous view, the correlation signal can directly contribute to depth perception without being fully transformed into a match signal, and that the relative contribution of the correlation and match signals varies with changes in stimulus parameters. We then show that a nonlinear process after local-correlation detection plays an important role in transforming the correlation signal into the match signal. Finally, we discuss the neural substrate that transforms the correlation signal into the match signal. We propose a hypothesis that a neural representation of the solution of the stereo correspondence problem resides in an extrastriate area, V4, and another area, V5/MT, contains a correlation-based representation of disparity. The two types of representations may be combined in an appropriate way to give rise to binocular depth perception under different visual conditions.
Reversed depth in anti-correlated random-dot stereograms
The rationale underlying the aforementioned study [13] and some studies that followed [15 -20] is that aRDSs do not evoke any depth sensation and therefore should cause no disparity-dependent response modulation in cortical areas directly giving rise to binocular depth perception. By itself, a patch of aRDS with a disparity evokes no sensation of a coherent depth structure and simply looks like a cloud of lustrous dots distributed at uneven depths [6] . Psychophysical experiments have verified the inability of human observers to distinguish the disparities in the aRDSs similar to the one that evokes clear disparity modulation in V1 neurons [21] . The neuronal sensitivity to disparity in aRDSs to which human observers are insensitive suggests that V1 is not directly responsible for binocular depth perception (for a review see [22] ). This logic is straightforward and makes sense, but is incompatible with some neurophysiological findings in extrastriate cortex. Specifically, many neurons in the middle temporal area (V5/MT) modulate their responses by binocular disparity in aRDSs as V1 neurons do [17] , yet micro-stimulation and unit recording studies have provided strong evidence for a causal link of their responses to certain aspects of binocular depth perception such as coarse disparity discrimination [23 -25] and three-dimensional structure-from-motion perception [26 -28] . If the sensitivity to disparity in aRDSs disqualifies a cortical area as part of the system directly responsible for stereo perception, V5/ MT should be outside the system. Why, then, do microstimulation and unit recording results all point to the perceptual relevance of V5/MT responses? Behind this discrepancy lies a deeper question regarding the mechanism of stereopsis: can the correlation signal contribute directly to depth perception (as opposed to indirectly, via transformation to the match signal)? To put it another way, can the visual system support depth perception without solving the correspondence problem?
To address this question, we re-examined human observers' ability to discriminate binocular disparity in aRDSs under previously untested conditions. We found that humans can in fact exploit the correlation signal and discriminate stereoscopic depth in aRDSs [29] . A crucial condition is that an aRDS should accompany an immediately adjacent plane that is defined by a cRDS. For example, we used bipartite, centre-surround RDSs in which only the centre disc was anti-correlated and the surrounding annulus was correlated (figure 2a, bottom). In the experiments, we used dynamic RDSs in which dot patterns were refreshed at a given rate (electronic supplementary material, Video Clip 1). With this condition observers judge that an aRDS with a crossed (near) disparity is farther away, and one with an uncrossed (far) disparity is nearer, than the cRDS plane with zero disparity, a phenomenon known as reversed depth perception [31, 32] . The judgement was based on consciously perceived, albeit weak, depth of a cloud of dots in aRDSs. Moreover, aRDSs can produce correct (non-reversed) depth perception when a time offset of approximately 100 ms is introduced between the left-and right-eye images. A model of the disparity energy units coupled with biphasic/ transient filters quantitatively accounts for the effects of binocular anti-correlation and inter-ocular delay, suggesting that a transient/biphasic temporal filter intervenes in the correlation-based depth perception from aRDSs [29] .
When a reference cRDS is changed to either an aRDS or an uncorrelated RDS (i.e. when dots in one half-image are randomly placed relative to dots in the other half-image), providing no crisp reference plane, or is separated by a small gap from the centre aRDS, observers no longer report reversed rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150257 depth [29, 33, 34] ). The findings most likely explain why the subjects in some previous studies failed to discriminate disparity in aRDSs [21, 35] . We also note that observers cannot perceive a clear surface even in the presence of an adjacent cRDS, indicating that perception of a surface-in-depth and perception of depth sign can be dissociated [29] .
Depth discrimination thus relies on the disparity-energy signal, or the neural signal of the correlation-based representation, when the stimulus accompanies a correlated reference plane in its immediate vicinity. The disparity-selective responses to aRDSs in a cortical area do not necessarily mean that neuronal activity in the area is not the neural correlate of consciousness for depth perception.
3. Differential contribution of correlation and matching computations to stereopsis (a) Graded anti-correlation of random-dot stereograms dissociates correlation and matching computations
Given that both correlation and match signals directly contribute to depth perception, what are their relative roles? To address this question, we devised a set of RDSs in which a varying proportion of dots were contrast-reversed between the two eyes [30] . With a gradual increase of the proportion of contrast-reversed dots from zero (cRDSs) through 50% (half-matched RDSs, hmRDSs, with half the dots contrastreversed; figure 1b) to 100% (aRDSs), the stimulus strength for the correlation computation changes proportionally from positive values through zero toward negative values (figure 2a,b; electronic supplementary material, Video Clip 1). According to the same manipulation, the stimulus strength for the matching computation gradually decreases from a positive value for cRDSs toward zero for aRDSs. In other words, both correlation and match levels are positive for cRDSs. The correlation level is zero and the match level is positive for hmRDSs. The correlation level is negative, and the match level is zero for aRDSs. In this manner, the stimulus set of graded anti-correlation dissociates the correlation level from the match level. Graded anti-correlation allows us to make contrasting predictions for the psychophysical performance based on the correlation and matching computations (figure 2c). Consider a near/far discrimination task in which subjects are presented with a concentric bipartite RDS, and discriminate depth of the centre disc relative to the surrounding annulus. The chance-level performance is 50%, and a correct performance rate below 50% indicates reversed depth. We assumed a readout mechanism suitable for near/far discrimination; the sensory outputs of the matching or correlation computations are compared between their near and far detectors, and whichever detector has the larger response determines the choice [23] [24] [25] 36] . Through this readout mechanism, the correlation computation predicts that a negative correlation between the paired images leads to reversed depth perception because the response balance is reversed between near and far detectors. We also predict that performance falls to chance level for hmRDSs, because the correlation signal, by definition, loses disparity-dependent modulation for stimuli with zero overall correlation. The per cent correct for the correlation computation should therefore follow an odd function (figure 2c, blue curve), but the prediction based on the match signal will differ. A subject's performance will stay better than chance as long as a certain proportion of dots are contrast-matched between the two eyes. The per cent correct should decrease to chance level for aRDSs, which have no binocularly matched dots (figure 2c, red curve). These predictions are specific to the near-versus-far opponency readout mechanism. The correlation computation could predict no depth perception (chance-level performance) for aRDSs through the winner-take-all readout mechanism [32, 35] .
(b) Weighted average of correlation and match signals accounts for psychophysical performance
In one series of experiments, we examined how the magnitude of binocular disparity affected the performance of disparity discrimination for graded anti-correlation [30] . When the disparity of the centre relative to the surround was +0.038 (a disparity within a range of fine stereopsis), the psychometric functions agreed with the prediction of the matching computation (figure 3b, leftmost). The subjects performed perfectly for match levels from 100% (cRDS) to 50% (hmRDS), and then their performance gradually declined towards chance level at 0% match (aRDS). With a larger disparity within a range of coarse stereopsis (+0.488), the performance fell between the predictions for the correlation and matching computations (figure 3b, rightmost). The subjects reported reversed depth in RDSs below 50% match levels where reversed-contrast dots dominated. By changing disparity magnitude gradually from 0.038 to 0.488, psychometric curves systematically changed their shape from the prediction of matching computation towards the prediction of correlation computation (figure 3b, middle three panels).
In another series of experiments, we fixed the disparity magnitude at an intermediate value (0.248), and examined the effect of the dot pattern refresh rates on the disparity discrimination [37] . As mentioned earlier, when the correlation signal directly contributes to depth perception, a biphasic temporal filter (transient/band-pass channel) best characterizes the underlying temporal processing [29] . However, both the transient/band-pass channel with biphasic filter and sustained/low-pass channel with monophasic filter contribute to stereopsis [38, 39] . We manipulated the relative activation of the transient/band-pass and sustained/lowpass channels by changing the pattern refresh rate of RDSs. At the slower refresh rates (5.3 and 10.6 Hz), the psychometric function resembled the one predicted from the matching computation (figure 3c, left two panels). With an increase in refresh rate, the shape of psychometric functions gradually shifted towards the function predicted from the correlation signal (figure 3c, right two panels).
The subjects' performance in the two experiments can be captured with a computational model in which correlation and matching computations operate in parallel and their signals are combined with variable relative weights (figure 3a) [30] . The model transforms a bivariate input (disparity sign, binocular match level) into a binary choice (near versus far). The model is thus an abstract one and does not take the raw images as inputs. The transformation proceeds in four steps: encoding of disparity sign and match level into a sensory response in each of the correlation and matching computations, subtraction of responses between near and far detectors in each computation, weighted average of the signals of the two computations, and binary decision based on a threshold mechanism. At the encoding stage, the responses of correlation units linearly depended on the match level as energy-model units do. We modelled the responses of matching units as a sigmoidal function against the match level: the disparity tuning at 0% match was flat and nonlinearly grew as the match level increased. Gaussian noise was assumed to corrupt these responses. We mathematically derived the formula of the psychometric function from the model [30] , and then calculated the model outputs by changing four free parameters (relative weight between the two computations, the response amplitude of encoding units, and the upper and lower limits of the sigmoidal response function of the matching units). The observers' performance in the different disparity magnitudes or refresh rates was precisely reproduced by manipulation of the relative weight (figure 3b,c; compare the coloured functions predicted from the formula with the data points obtained in the psychophysical experiments). Changes in the other parameters do not reproduce the changes of the psychophysical performance (cf. figure 3b,c with 3d, right three panels). (c) Readout of match-based disparity information from random-dot stereograms with no overall binocular correlation
The correlation signal has flat disparity tuning for hmRDSs. This poses a paradox: how is the depth perception for hmRDSs, a hallmark of match-based depth perception, possible at all when the initial stage of cortical disparity processing yields only flat disparity tuning? The resolution of the paradox lies in a finer detail of the RDSs. If the stereoscopic system can 'see' only the correlated dot patterns in the presence of equally numbered anti-correlated dots, then the disparity information can be easily encoded. A way to achieve this is to encode the disparity signals locally, then pass the signal from correlated dots onto the next stage while filtering out the signal from anti-correlated dots [40] . A simple threshold operation can serve as the filter for locally computed binocular correlation (i.e. not passing the signal if the local correlation is negative). Other types of nonlinearity, such as squaring, also work. This scheme predicts that if the local correlation is enhanced, the depth perception should improve even when the overall correlation is zero. We confirmed this prediction by using variants of hmRDSs, in which local correlation was either strengthened or weakened without affecting overall correlation [37] . To strengthen local correlation, we vertically paired correlated dots to correlated dots and anticorrelated dots to anti-correlated dots (figure 4aii, denoted as positively paired). To weaken local correlation, we paired correlated dots to anti-correlated dots (figure 4ai, negatively paired). To gradually manipulate the strength of the local correlation, we varied the percentage of dots made into vertical pairs (figure 4b; electronic supplementary material, Video Clip 2). More formally, the strength of the local correlation refers to its degree of variability. With negative pairing, local-correlation fluctuates only weakly across space and time; with positive pairing, the fluctuation becomes larger (figure 4c). The near/far discrimination performance of human subjects increased with the percentage of paired dots (figure 4d). The sign of per cent paired dots is indistinguishable in monocular vision. Therefore, the variation in monocular-image features cannot explain the observed results. The improved performance suggests that the detection of local correlation, followed by nonlinearity, serves as an essential step of match-based depth perception. Similar mechanisms were proposed before to explain the attenuated disparity selectivity for aRDSs in the primate V1 and owl visual forebrain [15, 41, 42] .
In the weighted-average model shown in figure 3a , the encoding units are defined to meet the ideal behaviour of correlation or matching computations. Based on the series of experiments described above, we now discuss mechanistic details of the encoding units ( figure 5 ). For the correlation computation, the temporal filtering on the monocular contrast signal should be transient. Spatially, a coarse receptive field is sufficient and fine processing is not necessary. The left and right monocular signals are locally combined according to the disparity-energy mechanism and then pooled to represent a stimulus more globally. For the matching computation, the temporal filtering should be more sustained so that its contribution to depth perception becomes stronger for slower stimuli. The spatial receptive-field size should be small so that the variability of local correlation can represent disparity information. The disparity-energy mechanism should be followed by nonlinearity before the pooling process averages out locally represented disparity information ( figure 5, bottom) .
Adding nonlinearity is just a simple extension of the energy model, but can qualitatively transform the disparity signal. On the one hand, before the nonlinearity, the mean response of local-correlation units encode the disparity of aRDSs with inverted tuning shape, but after the appropriate nonlinearity, the selectivity for aRDS disparity can be reduced [11, 15, 41, 42] . On the other hand, the nonlinearity can create disparity selectivity for hmRDSs by extracting the disparity information represented in the response variability of the local-correlation units [37] . If the tuning shape is the tuned-excitatory type, the disparity selectivity newly created for hmRDSs is consistent with the selectivity already existing for cRDSs. For the tuned-excitatory type, the models with the nonlinearity inserted after or before binocular combination have similar mathematical expressions [40, 42] . Similar nonlinear mechanisms have been suggested for transparent-motion detection [43] , contrast-invariant orientation tuning [44] and the construction of linearly separable representations of target versus distractor objects [45] .
These mechanistic details of encoding units, at least qualitatively, explain why the relative weights for the two computations vary with disparity magnitude and pattern refresh rate. However, our model may be too simplistic in that one stream of computation does not involve any nonlinearity after local-correlation detection. A more realistic scenario might be to incorporate nonlinearity in both streams but with differential strengths (weak versus strong nonlinearity). Even in V1, many neurons attenuate their disparity tuning amplitudes to aRDSs (see below) [11, 13] . It is not [46, 47] . Also, the model does not explain the complex centre-surround interaction underlying depth perception. A next important step is to extend our model to explain why reversed depth perception for aRDSs is perceived only with a binocularly correlated surround, in a manner consistent with how fine depth perception for correlated stimuli is improved with a correlated surround.
(d) Functional advantage of multiple disparity computations
When a stereo algorithm is evaluated for accuracy of depth estimation, the evaluation is often performed uniformly across the entire map (i.e. entire input image) [48] . This is a natural choice for the evaluation of artificial algorithms. However, our own stereoscopic system may have evolved to achieve a different goal: solving the correspondence problem not uniformly but preferentially for a location closer to the fovea or the centre of attention. In order to achieve timely behaviour, the limited capacity of the visual system does not permit detailed analyses of all inputs [49, 50] . For a peripheral visual field, a simpler mechanism may be preferentially used to detect disparity without solving the correspondence problem, at the cost of falsely detecting disparity from illusory binocular inputs such as anti-correlated stimuli. This strategy seems reasonable given that the task of creating an accurate depth map is complex, presumably requiring a sophisticated mechanism, computational cost and processing time. The parallel processing of the correlation and match signals may be useful for implementing the strategy. Matching computation exerts a greater influence on depth judgement for finer disparities and slower inputs. The preference for spatially fine and temporally slow features is a characteristic of foveal vision (e.g. [51, 52] ). On the other hand, correlation computation increases its contribution for coarser disparities and more dynamic inputs. It will be interesting to directly test the effects of eccentricity on the relative contributions of the two computations to depth judgement.
Neural mechanism of the correlation and matching representations (a) Neurophysiological evidence in monkeys
Monkeys are a useful model animal to study stereoscopic depth perception because they perceive depth in a similar way to humans [7, 8, 36, 53] . Classically, the neural processing of binocular disparity was ascribed to the dorsal (occipitoparietal) pathways [54, 55] . However, later studies discovered disparity-selective neurons in areas along the ventral (occipito-temporal) pathway [56 -61] . Since then, the relative roles of these areas in stereopsis have been the subject of intensive research over the past decade. Previous studies examined neuronal sensitivity to absolute versus relative disparity [62 -65] , and disparity-defined shape, threedimensional surfaces, curvatures and objects [66 -71] , and also explored the roles in fine versus coarse stereopsis [23 -25,36,63,72] and interaction between binocular disparity and monocular visual cues [17, [73] [74] [75] [76] . Several reviews have covered these topics [77 -84] . Here we focus our discussion on the question of how well neuronal responses to disparity in these areas follow the prediction of the correlation computation or that of the matching computation. This property has been characterized by comparing the disparity modulation by aRDSs with that by cRDSs [13] . The ratio of the tuning function amplitude obtained by cRDSs to that obtained by aRDSs is one of the metrics used for this analysis. An ideal correlation signal will have an amplitude ratio of one because anti-correlation inverts the tuning curve without changing the modulation amplitude. A perfect match signal will have an amplitude ratio of zero because the tuning curve for aRDSs is flat. Although many V1 neurons respond to disparity in aRDSs and exhibit inverted tuning curves, the response modulation is often smaller for aRDSs than for cRDSs. The mean amplitude ratio is 0.52 [13] . A later study suggested that nearly 50% of disparity-selective neurons in V1 act not in accordance with a pure disparity-energy model, but instead according to a nonlinearly modified model, discussed above [11] . This agrees with the manifestation of the correlation signal in vergence eye movement and psychophysical depth discrimination. aRDSs evoke only modestly inverted vergence response or depth judgement compared with cRDSs [18, 30, 37, 85] . Compared with V1, a smaller fraction (approx. 10%) of neurons are sensitive to disparity in aRDSs in V4, and the mean amplitude ratio is lower (0.38) [18, 86] . By contrast, 50% of neurons in V5/MT, a counterpart of V4 in the dorsal pathway, are disparity-selective for aRDSs and the mean amplitude ratio across the entire population of tested cells is 0.48 [17, 86] . Medial superior temporal (MST) neurons also exhibit inverted disparity tuning to aRDSs, but the amplitude ratio has not been measured [87] . Anti-correlation completely abolishes the sensitivity to threedimensional curvatures defined by the disparity gradient of neurons in the inferior temporal cortex (IT) and anterior intraparietal cortex (AIP) [16, 88] . These results indicate that transformation from correlation-based to match-based signals is advanced in V4. The solution for the correspondence problem is explicit in single-neuron responses higher up in the hierarchy along both ventral and dorsal pathways.
We took an additional step searching for the mechanism of the correlation-to-matching transformation by examining V4 neuron responses to gradually anti-correlated RDSs. The results in human psychophysics (figure 3b, leftmost) predict that neurons in the match-based representation should gradually decrease their disparity modulation over a large range of graded anti-correlation. In contrast with this prediction, the tuning amplitude of individual V4 neurons quickly decreased to a positive baseline level with small anticorrelation and stayed constant with further anti-correlation [86] (figure 6a,b) . The individual tuning curves of many neurons also shifted their peak with graded anti-correlation. This peak shift in the tuning function occurred more slowly with the degree of anti-correlation and in various directions across neurons. The tuning curve pooled across V4 neurons gradually decreased in amplitude over the entire range of graded anti-correlation and became completely flat for aRDSs (figure 6c). At neuronal population level in area V4, the correlation signal is fully transformed to the match signal. The gradual change in the tuning amplitude mimics the change in the psychophysical performance at least qualitatively.
Preliminary results indicate that the population response of V5/MT neurons to the gradually anti-correlated RDSs differs from that of V4 neurons [89] . The amplitude of the pooled disparity-tuning curve in area V5/MT decreased as the level of binocular correlation decreased from 100% (cRDSs) to 0% (hmRDSs). At 0% correlation, the tuning curve became flat. With further decrease in binocular correlation from 0% to 2100% (aRDSs), the response modulation by disparity reappeared, gradually grew and exhibited an inverted tuning-curve shape. The population tuning amplitude at 2100% correlation was approximately 40% of the amplitude
The difference in the responses to graded anti-correlation is consistent with the proposed roles of V5/MT and V4-IT in stereopsis. Electrical micro-stimulation in V5/MT biases behavioural judgement of coarse but not fine depth with centre-surround RDSs [63] , whereas micro-stimulation in V4 biases fine depth discrimination [36] (but note that micro-stimulation in V5/MT biases the judgement of motion/fine-depth conjunction with rotating-cylinder stimuli [28] ). Trial-by-trial response variation of single neurons correlates with an animal's coarse depth judgement in V5/MT [25] and with fine depth judgement in V4 [36] and IT [72] . Thus, the correlation signal available in V5/MT is used for coarse depth judgement, and the match signal in V4 and IT is used for fine depth judgement.
(b) Brain imaging studies in human
Several functional magnetic resonance imaging (fMRI) studies examined responses of human visual cortex to aRDSs. Bridge & Parker [19] presented subjects with a circular disc of RDS. Three quadrants of the disc were cRDSs with zero disparity. The remaining quadrant (wedge) had nonzero disparity, and changed its sign (near versus far) over time, i.e. it flipped back and forth across the fixation plane. The wedge rotated around the centre of the disc to evoke retinotopy-dependent responses in visual cortex. They compared responses with a wedge consisting of cRDS and one consisting of aRDS. V3, hV4 and V5/MT in early and intermediate visual areas, and LO-1 and LO-2 [90] in the lateral occipital cortex showed stronger responses to the cRDS wedge than the aRDS wedge. There was no difference in the responses in V1, V2, V3A or V7.
Preston et al. [20] applied multivariate pattern analysis to fMRI responses to decode whether subjects viewed crossed disparities or uncrossed disparities in cRDSs and aRDSs. Better decoding accuracy reflects a larger difference in the responses between crossed and uncrossed disparities. Responses in dorsal visual areas V3d, V3A, V3B/KO, V5/ hMTþ, a higher ventral area LO and parietal cortical areas VIPS, POIPS and DIPS allowed better prediction for cRDSs than for aRDSs, suggesting that the match signal exists in these areas. By contrast, decoding accuracy based on responses in V1, V2, V3v and V4 was similar for cRDSs and aRDSs.
It is difficult to assess whether these human fMRI results are consistent with the monkey neurophysiology results due to several technical factors, including the differences in the stimulus paradigms and the spatial/temporal resolution of the acquired data (single neuron activity versus BOLD (blood-oxygen-level-dependent) responses), and the identification of cortical areas. Loosely speaking, the results in V1 in the two fMRI studies are consistent with monkey neurophysiology in that V1 modulates its response to disparity in aRDSs. Remember, however, that the mean amplitude ratio of monkey V1 neurons is 0.52 [13] , indicating that cRDS modulation is twice stronger than aRDS modulation. The reduced sensitivity to aRDSs in human V4 reported by Bridge & Parker [19] is also consistent with monkey neurophysiology [18, 86, 91] , but not with the other fMRI study [20] . Furthermore, the better decoding accuracy for cRDSs rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150257 than aRDSs in higher areas in both ventral and dorsal visual pathways [20] is consistent with the insensitivity of monkey IT and AIP neurons to aRDSs [16, 88] .
The results in V4 and V5/MTþ in human by Preston et al. [20] are not consistent with the reduced sensitivity of monkey V4 to aRDSs [18, 86, 91] or the retained sensitivity of monkey V5/MT and MST [17, 87] . The discrepancy for area V4 may be partially explained by the controversial existence and location of the dorsal part of V4 in human cortex. Area V3B/KO in Preston et al. [20] is a part of the V4d-topo region of Tsao et al. [92] and dorsal V4 of Hansen et al. [93] , which topographically corresponds to the dorsal part of V4 examined in the monkey studies. LO-1 also partially overlaps with V4d-topo or dorsal V4.
Conclusion
We show that both correlation and match signals can be used for disparity discrimination of a simple three-dimensional configuration, although only the match signal underlies perception of three-dimensional surfaces. The two computations determine the psychophysical performance of the disparity discrimination through weighted average of their outputs. The relative weight changes with spatial and temporal parameters of the stimuli, enabling the visual system to recruit the two computations according to the nature of the visual inputs. Some V1 neurons begin to transform the correlation signal into the match signal. An essential step in creating the match signal occurs in or after V4, where pooling of responses across neurons eliminates sensitivity to falsematch disparities. V5/MT represents disparity in a more correlation-based manner than V4 both at the single-neuron and population levels (in monkeys).
It is tempting to speculate that the neural substrate for matching computation in figure 3a corresponds at least partially to V4, and that V5/MT contains a component of the neural substrate for correlation computation. This is a plausible scenario supported by the currently available evidence, and certainly worthy of further experimental tests. The population response of V4 neurons to gradually anti-correlated RDSs qualitatively parallels the performance of fine disparity discrimination in human subjects [86] . Whether this relation holds up quantitatively remains to be determined.
A series of our studies, reviewed here, started with the puzzling discrepancy between the sensitivity of V5/MT neurons to aRDSs [17] and their causal role in stereopsis [23 -28,63] . Although the finding that the correlation signal can directly mediate conscious depth perception [29, 30, 37] appears to resolve the puzzle, the idea that the correlation signal in V5/MT mediates reversed depth requires further experimental tests. To examine this issue and also to establish the quantitative link between V4 population responses and depth discrimination, it is desirable to simultaneously obtain psychophysical and neurophysiological data in response to gradually anti-correlated RDSs in the same species. We first have to revisit the question of whether monkeys perceive reversed depth in aRDSs as humans do. Previous studies reported a negative answer on this issue [13,16 -18] . However, in the studies using RDSs similar to those used in our human psychophysical experiments, aRDSs did not accompany an adjacent reference plane [13] or were presented at a low refresh rate (12 Hz) [18] . The tests were performed under the conditions where human subjects do not perceive reversed depth either. Another important question is why reversed depth perception is possible only when an adjacent reference plane with correlated dots is available. Our weighted average model does not explain this spatial interaction between the test region and the adjacent reference region. The requirement for an adjacent plane raises the question of what exactly is reversed in reversed depth perception; it may be relative depth between the test region and the reference region, rather than the absolute disparity of the test region [94] . However, this contradicts the idea of the possible involvement of V5/MT in reversed depth perception, because when tested with a centre-surround stimulus these neurons respond to absolute disparity of the centre and are not sensitive to the relative disparity between the centre and the surround [63] .
Finally, we point out that the problem set discussed in this article is limited compared with the correspondence problem in its original sense: determining correct matching points between the left-eye and right-eye images and creating a detailed three-dimensional representation of the scene [4, 5, 14] . Following the influential work by Cumming & Parker [13] , much of the physiological and psychological investigation of the correspondence problem has focused on neuronal tuning or psychophysical performance for aRDSs. We expanded these attempts by introducing graded anticorrelation and dot pairing. In this limited problem set, the stereo system can take advantage of several factors for rejecting false matches and accurately estimating disparity. For example, independent dot patterns presented successively (dynamic RDS) are useful to derive pure disparity information by averaging out the contributions of monocular-image features to the model responses. A fixed, stereotyped three-dimensional structure is embedded in stimuli, and often the embedded structure has only a uniform depth plane (but see [16] ). However, in a natural situation, the stereo system confronts much more challenging problems in which objects and the background can generate a complex combination of disparity edge, disparity gradient and occluded regions. Moreover, the statistics for these features may vary from one environment to another (e.g. indoor versus outdoor). Disparity selectivity for hmRDSs and the lack of selectivity for aRDSs (our matching computation) is a necessary property of a system that can derive a general solution of the correspondence problem, but may be far from sufficient to create a precise depth map from a complex natural scene. Although theoretical investigation of this issue has begun [48] , further experimental work is required to understand how the stereoscopic system solves the correspondence problem in a more general sense. Also, all the psychophysical tasks we used to probe depth perception were near versus far discrimination. Accordingly, an appropriate readout mechanism should be comparing the responses between near-and far-preferring neurons. It is an open question how the correlation and match signals relate to other aspects of depth perception, e.g. depth detection or identification, through a different readout mechanism such as the winner-take-all rule. Authors' contributions. The two authors wrote this paper with an equal contribution, and approved the final version of the manuscript.
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