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OPERATOR ALGEBRAS ASSOCIATED TO MODULES OVER
AN INTEGRAL DOMAIN
BENTON L. DUNCAN
Abstract. We use the Fock semicrossed product to define an operator algebra
associated to a module over an integral domain. We consider the C∗-envelope
of the semicrossed product, and then consider properties of these algebras as
models for studying general semicrossed products.
1. Background on semicrossed products
Although the study of semicrossed products (as objects of study) could be traced
to [16] and its precedents [1, 2] the theory, as studied now was revived by [6] where
semicrossed products by Z+ were shown to be complete invariants for topological
dynamics. This recent interest in semicrossed products as a class of operator alge-
bras has seen significant recent growth, see for example [7, 17, 9, 14]. The primary
focus of many of these new results is in the expansion of what semigroups are acting
on the underlying C∗-algebra.
In particular, in [8] an attempt was made to understand actions of the free
semigroup on n-generators acting on a compact Hausdorff space. Other research
focused on abelian semigroups, see [12] and [13]. The paper [10] formalized many
of the different ideas used in the theory by combining constructions and different
viewpoints into one overarching theme: studying the dilation theory of different
classes of semicrossed products that are as much a function of the semigroup as the
action on the underlying C∗-algebra.
During this same time period the author in [11] introduced a construction, similar
in spirit to [5] although different in perspective. Focusing on the non-selfadjoint
theory this class of algebras was recognized as a semicrossed product [11, Section 3].
Here we take the algebraic notion to the next stage. Here we consider a semicrossed
product associated to a module over an integral domainD. Of course [11] is a special
case of this as any ring is a module over itself.
Here we let a domain “act” on the group C∗-algebra associated to the module, via
multiplication. As we view the group as a discrete group the actions are continuous
and give rise to ∗-endomorphisms of the group C∗-algebras. For the most part we
are undertaking this study to provide examples and motivation for questions in the
broader area of semicrossed products.
For these purposes we first consider a general approach to operator algebras
associated to a module over an integral domain, defining those properties that such
an operator algebra should have. We then justify the connection to semicrossed
products by showing that an associated Fock semicrossed product will satisfy the
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list of requirements for an operator algebra associated to a module over an integral
domain. This allows us to identify the C∗-envelope of the algebra.
We then use this connection to motivate and begin the study of questions for
general semicrossed product and (often) the underlying dynamics. In the first
such example we consider short exact sequences of modules and look at structures
that arise in the operator algebra context. This leads us to propose looking at
semicrossed products from a categorical point of view. Another example that we
investigate is the notion of finite generation of a module over an integral domain.
This gives rise to a similar notion of semicrossed products. We close with some
results relating finite generation in semicrossed products to results on dynamics,
in limited contexts. We also point out the difficulties inherent in considering this
notion for arbitrary semicrossed products. We do, however, expect that these ap-
proaches will provide examples of results to look for in investigating more general
semicrossed products.
In what follows we assume familiarity with the results and notation of [10].
2. Operator algebras of modules over integral domains
Let R be an integral domain and M be an R-module. The multiplicative semi-
group of R (call it R×) acts on M via the mapping r(m) = r ·m. If we view M as
a topological group with the discrete metric then this action will induce an action
of R× on C∗(M) = C(M̂) (this latter is the continuous functions on the compact
Pontryagin dual of M). However this action is not necessarily as homeomorphisms
and hence semicrossed products are a natural approach to understanding this ac-
tion using operator algebras. In particular the action σr : C
∗(M) → C∗(M) is
invertible if and only if r is invertible in R.
For this reason we define the operator algebra of a module over an integral
domain to be the semicrossed product C∗(M)×F R
×. In general one can consider
a more general construction (which parallels the semicrossed product constructions
of [10]). We first consider a specific representation. Consider the Hilbert space
H := ℓ2(M) ⊗ ℓ2(R×). For each r ∈ R× we define Sr : H → H on elementary
tensors by Sr(vm ⊗ us) = vm ⊗ urs and then by extension we have Sr ∈ B(H). At
the same time for each m ∈ M we define Um(vn ⊗ ur) = vmr+n ⊗ ur, and again
extending to all of H.
We notice a few facts about the operators Sr and U
m.
Proposition 1. Let M be an R module and consider m,n ∈ M and r, s ∈ R×.
Then the following are true:
(1) Um is a unitary with U−m = (Um)∗.
(2) Sr is an isometry and if r is invertible then Sr is a unitary with S
∗
r = Sr−1 .
(3) The map µ : M → B(H) induced by µ(m) = Um is a group representation
with C∗(µ(M)) ∼= C∗r (M) (the latter being the group C
∗-algebra associated
to M).
(4) The map ρ : R× → B(H) given by ρ(r) = Sr is a semigroup representation.
(5) The operators respect the module structure as follows:
• UmSr = SrU
rm,
• UmSr+s = Sr+sU
rmUsm,
• Um+nSr = SrU
rmU rn, and
• S1 = U
0 = 1H,
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Proof. (1) We calculate that
〈Un(vm ⊗ ur), vl ⊗ us〉 =
{
1 r = m+ nr and r = s
0 otherwise
and that
〈vm ⊗ ur, U
−n(vl ⊗ us) =
{
1 m = l − ns and s = r
0 otherwise
.
It follows using linearity that (Un)∗ = U−n and then calculating we see
that UnU−n = 1B(H = U
−nUn which tells is that each Un is a unitary.
(2) We begin by calculating the adjoint of Sr. To do this we first write Hr
to be the subspace of H spanned by elements of the form vm ⊗ urt where
m ∈ M and t ∈ R×. We define Tr(vm ⊗ urt) = vm ⊗ ut on Hr and Tr is
zero on the orthgonal complement of Hr.
Now
〈Sr(vm ⊗ us), vn ⊗ ut〉 = 〈vm ⊗ usr, vn ⊗ ut〉
=
{
1 if t = sr
0 otherwise
and similarly we have
〈vm ⊗ us, Tr(vn ⊗ ut)〉 =
{
1 if t = rs
0 otherwise
and hence Tr is the adjoint of Sr.
We then can calculate that TrSr(un ⊗ vs) = Tr(un ⊗ vrs) = un ⊗ vs
and hence Sr is an isometry with range equal to Hr. Notice that if r is
invertible then for any m ∈M and t ∈ R× then vm⊗ ut = vm⊗ urr−1t and
hence Hr = H which tells us that Sr is surjective and hence is a unitary
with Tr. In this case a simple calculation will show us that Sr−1 = Tr.
(3) Notice that this representation induces a unitary representation ofM acting
on B(H). Also if we consider the subspace spanned by vm⊗u1 for allm ∈M
then the restriction of our representation to this subspace will give the left
regular representation ofM acting on a Hilbert space isomorphic to ℓ2(M).
Since M is abelian and hence amenable it follows that the representation
must be a faithful representation of C∗(M).
(4) This follows by noting that Srs(vm ⊗ ut) = (vr ⊗ urst) = Sr(vm ⊗ ust) =
Sr(Ss)(vm⊗ut) and hence Srs = SrSs yielding a semigroup representation.
(5) We verify the first property. First we see that
UmSr(vn ⊗ us) = U
m(vn ⊗ usr)
= vn+mrs ⊗ usr
= Sr(vn+mrs ⊗ us)
= SrU
rm(vn ⊗ us)
and then extending to all of B(H) we have the indicated identity. The
second and third properties here follow from the first. The final is a simple
calculation.

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Given a Hilbert space H and two collections of operators U = {um : m ∈ M}
and S = {sr : r ∈ R×} we define a pair of maps µ : M → B(H) by µ(m) = um
and ρ : R× → B(H) by ρ(r) = sr. We say that the pair (µ, ρ) is an isometric
representation of M with respect to R if (1-5) of the above proposition are satisfied
for the collection U and S, it is said to be unitary if the family S consists of unitaries.
The previous proposition gives us a canonical isometric representation of M with
respect to R, which we call the Fock representation.
As in [10] we can consider other semicrossed products associated to the action
of R× acting on C∗(M). In particular there are three standard operator algebras
associated to such an action: the Fock algebra which we denote C∗(M) ×F R
×,
the isometric semicrossed product which we denote C∗(M)×i R
× and the unitary
semicrossed product which we denote by C∗(M)×u R
×.
The algebra C∗(M)×F R
× is the norm closed algebra inside B(ℓ2(M)⊗ ℓ2(R×))
generated by the families {Sr} and {U
m}. This algebra will, for the most part, be
the focus of this paper due to its concrete realization as acting on a Hilbert space.
The algebras C∗(M)×iR
× and C∗(M)×uR
× can be constructed by considering the
algebra A0 consisting of finite sums of the form
∑
srar such that ar ∈ C
∗(M) with
a convolution multiplication that respects asr = srαr(a), where αr is the action
on C∗(M) induced by r acting on M . One notices that any isometric (unitary)
representation of M with respect to R gives rise to a representation of the algebra
A0 acting on the same Hilbert space. It follows that one can then norm A0 by
taking the supremum over all isometric (unitary) representations ofM with respect
to R. Completing the algebras with respect to the induced norms gives rise to the
semicrossed products C∗(M)×i R
× and C∗(M)×u R
×, respectively.
Proposition 2. The Fock semicrossed product C∗(M)×F R
× is isomorphic to the
unitary semicrossed product C∗(M)×u R
× if and only if M is torsion free.
Proof. The forward direction of this result follows from [10, Theorem 3.5.4] by
noting that if M is torsion free then the action of r on M is injective for every
r ∈ R×. Hence R× acts injectively on C∗(M) and the result applies. For the
alternative, again from [10] it is noted that if the action of R× is not injective (i.e.
has torsion) then C∗(M)×uR
× does not contain C∗(M) but rather only a quotient
of C∗(M). However C∗(M) ×F R
× always contains a copy of C∗(M) and hence
the two algebras are not isomorphic. 
It is not the case that the isometric semicrossed product is isomorphic to the
other two semicrossed products, even in the case that the module is torsion free,
since the action of R× on M acts as automorphisms if and only if R is a field. In
this latter case [10, Theorem 3.5.6] we get that these algebras are isomorphic. In
this case the algebra C∗(M)×F (R
×) is a crossed product by an abelian (and hence
amenable) group which means that the universal crossed product and the reduced
crossed products are isomorphic. When R is not a field it is straightforward to see
that C∗(M) ×F R
× is not a C∗-algebra and hence one important consideration is
the C∗-algebra it generates. There is a canonical C∗-algebra in which an operator
algebra embeds, this algebra is the C∗-envelope and is thought of as the “smallest”
C∗-algebra which the nonselfadjoint algebra generates. Following [10] we consider
the C∗-envelopes of the algebra C∗(M) ×F R
× in the case that M is torsion free.
The only added complexity is verifying that the construction still produces an R-
module.
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Theorem 1. Let R be an integral domain and M be an R-module. There exists a
Q(R)-module N and an R-module injection i :M → N such that C∗(N)×F Q(R)
×
is the C∗-envelope of C∗(M)×F R
×
Proof. We mimic the construction from [10, Section 3.2] working at the level of
R-modules rather than C∗-algebras.
We note first that Q(R)× is the enveloping group for R×. We put a partial
ordering on R× given by s ≤ t if in Q(R)× we have that ts−1 ∈ R×. Then for
r ∈ R× we let Mr = M and define connecting maps αt,s : Ms → Mt when s ≤ t
by αt,s(m) = ts
−1(M). Then N := lim→(Mr, αt,s) is an R-module such that the r
action is now surjective and injective on N , hence we can define the r−1 action on
N by inverting the r-action giving an action of Q(R)× on N .
Noting that the functor from abelian groups to C∗-algebras preserves direct
limits it follows that C∗(N) is the algebra constructed in [10] and the result now
follows from [10, Theorem 3.2.3]. 
Since the C∗-algebras in our semicrossed products arise from group C∗-algebras
we can use information about group C∗-algebras to improve our analysis. In the
following section we consider some results that will be helpful.
3. Some useful results on groups, semigroups, and semicrossed
products
Let M and N be discrete abelian groups with N a normal subgroup of M . This
relationship induces a short exact sequence
1→ N →M →M/N → 1.
While it is not the case that a short exact sequence of groups gives rise to a short
exact sequence of the associated C∗-algebras, the relationship between groups does
give us a relationship between the associated C∗-algebras. We build up to the result
with some preliminary lemmas, the first is a combination of Propositions 2.5.8 and
2.5.9 of [3].
Lemma 1. Given an inclusion of groups N ⊆ M there is an inclusion of C∗-
algebras C∗(N) ⊆ C∗(M) and C∗r (N) ⊆ C
∗
r (M).
In the reduced case the proof involves noticing that ℓ2(N) is a subspace of ℓ2(M)
and the left regular action ofM acting on ℓ2(M) gives rise to the left regular action
of N acting on the subspace ℓ2(N). Hence the reduced C∗-algebra C∗r (N) can be
viewed as sitting inside C∗r (M). The proof for the universal algebra is more subtle.
We refer the reader to [3] for the details.
Lemma 2. Given a surjection of groups π : M → M/ kerπ there is a unital
surjective ∗-homomorphism π : C∗(M)→ C∗(M/ kerπ).
Proof. This is a straightforward application of the universal property of C∗(M)
(i.e. any representation of C∗(M/ kerπ) induces a representation of C∗(M) via
composition with the map π). 
Notice that if we know that the groups are amenable then the reduced C∗-algebra
will satisfy the universal property as in the preceding lemma and hence both results
will apply.
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Given a C∗-algebra A with C∗-subalgebra B we say that a unital representation
π : A → C trivializes B if B = π−1(1C). We consider this in the context of an
exact sequence of groups.
Theorem 2. Let 1 → N → M → M/N → 1 be a short exact sequence of discrete
abelian groups. Then the natural surjection π : C∗(M)→ C∗(M/N) trivializes the
subalgebra C∗(N) inside C∗(M).
Proof. By definition the generators for C∗(N) inside C∗(M) will be mapped to
1C∗(M/N) by the natural surjection and hence the range of C
∗(N) under the natural
surjection is {C1C∗(M/N)}.
Now consider Ug ∈ C
∗(M) and consider π(Ug)(ζxN ). If π(Ug) is a multiple of
the identity then ζxN = λζgxN for some λ. It follows that λ must equal 1 and
gxN = xN for all x. Then there is some n ∈ N such that gx = xn. Canceling the
x tells us that g ∈ N and hence the only Ug which π maps to the identity are those
inside C∗(N).
It follows that any polynomial in the generators of C∗(M) the same result will
apply. Specifically
∑n
i=1 αgiU
g1 7→ C implies that gi ∈ N for all i and hence by
continuity π−1(C1C∗(M/N)) = C
∗(N). 
Remark 1. In the preceding proof it is not necessary that the groups be abelian
(amenable would suffice). However, for our purposes abelian will be more than
enough.
Consider the case of C∗(Z) ∼= C(T). Notice that any subgroup of Z is of the form
mZ. Then Z/mZ ∼= Zm and there is a natural representation π : C(T) → ⊕mC
given by π(f(z)) = (f(e0), f(e
2pii
m ), f(e
4pii
m ), · · · , f(e
(2m−2)pii
m )). Notice that π(zk) =
(1, 0, 0, · · · , 0) if and only if m|k. Then if we set A = {f : π(f) = (λ, 0, 0, ·, 0)} then
A is a C∗-subalgebra of C(T) generated by {zkm : k ∈ Z}. Notice that π trivializes
A and in fact A ∼= C∗(mZ).
On the other hand notice that the representation π : C(T) → C given by
π(f(z)) = f(i) trivializes the C∗-subalgebra generated by {z4}. However, π−1(C1)) =
C∗(Z).
In fact we can go further. If K is a subgroup of G then there is a universal triv-
ializing algebra through which all trivializing representations for C∗(K) ⊆ C∗(G)
factor. This representation is, in fact, the standard representation π : C∗(G) →
C∗(G/K).
Proposition 3. Let A be a C∗-subalgebra of C∗(G). There is a subgroup K ⊂ G
such that A ∼= C∗(K) if and only if
A =
⋂
{π−1(C1) : π trivializes C∗(K)}.
Proof. The forward direction is described before the statement of the proposition.
We consider here the converse. So let π : C∗(G)→ B(H) be a representation which
trivializes A. Now let Npi = {g ∈ G : π(U
g) = 1}. Checking we see that Npi is
a subgroup of G, since if g, h ∈ N then π(U−g) = π((Ug)∗) = π(Ug)∗ = 1∗ = 1
and π(Ug+h) = π(UgUh) = π(Ug)π(Uh) = 1 so that Npi is closed with respect to
inverses and the group operation. Then we define K = ∩{Npi : π trivializes A}.
It remains to prove that A = C∗(K). Certainly we know that C∗(K) can
be viewed as sitting inside A. Next we consider the natural map π : C∗(G) →
C∗(G/K) which trivializes C∗(K) and hence A ⊆ C∗(K). 
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Next we consider similar results for semicrossed products.
Proposition 4. Let A be a closed subalgebra of B and let S be a discrete abelian
semigroup acting on B via completely contractive endomorphisms. If σs(A) ⊆ A
for all s ∈ S then A×F S ⊆ B ×F S.
Proof. Let π : B → B(H) be a faithful representation, then notice that π|A : A→
B(H) is a faithful representation. Further the canonical Fock representation ofB×F
S → B(H⊗ ℓ2(S)) restricts to, since σs(A) ⊆ A for all s ∈ A, a Fock representation
ofA×FS acting on B(H⊗ℓ
2(S)) and the result now follows, since this representation
will be unitarily equivalent to the standard canonical Fock representation of A×F
S. 
Proposition 5. Let π : B → C be a completely contractive quotient map and
assume that an abelian discrete semigroup S acts on B (via σ) and on C (via τ)
as completely contractive endomorphisms. If τs ◦ π = π ◦ σs for all s then there is
a completely contractive quotient map π˜ : B ×F S → C ×F S such that π˜(b) = π(b)
for all b ∈ B and π˜(Ss) = Ts for all s ∈ S.
Proof. This proof is a simple outcome of the Fock construction since the map
π : B → C with the associated representation of Ss 7→ Ts gives rise to a Fock
representation of the pair (B, σ). By definition [10, Definition 3.5.1] the Fock
algebra B ×F S is universal for Fock representations we get the indicated homo-
morphism. 
Let X be a compact Hausdorff space and consider an abelian semigroup S acting
on X by continuous maps {σs : s ∈ S}. If S = M×N then there is a natural action
of N on C(X)×FM given on the generators of C(X)×FM by σn(f(x)) = f(σn(x))
and σn(Sm) = Sm for all m ∈M ; it is straightforward to that verify the covariance
relationship is preserved.
Theorem 3. Let S = M × N be a direct product of abelian semigroups acting
via ∗-endomorphisms on a C∗-algebra A. Then A ×F S ∼= (A ×F M) ×F N ∼=
(A×F N)×F M .
Proof. For s ∈ S we denote by σs : A → A the associated ∗-endomorphism. For
n ∈ N we define an action on the generators of A ×F M by αn(a) = σn(a) for
all a ∈ A and αn(Sm) = Sm for all m ∈ M . This yields a Fock representation
of A ×F M since the actions of M and N on A commute and hence it induces a
completely contractive representation of A×F M .
One then considers the canonical Fock representation of (A×FM)×N and notes
that this yields a Fock representation of A×F (M×N). Similarly the canonical Fock
representation of A×F (M ×N) yields a Fock representation of (A ×F M)×F N .
A similar result holds for the alternative with M and N changing place and hence
the result holds. 
Remark 2. Clearly this extends via induction to any finite product of abelian semi-
groups.
Remark 3. Notice that this is true (as a special case) for a crossed product by the
product of two abelian groups, since abelian groups are amenable and hence the
canonical Fock representation is faithful in this context.
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As an application of this result, if we denote by Ru the group of units in R then
one can see that C∗(M) ×F R
× ∼= (C∗(M) ×F R
u) × (R×/Ru). This allows us
to identify (as in [11]) the diagonal of the algebra C∗(M) ×F R
× as the crossed
product C∗(M)×Ru.
In our extended context however submodules are more than just subgroups of
M . We thus extend the previous results in the following section.
4. Submodules and Quotients
In [3, Corollary 2.5.12] it is shown that if N is a subgroup of M then there is
a conditional expectation E : C∗(M) → C∗(N) such that for m ∈ M we have
E(Um) =
{
Um : m ∈ N
0
(this is true for both the universal and reduced C∗-
algebras). A partial converse of this can be found as a corollary of results in [4, 15];
the former containing a version of the result for the reduced C∗-algebra for a discrete
group and the latter containing a version of the result for abelian group C∗-algebras
(in which the universal and reduced C∗-algebras are isomorphic). Specifically, we
have the following proposition.
Proposition 6. Let A ⊆ C∗(M) be a subalgebra. Then there is a subgroup N ⊆M
such that A ∼= C∗(N) if and only if there is a conditional expectation E : C∗(M)→
A with for any m ∈M E(Um) =
{
Um : Um ∈ A
0 otherwise.
.
Let R be a ring andM be an R-module. A submoduleN ⊆M is a subgroup ofM
which is closed under the action of R×. To study submodules and quotient modules
in the context of operator algebras we use the results of the preceding section and
the preceding result in the context of the Fock algebra associated to a module over
an integral domain. The following is just a combination of the preceding result and
Proposition 4.
Proposition 7. Let A be a subalgebra of C∗(M) ×F R
×. There is a submodule
N ⊆ M with A ∼= C∗(N) ×F R
× if and only if there is a conditional expectation
E : C∗(M) → A ∩ C∗(M) such that E(Um) =
{
Um Um ∈ A
0 otherwise
and σs(A) ⊆ A
for all s ∈ S.
We look now to find an alternative that does not necessarily require the latter
condition. Specifically assume that A is a subalgebra of C∗(M)×F R
× and that N
is a subgroup of M . Then we consider the Hilbert space HN := ℓ
2(M/N)⊗ ℓ2(R×,
which we call the quotient Hilbert space for the pair (M,N). For every m ∈M we
define Um : HN → HN on elementary tensors by U
m(vg+N ⊗ ur) = v(mr+g)+N ⊗
ur and extending by linearity to all of B(HN ). Similarly for t ∈ R
× we define
St(vg+N ⊗ ur) = vg+N ⊗ urt and extending to all of B(HN ). We call the collection
of operators {Um, Sr} the quotient operators for the pair (M,N).
Theorem 4. Let N be a subgroup of the R-module M . Then N is a submodule
if and only if the quotient operators for the pair (M,N) give rise to a covariant
representation of C∗(M)×F R
×.
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Proof. If N is a submodule for N then the quotient operators are acting on the
canonical Hilbert space for C∗(M/N) ×F R
× and hence they will give rise to a
covariant representation of C∗(M) ×F R
×, via the quotient map q : C∗(M) →
C∗(M/N).
For the reverse direction notice that N is an R-submodule if and only if rn ∈ N
for every r ∈ R× and n ∈ N . So, if M is not an R-submodule then there must
be some r ∈ R× and n ∈ N such that rn 6∈ N . Notice that Un = 1 by definition
but U rn 6= 1 but the covariance condition would imply that SrU
rn = UnSr for any
r. This would force the conclusion that SrU
rn = Sr but since Sr is an isometry it
follows that U rn = 1 which is a contradiction. 
Remark 4. As was noted in the proof notice that if N is an R-submodule of M
then C∗(N) is trivialized by the representation induced by the quotient operators.
We then have the simple corollary concerning quotient modules.
Corollary 1. Let M be an R-module and π : C∗(M) ×F R
× → A ×F R
× be a
completely contractive homomorphism. Then A ∼= C∗(M/N) for some R-submodule
N if and only if π−1(C) = C∗(N).
Proof. The forward direction is just an implication of Theorem 2. For the backward
direction notice that once we know that π−1(C) = C∗(N) then we only need to
verify that the quotient operators induce a completely contractive representation.
But that follows from the fact that π is a completely contractive representation of
C∗(M)×F R
×. 
This example now motivates similar concepts for general semicrossed products.
Given two semicrossed products C(X)×F S and C(Y )×F S which are generated by
{C(X)}∪{St} and {C(Y )}∪{Tt}. We say that the latter is a quotient semicrossed
product of the former if there is a covariant representation π : C(X) ×F S →
C(Y )×F S which is surjective and satisfies π(St) = Tt for all t ∈ S. In effect we are
requiring a surjective ∗-homomorphism π : C(X) → C(Y ) such that Ttπ(f(x)) =
π(αt(f(x)))Tt for all t ∈ S.
Next we say that C(Y )×F S is a sub-semicrossed product of C(Z)×F S if there
is a quotient semi-crossed product C(X) ×F S such that the composition sends
C(Z) to the identity in C(X) and fixes the semigroup generators.
Using Gelfand theory we can readily see that the following are required for the
existence of a sub-semicrossed product.
• A continuous injection π : X → Z.
• A continuous surjection τ : Y → X .
• A continuous surjection σ : X → N where N is the zero set of the ideal J
corresponding to the quotient C(Y )/J ∼= C(X).
• The continuous map π ◦ τ must be a constant map.
• The action of S commutes with π and τ (i.e. π ◦ αs = βs ◦ τ for all s.
Notice that the construction for submodules and quotient module operator al-
gebras are special cases of this construction for general semi-crossed products.
Although the above list gives necessary conditions there is no claim that these
conditions are sufficient. A useful categorical approach to this question would
necessitate a complete set of necessary and sufficient conditions. Such an approach
would also likely require considering the different universal semicrossed products to
give rise to a reasonable theory.
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5. Finite generation
One view of the collection of algebras considered in this paper is as a class of
readily understood semicrossed products that can motivate questions in the general
case of semicrossed products. We consider an example of this type of process in this
section. We will focus on finitely generated modules over an integral domain R. We
remind the reader that a module M is finitely generated as an R-module if there
exists somem1,m2, · · · ,mn ∈M such that for everym ∈M there is r1, r2, · · · , rn ∈
R such that m = r1m1 + r2m2 + · · ·+ rnmn. The set {m1,m2, · · · ,mn} is called a
generating set for M . In the case that M has a generating set of size 1 we say that
M is cyclic.
We now consider how this translates to a property of operator algebras, specif-
ically we will focus first on the C∗-algebra generated by C∗(M) ×F R
× inside
B(ℓ2(M)⊗ ℓ2(R×)) to motivate the general definition.
If M is cyclic as an R-module then there is some m ∈ M such that for any
n ∈M there is r ∈ R such that rm = n. Inside the C∗-envelope of the semicrossed
product we then have that S∗rUmSr = U
n. It follows that C∗(M) is the closure
of the unitization of the subspace generated by {S∗rU
mSr : r ∈ R
×}. We can
take this as a general definition for a semicrossed product. Let C(X) ×F S be a
Fock algebra associated to an action of S (an abelian discrete semigroup) on C(X)
acting as completely contractive endomorphisms. We will call the the closure of the
unitization of the subspace spanned by {S∗rf(x)Sr : r ∈ R
×} the cyclic subspace
generated by f and will denote it by 〈〈f〉〉. We can say that the action is cyclic if
there is some f ∈ C(X) such that C(X) = 〈〈f〉〉.
Example. Let σ : X → X be the identity map. Then S = Z+ and S acts on
C(X) by iterating the map σ. In this case C(X) × S is cyclic if and only if X
consists of one or two points. To see this notice that that for any f(x) we have
S∗nf(x)Sn = f(x) for all n and hence
〈〈f〉〉 =
{
span{1, f(x)} ∼= C2 : if f(x) 6= λ · 1 for any λ ∈ C
C otherwise
.
Which happens if and only if X consists of at most two points.
Example. Let X = {0, 1, · · · , n − 1} and σ : X → X be given by σ(i) ={
i + 1 : i ≤ n− 2
0 : i = n− 1
. Let Z+ act on X by iterating σ. Then C(X)×S is cyclic since
f(x) = χ1 ∈ C(X) and S
∗
r f(x)Sr = χr mod n so that C(X) = span{S
∗
r f(x)Sr : 1 ≤
r ≤ n} ⊆ 〈〈f(x)〉〉.
This points to a general result. We denote by O(x) = {σn(x) : n ∈ Z+}.
Proposition 8. Let X be a totally disconnected compact set and σ : X → X be a
continuous map. Then if there is some z such that X \ O(z) ⊆ {y} for some point
y then C(X)× Z+ is cyclic.
Proof. As X is totally disconnected it is generated by projections of the form χ{x}
such that x ∈ X . Let f(x) = χ{z} then S
∗
nf(x)Sn = χ{σn(z)} and notice that
span{S∗nf(x)Sn} is a subalgebra of C(X). The unitization of this algebra separates
the points of X and is unital and hence by the Stone-Weierstrass Theorem we have
that 〈〈f(x)〉〉 = C(X). 
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Considering arbitrary compact sets X points out two problems that can arise
for a fixed f :
• 〈〈f〉〉 need not be an algebra.
• 〈〈f〉〉 need not be self-adjoint.
If we know a-priori these two facts then the semicrossed product is cyclic if and only
if the set 〈〈f〉〉 separates points (via the Stone-Weierstrass Theorem). In general
this is not going to be true.
Example. Let X = [−1, 1] and σ(t) = t2, and f(t) = t. Then 〈〈f〉〉 is not an
algebra since t3 = f3 but f(σn) is an even function for all n ≥ 1. Now calculus tells
us that t3 6= λ1 + λ2t+ g(t) for any even function g(t) since the second derivative
of t3 is an odd function but the second derivative of the latter term is an even
function. It follows that 〈〈f(t)〉〉 is not an algebra.
Of course, for any cyclic module over a commutative ring R, the associated
semicrossed product algebra is cyclic (by definition). It follows that one can easily
construct examples of cyclic semicrossed products. The reason this appears to work,
however, is that the semigroup is “large” which means that C∗(M) will “move” a
lot when we consider all actions of R× on it.
The general case of n-generation is similar. We translate the commutative alge-
bra definition into the context of C∗(M)×F R
×. Then we tweak the definition into
the more general semicrossed product context. For brevity we will proceed right
to the general definition. We denote by 〈〈f1, f2, · · · , fn〉〉 to be the closure of the
span of all elements of the form g1 · g2 · · · · · gn where gi ∈ 〈〈fi〉〉. Notice that since
each of the sets 〈〈fi〉〉 is unital then so is 〈〈f1, f2, · · · , fn〉〉 and we also have that
〈〈fi〉〉 ⊆ 〈〈f1, f2, · · · , fn〉〉 for all i.
Proposition 9. If X is finite then C(X)×S is finitely generated by no more than
|X | elements of C∗(X).
Proof. This requires no action by S since is X = {x1, x2, · · · , xn} then C(X) is
spanned by fi := χ{xi} and hence C(X) = 〈〈f1, f2, · · · , fn〉〉. 
We can often do with fewer generating elements.
Example. Let X be finite then C(X) × Z+ is finitely generated by k elements
where k is the number of components in the orbit of the action. To see this,
for each component of the orbit of σ choose a single element xi. Then if we set
gi = χ{xi} then 〈〈gi, 〉〉 is the unitization of {f(x) : the support of f(x) ⊆ O(xi)}.
The result now follows.
Notice that these constructions work for any representation which is faithful on
C∗(M) and sends the Sg to an isometry satisfying the covariance conditions.
We have the following proposition.
Proposition 10. Assume that C(X) ×F ×S is finitely generated and there is a
surjective homomorphism π : C(X) ×F S → C(Y ) ×F S. Then C(Y ) ×F S is
finitely generated.
Proof. This relies on the fact that 〈〈π(f1), π(f2), · · · , π(fn)〉〉 = π(〈〈f1, f2, c . . . , fn〉〉) =
C(Y ) if π is surjective. 
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It is well known [18, Chapter 4] that finite generation is not inherited by sub-
modules. We do not, however, know that a module is finitely generated if the
associated semicrossed product is finitely generated. If we has such a result then
we would have an example where a sub-semicrossed product does not inherit the
finitely generated property.
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