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OUTER ACTIONS OF A DISCRETE
AMENABLE GROUP ON APPROXIMATELY
FINITE DIMENSIONAL FACTORS I,
GENERAL THEORY
Yoshikazu Katayama and Masamichi Takesaki
Abstract. To each factorM, we associate an invariant Obm(M) to be called
the intrinsic modular obstruction as a cohomological invariant which lives in
the “third” cohomology group:
Houtα,s(Out(M)× R,H
1
θ(R,U(C)),U(C))
where {C,R, θ} is the flow of weights on M. If α is an outer action of a count-
able discrete group G on M, then its modulus mod(α) ∈ Hom(G,Autθ(C)),
N = α−1(Cntr(M)) and the pull back
Obm(α) = α
∗(Obm(M)) ∈ H
out
α,s(G× R,N,U(C)))
to be called themodular obstruction of α are invariants of the outer conjugacy
class of the outer action α.
We prove that if the factor M is approximately finite dimensional and G is
amenable, then the invariants uniquely determine the outer conjugacy class
of α and the every invariant occurs as the invariant of an outer action α of
G on M. In the case that M is a factor of type IIIλ, 0 < λ ≤ 1, the modular
obstruction group Houtα,s(G×R,N,U(C)) and the modular obstruction Obm(α)
take simpler forms. These together with examples will be discussed in the
forthcoming paper, [KtT2].
This research is support in part by the NSF Grant: DMS-9801324 and DMS-0100883
and also by the Ministry of Education, Science, Sports and Culture, Grant-in-Aid for
Scientific Research (C), 14540206, 2002.
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2 OUTER CONJUGACY
§0. Introduction
With the successful completion of the cocycle conjugacy classification of
amenable discrete group actions on AFD factors by many hands over more
than two decades, [C3, J1, JT, O, ST1, ST2, KwST, KtST1], it is only
naturally to consider the outer conjugacy classification of amenable discrete
group outer actions on AFD factors. In fact, the work on the program has
been already started by the pioneering works of Connes, [Cnn 3, 4, 6], Jones
[J1] and Ocneanu [Ocn]. In this article, we complete the outer conjugacy
classification of discrete amenable group outer actions on AFD factors. The
cases of type I, II1 and II∞ with additional technical assumption were already
completed by Jones, [J1], and Ocneanu, [Ocn], so the case of type III will be
mainly considered although the technical assumption in the case of type II∞
placed in the work of Ocneanu [Ocn] must be removed.
As in the case of the cocycle conjugacy classification, we first associate
invariants which are intrinsic to any factor M, the flow of weights, the mod-
ulus, the characteristic square and the modular obstruction Obm(M). Then
the outer conjugacy invariants are given by the pull back of these intrinsic
quantities of the factor by the outer action. To be more precise, let M be a
separable factor. Associated with M is the characteristic square:
1 1 1y y y
1 −−−−→ T −−−−→ U(C)
∂
−−−−→ B1θ −−−−→ 1y y y
1 −−−−→ U(M) −−−−→ U˜(M)
∂˜
−−−−→ Z1θ −−−−→ 1yAd yA˜d y
1 −−−−→ Int(M) −−−−→ Cntr(M)
∂˙
−−−−→ H1θ −−−−→ 1y y y
1 1 1
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which is equivariant under Aut(M)×R. The middle vertical exact sequence
is the source of the intrinsic invariant:
Θ(M) ∈ Λmod×θ(Aut(M)× R,Cntr(M),U(C)).
To avoid heavy notations and to see the essential mechanism governing the
above exact characteristic square, let us consider the situation that a groupH
equipped with a distinguished pair of normal subgroups M ⊂ L ⊂ H which
acts on the ergodic flow {C,R, θ}, i.e., the action α of H on C commutes
with the flow θ. Assume that the normal subgroup L does not act on C, i.e.,
L ⊂ Ker(α), so that the action α factors through the both quotient groups
Q = H/L and G = H/M . In the case thatH = Aut(M), the groups L andM
stand for Cntr(M) and Int(M), therefore Q = Outτ,θ(M) and G = Out(M).
Let H˜, G˜ and Q˜ denote respectively the product groups H × R, G × R and
Q × R. We denote the unitary group U(C) simply by A for the simplicity.
In the case that H = Aut(M), then we require appropriate Borelness for
mappings. But Q can fail to have a reasonable Borel structure, so we treat
Q as a discrete group. On the product group Q˜ = Q × R, we consider the
product Borel structure as well as the product topology.
In this circumstance, we will see that each characteristic cocycle (λ, µ) ∈
Zα(H˜, L, A) gives rise to an H˜-equivariant exact square:
1 1 1y y y
1 −−−−−→ T −−−−−→ A
∂
−−−−−→ B −−−−−→ 1y iy y
1 −−−−−→ U = Eθ −−−−−→ E
∂θ−−−−−→ Z −−−−−→ 1y jy y
1 −−−−−→ K −−−−−→ L
∂˙
−−−−−→ H −−−−−→ 1y y y
1 1 1
with E = A ×µ L. The subgroup K of L is normal in H and depends on
the characteristic invariant χ = [λ, µ] ∈ Λα(H˜, L, A). We denote it by K(χ)
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or K(λ, µ) to indicate the dependence of K on χ or (λ, µ). We then define
a subgroup Zα(H˜, L,M,A) of Zα(H˜, L, A) to be the subgroup consisting of
those (λ, µ) ∈ Zα(H˜, L, A) such that M ⊂ K(λ, µ) and Λα(H˜, L,M,A) to
be
Λα(H˜, L,M,A) = {χ ∈ Λα(H˜, L, A) : M ⊂ K(χ)}.
In order to study the outer conjugacy class of an outer action α of G on
a factor M, we need to fix a cross-section s : Q 7→ G of the quotient map
π : G 7→ Q with kernel N = L/M = Ker(π) and also to restrict the group of
A-valued 3-cocycles on Q˜ to the group Z3α,s(Q˜, A) of standard cocycles and
a smaller coboundary group:
B3α,s(Q˜, A) = ∂Q˜(B
3
α(Q,A))
and to form the quotient group:
H3α,s(Q˜, A) = Z
3
α,s(Q˜, A)/B
3
α,s(Q˜, A).
The cross-section s gives rise to a link between the group H3α,s(Q˜, A) and the
group HomG(N,H
1
θ) of equivariant homomorphisms which in turn allows us
to define the fiber product:
Houtα,s(G× R, N, A) = H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ).
We then show that this group falls in the modified Huesbshmann - Jones -
Ratcliffe exact sequence which sits next to the Huebshmann - Jones - Ratcliffe
exact sequence:
1 1y y
H1(Q,T)
inf
−−−−→ H1(G,T)
inf
y infy
Hom(H,T) Hom(H,T)
res
y resy
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HomH(L,T) HomH(L,T)
∂
y ∂y
H2(Q,T)
inf
−−−−→ H2(G,T)
inf
y infy
H2(H,T) H2(H,T)
Res
y resy
Λα(H˜, L,M,A)
res
−−−−→ Λ(H,M,T)
δ
y δHJRy
Houtα (G,N,A)
∂
−−−−→ H3(G,T)
Inf
y infy
H3(H,T) H3(H,T)
An action α of H on a factor M with M = α−1(Int(M)) and L =
α−1(Cntr(M)) gives rise naturally to the modular characteristic invariant
χm(α) ∈ Λα(H˜, L,M,A) and
Obm(α) = δ(χm(α)) ∈ H
out
α,s(G× R, N, A) = H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ).
The cohomology element Obm(α) will be called the modular obstruction of
the outer action α of G.
In the original setting, H = Aut(M), the corresponding Obm(α) will be
denoted by Obm(M) and called the intrinsic modular obstruction of M.
In this article, we will prove the following outer conjugacy classification:
Theorem. i) If α is an outer action of a group G on a factor M, then
the pair of the modulus mod(α) ∈ Hom(G,Autθ(C)) of α and the modular
obstruction:
Obm(α) ∈ H
out
α,s(G× R, N, A)
is an outer conjugacy invariant of α with N = α−1(Cntr(M)).
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ii) If G is a countable discrete amenable group and M is an approximately
finite dimensional factor, then the pair (Obm(α),mod(α)) is a complete in-
variant for the outer conjugacy class of α.
ii) With a countable discrete amenable group G and an AFD factor M
fixed, every triplet occurs as the invariant of an outer action of G on the M.
Contrary to the case of the cocycle conjugacy classification, the outer con-
jugacy classification of outer actions of a countable discrete amenable group
on an AFD factor will be carried out by a unified approach without splitting
the case base on the type of the base factor. Indeed, the theory is very much
cohomological and therefore algebraic. Nevertheless, our classification does
not fall in the traditional classification doctrine of Mackey, we will follow the
strategy proposed in an earlier work of Katayama - Sutherland - Takesaki,
[KtST1]. Namely, we first introduce a standard Borel structure to the space
of outer actions of a countable discrete group G on a separable factor M and
associate functorially invariants in the Borel fashion.
Most of the mathematical work of this article was carried out during the
authors’ stay at the Department of Mathematics, University of Rome “La
Sapienza”, in the spring of 2000, while the second named author stayed
there for the entire academic year of 99/00, we would like to record here
our gratitude to Professor S. Doplicher and his colleagues in Rome for their
hospitality extended to the authors. The first named author also would like
to express his thanks to the National Science Foundation for supporting his
visit to Rome from Osaka in Japan.
§1. Preliminary and Notations
Let M be a separable factor and G a separable locally compact group. We
mean by an outer action α of G on M a Borel map from G into the group
Aut(M) of automorphisms of M such that
αg ◦ αh ≡ αgh mod Int(M), g, h ∈ G, (1.1)
where Int(M) means the group of inner automorphisms. If in addition the
following happens
αg 6≡ id mod Int(M) unless g = 1,
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then the outer action α is called free.
Remark. One should not confused an outer action with a free action
of G on M. A free action of a discrete group G is by definition that a
homomorphism α : g ∈ G 7→ αg ∈ Aut(M) such that αg /∈ Int(M), g 6= 1.
There is no good definition for the freeness of an action α of a continuous
group G. Although one might take the triviality M′ ∩M ⋊α G = C of the
relative commutant of the original factor M in the crossed-product as the
definition of the freeness of α, which is an easy consequence of the freeness
of α in the discrete case.
Let {M˜,R, θ, τ} be the non-commutative flow of weights on M in the
sense of Falcone - Takesaki, [FT1], and {C,R, θ} be the Connes - Takesaki
flow of weights, [CT], so that C is the center of M˜ and the flow {C,R, θ} is
the restriction of the non-commutative flow of weights. The von Neumann
algebra M˜ is generated by M together with one parameter unitary groups
{ϕit : ϕ ∈ W0(M), t ∈ R}, where W0(M) means the set of all faithful semi-
finite normal weights on M and {ϕit}’s are related by the Connes cocycle
derivatives:
ϕitψ−it = (Dϕ : Dψ)t, ϕ, ψ ∈W0(M), t ∈ R. (1.2)
The non-commutative flow θ then acts on M˜ by
θs(x) = x, x ∈M;
θs(ϕ
it) = (e−sϕ)it, ϕ ∈W0(M),
s, t ∈ R. (1.3)
Associated with the non-commutative flow of weights is the extended unitary
group U˜(M) = {u ∈ U(M˜) : uMu∗ = M}. Each u ∈ U˜(M) gives rise to an
automorphism A˜d(u) = Ad(u)|M of M. The set of such automorphisms will
be denoted by Cntr(M) and it is a normal subgroup of Aut(M).
An important property of the non-commutative flow of weights is the
relative commutant of M in M˜:
M
′ ∩ M˜ = C.
A continuous one parameter family {us ∈ U(M˜) : s ∈ R} is called θ-one
cocycle if
us+t = usθs(ut), s, t ∈ R.
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The set of all θ-one cocycles in C form a group relative to the pointwise
product in C and is denoted by Z1θ.
The action θ on M˜ is known to be stable in the sense that every θ-one
cocycle {us} is coboundary, i.e., there exists v ∈ U(M˜) such that
us = θs(v)v
∗ = (∂v)s, s ∈ R.
The set {∂v : v ∈ U(C)} of coboundaries is a subgroup of Z1θ and denoted by
B1θ. The quotient group H
1
θ = Z
1
θ/B
1
θ is an abelian group which is the first
cohomology group of the flow of weights. The elements of extended unitary
group U˜(M) are then characterized by the fact that for u ∈ U(M˜):
u ∈ U˜(M) ⇔ (∂u)t ∈ C, t ∈ R.
Therefore the map ∂ : v ∈ U˜(M) 7→ ∂v ∈ Z1θ is surjective. An important fact
about this map is that the exact sequence
1 −→ U(M) −→ U˜(M)
∂
−→ Z1θ −→ 1
splits equivariantly as soon as a faithful semi-finite normal weight ϕ is fixed,
i.e., to each faithful semi-finite normal weight ϕ there corresponds a homo-
morphism bϕ : c ∈ Z
1
θ 7→ bϕ(c) ∈ U˜(M) such that
A˜d(bϕ(c)) = σ
ϕ
c if ϕ is dominant, c ∈ Z
1
θ;
bα(ϕ)(c) = α◦bϕ◦α
−1(c), c ∈ Z1θ, α ∈ Aut(M);
(Dϕ : Dψ)c = bψ(c)bϕ(c
∗), ϕ, ψ ∈W0(M).
(1.4)
This was proven by Falcone - Takesaki [FT2] among other things.1
The group Cntr(M) of “extended modular” automorphisms is a normal
subgroup of Aut(M) but not closed in the case of type III0. Nevertheless it is
a Borel subgroup so that its inverse image N(α) = α−1(Cntr(M)), denoted
1The coboundary operation in [FT2] was defined differently as ∂us = uθs(u∗), so in
our case the map bϕ : c ∈ Z
1
θ 7→ bϕ(c) ∈ U˜(M) behaves as described here.
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simply by N in the case that α is fixed, is a normal Borel subgroup of the
original group G. Thus the quotient group Q = G/N cannot be expected
to be a good topological group in general unless G is discrete. Thus we
consider mainly discrete groups. Other than the definition of the invariants
of α we do not have any substantial result on continuous groups any way at
the moment. Interested readers are challenged to go further in the direction
of the cocycle conjugacy problem of one parameter automorphism groups:
clearly the very first step toward the continuous group actions on a factor.
§2. Modified Huebschmann Jones Ratcliffe Exact Sequence
We recall the Huebschmann - Jones - Ratcliffe exact sequence, [Hb, J1,
Rc]:
1 −→ H1(Q,A)
pi∗
−→ H1(G,A) −→ H1(N,A)G −→
−→ H2(Q,A) −→ H2(G,A) −→ Λ(G,N,A)
δ
−→ H3(Q,A)
pi∗
−→ H3(G,A),
(2.1)
where either i) G is a separable locally compact group acting on a separable
abelian von Neumann algebra C with A = U(C) and N a Borel normal
subgroup, or ii) G is a discrete group and N a normal subgroup. We need
the second case because the automorphism group Aut(M) of a separable
factor M and the normal subgroup Cntr(M) will be taken as the groups G
and N . If Cntr(M) is not closed as in the case of an AFD factor M, then the
quotient group Aut(M)/Cntr(M) does not have a good topological property
beyond the discrete group structure.
We are interested in the exactness at H3α(Q,A). In particular, we need an
explicit construction of [λ, µ] ∈ Λ(G,N,A) such that δ[λ, µ] = [c] for those
c ∈ Z3α(Q,A) with π
∗(c) ∈ B3α(G,A) in terms of a cochain µ ∈ C
2(G,A)
with π∗(c) = ∂αG(µ). In the situation where Polish topologies are available
on G,N and Q, we assume or demand that all cocycles and cochains are
Borel and when it is appropriate equalities are considered modulo null sets
relative to the relevant measures. This kind of restrictions requires us nailing
down several objects explicitly rather than relying on mere existence of the
required objects through abstract mechanism.
Given a cocycle (λ, µ) ∈ Zα(G,N,A), we have a G-equivariant exact se-
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quence:
E : 1 −−−−→ A
iA−−−−→ E = A×µ N
jE
−−−−→
←−
sE
N −−−−→ 1
along with a cross-section sE such that
sE(m)sE(n) = µ(m,n)sE(mn), m, n ∈ N ;
αg(sE(g
−1mg)) = λ(m, g)sE(m), or equivalently
αg(sE(m)) = λ(gmg
−1, g)sE(gmg
−1), g ∈ G.
Choose a cross-section spi of π:
1 −−−−→ N −−−−→ G
pi
−−−−→
←−
spi
Q −−−−→ 1,
which generates the cocycle nN ∈ Z(Q,N):
spi(p)spi(q) = nN (p, q)spi(pq), p, q ∈ Q.
Then we get the associated three cocycle cE ∈ Z
3
α(Q,A) given by the follow-
ing:
cE(p, q, r) = (∂Q(sE◦nN ))(p, q, r)
= α
spi(p)(sE(nN (q, r)))sE(nN (p, qr))(sE(nN (p, q))sE(pq, r)))
−1,
which is expressed in terms of (λ, µ) and nN directly:
cλ,µ(p, q, r) = λ(spi(p)nN (q, r)spi(p)
−1, spi(p))
× µ(spi(p)nN (q, r)spi(p)
−1, nN (p, qr))
× µ(nN (p, q), nN(p, qr))
−1.
(2.2)
This can be shown by a direct computation from the definition, which we
leave to the reader. We denote the cohomology class [cE ] ∈ H
3
α(Q,A) of cE
by δ([λ, µ]), which does not depends on the choices of the cross-sections spi
and sE but only on the cohomology class of (λ, µ).
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Lemma 2.1. The image δ(Λ(G,N,A)) in H3(Q,A) consists of precisely
those [ξ] ∈ H3α(Q,A) such that π
∗([ξ]) = 1 in H3α(G,A). More precisely if a
cochain µ ∈ C2α(G,A) gives ∂Gµ = π
∗(ξ), then
λ(m, g) = µ(g, g−1mg)µ(m, g)−1, m ∈ N, g ∈ G. (2.3)
together with the restriction (iN )∗(µ) gives an element of Z(G,N,A) such
that [ξ] = δ[λ, µ] where iN is the embedding of N into G, i.e.,
1 −−−−→ N
iN−−−−→ G
pi
−−−−→ Q −−−−→ 1.
The cochain f ∈ C2α(Q,A) given by
f(p, q) = µ(spi(p), spi(q))µ(nN (p, q), spi(pq))
−1 ∈ A, (2.4)
relates the original cocycle ξ ∈ Z3α(Q,A) and the new cocycle c
λ,µ in the
following way:
ξ = (∂Qf)c
λ,µ.
Proof. First we construct a G-equivariant exact sequence:
E : 1 −−−−→ A −−−−→ E −−−−→ N −−−−→ 1
from the data π∗(ξ) = ∂G(µ) ∈ B
3
a(G,A) with µ ∈ C
2
α(G,A). Let B = A
Q
be the abelian group of all A-valued, (Borel if applicable), functions on Q on
which Q acts by:
(αp(b))(q) = αp(b(qp)), p, q ∈ Q, b ∈ B = A
Q.
Viewing A as the subgroup of B consisting of all constant functions, we get
an exact sequence:
1 −−−−→ A
i
−−−−→ B
j
−−−−→ C −−−−→ 1.
By the cocycle identity, we have
ξ(q, r, s) = α−1p
(
ξ(pq, r, s)ξ(p, qr, s)−1ξ(p, q, rs)ξ(p, q, r)−1
)
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gives the following with η(p, q, r) = α−1p (ξ(p, q, r)) viewed as an element of
C2(Q,B) as a function of p:
ξ(q, r, s) = αq(η(pq, r, s))η(p, qr, s)
−1η(p, q, rs)η(p, q, r)−1
= Constant in p.
Hence j∗(∂Qη) = ∂Q(j∗(η)) = 1, so that j∗(η) ∈ Z
2(Q,C) and therefore we
get an exact sequence based on j∗(η
−1):
1 −−−−→ C −−−−→ D
σ
−−−−→
←−
sσ
Q −−−−→ 1,
with D = C ⋊α,j∗(η−1) Q and a cross-section sσ : p ∈ Q 7→ (1, p) ∈ D such
that
sσ(p)sσ(q) = j(η(p, q)
−1)sσ(pq), p, q ∈ Q.
With µ ∈ C2(G,A) such that π∗(ξ) = ∂Gµ, we get
ξ(π(g), π(h), π(k)) = αg(µ(h, k))µ(gh, k)
−1µ(g, hk)µ(g, h)−1
= αg(η(pπ(g), π(h), π(k)))η(p, π(gh), π(k))
−1
× η(p, π(g), π(hk))η(p, π(g), π(h))−1.
Thus, ζ = i∗(µ)π
∗(η−1) ∈ Z2(G,B), which allows us to create an exact
sequence:
1 −−−−→ B −−−−→ F
σ˜
−−−−→
←−
sσ˜
G −−−−→ 1
with F = B ⋊α,ζ G and the cross-section sσ˜, given by sσ˜(g) = (1, g), g ∈ G,
such that
sσ˜(p)sσ˜(q) = j(ζ(p, q))sσ˜(pq).
Since j∗(ζ) = j∗(η
−1), the next diagram is commutative:
1 −−−−→ B −−−−→ F
σ˜
−−−−→ G −−−−→ 1
j
y (j×pi)y piy
1 −−−−→ C −−−−→ D
σ
−−−−→ Q −−−−→ 1
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With E = Ker(j × π), we get the expanded commutative diagram:
1 1 1y y y
1 −−−−→ A −−−−→ E −−−−→ N −−−−→ 1
i
y y iNy
1 −−−−→ B −−−−→ F
σ˜
−−−−→
←−
sσ˜
G −−−−→ 1
j
y (j×pi)y piy↑spi
1 −−−−→ C −−−−→ D
σ
−−−−→
←−
sσ
Q −−−−→ 1y y y
1 1 1
The construction of the above diagram came equipped with cross-sections,
sσ˜ and sσ such that
sσ◦π = (j × π)◦sσ˜.
We now look at the extension E, which is the kernel Ker(j × π). An
element (b, g) ∈ F belongs to E if and only if j(b) = 1 and π(g) = 1; if and
only if (b, g) ∈ A×N . For m,n ∈ N we have
sσ˜(m)sσ˜(n) = µ(m,n)η(π(m), π(n))
−1
sσ˜(mn) = µ(m,n)sσ˜(mn),
so that we get
E = A×µ N.
As E is a normal subgroup of F , each sσ˜(g), g ∈ G, normalizes E. Since
the value of the two-cocycle ζ belongs to B each element of which commutes
with A and sσ˜(N), the restriction of αg = Ad(sσ˜(g)) to E gives rise to an
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honest action of G which is consistent with the original action of G on A.
Thus we obtain a G-equivariant exact sequence:
E : 1 −−−−→ A −−−−→ E
σ˜|E
−−−−→
←−
sσ˜|N
N −−−−→ 1.
Now we compare the original [ξ] and [cE ] in H
3(Q,A). The cross-section sσ˜
takes N into E so that its restriction sσ˜|N is a cross-section for σ˜|E . The
associated three cocycle cE ∈ Z
3(Q,A) is obtained by:
cE(p, q, r) = ∂Q(sσ˜◦nN )(p, q, r).
Consider the map s = sσ˜◦spi : Q 7→ E and compute
(∂Qs)(p, q) = sσ˜(spi(p))sσ˜(spi(q))sσ˜(spi(pq))
−1
= µ(spi(p), spi(q))η(p, q)
−1
sσ˜(spi(p)spi(q))sσ˜(spi(pq))
−1
= µ(spi(p), spi(q))η(p, q)
−1
sσ˜(nN (p, q)spi(pq))sσ˜(spi(pq))
−1
= µ(spi(p), spi(q))η(p, q)
−1µ(nN (p, q), spi(pq))
−1η(π(nN (p, q)), pq)
× sσ˜(nN (p, q))sσ˜(spi(pq))sσ˜(spi(pq))
−1
= µ(spi(p), spi(q))µ(nN (p, q), spi(pq))
−1η(p, q)−1sσ˜(nN (p, q)).
Thus with
f(p, q) = µ(spi(p), spi(q))µ(nN (p, q), spi(pq))
−1 ∈ A, (2.4)
we get
1 = (∂Q∂Qs)(p, q, r) = ∂Qf(p, q, r)∂Qη(p, q, r)
−1∂Q(sσ˜◦nN )(p, q, r)
= ∂Qf(p, q, r)ξ(p, q, r)
−1cE(p, q, r),
so that
[ξ] = [cE ] ∈ δ(Λ(G,N,A)).
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Now we compute the associated characteristic cocycle (λ, µ) ∈ Z(G,N,A):
λ(m, g)sσ˜(m) = αg(sσ˜(g
−1mg)) = sσ˜(g)sσ˜(g
−1mg)sσ˜(g)
−1
= µ(g, g−1mg)η(π(g), π(g−1mg))−1sσ˜(mg)sσ˜(g)
−1
= µ(g, g−1mg)µ(m, g)−1η(π(m), π(g))sσ˜(m)sσ˜(g)sσ˜(g)
−1
= µ(g, g−1mg)µ(m, g)−1sσ˜(m),
which proves (2.3).
As we will need only the construction of a G-equivariant short exact se-
quence from the cochain µ ∈ C2α(G,A) with π
∗(ξ) = ∂Gµ, we leave the proof
for the converse to the reader. It is a direct computation. ♥
In the sequel, the group G appears as the quotient group of another group
H by a normal subgroup M , i.e., G = H/M . Let πG be the quotient map
πG : H 7→ G. Set L = π
−1(N) and
H˜ = H × R, G˜ = G× R, and Q˜ = Q× R. (2.5)
Whenever an action α of H˜ on a group E is given, we denote the restriction
of α to R by θ. When an action α of the group H is given and the cross-
sections sH : g ∈ G 7→ sH(g) ∈ H for πG, s : p ∈ Q 7→ s(p) ∈ G for the quotient
map π : g ∈ G 7→ π(g) = gN ∈ Q and s˙ : p ∈ Q 7→ s˙(p) = sH(s(p)) ∈ H for
the map π˙ = π◦πG are specified, we use the abbreviated notations:
αg = αsH(g), g ∈ G; αp = αs˙(p), p ∈ Q,
which satisfy:
αg◦αh = αnM (g,h)◦αgh, g, h ∈ G;
αp◦αq = αnL(p,q)◦αpq, p, q ∈ Q,
(2.6)
where
nM (g, h) = sH(g)sH(h)sH(gh)
−1 ∈M, g, h ∈ G;
nL(p, q) = s˙(p)s˙(q)s˙(pq)
−1 ∈ L, p, q ∈ Q.
(2.7)
We examine the last half of the HJR-exact sequence:
H2α(H˜, A)
res
−−−−→ Λα(H˜, L, A)
δHJR−−−−→ H3α(Q˜, A)
inf
−−−−→ H3α(H˜, A).
First we show:
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Lemma 2.2. For each µ′ ∈ Z2α(H˜, A), there is an element µ ∈ Z
2
α(H˜, A)
such that µ′ and µ are cohomologous and µ satisfies the condition:
µ(h˜, k˜) = µH(h, k)αh(dµ(s; k)), h˜ = (h, s), k˜ = (k, t) ∈ H˜ = H × R, (2.8)
where
µH ∈ Z
2
α(H,A), d( · ; h) ∈ Z
1
θ(R, A);
θs(µH(h, k))µH(h, k)
∗ = d(s; h)αh(d(s; k))d(s; hk)
∗;
(2.9)
equivalently
∂θµH = ∂Hd. (2.9
′)
Proof. We recall H2θ(R, A) = {1}. So we may and do assume that µ
′(s, t) =
1, s, t ∈ R. Consider the group extension:
1 −−−−→ A
i
−−−−→ F = A×µ′ H˜
j
−−−−→ H˜ −−−−→ 1.
The assumption on the restriction µ′|R×R allows us to find a one parameter
subgroup {u(s) : s ∈ R} of F with j(u(s)) = s, s ∈ R. Choose a cross-section
s
′
j : h ∈ H 7→ s
′
j(h) ∈ F of the map j such that
s
′
j(h)s
′
j(k) = µ
′(h, k)s′j(hk), h, k ∈ H.
Now set
sj(h, s) = s
′
j(h)u(s), (h, s) ∈ H˜.
Now we compute the associated 2-cocycle µ :
µ(h, s; k, t) = sj(h, s)sj(k, t)sj(hk, s+ t)
−1
= s′j(h)u(s)s
′
j(k)u(t){s
′
j(hk)u(s+ t)}
−1
= s′j(h)µ
′(s; k)s′j(k, s)u(t){s
′
j(hk)u(s+ t)}
−1
= s′j(h)µ
′(s; k)µ′(k; s)−1s′j(k)u(s)u(t){s
′
j(hk)u(s+ t)}
−1
= αh
(
µ′(s; k)µ′(k; s)−1
)
s
′
j(h)s
′
j(k)s
′
j(hk)
−1
= αh
(
µ′(s; k)µ′(k; a)−1
)
µ′(h; k)
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for each (h, s), (k, t) ∈ H˜. Setting
µH = µ
′|H and d(s; h) = µ
′(s; h)µ′(h; s)∗
we obtain the first formula and also
d(s+ t; h) = d(s; h)θs(d(t; h)), s, t ∈ R, h ∈ H.
We next check the second identity which follows from the cocycle identity
for µ as seen below:
1 = αg˜(µ(h˜, k˜))µ(g˜h˜, k˜)
∗µ(g˜, h˜k˜)µ(g˜, h˜)∗,
g˜ = (g, s), h˜ = (h, t), k˜ = (k, u) ∈ H˜,
= αg˜
(
αh(dµ(s; k))µH(h, k)
)
αgh(dµ(s+ t; k)
∗)
× µH(gh, k)
∗αg(dµ(s; hk))µH(g, hk)αg(dµ(s; h)
∗)µH(g, h)
∗
= αg
(
θs(αh(dµ(s; k))µH(h, k))αh(dµ(s+ t; k)
∗)
)
µH(gh, k)
∗
× αg(dµ(s; hk))µH(g, hk)αg(dµ(s; h)
∗)µH(g, h)
∗
= αg
(
θs(αh(dµ(s; k))µH(h, k))αh(dµ(s; k)
∗θs(dµ(t; k)
∗))
)
µH(gh, k)
∗
× αg(dµ(s; hk))µH(g, hk)αg(dµ(s; h)
∗)µH(g, h)
∗
= αg
(
θs(µH(h, k))αh(dµ(s; k))
∗
)
µH(gh, k)
∗
× αg(dµ(s; hk))µH(g, hk)αg(dµ(s; h)
∗)µH(g, h)
∗
= αg
(
θs(µH(h, k))µH(h, k)
∗αh(dµ(s; k)
∗)
)
αg(µH(h, k))µH(gh, k)
∗
× αg(dµ(s; hk))µH(g, hk)αg(dµ(s; h)
∗)µH(g, h)
∗
= αg
(
θs(µH(h, k))µH(h, k)
∗αh(dµ(s; k)
∗)dµ(s; hk)dµ(s; h)
∗
)
;
θs(µH(h, k))µH(h, k)
∗ = dµ(s; h)αh(d(s; k))d(s; hk)
∗.
This proves the lemma. ♥
Definition 2.3. A cocycle µ ∈ Z2α(H˜, A) of the form (2.8) will be called
standard and dµ and µH in (1) will be called naturally the R-part and the
H-part of the cocycle µ.
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Lemma 2.4. i) If µ ∈ Z2α(H˜, A) is standard, then the (λµ, µ) = res(µ) ∈
Zα(H˜, L, A) is given by the following:
λµ(m; g˜) = αg(dµ(s; g
−1mg))µH(g, g
−1mg)µH(m; g)
∗,
g˜ = (g, s) ∈ H˜, m ∈ L.
(2.10)
ii) If (λ, µ) ∈ Zα(H˜, L, A), then c = cλ,µ = δHJR(λ, µ) is given by:
c(p˜, q˜, r˜) = αp
(
λ(nL(q, r); s)
)
λ(s˙(p)nL(q, r))s˙(p)
−1, s˙(p))
× µ(s˙(p)nL(q, r)s˙(p)
−1, nL(p, qr))
×
{
µ(nL(p, q), nL(pq, r))
}∗ (2.2′)
for each triplet p˜ = (p, s), q˜ = (q, t), r˜ = (r, u) ∈ Q˜.
iii) If (λ, µ) = (λµ, µ) = res(µ) with µ ∈ Z
2
α(Q˜, A) standard, then the
3-cocycle
c = cµ = δHJR(λµ, µ)
is cobounded by f ∈ C2α(Q˜, A) given by:
f(p˜, q˜) = µ(s˙(p˜); s˙(q˜))∗µ(nL(p, q); s˙(p˜q˜))
= µ(s˙(p), s; s˙(q), t)∗µ(nL(p, q); s˙(pq), s+ t)
= αp(dµ(s; s˙(q))
∗)µH(s˙(p), s˙(q))
∗µH(nL(p, q); s˙(pq)) ∈ A,
where s˙ is a cross-section of the quotient homomorphism π˙: H 7→ Q = H/L.
Proof. i) The 2-cocyle µ ∈ Z2α(H˜, A) gives rise to the following commutative
diagram of exact sequences equipped with cross-sections sH and sj :
1 −−−−→ A −−−−→ F = A×µ H˜
j˜
−−−−→
←−
s˜H
H˜ −−−−→ 1∥∥∥ ⋃x ⋃x
1 −−−−→ A −−−−→ E = A×µ L
j
−−−−→
←−
sj
L −−−−→ 1
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The action α of H˜ on E is given by αg˜ = Ad(sH(g˜))|E, g˜ = (g, s) ∈ H,
viewing E as a submodule of F , where the cross-section sH is given by
sH(g) = (1, g) ∈ F = A×µ H˜, g ∈ H.
The action θ of R on E is given by:
θs(a,m) = (θs(a)λµ(m; s), m), s ∈ R, (a,m) ∈ E = A×µ L.
Hence θs(sj(m)) = λµ(m; s)sj(m), m ∈ L, s ∈ R. Now the cocycle
res(µ) = (λµ, µ) ∈ Z(H˜, L, A)
is given by
λµ(m, g˜)sj(m) = αg(sj(g˜
−1mg˜)) = sH(g˜)sj(g˜
−1mg˜)sH(g˜)
−1
= sH(g˜)sH(g˜
−1mg˜)sH(g˜)
−1 = µ(g˜, g˜−1mg˜)sH(mg˜)sH(g˜)
−1
= µ(g˜, g˜−1mg˜)µ(m, g˜)−1sH(m)sH(g˜)sH(g˜)
−1
= µ(g˜, g˜−1mg˜)µ(m, g˜)−1sH(m);
λµ(m, g˜) = µ(g˜, g˜
−1mg˜)µ(m, g˜)−1
for m ∈ L, g˜ = (g, s) ∈ H˜. As µ is standard, we get further simplification:
λµ(m; g, s) = αg(d(s; g
−1mg))µH(g, g
−1mg)µH(m, g)
∗, (g, s) ∈ H˜,m ∈ L.
ii) Now suppose (λ, µ) ∈ Zα(H˜, L, A). The associated A-valued 3-cocycle
c = cλ,µ is given by (2.2) and the formula (2.2
′) follows from (2.2) and the
cocycle identity, see [ST2: (1.7), page 411] for λ:
λ(s˙(p˜)nL(q˜, r˜)s˙(p˜)
−1; s˙(p˜)) = λ(s˙(p)nL(q, r)s˙(p)
−1; s˙(p), s)
= α
s˙(p)(λ(nL(q, r)); s))λ(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))
for p˜ = (p, s), q˜ = (q, t), r˜ = (r, u) ∈ Q˜ because s˙(p˜) = (s˙(p), s).
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iii) Now assume (λ, µ) = (λµ, µ) with µ ∈ Z
2
α(H˜, A) standard. First we
compute the associated cocycle c = cµ:
cµ(p˜, q˜, r˜) = αp(λµ(nL(q, r); s))λµ(s˙(p)nL(q, r))s˙(p)
−1, s˙(p))
× µ(s˙(p)nL(q, r)s˙(p)
−1, nL(p, qr))
×
{
µ(nL(p, q), nL(pq, r))
}∗
= αp
(
µ(s; nL(q, r))µ(nL(q, r); s)
∗
)
× µ(s˙(p); s˙(p)−1s˙(p)nL(q, r)s˙(p)
−1
s˙(p))
× µ(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))∗
× µ(s˙(p)nL(q, r)s˙(p)
−1; nL(p, qr))
×
{
µ(nL(p, q); nL(pq, r))
}∗
= αp
(
dµ(s; nL(q, r))
)
µH(s˙(p); nL(q, r))
× µH(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))∗
× µH(s˙(p)nL(q, r)s˙(p)
−1; nL(p, qr))
×
{
µH(nL(p, q); nL(pq, r))
}∗
.
We now compute the coboundary of f :
∂
Q˜
f(p˜, q˜, r˜) = αp˜(f(q˜, r˜))f(p˜, q˜r˜){f(p˜, q˜)f(p˜q˜, r˜)}
∗
= αp˜
(
µ(s˙(q˜); s˙(r˜))∗µ(nL(q, r); s˙(q˜r˜))
)
× µ(s˙(p˜); s˙(q˜r˜))∗µ(nL(p, qr); s˙(pqr))
×
{
µ(s˙(p˜); s˙(q˜))∗µ(nL(p, q); s˙(p˜q˜))
× µ(s˙(p˜q˜); s˙(r˜))∗µ(nL(pq, r); s˙(p˜q˜r˜))
}∗
= µ(s˙(p˜); s˙(q˜)s˙(r˜))µ(s˙(p˜), s˙(q˜))∗µ(s˙(p˜)s˙(q˜); s˙(r˜))∗
× µ(s˙(p˜); nL(q, r)s˙(q˜r˜))
∗
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×
{
µ(s˙(p˜); nL(q, r))µ(s˙(p˜)nL(q, r); s˙(q˜r˜))
}
× µ(s˙(p˜); s˙(q˜r˜))∗µ(nL(p, qr); s˙(p˜q˜r˜))
×
{
µ(s˙(p˜); s˙(q˜))∗µ(nL(p, q); s˙(p˜q˜))
× µ(s˙(pq); s˙(r))∗µ(nL(pq, r); s˙(pqr))
}∗
= µ(s˙(p˜); nL(q, r)s˙(q˜r˜))µ(s˙(p˜); s˙(q˜))
∗µ(s˙(p˜)s˙(q˜); s˙(r˜))∗
× µ(s˙(p˜); nL(q, r)s˙(q˜r˜))
∗
×
{
µ(s˙(p˜); nL(q, r))µ(s˙(p˜)nL(q, r); s˙(q˜r˜))
}
× µ(s˙(p˜); s˙(q˜r˜))∗µ(nL(p, qr); s˙(p˜q˜r˜))
×
{
µ(s˙(p˜); s˙(q˜))µ(nL(p, q); s˙(p˜q˜))
∗
× µ(s˙(p˜q˜); s˙(r˜))µ(nL(pq, r); s˙(p˜q˜r˜))
∗
}
= µ(s˙(p˜)s˙(q˜); s˙(r˜))∗
{
µ(s˙(p˜); nL(q, r))µ(s˙(p˜)nL(q, r); s˙(q˜r˜))
}
× µ(s˙(p˜); s˙(q˜r˜))∗µ(nL(p, qr); s˙(p˜q˜r˜))
×
{
µ(nL(p, q); s˙(p˜q˜))
∗µ(s˙(p˜q˜); s˙(r˜))µ(nL(pq, r); s˙(p˜q˜r˜))
∗
}
.
We compute some terms below:
µ(s˙(p˜)nL(q, r); s˙(q˜r˜)) = µ(s˙(p˜)nL(q, r)s˙(p˜)
−1
s˙(p˜); s˙(q˜r˜))
= µ(s˙(p˜)nL(q, r)s˙(p˜)
−1; s˙(p˜))∗
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1; s˙(p˜)s˙(q˜r˜))µ(s˙(p˜); s˙(q˜r˜))
= µ(s˙(p˜)nL(q, r)s˙(p˜)
−1; s˙(p˜))∗µ(s˙(p˜); s˙(q˜r˜))
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1; nL(p, qr)s˙(p˜q˜r˜))
= µ(s˙(p˜)nL(q, r)s˙(p˜)
−1; s˙(p˜))∗µ(s˙(p˜); s˙(q˜r˜))µ(nL(p, qr); s˙(p˜q˜r˜))
∗
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1; nL(p, qr))
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1
nL(q, r); s˙(p˜q˜r˜));
µ(s˙(p˜)s˙(q˜); s˙(r˜)) = µ(nL(p, q)s˙(p˜q˜); s˙(r˜))
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= µ(nL(p, q); s˙(p˜q˜))
∗µ(nL(p, q); s˙(p˜q˜)s˙(r˜))µ(s˙(p˜q˜); s˙(r˜))
= µ(nL(p, q); s˙(p˜q˜))
∗µ(s˙(p˜q˜); s˙(r˜))µ(nL(p, q); nL(pq, r)s˙(p˜q˜r˜))
= µ(nL(p, q); s˙(p˜q˜))
∗µ(s˙(p˜q˜); s˙(r˜))µ(nL(pq, r); s˙(p˜q˜r˜))
∗
× µ(nL(p, q); nL(pq, r))µ(nL(p, q)nL(pq, r); s˙(p˜q˜r˜)).
We then substitute the above expression in the original calculation:
∂
Q˜
f(p˜, q˜, r˜) = µ(s˙(p˜)s˙(q˜), s˙(r˜))∗µ(s˙(p˜), nL(q, r))
× µ(s˙(p˜)nL(q, r), s˙(q˜r˜))µ(s˙(p˜), s˙(q˜r˜))
∗µ(nL(p, qr), s˙(p˜q˜r˜))
× µ(nL(p, q), s˙(p˜q˜))
∗µ(s˙(p˜q˜), s˙(r˜))µ(nL(pq, r), s˙(p˜q˜r˜))
∗
= µ(nL(p, q), s˙(p˜q˜))µ(s˙(p˜q˜), s˙(r˜))
∗
× µ(nL(pq, r), s˙(p˜q˜r˜))µ(nL(p, q), nL(pq, r))
∗
× µ(nL(p, q)nL(pq, r), s˙(p˜q˜r˜))
∗
× µ(s˙(p˜), nL(q, r))µ(s˙(p˜)nL(q, r)s˙(p˜)
−1, s˙(p˜))
× µ(s˙(p˜), s˙(q˜r˜))µ(nL(p, qr), s˙(p˜q˜r˜))
∗
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1, nL(p, qr))
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1
nL(q, r), s˙(p˜q˜r˜))
× µ(s˙(p˜), s˙(q˜r˜))∗µ(nL(p, qr), s˙(p˜q˜r˜))
× µ(nL(p, q), s˙(p˜q˜))
∗µ(s˙(p˜q˜), s˙(r˜))µ(nL(pq, r), s˙(p˜q˜r˜))
∗
= µ(nL(p, q), nL(pq, r))
∗µ(s˙(p˜), nL(q, r))
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1, s˙(p˜))
× µ(s˙(p˜)nL(q, r)s˙(p˜)
−1, nL(p, qr))
= αp
(
dµ(s; nL(q, r))
)
µH(s˙(p); nL(q, r))
× µH(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))∗
× µH(s˙(p)nL(q, r)s˙(p)
−1; nL(p, qr))
×
{
µH(nL(p, q); nL(pq, r))
}∗
= cµ(p˜, q˜, r˜)
for each triplet p˜ = (p, s), q˜, r˜ ∈ Q˜. This completes the proof. ♥
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Lemma 2.5. i) Every cohomology class [c] ∈ H3α(Q˜, A) can be represented
by a cocycle c of the form:
c(p˜, q˜, r˜) = αp(dc(s; q, r))cQ(p, q, r),
p˜ = (p, s), q˜ = (q, t), r˜ = (r, u) ∈ Q˜,
(2.11)
where cQ ∈ Z
3
α(Q,A) and dc(·, q, r) ∈ Z
1
θ.
ii) Given a function d : R × Q2 7→ A and cQ ∈ Z
3
α(Q,A), the function c
given by:
c(p˜, q˜, r˜) = αp(d(s; q, r))cQ(p, q, r)
is an element of Z3α(Q˜, A) if and only if
a) for each fixed q, r ∈ Q, d(·, q, r) is an R-cocycle, i.e.,
d(s+ t, q, r) = d(s, q, r)θs(d(t, q, r)), s, t ∈ R, q, r ∈ Q;
b) cQ and d are linked by the following formula:
θs(cQ(p, q, r))cQ(p, q, r)
∗
= αp(d(s; q, r))d(s; p, qr){d(s; p, q)d(s; pq, r)}
∗ (2.12)
for each s ∈ R, p, q, r ∈ Q, i.e.,
∂Qd = ∂θcQ. (2.12
′)
iii) For a cocycle c ∈ Z3α(Q˜, A) of the form (2.11) the following are equiv-
alent:
a) There exists a ∈ C2α(Q,A) such that
c = ∂
Q˜
a;
b) There exists a ∈ C2α(Q,A) such that
dc(s; q, r) = θs(a(q, r))a(q, r)
∗, q, r ∈ Q, s ∈ R; cQ = ∂Qa.
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Proof. The assertion (i) follows from the fact that the additive real line R
has trivial second and third cohomologies. Every 3-cocyle we encounter in
this paper will be of this form without perturbation anyway. So we omit the
proof.
ii) This follows directly from the cocycle identity for c. We omit the detail.
iii) This equivalence again follows from a direct easy computation. ♥
Definition 2.6. A cocycle c ∈ Z3α(Q˜,R) of the form (2.11) will be called
standard. We will concentrate on the subgroup Z3α,s(Q˜, A) of all standard
cocyles in Z3α(Q˜, A). The index “s” stands for “standard”. We then set
H3α,s(Q˜, A) = Z
3
α,s(Q˜, A)/∂Q˜(C
2
α(Q,A)).
The coboundary group B3α,s(Q˜, A) = ∂Q˜(C
2
α(Q,A)) is a subgroup of the
usual third coboundary group B3α(Q˜, A) = ∂Q˜(C
2
α(Q˜, A)), so that we have a
natural surjective homomorphism:
H3α,s(Q˜, A) −−−−→ H
3
α(Q˜, A)
The fixed cross-section s : Q 7→ G allows us to consider the fiber product
H3α,s(Q˜, A) ∗s HomG(N,H
1
θ)
consisting of those pairs ([c], ν) ∈ H3α,s(Q˜, A)×HomG(N,H
1
θ) such that
[dc(·, q, r)] = ν(nN (q, r)) in H
1
θ, q, r ∈ Q.
The group H3α,s(Q˜, A) ∗sHomG(N,H
1
θ) will be denoted by H
out
α,s(G×R, N, A)
for short. The suffix “s” is placed to indicate that this fiber product depends
heavily on the cocyle nN hence on the cross-section s. As mentioned earlier,
the invariant for outer actions of G must respect the cross-section s because a
change in the cross-section results an alteration on the outer conjugacy class
from the original outer conjugacy class. Before stating the main theorem of
the section, we still need some preparation.
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Theorem 2.7. Suppose that {C,R, θ} is an ergodic flow and a homomor-
phism α: g ∈ H 7→ αg ∈ Autθ(C), the group of automorphisms of C commut-
ing with θ. Assume the following:
i) a pair of normal subgroup M ⊂ L ⊂ H is given;
ii) the subgroup L, henceM as well, acts trivially on C, i.e., L ⊂ Ker(α);
iii) with G = H/M,N = L/M and Q = H/L, let πG: H 7→ G, π: G 7→
Q and π˙ = π◦πG: H 7→ Q be the quotient maps such that
Ker(πG) =M, Ker(π) = N and Ker(π˙) = L;
iv) Fix a cross-section s : Q 7→ G of the map π and choose cross-sections
sH: G 7→ H and s˙ : Q 7→ H in such a way that
s˙ = sH◦s.
Set H˜ = H ×R, G˜ = G×R and Q˜ = Q×R. Let A denote the unitary group
U(C) of C. Under the above setting, there is a natural exact sequence which
sits next to the Huebshmann-Jones-Ratcliffe exact sequence:
H2(H,T) H2(H,T)
Res
y resy
Λ(H˜, L,M,A) −−−−→ Λα(H,M,T)
δ
y δHJRy
Houtα,s(G× R, N, A)
∂
−−−−→ H3(G,T)
Inf
y infy
H3(H,T) H3(H,T)
(2.13)
We need some preparation.
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Lemma 2.8. To each characteristic cocycle (λ, µ) ∈ Zα(H˜, L, A), there cor-
responds uniquely an H˜-equivariant exact square:
1 1 1y y y
1 −−−−−→ T −−−−−→ A
∂θ−−−−−→ B −−−−−→ 1y iy y
1 −−−−−→ U = Eθ −−−−−→ E
∂˜θ−−−−−→ Z −−−−−→ 1y jy piZy
1 −−−−−→ K −−−−−→ L
∂˙
−−−−−→ H −−−−−→ 1y y y
1 1 1
(2.14)
with E = A×µ L.
Proof. The cocycle (λ, µ) gives an H˜-equivariant exact sequence:
E : 1 −−−−→ A
i
−−−−→ E = A×µ L
j
−−−−→ L −−−−→ 1.
With U = Eθ, the fixed point subgroup of E under the action θ of R, we set
B = A/T ∼= B1θ(R, A); Z = E/U ;
K = K(E) = j(U) ∼= U/T; H = Z/B.
As the real line R does not act on the group H, we have
j(θs(x)x
−1) = j(x)j(x)−1 = 1, x ∈ E, s ∈ R;
θs(x)x
−1 = (∂θx)s ∈ A,
and a : s ∈ R 7→ as = (∂θx)s ∈ A is a cocycle, a member of Z
1
θ(R, A). Thus
Z ⊂ Z1θ(R, A) and naturally H ⊂ H
1
θ(R, A). The map ∂θ can be viewed either
as the quotient map: E 7→ Z or the coboundary map described above. Now
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it is clear that these groups T, A, · · · ,H form a commutative exact sequare
of (2.14) on which H˜ acts. ♥
We will denote the subgroup K of L in (2.14) by K(λ, µ) or K(χ) to
indicate the dependence of K on the cocycle (λ, µ) ∈ Zα(H˜, L, A) or the
charactieristic invariant χ = [λ, µ] ∈ Λα(H˜, L, A). We then define the sub-
groups:
Zα(H˜, L,M,A) = {(λ, µ) ∈ Zα(H˜, L, A) : K(λ, µ) ⊃M};
Λα(H˜, L,M,A) = {χ ∈ Λα(H˜, L, A) : K(χ) ⊃M}.
(2.15)
A cocycle (λ, µ) ∈ Z(H˜, L, A) belongs to the subgroup Zα(H˜, L,M,A) if and
only if the cocycle (λ, µ) satisfies the conditions:
(λ|
M×H˜ , µ|M×M ) ∈ Z(H˜,M,T); λ(m; s) = 1, s ∈ R, m ∈M.
Let prH : H˜ 7→ H be the projection map from H˜ = H × R to the H-
component and iA,T : T 7→ A be the canonical embedding of T to A. Finally,
let iL,M :M 7→ L be the embedding of M into L. Then we have naturally:
Λα(H˜, L, A)
i∗L,M
−−−−→ Λ(H˜,M,A)∥∥∥
Λ(H,M,T)
pr∗H−−−−→ Λ(H˜,M,T)
(iA,T)∗
−−−−→ Λ(H˜,M,A)
In terms of these maps, we can restate the subgroup Λα(H˜, L,M,A) in the
following way:
Λα(H˜, L,M,A) = (i
∗
L,M )
−1((iA,T)∗◦pr
∗
H(Λ(H,M,T)).
The above maps also generates the following chain:
H2(H,T)
pr∗H−−−−→ H2(H˜,T)
(iA,T)∗
−−−−→ H2α(H˜, A)
res
−−−−→ Λ(H˜, L, A)
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and the range of the composed map
Res = res◦(iA,T)∗◦pr
∗
H : H
2(H,T) 7→ Λα(H˜, L, A)
is contained in the group Λα(H˜, L,M,A) defined above, which generates the
maps:
H2(H,T)
Res
−−−−→ Λα(H˜, L,M,A).
Coming back to the orignial situation that H = Aut(M),M = Int(M) and
L = Cntr(M), we know that each element of Res(H
2(H,T)) gives a pertur-
bation of the action of Aut(M) on M differ by Int(M). Hence we must be
concerned with the quotient group
Λα(H˜, L,M,A)/Res(H
2(H,T)).
The map δHJR = δ in the the Huebschmann - Jones - Ratcliffe exact
sequence:
1 −→ H1(Q˜, A)
pi∗
−→ H1(H˜, A) −→ H1(L,A)H˜ −→
−→ H2(Q˜, A) −→ H2(H˜,A) −→ Λ(H˜, L,A)
δ
−→ H3(Q˜,A)
pi∗
−→ H3(H˜,A),
to be abbreviated the HJR-exact sequence, [Hb, J1, Rc], gives a natural
map δHJR: Λα(H˜, L,M,A) 7→ H
3
α(Q˜, A). The map δHJR will be called the
HJR map and the modified HJR map δ relevant to our discussion will be
constructed along with the other two maps:
∂ : Houtα,s(G× R, N, A) −→ H
3(G,T);
Inf : Houtα,s(G× R, N, A) −→ H
3(H,T).
Construction of the modified HJR-map δ: First we fix a cocycle (λ, µ) ∈
Λα(H˜, L,M,A) and consider the corresponding crossed extension E:
1 −−−−→ A
i
−−−−→ E
j
−−−−→ L −−−−→ 1.
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AsM ⊂ K(λ, µ), with V =M×µT and F = E/V we have an H˜-equivariant
exact square:
1 1 1y y y
1 −−−−→ T −−−−→ A
∂θ−−−−→ B −−−−→ 1y iy y
1 −−−−→ V −−−−→ E −−−−→ F −−−−→ 1y jyxsj piNy
1 −−−−→ M −−−−→ L
piG|L
−−−−→
←−
sG
N −−−−→ 1y y y
1 1 1
As M ⊂ K(λ, µ), we get a G-equivariant homomorphism νχ : N 7→ H ⊂
H1θ(R, A), where G = H/M , i.e., νχ ∈ HomG(N,H
1
θ(R, A)).
Lemma 2.9. Fix (λ, µ) ∈ Zα(H˜, L,M,A).
i) For the cross-section sj : m ∈ L 7→ (1, m) ∈ E = A ×µ L of the map
j : E 7→ L associated with the cocycle (λ, µ), the cocycle c = cλ,µ given by
(2.2′) is standard with
dc(s; q, r) = λ(nL(q, r); s), q, r ∈ Q, s ∈ R;
cQ(p, q, r) = λ(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))µ(s˙(p)nL(q, r)s˙(p)
−1, nL(p, qr))
× {µ(nL(p, q), nL(pq, r)}
∗, p, q, r ∈ Q.
ii)
([cχ], νχ) ∈ H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ(R, A));
Proof. i) This is obvious from the formula (2.2′).
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ii) The cross-section sH gives an M -valued 2-cocycle:
nM (g, h) = sH(g)sH(h)sH(gh)
−1 ∈M, g, h ∈ G,
which allows us to relate sH(nN (q, r)) and nL(q, r):
πG(nL(q, r)) = πG
(
s˙(q)s˙(r)s˙(qr)−1
)
= s(q)s(r)s(qr)−1 = nN (q, r).
Hence nL(q, r) ≡ sH(nN (q, r)) mod M . As for each m ∈M, ℓ ∈ L and s ∈ R
we have
λ(mℓ; s) = θs(µ(m; ℓ)
∗)µ(m; ℓ)λ(m; s)λ(ℓ; s)
= θs(µ(m; ℓ)
∗)µ(m; ℓ)λ(ℓ; s),
we get
[λ(mℓ; ·)] = [λ(ℓ; ·)] in H1θ(R, A) for every m ∈M, ℓ ∈ L.
Thus [λ(nL(q, r); ·)] = νχ(nN (q, r)) ∈ H
1
θ(R, A), which precisely means that
([cλ,µ], ν) ∈ Houtα,s(G× R, N, A). ♥
Thus we obtain an element:
δ(χ) = ([cλ,µ], νχ) ∈ H
out
α,s(G× R, N, A),
and therefore the map
δ : Λα(H˜, L,M,A) 7→ H
out
α,s(G× R, N, A).
We will call δ the modified HJR-map. To distinguish this modified HJR
map from the original HJR map, we denote the original one by δHJR and
the modified one simply by δ. Note that the map δ does not depend on the
choice of the section sH : G 7−→ H, but depends on the choice of the section
s: Q 7−→ G. We now begin the proof of Theorem 2.7.
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Ker(δ) = Im(Res): First assume that
µ ∈ Z2(H,T) and χ = Res([µ]) ∈ Λ(H˜, L,M,A).
Then we have a commutative diagram of exact sequences:
1 −−−−→ T −−−−→ F = T×µ H
jH
−−−−→
←−
sF
H −−−−→ 1y ⋂y ∥∥∥
1 −−−−→ A −−−−→ F˜ = A×µ H
j˜
−−−−→
←−
s˜F
H −−−−→ 1∥∥∥ ⋃x ⋃x
1 −−−−→ A −−−−→ E = A×µ L
j
−−−−→
←−
sj
L −−−−→ 1
The action α of H on E is given by αh = Ad(sH(h))|E , h ∈ H, viewing E as
a submodule of F˜ , where the cross-section sH is given by
sH(h) = (1, h) ∈ F˜ = A×µ H, h ∈ H.
The action θ of R on E is given by:
θs(a,m) = (θs(a), m), s ∈ R, (a,m) ∈ E = A×µ L.
Hence θs(sj(m)) = sj(m), m ∈ L, s ∈ R. Now res(µ) = (λµ, µ) ∈ Z(H˜, L, A)
is given by (2.10). As µ takes values in T, we have µ = µH , i.e., dµ = 1.
Consequently, λµ(m; s) = 1, m ∈ L, s ∈ R which entails
λµ(nL(p, q); s) = 1, p, q ∈ Q = H/L, s ∈ R.
By Lemma 2.4.(iii), the associated 3-cocyle cµ = cλµ,µ ∈ Z
3
α(Q˜, A) is co-
bounded by f of the form:
f(p, q) = µ(s˙(p), s˙(q))∗µ(nL(p, q), s˙(pq)) ∈ T.
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This shows that Im (Res) ⊂ Ker(δ).
We are now moving to show the reversed inclusion: Im (Res) ⊃ Ker(δ).
We first compare the original HJR-exact sequence and our modified HJR
sequence. To this end, we recall that the cohomology group H3α,s(Q˜, A) is
obtained as the quotient group of a subgroup Z3α,s(Q˜, A) of Z
3
α(Q˜, A) by a sub-
group B3α,s(Q˜, A) of B
3
α(Q˜, A). Thus we have a natural map: H
3
α,s(Q˜, A) 7→
H3α(Q˜, A). Consequently, the above HJR-exact sequence applied to our con-
text yields the following commutative diagram:
H2α(H˜, A)
res
−−−−−→ Λα(H˜, L,A)
δHJR
−−−−−→ H3α(Q˜, A)
inf
−−−−−→ H3α(H˜,A)x(iA,T)∗ x x
H2(H,T)
Res
−−−−−→ Λα(H˜, L,M,A)
δ
−−−−−→ H3α,s(Q˜, A)
Suppose χ = [λ, µ] ∈ Ker(δ) ⊂ Λα(H˜, L,M,A). Then
1 = δ(χ) = ([cχ], νχ) in H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ).
The above assumption also means δHJR(χ) = 1. Hence the HJR-exact se-
quence guarantees that the 2-cocyle µ on L can be extended to H˜ as an
A-valued 2-cocyle over H˜ which we denote by µ again so that λ = λµ. To
proceed further, we need the following:
Lemma 2.10. If a 2-cocycle µ ∈ Z2α(H˜, A) is standard, and if
χ = res([µ]) = [λµ, µ] ∈ Λα(H˜, L, A)
generates trivial νχ = 1 of HomG(N,H
1
θ(R, A)), then there exists a standard
µ˜ ∈ Z2α(H˜, A) such that
i) µ ≡ µ˜ mod B2α(H˜, A);
ii) λµ˜(m; s) = 1, m ∈ L, s ∈ R, i.e., dµ˜(s;m) = 1.
Proof. Let πZ be the quotient map: c ∈ Z 7→ [c] ∈ H = Z/B. The condition
νχ(n) = 1, n ∈ N, implies that
πZ(∂θ(sj(m))) = ∂˙θ(m) = νχ(πG(m)) = 1 ∈ H
1
θ, m ∈ L;
∂θ(sj(m)) ∈ B
1
θ,
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so that for each m ∈ L there exists a(m) ∈ A such that
λ(m; s) = θs(sj(m))sj(m)
−1 = ∂θ(sj(m))s = θs(a(m))a(m)
∗.
Extending the function a : L 7→ A to the entire H˜ in such a way that
a(g, s) = a(g), (g, s) ∈ H˜ = H × R,
we define a new 2-cocycle:
µ˜(g˜, h˜) = a(g)∗αg˜(a(h)
∗)µ(g˜, h˜)a(gh), g˜, h˜ ∈ H˜,
where g and h are theH-component of g˜ and h˜ respectively. We then examine
if µ˜ remains standard:
µ˜(g, s; h, t) = a(g)∗θs(αg(a(h)
∗)αg(dµ(s; h))µH(g, h)a(gh)
= αg(θs(a(h))
∗a(h))αg(dµ(s; h))a(g)
∗αg(a(h)
∗)µH(g, h)a(gh)
= αg
(
θs(a(h))
∗a(h))dµ(s; h)
)
a(g)∗αg(a(h)
∗)µH(g, h)a(gh).
Therefore with
dµ˜(s; h) = θs(a(h)
∗)a(h)dµ(s; h), s ∈ R, h ∈ H;
µ˜(g, h) = a(g)∗αg(a(h)
∗)µH(g, h)a(gh), g, h ∈ H,
we confirm that µ˜ is standard. Now the corresponding characteristic cocycle
have the form:
λµ˜(m; g, s) = µ˜(g, s; g
−1mg))µ˜(m; g, s)∗
= αg(dµ˜(s; g
−1mg))µ˜H(g; g
−1mg)µ˜H(m; g)
∗
= αg
(
θs(a(g
−1mg)∗)a(g−1mg)dµ(s; g
−1mg)
)
× a(g)∗αg(a(g
−1mg)∗)a(mg)a(m)a(g)a(mg)∗
× µH(g; g
−1mg)µH(m; g)
∗
= αg
(
θs(a(g
−1mg)∗)dµ(s; g
−1mg)
)
× a(m)µH(g; g
−1mg)µH(m; g)
∗
= αg,s(a(g
−1mg)∗)a(m)λµ(m; g, s).
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With g = 1, we get
λµ˜(m; s) = θs(a(m)
∗)a(m)λ(m; s) = 1, m ∈ L, g ∈ H, s ∈ R.
This completes the proof. ♥
So we replace the original characteristic cocycle (λ, µ) by the modified one
(λµ˜, µ˜) by Lemma 2.10 so that
λ = λµ and dµ(s;m) = 1, m ∈ L, s ∈ R,
and µ ∈ Z2α(H˜, A) is standard.
Now we use the fact that the HJR map δHJR pushes (λµ, µ) to cµ ∈
Z3α,s(Q˜, A) ⊂ Z
3
α(Q˜, A) which is cobounded by f of Lemma 2.4 (iii):
f(p˜, q˜) = αp(dµ(s; s˙(q))
∗)µH(s˙(p), s˙(q))
∗µH(nL(p, q); s˙(pq)) ∈ A.
We examine ∂θ(f |Q) by making use of the relation between dµ and µH in the
formula (2.9):
θs(f(q, r))f(q, r)
∗
= θs
(
µH(s˙(q), s˙(r))
∗µH(nL(q, r); s˙(qr))
)
× {µH(s˙(q), s˙(r))
∗µH(nL(q, r); s˙(qr))}
∗
= θs
(
µH(s˙(q), s˙(r))
∗
)
µH(s˙(q), s˙(r))
× θs
(
µH(nL(q, r); s˙(qr)
)
µH(nL(q, r); s˙(qr))
∗
= dµ(s; s˙(q))αq(dµ(s; s˙(r)))dµ(s; s˙(q)s˙(r))
∗
× {dµ(s; nL(q, r))dµ(s; s˙(qr))dµ(s; nL(q, r)s˙(qr))
∗}∗
= dµ(s; s˙(q))αq(dµ(s; s˙(r))){dµ(s; nL(q, r))(dµ(s; s˙(qr)))}
∗.
Next we compare this with ∂Qf computed in the proof of Lemma 2.4. (iii).
Substituting p, q, r in place of p˜, q˜, r˜ in the last expression of ∂
Q˜
f , we obtain
(∂Qf)(p, q, r)
= µH(s˙(p); nL(q, r))µH(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))∗
× µH(s˙(p)nL(q, r)s˙(p)
−1; nL(p, qr))
{
µH(nL(p, q); nL(pq, r))
}∗
.
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Combining the above two coboundary calculations, we obtain:
(∂
Q˜
(f |Q))(p˜, q˜, r˜)
= αp(θs(f(q, r))f(q, r)
∗)(∂Q(f |Q))(p, q, r)
= αp
(
dµ(s; s˙(q))αq(dµ(s; s˙(r)))
× {dµ(s; nL(q, r))dµ(s; s˙(qr))}
∗
)
× µH(s˙(p); nL(q, r))µH(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))∗
× µH(s˙(p)nL(q, r)s˙(p)
−1; nL(p, qr))
×
{
µH(nL(p, q); nL(pq, r))
}∗
.
Comparing this with cµ, we conclude
(∂
Q˜
(f |Q))(p˜, q˜, r˜) = αp
(
dµ(s; s˙(q))αq(dµ(s; s˙(r)))dµ(s; s˙(qr))
∗
)
cµ(p˜, q˜, r˜).
Now we use the assumption that δ(λ, µ) = cµ ∈ B
3
α,s(Q˜, A), which means the
existence of a new cochain ξ ∈ C2α(Q,A) such that
cµ(p˜, q˜, r˜) = αp˜(ξ(q, r))ξ(p, qr){ξ(p, q)ξ(pq, r)}
∗.
Therefore, we get
αp˜(f(q, r))f(p, qr){f(p, q)f(pq, r)}
∗
= αp
(
dµ(s; s˙(q))αq(dµ(s; s˙(r)))dµ(s; s˙(qr))
∗
)
× αp˜(ξ(q, r))ξ(p, qr){ξ(p, q)ξ(pq, r)}
∗,
equivalently
αp˜((ξ
∗f)(q, r))(ξ∗f)(p, qr){(ξ∗f)(p, q)(ξ∗f)(pq, r)}∗
= αp
(
dµ(s; s˙(q))αq(dµ(s; s˙(r)))dµ(s; s˙(qr))
∗
)
.
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Setting s = 0, we obtain ∂Q(ξ
∗f |Q) = 1. With p = 1, we get
θs((ξ
∗f)(q, r))(ξ∗f)(q, r))∗
= dµ(s; s˙(q))αq(dµ(s; s˙(r)))dµ(s; s˙(qr))
∗.
(2.16)
We now use the formula (2.9), which states that dµ gives rise to an element
[dµ] ∈ Z
1
α(H,H
1
θ). The assumption νχ = 1 entails that the cocycle [dµ] factors
through Q, i.e., there exists a map a: (m, h) ∈ L ×H 7→ a(m, h) ∈ A such
that
dµ(s;mh) = θs(a(m, h))a(m, h)
∗dµ(s; h), m ∈ L, h ∈ H. (2.17)
We write H in term of the cross-section s˙ and the cocycle nL: H = L⋊nL Q.
Writing g = mL(g)s˙(π˙(g)), h ∈ H, with
b(g) = a(mL(g), s˙(π˙(g)) ∈ A, (2.18)
we obtain
dµ(s; g) = θs(b(g))b(g)
∗dµ(s; s˙(π˙(g))), g ∈ H. (2.19)
Then the right hand side of the formula (2.9) becomes:
dµ(s; g)αg(dµ(s; h))dµ(s; gh)
∗
= θs(b(g))b(g)
∗dµ(s; s˙(π˙(g)))αg
(
θs(b(h))b(h)
∗dµ(s; s˙(π˙(h)))
)
×
(
θs(b(gh))b(gh)
∗dµ(s; s˙(π˙(gh)))
)∗
= θs(b(g))b(g)
∗αg
(
θs(b(h))b(h)
∗
)(
θs(b(gh)
∗)b(gh)
)
× θs
(
(ξ∗f)(π˙(g), π˙(h))
)
(ξ∗f)(π˙(g), π˙(h)))∗
= θs
(
b(g)αg(b(h))(ξ
∗f)(π˙(g), π˙(h))b(gh)∗
)
×
(
b(g)αg(b(h))(ξ
∗f)(π˙(g), π˙(h))b(gh)∗
)∗
.
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Equating this to the left hand side of (2.9), we get
θs(µH(g, h))µH(g, h)
∗
= θs
(
b(g)αg(b(h))(ξ
∗f)(π˙(g), π˙(h))b(gh)∗
)
×
(
b(g)αg(b(h))(ξ
∗f)(π˙(g), π˙(h))b(gh)∗
)∗
 g, h ∈ H.
Hence µ0 = π˙
∗(ξf∗)(∂Hb
∗)µH ∈ Z
2(H,T). Finally we compare
Res(µ0) = (λµ0 , µ0|L)
and (λµ, µ). First, we compare the µ-components of the characteristic cocycle
and obtain
µ0(m,n) = b(m)
∗b(n)∗b(mn)µH(m,n), m, n ∈ L,
since (ξf∗)(π˙(m), π˙(n)) = 1. Second, we also get
λµ0(m; g, s) = αg(dµ0(s; g
−1mg))µ0(g; g
−1mg)µ0(m; g)
∗
= µ0(g; g
−1mg)µ0(m; g)
∗
= (∂Hb
∗)(g; g−1mg)µH(g; g
−1mg)(∂Hb
∗)(m; g)∗µH(m; g)
∗
= b(g)∗αg(b(g
−1mg)∗)b(mg)b(m)b(g)b(mg)∗µH(g; g
−1mg)µH(m; g)
∗
= αg(b(g
−1mg)∗)b(m)µH(g; g
−1mg)µH(m; g)
∗
= αg(b(g
−1mg)∗)b(m)λµ(m; g, s).
Therefore we conclude that
Res([µ0]) = [λµ, µ] = χ ∈ Λα(H˜, L,M,A).
This completes the proof of Ker(δ) ⊂ Im(Res) and so Ker(δ) = Im(Res).
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Lemma 2.11. There is a natural commutative diagram of exact sequences:
Λα˜(H˜, L,M,A)
δ
−−−−−→ H3α,s(Q˜, A) ∗s HomG(N,H
1
θ(R, A)))
Inf=inf◦∂
−−−−−−→ H3α(H,T)yi∗L,M ∂y ∥∥∥
Λ(H,M,T)
δHJR
−−−−−→ H3(G,T)
inf
−−−−−→ H3(H,T)
Proof. Map ∂ : Fix a cross-section sZ : H
1
θ(R, A) 7→ Z
1
θ(R, A) and set
ζν(s;n) = (sZ(ν(n))s ∈ A, s ∈ R, n ∈ N, ν ∈ HomG(N,H
1
θ(R, A)).
Choose ([c], ν) ∈ H3α,s(Q˜, A) ∗s HomG(N,H
1
θ(R, A))) so that
∂2[c] = ν ∪ ns,
i.e.,
[d( · ; q, r)] = ν(ns(q, r)) in H
1
θ(R, A), q, r ∈ Q.
Hence there exists f ∈ C2α(Q,A) such that
dc(s; q, r) = θs(f(q, r))f(q, r)
∗ζν(s; n(q, r)), q, r ∈ Q, s ∈ R, (2.20)
and therefore,
c(p˜, q˜, r˜) = cQ(p, q, r)αp
(
θs(f(q, r))f(q, r)
∗ζν(s; n(q, r))
)
,
p˜ = (p, s), q˜, r˜ ∈ Q˜.
(2.21)
The necessary condition for c ∈ Z3α,s(Q˜, A) in (2.12) gives the following:
θs(cQ(p, q, r))cQ(p, q, r)
∗
= αp
(
θs(f(q, r))f(q, r)
∗ζν(s; n(q, r))
)
× θs(f(p, qr))f(p, qr)
∗ζν(s; n(p, qr))
× {θs(f(p, q))f(p, q)
∗ζν(s; n(p, q))
× θs(f(pq, r))f(pq, r)
∗ζν(s; n(pq, r))}
∗
(2.22)
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for each p, q, r ∈ Q and s ∈ R.
Now we are going to consider the pull back π˜∗(c) ∈ Z3α(G˜, A) with
π˜(g, s) = (π(g), s), g˜ = (g, s) ∈ G˜ = G× R,
But we first check the pull back π˜∗(ν ∪ nN ) ∈ Z
2
α(G,H
1
θ). To this end, with
mN (g) = gs(π(g))
−1 ∈ N and nN (g) = s(π(g))g
−1 ∈ N , we observe first
nN (π(g), π(h)) = s(π(g))s(π(h))s(π(gh))
−1, g, h ∈ G,
= nN (g)gnN (h)h{nN (gh)gh}
−1
= nN (g)gnN (h)g
−1nN (gh)
−1;
and that
ν(nN (π(g), π(h)))
= ν(nN (g))αg(ν(nN (h))ν(nN (gh))
−1 in H1θ,
g, h ∈ G.
Hence we can choose a(g, h) ∈ A, g, h ∈ G, such that
ζν(s; nN (π(g), π(h))) = θs(a(g, h))a(g, h)
∗ζν(s; nN (g))
× αg(ζν(s; nN (h)))ζν(s; nN (gh))
∗ (2.23)
We apply now this to the pull back of the above (2.22) and obtain for each
g, h, k ∈ G:
θs(cQ(π(g), π(h), π(k)))cQ(π(g), π(h), π(k))
∗
= αg
(
θs(π
∗(f)(h, k))π∗(f)(h, k)∗θs(a(h, k))a(h, k)
∗ζν(s; nN (h))
× αh(ζν(s; nN (k)))ζν(s; nN (hk))
∗
)
× θs(π
∗(f)(g, hk))π∗(f)(g, hk)∗θs(a(g, hk))a(g, hk)
∗
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× ζν(s; nN (g))αg(ζν(s; nN (hk)))ζν(s; nN (ghk))
∗
×
{
θs(π
∗(f)(g, h))π∗(f)(g, h)∗θs(a(g, h))a(g, h)
∗
× ζν(s; nN (g))αg(ζν(s; nN (h)))ζν(s; nN (gh))
∗
× θs(π
∗(f)(gh, k))π∗(f)(gh, k)∗θs(a(gh, k))a(gh, k)
∗
× ζν(s; nN (gh))αgh(ζν(s; nN (k)))ζν(s; nN (ghk))
∗
}∗
= αg
(
θs(π
∗(f)(h, k))π∗(f)(h, k)∗θs(a(h, k))a(h, k)
∗
)
× θs(π
∗(f)(g, hk))π∗(f)(g, hk)∗θs(a(g, hk))a(g, hk)
∗)
×
{
θs(π
∗(f)(g, h))π∗(f)(g, h)∗θs(a(g, h))a(g, h)
∗)
× θs
(
π∗(f)(gh, k)
)
π∗(f)(gh, k)∗θs(a(gh, k))a(gh, k)
∗
}∗
and hence, for each each g, h, k ∈ G,
θs
(
cQ(π(g), π(h), π(k))∂G(π
∗(f)∗a∗)(g, h, k)
)
= cQ(π(g), π(h), π(k))∂G(π
∗(f)∗a∗)(g, h, k).
The ergodicity of the flow θ yields that
π∗(cQ)∂G(π
∗(f)a)∗ ∈ Z3(G,T).
Now we change the cocycle c to c′ within the cohomology class, i.e., c′ =
(∂
Q˜
b)c with b ∈ C2α(Q,A) which gives:
d′(s; q, r) = θs(b(q, r))b(q, r)
∗d(s; q, r), s ∈ R, q, r ∈ Q.
We also change the cross-section sZ : H
1
θ 7→ Z
1
θ to s
′
Z : H
1
θ 7→ Z
1
θ. Then there
exists a map n ∈ N 7→ e(n) ∈ A such that
ζ ′ν(s;n) = s
′
Z(ν)s = θs(e(n))e(n)
∗ζν(s;n), n ∈ N.
Thus we obtain, for each s ∈ R, g, h ∈ G,
d′(s; q, r) = θs
(
(f(q, r)e(nN(q, r))
∗b(q, r)
)
f(q, r)∗b(q, r)∗e(nN (q, r))ζ
′
ν(s; nN (q, r));
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ζ ′ν(s; nN (π(g), π(h)))
= θs(e(nN (π(g), π(h))))e(nN(π(g), π(h)))
∗ζν(s; nN (π(g), π(h)))
= θs
(
e(nN (π(g), π(h)))a(g, h)e(nN (g))
∗αg(e(m(h))
∗)e(nN (gh))
)
× e(nN (π(g), π(h)))
∗a(g, h)∗e(nN (g)
∗)
× αg(e(nN (h))
∗)e(nN (gh))
× ζ ′ν(s; nN (g))αg(ζ
′
ν(s; nN (h)))ζ
′
ν(s; nN (gh))
∗;
c′Q(p, q, r) = (∂Q˜b)(p, q, r)cQ(p, q, r)
= (∂Qb)(p, q, r)cQ(p, q, r), p, q, r ∈ Q.
Therefore, the cochains f and a are transformed to the following f ′ and a′:
f ′(p, q) = f(p, q)e(nN(p, q))
∗b(p, q), p, q ∈ Q;
a′(g, h) = e(nN (π(g), π(h)))a(g, h)e(nN (g))
∗
× αg(e(nN (h))
∗)e(nN (gh)), g, h ∈ G.
Thus we get
π∗(c′Q)∂G(π
∗(f ′)a′)∗ = π∗(cQ)π
∗(∂Qb)∂G
(
π∗(fb)π∗(e◦nN )a
)∗
× ∂G(π
∗(e◦nN ))∂
2
G(e◦nN )
∗)
= π∗(cQ)∂G(π
∗(f)a)∗.
Finally, in the choice of f and a we have pecisely the ambiguity of C2(Q,T)
and C2(G,T) which result the change on π∗(cQ)∂G(π
∗(f)a)∗ ∈ Z3(G,T) by
B3(G,T). Thus we have a well-defined homomorphism
∂ : H3α,s(Q˜, A) ∗s HomG(N,H
1
θ(R, A)) 7→ H
3(G,T).
which depends on the choice of the section s: Q 7−→ G.
Now fix χ = [λ, µ] ∈ Λα(H˜, L,M,A) and set
([cλ,µ], νχ) = δ(χ) ∈ H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ(R, A)).
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Associated with (λ, µ) is an H˜-equivariant exact square:
1 1 1y y y
1 −−−−→ T −−−−→ A −−−−→ B −−−−→ 1y iy y
1 −−−−→ V −−−−→ E −−−−→ F −−−−→ 1y jyxsj y
1 −−−−→ M −−−−→ L −−−−→ N −−−−→ 1y y y
1 1 1
The far left column exact sequence corresponds to the restriction
(λ, µ)|M×H = i
∗
L,M (λ, µ) ∈ Λ(H,M,T).
To go further, we need the following:
Sublemma 2.12. In the above context, we have
δHJR(i
∗
L,M (χ)) = ∂(δ(χ)) ∈ H
3(G,T), χ ∈ Λα(H˜, L,M,A).
Proof. First we arrange the cross-sections in the following way:
sH(ns(p)) = sH(n)sH(s(p)), n ∈ N, p ∈ Q;
sj(msH(n)) = sj(m)sj(sH(n)), m ∈M,n ∈ N.
We further arrange the cross-sections sH on N , s∂˙ and sZ on H, so that they
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satisfy the following composition rules:
E
∂θ−−−−→ Z
j
yxsj yxsZ
L
∂˙
−−−−→
←−
s
∂˙
H
piG
yxsH νxysν
N N
sZ = ∂θ◦sj◦s∂˙ : H 7→ Z;
∂θ◦sj◦sH = ∂θ◦sj◦s∂˙◦ν = sZ◦ν : N 7→ Z;
∂θ◦sj = sZ◦ν◦πG : L 7→ Z.
As sH 6= s∂˙◦ν ifM 6= K(λ, µ), i.e., if ν is not injective, the second composition
rule needs to be justified. For each n ∈ N , set m = s∂˙◦ν(n)sH(n)
−1 ∈ M so
that msH(n) = s∂˙(ν(n)). Then we have
sj(s∂˙(ν(n))) = sj(m)sj(sH(n));
sZ(ν(n)) = ∂θ(sj(s∂˙(ν(n))) = ∂θ(sj(m)sj(sH(n)))
= ∂θ(sj(sH(n))),
which justfies the second composition rule.
For each ℓ ∈ L, we write
ℓ = mM (ℓ)s∂˙(∂˙(ℓ)) = mM (ℓ)s∂˙(ν(πG(ℓ)))
and obtain
sj(ℓ) = sj(mM (ℓ))sj◦s∂˙(ν(πG(ℓ))), ℓ ∈ L;
∂θ(sj(ℓ)) = ∂θ(sj◦s∂˙(ν(πG(ℓ))) = sZ(ν(πG(ℓ))).
Each g ∈ G is uniquely written in the form:
g = mN (g)s(π(g)), g ∈ G,
with mN (g) ∈ N . Therefore we have
sH(g) = sH(mN (g))s˙(π(g)), g ∈ G, sH(mN (g)) ∈ L.
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Then the product gh of each pair g, h ∈ G gives:
mN (gh)s(π(gh)) = gh
= mN (g)s(π(g))mN (h)s(π(h))
= mN (g)s(π(g))mN (h)s(π(g))
−1
s(π(g))s(π(h))
= mN (g)s(π(g))mN (h)s(π(g))
−1
nN (π(g), π(h))s(π(gh));
1 = mN (g)s(π(g))mN (h)s(π(g))
−1
nN (π(g), π(h))mN (gh)
−1.
We observe the following relation between the cocycles nL and nN .
πG(nL(p, q)) = πG(s˙(p)s˙(q)s˙(pq))
−1)
= s(p)s(q)s(pq)−1 = nN (p, q), p, q ∈ Q.
We then further compute:
nM (g, h) = sH(g)sH(h)sH(gh)
−1, g, h ∈ G,
= sH(mN (g)s(π((g)))sH(mN (h)s(π((h)))
× sH(mN (gh)s(π((gh)))
−1
= sH(mN (g))sH(s(π((g))))sH(mN (h))sH(s(π(h))
× {sH(mN (gh))sH(s(π(gh)))}
−1
= sH(mN (g))s˙(π(g)))sH(mN (h))s˙(π(g))
−1
s˙(π(g))s˙(π(h))
× {sH(mN (gh))s˙(gh)))}
−1
= sH(mN (g))s˙(π(g)))sH(mN (h))s˙(π(g))
−1
nL(π(g)), π(h))
× {sH(mN (gh))}
−1.
We now take the cross-section sj and choose b(g, h) ∈ A so that the following
computation is valid:
sj(nM (g, h)) = sj
(
sH(g)sH(mN (h))sH(g)
−1
× sH(mN (g))nL(π(g), π(h))sH(mN (gh))
−1
)
OUTER CONJUGACY 45
= b(g, h)α
sH(g)(sj(sH(mN (h))))sj(sH(mN (g)))
× sj(nL(π(g), π(h)))sj(sH(mN (gh)))
−1
= b(g, h)α
sH(mN (g))s˙(pi(g))(sj(sH(mN (h))))sj(sH(mN (g)))
× sj(nL(π(g), π(h)))sj(sH(mN (gh)))
−1
= b(g, h)sj(sH(mN (g)))αs˙(pi(g))(sj(sH(mN (h))))
× sj(nL(π(g), π(h)))sj(sH(mN (gh)))
−1.
We summerlize this here for later use:
sj(nM (g, h)) = b(g, h)sj(sH(mN (g)))αs˙(pi(g))(sj(sH(mN (h))))
× sj(nL(π(g), π(h)))sj(sH(mN (gh)))
−1
(2.24)
We then apply the coboundary operator ∂θ to the both side to obtain:
1 = ∂θ(b(g, h))∂θ(sj(mN (g))∂θ(αs˙(pi(g))(sj(sH(mN (h))))
× ∂θ(sj(nL(π(g), π(h))))∂θ(sj(sH(mN (gh)))
−1)
and use the compostion rules among cross-sections to drive:
sZ(ν(nN (π(g), π(h))) = ∂θ(b(g, h)
−1)sZ(ν(mN (g)
−1)
× αg(sZ(ν(mN (h))
−1))sZ(ν(mN (gh)))).
Since nN (g) = mN (g)
−1, g ∈ G, we have
sZ(ν(nN (π(g), π(h))) = ∂θ(b(g, h)
−1)sZ(ν(nN (g))
× αg(sZ(ν(nN (h))))sZ(ν(nN (gh))
−1)),
equivalently
ζν(s; nN (π(g), π(h)) = θs(b(g, h)
−1)b(g, h)ζν(s; nN (g))
× αg(ζν(s; nN (h)))ζν(s; nN (gh))
∗, g, h ∈ G.
Therefore the elements b(g, h)−1 ∈ A serves as a(g, h) of (2.23) in the con-
struction of ∂(δ(χ)).
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With u(g) = sj(sH(mN (g))) ∈ E, g ∈ G, and w(g, h) = sj(nL(π(g), π(h))),
we apply the coboundary operation ∂G to the both side of (2.24) relative to
the outer action αsH of G on E to obtain:
cλ,µG (g, h, k) = αsH(g)
(
sj(nM (h, k))
)
sj(nM (g, hk))
× {sj(nM (g, h))sj(nM (gh, k))}
−1
= (∂Ga)(g, h, k)
−1α
sH(g)
(
u(h)α
s˙(pi(h))(u(k))w(h, k)u(hk)
−1
)
× u(g)α
s˙(pi(g))(u(hk))w(g, hk)u(ghk)
−1
× {u(g)α
s˙(pi(g))(u(h))w(g, h)u(gh)
−1u(gh)
× α
s˙(pi(gh))(u(k))w(gh, k)u(ghk)
−1}−1
= (∂Ga)(g, h, k)
−1
× Ad(u(g))◦α
s˙(pi(g))
(
u(h)α
s˙(pi(h))(u(k))w(h, k)u(hk)
−1
)
× u(g)α
s˙(pi(g))(u(hk))w(g, hk)
× {u(g)α
s˙(pi(g))(u(h))w(g, h)u(gh)
−1u(gh)
× α
s˙(pi(gh))(u(k))w(gh, k)}
−1
= (∂Ga)(g, h, k)
−1α
s˙(pi(g))
(
α
s˙(pi(h))(u(k))w(h, k)
)
× w(g, hk){w(g, h)α
s˙(pi(gh))(u(k))w(gh, k)}
−1
= (∂Ga)(g, h, k)
−1w(g, h)α
s˙(pi(gh))(u(k)))
× w(g, h)−1α
s˙(pi(g))(w(h, k))
× w(g, hk){w(g, h)α
s˙(pi(gh))(u(k))w(gh, k)}
−1
= (∂Ga)(g, h, k)
−1α
s˙(pi(g))(w(h, k))w(g, hk){w(g, h)w(gh, k)}
−1
= (∂Ga)(g, h, k)
−1cλ,µQ (π(g), π(h), π(k)).
Since the cochain f ∈ C2α(Q,A) of (2.20) is taken to be 1 in our case, the
above computation shows that the third cohomology class:
[∂G(a
−1)π∗(cλ,µQ )] ∈ H
3(G,T)
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is indeed the 3-cohomology class associated with the far left column H-
equivariant exact sequence of the exact square before the lemma:
1 −−−−→ T −−−−→ V −−−−→ M −−−−→ 1
which corresponds to the characteristice invariant i∗L,M (χ) ∈ Λ(H,M,T). ♥
Im(δ) ⊂ Ker(inf◦∂). As seen above, we have ∂(δ(χ)) = δHJR(i
∗
L,M (χ)) ∈
H3(G,T). Hence we conclude
1 = inf◦δHJR(i
∗
L,M (χ)) = inf◦∂(δ(χ)), χ ∈ Λα(H,L,M,A).
Im(δ) ⊃ Ker(inf◦∂). First, we compare our sequence with HJR-exact se-
quence:
Λα(H˜, L,A)
δHJR−−−−−→ H3α(Q˜,A)
inf
−−−−−→ H3α(H˜, A)x x iA,T∗x
Λα(H˜, L,M,A)
δ
−−−−−→ H3α,s(Q˜,A) ∗s HomG(N,H
1
θ(R, A))
Inf
−−−−−→ H3(H,T)
Now suppose that Inf([c], ν) = 1 in H3(H,T). The 3-cocycle c ∈ Z3α,s(Q˜, A)
is naturally an element of Z3α(Q˜, A). We denote this element by c˜ and its
cohomology class [c˜] ∈ H3α(Q˜, A). First, the image ∂([c], ν) ∈ H
3(G,T) is
obtained as the class of ∂G(π
∗(f)a−1)π∗(cQ) where f ∈ C
2
α(Q,A) and a ∈
C2α(G,A) are obtained subject to the following conditions:
dc(s; q, r) = θs(f(q, r))f(q, r)
∗ζν(s; nN (q, r)), s ∈ R, q, r ∈ Q;
ζν(s; n(π(g), π(h)) = θs(a(g, h))a(g, h)
∗ζν(s; nN (g)), g, h ∈ G,
× αg(ζν(s; nN (h)))ζν(s; nN (gh))
∗,
(2.25)
where ζν(s;n) = sZ(ν(n))s, n ∈ N, s ∈ R. The image Inf([c], ν) is obtained as
the class of
π∗H(∂G(π
∗(f)a)−1π∗(cQ)) = ∂H(π˙
∗(f)π∗H(a))
−1π˙∗(cQ) ∈ Z
3(H,T).
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The assumption that Inf([c], ν) = 1 means that ∂H(π˙
∗(f)π∗H(a))
−1π˙∗(cQ) ∈
B3(H,T), i.e., there exists b ∈ C2(H,T) such that
∂H(π˙
∗(f)π∗H(a))
−1π˙∗(cQ) = ∂Hb
Hence for each triple g, h, k ∈ H we have
cQ(π˙(g), π˙(h), π˙(k)) = αg
(
b(h, k)f(π˙(h), π˙(k))a(πG(h), πG(k))
)
× b(g, hk)f(π˙(g), π˙(hk))a(πG(g), πG(hk))
×
{
b(g, h)f(π˙(g), π˙(k))a(πG(g), πG(k))
× b(gh, k)f(π˙(gh), π˙(k))a(πG(gh), πG(k))
}∗
.
With u(g, h) = a(πG(g), πG(h))b(g, h)f(π˙(g), π˙(h)), we get
π˙∗(cQ) = ∂Hu,
and
c(π˙(g˜), π˙(h˜), π˙(k˜)) = αg(dc(s; π˙(h), π˙(k)))cQ(π˙(g), π˙(h), π˙(k))
= αg(dc(s; π˙(h), π˙(k)))αg
(
u(h, k)
)
u(g, hk){u(g, h)u(gh, k)}∗.
The identities (2.25) yields the following computations, for each g, h, k ∈ H,
dc(s; π˙(h), π˙(k)) = θs(f(π˙(h), π˙(k)))f(π˙(h), π˙(k))
∗ζν(s; n(π˙(h), π˙(k)));
ζν(s; nN (π˙(g), π˙(h)) = θs(a(πG(g), πG(h)))a(πG(g), πG(h))
∗
× zν(s; nN (πG(g)))αg(ζν(s; nN (πG(h))))ζν(s; nN (πG(gh)))
∗;
dc(s; π˙(h), π˙(k)) = θs(f(π˙(h), π˙(k)))f(π˙(h), π˙(k))
∗
× θs(a(πG(h), πG(k)))a(πG(h), πG(k))
∗
× zν(s; nN (πG(h)))αh(ζν(s; nN (πG(k))))ζν(s; nN (πG(hk)))
∗.
With v(s; g) = ζν(s; nN (πG(g))), we get
dc(s; π˙(h), π˙(k)) = θs(u(h, k))u(h, k)
∗v(s; g)αg(v(s; h))v(s; gh)
∗
= (∂θ(u(h, k)))s(∂Hv)(s; h, k)
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Substituting this to the above computation of π˙∗(c) and setting
w(g, s; h, t) = u(g, h)αg(v(s; h)
∗),
we obtain:
(π˙∗c)(g˜, h˜, k˜) = αg
(
θs(u(h, k))u(h, k)
∗v(s; h)αh(v(s; k))v(s; hk)
∗
)
× αg(u(h, k))u(g, hk){u(g, h)u(gh, k)}
∗;
(∂
H˜
w)(g˜, h˜, r˜) = αg˜(w(h˜; k˜))w(h˜; h˜k˜){w(g˜; h˜)w(g˜h˜; k˜)}
∗
= αg◦θs
(
u(h, k)αh(v(t; k))
∗))
)
× u(g, hk)αg(v(s; hk)
∗)
× {u(g, h)αg(v(s; h))
∗u(gh, k)αgh(v(s+ t; k)
∗)}∗
= αg◦θs
(
u(h, k)αh(v(t; k))
∗))
)
× u(g, hk)αg(v(s; hk)
∗)
{
u(g, h)αg(v(s; h)
∗)u(gh, k)
× αgh
(
v(s; k)∗θs(v(t; k)
∗)
)}∗
= αg◦
(
θs(u(h, k))u(h, k)
∗v(s, h)αh(v(s, k))v(s; hk)
∗
)
× αg(u(h, k))u(g, hk){u(g, h)u(gh, k)}
∗
= (π˙∗c)(g˜, h˜, k˜).
Therefore, we conclude
π˙∗(c) = ∂
H˜
w. (2.26)
Hence the element (λ, µ) given by
λ(ℓ; g, s) = w(g, s; g−1ℓg)w(ℓ; g, s)∗, ℓ ∈ L, g ∈ H, s ∈ R;
µ(m,n) = w(m,n), m, n ∈ L,
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is a characteristice cocycle in Zα˜(H˜, L, A). In terms of the original a, b and
f , we get
λ(m; g, s) = a(πG(g), πG(g
−1mg))b(g, g−1mg)f(π˙(g), π˙(g−1mg))
× αg(ζν(s; nN (πG(g
−1mg)))∗)a(πG(m), πG(g))
∗
× b(m, g)∗f(π˙(m), π˙(g))∗;
µ(m;n) = a(πG(m), πG(n))b(m,n).
(2.27)
Now observe that if m,n ∈M , then both λ and µ takes values in T, so that
χ = [λ, µ] ∈ Λα(H˜, L,M,A).
We are now going to compare the new cocycle cλ,µ and the original c in
the next lemma to complete the proof of Lemma 2.12 and therefore Theorem
2.7:
Lemma 2.13. The cochain W ∈ C2α(Q˜, A) defined by
W (p˜, q˜) = w(s˙(p˜), s˙(q˜))w(nL(p, q), s˙(p˜q˜))
∗, p˜ = (p, s), q˜ = (q, t) ∈ Q˜,
falls in C2α(Q,A) and its coboundary ∂Q˜W bridges the difference between
(cλ,µ, νχ) and the original (c, ν), i.e., ([c], ν) = δ(χ). Therefore
Ker(Inf) ⊂ Im(δ).
Proof. First we observe that for any pair p˜ = (p, s), q˜ = (q, t) ∈ Q˜
W (p˜, q˜) = w(s˙(p˜), s˙(q˜))w(nL(p, q), s˙(p˜q˜))
∗
= u(s˙(p˜), s˙(q˜))αp(v(s; s˙(q))u(nL(p, q), s˙(pq))
∗
= a(s(p), s(q))b(s˙(p), s˙(q))f(p, q)αp(ζν(s; nN (s(q)))
× a(n(p, q), s(pq))∗b(nL(p, q), s˙(pq))
∗f(p, q)∗
= a(s(p), s(q))b(s˙(p), s˙(q))f(p, q) (as nN (s(q)) = 1)
× a(n(p, q), s(pq))∗b(nL(p, q), s˙(pq))
∗f(p, q)∗
=W (p, q).
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Thus W is constant on R-variables, so that it belongs to C2α(Q,A).
By Lemma 2.1, we have
c = (∂
Q˜
W )cλ,µ
and therefore
cλ,µ ≡ c mod B3α,s(Q˜, A), i.e., [c
λ,µ] = [c] in H3α,s(Q˜, A).
Setting g = 1 in (2.27), we obtain for each m ∈ L
λ(m; s) = a(1, πG(m))b(1, m)f(1, π˙(m))
× ζν(s; nN (πG(m)))
∗a(πG(m), 1)
∗
× b(m, 1)∗f(π˙(m), 1)∗
= ζν(s; nN (πG(m)))
∗ = ζν(s; πG(m)
−1))∗
since the cochains a, b and f can be chosen such a way that whenever 1
appears in the arguments they take value 1. As
ζν( ·; πG(m)
−1)∗ ≡ ζν( ·; πG(m)) mod B
1
θ,
i.e., ν(πG(m)
−1)−1 = ν(πG(m)), m ∈ L, we conclude that ν = ν[λ,µ]. There-
fore we conclude that ([c], ν) = δ([λ, µ]). This completes the proof of the
inclustion Ker(Inf) ⊂ Im(δ). ♥
Lemma 2.14. Let A denote the unitary group U(C) of an abelian separable
von Neumann algebra C or the torus group T. Let α be an action of a
countable discrete group G on C. To each c ∈ Z3α(G,A), there corresponds a
countable group H = H(c) and a normal subgroup M =M(c) such that:
i) the group G is identified with the quotient group H/M ;
ii) there corresponds a characteristic cocycle
(λ, µ) = (λc, µc) ∈ Zα(H,M,A)
such that
[c] = δHJR([λ, µ])
in the HJR-exact sequence relative to {H,M,A};
iii) the group M is abelian.
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Proof. First extend the coefficient group A to the unitary group
B = U(C⊗ℓ∞(G))
on which G acts by α⊗ ρ with ρ the right translation action of G on ℓ∞(G),
which will be denoted by α again whenever it will not cause any confusion,
and obtain an exact sequence:
1 −−−−→ A
i
−−−−→ B
j
−−−−→
←−
sj
C −−−−→ 1,
where i(a) = a ⊗ 1 ∈ B, a ∈ A, and sj a cross-section which can be fixed
without reference to the cocycle c. Then set
u(x, g, h) = uc(x, g, h) = α
−1
x (c(x, g, h)) ∈ A, x, g, h ∈ G,
and view u(·, g, h) as an element of B = U(ℓ∞(G)⊗C)) = Map(G,A). The
cocycle identity gives that c = ∂Gα u ∈ B
2
α(G,C). Since j(A) = {1} in C,
µ = µc = j∗(u) is in Z
2
α(G,C). Let M be the subgroup of C generated by
the saturation {αg(µ(h, k)) : g, h, k ∈ G} of the range of µ, so that µ belongs
to Z2α(G,M). Now consider the twisted semi-direct product:
H = H(c) =M ⋊α,µ G
and obtain an exact sequence:
1 −−−−→ M −−−−→ H
piG−−−−→ G −−−−→ 1.
Set E = j−1(M) to obtain a crossed extension E ∈ Xextα(H,M,A). With
sH the cross-section given by
sH(g) = (1, g) ∈ H, g ∈ G,
we obtain
µ(g, h) = sH(g)sH(h)sH(gh)
−1, g, h ∈ G.
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Thus µ ∈ Z2α(G,M). Now observe that
f(g, h) = sj(µ(g, h))
−1u(g, h) ∈ i(A)
and that
(∂Gf)(g, h, k) = ∂G(sj◦µ)(g, h, k)
−1c(g, h, k), g, h, k ∈ G.
Thus we conclude that δHJR(χE) = [∂G(sj◦µ)] = [c] ∈ H
3
α(G,A). ♥
Remark 2.15. The last lemma shows that if G is a countable discrete
amenable group, then so is H because M is abelian and countable, and the
quotient G = H/M is amenable. Another important fact is that the groups
H and M depend heavily on the choice of the cocycle c. Two cohomologous
cocycles c, c′ ∈ Z3α(G,A) need not produce isomorphic H(c) and H(c
′). In
fact, the subgroupsM(c) andM(c′) are not isomorphic. We will address this
incovenience later. If we use the entire C in place of M , then the resulting
groups are isomorphic in a natural way. But in this way, we will lose the
countability of H.
Definition 2.16. We call the group H(c) the resolution group of the cocycle
c ∈ Z3α(G,A) and the characteristic coycle (λc, µc) ∈ Zα(H,M,A) a resolu-
tion of the cocycle c. We also call the map πG : H(c) 7→ G resolution map
and the pair {H(c), πG} a resolution system.
Corollary 2.17. Let {C,R, θ} be an ergodic flow and G a discrete countable
group acting on the flow {C,R, θ} via α. Let N be a normal subgroup of G
such that N ⊂ Ker(α). Then with Q = G/N the quotient group of G by N
and s : Q 7→ G a cross-section of the quotient map π : G 7→ Q, for any pair
([c], ν) ∈ H3α,s(Q× R,U(C)) ∗s HomG(N,H
1
θ(R,U(C)))
there exist a countable discrete group H and a surjective homomorphism
πG : H 7→ G and χ ∈ Λpi∗G(α)(H × R, L,M,A) such that
([c], ν) = δ(χ)
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where L = π−1G (N), M = Ker(πG) and δ is the modified HJR-map in Lemma
2.11 associated with the exact sequence:
1 −−−−→ M −−−−→ L
piG−−−−→ G
pi
−−−−→
←−
s
Q −−−−→ 1.
Moreover, the kernel M = Ker(πG) is chosen to be abelian. Hence if G is
amenable in addition, then H is amenable.
Proof. Let ∂ be the map in Lemma 2.11:
∂ : H3α,s(Q× R,U(C)) ∗s HomG(N,H
1
θ(R,U(C))) 7→ H
3(G,T).
Set [cG] = ∂([c], ν) ∈ H
3(G,T) and choose a cocycle cG ∈ Z
3(G,T) which
represents the cohomology class [cG]. Let H = H(cG) be the resolution
group of cG in Lemma 2.14, i.e., the group H is equipped with a surjective
homomorphism πG : H 7→ G such that π
∗
G([cG]) = 1 in H
3(H,T). Thus with
L = π−1G (N) ⊳ H and M = Ker(πG) ⊳ H, we have an exact sequence:
1 −−−−→ M −−−−→ L
piG−−−−→ G
pi
−−−−→
←−
s
Q −−−−→ 1,
with specified cross-section s of π : G 7→ Q. This generates the associated
modified HJR-exact sequence of (2.13) in Theorem 2.7. As
Inf([c], ν) = π∗G(∂([c], ν) = π
∗
G([cG]) = 1,
there exists χ ∈ Λα(Q˜, L,M,A) such that ([c], ν) = δ(χ) where Q˜ = Q × R
and A = U(C) of course. If G is amenable, then the group H in Lemma 2.14
must be amenable as the subgroup M of H in Lemma 2.14 is abelian and
the quotient group H/M = G is amenable. ♥
Change on the Cross-Section s : Q 7→ G7 7 : As mentioned repeatedly, the
group H3α,s(Q×G,A) ∗s HomG(N,H
1
θ) depends heavily on the cross-section
s : Q 7→ G. So we are going to examine what change occurs if we change
the cross-section from s : Q 7→ G to another s′ : Q 7→ G. The change does
not alter the groups H3α,s(Q˜, A) not HomG(N,H
1
θ), but the fiber product
H3α,s(Q×G,A)∗sHomG(N,H
1
θ) changes to H
3
α,s(Q×G,A)∗s′ HomG(N,H
1
θ).
OUTER CONJUGACY 55
Proposition 2.18. In the setting as above, if s′ : Q 7→ G is another cross-
section of the homomorphism π : G 7→ Q = G/N , then there is a natural
isomorphism
σs′,s : H
out
α,s(G× R, N, A) 7→ H
3
α,s(Q˜, A) ∗s′ HomG(N,H
1
θ), (2.28)
where Q˜ = Q × R as before. Furthermore, if s′′ : Q 7→ G is the third cross-
section of π, then the ismomorphisms satisfy the following chain rule:
σs′′,s = σs′′,s′ ◦σs′,s (2.29)
Proof. The new cross-section s′ : Q 7→ G generates a new N -valued 2-cocycle:
n
′
N (p, q) = s
′(p)s′(q)s′(pq)′, p, q ∈ Q.
Set
ns′,s(p) = s
′(p)s(p)−1 ∈ N, p ∈ Q.
Then the 2-cocycle n′N is written in terms of nN and ns′,s as follows:
n
′
N (p, q) = ns′,s(p)s(p)ns′,s(q)s(q){ns′,s(pq)spi(pq)}
−1
= ns′,s(p)s(p)ns′,s(q)s(p)
−1
nN (p, q)ns′,s(pq)
−1
}
p, q ∈ Q.
Hence for each ν ∈ HomG(N,H
1
θ) we have
ν(n′N (p, q)) = ν(ns′,s(p))αp(ν(ns′,s(q)))ν(nN (p, q))ν(ns′,s(pq))
−1.
For each ([c], ν) ∈ Houtα,s(G× R, N, A), we set
dc′(s; q, r) = dc(s; q, r)ζν(s; ns′,s(q))αq(ζν(s; ns′,s(r))ζν(s; ns′,s(qr))
∗;
c′Q(p, q, r) = cQ(p, q, r), s ∈ R, p, q, r ∈ Q,
where ζν(s;n) = sZ(n)s, n ∈ N, s ∈ R. As ∂Qdc′ = ∂Qdc, the new pair
(dc′ , c
′
Q) gives a standard 3-cocycle c
′ ∈ Z3α,s(Q˜, A) which is not congruent
to c = (dc, cQ) ∈ Z
3
α,s(Q˜, A) modulo B
3
α,s(Q˜, A) in general although they are
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congruent modulo B3α(Q˜, A). Now we define the map σs′,s in the following
way:
σs′,s([c], ν) = ([c
′], ν), ([c], ν) ∈ Houtα,s(G× R, N, A).
Then as
[dc′( ·, q, r)] = ν(n
′
N (q, r)) ∈ H
1
θ, q, r ∈ Q,
the pair ([c′], ν) belongs to H3α,s(Q˜, A) ∗s′ HomG(N,H
1
θ).
To check the multiplicativity of σs′,s, for each pair h, k ∈ H
1
θ we choose
a(h, k) ∈ A such that
sZ(h)sZ(k) = ∂θ(a(h, k))sZ(hk).
Then for each pair ([c], ν), ([c¯], ν¯) ∈ Houtα,s(G× R, N, A), we have
dc′( · ; q, r) = dc( · ; q, r)sZ(ν(ns′,s(q)))αq(sZ(ν(ns′,s(r))))
× sZ(ν(ns′,s(qr)))
−1;
dc¯′( · ; q, r) = dc¯( · ; q, r)sZ(ν¯(ns′,s(q)))αq((s¯Z(ν(ns′,s(r))))
× sZ((ν¯(ns′,s(qr)))
−1;
(dc′dc¯′)( · ; q, r) = (dcdc¯)( · ; q, r)sZ(ν(ns′,s(q)))
× αq(sZ(ν(ns′,s(r))))sZ(ν(ns′,s(qr)))
−1
× sZ(ν¯(ns′,s(q)))αq(sZ(ν¯(ns′,s(r))))sZ(ν¯(ns′,s(qr)))
−1;
= (dcdc¯)( · ; q, r)sZ(νν¯(ns′,s(q)))αq(sZ(νν¯(ns′,s(r))))sZ(νν¯(ns′,s(qr)))
−1
× ∂θ(a(ν(ns′,s(q)), ν¯(ns′,s(q))))∂θ(αq(a(ν(ns′,s(r)), ν¯(ns′,s(r))))
× ∂θ(a(ν(ns′,s(qr), ν¯(ns′,s(qr))))
−1
= d(cc¯)′( · ; q, r)(∂θ∂Qb))(q, r),
where b ∈ C1α(Q,A) is given by
b(q) = a(ν(ns′,s(q)), ν¯(ns′,s(q))) ∈ A.
Also we have
(cc¯)′Q = (cc¯)Q = cQc¯Q(∂Q∂Qb) = c
′
Qc¯
′
Q.
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Therefore, we get [c′][c¯′] = [(cc¯)′] in H3α,s(Q˜, A) by Lemma 2.5, i.e., σs′,s is
multiplicative.
The chain rule follows from the definition of σs′,s. We leave it to the
reader. The chain rule also gives that the map σs′,s is an isomorphism. ♥
The chain rule (2.29) allows us to define the cohomology group indepen-
dent of the cross-section in the following way: first let S be the set of all
cross sections s : Q 7→ G of the homomorphism π and set:
Houtα (G,N,A) =
{
{([c], ν)s : s ∈ S} ∈
∏
s∈S
Houtα,s(G× R, N, A) :
([c], ν)s′ = σs′,s(([c], ν)s), s
′, s ∈ S
}
.
(2.30)
Definition 2.19. The group Houtα (G,N,A) will be called the modular ob-
struction group. Each pair (c, ζ) ∈ Z3α,s(Q˜, A)×Map(N,Z
1
θ) which gives rise
to an element ([c], [ζ]) ∈ Houtα (G,N,A) will be called a modular obstruction
cocycle.
§3. Outer Actions of a Discrete Group on a Factor
Let M be a separable factor. Associated with M is the characteristic
square:
1 1 1y y y
1 −−−−→ T −−−−→ A
∂θ−−−−→ B1θ(R, A) −−−−→ 1y y y
1 −−−−→ U(M) −−−−→ U˜(M)
∂θ−−−−→ Z1θ(R, A) −−−−→ 1
Ad
y A˜dy y
1 −−−−→ Int(M) −−−−→ Cntr(M)
∂˙θ−−−−→ H1θ(R, A) −−−−→ 1y y y
1 1 1
(3.1)
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where A = U(C) is the unitary group of the flow {C,R, θ} of weights on
M, which is Aut(M) × R-equivariant. Applying the previous section to the
groups
H = Aut(M),M = Int(M), G = Out(M), N = Cntr(M)
Q = Outτ,θ(M˜) = Out(M)/H
1
θ(R, A) = Aut(M)/Cntr(M),
we obtain the intrinsic invariant and the intrinsic modular obstruction:
Θ(M) ∈ Λmod×θ(Aut(M)× R,Cntr(M), A);
Obm(M) ∈ H
out
mod×θ,s(Out(M),H
1
θ(R, A), A).
Choosing a cross-section: g ∈ Out(M) 7→ αg ∈ Aut(M), we obtain an outer
action of Out(M) on M, i.e.,
αg◦αh ≡ αgh mod Int(M), g, h ∈ Out(M);
αid = id; αg 6∈ Int(M) if g 6= id.
Choosing {u(g, h) ∈ U(M) : g, h ∈ Out(M)} so that
αg◦αh = Ad(u(g, h))αgh, g, h ∈ Out(M),
we obtain a 3-cocycle c ∈ Z3(Out(M),T):
c(g, h, k) = αg(u(h, k))u(g, hk){u(g, h)u(gh, k)}
∗, g, h, k ∈ Out(M).
Its cohomology class [c] ∈ H3(Out(M),T) does not depend on the choice
of the cross-section α : g ∈ Out(M) 7→ αg ∈ Aut(M) nor on the choice of
{u(g, h)}. The intrinsic obstruction Ob(M) = [c] of M is, by definition, the
cohomology class [c] ∈ H3(Out(M),T).
Proposition 3.1. The intrinsic obstruction Ob(M) of the factor M is the
image ∂(Obm(M)) of the instrinsic modular obstruction Obm(M) of M under
the map
∂ : Houtmod×θ,s(Out(M),H
1
θ, A) 7→ H
3(Out(M),T)
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given by Lemma 2.11.
Proof. In the notations in the last section, we take Aut(M) for H, Out(M)
for G, Outτ,θ(M˜) for Q, Cntr(M) for L, Int(M) for M and N for H
1
θ(R, A).
Then with
χ˜ = Θ(M) ∈ Λmod×θ(Aut(M)× R,Cntr(M), A)
the characteristic square (3.1) gives that M = K(χ˜). The characteristic
invariant χ ∈ Λ(Aut(M), Int(M),T) associated with the Aut(M)-equivariant
exact sequence:
1 −−−−→ T −−−−→ U(M) −−−−→ Int(M) −−−−→ 1
is precisely χ = i∗Cntr(M),Int(M)(χ˜) the pull back in Lemma 2.11. Then the
obstruction Ob(M) = δHJR(χ) is ∂(Obm(M)) = ∂(δ(χ˜)) by Lemma 2.11. ♥
Therefore, the modular obstruction Obm(M) contains the information car-
ried by the obstruction Ob(M).
Let G be a countable group. Fix a free outer action α of G on M. If α˙g
is the class of αg in Out(M), then the map α˙ : g ∈ G 7→ α˙g ∈ Out(M) is an
injective homomorphism. With N = α˙−1(H1θ(R, A)) ⊳ G, the quotient map
π : g ∈ G 7→ π(g) = gN ∈ Q = G/N and a cross-section s : Q 7→ G of π, we
get the modular obstruction
Obm(α) ∈ H
out
α,s(G× R, N, A).
Two outer actions α and β of G on the same factor M are, by definition,
outer conjugate if there exists an automorphism σ ∈ Aut(M) such that
β˙g = σ˙α˙gσ˙
−1, g ∈ G,
where σ˙ ∈ Out(M) is the class of σ in Out(M), i.e., σ˙ = σInt(M) ∈ Out(M).
Theorem 3.2. Let G be a countable discrete group and M a separable in-
finite factor with flow of weights {C,R, θ}. Suppose that α : g ∈ G 7→ αg ∈
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Aut(M) is a free outer action of G on M. Set N = N(α) = α−1(Cntr(M)),
Q = G/N and fix a cross-section s : Q 7→ G of the quotient map π : G 7→ Q.
i) The modular obstruction:
Obm(α) ∈ H
3
mod(α)×θ, s(Q× R,U(C)) ∗s HomG(N,H
1
θ(R,U(C)))
is an invariant for the outer conjugacy class of α.
ii) If M is an approximately finite dimensional factor and G is amenable,
then the triplet (N(α),mod(α),Obm(α)) is a complete invariant of the outer
conjugacy class of α in the sense that if β : G 7→ Aut(M) is another outer
action of G on M such that N(α) = N(β), and there exists an automorphism
σ ∈ Autθ(C) such that
σ◦mod(αg)◦σ
−1 = mod(βg), g ∈ G; σ∗(Obm(α)) = Obm(β),
then the automorphism σ of C can be extended to an automorphism denoted
by σ again to the non-commutative flow of weights {M˜,R, θ, τ} such that
σ◦αg◦σ
−1 ≡ βg mod Int(M), g ∈ G.
Proof. We continue to denote the unitary group U(C) by A for short. Let
[cα] ∈ H3(G,T) be the obstruction Ob(α) and cα ∈ Z3(G,T) represent [c]
which is obtained by fixing a family {u(g, h) ∈ U(M) : g, h ∈ G} such that
αg◦αh = Ad(u(g, h))◦αgh, g, h ∈ G,
and by setting
cα(g, h, k) = αg(u(h, k))u(g, hk){u(g, h)u(gh, k)}
∗ ∈ T, g, h, k ∈ G.
Let πG : H = H(c
α) 7→ G be the resolution group of the cocycle cα ∈ Z3(G,T)
and the resolution map, i.e., π∗G(c
α) ∈ B3(H,T). Choose b : h ∈ H 7→ b(h) ∈
T such that
cα(πG(g), πG(h), πG(k)) = b(h, k)b(g, hk){b(g, h)b(gh, k)}
∗, g, h, k ∈ H.
OUTER CONJUGACY 61
Setting
u¯H(g, h) = b(g, h)
∗u(πG(g), πG(h)), g, h ∈ H,
we obtain
αpiG(g)(u¯H(h, k))u¯H(g, hk){u¯H(g, h)u¯H(gh, k)}
∗ = 1.
Hence {αpiG , u¯H} is a cocycle twisted action of H. Then by [ST1: Theorem
4.13, page 156], there exits a family {vH(g) ∈ U(M) : g ∈ H} such that
u¯H(g, h) = αpiG(g)(vH(h)
∗)vH(g)
∗vH(gh), g, h ∈ H,
so that the map
g ∈ H 7→ βg = Ad(vH(g))◦αpiG(g) ∈ Aut(M)
is an action of H on M as seen below:
βg◦βh = Ad(vH(g))◦αpiG(g)◦Ad(vH(h))◦αpiG(h)
= Ad(vH(g)αpiG(g)(vH(h)))◦αpiG(g)◦αpiG(h)
= Ad(vH(g)αpiG(g)(vH(h)))◦Ad(u¯H(g, h))◦αpiG(gh)
= Ad(vH(gh))◦αpiG(gh) = βgh, g, h ∈ H.
Therefore, the outer action αpiG is perturbed to an action β by inner automor-
phisms. With sH a cross-section of πG, the map β˙ : g ∈ G 7→ βsH (g) ∈ Aut(M)
is an outer action of G on M which is an inner perturbation of the original
outer action α because
β˙g = βsH (g) = Ad(vH(sH(g))◦αpiG(sH (g))
= Ad(vH(sH(g))◦αg, g ∈ G.
Hence we may and do replace the outer action α by β˙. Then the outer action
α is given by an action β of H in the following way:
αg = βsH (g), g ∈ G.
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The action β ofH gives rise to the characteristic invariant χ(β) ∈ Λ(H,M,T)
with M = Ker(πG) = α
−1(Int(M)), so that the obstraction Ob(α) becomes
the image δHJR(χ(β)) of χ(β) under the HJR-map δHJR.
i) We only need to prove that the modular obstruction is unchanged under
the perturbation by inner automorphisms. Choose {w(p, q) : p, q ∈ Q} ⊂
U˜(M) so that
αp◦αq = A˜d(w(p, q))◦αpq, p, q ∈ Q,
where αp means αs(p) for short. We write αp˜ ∈ Aut(M˜) for αp◦θs, p˜ = (p, s) ∈
Q˜ = Q × R. Then for each triple p˜ = (p, s), q˜ = (q, t), r˜ = (r, u) ∈ Q˜, the
cocycle c = cα representing Obm(α) is given by:
cα(p˜, q˜, r˜) = αp˜(w(q, r))w(p, qr){w(p, q)w(pq, r)}
∗
= αp(θs(w(q, r))w(q, r)
∗)αp(w(q, r))w(p, qr){w(p, q)w(pq, r)}
∗
= αp(d(s; q, r))cQ(p, q, r),
where
d(s; q, r) = θs(w(q, r))w(q, r)
∗;
cQ(p, q, r) = αp(w(q, r))w(p, qr){w(p, q)w(pq, r)}
∗.
The G-equivariant homomorphism ν : N 7→ H1θ(R, A) is given by να(m) =
∂˙θ(αm) ∈ H
1
θ(R, A), m ∈ N. Let {v(g) : g ∈ G} ⊂ U(M) and set
βg = Ad(v(g))◦αg, g ∈ G.
Then we have, with βp = βs(p), p ∈ Q,
βp◦βq = Ad(v(s(p)))◦αp◦Ad(v(s(q)))◦αq
= Ad(v(s(p))αp(v(s(q))))◦αp◦αq
= A˜d(v(s(p))αp(v(s(q)))w(p, q))◦αpq
= A˜d(v(s(p))αp(v(s(q)))w(p, q)v(s(pq))
∗)◦Ad(v(s(pq)))◦αpq
= Ad(v(s(p))αp(v(s(q)))w(p, q)v(s(pq))
∗)◦βpq, p, q ∈ Q.
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Therefore, we get
cβ(p˜, q˜, r˜) = βp˜
(
v(s(q))αq(v(s(r)))w(q, r)v(s(qr))
∗
)
× v(s(p))αp(v(s(qr))w(p, qr)v(s(pqr))
∗
×
(
v(s(p))αp(v(s(q))w(p, q)v(s(pq))
∗
× v(s(pq))αpq(v(s(r))w(pq, r)v(s(pqr))
∗
)∗
= βp
{
θs
(
v(s(q))αq(v(s(r)))w(q, r)v(s(qr))
∗
)
×
(
v(s(q))αq(v(s(r)))w(q, r)v(s(qr))
∗
)∗}
× βp
(
v(s(q))αq(v(s(r)))w(q, r)v(s(qr))
∗
)
× v(s(p))αp(v(s(qr))w(p, qr)v(s(pqr))
∗
×
(
v(s(p))αp(v(s(q))w(p, q)v(s(pq))
∗
× v(s(pq))αpq(v(s(r))w(pq, r)v(s(pqr))
∗
)∗
= v(s(p))αp
(
θs(w(q, r))w(q, r)
∗
)
v(s(p))∗
× v(s(p))αp
(
v(s(q))αq(v(s(r)))w(q, r)v(s(qr))
∗
)
v(s(p))∗
× v(s(p))αp(v(s(qr))w(p, qr)v(s(pqr))
∗
×
(
v(s(p))αp(v(s(q))w(p, q)v(s(pq))
∗
× v(s(pq))αpq(v(s(r))w(pq, r)v(s(pqr))
∗
)∗
= αp
(
θs(w(q, r))w(q, r)
∗
)
αp
(
αq(v(s(r)))w(q, r)
)
× w(p, qr)
(
w(p, q)αpq(v(s(r))w(pq, r)
)∗
= αp
(
θs(w(q, r))w(q, r)
∗
)
w(p, q)αpq(v(s(r)))w(p, q)
∗
× αp(w(q, r))w(p, qr)
(
w(p, q)αpq(v(s(r))w(pq, r)
)∗
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= αp
(
θs(w(q, r))w(q, r)
∗
)
αp(w(q, r))w(p, qr)
(
w(p, q)w(pq, r)
)∗
= cα(p˜, q˜, r˜).
Therefore, the inner perturbation β of the outer action α of G does not
change the modular obstruction cocycle cα, i.e., cα = cβ as seen above.
Hence Obm(α) = Obm(β). This proves the assertion (i).
ii) Assume that M is an approximately finite dimensional factor with non-
commutative flow {M˜,R, θ, τ} of weights and the flow {C,R, θ} of weights on
M, and suppose that G is a countable discrete amenable group. Let α˙ and
β˙ be outer actions of G on M such that
a) N = N(α˙) = α˙−1(Cnt(M)) = N(β˙) = β˙−1(Cnt(M));
b) mod(α˙g) = mod(β˙g), g ∈ G;
c) with Q = G/N and A = U(C)
(Obm(α˙), να˙) = (Obm(β˙), νβ˙) ∈ H
3
α,s(Q× R, A) ∗HomG(N,H
1
θ(R, A)).
We want to conclude from this data that the outer actions α˙ and β˙ of G are
outer conjugate. The assumption (c) implies that
Ob(α˙) = ∂((Obm(α˙), να˙)) = ∂((Obm(β˙), νβ˙)) = Ob(β˙) ∈ H
3(G,T).
Therefore, we may and do choose the same obstruction cocycle c = cα˙ = cβ˙ ,
which allows us to pick up the common resolution system πG : H = H(c) 7→ G
and actions α and β of H on M which give α˙ and β˙ respectively:
α˙g = αsH(g), β˙g = βsH (g), g ∈ G.
First, the resolution group H is amenable by Lemma 2.14 and the actions α
and β of H give rise to the following invariants:
L = π−1G (N) = α
−1(Cnt(M)) = β−1(Cnt(M)),
χm(α), χm(β) ∈ Λmod(α)×θ(H × R, L, A).
Since M = Ker(πG) = α
−1(Int(M)) = β−1(Int(M)), we have
M = K(χm(α)) = K(χm(β)).
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Therefore, the modular characteristic invariant χm(α) and χm(β) are both
members of Λα×θ(H˜, L,M,A) with H˜ = H × R, where we are now going to
use α for mod(α) = mod(β). The resolution system {H, πG} generates the
following modified HJR-exact sequence:
· · · −−−−→ H2(H,T)
Res
−−−−→ Λα×θ(H˜, L,M,A)
δ
−−−−→ H3α,s(Q˜, A)
∂
−−−−→ H3(H,T),
such that
δ(χm(α)) = Obm(α˙) = Obm(β˙) = δ(χm(β)).
With this, our assetion (ii) follows immediately from the next theorem ♥
Theorem 3.3. Let α and β be two actions of a countable discrete group
H on an infinite factor M with L = α−1(Cntr(M)) = β
−1(Cntr(M)) and
M = α−1(Int(M)) = β−1(Int(M)). Let G = H/M and πG : H 7→ G be the
quotient map. Suppose that sH : G 7→ H is a cross-section and set
α˙g = αsH(g), β˙g = βsH (g), g ∈ G,
to obtain outer actions α˙ and β˙ of G on M.
i) The two outer actions α˙ and β˙ of G are outer conjugate if and only if
the two original actions α and β of H are outer conjugate.
ii) If the two actions α and β of H on M are outer conjugate, then there
exists an automorphism σ ∈ Autθ(C) such that
a) mod(α) = σ◦mod(β)◦σ−1;
b) their modular characteristic invariants χm(α) ∈ Λα×θ(H˜, L,M,A)
and σ∗(χm(β)) ∈ Λα×θ(H˜, L,M,A), where H˜ = H × R, have the
same image:
Obm(α˙) = δ(χm(α)) = δ(σ∗(χm(β))) = Obm(σβ˙σ
−1)
in the group H3α,s(Q˜, A) ∗ HomG(N,H
1
θ(R, A)) under the modified
HJR-map δ, where N = L/M , Q = H/L = G/N and Q˜ = Q× R.
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iii) If M is an approximately finite dimensional infinite factor and H is
amenable in addition, then the existence of an automorphism σ ∈ Autθ(C)
such that:
a) mod(α) = σ◦mod(β)◦σ−1;
b) their modular characteristic invariants χm(α) ∈ Λα×θ(H˜, L,M,A)
and σ∗(χm(β)) ∈ Λα×θ(H˜, L,M,A), where H˜ = H × R, have the
same image:
δ(χm(α)) = δ(σ∗(χm(β))) ∈ H
3
α,s(Q˜, A) ∗HomG(N,H
1
θ(R, A))
is sufficient for α and β to be outer conjugate.
Proof. i) It is obvious that the outer conjugacy of the outer actions α˙ and β˙ of
G follows from that of the original actions α and β of H. So suppose that the
outer actions α˙ and β˙ of G are outer conjugate, which means the existence
of an automorphism σ ∈ Aut(M) and a family {u(g) : g ∈ G} ⊂ U(M) of
unitaries such that
Ad(u(g))◦α˙g = σ◦β˙g◦σ
−1, g ∈ G.
Writing each h ∈ H in the form:
h = mM (h)sH(πG(h)), h ∈ H, mM (h) ∈M,
we have
αh = αmM (h)◦α˙piG(h);
βh = βmM (h)◦β˙piG(h),
h ∈ H.
As αm and βm are inner for each m ∈M , they are in the following form:
αm = Ad(v(m)), βm = Ad(w(m)), m ∈M,
for some v(m), w(m) ∈ U(M). Therefore, we have, for each h ∈ H,
σ◦βh◦σ
−1 = σ◦βmM (h)sH (piG(h))◦σ
−1 = σ◦βmM (h)◦β˙piG(h)◦σ
−1
= σ◦Ad(w(mM (h)))◦σ
−1σ◦β˙piG(h)◦σ
−1
= Ad(σ(w(mM (h))))◦Ad(u(πG(h))◦α˙piG(h)
= Ad(σ(w(mM (h))))◦Ad(u(πG(h))◦α
−1
mM (h)
◦αh
= Ad(σ(w(mM (h))))◦Ad(u(πG(h))◦Ad(v(mM (h))
∗)◦αh
= Ad(u(h))◦αh,
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where u(h) = σ(w(mM (h)))u(πG(h))v(mM (h))
∗. Hence the actions α and β
of H are outer conjugate.
ii) Assume that the two actions α and β of H on M are outer conjugate.
Then there exist σ ∈ Aut(M) and a family {u(h) : h ∈ H} ⊂ U(M) such
that u(1) = 1 and
σ◦βh◦σ
−1 = Ad(u(h))◦αh, h ∈ H.
Since Int(M) acts on the flow of weights trivially, we have
mod(σ)◦mod(βh)◦mod(σ)
−1 = mod(αh), h ∈ H,
and conclude that mod(σ) conjugates mod(α) and mod(β), i.e., the assertion
(a). Replacing βg, g ∈ H, by σ◦βg◦σ
−1, g ∈ H, we may and do assume from
now on for short that mod(α) = mod(β) and
βg = Ad(u(h))◦αh, h ∈ H.
As α and β are both actions, we have
Ad(u(gh))◦αgh = βgh = βg◦βh = Ad(u(g))◦αg◦Ad(u(h))◦αh
= Ad(u(g)αg(u(h)))◦αg◦αh
= Ad(u(g)αg(u(h)))◦αgh, g, h ∈ H.
Thus we get
µ(g, h) = u(g)αg(u(h))u(gh)
∗ ∈ T, g, h ∈ H,
and µ ∈ Z2(H,T). Each αm, m ∈ L, falls in Cntr(M), so that it is of the
form:
αm = A˜d(v(m)), v(m) ∈ U˜(M).
As βm = Ad(u(m))◦αm, we may choose w(m) = u(m)v(m), m ∈ L. The
unitary families {v(m) : m ∈ L} and {w(m) : m ∈ L} generate the corre-
sponding modular characteristic cocycles:
αg˜(v(g
−1mg)) = λα(m; g, s)v(m); βg˜(w(g
−1mg))= λβ(m; g, s)w(m);
v(m)v(n) = µα(m,n)v(mn); w(m)w(n) = µβ(m,n)w(mn),
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with g˜ = (g, s) ∈ H˜ and m,n ∈ L. Now we take a closer look at (λβ , µβ) ∈
Zα(H˜, L, A):
µβ(m,n) = w(m)w(n)w(mn)
∗, m, n ∈ L,
= (u(m)v(m))(u(n)v(n))(u(mn)v(mn))∗
= u(m)αm(u(n))v(m)v(n)v(mn)
∗u(mn)∗
= u(m)αm(u(n))µα(m,n)u(mn)
∗
= µα(m,n)u(m)αm(u(n))u(mn)
∗
= µα(m,n)µ(m,n),
and for (m, g˜) = (m, g, s) ∈ L× H˜
λβ(m; g˜)u(m)v(m) = λβ(m; g˜)w(m)
= βg˜(w(g
−1mg))
= Ad(u(g))◦αg˜
(
u(g−1mg)v(g−1mg)
)
= u(g)αg(u(g
−1mg))λα(m; g˜)v(m)u(g)
∗
= µ(g, g−1mg)u(mg)λα(m; g˜)v(m)u(g)
∗
= λα(m; g˜)µ(g, g
−1mg)µ(m, g)∗u(m)αm(u(g))v(m)u(g)
∗
= λα(m; g˜)µ(g, g
−1mg)µ(m, g)∗u(m)v(m),
Therefore the characteristic cocycles (λβ, µβ) ∈ Zα×θ(H˜, L, A) is of the form:
µβ(m,n) = µ(m,n)µα(m,n), m, n ∈ L;
λβ(m; g˜) = µ(g, g
−1mg)µ(m, g)λα(m; g˜), g˜ = (g, s) ∈ H˜.
Thus we conclude that χm(χ(β)) = Res([µ])χm(χ(α)) in Λα×θ(H˜, L,M,A).
In virtue of Theorem 2.7, this is equivalent to the fact that
Obm(α˙) = Obm(β˙) ∈ H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ).
iii) Suppose that M is an infinite AFD factor and H is amenable. The au-
tomorphism σ ∈ Autθ(C) can be extended to an automorphism in Autτ,θ(M˜)
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by [ST3] which will be denoted again by σ. Replacing {βg : g ∈ H} by
{σ◦βg◦σ
−1 : g ∈ H}, we may and do assume that mod(α) = mod(β) and
δ(χm(α)) = δ(χm(β)) in the invariant group H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ).
The modified HJR-exact sequence of Theorem 2.7 yields the existence of a
cohomology class [µ] ∈ H2(H,T) such that
χm(β) = Res([µ])χm(α) ∈ Λα×θ(H˜, L,M,A).
A cocycle perturbation of α, denoted by α again, leaves a subfactor B of type
I∞ pointwise invariant. Let u : g ∈ H 7→ u(g) ∈ U(B) be a projective unitary
representation of H in B with the multiplier µ ∈ Z2(H,T) representating [µ]
such that
u(g)u(h) = µ(g, h)u(gh), g, h ∈ H.
Set uαg = Ad(u(g))◦αg, g ∈ H. Then it is a straightforward calculation to
show that χm(uα) = Res([µ])χm(α). Therefore, the characteristic invariant
χm(uα) is precisely χm(β) of β. Hence the cocycle conjugacy classification
theorem, [KtST1], guarantees the concycle conjgacy of uα and β. Therefore,
the original actions α and β are outer conjugate. ♥
§4. Model Construction
As laid down in [KtST1], the construction of a model from a set of invari-
ants is an integral part of the classifiction theory. It is particulary important
here because the invariants associated with outer actions do not form a stan-
dard Borel space. For example, the classification functor cannot be Borel
in the case of type III0. So we have to begin with a desingularization of the
space of invariants.
We fix an ergodic flow {C,R, θ} to begin with. An action α of a group G
on the flow {C,R, θ} means a homomorphism g ∈ G 7→ αg ∈ Autθ(C), where
Autθ(C) = {σ ∈ Aut(C) : σ◦θs = θs◦σ, s ∈ R}.
As before, we denote the unitary group U(C) of C by A for short. The
first cohomology group H1θ = H
1
θ(R, A) can not be a standard Borel space
if the flow θ is properly ergodic. So we have to consider the first cocycle
group Z1θ = Z
1
θ(R, A) instead together with the coboundary subgroup B
1
θ =
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B1θ(R, A). Next we fix a countable discrete amenable group G and an exact
sequence:
1 −−−−→ N −−−−→ G
pi
−−−−→
←−
s
Q −−−−→ 1
together with a cross-section s which will be fixed throughout as in the
previous section and therefore the N -valued cocyle nN :
nN (p, q) = s(p)s(q)s(pq)
−1, p, q ∈ Q,
is also fixed. Let HomR(Q,Aut(C)) be the set of all homomorphisms α :
p ∈ Q 7→ αp ∈ Autθ(C) from Q into the group of all automorphisms of C
commuting with the flow θ. It is easily seen to be a Polish space. Each
α ∈ HomR(Q,Aut(C)) can be identified with an action of G whose kernel
contains N . So we view α as an action of G on C freely whenever necessary.
We also use the notations Q˜ = Q × R and G˜ = G × R freely. We fix the
action α of Q and consequently of G on the flow {C,R, θ} throughout this
section and the joint action α × θ will be denoted by the single character
α for short. With these data, we have the group of modular obstructions:
Houtα,s(G×R, N, A) with A = U(C) which will be fixed throughout this section.
The group Houtα,s(G × R, N, A) is not a standard Borel group in general, in
particular it will never be standard except trivial cases if the flow θ is properly
ergodic. Also there is no way to construct a model directly from an element
([c], ν) ∈ Houtα,s(G × R, N, A) either. We must desingularize the group of
invariants first. To this end, we first consider the group Zoutα,s(G,N,A) of
modular obstruction cocycles (c, ζ). However, being an obstruction cocycle,
(c, ζ) does not allow us to construct an outer action of G directly. We recall
Corollary 2.17 to find a resolution system:
1 −−−−→ M −−−−→ H
piG−−−−→ G −−−−→ 1
with H a countable discrete group such that
i) the normal subgroup M is abelian;
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ii) relative to the modified HJR-exact sequence:
· · · −−−−→ H2(H,T)
Res
−−−−→ Λα(H˜, L,M,A)
δ
−−−−→ Houtα,s(G× R, N, A)
Inf
−−−−→ H3(H,T)
∂
y pi∗Gx
H3(G,T) H3(G,T)

where L = π−1G (N) the Inf-image of ([c], ν) vanishes, i.e.,
Inf([c], ν) = 1 ∈ H3(H,T).
Hence there exists a modular characteristic invariant
χ ∈ Λα(H˜, L,M,A)
such that δ(χ) = ([c], ν).
We also recall that in this resolution proceedure we need several extra data.
For example the map ∂ : Houtα,s(G× R, N, A) 7→ Z
3(G,T) requires a choice of
(a, f) ∈ C2α(G,A) × Z
2(Q,A) so that cG = π
∗(cQ)∂G(π
∗(f)a)∗ ∈ Z3(G,T).
But in any case we do have a resolution system {H, πG, L,M} of ([c], ν).
So instead of going through all steps of desingularizations starting from the
cocycle (c, ζ) ∈ Zoutα,s(G,N,A), we move directly to {H, πG, L,M} and call
(λ, µ) ∈ Λα(H˜, L,M,A) a resolution of the modular obstruction ([c], ν) ∈
Houtα,s(G× R, N, A) if
δ([λ, µ]) = ([c], ν).
If we begin with (λ, µ) ∈ Zα(H˜, L,M,A), it is easy to see the corresponding
obtruction cocycle (c, ζ) ∈ Zoutα,s(G,N,A):
a) First we fix a cross-section sH : G 7→ H of the map πG;
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b) With s˙(p) = sH◦s(p), p ∈ Q, and nL(p, q) = s˙(p)s˙(q)s˙(pq)
−1 ∈ L we
have
ζ(s;n) = λ(sH(n); s), n ∈ N ;
dc(s; q, r) = λ(nL(q, r); s), q, r ∈ Q, s ∈ R;
cQ(p, q, r) = λ(s˙(p)nL(q, r)s˙(p)
−1; s˙(p))µ(s˙(p)nL(q, r)s˙(p)
−1, nL(p, qr))
× {µ(nL(p, q), nL(pq, r)}
∗, p, q, r ∈ Q.
We will write (c, ζ) = ∂s˙(λ, µ). Let Rsn(H, πG, ([c], ν)) be the set of all
(λ, µ) ∈ Zα(H˜, L,M,A) such that δ([λ, µ]) = ([c], ν). On the space Z
out
α,s(G,
N,A) of modular obstruction cocycles, the group C2α(Q,A) acts in the fol-
lowing way:
(c, ζ) 7→ ((∂
Q˜
b)c, ζ), b ∈ C2α(Q,A),
which does not change the cohomology class of (c, ζ). Also the group
Z2(H,T)× C1(N,A)
acts on Zα(H˜, L,M,A) without changing the cohomology class of δs(λ, µ):
(λ, µ) 7→ ((∂1a)λξλ, (∂2a)ξLµ), (ξ, a) ∈ Z
2(H,T)× C1(N,A),
where (λξ, ξL) is the characteristic cocycle given by (2.10):
λξ(m; g, s) = ξ(g, g
−1mg)ξ(m, g), m ∈ L, (g, s) ∈ H˜;
ξL = the restriction of ξ to L× L.
Now as soon as we have a characteristic cocycle (λ, µ), we have a covariant
cocycle {M, H, αλ,µ} equipped with a map u : m ∈ L 7→ u(m) ∈ U˜(M) such
that
u(m)u(n) = µ(m,n)u(mn), m, n ∈ L;
αλ,µm = A˜d(u(m)), ;
αλ,µg ◦θs(u(g
−1mg)) = λ(m; g, s)u(m), (g, s) ∈ H˜;
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which therefore gives:
α˙λ,µg = α
λ,µ
sH (g)
, g ∈ G,
whose modular obstruction cocycle is precisely δsH (λ, µ). The action of a ∈
C1(N,A) on (λ, µ) does not change the action αλ,µ itself, but on the unitary
family {u(m) : m ∈ L} which is perturbed to {(au)(m) = a(m)u(m) : m ∈
L}. So this does not cause any interesting change. The perturbation by
ξ ∈ Z2(H,T) gives somewhat non trivial change on αλ,µ. Namely, what we
need is to consider the left regular ξ-projective representation, say vξ : g ∈
H 7→ vξ(g) ∈ U(ℓ2(H)), so that
vξ(g)vξ(h) = ξ(g, h)vξ(gh), g, h ∈ H.
Now the new action g ∈ H 7→ αλ,µg ⊗ Ad(v
ξ(g)) ∈ Aut(M⊗L(ℓ2(H)) has
the modular characteristic cocycle (λξλ, ξLµ), which is of course does not
change the outer conjugacy class of the outer action α˙λ,µ of G. The change
caused by the action of b ∈ C2α(Q,A) is again absorbed by changing the
unitary family {u(nL(p, q)) : p, q ∈ Q} to {b(p, q)u(nL(p, q)) : p, q ∈ Q},
which does not change the outer action α˙λ,µ itself. Therefore the scheme of
model constructions looks like:
(λ, µ) ∈ Zα(H˜, L,M,A) −−−−→ δsH (λ, µ) ∈ Z
out
α,s(G,N,A)y x
αλ,µ ∈ Act(H,M) −−−−→ α˙λ,µ = αsH ∈ Oct(G,M)
where Act(G,M) and Oct(G,M) are respectively the spaces of actions and
outer actions of G on M. Summerizing the discussion, we get the following:
Theorem 4.1. Let G be a countable discrete amenable group and N a nor-
mal subgroup. Let {C,R, θ} be an ergodic flow and α an action of G on the
flow {C,R, θ} with Ker(α) ⊃ N , i.e., α is a homomorphism of G into the
group Autθ(C) of automorphisms commuting with the flow θ whith αm =
id, m ∈ N. Let A denote the unitary group U(C).
For every modular obstruction cocycle (c, ζ) ∈ Zoutα,s(G,N,A), there exists
an amenable resolution system {H,L,M, πG, λ, µ} with (λ, µ) ∈ Zα(H˜, L,M,
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A) and a cross-section sH : G 7→ H of the map πG such that
δsH (λ, µ) ≡ (c, ζ) mod B
out
α,s(G,N,A).
Consequently, the action αλ,µ associated with the characteristic cocycle (λ, µ)
gives an outer action α˙λ,µ = αsH of G on the approximately finite dimen-
sional factor M with flow of weights {C,R, θ} such that
Obm(α˙
λ,µ) = ([c], [ζ]) ∈ Houtα,s(G× R, N, A).
The homomorphism ν = [ζ] ∈ Hom(N,H1θ) is injective if and only if α˙ is
free.
§5. Non-Triviality of the Exact Sequence:
1 −−−−→ H1θ −−−−→ Out(M) −−−−→ Outτ,θ(M˜) −−−−→ 1
Theorem 5.1. Let α be an outer action of a countable discrete group G on
a separable factor M with N = α−1(Cntr(M)) with modular obstruction
Obm(α) = ([c], ν) ∈ H
out
α (G,N,U(C)).
Let Q be the quotient group Q = G/N and s be a cross-section of the quotient
map π : G 7→ Q. Then the map αs : p ∈ Q 7→ αs(p) ∈ Aut(M) can be perturbed
by Cntr(M) to an action of Q if and only if the modular obstruction
Obm(α) = ([c], ν) ∈ H
out
α,s(G,N,A) = H
3
α,s(Q˜, A) ∗s HomG(N,H
1
θ)
has trivial
[c · αp (∂Q(b))] = [c(p˜, q˜, r˜)αp(∂Q(b)(s; q, r))] = 1
for some b(·, q) ∈ Z1θ(R, A), which implies ν ∪ nN ∈ B
2
α(Q,H
1
θ).
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Proof. Suppose [c · αp (∂Q(b))] = 1 for some b(·, q) ∈ Z
1
θ(R, A). Choose
{u(p, q) ∈ U˜(M) : p, q ∈ Q} so that
αp˜◦αq˜ = Ad(u(p, q))◦αp˜q˜, p˜, q˜ ∈ Q˜.
The associated modular obstruction cocycle (c, ν) ∈ Zoutα,s(G˜, N,A) is given
by:
c(p˜, q˜, r˜) = αp˜(u(q, r))u(p, qr){u(p, q)u(pq, r)}
∗;
ν(m) = [αm] ∈ H
1
θ(R, A), m ∈ N.
The triviality of [c · αp (∂Q(b))] means the existence of f ∈ C
2(Q,A) such
that c · αp (∂Q(b)) = ∂Q˜f . Setting
v(p, q) = f(p, q)∗w(p)αp(w(q))u(p, q)w(pq)
∗,
where w(p) ∈ M˜ with w(p)∗θt(w(p)) = b(t, p), we get
Adw(p)◦αp˜◦Adw(q)◦αq˜ = Ad(v(p, q))◦Adw(pq)◦αp˜q˜ and ∂Q˜v = 1.
Since v(q, r)∗θt(v(q, r)) = 1 for t ∈ R, the unitaries v(q, r) are elements of
M. Setting
wαp = A˜dw(p)◦αp,
obtain a cocycle crossed action {wα, v} of Q onM. As the fixed point algebra
Mwα can be assumed to be properly infinite without loss of generality, we
can find a family {a(p) ∈ U(M) : p ∈ Q} such that
1 = a(p)αp(a(q))v(p, q)a(pq)
∗
= f(p, q)∗a(p)wαp(a(q))w(p)αp(w(q))u(p, q)w(pq)
∗a(pq)∗
= f(p, q)∗a(p)w(p)αp(a(q)w(q))u(p, q) (a(pq)w(pq))
∗
;
f(p, q) = a(p)w(p)αp(a(q)w(q))u(p, q) (a(pq)w(pq))
∗
.
Hence β = a·wα : p˜ ∈ Q˜ 7→ a·wαp˜ = Ad(a(p)w(p))◦αp˜ ∈ Aut(M˜) is an action
of Q˜ on M˜. The restriction of β to M is precisely a Cntr(M)-perturbation of
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the original action α since A˜d(a(p)w(p)) ∈ Cntr(M). Now we have
dc(s, q, r) = θs(u(q, r))u(q, r)
∗
= θs
(
f(q, r)αq((a(r)w(r))
∗)(a(q)w(q))∗a(pq)w(qr)
)
×
(
f(q, r)αq((a(r)w(r))
∗)(a(q)w(q))∗a(pq)w(qr)
)∗
= (∂θf(q, r))sαq(b(s, r)
∗)b(s, q)∗b(s, pq)
where θs(a(p)w(p))(a(p)w(p))
∗ = θs(w(p))(w(p))
∗ = b(s, p) ∈ A. Hence we
have
ν(nN (q, r)) = [dc(·, q, r)] = [∂Q˜(b(·, ·)
∗)(q, r)] in H1θ.
Thus we conclude that ν ∪ nN ∈ B
2
α(Q˜,H
1
θ).
Conversely, suppose that αs is perturbed to an action of Q by Cntr(M).
Choose {w(p) ∈ U˜(M) : p ∈ Q} so that
A˜d(w(p))◦αp◦A˜d(w(p))◦αq = A˜d(w(pq))◦αpq, p, q ∈ Q.
Let {u(p, q) ∈ U˜(M) : p, q ∈ Q} be a family such that
αp◦αq = Ad(u(p, q))◦αpq.
Then we have
f(p, q) = w(p)αp(w(q))u(p, q)w(pq)
∗ ∈ A,
and that
(∂
Q˜
f)(p˜, q˜, r˜) = αp˜
(
w(q)αq(w(r))u(q, r)w(qr)
∗
)
×
(
w(p)αp(w(qr))u(p, qr)w(pqr)
∗
)
×
{(
w(p)αp(w(q))u(p, q)w(pq)
∗
)
×
(
w(p)αpq(w(r))u(pq, r)w(pqr)
∗
)}∗
= c(p˜, q˜, r˜)αp (b(s, q)αq(b(s, r)b(s, qr)
∗) ,
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where b(s, p) = w(p)∗θs(w(p)) ∈ Z
1
θ(R, A). Thus we conclude
[c(p˜, q˜, r˜)αp(∂Q(b)(s; q, r))] = 1.
♥
This characterization has an immediate consequence:
Theorem 5.2. If M is an approximately finite dimensional factor of type
III with flow of weights {C,R, θ}, then the exact sequence:
1 −−−−→ H1θ(R,U(C)) −−−−→ Out(M) −−−−→ Outτ,θ(M˜) −−−−→ 1
does not split.
Proof. Let G be the discrete Heisenberg group:
G =

 1 a c0 1 b
0 0 1
 : a, b, c ∈ Z

and
N =

 1 0 c0 1 0
0 0 1
 : c ∈ Z

be the center of G as in Example 7.1 on [KtST1]. We write an element of G
as (a, b, c) ∈ Z with the multiplication rule:
(a, b, c)(a′, b′, c′) = (a+ a′, b+ b′, c+ c′ + ab′).
We then form the quotient group Q = G/N and obtain an exact sequence:
1 −−−−→ N −−−−→ G
piQ
−−−−→ Q −−−−→ 0.
The quotient group Q is isomorphic to Z2. Define a cross-section s of πQ in
the following way:
s(a, b) =
 1 a 00 1 b
0 0 1
 , (a, b) ∈ Z2 = Q,
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and compute
nN (a, b; a
′, b′) = ab′ ∈ Z (5.1)
where N is identified with Z. Choose (λ, µ) ∈ Z(G,N,T) to be trivial,
i.e., µ(m,n) = 1, m, n ∈ N and λ(m, g) = 1, m ∈ N, g ∈ G. But choose
ν = eiT ∈ Hom(N,T) = N̂ = T with T > 0 to be determined, so that the
characteristic cocycle (λ, µ) ∈ Z(G× R, N,T) is given by:
µ(m,n) = 1, m, n ∈ N ;
λ(m, (g, s)) = exp(iT ′ms), s ∈ R, g ∈ G,
where T ′ = 2π/T. Let M be an AFD factor of type III with flow of weights
{C,R, θ}. Viewing the torus T as the subgroup U(Cθ) of the unitary group
A = U(C), we view the cocycle (λ, µ) as an element of Zα(G˜, N,A). Now
choose T > 0 such that σϕnT 6∈ Int(M) for every n ∈ Z, n 6= 0, with ϕ a
preassigned faithful semi-finite normal weight on M. Such a T ∈ R exists
because {t ∈ R, σϕt ∈ Int(M)}must be a meager subgroup of R. Let α = α
λ,µ
be the action of G onM associated with the cocycle (λ, µ) and mod(αg) = id.
The construction yields that the action α is free and it enjoys the following
property:
αm = σ
ϕ
mT , m ∈ N,
with ϕ a dominant weight onM. We can assume the invariance ϕ = ϕ◦αg, g ∈
G for α. The freeness of α shows that the map: α˙ : g ∈ G 7→ α˙g = [αg] ∈
Out(M) is an injective homomorphism such that α˙m = σmT ∈ H
1
θ(R, A) ⊂
Out(M). We are now going to compute the modular obstruction cocycle
(c, ν) ∈ Zoutα,s(Q˜, A) ∗s Hom(N,H
1
θ). Since
αp˜◦αq˜ = αs(p),s◦αs(q),t = αs(p)s(q)◦θs+t
= α
nN (p,q)s(pq)
◦θs+t
= Ad(ϕiT
′
nN (p,q))◦αp˜q˜,
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with u(p, q) = ϕiT
′
nN (p,q) we get
c(p˜, q˜, r˜) = αp˜(u(q, r))u(p, qr){u(p, q)u(pq, r)}
∗
= θs(u(q, r))u(q, r)
∗αp(u(q, r))u(p, qr){u(p, q)u(pq, r)}
∗
= exp(−iT ′snN (q, r))ϕ
iT ′(nN (q,r)+nN (p,qr)−nN (p,q)−nN (pq,r))
= exp(−iT ′snN (q, r))
and cQ = 1. In order for c · αp(∂Q(b)) with some b(·, q) ∈ Z
1
θ(R, A) to be
trivial, it is necessary and sufficient that there exists f ∈ C2(Q,A) such that
∂
Q˜
f = c · αp(∂Q(b)). The function f satisfies the equations:
exp(−iT ′snN (q, r)) = αq(b(s, r)
∗)b(s, q)∗b(s, qr)f(q, r)∗θs(f(q, r))
which means that [exp(−iT ′snN (q, r))] ∈ B
2(Q,H1θ). As mod(αp) = id, p ∈
Q, and Q is a free abelian group, the second cohomology group H2(Q,H1θ)
is isomorphic to the group X(Q2,H1θ) of all H
1
θ-valued skew symmetric biho-
momorphisms. We have
exp
(
− iT ′snN (q, r)
)
exp
(
iT ′snN (r, q)
)
=
(
αq(b(s, r)
∗)b(s, q)∗b(s, qr)f(q, r)∗θs(f(q, r))
)
×
(
αr(b(s, q)
∗)b(s, r)∗b(s, rq)f(r, q)∗θs(f(r, q))
)∗
=f(r, q)f(q, r)∗θs(f(r, q)
∗f(q, r)).
(5.2)
By (5.1), we have
exp(−iT ′snN (q, r) + iT
′snN (r, q)) = exp(−iT
′s(ab′ − a′b))
where q = (a, b), r = (a′, b′) Thus it follows from (5.2) that the modular
automorphisms σϕ
T (ab′−a′b) are inner, which contradicts to the choice of T .
Therefore [c(p˜, q˜, r˜)αp(∂Q(b)(s; q, r))] 6= 1 in H
3
α,s(Q˜, A). Theorem 5.1 says
that αs cannot be perturbed into an action of Q by Cntr(M).
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Since we have a commutative diagram of exact sequences:
1 −−−−→ N −−−−→ G
piQ
−−−−→
←−
s
Q −−−−→ 1
ν
y α˙y α˜y
1 −−−−→ H1θ −−−−→ Out(M)
pi
−−−−→
←−
spi
Outτ,θ(M˜) −−−−→ 1,
if the second sequence splits via cross-section spi , then the associated injection
α˜ of Q into Outτ,θ(M˜) is composed with the cross-section spi to be an outer
action of Q, say β. But H3(Q,T) = 1, so that β can be perturbed into an
action of Q, denoted by β again. Then we have βp ≡ αs(p) mod Cntr(M).
Therefore the αs is perturbed to an action by Cntr(M), which contradicts
to the fact [c(p˜, q˜, r˜)αp(∂Q(b)(s; q, r))] 6= 1 for any b(·, p) ∈ Z
1(R,H1θ) as seen
above. ♥
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