Abstract. In this paper we propose a new set of bio-inspired descriptors for image classification based on low-level processing performed by the retina. Taking as a starting point a descriptor called FREAK (Fast Retina Keypoint), we further extend it mimicking the center-surround organization of ganglion receptive fields. To test our approach we compared the performance of the original FREAK and our proposal on the 15 scene categories database. The results show that our approach outperforms the original FREAK for the scene classification task.
Introduction
Image classification is a challenging task in computer vision which can be accomplished with a number of different approaches. In particular, scene categorization strongly relies on the appropiate image representation. In the literature, the vast majority of the works use descriptors based on visual information and the recognition of the scenes is achieved either based on the global information or the objects in the image [4, [6] [7] [8] . For example, SIFT [4] and GIST [8] are two of the most used descriptors for scene categorization. Although SIFT was originally proposed for object recognition, it can be used to describe the global features in an image using a bag-of-words (BOW) approach. Under this approach, descriptors are quantized to form a visual codebook. In [4] , the authors incorporated spatial information to further improve the BOW model based on SIFT descriptors.
On the other hand, GIST was proposed in [8] as a descriptor based on how humans recognize a scene. Using global information about the scene can significantly improve the classification results. This descriptor, is based on the spatial envelope that represents the most relevant global structure of a scene [7] .
Recently, it has been shown that better performance is achieved when both local and global structures in an image are considered [9, 17] . In this regard, Census Transform Histogram (CENTRIST) descriptor has been proposed [17] , which is based on local binary patterns (LBP) and captures both kind of information.
An alternative approach is to perform image classification inspired by the human visual system. FREAK (Fast Retina Keypoint) was proposed as a fast keypoint descriptor inspired by the retina [1] . The organization of the retina is imitated, using a circular grid where receptive fields of different sizes are considered. The difference in intensity between pairs of receptive fields is calculated and further codified in a binary vector. In particular, the concentration of receptive fields is higher near the center of the pattern, corresponding to the fovea in the retina. In addition to this, they overlap sampling regions adding redundancy which is also present in the retina and this increases the final descriptor discriminative power. FREAK has been evaluated on a matching task showing high object detection performance. BRISK [5] and DAISY [10] are previous descriptors that also compare pairs of intensities using a circular pattern. Compared to state of the art descriptors, such as SIFT, SURF or BRISK, it outperforms them while being faster and simpler. In a new descriptor called CS-FREAK [14] , the original grid is simplified reducing the number of receptive fields, and the neighborhood intensity is encoded improving the matching accuracy. In a different kind of task, FREAK has been applied to action recognition in videos through an extension to the descriptor that encodes motion named as MoFREAK [15] .
However, biologically inspired descriptors have mainly been applied to object recognition task [1, 5, 10] . In [13] a Difference of Gaussian (DoG) filtering which simulates the performance of the retina is applied to texture classification. In this work, we propose a new set of bio-inspired descriptors for the scene categorization task. Using FREAK descriptor as a baseline, we further enrich it imitating models of the retina. Our proposal is to use a grid based on the centersurround organization of the ganglion receptive fields and perform low-level features extraction in order to classify scenes. In particular, we propose to imitate the ON and OFF cell response by calculating Difference of Gaussians (DoG) of different sizes. Moreover, each receptive field in our grid is described with a linear-nonlinear model (LN) which is typically used in retina models.
The rest of the paper is organized as follows. Section. 2 explains the retinal sampling pattern configuration used and describes the construction of each of the descriptors. It also introduces the BOW pipeline used for the classification of the scenes. In Sect. 3 experimental results on the 15 scene categories dataset are reported. Finally, in Sect. 4, conclusions are drawn.
Method
In this section we introduce a new set of image descriptors based on the centersurround organization of the ganglion receptive fields. We propose three different binary descriptors each constructed considering different components of ganglion cell response. To start with, the main aspects of FREAK descriptor [1] which are related to our contribution are presented. Next, each of our proposed descriptors are explained in detail. Finally, the bag-of-words approach used for the scene categorization task is introduced.
Retinal Ganglion Cells Configuration
In FREAK [1] , the sampling grid shown in Fig. 1 is proposed. Each circle corresponds to a receptive field of a ganglion cell and its size represents the standard deviation of the Gaussian kernels applied to the underlying sampling point. However, the Gaussian smoothing applied to each receptive field is approximated calculating the mean intensity. They experimentally observed that changing the size of receptive fields with respect to the log-polar pattern improved the performance. In addition to this, overlapping the receptive fields further improved the results. Based on such a sampling grid, they compared the mean intensity of pairs of receptive fields.
In our model, the configuration of the receptive fields is inspired by FREAK but including several changes to constrain it more closely to biology. As in FREAK, we also consider 43 cells organized in 8 different concentric circles, as can be seen in Fig. 1 . As opposed to FREAK where, for each receptive field (RF) mean averages are calculated, we propose to use a difference of Gaussians (DoG) centered in each cell. Mimicking biology, each RF in our model is composed of a center and a surround. The DoG can be calculated as the subtraction of two Gaussians fitted to each area. More specifically, the radius of the center r C will be considered as the size of each cell in the original FREAK. The standard deviation of the corresponding Gaussian can be approximated as follows:
Based on the literature [16] , the relative surround extent has a wide range across retinal ganglion cells. We have empirically chosen the surround to be double size of the center, since the DoG behaves as an edge detector and this is the functionality we are interested in. Therefore, the standard deviation of the surround can be obtained as follows:
From this equation, the size of the surround can be obtained replaicing Eq. 2. The formula for the difference of Gaussians (DoG) is the following:
where w C and w S are constants, which determine the type of features estimated by this filtering stage. As before, this parameter presents a high variability depending on the cell type. In our case, the relative surround weight used is w S /w C = 0.9 based on previous work [16] .
Retinal Inspired Descriptors
Our descriptors will be estimated based on the retinal activity defined by a classical linear-nonlinear (LN) model, where the activity A of a ganglion cell centered at position (x, y) is defined by:
I is the still image or stimulus and K is the weighted difference of Gaussians. ON and OFF ganglion cells are simulated by setting the parameter ε to respectively +1 or −1. The static nonlinear function N is defined by:
where λ and α represent reduced currents. β is the threshold after which the response of the cells becomes linear. Based on previous authors [16] we used λ = 3, α = 1, β = 0. Such rectification is a common feature in retinal models [3] . It simulates static nonlinearities observed experimentally in the retina. Our aim with this formula is to imitate the response of a type of ganglion cells.
Based on the LN model, we propose the three binary descriptors depicted in This binary component is constructed by calculating the difference in activity between all pairs of receptive fields.
In the following components of our proposal, the inhibitory effect of surround is taken into account.
The Sign of the Center-Surround Response. This component takes into account the sign of the DoG centered in each of the 43 receptive fields of our model. RF = sign(N (I * K(x, y))).
As a result, the binary component is calculated as:
In this way the contribution of adding some information about the inhibitory surround is evaluated.
The ON and OFF Cell Response. Finally, the responses of both ON and OFF ganglion cells are considered. The activation of the ON cells is calculated from the formula 4, where ε is equal to +1. In a similar way, the activation of the OFF cells is calculated considering ε equal to −1.
The binary component is constructed comparing the activation between pairs of cells. For instance, for ON cells:
The activity of the OFF cells D OF F (i, j) is encoded in an analogous way.
In summary, this component, named D ON OF F (i, j), is constructed upon the concatenation of D ON (i, j) and D OF F (i, j) .
However, depending on the images used as stimulus, the response of ON and OFF cells can be noisy. As a result the encoded information leds to less discriminative descriptors. Since our aim is to construct sparse descriptors, we implemented a variant of the D ON OF F (i, j) component. In an attempt to reduce noise, the activity of these cell types has been thresholded based on the neighborhood information [6] . For a given image, a pyramid of DoG is calculated corresponding to the 8 different cell sizes in our pattern. The average DoG is used to filter those pairs whose activity difference is above the threshold.
For instance, for the ON cells we consider:
where T is the average DoG. For the OFF cells, the activity response is thresholded in the same way. As a result, the variant of the ON and OFF cell response, Fig. 2 , but considering the thresholded ON and OFF responses. All our descriptors have been tested on the scene classification task. The pipeline used in order to achieve this goal is described in the next section.
named D ON OF F T h (i, j), is composed of the thresholded ON cell pairs D ON T h and the thresholded OFF cell pairs D OF F T h . Therefore, the corresponding descriptor is named Descr C S ON OF F T h and is similar to third descriptor shown in

BOW Approach for Scene Categorization
Scene categorization is accomplished using a bag-of-words (BOW) approach. The descriptors are densely extracted from the images using a grid at steps of 5 pixels. Each position of the grid is considered as a keypoint and the sampling grid is situated on top of it. For the original FREAK, the pattern size is 45 × 45 pixel. Since our sampling grid is slightly bigger because the surround is added to the original pattern, the size of our pattern is 60 × 60 pixel. As a result we obtain overlapping patches, which has been shown to be efficient for the image categorization task [11] . Regarding the descriptor size, for the original FREAK is 64 bytes because only selected pairs are considered, whereas our descriptors are larger since all the possible pairs are taken into account. We made all of them 512 bytes long, adding padding where necessary. All the descriptors are quantized into visual words by k-means, using as distance metric the Euclidean distance. Spatial pyramid histograms are used as kernels. After the training phase, the final classification is performed using a linear SVM.
Performance Evaluation
We evaluated the performance of our descriptors on the 15 scene categories dataset [4] , which is an extension to the 8 scene categories provided by [7] .
As established in previous works [4] , from each class 100 images are used as training and the rest as test. In total, 1500 images have been used for the training set and 2985 for the test set. All the tests have been done using 10 random splits. We used 100 randomly selected images from the training set to form the dictionary. In the Table 1 we can see the mean accuracy of each approach using 600 visual words. The code for FREAK is available in openCV [2] and our descriptors have been implemented based on that code. The BOW approach is based on the VLFeat toolbox [12] . As a baseline we used the original FREAK, where selected pairs are used retaining the most informative and discriminative ones. Moreover, the more relevant pairs correspond to the outer region of the pattern, suggesting that first the periphery of an object is explored in an attempt to find interesting regions, mimicking the saccadic search. However, the gaussian filtering is approximated calculating the mean intensity inside each receptive field.
In our descriptors we considered all the possible pairs, since the ones selected in [1] are obtained after learning the best pairs from their training data. Experimentally we obtained better results when all the pairs are considered. As is shown in the Table 1, all our descriptors are able to perform better than FREAK. The drawback is that the size of the descriptors is larger and there can be correlations between pairs. In the Table 2 we show preliminary results obtained by reducing the dimensionality of the Descr OnOf f th , using the same 10 random splits as in Table 1 . In this table we can observe that eliminating the less discriminative pairs from the descriptor increases the performance. Best results are obtained when the size is reduced to 256 bytes. In comparison, our approach outperforms the original FREAK even when both methods use the same size of descriptors (i.e. 64 bytes). In addition to this, in all our experiments the scale and orientation normalization is not used, since we are using a dense grid and not a keypoint detector as in the original idea.
The confusion matrix from one run of the Descr C S ON OF F T h descriptor is shown in Fig. 3 , where row names are true labels and column names are the predicted ones. The highest confusion happens between category pairs such as inside city/tall building, coast/open country, forest/mountain, bedroom/living room, industrial/store, which has been previously stated by other authors [4, 17] . A further analysis of the results is shown in the Fig. 4 , where the mean accuracy results obtained with both the original FREAK and our descriptor Descr C S ON OF F T h are plotted. In comparison our descriptor is able to classify better all the classes with the exception of two, namely, tallbuilding and living room. But for all the rest, our proposal outperforms the original FREAK. Overall, our third thresholded descriptor is able to achieve a high accuracy in recognizing natural scene categories, such as forest and coast. However, the results drop for most of the indoor scenes, as can be observed in the graph. There are other works related to scene classification that have reported the same issue. As explained in [9] , the main two reasons could be, on the one hand, the lack of a large dataset of indoor scenes to train and test the approaches and, on the other hand, the difficulty in characterizing such scenes, which mainly requires a combination of both local and global image information. Interestingly, store and office images are classified much better with our descriptor than with FREAK, which suggests that our approach is able to better represent the properties of those type of images. In this paper, we have proposed to extend the original FREAK in the following way. Our first descriptor, Descr C , blurs the center of each receptive field with a Gaussian kernel. Since we used the same kernel size as the original FREAK, the results obtained with this modification are similiar in both cases. Our second descriptor, Descr C S , adds some information about the sign of the DoG. We tested the contribution of using both the center response 
Conclusions
The goal of this work was to implement a bio-inspired descriptor, mimicking some functionalities of the visual system. From biology, it is well known that the retina extracts details from images using a Difference of Gaussians (DoG) of different sizes and encodes such differences with action potentials. We have presented a set of modifications to FREAK which are more biologically inspired. As a conclusion it seems that difference of gaussians calculated inside each receptive field, as is done by the visual system, extracts useful information for scene classification task. In the future, other low-level processing performed by the retina could be considered. In relation with this, other organization of the cells can also be tested, since as stated by Alahi et al. [1] , changing the size of the receptive fields and their overlap increases the performance. Finally, the dimensionality of our descriptors can be reduced learning the most significant pairs in our model. Potentially, retaining the most significant pairs will further improve the classification results.
