LetM be a compact minimal hypersurface in CP r−1 . We prove a classification theorem of hypersurfaces of index one in CP r−1 . More exactly, we prove that under the above conditions,M is a minimal Clifford hypersurface which includes the minimal geodesic spheres.
Introduction
Let M be a minimal hypersurface of a Riemannian manifold. The Morse index is the number of negative eigenvalues of the Jacobi operator J M counting multiplicity. This notion is important since it gives us information about how unstable the hypersurface is. Therefore, this leads us to want to classify minimal hypersurfaces in known spaces according to their index. In the case of the real projective space RP r−1 , do Carmo, Ritoré and Ros proved Theorem 1.1. [3] The only compact two-sided minimal hypersurfaces with index one in the real projective space RP r−1 are the totally geodesic spheres and the minimal Clifford hypersurfaces. where W is the width.
Corollary 1.4. Let Σ i be the min-max hypersurface in CP i , i ∈ {2, 3}. Then Σ i is a minimal Clifford hypersurface and
where W is the width.
The dimensional restrictions of Corollaries 1.3 and 1.4 are due to the fact that the min-max hypersurface can be singular in higher dimensions.
We have organized this paper in three sections. The first section gives some basic definitions, notations and facts needed along the paper. The second section is where the main theorem is. In this section we generalize the proof of Theorem 1.1 to the complex case. LetM be compact oriented minimal hypersurface in CP r−1 . We create a new hypersurface M in S 2r−1 given by M := Π −1 (M ), where Π is the usual submersion (see preliminary concepts section). Many features of M are inherited fromM such as minimality, orientability, etc. In particular some characteristics of the Jacobi operator J M (see Remark 3.3 and Lemma 3.4). Then we can studyM through M . We define a test function φ a,b for some suitable a, b ∈ R 2r , which is invariant under the submersion Π and with help of Proposition 3.11 it is orthogonal to the first eigenfunction of J M . We evaluate φ a,b in the quadratic form associated to J M . After a series of technical steps we conclude |σ| 2 = 2r − 2. Therefore using the results of [2] and [6] M is a minimal Clifford hypersurface. The third section is an application to the min-max hypersurface in CP 2 , CP 3 , RP 3 ,RP 4 , RP 5 , RP 6 and RP 7 .
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Preliminary concepts
In this first section we will give some important definitions and basic properties given in [1] and [3] . Let S N R be the euclidean N -sphere of radius R. The sphere S 1 acts freely on S 2r−1 ⊂ R 2r by left scalar multiplication. Then we define CP r−1 := S 2r−1 1 /S 1 , i.e. the orbit space. The manifold CP r−1 is called the complex projective space of real dimension 2r − 2. Action of S 1 induces the usual Riemannian submersion
where Π(p) is the orbit of p.
Remark 2.1. We will identify R 2r with C r in the following way:
.
where the product in each component is the scalar product between complex numbers.
Definition 2.2. A Clifford hypersurface is the set of points S n1 R1 × S n2 R2 , such that n i ∈ Z + and R i ∈ R + , where n 1 + n 2 = 2r − 2 and R 2 1 + R 2 2 = 1. When n 1 and n 2 are odd we will call also as Clifford hypersurface the set Π(S n1 R1 × S n2 R2 ).
Remark 2.3. The manifold S n1 R1 × S n2 R2 is minimal if and only if n 1 R 2 2 = n 2 R 2 1 .
Remark 2.4. [1] Let U ρ (.) be the tubular neighborhood of radius ρ, c = cos(ρ) and s = sin(ρ). Since 
By O'Neills Formulas [10] we have for u, v ∈ T p M which are horizontal
Consider {ē 1 ,ē 2 , ...,ē 2r−3 } an orthonormal basis in T Π(p)M . For eachē i consider its unique horizontal lift e i , i = 1, ..., 2r − 3. Let e 2r−2 be the unit vector tangent to the orbit of Π, which in this case is the geodesic S 1 . Therefore {e 1 , ..., e 2r−3 , e 2r−2 } is an orthonormal basis in T p M . If H andH are the mean curvature of M andM respectively, then
Since e 2r−2 is a tangent vector to a geodesic, then ∇ e2r−2 e 2r−2 = 0. Therefore H =H. (2) Let u be a map, such that
Proof.
(1) Let x ∈ S 1 be an arbitrary point in the sphere. Define the isometry
Then
Proposition 3.5. The index of the Clifford hypersurfaces in CP r−1 is one.
In the manifold M we have
Since J M = △ M + 2(2r − 2), we look for S 1 -equivariant eigenvalues β of △ M , such that β < 2(2r − 2). The eigenvalues of △ M are given by
Notice that β 00 = 0 corresponds to the constant functions which are S 1 -equivariant. When k 1 = 1 = k 2 ,
Therefore we get rid of β k1k2 , when k 1 ≥ 1 and k 2 ≥ 1. Using the same argument given in [1] the eigenfunctions corresponding to β 10 (respectively β 01 ) are linear functions on R n1+1 (respectively R n2+1 ) which are never S 1 -equivariant since −id ∈ S 1 . It suffices to show that β 20 and β 02 are greater than β 11 . Since n 1 R 2
But equations (3.2) and (3.3) are equivalent to β 20 = 2(n 1 + 1)
Notation Let u : M → R and V : M → R 2r be scalar and vectorial functions on M respectively, and V j =< V, e j > where e 1 , ..., e 2r is the canonical basis of R 2r . We define
Theorem 3.6. The only compact minimal hypersurfaces with index one in the complex projective space CP r−1 are the minimal Clifford hypersurfaces. In particular they can be minimal geodesic spheres.
Proof. Letf :M → CP r−1 be a compact minimal hypersurface with index one in CP r−1 . Since CP r−1 is simply connected we can assumef orientable (see Theorem 4.7 [4] ). Let f : M 2r−2 → S 2r−1 as in Proposition 3.1. Consider the function φ a,b : M → R 2r given by
where a, b ∈ R 2r . Through calculation we get 
where X : M → R 2r is a vector field tangent to M .
Proof. Follow the same proof given in Lemma 1 [3] . 
Since φ a,b are S 1 -equivariant functions, then we can use them as test functions. From Lemma 3.8, Lemma 3.9 and Remark 3.10, we get By one side, 
Differentiating <Ñ ,f >= 0 and <Ñ ,Ñ >= 1, we have
Using equation (3.12) 
Summing the last equation with (3.12) < N (p), b >= c, for all p ∈ M .
Then < N (p), b >= 0. Let u be the map given by u =< f, b >, therefore Hess(u) =< ., . > u. If u = 0, then M is totally geodesic, i.e. an equator which is a contradiction because of the symmetry of M . On the other hand, if u = 0 by Obata's theorem [9] M is isometric to a sphere, then using Gauss equation M is totally geodesic, which again is a contradiction.
From Proposition 3.11, for all a ∈ R 2r , there exists b ∈ R 2r , such that φ a,b is orthogonal to ϕ. Taking an orthonormal basis {a 1 , ..., a 2r } of R 2r , let b i be the vector associated to a i and φ i = φ ai,bi ; i = 1, .., 2r. Thus
for all a i in the basis, which only happens if |σ| 2 = 2r − 2. Using [6] and [2] M is one of the next minimal Clifford hypersurfaces 
Application
We will give some definitions and notations given in [12] . Let (M n+1 , g) be a Riemannian manifold connected closed orientable and H n the n dimensional Hausdorff measure. When Σ n is a submanifold, we use |Σ| to denote H n (Σ). (1) For each t, there is a finite subset P t ⊂ M , such that Γ t is a smooth hypersurface in M \ P t ; (2) t → H n (Γ t ) is continuous, and t → Γ t is continous in the Hausdorff topology; (3) Γ t → Γ t0 smoothly in any compact U ⊂⊂ M \ P t0 as t → t 0 . The family {Σ t } t∈[0,1] is called a sweepout of M if there exists a family of open sets {Ω t } t∈[0,1] , such that (1) (Σ t \)∂Ω t ⊂ P t , for any t ∈ [0, 1];
(2) |Ω t \ Ω s | + |Ω s \ Ω t | → 0 as s → t;
(3) Ω 0 = ∅ and Ω 1 = M . 
Remark 4.6. The proof of the previous theorem also applies if we get rid of the assumption that M is orientable and replace the orientability of Σ by two-sidedness.
Remark 4.7. There is a general version of the last theorem [13] , but we can not apply it here because in higher dimensions the min-max hypersurface could has singularities. 
Proof. From Theorem 4.5 Σ i has Morse index one and
Therefore from Theorem 1.2 Σ i is a minimal Clifford hypersurface. The minimal Clifford hypersurfaces in CP r−1 are Π(S n1 R1 × S n2 R2 ) such that
• In the case CP 2 we only have one candidate to be the minimal Clifford hypersurface,
).
From equation (4.1)
• In the case CP 3 we have two candidate to be the minimal Clifford hypersurface,
) and Π(S 3 √
Remark 4.9. In the last proof we got rid of S 2 √ 
Proof. From Theorem 4.5 Σ i has index one and 
