In this paper, modelling gas-liquid bubbly flows is achieved by the introduction of a population balance equation combined with the three-dimensional two-fluid model. For gas-liquid bubbly flows without heat and mass transfer, an average bubble number density transport equation has been incorporated in the commercial code CFX5.7 to better describe the temporal and spatial evolution of the geometrical structure of the gas bubbles. The coalescence and breakage effects of the gas bubbles are modelled according to the coalescence by the random collisions driven by turbulence and wake entrainment while for bubble breakage by the impact of turbulent eddies. Local radial distributions of the void fraction, interfacial area concentration, bubble Sauter mean diameter, and gas and liquid velocities, are compared against experimental data in a vertical pipe flow. Satisfactory agreements for the local distributions are achieved between the predictions and measurements. For gas-liquid bubbly flows with heat and mass transfer, boiling flows at subcooled conditions are considered. Based on the formulation of the MUSIG (multiple-size-group) boiling model and a model considering the forces acting on departing bubbles at the heated surface implemented in the computer code CFX4.4, comparison of model predictions against local measurements is made for the void fraction, bubble Sauter mean diameter, interfacial area concentration, and gas and liquid velocities covering a range of different mass and heat fluxes and inlet subcooling temperatures. Good agreement is achieved with the local radial void fraction, bubble Sauter mean diameter, interfacial area concentration and liquid velocity profiles against measurements. However, significant weakness of the model is evidenced in the prediction of the vapour velocity. Work is in progress through the consideration of additional momentum equations or developing an algebraic slip model to account for the effects of bubble separation.
Introduction
There is a wide range of industrial applications where two-phase flows are prevalent. Fig. 1 shows some complex gas-liquid bubbly flow structures that can be encountered in industrial flow systems [1] . In the chemical, petroleum, mining, food and pharmaceutical industries, bubble column reactors are extensively used bubble coalescence driven by random collisions u WE n bubble coalescence driven by wake entrainment u TI n bubble break-up caused by turbulent impact C mass transfer k size of an eddy k e effective thermal conductivity for handling processes that require large interfacial area for gas-liquid mass transfer and efficient mixing of competing gas-liquid reactions (oxidation, hydrogenation, halogenation, aerobic fermentation, etc.). For engineering systems, heat exchangers operate by the presence of two-phase flow mixture of gas and liquid for the efficient removal of heat generation. In the nuclear area, ensuring the safe operation of a power or research reactor is of paramount importance especially where nuclear safety analyses concern the ability to predict the void fraction distributions and other two-phase flow parameters in subcooled boiling conditions.
In the present state-of-the-art, the two-fluid model can be considered as the most detailed and accurate macroscopic formulation of the thermal-hydraulic dynamics of two-phase flow systems. Within the flow field equations, expressed by conservation of mass, momentum and energy for each phase, interfacial transfer terms appear in each of the equations to couple the different phasic effects. These terms determine the rate of phase changes and the degree of mechanical and thermal non-equilibrium between phases. Much success of the twofluid model depends on these essential closure relations, which should be modelled accurately. However, the closure relations for the interfacial transfer terms are presently far from resolution and they still represent the weakest link in the two-fluid model formulation. These interfacial transfer terms are strongly related to the interfacial area concentration and the local transfer mechanisms such as the degree of turbulence near the interfaces. In modelling these interfacial transfer terms, the interfacial transport of mass, momentum and energy are usually taken to be proportional to the interfacial area concentration a if (interfacial area per unit volume) that characterises the kinematic effects (it is significantly related to the geometrical effects of the interfacial structure) and the driving forces that characterises the local transport mechanism for the interphase transport.
Since the interfacial area concentration represents the key parameter that links the interaction between different phases, much attention for gas-liquid bubbly flows have been concentrated towards better understanding the coalescence and break-up effects due to interactions among bubbles and between bubbles and turbulent eddies. The primary aim is to better describe the temporal and spatial evolution of the two-phase geometrical structure. This has led to the proposal of some empirical correlations [2] , models [3] , population balance approaches [4] , volumetric interfacial area transport equation [5] [6] [7] in an attempt to better predict the interfacial area concentration. The main focus in this paper is directed towards exploiting the emerging models adopting the population balance approaches. With the advancement of computer technologies, the challenging prospect of using population balance models in conjunction with computational fluid dynamics (CFD) methodology is gradually being embraced more by numerical modellers to better understanding different flow regimes. The combination of these approaches has also enhanced the description of bubble interactions at any localised location within the two-phase flow volume, especially with the consideration of bubble coalescence and break-up mechanisms in the model simulations. These population models, as reviewed by Ramkrishna and Mahoney [8] , highlighted a promising future towards handling two-phase flow systems.
In this paper, the use of population balance and two-fluid models for gas-liquid bubbly flows is demonstrated through the implementation of an average number density transport equation and the multiplesized-group (MUSIG) boiling model [9] . The latter solves a series of additional equations to accommodate the range of bubble sizes that exist within the two-phase flow volume. The simpler approach of an average number density transport equation is adopted for gas-liquid bubbly flow without heat and mass transfer while the more complex MUSIG boiling model is employed to handle gas-liquid bubbly flows with heat and mass transfer.
From basic principals, the average number density transport equation is derived to demonstrate the possibility of implementing a simpler approach of combining population balance with CFD. In this equation, the coalescence and break-up mechanisms of the bubble are accommodated for the gas phase. The two-fluid and standard k-e models are employed within which the source terms of the turbulent kinetic energy k, the energy exchange between the interfacial free energy and liquid turbulent kinetic energy due to bubble coalescence and break-up is incorporated. Respective coalescence and break-up mechanisms by Wu et al. [10] , Hibiki and Ishii [11] and Yao and Morel [12] , implemented as source terms in the average number density transport equation, are assessed. The model predictions are compared against experimental data of an isothermal gas-liquid bubbly flow in a vertical pipe performed by Hibiki and Ishii [11] .
For gas-liquid bubbly flows with heat and mass transfer, boiling flows in subcooled condition is investigated. Modelling subcooled boiling flows remains a challenging task. The problem is further exacerbated if the boiling flows are at low pressure [13] . Subcooled boiling flows are by nature a complex boiling process and behave very differently from isothermal bubbly flows. The flows involve hydrodynamics, heat and mass transfer, and bubbles undergoing coalescence and breakage; all of them are dynamically interacting within one single boiling process. In addition, the bubble growth at the heated surface and its maximum bubble size at detachment contribute significantly towards modelling void growth and heat transfer. A proper determination of the departure bubble diameter is essential in order to provide reliable predictions of the bubble distribution in the bulk subcooled fluid, which strongly govern the two-phase thermal and hydrodynamic parameters. Investigation of forces on bubbles growing under subcooled flow boiling provides a sensible approach whereby these forces under pseudo-static conditions can be suitably modified for more complex analyses of bubble growth and departure for a wide range of wall heat fluxes and flow conditions. Based on the comprehensive investigations by Klausner et al. [14] and Zeng et al. [15] on bubble detachment, the appropriate forces acting on a single bubble from the heated surface are formulated and later extended to predict the mean departure bubble diameter at any point along the heated surface. Comparisons of model predictions for a range of different mass and heat fluxes and inlet subcoolings in a vertical annulus are performed against local measurements of Yun et al. [16] and Lee et al. [17] .
2. Model description of two-fluid, population balance and force balances on departing bubbles
Flow equations
The numerical simulations presented are based on the two-fluid model Eulerian-Eulerian approach. The Eulerian modelling framework is based on ensemble-averaged mass, momentum and energy transport equations for each phase. With the liquid phase (a l ) as continuum and the gaseous phase (bubbles) as dispersed phase (a g ), these equations can be written as Continuity equation of liquid phase
Continuity equation of vapour phase
Momentum equation of liquid phase
Momentum equation of vapour phase
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Energy equation of liquid phase
Energy equation of vapour phase
On the right-hand side of (2b), S i represents the additional source terms due to coalescence and break-up. For gas-liquid bubbly flows without heat and mass transfer (isothermal condition), the mass transfer rates C lg and C gl are taken to be zero and removed from all the above equations. This leaves the total interfacial force F lg appearing in (3) to be formulated through appropriate consideration of different sub-forces affecting the interface between each phases. It is noted that C lg denotes the transfer terms from the gas phase to the liquid phase and vice versa for C gl . This also applies for the total interfacial forces F lg and F gl . The total interfacial force F lg considered in the present study includes the effects of
The terms on the right-hand side of Eq. (7) are the drag force, lift force, wall lubrication force and turbulent dispersion force respectively. Detail descriptions of the interfacial forces that appear in the momentum equation can be found in Anglart and Nylund [18] and Lahey and Drew [19] . Briefly, the inter-phase momentum transfer between gas and liquid due to drag force is given by
In a vertical pipe or an annular flow, the non-drag forces that such as the lift, wall lubrication and turbulent dispersion are forces that are directed perpendicular to the flow direction. The virtual mass force is modelled according to the relative acceleration between the gas and liquid phases:
Lift force can be expressed in terms of the slip velocity and the curl of the liquid phase velocity as
Wall lubrication force, which is in the normal direction away from the heated wall and decays with distance from the wall, is described by
Turbulence induced dispersion taken as a function of turbulent kinetic energy and gradient of the void fraction of the liquid in the form of
The appropriate relationships for the drag coefficient C D in (8) , virtual mass coefficient C VM in (9), lift coefficient C L in (10), wall lubrication constants C w1 and C w2 in (11) and turbulent dispersion coefficient C TD in (12) will be provided later.
For gas-liquid bubbly flows with heat and mass transfer, i.e. subcooled boiling flows in this present study, the mass transfer rate due to condensation in the bulk subcooled liquid needs to be incorporated, which can be expressed by
Here, h indicates the inter-phase heat transfer coefficient. The wall vapour generation rate need also to be accounted and it can be modelled in a mechanistic way derived by considering the total mass of bubbles detaching from the heated surface as
where Q e is the heat transfer due to evaporation. For subcooled boiling flows, the wall nucleation rate is accounted in (2b) as a specified boundary condition apportioned to the discrete bubble class based on the size of the bubble departure criteria on the heated surface. The term f i C lg represents the mass transfer due to condensation redistributed for each of the discrete bubble classes. The gas void fraction a g along with the scalar fraction f i are related to the number density of the discrete bubble ith class n i (similarly to the jth class n j )a s a g f i = n i v i . A k-e turbulence model is employed for the continuous liquid and dispersed vapour phases. The effective viscosity in the momentum and energy equations is taken as the sum of the molecular viscosity and turbulent viscosity. The turbulent viscosity is considered as the total of the shear-induced turbulent viscosity and SatoÕs bubble-induced turbulent viscosity [20] . In addition to the latter, the energy exchange between the interfacial free energy and liquid turbulent kinetic energy due to bubble coalescence and break-up is incorporated as an additional source term to the turbulent kinetic energy k equation:
The bubble coalescence and break-up relationships of / CO n and / BK n are provided in the next section. The wall heat flux Q w can be divided into three components: heat transferred by conduction to the superheated layer next to the wall (nucleate boiling or surface quenching), Q q ; heat transferred by evaporation or vapour generation, Q e ; and heat transferred by turbulent convection, Q c . Detailed expressions of these terms can be found in Tu and Yeoh [21] and Yeoh and Tu [22, 23] and will not be repeated here.
Average bubble number density equation
Based on the fundamental consideration of the Boltzmann transport equation by Ishii et al. [24] , the derivation of the average bubble number density transport equation can be obtained as
where n is the average bubble number density and / CO n and / BK n are the bubble number density variations induced by coalescence and break-up. Assuming a single bubble size given by the bubble Sauter mean diameter, the bubble number density for bubbly flow can be defined as
It is observed that by solving the transport equation for the average bubble number density n, the changes to the interfacial structure is locally accommodated throughout the flow. The inclusion of the source and sink terms in (16) caused by the phenomenological mechanisms of coalescence and breakage allows the description of the temporal and spatial evolution of the geometrical structure of the gas phase. The coalescence and break-up effects due to the interactions among bubbles and between bubbles and turbulent eddies have been the subject of much attention. As far as isothermal gas-liquid bubbly flow is concerned, the coalescence of bubbles is caused by the random collisions driven by turbulence (RC) and wake entrainment (WE) while the mechanism responsible for bubble breakage is caused by the impact of turbulent eddies (TI). These three mechanisms of coalescence and breakage developed by Wu et al. [10] have the form
where a max , U r , We and We crit are the maximum allowable void fraction (=0.8), relative velocity between the gas and liquid phases, Weber number and critical Weber number (=2.0), respectively. It is noted that the relative velocity U r is approximated by the consideration of the terminal velocity of a single isolated bubble. Nevertheless, some experimental observations [25, 26] argued that the coalescence due to wake entrainment is only significant between pairs of large cap bubbles (slug flow regime) in fluid sufficiently viscous to maintain their wake laminar; whereas small spherical or ellipsoidal bubbles tend to repel each other. As far as gas-liquid bubbly flows are concerned, Hibiki and Ishii [11] and Yao and Morel [12] , therefore, considered only the coalescence of the bubbles governed mainly by the random collisions driven by turbulence. These two models are rather similar as can be observed below in their derivations. However, Yao and Morel [12] introduced the interaction time of the bubbles to coalesce and break-up in addition to the free travelling time as considered in their model as well as in Hibiki and Ishii [11] model. These coalescence and breakage mechanisms developed by Hibiki and Ishii [11] have the form: 
The maximum allowable void fraction in Hibiki and Ishii [11] and Yao and Morel [12] models retains a value of 0.52, which corresponds to the transition between the finely dispersed bubbly and slug flows. The critical Weber number We crit in Yao and Morel [12] model is set to a value of 1.24.
MUSIG boiling model
According to the model applied by Pohorecki et al. [27] , the population balance equation can be divided into N classes to classify the range of bubble sizes that may be represented within the flow volume, viz.
where ð P j R j Þ i represents the net change in the number density distribution due to coalescence and break-up processes. This interaction term ð
Þ contains the source rates of P C , P B , D C and D B , which are respectively, the production rates due to coalescence and break-up and the death rate to coalescence and break-up of bubbles formulated as
The term (R ph ) i in (21) comprises the fundamental formulation of the source/sink rates for the phase change processes associated with subcooled boiling flow. At the heated surface, bubbles form at activated cavities known as active nucleation sites. The bubble nucleation rate from these sites can be expressed as
where N 00 , f, n H and A C are the active nucleation site density, the bubble generation frequency from the active sites, the heated perimeter and the cross-sectional area of the boiling channel, respectively. Since the bubble nucleation process only occurs at the heated surface, this heated wall nucleation rate is not included in (R ph ) i but rather specified as a boundary condition to (21) apportioned to the discrete bubble class n i based on the bubble departure size on the heated surface. The bubble sink rate due to condensation in a control volume for each bubble class can be determined from
Given that the bubble surface area A B and volume V B based on the bubble Sauter diameter are respectively pD 2 s and pD 3 s =6, the above (24) can be rearranged as
For bubble break-up, the Luo and Svendsen [28] model accounts for the so-called daughter bubble size distribution, which is the size distribution of the fragments formed by the breakage process. The rate of which bubbles break in the flow is determined by examining the interaction of bubbles with turbulent eddies. These bubbles are continuously deformed against the persistent interfacial forces that eventually cause the bubbles to break. The probability for the bubble to break depends not only on the energy contained in the arriving eddy, but also on the minimum energy required by the surface area increase due to fragmentation of the bubbles. This is determined by the number and the sizes of the daughter particles formed in the breakage process.
Based on the collision frequency of eddies with size between k and k + dk for bubbles of size d:
where A is the collision cross-sectional area given as A ¼ p 4
Þ, u k is the turbulent velocity, assuming isotropic turbulence at the length scale of bubbles, expressed by u k ¼ ffiffi ffi 2 p ðekÞ 1=3 , and _ n k is the energy spectrum in the inertial subrange of isotropic turbulence
with c 1 % 0:822 ð27Þ
and given that the breakage probability is
where c f is defined as the increase coefficient of surface area given by c f ¼ f
2=3
BV þð1 À f BV Þ 2=3 À 1; the breakage rate of bubbles of volume v j into volume sizes of v i can therefore be obtained as
where n = k/d is the size ratio between an eddy and a bubble in the inertial sub-range and consequently n min = k min /d. From Tennekes and Lumley [29] , the minimum size eddy in the inertial sub-range is given by k min /k d % 11.4 where k d is the Kolmogorov length scale. For bubble coalescence, Prince and Blanch [30] believed that if the bubbles stay together long enough, coalescence will occur where the time, after which two bubbles are separated, obeys a probability distribution. The coalescence probability is determined from the bubbles staying together long enough for film thinning and rupture. A relationship for the coalescence probability as applied in their coalescence model is given by Coulaloglou and Tavlarides [31] :
where s ij is the contact time for two bubbles given by (d ij /2) 
À1 . According to Prince and Blanch [30] , for air-water systems, experiments have determined h 0 , initial film thickness and, h f , critical film thickness at which rupture occurs to be 1 · 10 À4 ma n d1· 10 À8 m, respectively. Therefore, based on the product of the collision cross-sectional area given as
and the collision probability in (29) , the coalescence rate considering turbulent collision can be expressed as
The turbulent velocity u t in the inertial subrange of isotropic turbulence is given by Rotta [33] , which is:
The local bubble Sauter mean diameter based on the calculated values of the scalar fraction f i and discrete bubble sizes d i can be deduced from:
Force balances on departing bubbles
According to studies by Klausner et al. [14] and Zeng et al. [15] , the influence of the various forces acting on a bubble during flow conditions on bubble departure, as shown in Fig. 2 , in the directions parallel and normal to a vertical heating surface are analysed. The forces acting on the bubble in the x-direction and y-direction are
and
where F s is the surface tension force, F du is the unsteady drag due to asymmetrical growth of the bubble and the dynamic effect of the unsteady liquid such as the history force and the added mass force, F sL is the wall shear lift force, F h is the force due to the hydrodynamic pressure, F cp is the contact pressure force accounting for the bubble being in contact with a solid rather than being surrounded by liquid, F qs is the quasi-wall steady-drag in the flow direction, and F b is the buoyancy force. In addition, g indicates the gravitational acceleration; a and b are the advancing and receding contact angles; h i is the bubble inclination angle; d w is the surface/bubble contact diameter; and d is the vapour bubble diameter. The forces acting in the x-direction can be estimated from:
while in the y-direction, they are F sy ¼Àd w r pða À bÞ
where r is the bubble radius, U is the relative velocity between the bubble centre of mass and liquid, C wall D and C wall L are respectively the wall drag and shear lift coefficients and r r is the radius of curvature of the bubble at the reference point on the surface x = 0, which is r r $ 5r [14] .
The wall drag coefficient C wall D is determined according to the proposed relationships of Ishii and Zuber [34] :
where Re = q l Ud/l l is the bubble Reynolds number. In the flow regions where high void fractions exist, the drag correlations are modified by multiplying a factor E given in terms of volume fraction of the gas phase, to the drag factor:
:67 where l m is the mixture viscosity. It is noted that there exists no suitable relationship for the drag coefficient when Re > 500 for the drag on the bubble attached to a wall. The relationship presented by Ishii and Zuber [34] for Re P 500 is used as an estimate to bridge flows at low Reynolds to the high Reynolds numbers range, which such flow conditions may exist in subcooled boiling flows. The wall shear lift coefficient C wall L is determined through a correlation proposed by the recent study of Kurose et al. [35] :
where the dimensionless shear rate G s is given by
The gradient dU/dx in (40) can be determined through the universal velocity profile for turbulent flow given as
where u s is the friction velocity. The velocity profile in (41) is assumed to be applicable to the time-averaged velocity distribution near the heated wall. Adjacent wall velocities, determined through the two-fluid model, are first used to obtain the varying local friction velocities. These friction velocities are then substituted in (41) to evaluate the gradients dU/dx along the heated wall. At present, there is no expression available for the shear lift force on a bubble attached to a wall. The correlation of (39) is used to estimate the wall shear lift force for the present analysis. The growth force F du is modelled by considering a hemispherical bubble expanding in an inviscid liquid, which is given by Zeng et al. [15] as
where (AE) indicates differentiation with respect to time. The constant C s is taken to be 20/3 according to Zeng et al. [15] . In estimating the growth force, information on the bubble growth rate is required. A diffusion controlled bubble growth solution by Zuber [36] is adopted
where Ja is the Jakob number, g is the liquid thermal diffusivity and b is an empirical constant that is supposedly to account for asphericity. Here, the constant b has been assumed to be unity [15] . While a vapour bubble remains attached to its nucleation site, the sum of the parallel and normal forces must satisfy the following conditions: P F x = 0 and P F y = 0. If the condition P F y = 0 is violated prior to the condition P F x = 0 then the bubble will slide along the heating surface before lifting off, as was observed in majority of experiments [37, 38] . In this circumstance the point at which the condition P F y is just greater than zero is the criterion for departure. However, if the condition P F x = 0 is violated ahead of condition P F y = 0, the bubble will lift off from the heated surface without first sliding, and the point at which the condition P F x is greater than zero is the criterion for departure and lift-off. These two conditions are investigated in the present study.
In reality, the advancing and receding contact angles as well as the bubble inclination angle and the surface/ bubble contact diameter evolve from the point of inception until the point of departure along the heated wall. Because the evolution process of these angles and contact diameter is unknown, they are taken to be constant in the prediction of the mean departure diameter. The values of d w and h i have been assumed to be 0.09 mm and 10°based on the measurement of Klausner et al. [14] . The equilibrium bubble contact angle h is taken to be at 45°for the present investigation as suggested in Hsu and Graham [39] for most industrial metals and water. According to Winterton [40] , the advancing and receding angles a and b can be reasonably evaluated through a = h +10°and a = b À 10°, respectively.
Experimental details
The isothermal air-water flow experiment has been performed at the Thermal-Hydraulics and Reactor Safety Laboratory in Purdue University. The test section was a round tube made of acrylic with an inner diameter of 50.8 mm and a length of 3061 mm. The temperature of the apparatus was kept at a constant temperature (20°C) within the deviation of ±0.2°C by a heat exchanger installed in a water reservoir. Local flow measurements using the double sensor and hotfilm anemometer probes were performed at three axial (height) locations of z/D = 6.0, 30.3 and 53.5 and 15 radial locations of r/R = 0 to 0.95. Experiments at a range of superficial liquid velocities j l and superficial gas velocities j g have been performed, which covered mostly the bubbly flow region, including finely dispersed bubbly flow and bubbly-to-slug transition flow regions. Area averaged superficial gas velocity hj g i was obtained from local void fraction and gas velocity measured by the double sensor probe, whereas area averaged superficial liquid velocity hj l i was obtained from local void fraction measured by the double sensor probe and local liquid velocity measured by the hotfilm anemometry. More details regarding the experimental set-up can be found in Hibiki and Ishii [11] . In this paper, numerical predictions have been compared against local measurements at the flow conditions: hj l i of 0.986 m/s, hj g i of 0.0473 m/s, inlet void fraction of 5% and inlet bubble size of 3 mm. The schematic drawing of the test channel can be seen in Fig. 3 .
Experimental data of local subcooled boiling flow measurements that are used for the current validation exercise have been obtained from Yun et al. [16] and Lee at al. [17] . The experimental set-up consists of a vertical concentric annulus with an inner heating rod of 19 mm outer diameter. The heated section is a 1.67 m long Inconel 625 tube with 1.5 mm wall thickness and is filled with magnesium oxide powder insulation. The rod is uniformly heated by a 54 kW DC power supply. The outer wall is comprised of two stainless steel tubes with 37.5 mm inner diameter, which are connected by a transparent glass tube so that visual observation The test channel inlet temperature was measured using the calibrated platinum resistance temperature detector with the estimated error of ±0.2°C. The absolute pressure at measuring plane was measured within the uncertainty of ±1 kPa. Local gas phase parameters such as local void fraction, bubble frequency and bubble velocity were measured by a two-conductivity probe method while the Pitot tube was used to measure the local measurement of liquid velocity with a mean relative error of 3.0%. However, the uncertainty of the bubble Sauter mean diameters (assuming spherical bubbles) determined through the interfacial area concentration, calculated using the measured bubble velocity spectrum and bubble frequency, was difficult to ascertain and will, at present, be estimated to be lower than 27%. More details regarding the experimental set-up can be found in Lee et al. [17] . Experimental conditions that have been used for comparison with the simulated results are presented in Table 1 . Fig. 4 shows the schematic drawing of the test channel. 
G.H. Yeoh, J.Y. Tu / Applied Mathematical Modelling 30 (2006) 1067-1095

Numerical details
For isothermal gas-liquid bubbly flow, two sets of governing equations for momentum was solved. Computations were performed on the generic CFD code CFX5.7. Radial symmetry has been assumed, so that the numerical simulations could be performed on a 60°radial sector of the pipe with symmetry boundary conditions at both vertical sides. Inlet conditions were assumed to be homogeneous in regards to the superficial liquid and gas velocities, void fractions for both phases and uniformly distributed bubble size in accordance with the flow conditions described. At the pipe outlet, a relative average static pressure of zero was specified. A three-dimensional mesh containing hexagonal elements was generated resulting in a total of 30,000 elements covering the entire pipe domain. Reliable convergence was achieved within 400 iterations for a satisfied convergence criterion based on the RMS (root mean square) residuals of 1.0 · 10 À4 and for a physical time scale of the fully implicit solution method of 0.01 s.
For subcooled boiling flow, solution to the two sets of governing equations for the balance of mass, momentum and energy of each phase was sought. The conservation equations were discretised using the control volume technique. Computations were performed on the generic CFD code CFX4.4. To account for the non-uniform bubble size distribution, bubbles ranging from 0 mm to 9.5 mm diameter are equally divided into 15 classes (see Table 2 ). Instead of considering 16 different complete phases, it is assumed that each bubble class travels at the same mean velocity to reduce the computational time. This therefore results in 15 continuity equations for the gas phase coupled with a single continuity equation for the liquid phase. These equations were progressively coupled with the flow equations during the simulations. The velocity-pressure linkage was handled through the SIMPLE procedure. The discretised equations were solved using StoneÕs Strongly Implicit Procedure [41] . Since the wall heat flux was applied uniformly throughout the inner wall of the annulus, advantage of the annular geometrical shape was utilised by modelling one-quarter of the annulus as the domain for simulation. A body-fitted conformal system was employed to generate the three-dimensional mesh within the annular channel resulting in a total of 13 (radial) · 30 (height) · 3 (circumference) control volumes-effectively a two-dimensional axisymmetric model. Since wall functions were used in the present study, the normal distance between the wall and the first node in the bulk liquid should be such that the corresponding y + was greater than 30. Grid independence was examined. In the mean parameters considered, further grid refinement did not reveal significant changes to the two-phase flow parameters. Convergence was achieved within 1500 iterations when the mass residual dropped below 1 · 10 À7 . Global execution time was about 30 min. 
Results and discussion
Isothermal gas-liquid bubbly flow
For the non-drag forces, the drag coefficient C D has been correlated for several distinct Reynolds number regions for individual bubbles according to Ishii and Zuber [34] . The constant C L has been correlated according to Tomiyama [42] -a relationship expressed as a function of the Eotvos number that allows positive and negative lift coefficients depending on the bubble size. The correlation also accounts the effects of bubble deformation and asymmetric wake of the bubble. By default, the virtual mass coefficient C VM takes the value of 0.5. The wall lubrication constants C w1 and C w2 taken from Antal et al. [43] are À0.01 and 0.05, respectively. The coefficient C TD is adjusted to 0.5 for this present investigation. The local radial profiles of the void fraction, interfacial area, bubble Sauter mean diameter, vapour and liquid velocities at two axial locations of z/D = 6.0 and 53.5 are predicted through the two-fluid and population balance models. Fig. 5 shows the void fraction distributions at the two axial locations for the measured data and results obtained from the various coalescence and breakage models employed in the average bubble number density transport equation. In isothermal gas-liquid bubbly flows, Serizawa and Kataoka [44] classified the phase distribution patterns into four basic types of distributions: ''wall peak'', ''intermediate peak'', ''core peak'' and ''transition''. For finely dispersed bubbles, the void fraction peaking near the pipe wall represented the flow phase distributions caused by the typical ''wall peak'' behaviour. From these results, it was observed that a well-developed wall peaking occurred further downstream at the axial location of z/D = 53.5 (near the exit) instead at the location of z/D = 6.0 (near the inlet). The three model predictions of the radial void fraction distributions could be seen to capture very well the similar behaviour trends with the measurements at these two locations. Fig. 6 illustrates the interfacial area concentration distributions for the respective two axial locations for the measurements and the three model predictions. The measured data followed the similar profile as the void fraction distribution as stipulated in Fig. 5 . From these results, the three coalescence and breakage mechanistic models compared very well with the experimental data. Nevertheless, the bubble Sauter mean diameter distribution in Fig. 7 was better predicted by Yao and Morel [12] model at z/D = 53.5 in comparison to the model predictions made by Wu et al. [10] and Hibiki and Ishii [11] .
Figs. 8 and 9 show the local radial vapour and liquid velocity distribution at the two axial locations. The introduction of bubbles into the liquid flow had the tendency to flatten the liquid velocity profiles with a relatively steep decrease close to the pipe wall. The same behaviour was also observed for the gas velocity profiles. Overall, all the three model predictions of the gas and liquid velocities were in satisfactory agreement with measurements. 
Subcooled boiling flow
Here, the forces for drag, lift, wall lubrication and turbulent dispersion are considered. As in the isothermal gas-liquid bubbly flows, The drag coefficient C D is given by the correlation of Ishii and Zuber [34] . The constant C L takes a value of 0.01 [45] . The same wall lubrication constants C w1 and C w2 of À0.01 and 0.05 are also adopted for the present subcooled boiling study. Recommended value for C TD according to Kurul and Podowski [46] of 0.1 is used for the turbulent dispersion force.
At the measuring location (near the annulus exit), the predicted radial profiles of the bubble Sauter mean diameter are illustrated in Fig. 10 while Fig. 11 always occurs near the heated surface. This high local void fraction found near the heated surface is due to the large number of bubbles generated from the active nucleation sites on the heated surface. Here, many bubbles are generated from these nucleation sites when the temperature on the heated surface exceeds the saturation temperature. As these bubbles reach a critical size, they migrate laterally towards the subcooled liquid core under the competing process of bubble coalescence and condensation. The presence of larger bubbles away from the heated wall in Fig. 10 confirmed the coalescing of bubbles following their departure from the heated surface.
In predicting the mean departure diameter at the measuring location, the calculated forces for L1, L2 and L3 in the x-direction and y-direction are tabulated in Tables 3 and 4 . In all the cases, the condition P F y =0 was violated prior to the condition P F x = 0, which indicated that the vapour bubble sliding along the heating surface before lifting off. At the point of lifting off, the shear lift force was seen to overcome the predominantly growth and surface tension forces acting on the vapour bubble. Upon reaching this condition, the predicted mean departure bubble diameters were 1.78 mm for L1, 1.78 mm for L2 and 1.77 mm for L3, respectively. In subcooled nucleate boiling, there are two types of bubbles in so far as the maximum bubble diameter is concerned. This foregoing force balance analysis is only applicable to the formation of bubbles at medium or low subcoolings where they leave the heating surface upon reaching their maximum diameters but not for the formation of bubbles at high subcoolings where they remain attached to the heated surface, although they attain their maximum diameter.
Following lift-off, the vapour bubbles coalesced and a maximum bubble size, away from the heated surface, was attained: $4.6 mm for L1, $4.0 mm for L2 and $3.9 mm for L3. The increasing bubble size clearly indicated bubble undergoing coalescence. The higher mass flux in L3 was found to effectively suppress the coalescence rate thus resulting in a smaller bubble size. Bubbles continually migrating to the subcooled water are subsequently condensed. The mean bubble Sauter diameter profiles clearly show the gradual collapse of the bubbles and the absence of bubbles near the adiabatic wall of the test channel. The local void fraction also decreased due to condensation. In the subcooled liquid core, more bubbles were condensed at high inlet subcooling condition as shown in L3. The effect of mass flux similarly showed that as the mass flux was increased, interfacial heat transfer was enhanced because of higher subcoolings resulting in more bubbles being condensed in the subcooled liquid core. Fig. 12 describes the local interfacial area concentration (IAC) radial distribution. The IAC can be determined through the relationship of a if =6a g /D s . The measured radial data followed the similar trend as the void fraction distribution. Here again, good agreement is achieved between the measured and predicted values. The radial profiles of the axial components of local vapor velocity are shown in Fig. 13 while Fig. 14 presents the radial profiles of local liquid velocity for experimental conditions L1, L2 and L3. The vapor velocity is greater than the liquid velocity due to buoyancy force, which was caused by density difference. As observed in the experiment, the vapor velocity was higher at the center than the velocities near the heating rod. This was probably due to the buoyancy effect being enhanced for the migration of the large bubbles there, which was confirmed by high-speed photography in [17] . However, the vapour velocity predicted by the current boiling model showed higher values approaching the heated boundary. One weakness of the present MUSIG boiling model is the representation of only one momentum equation for all the discrete bubble classes. This assump- tion where each bubble class has the same mean velocity is however not strictly true. Work is in progress to overcome this deficiency through either the consideration of additional momentum equations of algebraic slip model to better quantify the momentum forces acting on the range of bubble sizes considered. Nevertheless, better agreement of the liquid velocity (see Fig. 14) with the experimental values at the measuring location was attained, showing a closer resemblance to the measurements, in contrast to the predicted profiles of the vapour velocity. 
Conclusions
A two-fluid model coupled with population balance approach is presented in this paper to handle gasliquid bubbly flows with and without heat and mass transfer. To demonstrate the application of the population balance approach, the average bubble number density transport equation was formulated and implemented for gas-liquid bubbly flows without heat and mass transfer (isothermal condition) in the CFD code CFX5.7 to determine the temporal and spatial geometrical changes of the gas bubbles. Coalescence and breakage mechanisms by Wu et al. [10] , Hibiki and Ishii [11] and Yao and Morel [12] were assessed against experimental measurements of Hibiki and Ishii [11] . Satisfactory agreements were achieved for the void fraction, interfacial area concentration, bubble Sauter mean diameter and gas and liquid velocities against measurements. For gas-liquid bubbly flows with heat and mass transfer, subcooled boiling flow that embraces all the complex dynamic interaction of the phenomena associated with hydrodynamics, heat and mass transfer, and bubbles coalescence and break-up was studied. Modelling subcooled boiling flows particularly at low pressures have been successfully demonstrated through the MUSIG boiling model in the CFD code CFX4.4. The model incorporated coalescence and break-up phenomena for the bubbles, wall nucleation or vapour generation on the heated surface and condensation process in the subcooled liquid core. In addition, a model was also formulated to predict forces acting on a vapour bubble growing under subcooled flow boiling, which has the capacity to accommodate more complex analyses of bubble growth and departure for a wide range of wall heat fluxes and flow conditions. Comparison of the predicted results was made against recent local measurements of Yun et al. [16] and Lee et al. [17] . Good agreement was achieved through the newly formulated MUSIG boiling and force balances on departing bubbles models for the local bubble Sauter mean diameter, void fraction, IAC and liquid velocity profiles. However, in the gas phase, the assumption that each bubble class traveled at the same mean velocity was shown to be not entirely valid. Significant discrepancy was found between the predictions and measurements. Work is currently in progress to overcome the problem by either considering additional momentum equations or developing an algebraic slip model to account for bubble separation in order to yield a more realistic prediction of the vapour velocity.
