We prove a stochastic representation, similar to the Feynman-Kac formula, for solutions of parabolic equations involving a distribution expressed as divergence of a measurable ÿeld. This leads to an extension of the method of backward stochastic di erential equations to a class of nonlinearities larger than the usual one.
1. Introduction and preliminaries
Introduction
The backward stochastic di erential equations (shortly BSDE's) were introduced by Pardoux and Peng (1990) as an extension of the classical Feynman-Kac formula so that to interpret probabilistically a class of nonlinear equations (see the introduction to Pardoux (1996) ). Subsequently this point of view led to further insight (see Pardoux and Peng, 1992, 1994; El Karoui, 1997) and the BSDE's became a useful tool in problems related to nonlinear equations.
The aim of this paper is to extend the method of BSDE's to a larger class of nonlinear equations. To this end we prove a stochastic integral representation for the The function g is in general assumed only measurable so that the term ij @ i (a ij g j ) in the above parabolic equation is a distribution, and so this stochastic integral gives a probabilistic representation for a distribution, in the sense that the solution u is represented as a stochastic process, in relation ( * * ), in terms of the function f and the ÿeld g: A corollary of relation ( * * ) is that any solution of ( * ) admits a uniformly in time quasicontinuous representative (Corollary 3.7). with du = (@ 1 u; : : : @ N u), yields a process Y t = u(t; X t ) that satisÿes the following BSDE: with = u(T; X T ) and Z r = du(r; X r ). We prove in Lemma 4.3 (and 4.4) an Ito's type formula for solutions of BSDE. This was the basic ingredient in the applications so far obtained by using BSDE, but we do not go further in the present work. The plan of the paper is as follows. In the remainder of this section we describe the general framework and recall some facts needed in the main part. In Section 2 we treat analytically the nonlinear equation relevant to our paper. The method of proof is simply based on the contraction principle and, perhaps, it brings not much novelty for a specialist in nonlinear equations. Section 3 contains the main result, which is relation ( * * ), while Section 4 contains the precise formulation of the corresponding BSDE and its basic stochastic calculus.
Preliminaries
Let a ij ; i; j = 1; : : : ; N; b k ; k = 1; : : : ; N , be bounded measurable functions deÿned in R N such that a(x) = (a ij (x)) represents a symmetric matrix satisfying the uniform ellipticity condition,
Since in some concrete cases the matrix a represents the di usion coe cients of a di usion process which is obtained as solution of a stochastic di erential equation, we shall assume that it has the form a ij = 1 2
is a bounded measurable map from R N to the set of all N × n real matrices. We denote by L 0 the symmetric, divergence form, operator associated to a,
The main operator we are interested in this paper has the form L=L 0 +b, where b represents the ÿrst order operator corresponding to the vector ÿeld b(x) = (b 1 (x); : : : ; b N (x)), or more explicitly,
The operator L generates a semigroup (P t ) t¿0 , which possesses continuous densities {p t (x; y); t ¿ 0; x; y ∈ R N }, satisfying the following properties:
This follows by classical results of de Giorgii, Nash, Moser and Aronson (see Aronson, 1968) . For a short presentation of the facts needed to treat the Markov process associated to L see Stroock (1988) . The semigroup (P t ) is Fellerian (i.e. maps the space C 0 (R N ), of continuous functions vanishing to inÿnity, into itself).
Let X = ( ; F; F t ; X t ; Â t ; P x ) be the canonical di usion process associated to (P t ). In particular, the process is conservative and is the space of all continuous path deÿned on [0; ∞) with values in R N . The Lebesgue measure in R N , denoted by m, is invariant for the adjoint semigroup (P * t ). The theory of Dirichlet spaces (see e.g. Fukushima et al., 1994) can be used in our framework and the Sobolev space H 1 (R N ) is the main space of functions which is involved. The energy form is deÿned by
We also use the space H 1 loc of those functions u, such that u' ∈ H 1 , for any
and A(g) = A(g; g). With this notation, if u; v ∈ H 1 and du = (@ 1 u; : : : ; @ N u); dv = (@ 1 v; : : : ; @ N v) one writes E(u; v) = A(du; dv). Now let us examine the coordinate martingale parts Fukushima et al. (1994, p. 246) . In our framework these martingales can be deÿned under each measure P x ; x ∈ R N . (Recall that for general Dirichlet spaces one may have an exceptional polar set.) This is possible e.g. by using Theorem 2 of Lyons and Stoica (1996) (or Corollary 5.3 of Lyons and Stoica (1999) ; see also Rozkosz (1996) for another, independent, work devoted to the same subject). So, for each i = 1; : : : ; N , we have an (F t )-adapted, continuous process
u is the martingale part in Fukushima decomposition (see Chapter 5 in Fukushima et al., 1994) 
Now let be a ÿxed probability measure in R N and set p t (x) = p t (y; x) (dy). If
The martingale part of u; (M u t ) is deÿned independent of the initial distribution and represents a continuous (local) martingale additive functional. One has the representation
which follows, by approximation, from Corollary 5.6.2 of Fukushima et al. (1994) . Then the process
represents a backward local martingale under P . More precisely, for s ∈ [0; ∞) one set F s = (X r | r ∈ [s; ∞)), so deÿning the "backward" ÿltration (F s ; s ∈ [0; ∞)). For ÿxed t the above processes are adapted to this ÿltration with respect to parameter s ∈ [0; t] and ← M ;u represents a local martingale under P . This is proved in Lyons and Stoica (1999, Theorem 3.5) for u ∈ H 1 and under the measures P x , but the same proof gives the result for any measure . The extension to u ∈ H 1 loc follows by standard localization procedures (see also Remark 4.1 in Lyons and Stoica, 1999) .
For two functions u; v ∈ H 1 loc we have the bracket relations
Observe that M u and ÿ u do not depend on the measure , while ; u and ← M ;u do depend, but the brackets of the backward martingales are still independent of .
Since the present paper concerns only the space R N we are changing the more geometric, coordinate independent, notation introduced in Lyons and Stoica (1999 
The integrals with respect to the backward martingales ← M ;i (r; t) are to be understood with respect to the parameter r, performed against the backward adapted integrand g i (r; X r ). It may be expressed as a limit of Riemannian sums as follows:
the limit being taken in probability, over a sequence ( 
This follows from (2). We shall also employ the notation
which again deÿnes a process independent of the initial distribution. One obviously has
In this paper we are also concerned with evolution equations associated to the parabolic operator @ t + L in a strip of the form [0; T ] × R N , with T ¿ 0 a ÿxed constant. Next we introduce the functional spaces corresponding to @ t + L.
We denote by
, for almost every t and
This is a Banach space with the norm
The space
we shall consider linear evolution equations of the form,
with terminal condition u(T; ·) = , where is a given function in L 2 (R N ). We say that u ∈ H T is a (weak) solution of Eq. (5) if the following relation holds for any test function ' ∈ C T , and
We are using here the notation d'(t; x)=(@ 1 '(t; x); : : : ; @ N '(t; x)) and the same notation will also be used in the sequel for functions in H T .
Analytical treatment of a nonlinear equation
In this section we prove existence and uniqueness of solutions for a certain nonlinear equation which will be probabilistically interpreted in the ensuing section. The nonlinear terms of the equation are given by the functions f :
N which are assumed to be measurable and fulÿl the following conditions
with some constant C ¿ 0 and ∈ (0; 1). In relations (h2) and (h4) the variables are arbitrary in the domain of deÿnition of the functions, i.e. t ∈ [0; T ]; x ∈ R N ; y; y ∈ R and z; z ∈ R n . The modulus | | a is deÿned for a function u = (u 1 ; : : : ; u N ) :
so that in relation (h4) one has a norm that depends on x, which is uniformly dominated by a quantity independent of x.
The nonlinear evolution equation we will consider has the form
A weak solution of Eq. (6) with ÿnal condition u(T; x)= (x); ∈ L 2 (R N ) is a function u ∈ H T verifying the following relation:
for each ' ∈ C T and t ∈ [0; T ].
Remark 2.1.
(1) The way that the derivatives of u enter in Eq. (6), that is the expression
may appear strange at ÿrst look. As a consequence of this writing however, it becomes more comfortable to write the Lipschitz conditions (h2) and (h4); they are as follows:
(2) The conditions (h1-4), fulÿlled by f and g, imply that the composed functions
. Therefore, once we have a solution of (6), it may be viewed as a solution of the linear equation (5) with b ≡ 0, and f = f u , g = g u as functions of t and x only. takes the form (6) with this new function f (t; x; y; z) and g (t; x; y; z) = g(t; x). (4) In our analytical treatment the drift term appears simply as a perturbation of L 0 : For this reason, in the present section, we take Eq. (6) so that it contains the drift in a nonexplicit form, absorbed in f as explained above.
Next we are going to treat the linear equation obtained as a particular case of (6) when f and g do not depend on y and z.
Lemma 2.2. If f and g are independent of y and z (according to (h1) and
(6) has a unique solution and this solution veriÿes the following relations:
Proof. Set f i = j a ij g j and take sequences (f
with ÿnal condition u k (T; ·) = . By relation (8) of Proposition 4 in Bally et al. (in preparation) one also has
This relation shows that u k is Cauchy in H T . Its limit is the desired solution, proving the existence. Proposition 4 in Bally et al. (in preparation) ensure uniqueness. Relation (i) in the statement is obtained ÿrst for the approximating solutions, u k , and then one pass to the limit. Relation (ii) is obtained from Gronwall's lemma.
Before stating Proposition 2.4, which gives complete information about solutions in H T of Eq. (6) with general f and g, we are going to prove a technical lemma which ensures applicability of the contraction principle.
with boundary condition v k (T; ·) = , k = 1; 2. There exist two constants ¿ 0 and Â ∈ (0; 1), which depend only on the constants C and in (h2) and (h4), such that the following inequality holds for each t ∈ [T − ; T ]:
Proof. One starts with relation (i) of the preceding lemma applied to v 1 − v 2 , viewed as a solution of the corresponding linear equation,
The ÿrst term in the right-hand side is majorized by using the Lipschitz condition (h2) and then some elementary inequalities, obtaining
The second term in the right-hand side of the above equality is similarly majorized by using (h4), then getting
Choosing and such that 2C + = 1 and C + = 1 one gets
By Gronwall's lemma and a suitable choice of one gets the inequality in the statement.
Proposition 2.4. Under the assumptions (h1-4), to any function ∈ L 2 (R N ) one associates a uniquely determined solution u ∈ H T of Eq. (6), satisfying the terminal condition u(T; ·) = . Moreover the solution satisÿes the following estimate:
where K is a constant which depends only on C and .
Proof. By the preceding lemma one may use the contraction principle and get existence and uniqueness of solution on the interval [T − ; T ]. Namely, one consider the space
, u(t; ·) ∈ H 1 for almost every t, and
An operator A : H (T − ; T ) → H (T − ; T ) is deÿned as follows: for u ∈ H (T − ; T ) one takes Au to be solution of equation
over the interval [T − ; T ] with condition Au(T; ·) = , the given function . This operator is a contraction with A 6 Â ¡ 1. Repeating the argument, over the interval [T − 2 ; T − ] and so on, one succeeds to extend the existence and uniqueness over the interval [0; T ]. The estimate in the statement is obtained writing relation (i) of Lemma 2.2, using then the Lipschitz conditions, and ÿnally applying again Gronwall's lemma.
Stochastic integral representation of solutions in divergence form
The aim of this section is to prove Theorem 3.2 from below, which gives the stochastic representation for solutions of Eq. (5).
satisfy the following relation in the weak sense:
(This means that for each ' ∈ C T one has
Then, the following equality holds a.s.: Let ' ∈ C c (R N ) and set u(r; x) = P t−r '(x). Then one has u(t; x) = '(x), of course. Writing '(X t ) = u(t; X t ) as a martingale u(t; X t ) = u(s; X s ) + By Lemma 3.3 from below it has zero quadratic variation. Since a martingale with zero quadratic variation is null, it follows that this process vanishes, which leads to the equality asserted in the statement.
Theorem 3.2. Let u ∈ H T be a solution of the equation
. Then, for any 0 6 s 6 t 6 T , one has the following stochastic representation, P m -a.s.,
Proof. First we note that the case with g ≡ 0 was proved in Bally et al. (in preparation) (Proposition 8 and Corollary 10) for symmetric processes, but the same proof works for non-symmetric processes like in our framework. So, the problem reduces to the case g = 0, f ≡ 0 and we shall only treat this case in what follows. The di culty is that, because of lack of smoothness of a ij g j , function u is also not smooth enough, and so we cannot apply Ito's formula to u(t; X t ). To overcome this we are going to make some changes of functions and then an approximation with smoother functions.
By Lemma 3.5 from below we have a function h ∈ L 2 ([0; T ] × R N ) such that h(t; ·) ∈ H 1 , dt-almost everywhere, dh = (@ 1 h; : : :
ij @ i (a ij @ j h) − h, in the weak sense. Therefore u also solves the equation
Assume for the moment that we have proved the representation corresponding to this equation, namely assume that one has u(t; X t ) − u(s; X s ) = which implies the representation from the statement. It remains to prove relation ( * ).
To this end we approximate h with functions from the space
1=2 . By Proposition 2.4 the corresponding solutions converge and if relation ( * ) holds for approximands it clearly passes to the limit, on account of the bracket relations (3), (4). Thus now it remains to prove the representation ( * ) in the case
Then we know the representation u(t; X t ) − u(s; X s ) = which leads to relation ( * ), completing the proof.
In general the process X is not a semimartingale because of non-smoothness of the coe cients a ij : It is interesting to note that in fact the *-integral essentially contains the noise produced by the discontinuities of these coe cients. To be more precise, if this matrix would were di erentiable, one could have written
with
ds. This suggests us to introduce the following notation, in the general case of non-smooth coe cients, This shows that the *-integral contains the noise introduced by the non-smooth part of the matrix (a ij ). If g is only measurable, it is no more possible to obtain such a decomposition. Note that since has zero quadratic variation, the Stratonovich integral appearing above is in fact a usual stochastic integral.
Lemmas used in the proof of the theorem
Let us recall the deÿnition of a zero quadratic variation process. If A = (A t ) t∈[a; b] is a real valued process deÿned on a probability space ( ; F; P) and = (a = t 0 ¡ · · · ¡ t k+1 = b) is a partition of [a; b], then we set
The process A is said to have zero quadratic variation if, for any sequence of partitions ( k ) with diameters tending to zero, one has lim k→∞ V 2 (A; k ) = 0; a:s: This shows that if u n → u in such a way that f
A similar relation holds for the backward martingales,
On the other hand, if u ∈ D(L 0 )and f(t; x) = '(t)v(x), with v ∈ D(L 0 ) and ' di erentiable, then one has, by the same calculation as in the proof of Proposition 4.2 in Lyons and Stoica (1999) ,
where the integral in the right-hand side designates the Stratonovich integral of two semimartingales. One is
Using the similar decomposition for v(X t ) one may write the other semimartingale as
Therefore the above Stratonovich integral may be also written as 
Remark 3.4. The above lemma could be strengthened by showing that one has uniformly zero energy. This follows by the arguments used in the proofs of Propositions 4.1 and 4.2 in Lyons and Stoica (1999) . We are avoiding the notion of "zero energy" in this paper simply because it is not related to the main subject.
Proof. The scalar product
deÿnes a Hilbert space structure on the space of all functions
The map
is a continuous linear functional on this Hilbert space and Riesz's representation theorem gives the function h which fulÿls the requirements of the statement.
Some corollaries
Taking the conditional expectation in the relation from Theorem 3.2 one easily deduces the following formula similar to the Feynman-Kac representation.
Corollary 3.6. If u ∈ H T is a solution of the equation
The following corollary of Theorem 3.2 asserts an analytical fact, namely that the function u admits a quasicontinuous version. This quasicontinuity holds uniformly in time. 
In particular, the maps t → u(t; X t (!)) are continuous on [0; T ], except of a set of null P m -measure.
, then it is known that u has version that is continuous on [0; T ] × R N (see Aronson, 1968) . On the other hand, the estimate of Proposition 2.4 and the representation proved in the theorem imply the following:
Now, for general data ( ; f; g), one chooses an approximating sequence ( n ; f n ; g n ) of smooth functions as above and such that
Let u n be the sequence of continuous solutions of the equation in the theorem corresponding to the data ( n ; f n ; g n ). Then set
Then, for each ÿxed n 0 , the sequence (u n ) converges uniformly outside the set D n0 . By the preceding estimate we will have
[u n (t; X t ) − u n+1 (t; X t )] 2 6 const 1 2 n ; and hence
It follows that the set n D n is negligeable, and so one may deÿne the function u = lim n u n on the complement of n D n , which turns out to satisfy the requirements of the statement.
The case of a solution of a SDE
Let us look at the case of a di usion associated to a stochastic di erential equation,
where x ∈ R N , and B is an n-dimensional Brownian motion over a ÿltered probability space (W; F; F t ; P). Assume that the coe cients of the di usion are smooth so that the inÿnitesimal generator takes the form
It is natural to try express the preceding stochastic calculus in terms of the driving Brownian motion. Then the martingale parts are easily seen to be In order to get a simple expression for the backward martingale parts we are going to suppose that ÿ i = j @ j a ij . Then L = L 0 , the process is symmetric and the Lebesgue measure, m; is invariant so that p m ≡ 0. Setting = R N × W; P = m ⊗ P and X t (x; w)=X x t (w) we obtain a process X =(X t ) which is a Markov realization with initial distribution m over the measure space ( ; P ). Under this measure the calculations previously done are easily adapted and we will have m ≡ 0, and
where
Trying to give a meaning with respect to the initial Brownian motion, the integral with respect to ← B do not make sense directly, because X is not
provided g is smooth. For measurable g this again has no meaning. For this integral to be well deÿned, one should consider the backward ÿltration.
Note added in the proof
The referee of this paper has made several interesting comments. Its main observation is that the uniform ellipticity condition is not essential, and only the existence of a strictly positive density is needed for the validity of the main result of this paper. He notes that if one considers di usion processes with smooth coe cients and H ormander type conditions to ensure the existence of strictly positive density, the result concerning the forward-backward decomposition (Theorem 3.1 of Lyons and Stoica, 1999) remain valid, as well as Theorem 1 of the present paper. This is indeed true. In fact, in the presence of densities, the representation under P m or under P x ; x ∈ R N , are equivalent. However, if one is interested only in the representation under P m ; then the most general frame that ensures the validity of a suitable generalization of Theorem 1 is that of a process associated to a Dirichlet space (see e.g. Bally et al., in preparation) . In the forward-backward martingale decomposition the Dirichlet space methods are crucial. We content ourselves with the frame of this paper because it is somehow standard and we may easily refer to the literature.
The author thanks the referee for his remarks, in particular for drawing his attention to the connections of this paper with other related subjects.
Backward stochastic di erential equations
and set = (X T ); Y t = u(t; X t ), and Z t = (t; X t ) (where the components of Z are Z i; t = i (t; X t ); i = 1; : : : ; N ). We will say that the pair (Y; Z) is a solution of the linear backward stochastic di erential equation (BSDE) with ÿnal condition and data f; g; provided that the following relation holds:
for any 0 6 t 6 T; P m -a:s:
and ; Y; Z are deÿned as above, we will say that (Y; Z) is a solution of the nonlinear BSDE with ÿnal condition and data f; g; provided that the following relation holds:
Clearly, in some sense, it is only a matter of convenience to distinguish between linear and nonlinear BSDE's. In fact the linear equation is a particular case of the nonlinear equation, namely represents the case when f and g do not depend on y and z. Similarly, once one has a solution, the nonlinear equation may be viewed as a linear equation with f(t; x) = f u (t; x) = f(t; x; u(t; x); (1= √ 2) du(t; x) (x)) and g(t; x) = g u (t; x) = g(t; x; u(t; x); (1= √ 2) du(t; x) (x)).
Because the density of the semigroup is strictly positive, it follows that for each t ¿ 0 all measures P • Â −1 t are equivalent to P m . Moreover, since the stochastic integrals with respect to dM i or * dX are additive functionals, by the Markov property it follows that the above relations (7) and (8) hold with t ¿ 0 under arbitrary P (including P m ) if and only if they hold under one particular such measure.
Observe, however, that for such a solution one has Y 0 ∈ L 2 (P m ), while Y 0 may be nonintegrable for other measures P .
Note also that the last term, that involving the stochastic integral denoted by * dX , does not make sense for arbitrary (F t ) adapted processes. It is necessary that the integrand be Markovian, that is a function of the present state X t , in order to perform backward integration.
Proposition 4.2. (1) Let ; f; g; u; be as in case (1) of the above deÿnition, so that Y t = u(t; X t ); Z t = (t; X t ) is a solution of the linear BSDE with the condition Y T = = (X T ). Then u belongs to H T and represents a solution of the linear PDE,
with u(T; ·) = . Moreover, one has = du. Conversely, if u is a solution of (9), then Y t = u(t; X t ); Z t = du(t; X t ) represents a solution of the linear BSDE.
(2) If ; f; g; u; are in case (2) of the above deÿnition so that Y t = u(t; X t ); Z t = (t; X t ) is a solution of the non-linear BSDE, then u ∈ H T and it is a solution of the non-linear PDE, 
with the boundary condition u(T; ·) = and = du. Conversely, if u is a solution of Eq. (10), then Y t = u(t; X t ); Z t = du(t; X t ) represents a solution of the non-linear BSDE.
Proof.
(1) First note that, by Theorem 3.2, any solution u of the PDE (9) gives rise to a solution Y t =u(t; X t ); Z t =du(t; X t ) of the linear BSDE. Now let Y t =u (t; X t ); Z t = (t; X t ) be another solution of the linear BSDE (7). Then one has
Conditioning with respect to F t one gets Y t =Y t ; P m -a:s:, which implies u (t; ·)=u(t; ·) almost everywhere. The bracket of the above martingale is T t ij a ij (X s )( i (X s ) − @ i u(s; X s ))( j (X s ) − @ j u(s; X s )) ds = 0; which implies (t; x) = du(t; x); dt ⊗ d x-almost everywhere.
(2) The assertions of the second part of the statement follow easily from the ÿrst part. Now we prove an Ito's type formula which is appropriate to our framework. The proof is as in the classical case; the only thing that should be noted is that the e ect of the backward martingale part results in a new quadratic variation term, which is lastly written in the next lemma. The stochastic integrals with respect to dM i and ← M i in the above formula make sense since, by Corollary 3.7, the processes ' (Y s ) and ' (Y s ), are pathwise bounded and the resulting integrals are to be seen as local forward resp. backward martingales.
Proof. By analytical properties of the linear equation it is known that the solution u is bounded, provided the data are bounded (see Aronson, 1968) . Therefore, by approximation, we are reduced to the case where u (resp. Y ) is bounded. Next we actually give a proof for '(x) = x 2 , the case of arbitrary ' being similar, based on a second order Taylor expansion.
One takes a partition = (t = t 0 ¡ t 1 ¡ · · · ¡ t k+1 = T ) and writes
Since the last term in (7) has zero quadratic variation (by Lemma 2.3), it follows that the quadratic variation of Y · , which is obtained in the limit from the last term in the above relation, equals the quadratic variation of the martingale part =2 T t ij a ij (X r )Z i; r Z j; r dr:
To examine further relation ( * ) we introduce the notation and Laurent Denis for stimulating discussions concerning BSDE's and particularly the subject of this paper. The author is also grateful for the working atmosphere in the Department of Mathematics.
