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Abstract
We study existence and continuity of self-intersection local time (SILT) for a Gaussian
S0(Rd)-valued process which arises as a high-density uctuation limit of a particle system
in Rd; where the particle motion switches back and forth between symmetric stable processes
of indices 1 and 2 at exponential time intervals. We prove that SILT exists if and only if
d< 2minf1; 2g: This means that existence of SILT is determined by the \most mobile" of
the two types, and we interpret this result in terms of the particle picture. In contrast with the
single-type case, there are technical diculties due to the lack of self-similarity of the particle
paths. c© 1999 Published by Elsevier Science B.V. All rights reserved.
Keywords: Self-intersection local time; Gaussian S0(Rd)-valued process; Stable process
1. Introduction
Let X = (X (t))t2[0;1] be a continuous centered Gaussian process with values in
S0(Rd); the space of tempered distributions on Rd. An intuitive denition of the
self-intersection local time (SILT) of X up to time t 2 [0; 1] is given by the for-
mal expressionZ t
0
Z t
0
hX (s)⊗ X (r); (x − y)’(x)i ds dr; (1.1)
where ⊗ denotes the tensor product in S0(Rd); ’ 2S(Rd) (the C1 rapidly decreasing
functions),  is the Dirac distribution, and h; i stands for duality. Since (1.1) does
not make sense because (x − y)’(x) 62 S(R2d); the rst problem is how to give a
rigorous meaning to it.
This problem was studied by Adler et al. (1991), and Adler and Rosen (1993) in the
special case where X is the \-stable density process" (with =2, the Brownian case,
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in Adler et al., 1991). This process is a high-density uctuation limit of a Poisson
system of independent particles undergoing symmetric -stable motion. The particle
system is called the \particle picture" for the process X . In Adler et al. (1991), and
Adler and Rosen (1993) it is shown, among other things, that SILT exists for X if and
only if d< 2; and for =2 the SILT process, when it exists, has cadlag paths. Their
methods rely partly on the particle picture, which is also used in Adler et al. (1991) to
provide a justication for considering (1.1) as a SILT of X: This justication is based
on the fact that the SILT of X is also obtained as a limit of intersection local times
of all the pairs of particle paths, and that two independent symmetric -stable paths in
Rd intersect if and only if d< 2:
An existence and continuity criterion for SILT for a general class of Gaussian
S0(Rd)-processes was obtained by Bojdecki and Gorostiza (1995) (Theorem 2.2 be-
low). This criterion is inspired in ideas of Adler et al. (1991), and Adler and Rosen
(1993), but it does not rely on particle pictures (which in general do not exist). Since
the rigorous denition of SILT (Denition 2.1 below) is rather abstract, it is not clear
what properties of Gaussian S0(Rd)-processes are characterized by SILT results. We
recall that SILT for S0(Rd)-processes is not an extension of the concept in nite di-
mension (Bojdecki and Gorostiza, 1995). In the case of the -stable density process,
which has a simple associated particle picture, we have the interpretation given in
Adler et al. (1995).
With a view toward increasing our understanding of the meaning of SILT for
Gaussian S0(Rd)-processes which have associated particle pictures, in this paper we
study existence and continuity of SILT for a process X which is also a high-density
uctuation limit of a particle system, but now the particle motion switches back and
forth between two symmetric stable processes with dierent indices, 1 and 2; with
exponential waiting times between changes. We show that SILT exists if and only if
d<2minf1; 2g and SILT paths are continuous (Theorem 4.1). A particle picture inter-
pretation of this result in the spirit of Adler et al. (1991) is of interest because for two
dierent stable motions there are several possibilities of intersections depending on the
dimension. The interpretation is that existence of SILT for X is determined by existence
of intersections for pairs of paths of the \most mobile" type. This sheds some light into
the meaning of SILT for Gaussian S0(Rd)-processes with associated particle pictures.
Other questions on the meaning of SILT are brought up in Bojdecki and Gorostiza
(1997) regarding other types of Gaussian S0(Rd)-processes, not necessarily having
particle pictures.
The proof of existence and continuity of SILT will be done by means of the criterion
of Bojdecki and Gorostiza (1995). However, the presence of two dierent stability
indices causes technical diculties which do not arise in the previous works on the
subject. In Adler et al. (1995), Adler and Rosen (1993), and the various examples
in Bojdecki and Gorostiza (1995) (see also Bojdecki and Gorostiza, 1996, 1997) the
particle motion (a single symmetric -stable process) is Markovian, and the proofs
employ in a direct way the Chapman{Kolmogorov formula and the self-similarity of
the motion. In our case we cannot follow the same line of proof because the particle
motion is not Markovian and not self-similar. We proceed in two steps. First, we work
under the assumption that the Markov chain of types (switching between 1 and 2)
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is stationary, and then we treat the general case by means of a comparison with the
stationary case through upper and lower bounds. In particular, the lack of self-similarity
of the particle motion is dealt with by means of upper and lower bounds for the density.
These calculations lead to show that the hypotheses of the criterion of Bojdecki and
Gorostiza (1995) are satised.
In Section 2 we establish some notation and recall the SILT criterion from Bojdecki
and Gorostiza (1995). In Section 3 we introduce the process X whose SILT we shall
study by showing how it arises as a uctuation limit. In Section 4 we state the theorem
on SILT for the process X and we interpret the existence result in terms of the particle
picture, and in Section 5 we prove the theorem.
2. Existence and continuity criterion for SILT of Gaussian S0(R d )-processes
We will condense the main result from Bojdecki and Gorostiza (1995). We refer
the reader to that paper for additional information and details.
Let F denote the class of non-negative symmetric C1 functions f on Rd with
bounded support, and such that f(0)> 0 and
R
f(x) dx = 1: For f 2 F; j> 0 and
’ 2S(Rd) we dene
fj(x) = j−df
 x
j

; x 2 Rd
and
fj; ’(x; y) = fj(x − y)’(x); x; y 2 Rd:
Note that fj; ’ 2 S(R2d) and fj; ’ approximates (x − y)’(x) as j ! 0: In order to
give a meaning to (1.1), the idea is to replace (x− y)’(x) by fj; ’; so that it makes
sense, and take the limit as j ! 0: But this is not enough; for existence of a limit it
is also necessary to replace X (s)⊗ X (r) by the Wick product : X (s)⊗ X (r) :; which
is an S0(R2d)-valued random eld such that
h: X (s)⊗ X (r) :; ’⊗  i= hX (s); ’ihX (r);  i − E(hX (s); ’ihX (r);  i):
This leads to dening an approximate SILT Lfj (t) by
hLfj (t); ’i=
Z t
0
Z t
0
h: X (s)⊗ X (r) :; fj; ’i ds dr; t 2 [0; 1]; ’ 2S(Rd);
which is a continuous S0(Rd)-process.
We can now give a precise meaning to (1.1).
Denition 2.1. For a given continuous centered Gaussian S0(Rd)-valued process X =
(X (t))t2[0;1]; if there exists an S0(Rd)-valued process L = (L(t))t2[0;1] such that for
any t 2 [0; 1]; ’ 2S(Rd) and f 2F;
hLfj (t); ’i ! hL(t); ’i
in L2 as j! 0; then L is called the self-intersection local time (SILT) of X .
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Let K denote the covariance functional of X :
K(s; ’; t;  ) = E(hX (s); ’ihX (t);  i); ’;  2S(Rd); s; t 2 [0; 1]:
For test functions (1); (2) 2S(Rd)⊗S(Rd) of the form
(1) =
nX
i=1
’(1)i ⊗  (1)i ; (2) =
mX
j=1
’(2)j ⊗  (2)j ; ’(1)i ;  (1)i ; ’(2)j ;  (2)j 2S(Rd)
(2.1)
and s; r; u; v 2 [0; 1]; we consider the functional
Js; r; u; v((1); (2)) =
nX
i=1
mX
j=1
(K(s; ’(1)i ; u; ’
(2)
j )K(r;  
(1)
i ; v;  
(2)
j )
+K(s; ’(1)i ; v;  
(2)
j )K(r;  
(1)
i ; u; ’
(2)
j )); (2.2)
which is the covariance functional of the random eld : X (s)⊗X (r) : for test functions
of the given form.
We now state the existence and continuity criterion for SILT:
Theorem 2.2. (1) Given a continuous centered Gaussian S0(Rd)-process X; assume
that Js; r; u; v((1); (2)) has a well-dened extension on S(R2d)S(R2d) such that
(i) The functional
((1); (2)) 7!
Z
[0; t]4
Js; r; u; v((1); (2)) ds dr du dv
is continuous on S(R2d)S(R2d) for each t 2 [0; 1].
(ii) Js; r; u; v(
f
j; ’; 
g
;’) converges to a nite limit as j;  ! 0; for each f; g 2 F;
’ 2S(Rd); s; r; u; v 2 [0; 1]; and this limit does not depend on f; g.
(iii)
jJs; r; u; v(fj; ’; g;’)j6G’(s; r; u; v)
for some measurable function G’ on [0; 1]4 which depends on ’ but is independent
of j; ; f; g; and such thatZ
[0;1]4
G’(s; r; u; v) ds dr du dv<1
for each ’ 2S(Rd).
Then the SILT L of the process X exists.
Assume in addition that
(iv) There exists a non-decreasing continuous function F on [0; 1] and a number
> 0 such that for all t1; t2 2 [0; 1]; t1<t2; ’ 2S(Rd);Z
[0;1]4
(1[0; t2]2 (s; r)− 1[0; t1]2 (s; r))(1[0; t2]2 (u; v)− 1[0; t1]2 (u; v))G’(s; r; u; v) ds dr du dv
6C(’)(F(t2)− F(t1))1+;
where C(’) is a positive constant depending only on ’.
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Then the SILT L is a continuous S0(Rd)-process; and moreover Lfj converges
weakly to L in C([0; 1];S0(Rd)) as j! 0.
(2) Suppose that Js; r; u; v satises condition (i) but
lim
j!0
Z
[0;1]4
Js; r; u; v(
f
j; ’; 
f
j; ’) ds dr du dv=1
for some ’ 2S(Rd) and f 2F: Then X does not have SILT.
In applications, this criterion is employed to nd the range of space dimensions d
for which a given Gaussian S0(Rd)-process X has SILT, and to study if the SILT
process is continuous. Note that particle pictures are not involved here.
3. The density process of a two-type particle system
Consider the following two-type particle system in Rd. For each i = 1; 2; particles
of type i move according to a symmetric i-stable process, and each particle (inde-
pendently) switches back and forth between the two types with respective exponential
waiting times with parameters Vi. At time 0 the particles of type i are distributed
according to a Poisson random measure on Rd with intensity measure ni; where
n> 0; i>0; and  is the Lebesgue measure on Rd: Thus we have a Poisson system
of independent particles which evolve in Rd according to the \basic process", i.e. the
process which switches stability indices at exponential time intervals.
Let
Nni (t) =
X
j
ij(t); i = 1; 2;
where fij(t)gj are the positions of the particles of type i=1; 2; at time t, and consider
the normalized uctuation process Mn = (Mn1 ; M
n
2 ) dened by
Mni (t) = n
−1=2(Ni(t)− ENni (t)); t 2 [0; 1]; i = 1; 2:
Note that Mn takes values in (S0(Rd))2=S0(R2d).
We will use the notation
	 = (’1 1; ’2 2)
if = (’1; ’2); 	 = ( 1;  2); i;  i 2S(Rd); and
h ;i=
2X
i=1
i
Z
’i(x) dx;
where   = (1; 2):
The following result is a special case of Theorem 4:2 in Lopez-Mimbela (1992).
Theorem 3.1. Mn converges weakly to the process M=(M1; M2) in C([0; 1];S0(R2d))
as n !1; where M is a continuous centered Gaussian Markov process with covari-
ance functional K(s; ; t; 	) = E(hM (s); ihM (t); 	i) given by
K(s; ; t; 	) = h ;U (s)(U (t− s)	)i; s; t 2 [0; 1]; s6t; ;	2S(R2d) (3.1)
and (U (t))t2[0;1] is the semigroup of the basic (position; type) process.
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The precise denition of U (t) is given at the begining of Section 5.
Our objective is to study SILT for the following three Gaussian S0(Rd)-processes:
M1; M2 and
X =M1 +M2: (3.2)
Note that X is the density process of the Poisson system of basic processes. M1 and M2
are Markovian but X is not (the covariance of X does not satisfy Cov(hXr; ’i; hXt;  i)=
Cov(hXr; ’i; hXs; t ;  i) for some S0(Rd)-random variable Xs; t , r6s< t; which is the
condition that characterizes the Markov property for Gaussian S0(Rd)-processes: see
Fernandez (1991).
4. Self-intersection local time theorem and particle picture interpretation
Let M1; M2 and X be the continuous Gaussian S0(Rd)-processes introduced in
Section 3.
Theorem 4.1. (a) If d< 2minf1; 2g; then the process X has SILT; and SILT is a
continuous S0(Rd)-process; and if d>2minf1; 2g; then X does not have SILT.
(b) For each i = 1; 2; if d< 2i; then the process Mi has SILT; and SILT is a
continuous S0(Rd)-process; and if d>2i; then Mi does not have SILT.
Clearly, in the special case 1 = 2 =  the previous results reduce to the known one
for the -stable density process (Adler et al., 1991; Adler and Rosen, 1993; Bojdecki
and Gorostiza, 1995).
Note that the constants 1; 2; V1; V2 do not appear in the SILT results, as it should
be expected. Nevertheless, they are relevant for the generality of the particle model,
and they play a role in the proofs.
The processes M1 and M2 are more complicated than the -stable density process
because they are uctuation limits of particle systems where the particles appear and
disappear at random times. Indeed, their covariances are not so simple as the one for the
-stable density process and therefore the proofs require more work. (The covariance of
the -stable density process is
R
’(x)Tt−s (x) dx; where Tt is the -stable semigroup,
and the covariances of M1 and M2 are given by (5.32) and (5.33) below.) Nevertheless,
these two processes are not too dierent from the -stable process because each one
of them involves only particles of a single type. Hence, it is not surprising that the
SILT results for these processes coincide with those of the -stable density process.
Moreover, existence of SILT for M1 and M2 can be interpreted in terms of the particle
picture similarly as in Adler et al. (1991): SILT for Mi exists if and only if two
independent i-stable processes intersect, i.e., if and only if d< 2i:
For the process X the particle picture interpretation of existence is that SILT exists
if and only if independent i-stable and j-stable processes intersect for all i; j =
1; 2: Indeed, such intersections occur if and only if d<i + j (see Taylor, 1966,
Lemma 16) for all i; j = 1; 2; i.e., if and only if d< 2minf1; 2g: Intuitively, one
could think that SILT exists if d< 2maxf1; 2g because at any time there is a large
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density of maxf1; 2g-particles, so that the set of their intersections, which exist for
these dimensions, should be noticeable. The reason that this is not so is that there
is also a large density of minf1; 2g-particles, and since these do not intersect for
d>2minf1; 2g; the L2-limit which denes SILT (following the argument of Adler
et al., 1991) does not exist.
The fact that the most mobile type has a determining property occurs also in an-
other situation: persistence=extinction for a class of two-type branching particle sys-
tems (Gorostiza et al., 1992; Lopez-Mimbela and Wakolbinger, 1996). However, this
is a quite dierent phenomenon: persistence=extinction concerns long time behavior,
whereas SILT is local in time.
5. Proof of the theorem
The proof of part (a) contains most of the technical work. Some of it will also be
useful for part (b), which will only be outlined.
We begin with some notation. We will omit writing Rd in the integrals on Rd.
We denote by (t) and (t) the position and the type of the basic process at time t;
respectively. The process (; ) = ((t); (t))t2[0;1] is Markovian, and we designate its
semigroup by (U (t))t2[0;1] (with domain S(Md)S(Md)). Its innitesimal generator
is given by
1 0
0 2

+
−V1 V1
V2 −V2

; (5.1)
where   −(−)=2: For U (t) acting on functions of the form F(x; i) =’(x)1fjg(i);
’ 2S(Rd); x 2 Rd; i; j 2 f1; 2g; we write
Uij(t)’(x) = U (t)F(x; i): (5.2)
Thus,
Uij(t)’(x) =
Z
’(y)h(ij)t (x; y) dy; (5.3)
where
h(ij)t (x; y) dy = P[(t) 2 dy j (0) = x; (0) = i; (t) = j]
P[(t) = j j (0) = i]: (5.4)
For t > 0; the functions h(ij)t (x; ) are continuous and integrable, and they satisfy
h(ij)t (x; y) = h
(ij)
t (x − y) and
Z
h(ij)t (x) dx61: (5.5)
We dene the operators
Ui(t) = 1U1i(t) + 2U2i(t); i = 1; 2: (5.6)
Hence,
Ui(t)’(x) =
Z
’(y)h(i)t (x; y) dy; i = 1; 2; (5.7)
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where
h(i)t (x; y) = 1h
(1i)
t (x; y) + 2h
(2i)
t (x; y); i = 1; 2: (5.8)
For t > 0; the functions h(i)t (x; ) are continuous and integrable.
We also dene p(i)t (x; y); i = 1; 2; by
p(i)t (x; y) = h
(i1)
t (x; y) + h
(i2)
t (x; y); (5.9)
hence
(Ui1(t) + Ui2(t))’(x) =
Z
’(y)p(i)t (x; y) dy: (5.10)
For t > 0, the functions p(i)t (x; ) are continuous and integrable.
From (5.4) we haveZ
’(y)p(i)t (x; y) dy = E[’((t)) j (0) = x; (0) = i];
therefore, by a slight abuse of language we refer to p(i)t (x; y) as the transition densities
of the position component of the basic process.
Lemma 5.1. The covariance functional of the process X dened by (3:2) is given by
KX (s; ’; t;  ) = E(hX (s); ’ihX (t);  i)
=
2X
i=1
Z
Ui(s)

’()
Z
p(i)t−s(; y) (y) dy

(x) dx;
06s6t; ’;  2S(Rd); (5.11)
where Ui and p(i) are dened in (5:6) and (5:9).
In (5.11), Ui and p(i) can be written in terms of the h(ij); but the hybrid notation
will be useful for calculations.
Proof. From (3.1) with = (’; ’); 	 = ( ;  ); and (5.2), (5.3), (5.10) we obtain
KX (s; ’; t;  )
=

1
2

;

U11(s) U12(s)
U21(s) U22(s)

’(U11(t − s) + U12(t − s) )
’(U21(t − s) + U22(t − s) )

= 1
Z
(U11(s)[’(U11(t − s) + U12(t − s) )](x)
+U12(s)[’(U21(t − s) + U22(t − s) )](x)) dx
+ 2
Z
(U21(s)[’(U11(t − s) + U12(t − s) )](x)
+U22(s)[’(U21(t − s) + U22(t − s) )](x)) dx
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= 1
Z
U11(s)

’(x)
Z
p(1)t−s(x; y) (y) dy

dx
+ 1
Z
U12(s)

’(x)
Z
p(2)t−s(x; y) (y) dy

dx
+ 2
Z
U21(s)

’(x)
Z
p(1)t−s(x; y) (y) dy

dx
+ 2
Z
U22(s)

’(x)
Z
p(2)t−s(x; y) (y) dy

dx;
where for simplicity we have written
Uij(s)

’()
Z
p(j)t−s(; y)’(y) dy

(x) = Uij(s)

’(x)
Z
p(j)t−s(x; y)’(y) dy

:
An additional step using (5.6) yields (5.11).
The invariant measure
  = (1; 1) (5.12)
for the Markov chain of types ; which makes it stationary, is given by the constants
1 =
V2
V1 + V2
; 2 =
V1
V1 + V2
(5.13)
and   is invariant for the semigroup U (t) (note that  is invariant for the stable
transition densities).
In the stationary case we have:
Corollary 5.2. For   =  ; the covariance K  KX is given by
K(s; ’; t;  ) = h ; U (t − s)	i=
2X
i=1
i
Z
’(x)
Z
p(i)t−s(x; y) (y) dy

dx;
06s6t; = (’; ’); 	 = ( ;  ); ’;  2S(Rd):
The functional J in (2.2) takes the form in the next lemma. We omit the proof
because it involves long but straightforward calculations.
Lemma 5.3. For functions of the form (2:1) and s6r6u6v; the functional Js; r; u; v is
given by
Js; r; u; v((1); (2)) = J (1)s; r; u; v(
(1); (2)) + J (2)s; r; u; v(
(1); (2)) (5.14)
with
J (1)s; r; u; v(
(1); (2))
=
2X
i; j=1
Z
Ui(s)Uj(r)
Z
(1)(x; z)(2)(y; w)p(i)u−s(x; y)p
(j)
v−r(z; w) dy dw

dx dz
(5.15)
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and
J (2)s; r; u; v(
(1); (2))
=
2X
i; j=1
Z
Ui(s)Uj(r)
Z
(1)(x; z)(2)(w; y)p(i)v−s(x; y)p
(j)
u−r(z; w) dy dw

dx dz;
(5.16)
where the operators Ui(s) act on x and the operators Uj(r) act on z.
In the stationary case we have:
Corollary 5.4. For   =  ; J  J is given by
J = J
(1)
+ J
(2)
; (5.17)
where
J
(1)
s; r; u; v(
(1); (2))=
2X
i; j=1
ij
Z
(1)(x; z)(2)(y; w)p(i)u−s(x; y)p
(j)
v−r(z; w) dy dw dx dz
(5.18)
and
J
(2)
s; r; u; v(
(1); (2))=
2X
i; j=1
ij
Z
(1)(x; z)(2)(w; y)p(i)v−s(x; y)p
(j)
u−r(z; w) dy dw dx dz:
(5.19)
Denition 5.5. We dene the following bilinear functionals on S(R2d)S(R2d):
H (1; i; j)s; r; u; v(
(1); (2))
=
Z
Ui(u)Uj(v)
Z
(1)(x; z)(2)(y; w)p(i)s (x; y)p
(j)
r (z; w) dy dw

dx dz;
(5.20)
H (2; i; j)s; r; u; v(
(1); (2))
=
Z
Ui(u)Uj(v)
Z
(1)(x; z)(2)(w; y)p(i)s (x; y)p
(j)
r (z; w) dy dz

dx dw
(5.21)
for s; r; u; v 2 [0; 1]; i; j = 1; 2; where Ui(u) acts on x and Uj(v) acts on z.
Lemma 5.6. The functionals H (1; i; j)s; r; u; v and H
(2; i; j)
s; r; u; v of Denition 5:5 are continuous.
Proof. Assume s; r > 0 (the proof is similar for s= 0 or r = 0).
The operators Ui(u) are bounded on L1(Rd) and positive. Hence, from (5.20)
we have
jH (1; i; j)s; r; u; v((1); (2))j
6
Z
Ui(u)Uj(v)
Z
j(1)(x; z)jj(2)(y; w)jp(i)s (x; y)p(j)r (z; w) dy dw

dx dz
L.G. Gorostiza, E. Todorova / Stochastic Processes and their Applications 81 (1999) 271{298 281
6 sup
y;w2Rd
j(2)(y; w)j
Z
Ui(u)Uj(v)

j(1)(x; z)j
Z
p(i)s (x; y) dy


Z
p(j)r (z; w) dw

dx dz
=c1 supy;w2Rd j(2)(y; w)j
Z
Ui(u)Uj(v)
(j(1)(x; z)j dx dz
6c2 sup
y;w2Rd
j(2)(y; w)j
Z
j(1)(x; z)j dx dz;
where c1 and c2 are positive constants. Hence, H
(1; i; j)
s; r; u; v((1); (2)) is separately contin-
uous in (1) and (2). But a separately continuous bilinear functional on S(R2d) 
S(R2d) is (jointly) continuous (see Treves, 1967; Corollary to Theorem 34:1).
The same proof holds for H (2; i; j)s; r; u; v.
The following corollary shows that condition (i) of Theorem 2:2 is satised.
Corollary 5.7. The functional Js; r; u; v given by (5:14){(5:16) has a well-dened exten-
sion on S(R2d)S(R2d) and
((1); (2)) 7!
Z
[0; t]4
Js; r; u; v((1); (2)) ds dr du dv
is continuous on S(R2d)S(R2d) for each t 2 [0; 1].
Proof. From the proof of Lemma 5.6 we have, for a positive integer k,
jH (1; i; j)s; r; u; v((1); (2))j6c1 sup
y;w2Rd
j(2)(y; w)j sup
x; z2Rd
(1 + jxj2)k(1 + jzj2)k j(1)(x; z)jK;
where
K = sup
u;v2[0;1]
Z
Ui(u)Uj(v)(1 + jxj2)−k(1 + jzj2)−k dx dz:
Taking k large enough so that (1 + jxj2)−k 2 L1(Rd); and using the fact that t 7!
Ui(t)(1+ jxj2)−k is a continuous curve in L1(Rd) (also for Uj) (Pazy, 1983, Corollary
2:3), we have that K <1. The same argument in the proof of Lemma 5.6 shows that
((1); (2)) 7!
Z
[0; t]4
jH (1; i; j)s; r; u; v((1); (2))j ds dr du dv
is continuous.
Similarly for H (2; i; j)s; r; u; v; and the result follows from (5.14){(5.16).
The next two lemmas contain results on the transition densities of the i-stable
processes and the basic process.
We designate by q(i)t (x; y) the transition density of the symmetric i-stable process,
i = 1; 2.
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Lemma 5.8. The transition densities p(i)t (x; y) of the position component of the basic
process satisfy the system of integral equations
p(1)t (x; y) = e
−V1tq(1)t (x; y) + V1
Z t
0
e−V1s
Z
q(1)s (x; z)p
(2)
t−s(z; y) dz ds;
p(2)t (x; y) = e
−V2tq(2)t (x; y) + V2
Z t
0
e−V2s
Z
q(2)s (x; z)p
(1)
t−s(z; y) dz ds: (5.22)
Proof. This is done by a usual renewal argument (see e.g. Athreya and Ney, 1972).
We denote by  (i)(t) the total time in the interval [0; t] during which the basic
process moves according to i starting with type i; on the event that there is a change
of type in (0; t].
Lemma 5.9. (a) The following bounds hold for the densities p(i)t (x; y); i = 1; 2;
t 2 (0; 1] :
p(i)t (x; y)>aq
(i)
t (x; y); (5.23)
p(i)t (x; y)6bt
−d=minf1 ;2g (5.24)
for some positive constants a and b.
(b) p(i)t (x; y) = p
(i)
t (x − y); i = 1; 2:
(c) For i 6= j;
p(i)t (x; y)6q
(i)
t (x; y) +
Z t
0
Z
q(i)s (x; z)q
( j)
t−s(z; y) dz 
(i)
t (ds); t 2 [0; 1];
where
(i)t (ds) = P(
(i)
t 2 ds):
(d) There is a positive constant C = C(d; 1; 2) such that
sup
x; y2Rd
Z
q(1)r (x; z)q
(2)
s (z; y) dz6C(r + s)
−d=minf1 ;2g
for all s; r 2 (0; 1].
Proof. Assume 162.
(a) Eq. (5.23) follows immediately from (5.22). We will prove (5.24). Consider
p(1)t . Since the convolution of densities is commutative, we may suppose that on the
event that there is a change of type in (0; t]; all the 1-motions take place rst, and
then all the 2-motions. Hence we can rewrite (5.22) in the form
p(1)t (x; y) = e
−V1tq(1)t (x; y) +
Z t
0
Z
q(1)s (x; z)q
(2)
t−s(z; y) dz P(
(1)
t 2 ds)
= e−V1tq(1)t (x; y) + I1 + I2; (5.25)
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where
I1 =
Z t=2
0
Z
q(1)s (x; z)q
(2)
t−s(z; y) dz P(
(1)
t 2 ds)
and
I2 =
Z t
t=2
Z
q(1)s (x; z)q
(2)
t−s(z; y) dz P(
1
t 2 ds):
By the self-similarity of the i-stable process
q(i)t (x; y)6c1t
−d=i ; x; y 2 Rd; i = 1; 2:
Hence,
I16
Z t=2
0
Z
q(1)s (x; z)c1(t − s)−d=2 dz P((1)t 2 ds)
6 c1
Z t=2
0
Z
q(1)s (x; z)(t=2)
−d=1 dz P((1)t 2 ds)
(since t − s>t=2 and 162)
6c2t−d=1 ;
where c1 and c2 are some positive constants.
Similarly,
I2 6
Z t
t=2
Z
c1s−d=1q
(2)
t−s(z; y) dz P(
(1)
t 2 ds)6c2t−d=1 :
The result is proved for p(1)t ; and the same proof holds for p
(2)
t .
(b) Using the fact that q(i)t (x; y) is a function of x − y we have, from (5.25),
p(1)t (x; y) = e
−V1tq(1)t (x − y) +
Z t
0
Z
q(1)s (x; z)q
(2)
t−s(z; y) dz P(
(1)
t 2 ds)
= e−V1tq(1)t (x − y) +
Z t
0
Z
q(1)s (x − z)q(2)t−s(z − y) dz P((1)t 2 ds)
= e−V1tq(1)t (x − y) +
Z t
0
Z
q(1)s (x − y − w)q(2)t−s(w) dwP((1)t 2 ds);
which is a function of x − y. Similarly for p(2)t .
(c) This is an obvious consequence of (5.25) for p(1)t . Similarly for p
(2)
t .
(d) The function
y 7!
Z
Rd
q(1)r (x; z)q
(2)
s (z; y) dz
is unimodal and has a maximum at y = x (see e.g. Lukacs, 1970, p. 98). Hence, by
Plancherel’s theorem,Z
q(1)r (x; z)q
(2)
s (z; y) dz6
Z
q(1)r (x; z)q
(2)
s (z; x) dz
=
Z
q(1)r (z)q
(2)
s (z) dz
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=
Z
e−jzj
1 re−jzj
2 s dz
=
Z
jzj>1
e−jzj
1 re−jzj
2 s dz +
Z
jzj61
e−jzj
1 re−jzj
2 s dz
= I1 + I2:
For I1; jzj16jzj2 ; and making the change of variable z = (r + s)−1=1w, we have
I16
Z
e−jzj
1 (r+s) dz = C1(r + s)−d=1 ;
where C1 =
R
e−jwj
1 dw:
For I2; jzj26jzj1 ; and since t−d=26C(d; 1; 2)t−d=1 for t62; making the change
of variable z = (r + s)−1=2w we have
I26
Z
e−jzj
2 (r+s) dz = C2(r + s)−d=26C3(r + s)−d=1 ;
where C2 =
R
e−jwj
2 dw and C3 = C22d(1=1−1=2):
Substituting above, we obtain the result.
Remark. Inequality (5.24) was proved at an early stage when we thought it would be
needed. It turned out that a less precise result is enough. However, we include this
inequality because it has an independent interest regarding the distribution of the basic
process.
We will now show that condition (ii) of Theorem 2.2 holds.
Proposition 5.10. For J (i)s; r; u; v; given by (5:15) and (5:16); the limits
lim
j; !0
J (i)s; r; u; v(
f
j; ’; 
g
;’); i = 1; 2
exist for all f; g 2 F; ’ 2 S(Rd); s; r; u; v 2 [0; 1]; and they are independent of f
and g:
In the stationary case (5:18) and (5:19) the limits are given by
lim
j; !0
J
(1)
s; r; u; v(
f
j; ’; 
g
;’) =
2X
i; j=1
Z
’(x)’(y)ijp
(i)
u−s(x; y)p
(j)
v−r(x; y) dx dy (5.26)
and
lim
j; !0
J
(2)
s; r; u; v(
f
j; ’; 
g
;’) =
2X
i; j=1
Z
’(x)’(y)ijp
(i)
v−s(x; y)p
(j)
u−r(x; y) dx dy: (5.27)
Proof. We may assume that s; r; u; v are all dierent and s<u; r <v: The proof is
analogous for the remaining cases.
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Assume rst   =  : From (5.18),
J
(1)
s; r; u; v(
f
j; ’; 
g
;’)
=
2X
i; j=1
Z
’(x)fj(x − z)’(y)g(y − w)ijp(i)u−s(x; y)p(j)v−r(z; w) dx dy dz dw:
(5.28)
Let us consider the i = j = 1 term. Since fj(x − z)g(y − w) is an approximation of
the Dirac delta in R2d;
lim
j; !0
Z
fj(x − z)g(y − w)p(1)v−r(z; w) dz dw = p(1)v−r(x; y):
Hence, by the Lebesgue’s dominated convergence theorem,
lim
j; !0
21
Z
’(x)’(y)p(1)u−s(x; y)
Z
fj(x − z)g(y − w)p(1)v−r(z; w) dz dw

dx dy
=21
Z
’(x)’(y)p(1)u−s(x; y)p
(1)
v−r(x; y) dx dy:
We will justify the use of Lebesgue’s theorem. Let
Fj; (x; y) =

Z
’(x)fj(x − z)’(y)g(y − w)p(1)u−s(x; y)p(1)v−r(z; w) dz dw
 :
By (5.24) supx p
(1)
u−s(x; y)6c and supy p
(1)
v−r(x; y)6c for some positive constant c; then
Fj; (x; y)6 c1j’(x)jj’(y)j
Z
fj(x − z) dz
Z
g(y − w) dw
= c1j’(x)jj’(y)j
for some constant c1. Hence Fj;  is dominated by an integrable function.
Proceeding similarly with the other terms we obtain (5.26), and analogously (5.27).
Consider now an arbitrary intensity  , and denote by J (1;1)s; r; u; v the i = j = 1 term of
J (1)s; r; u; v in (5.15):
J (1;1)s; r; u; v(
f
j; ’; 
g
;’) =
Z
U1(s)U1(r)
Z
’(x)fj(x − z)’(y)g(y − w)
p(1)u−s(x; y)p(1)v−r(z; w) dy dw

dx dz:
We have
lim
j; !0
J (1;1)s; r; u; v(
f
j; ’; 
g
;’)
=
Z
limj; !0 U1(s)U1(r)
Z
’(x)fj(x − z)’(y)g(y − w)
p(1)u−s(x; y)p(1)v−r(z; w) dy dw

dx dz
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=
Z
limj; !0 U1(s)U1(r)’(x)fj(x − z)
Z
’(y)g(y − w)
p(1)u−s(x; y)p(1)v−r(z; w) dy dw dx dz; (5.29)
where Lebesgue’s theorem was used for the rst equality.
The justication for Lebesgue’s theorem now is harder. With the notation of
Denition 5.5 we have
H (1;1;1)s; r; u; v (
f
j; ’; 
g
;’)
=
Z
U1(u)U1(v)’(x)fj(x− z)
Z
’(y)g(y−w)p(1)s (x; y)p(1)r (z; w) dy dw dx dz:
(5.30)
Considering the operators on positive functions we have, from (5.6),
U1(u)U1(v) = (1U11(u) + 2U21(u))(1U11(v) + 2U21(v))
6 (1 + 2)2(U11(u) + U21(u))(U11(v) + U21(v))
6 (1 + 2)2(U11(u) + U12(u) + U21(u) + U22(u))
(U11(v) + U12(v) + U21(v) + U22(v))
and by (5.10),U1(u)U1(v)(’(x)fj(x − z)
Z
’(y)g(y − w)p(1)s (x; y)p(1)r (z; w) dw dy

6(1 + 2)2A
(1)
j; (x; z);
where
A(1)j; (x; z) =
Z
p(1)u (x; x
0)p(1)v (z; z
0)j’(x0)jfj(x0 − z0)
j’(y)jg(y − w)p(1)s (x0; y)p(1)r (z0; w) dy dw dx0 dz0;
plus three other similar terms involving p(2).
Assume r; s; u; v> 0 (the other cases are treated similarly).
For the integral on y; w we haveZ
j’(y)jg(y − w)p(1)s (x0; y)p(1)r (z0; w) dy dw
6jj’jj1jjp(1)s jj1
Z
g(y − w) dy
Z
p(1)r (z
0; w) dw
=jj’jj1jjp(1)s jj1:
Hence,
A(1)j; (x; z)6jj’jj1jjp(1)s jj1
Z
p(1)u (x; x
0)p(1)v (z; z
0)j’(x0)jfj(x0 − z0) dx0 dz:
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By the denition of fj and the fact that f has compact support we have, for some
M > 0;
A(1)j; (x; z)6jj’jj1jjp(1)s jj1jjfjj1j−d
Z
j(x0−z0)=jj6M
p(1)u (x; x
0)p(1)v (z; z
0)j’(x0)j dx0 dz0
and making the change of variable z0 = jy,
A(1)j; (x; z)6c2
Z
p(1)u (x; x
0)j’(x0)j
"Z
jy−x0=jj6M
p(1)v (z; jy) dy
#
dx0;
where c2 = jj’jj1jjp(1)s jj1jjfjj1:
The integral in brackets in the last inequality is bounded as follows (assuming j61):Z
jy−x0=jj6M
p(1)v (z; jy) dy6 sup
w:jw−x0j6M
p(1)v (z; w)
Z
jy−x0=jj6M
dy
6 (2M)d sup
w:jw−x0j6M
p(1)v (z; w):
Hence, denoting
~p(1)v (z; x
0) = sup
w:jw−x0j6M
p(1)v (z; w);
we have obtained
A(1)j; (x; z)6c3M
dG(x; z);
where
G(x; z) =
Z
j’(x0)jp(1)u (x; x0) ~p(1)v (z; x0) dx0:
We will show that
R
G(x; z) dx dz<1:
By Lemma 5.9(b),Z
G(x; z) dx6
Z
p(1)u (y) dy
Z
j’(x)j ~p(1)v (z; x) dx
=
Z
j’(x)j ~p(1)v (z; x) dx:
Hence,Z
G(x; z) dx dz6
Z
j’(x)j
Z
~p(1)v (z; x) dz dx
=
Z
j’(x)j
Z
supw:jw−xj6M p
(1)
v (z; w) dz dx:
Therefore, it suces to prove that for xed t > 0;
sup
x
Z
supw:jw−xj6M p
(1)
t (z; w) dz<1:
We will do it assuming d= 1 for simplicity (the proof is analogous for d> 1).
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We have
sup
w:jw−xj6M
p(1)t (z; w) = sup
w:jw−xj6M
p(1)t (z − x − (w − x))
= sup
jhj6M
p(1)t (z − x + h):
We know that p(1)t () is symmetric and unimodal (Gorostiza et al., 1972, p. 325).
Hence,
sup
jhj6M
p(1)t (z − x + h) = p(1)t (z − x −M) if z − x −M > 0
and
sup
jhj6M
p(1)t (z − x + h) = p(1)t (0) if z − x>0 and z − x −M60:
Then Z
supw:jw−xj6M p
(1)
t (z; w) dz
=
Z
supjhj6M p
(1)
t (z − x + h) dz
6c4
 
p(1)t (0)
Z
jz−xj6M
dz +
Z
jz−xj>M
p(1)t (z − x −M) dz
!
6c5

p(1)t (0) +
Z
p(1)t (z − x −M) dz

6c5(p
(1)
t (0) + 1)
and the desired result follows.
So, limj; !0 can be taken inside the integral in expressions of the form (5.30).
Now, we will show that the limit
lim
j; !0
U1(s)U1(r)’(x)fj(x − z)
Z
’(y)g(y − w)p(1)u−s(x; y)p(1)v−r(z; w) dy dw
in (5.29) exists.
From (5.7), we have
U1(s)U1(r)’(x)fj(x − z)’(y)g(y − w)p(1)u−s(x; y)p(1)v−r(z; w) dy dw
=
Z
’(x0)fj(x0 − z0)’(y)g(y − w)p(1)u−s(x0; y)p(1)v−r(z0; w)h(1)r (x; x0)h(1)s (z; z0)
dy dw dx0 dz0
=
Z Z
fj(x0 − z0)g(y − w)’(x0)’(y)p(1)u−s(x0; y)h(1)r (x; x0) dx0 dy

p(1)v−r(z0; w)h(1)s (z; z0) dw dz0:
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Since fj(x0 − z0)g(y − w) approximates the Dirac delta in L1(R2d) (e.g., Hewitt and
Stromberg, 1965, Theorem 21:37), the expression in brackets tends to
’(z0)’(w)p(1)u−s(z
0; w)h(1)r (x; z
0)
in L1(R2d) as j;  ! 0; for each x: This implies that the limit (5.29) exists and is
given by
lim
j; !0
U1(s)U1(r)’(x)fj(x − z)
Z
’(y)g(y − w)p(1)u−s(x; y)p(1)v−r(z; w) dy dw
=
Z
’(z0)’(w)p(1)u−s(z
0; w)p(1)v−r(z
0; w)h(1)r (x; z
0)h(1)s (z; z
0) dw dz0:
The other terms in (5.15) are treated similarly.
Thus we have existence of limj; !0 J
(1)
s; r; u; v(
f
j; ’; 
g
;’): The proof is analogous
for J (2).
Next, we will establish inequalities between the covariances K and between the
functions J for the stationary and general case.
Lemma 5.11. (a) There exist positive constants c1 and c2 such that for any positive
’;  2S(Rd);
c1K(s; ’; t;  )6K(s; ’; t;  )6c2K(s; ’; t;  ):
(b) There exist positive constants b1 and b2 such that for (1); (2) 2S(R2d);
b1J
(i)
s; r; u; v(
(1); (2))6J (i)s; r; u; v(
(1); (2))6b2J
(i)
s; r; u; v(
(1); (2)); i = 1; 2:
Proof. (a) Let   = (1; 2) with 1; 2>0; and = (’;  ): Then
h ;i = 1h; ’i+ 2h; ’i
= 1(1=1)h; ’i+ 2(2=2)h;  i
>minf1=1; 2=2g(1h; ’i+ 2h;  i)
= c1h ;i;
where   is the invariant measure at c1=minf1=1; 2=2g: Hence we have, from (3.1),
with (1) = (’; ’); (2) = ( ;  ), and invariance of   for U (t),
K(s; ’; t;  ) = h ;U (s) ((1)  U (t − s)(2))i
> c1h ;U (s) ((1)  U (t − s)(2))i
= c1h ;(1)  U (t − s)(2)i
= c1K(s; ’; t;  );
which yields the rst inequality.
Similarly,
h ;i6c2h ;i;
where c2 = maxf1=1; 2=2g, and the second inequality is proved the same way.
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(b) Let (1) and (2) be of the form (1) =
Pn
i=1’
(1)
i ⊗  (1)i ; (2) =
Pm
j=1 ’
(2)
j ⊗
 (2)j . Then from (2.2) and part (a) of the lemma,
J (1)s; r; u; v(
(1); (2)) =
nX
i=1
mX
j=1
K(s; ’(1)i ; u; ’
(2)
j )K(r;  
(1)
i ; v;  
(2)
j )
> c21
nX
i=1
mX
j=1
K(s; ’(1)i ; u; ’
(2)
j )K(r;  
(1)
i ; v;  
(2)
j )
= c21J
(1)
s; r; u; v(
(1); (2)):
Since the linear space of elements of the form  =
Pn
i=1 ’i ⊗  i is dense in
S(R2d), the rst inequality for J (1) follows from the continuity of J (1) and J (1) (from
Lemma 5.6). The other inequality for J (1) is proved similarly.
The proof for J (2) is similar.
So far we have shown that conditions (i) and (ii) of Theorem 2.2 are satised.
We now proceed to verify the remaining conditions of Theorem 2.2 to complete the
proof of Theorem 4.1(a). We assume 162.
Case d>21: Let ’> 0: By Lemma 5.11, and using (5.14), (5.17), (5.26), (5.27)
and Fatou’s lemma, we obtain
lim inf
j!0
Z
[0;1]4
Js; r; u; v(
f
j; ’; 
f
j; ’) ds dr du dv
>b1 lim inf
j!0
Z
[0;1]4
J s; r; u; v(
f
j; ’; 
f
j; ’) ds dr du dv
>b121
Z
[0;1]4
Z
p(1)ju−sj(x; y)p
(1)
jv−rj(x; y)’(x)’(y) dx dy ds dr du dv
+
Z
[0;1]4
Z
p(1)ju−rj(x; y)p
(1)
jv−sj(x; y)’(x)’(y) dx dy ds dr du dv

:
Then by (5.23),
lim inf
j!0
Z
[0;1]4
Js; r; u; v(
f
j; ’; 
f
j; ’) ds dr du dv
>a2b121
Z
[0;1]4
Z
q(1)ju−sj(x; y)q
(1)
jv−rj(x; y)’(x)’(y) dx dy ds dr du dv
+
Z
[0;1]4
Z
q(1)ju−rj(x; y)q
(1)
jv−sj(x; y)’(x)’(y) dx dy ds dr du dv

>C(’)
Z
(ju− sj+ jv− rj)−d=1 ds dr du dv
+
Z
(ju− rj+ jv− sj)−d=1 ds dr du dv

;
where the last inequality is due to Lemma 6:2:3 of Bojdecki and Gorostiza (1995). By
Lemma 2:6(a) of Bojdecki and Gorostiza (1995) the last integrals diverge for d>21:
Hence, by part 2 of Theorem 2.2, X does not have SILT for d>21:
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Case d< 21: We will verify conditions (iii) and (iv) of Theorem 2.2.
From (5.15) we have
jJ (1)s; r; u; v((1); (2))j6J (1)s; r; u; v(j(1)j; j(2)j)
and from Lemma 5.11(b) and the denition of fj; ’
J (1)s; r; u; v(jfj; ’j; jg;’j)6b2J
(1)
s; r; u; v(jfj; ’j; jg;’j) = b2J
(1)
s; r; u; v(
f
j;j’j; 
g
;j’j):
Therefore it suces to bound the terms of J
(1)
given in (5.18). For example, for the
rst one (omitting 21), i.e.,
J
(1;1;1)
s; r; u; v(
f
j;j’j; 
g
;j’j)
=
Z
j’(x)jj’(y)jfj(x − z)g(y − w)p(1)ju−sj(x; y)p(1)jv−rj(z; w) dx dy dz dw;
(5.31)
we have, by Lemma 5.9(c) and denoting t  (1)t ;
J
(1;1;1)
s; r; u; v(
f
j;j’j; 
g
;j’j)
6
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(1)ju−sj(x; y)q(1)jv−rj(z; w) dx dy dz dw
+
Z ju−sj
0
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(1)m (x; x0)
q(2)ju−sj−m(x0; y)q(1)jv−rj(z; w)dx dy dz dw dx0 ju−sj(dm)
+
Z jv−rj
0
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(1)m (z; w0)
q(2)jv−rj−m(w0; w)q(1)ju−sj(x; y)dx dy dz dw dw0 jv−rj(dm)
+
Z ju−sj
0
Z jv−rj
0
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(1)m (x; x0)q(2)ju−sj−m(x0; y)
q(1)n (z; w0)q(2)jv−rj−n(w0; w) dx dy dz dw dw0 dx0 ju−sj(dm)jv−rj(dn)
=I1 + I2 + I3 + I4:
For I1 we have, by Lemma 6:2:1(c) of Bojdecki and Gorostiza (1995) (using the
Chapman{Kolmogorov formula),
I16C(’)H1(s; r; u; v);
where
H1(s; r; u; v) = (ju− sj+ jv− rj)−d=1 :
For I2 we have
I26 sup
x
j’(x)j
Z ju−sj
0
Z
j’(y)jfj(x − z)g(y − w)q(1)m (x; x0)
q(2)ju−sj−m(x0; y)q(1)jv−rj(z; w)dx dy dz dw dx0 ju−sj(dm):
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Changing variables z ! x − z; and using the Chapman{Kolmogorov formula for q(1)
and the self-similarity of q(1);
I26 sup
x
j’(x)j
Z ju−sj
0
Z
j’(y)jfj(z)g(y − w)q(1)jv−rj(x; w + z)q(1)m (x; x0)
q(2)ju−sj−m(x0; y)dx dy dz dw dx0 ju−sj(dm)
= sup
x
j’(x)j
Z ju−sj
0
Z
j’(y)jfj(z)g(y − w)q(1)m+jv−rj(x0; w + z)
q(2)ju−sj−m(x0; y)dy dz dw dx0 ju−sj(dm)
6 c1 sup
x
j’(x)j
Z ju−sj
0
Z
j’(y)j(m+ jv− rj)−d=1fj(z)g(y − w)
q(2)ju−sj−m(x0; y)dy dz dw dx0ju−sj(dm)
= c1 sup
x
j’(x)j
Z
j’(y)j dy
Z ju−sj
0
(m+ jv− rj)−d=1ju−sj(dm)
6C(’)H2(s; r; u; v);
where
H2(s; r; u; v) =
Z ju−sj
0
(m+ jv− rj)−d=1ju−sj(dm):
In a similar way, we obtain for I3
I36C(’)H3(s; r; u; v);
where
H3(s; r; u; v) =
Z jv−rj
0
(m+ ju− sj)−d=1jv−rj(dm):
For I4 we have, similarly,
I46 sup
x
j’(x)j
Z ju−sj
0
Z jv−rj
0
Z
j’(y)jfj(z)g(y − w)q(1)m (x; x0)q(2)ju−sj−m(x0; y)
q(1)n (x; w0 + z)q(2)jv−rj−n(w0; w) dx dy dz dw dw0 dx0 ju−sj(dm)jv−rj(dn)
6 sup
x
j’(x)j
Z ju−sj
0
Z jv−rj
0
Z
j’(y)jfj(z)g(y − w)q(1)m+n(x0; w0 + z)
q(2)ju−sj−m(x0; y)q(2)jv−rj−n(w0; w) dy dz dw dw0 dx0ju−sj(dm)jv−rj(dn)
6 c1 sup
x
j’(x)j
Z ju−sj
0
Z jv−rj
0
(m+ n)−d=1
Z
j’(y)jfj(z)g(y − w)
q(2)ju−sj−m(x0; y)q(2)jv−rj−n(w0; w) dy dz dw dw0 dx0ju−sj(dm)jv−rj(dn)
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= c1 sup
x
j’(x)j
Z
j’(y)j dy
Z ju−sj
0
Z jv−rj
0
(m+ n)−d=1ju−sj(dm)jv−rj(dn)
6C(’)H4(s; r; u; v);
where
H4(s; r; u; v) =
Z ju−sj
0
Z jv−rj
0
(m+ n)−d=1ju−sj(dm)jv−rj(dn):
We proceed analogously with the other terms of J
(1)
in Eq. (5.18). For the terms
which contain p(1) and p(2) we cannot use the Chapman{Kolmogorov formula and
self-similarity as we did above, but we make the same changes of variables and employ
Lemma 5.9(d).
We do the same thing for J
(2)
; noting that when the self-similarity of q(2) is used,
we obtain a bound of the form t−d=2 ; t 2 [0; 2]; but t−d=26Ct−d=1 since 162
(as in the proof of Lemma 5.9(d)).
In conclusion, the function
G’(s; r; u; v) = C(’)
4X
i=1
(Hi(s; r; u; v) + Hi(s; r; v; u))
is a bound for J s; r; u; v(
f
j; ’; 
g
;’):
By Lemma 2:6(a) of Bojdecki and Gorostiza (1995), H1 is integrable on [0; 1]4 for
d< 21. We will show that H2; H3; H4 are integrable as well.
For d 6= 1;Z
[0;1]2
H2(s; r; u; v) dv dr =
Z
[0;1]2
Z ju−sj
0
(m+ jv− rj)−d=1ju−sj(dm) dv dr
= 2
Z ju−sj
0
Z 1
0
Z v
0
(m+ r)−d=1 dr dv ju−sj(dm)
= 2
Z ju−sj
0
Z 1
0
1
1−d=1 ((m+v)
1−d=1−m1−d=1 ) dv
ju−sj(dm)
= 2
Z ju−sj
0

1
(2− d=1)(1− d=1)
((m+ 1)2−d=1 − m2−d=1 )− m
1−d=1
1− d=1

ju−sj(dm)
6C − 2
1− d=1
Z ju−sj
0
m1−d=1ju−sj(dm)
= C − 2
1− d=1E((
(1)
ju−sj)
1−d=1 );
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where (1)ju−sj is as in Lemma 5.9. The last expression is bounded by C if d<1: If
d>1; denoting a= d=1 − 1 we have
E(((1)ju−sj)
−a) =
Z 1
0
P

(1)ju−sj
−a
>x

dx
=
Z 1
0
P
h
(1)ju−sj6x
−1=a
i
dx
6
Z 1
0
P[6x−1=a ^ ju− sj] dx;
where  is exponential (V1). For any t > 0,Z 1
0
P[6x−1=a ^ t] dx =
Z 1
0
(1− e−V1(x−1=a^t)) dx
=
Z t−a
0
(1− e−V1t) dx +
Z 1
t−a
(1− e−V1x−1=a) dx
6 (1− e−V1t)t−a + V1
Z 1
t−a
x−1=a dx
6 (1− e−V1t)t1−d=1 + V1 d− 121 − dt
2−d=1
and the last expression is uniformly bounded for t 2 [0; 1]. Hence,Z
[0;1]4
H2(s; r; u; v) dr ds du dv<1 :
For d= 1 we have, for some constant C1> 0;Z
[0;1]2
H2(s; r; u; v) dv dr = 2
Z ju−sj
0
[(m+ 1)log(m+ 1)− m logm]ju−sj(dm)
6C1ju− sj:
Hence,Z
[0;1]4
H2(s; r; u; v) dr ds du dv<1:
The proofs are similar for H3 and H4.
Therefore condition (iii) of Theorem 2.2 is veried.
For condition (iv) the proof of Lemma 2:6 of Bojdecki and Gorostiza (1995) holds
here as well.
The proof of part (a) of Theorem 4.1 is complete.
Now we turn to part (b). The proof is similar to part (a), but now some formulas
are simpler. We assume 162.
The covariance K1(s; ; t;  ) of M1 is obtained from the covariance K(s; ; t; 	) of
(M1; M2) putting = (’; 0); 	 = ( ; 0): Hence, from (3.1) we obtain
K1(s; ’; t;  ) =

1
2

;

U11(s) U12(s)
U21(s) U22(s)
’
0



U11(t − s) 
U21(t − s) 

L.G. Gorostiza, E. Todorova / Stochastic Processes and their Applications 81 (1999) 271{298 295
=

1
2

;

U11(s)(’U11(t − s) )
U21(s)(’U11(t − s) )

=
Z
(1U11(s) + 2U21(s))(’U11(t − s) )(x) dx
=
Z
U1(s)(’U11(t − s) )(x) dx
=
Z
U1(s)

’()
Z
 (y)h(11)t−s (; y) dy

(x) dx: (5.32)
Similarly, for the covariance K2 of M2 we obtain
K2(s; ’; t;  ) =
Z
U2(s)

’()
Z
 (y)h(22)t−s (; y) dy

(x) dx: (5.33)
For the stationary case the covariances are
K1(s; ’; t;  ) = 1
Z
’(x)
Z
 (y)h(11)t−s (x; y) dy

(x) dx;
K2(s; ’; t;  ) = 2
Z
’(x)
Z
 (y)h(22)t−s (x; y) dy

(x) dx:
The functions J(i); s; r; u; v; i = 1; 2; with s6r6u6v; for M1 and M2 are computed as
in Lemma 5.3:
J(i); s; r; u; v((1); (2))
=
Z
Ui(s)Ui(r)
Z
(1)(x; z)(2)(y; w)h(ii)u−s(x; y)h
(ii)
v−r(z; w) dy dw

dx dz
+
Z
Ui(s)Ui(r)
Z
(1)(x; z)(2)(w; y)h(ii)v−s(x; y)h
(ii)
u−r(z; w) dy dw

dx dz:
(5.34)
From (5.9),
h(ii)t (x; y)6p
(i)
t (x; y); i = 1; 2: (5.35)
Conditions (i) and (ii) of Theorem 2.2 for M1 and M2 are proved similarly as
Corollary 5.7 and Proposition 5.10 (the proof of Proposition 5.10 can be shortened
using the Chapman{Kolmogorov formula).
The equation
h(ii)t (x; y) = e
−Vitq(i)t (x; y) + Vi
Z t
0
e−Vis
Z
Rd
q(i)s (x; z)h
(ji)
t−s(z; y) dz ds; i 6= j
is proved the same way as Lemma 5.8, whence follow the inequalities
h(ii)t (x; y)>c1q
(i)
t (x; y); (5.36)
h(ii)t (x; y)6q
(i)
t (x; y) + c2
Z t
0
Z
Rd
q(i)s (x; z)h
(ji)
t−s(z; y) dz ds; i 6= j; (5.37)
where c1 and c2 are some positive constants.
296 L.G. Gorostiza, E. Todorova / Stochastic Processes and their Applications 81 (1999) 271{298
For i=1; 2; suppose d>2i and let ’> 0. Then, from (5.34), (5.36), and similarly
as the proof of part (a) of the theorem, using Lemma 5.11(b) (adapted to the present
case), and denoting by J (i) the functional J(i) for the stationary case, we have
lim inf
j!0
Z
[0;1]4
J(i); s; r; u; v(
f
j; ’; 
f
j; ’) ds dr du dv
>b1 lim inf
j!0
Z
[0;1]4
J (i); s; r; u; v(
f
j; ’; 
f
j; ’) ds dr du dv
>c3
Z
[0;1]4
Z
h(ii)ju−sj(x; y)h
(ii)
jv−rj(x; y)’(x)’(y) dx dy ds dr du dv
+
Z
[0;1]4
Z
h(ii)ju−rj(x; y)h
(ii)
jv−sj(x; y)’(x)’(y) dx dy ds dr du dv

>c4
Z
[0;1]4
Z
q(i)ju−sj(x; y)q
(i)
jv−rj(x; y)’(x)’(y) dx dy ds dr du dv
+
Z
[0;1]4
Z
q(i)ju−rj(x; y)q
(i)
jv−sj(x; y)’(x)’(y) dx dy ds dr du dv

>C(’)
Z
(ju− sj+ jv− rj)−d=i ds dr du dv
+
Z
(ju− rj+ jv− sj)−d=i ds dr du dv

=1;
where we used Lemmas 6:2:3 and 2:6 of Bojdecki and Gorostiza (1995) in the last
steps.
Therefore, by part 2 of Theorem 2.2 the SILT of Mi does not exist for d>2i; i=1; 2:
We now show existence of SILT for Mi when d< 2i; i = 1; 2:
From (5.34) and Lemma 5.11(b) (adapted to this case) we haveJ(i); s; r; u; v(fj; ’; g;’)6 b2J (i); s; r; u; v(fj;j’j; g;j’j)
= J
(1)
(i); s; r; u; v(
f
j;j’j; 
g
;j’j) + J
(2)
(i); s; r; u; v(
f
j;j’j; 
g
;j’j);
where
J
(1)
(i); s; r; u; v(
f
j;j’j; 
g
;j’j) = b2i
2
Z
j’(x)jj’(y)jfj(x − z)g(y − w)
h(ii)ju−sj(x; y)h(ii)jv−rj(z; w)dx dy dz dw;
J
(2)
(i); s; r; u; v(
f
j;j’j; 
g
;j’j) = b2i
2
Z
j’(x)jj’(w)jfj(x − z)g(y − w)
h(ii)jv−sj(x; y)h(ii)ju−rj(z; w) dx dy dz dw:
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By inequality (5.35),
J
(1)
(i); s; r; u; v(
f
j;j’j; 
g
;j’j)
6b2i2
Z
j’(x)jj’(y)jfj(x− z)g(y−w)p(i)ju−sj(x; y)p(i)jv−rj(z; w) dx dy dz dw;
J
(2)
(i); s; r; u; v(
f
j;j’j; 
g
;j’j)
6b2i2
Z
j’(x)jj’(w)jfj(x− z)g(y−w)p(i)jv−sj(x; y)p(i)ju−rj(z; w) dx dy dz dw:
Each of the right-hand sides in these two expressions is of the form which appears
in part (a); see (5.30). Hence, we can use the result of part (a) to conclude that for
d< 21 the SILT’s for M1 and M2 exist, and they are continuous processes.
It remains to show existence and continuity of SILT of M2 for 216d< 22. Con-
ditions (i), (ii) and (iv) of Theorem 2.2 are veried similarly as above. Only condition
(iii) requires a little more work.
From (5.34), (5.35), (5.37) we have
J (1)(2); s; r; u; v(
f
j; ’; 
g
;’)
6C
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(2)ju−sj(x; y)q(2)jv−rj(z; w) dx dy dz dw
+
Z ju−sj
0
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(2)m (x; x0)
h(12)ju−sj−m(x0; y)q(2)jv−rj(z; w) dx dy dz dw dx0dm
+
Z jv−rj
0
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(2)m (z; w0)
h(12)jv−rj−m(w0; w)q(2)ju−sj(x; y) dx dy dz dw dw0dm
+
Z ju−sj
0
Z jv−rj
0
Z
j’(x)jj’(y)jfj(x − z)g(y − w)q(2)m (x; x0)h(12)ju−sj−m(x0; y)
q(2)n (z; w0)h(12)jv−rj−n(w0; w) dx dy dz dw dw0 dx0 dm dn

:
From here on the calculations are analogous to part (a). We use the
Chapman{Kolmogorov formula for q(2) and the selfsimilarity of q(2); (5.5), and Lemma
6:2:1(c) of Bojdecki and Gorostiza (1995). We obtain a function G’(s; r; u; v) which is
integrable for d< 22.
This completes the proof of part (b).
298 L.G. Gorostiza, E. Todorova / Stochastic Processes and their Applications 81 (1999) 271{298
Acknowledgements
Both authors express their gratitude to CIMAT (Guanajuato), where most of this
work was done.
References
Adler, R.J., Feldman, R., Lewin, M., 1991. Intersection local times for innite systems of Brownian motions
and for the Brownian density process. Ann. Probab. 19, 192{220.
Adler, R.J., Rosen, J.S., 1993. Intersection local times of all orders for Brownian and stable density processes
{ construction, renormalization and limit laws. Ann. Probab. 21, 1073{1123.
Athreya, K.B., Ney, P.E., 1972. Branching Processes. Springer, Berlin.
Bojdecki, T., Gorostiza, L.G., 1995. Self-intersection local time for Gaussian S0(Rd)-processes: existence,
path continuity and examples. Stochastic Process Appl. 60, 191{226.
Bojdecki, T., Gorostiza, L.G., 1996. Self-intersection local time for Gaussian S0-processes, and application to
uctuation limits of branching particle systems. Stochastic Analysis: Random Fields and Measure-Valued
Processes. Israel Math. Conf. Proc 10, 49{55.
Bojdecki, T., Gorostiza, L.G., 1997. Self-intersection local time for S0(Rd)-Wiener processes and related
Ornstein{Uhlenbeck processes. Preprint.
Fernandez, B., 1991. Markov properties of the uctuation limit of a particle system with death. J. Math.
Anal. Appl. 155, 66{77.
Gorostiza, L.G., Roelly, S., Wakolbinger, A., 1992. Persistence of critical multitype particle and measure
branching processes. Probab. Theory Related Fields 92, 313{335.
Hewitt, E., Stromberg, K., 1965. Real and Abstract Analysis. Springer, New York.
Lopez-Mimbela, J.A., 1992. Fluctuation limits of multitype branching random elds. J. Multivariate Anal.
40, 56{83.
Lopez-Mimbela, J.A., Wakolbinger, A., 1996. Clumping in multitype-branching trees. Adv. Appl. Probab.
28, 1034{1050.
Lukacs, E., 1970. Characteristic Functions, second ed. Grin, London.
Pazy, A., 1983. Semigroups of Linear Operators and Applications to Partial Dierential Equations. Springer,
Berlin.
Taylor, S.J., 1966. Multiple points for the sample paths of the symmetric stable process. Z. Wahrsch. Verw.
Geb. 5, 247{264.
Treves, F., 1967. Topological Vector Spaces, Distributions and Kernels. Academic Press, New York.
