Until recently, it was commonly believed that within the early stages of sensory processing, the functional properties of neurons and the circuitry ofsensory cortex are subject to experience early in cortical development but are fixed in adulthood. It is obvious, however, that some form of neural plasticity must exist well into adulthood, because we continue to be capable ofadapting to experience and oflearning to recognize new objects. One usually associates learning with the acquisition and storage ofcomplex percepts, such as faces, which is generally believed to be an attribute of advanced stages of cortical processing. There is an accumulating body of evidence indicating that, quite to the contrary, even at the earliest stages of sensory processing, neuronal functional specificity is mutable and subject to experience. In this issue of the Proceedings, Polat and Sagi (1) report an important functional consequence of perceptual learning: Lateral interactions in visual space, an essential component of the integration of local features into a unified percept, can be induced to increase in spatial extent by training (see below).
The focus of this review is psychophysical evidence for learning at early stages in sensory pathways, particularly visual. Most of the studies of this form of learning do not require giving subjects error feedback. Rather, there is improvement in performance simply as a result of repeating a perceptual discrimination task many times, which involves exposure to a stimulus and evaluation of a particular visual attribute. Early perceptual learning has been seen in various experiments for over a century. But there has been a flurry of recent studies showing that this form of implicit learning operates on various time scales, ranging from seconds to weeks, and indicating that its mechanism may be found in primary sensory cortex. In parallel with the advances in the psychophysical characterization ofperceptual learning, anatomical and physiological studies in primary sensory areas indicate that the properties of neurons and functional architecture of cortex are capable of undergoing modification by experience.
Forms of Early Visual Learning
In a number of sensory tasks, such as visual acuity, hue discrimination, velocity estimation, acoustic pitch discrimination, and two-point somatosensory acuity, perceptual learning has been known to exist for well over 100 years (for review, see ref.
2). The experiments that have been done in the last few years emphasize the specificity of the effect, indicative of the involvement of early stages in sensory pathways. Improvement in visual performance with repeated trials has been observed for a number of visual submodalities, including acuity, stereoacuity, texture, motion, and orientation. There is every reason to believe that learning can be seen for any visual attribute. Hyperacuity, defined as a spatial threshold that is smaller than the grain of the sensory mosaic (often by an order of magnitude or more), shows improvement with training. One way of demonstrating hyperacuity is to ask an observer to judge an offset in the positions of two points or lines. McKee and Westheimer (3) observed improvement in hyperacuity from 10" to 5" of arc that occurs over several days of training, and Poggio et al. (4) found learning in hyperacuity over a few minutes. Stereoacuity, the ability to discriminate the relative depth of two points placed at different distances from the observer, shows an even greater improvement with practice (5) . For a patterned stimulus, such as a compound sinusoidal grating, one can improve in the ability to discriminate the spatial phase or offset of the components of the grating (6) . Texture discrimination shows improvement, as evidenced by the ability to determine, within a set period of time, the orientation of an array of oriented lines in a background array of differently oriented lines (7) . Finally, motion discrimination, the ability to see differences in the direction of motion, also shows improvement with repeated trials (8, 9) .
Specificity of Learning Effects
The key evidence for the idea that the neural substrate of the learning effects is found in primary sensory cortices comes from their specificity. If (9) .
Other evidence that early stages are involved is lack of interocular transfer (4, 7, 10 (4, 6, 7, 12) or for the direction of movement about which the discrimination is made (8) . Learning for spatial phase discrimination is specific for the spatial frequency of the striped pattern (6, 12) .
Though it is tempting to use the exper- Much of the work on the neural correlates of early perceptual learning has been done in sensory modalities other than the visual. In the somatosensory system, animals trained to detect differences in the frequency oftactile vibration stimulation, restricted to one segment of one finger, improve over a number of weeks. The improvement is better when the training is active, with animals required to make a discrimination, than with passive stimulation while the animal is attending to a different, auditory stimulus. In monkeys trained to make this tactile discrimination, the somatosensory cortex undergoes several changes, including a 1.5-to 3-fold increase in the area of representation of the stimulated digit, larger receptive fields in this area, and an increase in the amount of receptive field overlap between cells at adjoining cortical sites (19) . In comparison, the animals receiving passive stimulation showed more modest changes. In these experiments it was thought that the changes that correlated best with the learning were the changes in the somatotopic maps, as opposed to the changes in receptive field size. In addition to the topographic changes, the temporal characteristics of the stimulus-response relationships were observed, such that the firing of cells was more closely locked to the time course of the stimulus, and therefore the population of cells tended to fire more coherently (20) . This would have consequences for the next stage in processing, where synchronously active inputs would have a much greater influence on the postsynaptic cells.
Comparable experiments were done in the auditory system, where animals were trained to discriminate small differences in the frequency of sequentially presented tones. The improvement was specific for the tested frequency. In the auditory cortex, as in the somatosensory experiments described above, the feature that correlated best with the change in behavior was the size of the cortical representation of the trained frequency. There was some narrowing of the frequency tuning curves of individual cells, though quantitatively different than the psychophysical changes (21) . Conditioning has also been shown to lead to a shift in the best frequency of cells toward the conditioned stimulus frequency, which is an observation at the level of individual units, occurring over a much shorter time period, analogous to the observation of recruitment of cortical territory to the representation of a trained frequency (22) . One might expect, given a constant size of the auditory cortex as a whole, that an increase in the representation of one frequency would be associated with a decrease at other frequencies and a consequent loss of performance at other frequencies. This was not observed, perhaps because the loss of territory may have been distributed over a larger part of the tonotopic map. Alternatively, one may imagine that with training there can be a net increase in the amount of information that one can pack into a given cortical territory.
Although the changes in cortical properties with learning have not been investigated in the visual system, there have been changes in receptive field properties observed with conditioning by certain visual stimuli. When the receptive field is surrounded by a pattern of moving lines or dynamic random dots (referred to as an "artificial scotoma," since a small part of the visual field is masked and therefore devoid of any contour information), the receptive field expands severalfold in length (23) . Consequently, the size of the receptive field can be altered by the pattern of visual stimulation, and the short time course of the effect suggests an ongoing process of modulation of field size, adapting to the history of visual stimulation. Since the field size is increased, there is a concomitant increase in the "point image," or the area of cortex activated by a small stimulus, in the part of the visual field around the border of the artificial scotoma. Therefore, the same kind of plasticity exists in the primary visual cortex as has been observed in other primary sensory cortices and is a possible mechanism for the perceptual learning described above. Underlying the short-term changes in receptive field properties is a change in the 11% Commentary: Gilbert "weight," or strength, of connections within the intrinsic cortical circuitry (24) , and the connections involved may be the plexus of long-range horizontal connections, which propagate information between disparate points in the visual world (ref. 25 ; for review see ref. 26 ). Longerterm changes in cortical architecture and receptive field properties may be achieved by synaptic proliferation and collateral sprouting within the field of existing connections (27) .
Functional Role
Learning at early stages in the visual pathway, rather than being involved in object recognition, might play a role in a continual process of normalization and calibration in the perception of visual attributes. One model of a role oflearning in spatial judgments is the improvement of one's ability to make accurate discriminations of the straightness or curvature of lines by exposure to contours of differing curvature over a number of trials (28) . This self-calibrating model also explains why the visual system exhibits adaptation and aftereffects.
Another role for learning is suggested by experiments measuring the extent of lateral interactions in visual perception. Lateral interactions between local features are required in order to perceive contours and to differentiate a contour from a noisy background (29) . These interactions can be measured psychophysically as a change in contrast sensitivity to features brought into close proximity (30) . The Gestalt psychologists described the qualities of a contour that make it conspicuous and postulated the principle of "good continuation" as a criterion for object saliency. The psychophysical studies referred to above found, in support of this principle, that optimal interactions appear to be between contours of similar orientation. These interactions may be represented at the neural level by the cortical long-range horizontal connections, which run between columns of similar orientation selectivity (31) (32) (33) . While interactions between features may normally extend over one spatial scale (34) , learning serves to extend the area over which these influences are exerted (see ref. 1), reminiscent of the capability of potentiating horizontal connections.
The learning of very simple sensory attributes suggests that the primary sensory cortex may share capabilities in common with the highest-order association areas. All cortical areas appear to have a universal ability to undergo enduring dynamic changes in functional architecture, and cortical cells in general are capable of altering their functional specificity. Though our intention is not to suggest that a neuron can arbitrarily assume any property, it does appear that at any given time each neuron manifests only a subset of properties that it is capable of expressing and by experience can select different properties from a larger potential domain. Because the learning phenomena can be seen with simple stimuli and their physiological correlates appear to be manifest at early stages in sensory processing, it is now possible to study the biological mechanisms of perceptual learning at the level of synaptic physiology, encoding by neuronal ensembles and networks, and alterations in cortical functional architecture. Current psychophysical studies on perceptual learning and physiological studies on the dynamic properties of cortex are following converging themes. There is therefore considerable optimism in neural systems research that understanding the neural basis of learning is an accessible goal and attainable in the nottoo-distant future.
