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FACTORING POLYNOMIALS OF THE FORM f(xn) ∈ Fq[x]
F. E. BROCHERO MARTI´NEZ AND LUCAS REIS
Abstract. Let f(x) ∈ Fq[x] be an irreducible polynomial of degree m and exponent e, and n be a positive
integer such that νp(q−1) ≥ νp(e)+νp(n) for all p prime divisor of n. We show a fast algorithm to determine
the irreducible factors of f(xn). We also show the irreducible factors in the case when rad(n) divides q − 1
and gcd(m,n) = 1. Finally, using this algorithm we split xn − 1 into irreducible factors, in the case when
n = 2mpt and q is a generator of the group Z∗
p2
.
1. Introduction
An important problem in finite field theory is how determine when a polynomial is irreducible, and in
the case when the polynomial is reducible, how to find explicitly the irreducible factors of the polynomial.
These problems have important practical and theoretical consequences in a wide variety of technological
situations, including error-correcting codes, cryptography, efficient and secure communications, deterministic
simulations of random processes and digital tracking systems.
The following classical result shows necessary and sufficient conditions in order to verify the irreducibility
of the polynomial of the form f(xn).
Theorem 1.1 ([5] Theorem 3.35). Let n be a positive integer and f(x) ∈ Fq[x] be an irreducible polynomial
of degree m and exponent e. Then the polynomial f(xn) is irreducible over Fq if and only if the following
conditions are satisfied:
(1) rad(n) divides e;
(2) gcd(n, (qm − 1)/e) = 1 and
(3) if 4|n then 4|qm − 1.
In addition, in the case when the polynomial f(xn) is irreducible, then it has degree mn and exponent en.
Observe, in particular, this theorem gives necessary and sufficient condition to determine that polynomial
xn−a ∈ Fq[x] is irreducible (see Theorem 3.75 in [5]). In addition, if a = 1 and n > 1, the polynomial xn− 1
is always reducible, and the problem of finding the irreducible factors of xn − 1 ∈ Fq[x] are strongly related
with the problem of finding irreducible factor of cyclotomic polynomial Φn(x). In fact x
n − 1 =∏d|nΦd(x),
where Φd(x) denotes the d-th cyclotomic polynomial (see [5] Theorem 2.45). In general, a “generic efficient
algorithm” to split Φn(x) in Fq[x] for arbitrary n and q is an open problem and just some particular cases are
known. We note that the problem of determining the irreducible factors of xn−1 and Φn(x) in Fq[x] has been
consider for several author: Mey [10] and Blake, Gao, Mullin [1] consider the case when n = 2m; Fitzgerald
and Yucas [9] found explicit factors of ciclotomic polynomial Φ2m3(x) and studied the polynomial Φ2nr(x) in
the case when r is prime and r|(q− 1); the same problem was studied by Wang and Wang for the cyclotomic
polynomial Φ2m5(x) and Tuxanidy and Wang [14] find the irreducible factors when the factorization of Φr(x)
is known; Chen, Li and Tuerhong [4] consider the polynomial x2
mpt − 1 in the case that p|(q − 1) and in [2]
the authors found the explicit factorization of xn − 1, in the case when rad(n)|(q − 1).
In this article, we are going to consider f(x) and n as in Theorem 1.1, but satisfied some special condition
in order that condition (1) or (2) of Theorem is not true. Therefore f(xn) is reducible polynomial and we
show a computational fast algorithm to find every irreducible factors.
Finally, as application, we use our method to split x2
mpt − 1 into irreducible factors in the case when p
is a prime and q is a primitive element of the multiplicative group Z∗pl , where l = min{2, t}. In fact, this is
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a particular case of the results obtaion by Tuxanidy and Wang, but with the advantage that each factor is
explicitly shown.
2. Preliminaries
Throughout this paper, Fq will denote the finite field with q elements. For all prime p and k 6= 0 integer,
νp(k) denotes the maximum power of p that divides k. In the case when gcd(k, n) = 1, ordk(n) denotes
the order of n modulo k and for all β ∈ F∗q , ord(β) denotes the order of β in the multiplicative group F∗q .
Finally, U(k) := {β ∈ Fq; ord(β) = k}, i.e., U(k) is the set of primitive k−th roots of unity in Fq. Notice that
U(k) 6= ∅ if and only if k|(q − 1) and, in this case, |U(k)| = ϕ(k).
For each monic polynomial f(x) ∈ Fq[x] with f(0) 6= 0, the exponent e of f(x) is the minimal positive
integer such that f(x) divides xe−1. Since f(x) divides xqm−1−1, where m is the degree of f , it follows that
e divides qm − 1. The following lemma is a classical result about the structure of the roots of an irreducible
polynomial in Fq.
Lemma 2.1. Let f(x) ∈ Fq[x] be a monic irreducible polynomial of degree m and exponent e, and α be any
root of f(x). Then f(x) =
m∏
j=1
(x− αqj ) and m = orde q.
Proof: Let α be an arbitrary root of f(x) = 0 and u = orde q. Observe that α ∈ Fqm is a primitive e−th
root of unity. Let define the polynomial
g(x) :=
u∏
j=1
(x− αqj ).
Since the coefficients of g(x) are invariant by the Frobenius automorphism
τ : Fqm → Fqm
β 7→ βq,
it follows that g(x) ∈ Fq[x]. In addition, since τ j(f(x)) = f(x) for all j ∈ N, we conclude that αqj are also
roots of f(x) for all j. So, g(x) divides f(x). But, by hypothesis, f(x) is irreducible, therefore f(x) = g(x)
and m = deg f(x) = deg g(x) = orde q as we want to prove. 
The following Lemma shows a case when is possible to find every irreducible factor of f(xp
t
), when one
irreducible factor is known.
Lemma 2.2. Let f(x) be an irreducible polynomial of degree m and exponent e. Let n > 1 be a positive
divisor of q−1 and νp(n)+νp(e) ≤ νp(q−1)+νp(ordrp q), for all p prime divisor of n, where rp is the largest
divisor of e prime with p. Then the polynomial f(xn) splits as product of n irreducible polynomials of degree
m. In addition, if g(x) is any monic irreducible factor of f(xn) and c is any element of U(n), then
f(xn) =
n−1∏
i=0
[c−mjg(cjx)]
is the factorization of f(xn) into irreducible factors.
Proof: It is enoght to prove the Lemma in the case when n = pt. Let g(x) ∈ Fq[x] be any irreducible
factor of f(xp
t
). Since every root of f(x) is in U(e), then every root of g(x) is in U(pte) and therefore the
exponent of g(x) is pte. In addition, by the hypotheses, pt divides q − 1 and νp(q − 1) + νp(ordr q) ≥ k + l.
Therefore
νp(ordpk+t q) = max{0, k + t− νp(q − 1)} ≤ νp(ordr q)
and
ordpte q = ordpt+kr q = lcm(ordpt+k q, ordr q) = m.
By Lemma 2.1, we conclude that deg f(x) = deg g(x) = m. Thus, any irreducible factor of f(xp
t
) has the
same degree m = deg f(x) and since f(xp
t
) has degree mpt, there are exactly pt factors.
On the other hand, if θ is a primitive (q − 1)-th root of unity, then θ(q−1)/pt ∈ U(pt), consequently
U(pt) 6= ∅. Let c be any element of U(pt) and g(x) be any monic irreducible factor of f(xpt). So g(x) divides
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f(xp
t
), and, changing x by cjx we have g(cjx) divides f((cjx)p
t
) = f(xp
t
). Thereby g(cjx) is a polynomial
in Fq[x] that also divides f(x
pt). Therefore [c−mjg(cjx)] is a monic irreducible factor of f(xp
t
).
Finally, we have to prove that every irreducible factor of f(xp
t
) can be generated by this method. In fact,
we need to prove that if 0 ≤ i < j < pt then [c−mjg(cjx)] and [c−mig(cix)] have no roots in common. Since
the polynomials are monic and irreducible, we just have to show that they are different. But, if there exist
0 ≤ j < i < pt such that [c−mjg(cjx)] = [c−mig(cix)], writing y = cjx we have
(1) c−m(i−j)g(c(i−j)y) = g(y),
then, we can suppose without loss of generality that j = 0.
Let β be any root of g(x). Since the exponent of g(x) is pte, then β is a primitive pte−th root of unity
and by lemma 2.1, we know that
g(x) =
m∏
j=1
(x− βqj ).
By the equation (1), we have that c−mig(ciβ) = g(β) = 0, i.e. ciβ is also a root of g(x) and then ciβ = βq
l
for some integer 1 ≤ l < m. Therefore βpt(ql−1) = cpti = 1 and then pt(ql − 1) is a multiple of pte, which
is equivalent to e|ql − 1. Again by Lemma 2.1, we know that m = ordeq, therefore m divides l, but this is
a contradiction because 0 < l < m. We conclude that the polynomials [c−mig(cix)], where 0 ≤ i < pt, are
monic irreducible polynomials with no factor in common, such that each one divides f(xp
t
). In particular
F (x) =
pt−1∏
i=0
[c−mjg(cjx)]
is a monic polynomial that divides f(xp
t
) and it has degree mpt. Thus F (x) = f(xp
t
), as desired. 
Remark 2.3. Observe that, the conditions (1) and (2) of Theorem 1.1 can be rewritten as
νp(e) ≥ 1 and νp(qm − 1) = νp(e)
for all p prime divisor of n. Since ordrp q divides orde q = m and
νp(q
m − 1) =


νp(q − 1) + νp(m) if p is odd
ν2(q − 1) if p = 2 is odd and m is odd
ν2(q
2 − 1) + ν2(m)− 1 if p = 2 is odd and m is even,
in particular, νp(q
m−1) ≥ νp(e)+νp(n) ≥ νp(e)+1 for all p prime divisor of n, then the condition of Lemma
2.2 is a sufficient (but not necessary) condition in order to f(xn) be a reducible polynomial.
It is clear that this lemma does not give any information in order to construct an irreducible factor of
f(xn). Assuming the following condition, that implied the condition of Lemma 2.2, we are going to show an
algorithm to construct one of those factors.
Definition 2.4. We say that the pair 〈f(x), n〉 satisfies the reducible condition, if f(x) is a monic irreducible
polynomial of degree m and exponent e and
νp(q − 1) ≥ νp(n) + νp(e)
for all p prime divisor of n.
The main result of this paper is the following
Theorem 2.5. Let f(x) ∈ Fq[x] be a monic irreducible polynomial of degree m and exponent e, and pt such
that 〈f(x), pt〉 satifies the reducible condition. Suposse that k = νp(e) and e = pkr. Then
(a) There exists a unique element c ∈ Fq such that f(x) divides xr − c. In addition, c = bpt for some b ∈ Fq.
Moreover, if c = 1, then b ∈ U(pt).
(b) Let A be any matrix with coefficients in Fq such that f(x) is the characteristic polynomial of A, s be the
solution of sr ≡ 1 (mod pt) with 0 < s < pt, and l = sr−1pt . Then g(x) = det(xI − b−sAl) ∈ Fq[x] is a
irreducible factor of f(xp
t
).
4 F.E. BROCHERO MARTI´NEZ AND LUCAS REIS
(c) a = bp
k ∈ U(pt) and the polynomial f(xpt) splits into monic irreducible factors over Fq[x] as
f(xp
t
) =
pt−1∏
j=0
[a−mjg(ajx)].
Proof: Let α be the class of x in the extension Fqm = Fq[x]/f(x). Since f(x) divides x
e − 1, it follows
that αe = 1 and ord(α) = e = pkr.
By hypotheses, 〈f(x), pt〉 satisfies the reduction condition, or equivalently pk+t divides q − 1. So, there
exists an integer L such that q = pk+tL+ 1. From the fact that
(αr)(q−1)/p
t
= (αe)L = 1,
we obtain that αr ∈ Fqm is a root of the polynomial y(q−1)/pt − 1 = 0. But the roots of that polynomial
are the pt−th perfect powers in Fq, therefore, there exists c = bpt , with b ∈ Fq, such that αr = c ∈ Fq, or
equivalently xr ≡ c (mod f(x)). It is easy to see that when c = 1 we can take b ∈ U(pt). This proves item
(a).
In order to prove (b), since ord(α) = e = pkr, by the previous item, we have that
ord(c) = ord(αr) = pk.
Therefore, if b ∈ Fq is a pt−th root of c (or a primitive pt−th root of unity, when c = 1), then b has order
pt+k and so bp
k
has order pt, i.e., a = bp
k ∈ U(pt).
Taking (−s)−th powers in the equation αr = c = bpt , we obtain α−rs = α(α−l)pt = b−pts, or equivalently
α = (αlb−s)p
t
. If we set β := αlb−s then βp
t
= α. In particular, since f(βp
t
) = f(α) = 0, β is a root of some
irreducible factor g(x) of f(xp
t
). By lemma 2.1 we have
g(x) =
m∏
j=1
(x − βqj ) =
m∏
j=1
(x− (b−sαl)qj ) =
m∏
j=1
(x− b−sαlqj ).
Now, if A is a matrix such that f(x) is the characteristic polynomial of A, since every roots of f(x)
are different, the matrix A is diagonalizable and the eigenvalues are the roots of f(x). It follows that the
eigenvalues of b−sAl are of the form b−sαl, where α runs through the roots of f(x), i.e. the eigenvalues of
b−sAl are the roots of the polynomial g(x), and since g(x) and det(x− b−sAl) are monic polynomials of the
same degree, we conclude g(x) = det(x− b−sAl).
Finally, since a ∈ U(pt) and g(x) is a monic irreducible factor of f(xpt), by lemma 2.2 we have that
f(xp
t
) =
pt−1∏
j=0
[a−mjg(ajx)]
is the factorization of f(xp
t
) into irreducible factors over Fq, as desired. 
Remark 2.6. If 〈f(x), n〉 satisfies the reducible condition, where n =∏ui=1 pβii , then iterating the process for
each prime divisor, we obtain n irreducible factors of f(xn). In addition, in Theorem 2.5 (b), we can take
A =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−a0 −a1 −a2 · · · −am−1


just the companion matrix of the polynomial f(x) = xm + am−1x
m−1 + · · ·+ a1x+ a0 = det(xI −A).
Corollary 2.7. Let f(x) ∈ Fq be a monic irreducible polynomial of degree m and exponent e. Let n be a
positive integer such that
(1) rad(n) divides q − 1
(2) gcd(m,n) = 1
(3) if ν2(n) + ν2(e) ≥ ν2(q − 1) + 2 then q ≡ 1 (mod 4)
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Every factor of f(xn) is of the form g(xn/ρn,q,e ), where ρn,q,e =
∏
p|n
pmin{νp(n),νp(q−1)−νp(e)} and g(x) is any
irreducible factor of f(xρn,q,e ) obtained from the process described in Theorem 2.5.
Proof: Since e divides qm − 1, for every p prime divisor of n, we have that gcd(p,m) = 1 and
νp(e) ≤ νp(qm − 1) = νp(q − 1) + νp(m) = νp(q − 1),
hence it follows that ρn,q,e is well defined integer. In addition, we can see ρn,q,e as the great divisor of n such
that 〈f(x), ρn,q,e〉 satisfies the reducible condition. Now, suppose that g(x) ∈ Fq[x] is an arbitrary irreducible
factor of f(xρn,q,e ), then by Theorem 2.5, we know that g(x) has degree m and exponent e · ρn,q,e. On the
other hand, for each p prime divisor of
n
ρn,q,e
, we have that νp(ρn,q,e) = νp(q − 1)− νp(e) and then
νp(q
m − 1) = νp(q − 1) + νp(m) = νp(eρn,q,e).
Thus, the previous relation implies that g(xn/ρn,q,e) satisfies the condition of Theorem 1.1 and therefore it is
a monic irreducible factor of f(xn). 
Remark 2.8. Observe that if q ≡ 3 (mod 4), f(x) ∈ Fq[x] is a monic irreducible polynomial of odd degree m
and exponent e, and n = 2t with t+ ν2(e) ≥ ν2(q − 1) + 2, then we cannot applied the Corollary 2.7 directly.
However, since f(x) is also an irreducible polynomial in Fq2 [x], we can see f(x) as an irreducible polynomial
with coefficient in Fq2 = Fq(
√−1) and then, using the Corollary, we obtain irreducible factors of the form
h(x) := g(xn/ρn,q2 ,e) ∈ Fq2 [x]. At this point, we have two cases to consider:
• If h(x) ∈ Fq[x], we have nothing else to do.
• If h(x) ∈ F2q[x] \ Fq[x] then h(x) · h(x) ∈ Fq[x] is an irreducible factor of f(xn) in Fq[x], where h(x)
means change
√−1 by −√−1 in each coefficient of h(x) where it appears. In fact, h(x) is equivalent
to applying the Frobenius map α 7→ αq in each coefficient of h(x).
3. Numerical Examples
Example 3.1. We consider f(x) = x2 − 11x + 1 ∈ F59[x]. Since disc(f(x)) = 112 − 4 ≡ −1 (mod 59)
and −1 is a quadratic non-residue, it follows that f(x) has no roots, hence it is irreducible. Observe that
Φ12(x) = (x
2 − 11x+ 1)(x2 + 11x+ 1) and so f(x) has exponent e = 12. We are going to find the complete
factorization of f(x29
d+1
) = x2·29
d+1 − 11x29d+1 + 1 for all d ≥ 1.
Firstly, we are going to consider the case d = 0. Notice that gcd(12, 29) = 1 and 29|(59− 1). Using the
notation of Theorem 2.5, we have r = 12 and 12s ≡ 1 (mod 19). Directly, we can see that s = 17 is a
solution of this congruence and then we can define l = rs−129 = 7. Now, we just have to find some element inU(29) ⊂ F59. Since 59 − 1 = 2 × 29, it follows that any quadratic residue b 6= 1, must be a primitive 29−th
root of unity. Using the quadratic reciprocity law, it is easy verify that 5 is a quadratic residue. So, using the
notation of our Theorem, we have k = 0 and a = b = 5.
Finally, notice that A =
(
0 1
−1 11
)
is the companion matrix of f(x) and, in particular, the characteristic
polynomial of A is f(x). By the Theorem, we know that
g(x) = det(xI − b−sAl) = det(xI − 3−17A7)
is a factor of f(x29). Using a direct computation we find
A7 =
(
0 −1
1 −11
)
= −A and 5−17 ≡ 41 (mod 59).
So g(x) = det(xI + 18A) =
∣∣∣∣ x −1818 x− 21
∣∣∣∣ = x2 − 21x+ 182 = x2 − 21x+ 29.
Moreover, every monic irreducible factors of f(x29) are of the form
gj(x) = 5
−2jg(5jx) = 5−2j(25jx2 − 21× 5jx+ 29) = x2 − (21× 5−j)x+ 29× 5−2j
where j = 0, . . . , 28. In other words
x58 − 11x29 + 1 =
28∏
i=0
(x2 − (21× 12j)x+ 29× 26j).
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Now, observe that each factor gj(x) has degree 2 and exponent 12×29, then by Theorem 1.1, the polynomials
gj(x
29d) are irreducible. Therefore,
f(x29
d+1
) =
28∏
i=0
(x2·29
d − (21× 12j)x29d + 29× 26j)
is the decomposition into irreducible factors.
Example 3.2. We consider f(x) = x4 + x3 + x2 + x + 1 = Φ5(x) ∈ Fq[x], where q = 223 + 1 = 257 is the
fourth Fermat prime. Since q ≡ 2 (mod 5) and 2 is primitive element of Z5, it follows that f(x) is irreducible
and has exponent 5.
We are going to split the polynomial f(x2
8
) = x1024 + x768 + x512 + x256 + 1 into irreducible factors.
Observe that gcd(5, 28) = 1 and 28|q − 1, then 〈f(x), 28〉 satisfies the reducible condition and then we can
apply Theorem 2.5. Using the notation of the Theorem, we have r = 5 and 5s ≡ 1 (mod 28). So, s = 205
and l = rs−128 = 4. Now, we proceed to find an element an element in U(28) ⊂ Fq. Since q− 1 = 28, it follows
that any quadratic non-residue b, must be a primitive 28−th root of unity. By the Quadratic Reciprocity Law,
it is easy to verify that b = 3 is a quadratic non-residue and again, using the notation of the Theorem, we
have k = 0 and a = b = 3. Finally, we notice that
A =


0 1 0 0
0 0 1 0
0 0 0 1
−1 −1 −1 −1


is the companion matrix of f(x) and, then f(x) is the characteristic polynomial of A. Therefore, we have
that g(x) = det(xI − b−sAl) = det(xI − 3−sA4) is a factor of f(x28). By a direct calculation, we obtain
B = A4 =


−1 −1 −1 −1
1 0 0 0
0 1 0 0
0 0 1 0

 and 3−205 = 351 ≡ 54 (mod 257).
So
g(x) = det(xI − 54B) =
∣∣∣∣∣∣∣∣
x+ 54 54 54 54
−54 x 0 0
0 −54 x 0
0 0 −54 x
∣∣∣∣∣∣∣∣
= x4 + 203x3 + 89x2 + 77x+ 211
The previous example is a particular case when Φpt(x) ∈ Fq[x] is an irreducible polynomial. This case
will be consider in the next section, where we are going to explicit every irreducible factor without use of the
companion matrix of the polynomial.
4. Explicit factors of x2
npt − 1
In this section, we give an explicit factorization of polynomials x2
npt − 1 ∈ Fq[x], where p is an odd prime,
q is primitive element modulo p2, n ≤ ν2(q − 1) and t ≥ 1 is any fixed integer. We note that a more general
result was proved by Tuxanidy and Wang [14], where they obtain the explicit factorization of the cyclotomic
polynomial Φ2nr(x) ∈ Fq, where r ≥ 3 is odd with gcd(r, q) = 1 and n is a positive integer, under the
assumption that the explicit factorization of Φr(x) ∈ Fq[x] is known.
Since xd − 1 = ∏m|dΦm(x), we put our focus on cyclotomic polynomials. First, let us recall two simple
(but strong) results about cyclotomic polynomials
Lemma 4.1 ([5], Exercise 2.57). Let Φd(x) the d−th cyclotomic polynomial over Fq[x]. Then
(a) Φ2d(x) = Φd(−x) for d > 3 and d odd.
(b) Φmpt(x) = Φmp(x
pt−1 ) if p is a prime and m, t are arbitrary positive integers.
Lemma 4.2 ([5], Theorem 2.47 (ii)). Let d be a positive integer such that gcd(q, d) = 1, then Φd(x) splits
into ϕ(d)/s distinct monic irreducible polynomials in Fq[x] of the same degree s, where s = ordd q.
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It is a well known result in number theory that if q is a primitive element Zp2 then q is also a primitive
element in Zpk for any k ≥ 1. Therefore, by our hypothesis, q is a primitive element modulo pj for each j ≥ 1
and then, by Lemma 4.2, Φpj (x) is an irreducible polinomial for all 1 ≤ j ≤ k. By the recursive relation of
ciclotomic polynomials, we know that
Φpj (x) =
∏
i<pj ,(i,p)=1
(x− ζi) = x
pj − 1
xpj−1 − 1 = x
pj−1(p−1) + xp
j−1(p−2) + · · ·+ xpj−1 + 1,
and by Lemma 4.1, we obtain
Φ2pj (x) = Φpj (−x) =
∏
i<pj ,(i,p)=1
(−x− ζi) = xpj−1(p−1) − xpj−1(p−2) + · · · − xpj−1 + 1.
It follows that, if n = 0 or n = 1, then
x2
npt − 1 =
∏
0≤i≤1
0≤j≤t
Φ2ipj (x)
is the decomposition of the polynomial x2
npt − 1 into irreducible factors.
Therefore, we only need to find the factor of Φ2ipj (x), where 2 ≤ i ≤ ν2(q−1) and j ≥ 1. By Lemma 4.1 we
know that Φ2ipj (x) = Φ2pj (x
2i−1) = Φpj (−x2i−1). So, the problem is equivalent to factorize f(x2i−1) where
f(x) = Φ2pj (x). Observe that, the exponent of f is e = 2p
j and ν2(e) + ν2(2
(i−1)) = i ≤ ν2(q − 1), therefore
〈f(x), 2i−1〉 satisfies the reducible condition. Thus, by Lemma 2.2, f(x2i−1) splits into 2i−1 irreducible factors
and, by the same Lemma, it is enough to find one irreducible factor in order to determine all other.
Now, suppose that ζ is primitive pj-th root of the unity in some field K ⊃ Fq, then
Φ2ipj (x) = Φpj (−x2
i−1
) = (−1)ϕ(2pj)
∏
s<pj ,(s,p)=1
(x2
i−1
+ ζs)(2)
=
∏
s<pj ,(s,P )=1
(x2
i−1
+ ζs)
In addition, both sets {s; s < pj , (s, p) = 1} and {2i−1s; s < pj , (s, p) = 1} generate the same set of invertible
residues module pj and U(2i−1) ⊂ Fq is not empty, for all i ≤ n. We point out that, an explicit element of
U(2i−1) can be found choosing a random element θ ∈ F∗q that is not a square in Fq, or equivalently, θ such
that θ(q−1)/2 6= 1, and we define bi := θ(q−1)/2i−1 ∈ U(2i−1). This element θ can be found after d random
choices with probability 1− 12d . Thus, from (2) follows that
Φ2pj (x
2i−1 ) =
∏
s<pj ,(s,p)=1
(x2
i−1 − b2i−1i ζs2
i−1
)
Now, notice that
g(x) =
∏
s<pj ,(i,p)=1
(x− biζs) =
p−1∑
m=0
b
(p−1−m)pj−1
i x
mpj−1 ∈ Fq[x]
is a monic polynomial and it divides Φ2pj (x
2i−1 ) = f(x2
i−1
). Since bi ∈ U(2i−1) and deg f(x) = ϕ(2pj) =
ϕ(pj), by Lemma 2.2 the decomposition of the polynomial as
Φ2ipj (x) = f(x
2i−1) =
2i−1−1∏
l=0
[b
−lϕ(pj)
i g(xb
l
i)],
where the explicit forms of each factor b
−lϕ(pj)
i g(xb
l
i) is
b
−lϕ(pj)
i g(xb
l
i) = b
−lϕ(pj)
i
p−1∑
m=0
b
(p−1−m)pj−1
i (xb
l
i)
mpj−1 =
p−1∑
m=0
b
(1−l)(p−1−m)pj−1
i x
mpj−1 .
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5. Efficiency of the process and iterations
With this process, find the irreducible factors of f(xp
t
) requires essentially five step: taking pt−th roots
and n−th powers of elements in a finite field, calculating xr (mod f(x)) and taking a power of the companion
matrix and the characteristic polynomial of a m×m matrix over a finite field.
Now we discuss the algorithm complexity of each operations in term of number of multiplications in Fq,
without any consideration about the characteristic of the field. We point out that, we can improve the
complexity calculation in term of the characteristic q0 and u, where q = q
u
0 .
5.1. Taking powers in Fq and calculate x
r (mod f(x)). If a ∈ Fq, taking squares successively is a well-
know fast process for finding an in essentially 2 log2(n) products of elements in Fq. On the other hand,
product of two polynomial and reduction modulo f(x) can be done with O(m log2m log logm) products in
Fq using fast Euclidean algorithm and Cantor-Kaltofen Algorithm (see [3]). It follows that for calculate x
r
(mod f(x)) when r > m, we need O(m log rm log
2m log logm) product in Fq.
5.2. Taking roots in Fq. Using Tonelli-Shanks probabilistic Algorithm (see [13, 11]) we can take square
root over Fq with (4 + 2u) log q +
ν2(q−1)
2
4 products in Fq with probability 1 − 12u (see [12]). Iterating the
process we find 2t−th roots of elements in a finite field with (4t+ 2u) log q + t ν2(q−1)24 products in Fq with
probability 1− 12u .
More generally, Kaltofen and Shoup [7] show a generic probabilistic algorithm for taking n−th roots in a
finite field. This algorithms use with high probability, O(n1.815 log q) products in Fq. Other algorithm can
be found in [6].
5.3. Powers of a square matrix. In our theorem, we have to find Al where A is the companion matrix
of f(x), a m × m matrix. There is a lot of efficient algorithms for taking powers of a matrix as the well
known Coppersmith-Winograd Algorithm, whose complexity is O(m2.4 log l). But, in the case of companion
matrices, we may have a faster process. In [8] is given an algorithm that generates new rows to the matrix
A and each row is obtained after m multiplications and m− 1 additions. Moreover, it is shown that we just
have to calculate the first l − 1 new arrows to find Al. Thus we just need (2m− 1)(l − 1) operations to find
Al.
5.4. Characteristic Polynomial. In our theorem, we have to calculate exactly one characteristic poly-
nomial of a m × m matrix. The classical methods of Krylov’s and Danilevsky have complexity O(m3).
Specifically, 32m
2(m+ 1) and (m− 1)(m2 +m− 1) multiplications and divisions respectively.
In conclusion, if 〈f(x), n〉 satisfies the reducible condition, where m = deg(f(x)) and using that r < qm
and l < n, we obtain that the complexity of the algorithm to find every irreducible factors of f(xn) ∈ Fq[x]
has complexity bounded by
O(m2 log2m log logm log q, n1.815 log q, mn, m3).
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