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Abstract: In this paper we prove a classification theorem for the zero sets of real analytic Beltrami
fields. Namely, we show that the zero set of a real analytic Beltrami field on a real analytic, connected
3-manifold without boundary is either empty after removing its isolated points or can be written as a
countable, locally finite union of differentiably embedded, connected 1-dimensional submanifolds with
(possibly empty) boundary and tame knots. Further we consider the question of how complicated
these tame knots can possibly be. To this end we prove that on the standard (open) solid toroidal
annulus in R3, there exist for any pair (p, q) of positive, coprime integers countable infinitely many
distinct real analytic metrics such that for each such metric there exists a real analytic Beltrami field,
corresponding to the eigenvalue +1 of the curl operator, whose zero set is precisely given by a standard
(p, q)-torus knot. The metrics and the corresponding Beltrami fields are constructed explicitly and can
be written down in Cartesian coordinates by means of elementary functions alone.
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1 Introduction
Beltrami fields on an oriented, real analytic Riemannian 3-manifold (M, g) without boundary
are vector fields X which satisfy div(X) = 0 and curl(X) = λX for some smooth function
λ : M → R. A special case of these are eigenvector fields of the curl operator corresponding
to non-zero eigenvalues, since such eigenfields are automatically divergence-free. Such vector
fields appear naturally in physics and have been widely studied in mathematics. For instance,
they appear as stationary magnetic fields of the equations of ideal magnetohydrodynamics,
and hence in particular in astrophysics, in the case of constant pressure and a resting plasma,
[3, Chapter III §1.A]. On the other hand, they also appear as stationary solutions of the in-
compressible Euler equations for an appropriate pressure function, [3, Chapter II §1.A]. From
a variational point of view, Beltrami fields (with a constant, non-zero proportionality func-
tion λ) are closely related to the helicity constraint magnetic energy minimisation, see [29],
[2], [4], while Beltrami fields with a non-constant proportionality function were studied for
instance in [10] and [24]. In view of hydrodynamics Beltrami fields are of particular interest
from a topological point of view. Namely, if we consider stationary solutions of the incom-
pressible Euler equations, Arnold’s theorem, [1], [2], [3, Chapter II Theorem 1.2], in essence
characterises the field line behaviour of any such solution unless it is everywhere collinear
with its curl. Therefore if one is interested in ’complicated’ field line behaviour of steady
Euler flows one necessarily needs to consider Beltrami flows. For example, a consequence of
Arnold’s structure theorem is that if some real analytic nowhere vanishing, incompressible,
steady Euler flow admits a ’chaotic’ field line, i.e. a field line not contained in a codimension
1 subset, then the flow is necessarily Beltrami, [3, Chapter II, Proposition 6.2]. That Bel-
trami flows indeed can have very interesting behaviour is well-known, see for example [7], [8],
[9], [12]. The existence of ’knotted’ field lines, at least for nowhere vanishing Beltrami fields
with nowhere vanishing proportionality function, on closed 3-dimensional manifolds is guar-
anteed by the hydrodynamical interpretation of the (proven) Weinstein conjecture, see [11]
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for the hydrodynamical interpretation and [15], [28] for a proof of the Weinstein conjecture.
In particular, this result tells us that each such Beltrami flow admits a closed field line, which
is then necessarily a smoothly embedded circle, i.e. a tame knot. Observe that this result
specifically assumes that the zero set of the underlying Beltrami field is empty. Contrary to
the results regarding the (non-constant) field line behaviour of Beltrami flows, the structure
of the zero set seems to have been investigated far less. Let us assume for the moment that
the proportionality function λ is constant and that M = Ω is a domain in R3, then we in
particular observe that
−∆X = curl(curl(X))− grad(div(X)) = λ2X,
i.e., each component of the Beltrami field is in particular an eigenfunction of the Laplacian
and consequently the zero set of X is the intersection of 3 zero sets of eigenfunctions of ∆.
The zero sets, also referred to as nodal sets, of Laplacian eigenfunctions were thoroughly
studied for example in [14], [17], [25] and [26]. These nodal sets are, modulo a codimension
2 countably rectifiable subset, codimension 1 hypersurfaces, [14]. Thus, a priori, the zero set
of a Beltrami field might be 2-dimensional. However, it was for instance observed in [6], that
the zero sets of rotationally symmetric Beltrami fields on rotationally symmetric, bounded
domains (diffeomorphic to the solid torus) are either empty (in case of the first eigenfield),
[6, Theorem 7], or else they are ’well-separated’ circles, [6, Theorem 8]. In particular, the
Hausdorff dimension is an integer not greater than 1 and the zero sets, in the latter case,
are circles, i.e. have a very special topological structure. In the present paper we will show
that these features are more generally true for any real analytic Beltrami field defined on an
abstract manifold without boundary. More precisely, our result states that, after removing
the isolated points, the remaining nodal set is either empty or a countable, locally finite
union of analytically embedded 1-manifolds with (possibly non-present) C1-endpoints, see
definition 2.1, and tame knots. Our approach differs from the approach in [6], since we do not
assume any symmetry, but instead rely on results from semianalytic geometry, [18], [13], [5],
most notably the curve selection lemma, [19, §2], [23, Lemma 3.1], [20, Lemma 6.6].
2 Main results
Conventions: All manifolds are assumed to be Hausdorff, second countable, oriented, con-
nected, real analytic and without boundary, unless otherwise noted. We will simply say:
’Let M be a 3-manifold’, meaning it has all the previously mentioned properties and is 3-
dimensional. Vω(M) denotes the set of all real analytic vector fields on a given 3-manifold M .
Given a smooth Riemannian metric g on a 3-manifold M , we define the curl and divergence
of a vector field by means of its identification with their corresponding 1-form. More precisely
if X is any smooth vector field, we may associate a 1-form ω1X with X via the Riemannian
metric g by setting ω1X := g(X, ·), which gives rise to an isomorphism between the spaces of
smooth vector fields and (smooth) 1-forms. The divergence of X, denoted div(X), is given
by div(X) := ?d?ω1X , where ? denotes the Hodge star operator and d the exterior derivative,
while the curl of X, denoted curl(X), is the unique vector field satisfying ω1curl(X) = ?dω
1
X .
We call X ∈ Vω(M) a Beltrami field if div(X) = 0 and if there exists a smooth function
λ : M → R with curl(X) = λX. Note that we only require smoothness of the metric and
proportionality function, while we assume X to be real analytic. If g and λ are real analytic,
then every smooth vector field satisfying curl(X) = λX and div(X) = 0 is, by standard ellip-
tic estimates, necessarily real analytic. We use the words zero set and nodal set synonymously
throughout the text.
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Before stating our main theorem let us give two definitions used therein
Definition 2.1 (Real analytic 1-(sub)manifold with C1-endpoints). SupposeM is a 3-manifold.
Let L ⊂ M be a (not necessarily connected) subset of M which is equipped with a C1-atlas,
turning it into a 1-dimensional manifold with (possibly empty) boundary, such that the transi-
tion functions are all C1-diffeomorphisms and such that the restrictions of the transition func-
tions to the manifold interior of L are real analytic diffeomorphisms. We say that L is a real
analytically embedded 1-submanifold with C1-endpoints, if L is a C1-embedded 1-submanifold
of M and if the manifold interior int(L), with respect to the induced real analytic structure,
is a real analytically embedded submanifold of M . We say the endpoints are non-empty if the
manifold boundary of L is non-empty and we say the endpoints are non-present otherwise.
Definition 2.2 (Tame knots). Let M be a 3-manifold. A subset K ⊂ M is called a knot
if there exists a homeomorphism f : S1 → K. Now let M be equipped with a smooth
Riemannian metric g, then we call a knot K ⊂ M tame if there exists a continuous map
Γ : [0, l]→M for some l > 0 satisfying the following:
• Γ([0, l]) = K.
• Γ(0) = Γ(l) and Γ|[0,l) is injective.
• Γ ∈ C1([0, l],M) and Γ|(0,l) ∈ C∞((0, l),M).
• |Γ˙(s)|g = 1 for all s ∈ [0, l].
• 0 ≤ ∫ l0 κΓ(s)ds < +∞, where κΓ denotes the geodesic curvature of Γ.
We refer to
∫ l
0 κΓ(s)ds as the total geodesic curvature.
Remark: For the special case M = Ω ⊆ R3 being an open subset of standard Euclidean
space, equipped with the Euclidean metric, one easily checks that any tame knot in the sense
of definition 2.2 is of finite length and its unit tangent is of bounded variation. Hence if such
a tame knot according to our definition is viewed as a subset of R3, it follows from [21], [27]
that it is also tame in the classical sense, i.e. there exists an ambient isotopy of Euclidean
3-space transforming K to a polygonal knot, or equivalently into a smoothly embedded circle.
The idea to use bounded total curvature to obtain tame knots, in the Euclidean setting, was
introduced in [21]. Here we adapted this notion to our setting.
Theorem 2.3 (Main theorem, Structure of nodal sets of real analytic Beltrami fields). Let
M be a 3-manifold which is equipped with a smooth Riemannian metric. Suppose X ∈ Vω(M)
is a Beltrami field, which is not the zero vector field and define K := {p ∈ M |X(p) = 0}.
Then the Hausdorff dimension of K is either 0 or 1 and there exists a locally finite, countable
family of disjoint sets {A,L1, L2, . . . } such that
• K = A unionsq⊔n∈N Ln, where unionsq indicates that the union is disjoint.
• The set A is closed in M and is either empty or consists of isolated points.
• Each Ln is either empty or a (non-empty) analytically embedded, connected, 1-submanifold
without boundary. Further each Ln satisfies exactly one of the following conditions
– clos(Ln) = Ln, i.e. Ln is closed in M .
– clos(Ln) is a connected, real analytically embedded 1-submanifold with non-empty
C1-endpoints.
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– clos(Ln) \ Ln is non-empty and clos(Ln) is a tame knot.
If we let further I ⊆ A denote the isolated points of K, then K \ I = ⋃n∈N clos(Ln).
Let us state some simple implications
Corollary 2.4. Let M be a compact 3-manifold which is equipped with some smooth metric.
Suppose X ∈ Vω(M) is a Beltrami field, which is not the zero vector field and let K denote
the zero set of X and I denote the isolated points of K. Then I consists of at most finitely
many points and exactly one of the following two situations occurs
• K \ I = ∅.
• K \ I is non-empty and a finite union of tame knots and real analytically embedded
1-submanifolds with C1-endpoints (C1-)diffeomorphic to [0, 1] which intersect in at most
finitely many points.
Corollary 2.5. Let Ω ⊂ R3 be a bounded domain of the standard Euclidean 3-space
(equipped with the standard metric) and let X be a real analytic Beltrami field on Ω, which
is not the zero vector field. Suppose that dist (∂Ω,K) > 0, where K is the zero set of X
and the distance is the usual Euclidean distance. Then after removing at most finitely many
isolated points, the set K is either empty or is the finite union of tame knots and real analyt-
ically embedded 1-submanifolds with C1-endpoints, diffeomorphic to [0, 1], which intersect in
at most finitely many points.
As mentioned before if we view the tame knots in corollary 2.5 as knots in R3, then they
are also tame in the classical sense. Observe also that we do not make any kind of regularity
assumptions on the boundary of Ω. A more intuitive way of phrasing the results of corollary 2.4
and corollary 2.5 is to say that the zero sets consist of at most finitely many isolated points and
a finite collection of closed (∼= S1) and open (∼= [0, 1]) (well-behaved) strings, which intersect
each other in at most finitely many points.
Now let us turn to the second part of our results. To this end we make the following definition
Definition 2.6 (Torus knot, (Open) solid toroidal annulus). Let (p, q) ∈ N2 be (strictly)
positive integers which are coprime, then we define the map
Tp,q : R→ R3, t 7→ (cos(qt)(2 + cos(pt)), sin(qt)(2 + cos(pt)), sin(pt)) (2.1)
and call the image Tp,q := Tp,q(R) the (p, q)-torus knot.
Further we define
TA :=
{
(x, y, z) ∈ R3
∣∣∣∣14 < (√x2 + y2 − 2)2 + z2 < 94
}
, (2.2)
which we call (open) solid toroidal annulus.
See fig. 1 in example 4.1 at the end of the paper for an illustration of T2,3 and TA.
Our main result regarding the possible complexity of nodal sets of real analytic Beltrami fields
is the following.
Theorem 2.7. Let TA be the solid toroidal annulus, then given any (strictly) positive, co-
prime integers (p, q) ∈ N2 there exist countable infinitely many distinct real analytic metrics
(gp,q,k)k∈Z on TA and countable infinitely many distinct, real analytic vector fields (Xp,q,k)k∈Z
on TA such that
curlgp,q,k (Xp,q,k) = Xp,q,k for all k ∈ Z (2.3)
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with respect to the standard orientation on TA and such that
{x ∈ TA|Xp,q,k(x) = 0} = Tp,q for all k ∈ Z. (2.4)
The metrics gp,q,k and vector fields Xp,q,k can be explicitly expressed in terms of Cartesian
coordinates by means of elementary functions alone.
3 Proof of theorem 2.3
First let us recall that the order of a zero p of a given smooth vector field X is defined, after
fixing any chart µ around p, as the minimum of the orders of the zero µ(p) of the corresponding
local expressions Xj ◦ µ−1 of X. This definition is independent of the choice of chart. We
denote the order of a given zero p by Ω(p).
The proof consists of several steps, which we formulate as lemmas to increase readability
Lemma 3.1. Suppose we are in the setting of theorem 2.3, then there exists a countable,
disjoint family of sets {A,L1, L2, . . . } such that K = A unionsq
⊔
n∈N Ln and such that each of the
Ln is either empty or an analytically embedded 1-submanifold without boundary.
Proof of lemma 3.1: Given n ∈ N let Sn := {p ∈ K|Ω(p) = n} and observe that by analyt-
icity of X and since we assume it not to be the zero vector field
K =
⊔
n∈N
Sn, (3.1)
where
⊔
indicates that the union is disjoint. Fix any non-empty Sn. We claim that either
Sn consists entirely of isolated points or is a union of isolated points and a (non-empty and
not necessarily connected) real analytically embedded 1-submanifold without boundary. Fix
some p ∈ Sn and a coordinate chart µp : Up → Vp ⊆ R3 around p with µ(p) = 0 (one may
choose normal coordinates to simplify some calculations). By definition of Sn there exists
a multi-index |β| = n − 1 and some Xi with ((∂1∂βXi)(p), (∂2∂βXi)(p), (∂3∂βXi)(p)) 6= 0
and after possibly shrinking Up the gradient of this function never vanishes within Up. For
simplicity assume i = 1. We can then define the vector field
h :=
(
(∂βXj) ◦ µ−1p
)
ej : Vp → R3, (3.2)
where ej denote the standard basis vectors of R3. Consider the Jacobian
Mp := (Dh)(0). (3.3)
By choice of h we certainly have rank(Mp) ∈ {1, 2, 3}. On the other hand by applying ∂β to
both sides of the local expressions of curl(X) = λX and div(X) = 0, keeping in mind the
definition of Sn, one obtains
(∂ih
j)(0) = (∂jh
i)(0) for all 1 ≤ i, j ≤ 3 and (∂ihi)(0) = 0, (3.4)
where in the latter equation we use Einstein’s summation convention. The relations in (3.4)
contradict the assumption rank(Mp) = 1, so that we must have rank(Mp) ∈ {2, 3}. The details
of this argument are carried out in a paper, whose preprint version can be found on arXiv2 [p.
11, proof of 2nd part of proposition 2.8]. If the rank is 3, then the inverse function theorem
implies that, after possibly shrinking Up, 0 ∈ Vp is the unique solution of h(x) = 0 with x ∈ Vp.
2arXiv identifier: 2005.06590
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It follows from the definition of Sn that Sn ∩Up = {p}, i.e. p is an isolated point in this case.
Now Sn may consist of isolated points alone, then we are done. Thus let from now on Ln 6= ∅
denote the non-isolated points of Sn. Fix any p ∈ Ln, then by our previous arguments we must
have rank(Mp) = 2. We may assume that (∇h1)(0) and (∇h2)(0) are linearly independent,
where ∇ denotes the Euclidean gradient. Define hˆ : Vp → R2 x 7→ (h1(x), h2(x)), then Dhˆ(0)
has rank two and thus, after possibly interchanging the role of the coordinate axis, (∂2hˆ)(0)
and (∂3hˆ)(0) are linearly independent. It then follows from the real analytic implicit function
theorem [16, Theorem 2.3.5] that there exists an open interval 0 ∈ I ⊆ R and open subset
0 ∈W ⊆ R2 with I×W ⊆ Vp and a real analytic function φ = (φ1, φ2) : I →W with φ(0) = 0
and
∀ (t, x) ∈ I ×W : hˆ(t, x) = 0⇔ x = φ(t). (3.5)
After shrinking Up if necessary, we obtain Vp = I ×W . Further, since p ∈ Sn is not isolated,
there exists a sequence (pk)k ⊆ Sn \ {p} converging to p. Thus for all high enough indices we
have pk ∈ Sn ∩Up and by definition of Sn and due to (3.5) µp(pk) = (tk, φ(tk)). Observe that
tk 6= 0 for all such k since otherwise µp(pk) = (0, φ(0)) = (0, 0) = µp(p) and hence pk = p, a
contradiction. But since (pk)k converges to p and µp(p) = 0, there is a sequence (tk)k ⊂ I \{0}
converging to 0 with µp(pk) = (tk, φ(tk)). Now fix any multi-index |α| ≤ n− 1 and define the
functions
f jα := (∂
αXj) ◦ µ−1p ◦ (Id|I × φ) : I → R. (3.6)
Observe that the f jα are real analytic as compositions of real analytic functions. Further we
have by definition of Sn, f
j
α(0) = (∂αXj)(p) = 0 and f
j
α(tk) = (∂
αXj)(pk) = 0 for all k.
We conclude that the set {t ∈ I|f jα(t) = 0} has an accumulation point and since the f jα are
real analytic and I is an interval, we find f jα ≡ 0 on I for every 1 ≤ j ≤ 3 and multi-index
|α| ≤ n− 1. Now consider the set
lp := {q ∈ Up|(∂βX1)(q) = 0 = (∂βX2)(q)} (3.7)
and observe that q ∈ lp if and only if hˆ(µp(q)) = 0. We then conclude from (3.5) that
µp(q) = (t, φ(t)) for some suitable t ∈ I. Let |α| ≤ n− 1 be any multi-index, then
(∂αXj)(q) = ((∂αXj) ◦ µ−1p )(µp(q)) = ((∂αXj) ◦ µ−1p )(t, φ(t)) = f jα(t) = 0
by our previous findings. Hence Ω(q) ≥ n and by choice of Up we know that ∇
(
∂βX1
)
(q) 6= 0
for every q ∈ Up. Thus we must have Ω(q) = n and overall we obtain lp ⊆ Sn ∩ Up. The
converse implication follows trivially from the definition of Sn and lp, so that we arrive at
Sn ∩ Up = lp for some open neighbourhood Up around p. (3.8)
We can finally define ψp : I → lp, t 7→ µ−1p ((t, φ(t))), which gives rise to a homeomorphism
between I and the open subset lp = Sn ∩Up of Sn, where the inverse is given by pi1 ◦ µp, with
pi1 being the projection onto the first component. Observe that since ψp is a homeomorphism,
none of the points in Up ∩Sn are isolated points and so in fact we have Up ∩Sn = Up ∩Ln, so
that the maps ψp give rise to an atlas of Ln. It is easy to check that the transition functions
are real analytic and that the so obtained real analytic manifold Ln is in fact real analytically
embedded.
To conclude the proof of the first lemma, let An denote the set of isolated points of Sn, then
Sn = AnunionsqLn. We can further decompose Ln into its connected components Ln =
⊔
m∈NCm,n.
Define A :=
⊔
n∈NAn and identify the (Ln)’s with connected components Cn,m of the Ln, then
this gives us our countable, disjoint family with the claimed properties. 
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Lemma 3.2. The family of sets constructed in lemma 3.1 is locally finite and the set A
consists of isolated points alone and is a closed subset of M .
Proof of lemma 3.2: We will first prove that this family is locally finite. First note that
K ⊂ M is closed and therefore we may choose for any p ∈ M \ K the set M \ K as an
open neighbourhood not intersecting any family member. Thus let p ∈ K. It follows imme-
diately from definition that the order of a zero is locally nonincreasing, i.e. we can find an
open neighbourhood Up around p such that Ω(q) ≤ Ω(p) for all q ∈ Up ∩K. In other words
Up∩K ∩Sn = ∅ for every n > Ω(p). Now fix any 1 ≤ n ≤ Ω(p) and observe that by definition
of the sets Sn, they are all semianalytic (see [5] for a thorough introduction into this topic).
It then follows from [5, Corollary 2.7] that the family of connected components of the Sn are
locally finite. But An consists exactly of the isolated points of Sn, while we had shown in
the previous proof that for each q ∈ Ln there is an open set Vq such that Vq ∩ Sn = Vq ∩ Ln.
This implies that there exists an open set V of M with Sn ∩ V = Ln and therefore the
connected components of Ln give rise to connected components of Sn. Hence the family of
connected components of Ln is locally finite, i.e. we can find an open neighbourhood Un
around p such that at most finitely many of the connected components of Ln intersect Un.
Define U := Up ∩
⋂Ω(p)
n=1 Un, then U is an open neighbourhood around p which intersects only
finitely many of the connected components of the Ln for 1 ≤ n ≤ Ω(p) and hence also only at
most finitely many of the Lm. Since p ∈ K was arbitrary the family is indeed locally finite.
Now consider the set A and suppose that (pk)k ⊆ A is a sequence converging to some p ∈M .
We claim that there exists a subsequence of (pk)k which is entirely contained in some An and
that p ∈ An for the same n. To this end we observe that p ∈ K by closedness of K. Just like
before we can find an open neighbourhood Up of p such that A∩Up =
⊔Ω(p)
n=1 An∩Up and thus
at least one of these finitely many An must contain infinitely many members of the sequence
(pk)k. Fix any n with this property and denote the corresponding subsequence again by (pk)k.
Now let S˚
(d)
n for 0 ≤ d ≤ 3 denote the subsets of Sn which admit an open neighbourhood U
in M such that U ∩Sn is an analytically embedded d-dimensional submanifold of M , then by
[5, Theorem 7.2, Remark 7.3] and [20, Theorem 6.11] all these sets are semianalytic. By our
findings we have S˚
(3)
n = ∅, S˚(2)n = ∅, S˚(1)n = Ln and S˚(0)n = An. Therefore An is semianalytic
and p ∈ clos(An). Hence by the curve selection lemma, [19, Lemma 2.1], [20, Lemma 6.6], we
can in particular find a continuous curve γ : [0, δ) → M for some δ > 0 with γ(0) = p and
γ((0, δ)) ⊆ An. Since γ((0, δ)) is connected and An consists precisely of the isolated points
of Sn the image γ((0, δ)) is a single point. By continuity of γ this point must coincide with
p and hence p ∈ An, which proves the claim. In particular p ∈ A and hence A is a closed
subset of M . If we assume that p ∈ A is not an isolated point in A we can find a sequence in
A converging to p and consisting of distinct elements. But as we have seen we can extract a
subsequence and find some n such that the limit point p and the subsequence are contained in
An. But since An consists only of isolated points by definition all but finitely many elements
of the sequence must be equal to p, a contradiction. This concludes the proof. 
Lemma 3.3. Suppose we are in the setting of theorem 2.3 and let I be the set of all isolated
points of K, then K \I = ⋃n∈N clos(Ln), where the Ln are the sets constructed in lemma 3.1.
Proof of lemma 3.3: Every Ln is an analytically embedded 1-submanifold and so no Ln
contains an isolated point, i.e. Ln ⊆ K\I and since K is closed we also have clos(Ln) ⊆ K. We
then in addition have clos(Ln)\Ln ⊆ K \I and therefore clos(Ln) ⊆ K \I for every n. For the
converse implication fix any p ∈ K \I. By lemma 3.2 we know that the family {A,L1, L2 . . . }
is locally finite. Hence fix some open neighbourhood Up around p which only intersects finitely
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many of the Ln. Since p is not an isolated point of K we can find a sequence (pk)k, contained
in (K ∩ Up) \ {p}, which converges to p. Now if this sequence were to contain a subsequence
contained in A, then by closedness of A we would have p ∈ A and since A consists only of
isolated points that would imply that the corresponding subsequence is a constant sequence,
except for at most finitely many elements. This contradicts the choice of the original sequence.
Therefore, after removing at most finitely many elements if necessary, the sequence (pk)k is
contained in the union of finitely many Ln. Thus there must exist at least one Ln containing
a subsequence of (pk)k which converges to p, i.e. p ∈ clos(Ln) ⊆
⋃
n∈N clos(Ln). 
Lemma 3.4. The sets Ln constructed in lemma 3.1 satisfy the following: If clos(Ln) \ Ln is
non-empty, then it contains either exactly 1 or exactly 2 elements.
Proof of lemma 3.4: Fix any Ln with clos(Ln) \ Ln 6= ∅. Since M is Hausdorff and since
compact subsets of Hausdorff spaces are closed, we know that Ln is in particular not compact.
On the other hand we know that Ln is an analytically embedded 1-manifold without boundary.
Thus by the classification of 1-manifolds [22] we see that Ln is diffeomorphic to (0, 1). Let
ψ : (0, 1) → Ln, denote any fixed diffeomorphism. Now fix any p ∈ clos(Ln) \ Ln and let
(pk)k ⊂ Ln be any sequence in Ln converging to p. By definition of ψ there is a sequence
(tk)k in the open unit interval with pk = ψ(tk). After choosing a subsequence of (tk)k, we may
assume that it converges to some t within [0, 1] and since p is not contained in Ln, we must
have t ∈ {0, 1}. We assume from now t = 1, since the other case can be treated identically. We
claim that if (sk)k ⊆ (0, 1) is any other sequence converging to 1, then ψ(sk) ⊂ M converges
to p as well. Once this is shown lemma 3.4 will be proven. So let (sk)k be any such fixed
sequence and let (skm)m be any fixed subsequence of (sk)k. We will show that each such
subsequence admits yet another subsequence such that ψ(skmj )j converges to p. Then the
claim will follow. To simplify notation we write (sk)k instead of (skm)m. We already have
argued before that the Ln are semianalytic and hence all of their connected components are
semianalytic [5, Corollary 2.7]. From this one concludes that ψ
(
(0, 12)
)
and ψ
(
(12 , 1)
)
are
both semianalytic subsets of M . Now p ∈ clos (ψ ((12 , 1))) and so by the curve selection
lemma we can find some δ > 0 and a real analytic curve γ : (−δ, δ) → M with γ(0) = p and
γ((0, δ)) ⊆ ψ ((12 , 1)). This allows us to define the function
φ :
(
0,
δ
2
)
→
(
1
2
, 1
)
, t 7→ ψ−1(γ(t)). (3.9)
We claim that for any sequence (τl)l ⊂
(
0, δ2
)
, converging to 0, we can extract a subsequence
(τlm)m such that φ(τlm) converges to 1. So let (τl)l be such a sequence, then φ(τl) is bounded
and hence we can extract a subsequence (again denoted (τl)l) such that φ(τl) converges to some
element in
[
1
2 , 1
]
. But we have the equality γ(τl) = ψ(φ(τl)). By properties of γ the former
converges to p, which is not an element of Ln and thus φ(τl) must converge to 1. This proves
the claim. From this we in particular conclude that if we let J := φ
((
0, δ2
)) ⊆ (12 , 1), then
by continuity J must be an interval and by what we have shown 1 ∈ clos(J), i.e. J is a non-
degenerate interval. Now fix any null-sequence (τl)l for which φ(τl) converges to 1. We recall
that (sk)k was converging to 1 and so does any of its subsequences. So we can find for φ(τ1)
some k1 with φ(τ1) < sk1 since both sequences converge to 1 from below. But then we can also
find some τl2 with sk1 < φ(τl2). That way we may select subsequences of (τl)l and (sk)k, again
denoted in the same way, with φ(τ1) < s1 < φ(τ2) < s2 < . . . . Now observe that φ(τk) ∈ J
for every k and that J is a non-degenerate interval, i.e. [φ(τk), φ(τk+1)] ⊆ J for every k. By
construction of our subsequence we have sk ∈ [φ(τk), φ(τk+1)] ⊆ J , i.e. sk ∈ J for every k, and
by definition of J there exists for every k a σk ∈
(
0, δ2
)
with sk = φ(σk). We claim that after
extracting a subsequence, if necessary, the σk converge to 0. Since (σk)k ⊂
(
0, δ2
)
we can select
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any convergent subsequence (again denoted σk) and observe that γ(σk) = ψ(φ(σk)) = ψ(sk)
⇔ sk = ψ−1 (γ(σk)). Since γ ((0, δ)) ⊂ Ln, we see that if σk converges to some σ ∈
(
0, δ2
]
,
then (sk)k must converge to some element in (0, 1), a contradiction. Thus (σk)k converges to
0 and in conclusion ψ(sk) = γ(σk)→ γ(0) = p by properties of γ. 
Lemma 3.5. For each of the sets Ln, constructed in lemma 3.1, the closure clos(Ln) is either
a real analytically embedded 1-manifold with C1-endpoints or a knot.
Proof of lemma 3.5: If Ln is closed in M , the statement follows from lemma 3.1. Thus,
according to lemma 3.4, let clos(Ln) \ Ln = {p0, p1}, where we allow p0 = p1. As argued in
the previous proof there is a diffeomorphism ψ : (0, 1)→ Ln. If p0 6= p1 we can label them such
that there are sequences (tk)k, (sk)k in (0, 1) converging to 0 and 1 respectively with ψ(tk) and
ψ(sk) converging to p0 and p1 respectively. In case of p0 = p1 ≡ p, we may (after replacing
ψ by ψ(1 − ·) if necessary) assume that there exists a sequence (sk)k in (0, 1) converging to
1 with ψ(sk) converging to p. Now define C0 := ψ
((
0, 12
))
and C1 := ψ
((
1
2 , 1
))
, which are
semianalytic sets, and observe that p0 and p1 are contained in the respective closures if the
points are distinct or are contained in the closure of C1 if they coincide. Hence by the curve
selection lemma we may define the following real analytic curves
γ0/1 : (−δ, δ)→M, γ0/1(0) = p0/1 and γ0/1((0, δ)) ⊆ C0/1. (3.10)
Observe that after possibly shrinking δ we may assume that γ˙0/1(t) 6= 0 for all 0 < |t| < δ,
since otherwise the real analyticity of the γ0/1 implies that the curves must be constant,
contradicting the fact that p0/1 is not contained in Ln. In a similar spirit one can argue that
there must be some δ > 0 such that γ0/1|[0,δ) is injective. We observe that this implies that
the maps
γ0/1 :
[
0,
δ
2
]
→ γ0/1
([
0,
δ
2
])
, (3.11)
are continuous bijections from a compact space into a Hausdorff space and therefore are home-
omorphisms. In particular the restrictions γ0/1|[0, δ2) are homeomorphisms onto their images.
Case 1: Assume there does not exist a sequence (tk)k in (0, 1) converging to 0, such that
ψ(tk) converges to p1. We claim that under this assumption, the set γ1
([
0, δ2
))
is an open
subset of clos(Ln). Observe that if clos(Ln) \ Ln consists of two points, then the assumption
is necessarily satisfied. Further note that the images of the maps in (3.11) are disjoint since
C0 and C1 are disjoint. So for the upcoming arguments it is enough to consider γ ≡ γ1, since
identical arguments apply to γ0.
We observe first that γ : (0, δ) → Ln is smooth and by choice of δ its derivative is nowhere
vanishing. Thus the inverse function theorem implies that γ is an open map and in particular
γ
((
0, δ2
))
is an open subset of Ln. In addition clos(Ln) \ Ln consists of finitely many points
and hence is a closed subset of clos(Ln), i.e. Ln is an open subset of clos(Ln) and thus overall
γ
((
0, δ2
))
is an open subset of clos(Ln). On the other hand consider the following map
Ψ : (0, 1]→ clos(Ln), t 7→
{
ψ(t) 0 < t < 1
p1 t = 1
and observe that for any 0 <  < 1 we have the equality
Ψ((, 1]) =
{
clos(Ln) \ (ψ((0, ]) ∪ {p0}) if p0 6= p1
clos(Ln) \ ψ((0, ]) p0 = p1
. (3.12)
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It follows from similar arguments as in the proof of lemma 3.4 that (ψ((0, ]) ∪ {p0}) is closed
in clos(Ln) in the first case and, given our assumption, that ψ((0, ]) is closed in clos(Ln) in
the second case. In addition one can also argue similarly that for 0 <  < 1 close enough to 1
we have the inclusion Ψ((, 1]) ⊆ γ ([0, δ2)). Now fix any such  with this property and observe
γ
([
0,
δ
2
))
= Ψ((, 1]) ∪ γ
((
0,
δ
2
))
,
where the latter is an open set of clos(Ln) and where Ψ((, 1]) is open as the complement of a
closed subset, (3.12). Hence according to (3.11) we see that γ|[0, δ2) defines a homeomorphism
onto an open subset of clos(Ln).
Recall that we fixed δ such that γ˙(t) 6= 0 for all 0 < t < δ, but did not exclude the possibility
that γ˙(0) = 0. To address this, we can find by real analyticity of γ a natural number N ∈ N,
such that the following map
γ˜ :
[
0,
(
δ
2
)N)
→M, s 7→ γ( N√s) (3.13)
is C1 up to the boundary and satisfies ˙˜γ(0) 6= 0. By the chain rule we see that in fact ˙˜γ never
vanishes on
[
0, ( δ2)
N
)
and that it still defines a homeomorphism onto an open subset. Note
also that γ˜ is always real analytic away from zero. We can then fix γ˜ as a chart around p1
and equip Ln with the atlas constructed in the proof of lemma 3.1. If p0 6= p1 we can find a
chart around p0 in exactly the same way as we did for p1. Keeping in mind that ˙˜γ(s) 6= 0 for
all 0 ≤ s < ( δ2)N it is straightforward to confirm that clos(Ln) equipped with these charts is a
real analytically embedded 1-manifold with C1-endpoints whose manifold boundary coincides
with clos(Ln) \ Ln.
Case 2: Suppose there exists a sequence (tk)k in (0, 1) converging to 0 such that ψ(tk) con-
verges to p1. It then follows from the same arguments as in the proof of lemma 3.4 that we
must have p0 = p1 ≡ p and that the following map
Ψ : [0, 1]→M, t 7→
{
ψ(t) 0 < t < 1
p t = 0, 1
(3.14)
is continuous. It follows immediately from construction that Ψ|[0,1) is injective and hence it
descends to a homeomorphism f : S1 → Ψ([0, 1]) = clos(Ln), which proves that clos(Ln) in
this case is indeed a knot. 
Lemma 3.6. In the situation of case 2 of the previous proof, the corresponding knot clos(Ln)
is tame in the sense of definition 2.2.
Proof of lemma 3.6: Observe that since we are in case 2 of the previous step, we have
clos(Ln) \ Ln = {p} and p ∈ clos(C0) ∩ clos(C1), see (3.10). Thus we may define two real
analytic curves γ0/1 with the same properties as in (3.10). We set γ ≡ γ1 since the other case
may be treated identically. By what we had shown, after choosing δ small enough, we know
that γ
((
0, δ2
))
is an open (and connected) subset of Ln. If we let again ψ denote our fixed
diffeomorphism from (0, 1) to Ln, we see that ψ
−1 (γ ((0, δ2))) is a connected, non-empty and
open subset of
(
1
2 , 1
)
, since γ maps into C1, (3.10), and hence is an open interval. If we just
like in the proof of lemma 3.4 define the function φ, 3.9, then J := φ
((
0, δ2
))
is an open
interval and by our findings in the proof of lemma 3.4 we know that 1 ∈ clos(J). Therefore
there exists some 12 ≤ 1 < 1 with J = (1, 1). Recall that δ was chosen so small that γ|[0,δ) is
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injective. One can then argue in the same fashion as in the proof of lemma 3.4 that we must
have γ
(
δ
2
)
= ψ(1). Thus after possibly shrinking δ a little bit further we may assume 1 >
1
2 .
We can finally replace γ by its regularised version γ˜ = γ( N1
√·) for a suitable N1 ∈ N, where
γ˜ is C1- up to the boundary, injective, has nowhere vanishing differential and is real analytic
on the interior
(
0,
(
δ
2
)N1)
. An identical argument provides us with a corresponding map γ˜0
with image γ˜0
((
0,
(
δ
2
)N0))
= ψ((0, 0)) for a suitable 0 < 0 <
1
2 < 1 < 1, with γ˜0(0) = p
and γ˜0
((
δ
2
)N0)
= ψ(0). Thus the following curve
γˆ : [0, 1]→M, t 7→

γ˜0
((
δ
2
)N0 t
0
)
0 ≤ t ≤ 0
ψ(t) 0 ≤ t ≤ 1
γ˜1
((
δ
2
)N1 1−t
1−1
)
1 ≤ t ≤ 1
(3.15)
is continuous by the gluing lemma. By construction γˆ|[0,1) is injective, γˆ(0) = p = γˆ(1) and
γˆ([0, 1]) = clos(Ln). Further it is piecewise C
1 and piecewise smooth away from 0 and 1.
In order to prove that clos(Ln) is tame, we will consider the arc-length parametrisation Γ of
γˆ. Define the function s : [0, 1] → [0, l], τ 7→ ∫ τ0 | ˙ˆγ(t)|gdt with l := ∫ 10 | ˙ˆγ(t)|gdt < +∞. This
function is strictly monotonically increasing and onto, hence has an inverse s−1 : [0, l]→ [0, 1]
and we define Γ := γˆ◦s−1 : [0, l]→M . Observe that Γ preserves the properties of γˆ, i.e. Γ|[0,l)
is injective, Γ(0) = Γ(l), Γ([0, l]) = clos(Ln) and Γ is piecewise C
1 and piecewise smooth away
from 0 and l. We define for convenience s0 := s(0) and s1 := s(1). By definition we have
|Γ˙(τ)|g = 1 for all 0 ≤ τ ≤ l, where this equality holds for both (a priori possibly distinct)
limits at the points s0 and s1. We claim that Γ|(0,l) is smooth. It is obviously enough to
establish smoothness in s0 and s1. We will show smoothness in s0, since the other case can
be treated identically. Define the following function
σ : I := (0 − , 0 + )→ R, t 7→
∫ 0
0
| ˙ˆγ(τ)|gdτ +
∫ t
0
|ψ˙(τ)|gdτ,
where  > 0 is so small that I ⊂ (0, 1). Observe that σ is smooth and strictly increasing,
hence has a smooth inverse σ−1 : I˜ → I, which is again strictly increasing and where I˜ = σ(I)
is an open interval containing σ(0) = s(0) = s0. By definition of σ we therefore find
σ−1(τ) = s−1(τ) for all τ ≥ s0. We define
Γ˜+ := ψ ◦ σ−1 : I˜ →M (3.16)
and observe that for all τ ∈ I˜ with τ ≥ s0 we have Γ˜+(τ) = ψ(σ−1(τ)) = (ψ ◦ s−1)(τ) = Γ(τ),
where we used the strict monotonicity, i.e. s−1(τ) ≥ s−1(s0) = 0. Thus if we write I˜ =
(s0−sl, s0+s+) for suitable sl, s+ > 0 we see that Γ˜+ is a smooth extension of Γ|[s0,s0+s+) =: Γ+
which satisfies
∣∣∣ ˙˜Γ+∣∣∣
g
= 1 on all of I˜ by construction. Similarly we can find a suitable s− > 0
and a smooth extension Γ˜− of Γ− := Γ|(s0−s−,s0] to some open interval I˜ around s0 and which
satisfies
∣∣∣ ˙˜Γ−∣∣∣
g
= 1 at all points and Γ˜−(I˜) ⊆ γ0((0, δ)) ⊆ ψ((0, 1)). Since Ln is smoothly
embedded in M , we may view Γ|(0,l) as a map into Ln and show that it is smooth. Then
smoothness as a map into M follows automatically. Thus take ψ as a global chart of Ln
and consider the coordinate expressions Γ˜±,loc := ψ−1 ◦ Γ˜±. By choice of Γ˜± we know their
tangent at s0 is normalised and the corresponding tangent space is 1-dimensional because
these curves are contained in Ln. Assume for the moment that the tangents at s0 point in
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opposite directions, i.e. ˙˜Γ−,loc(s0) = − ˙˜Γ+,loc(s0). Then using a Taylor expansion around
τ = 0 for 0 < τ small enough we find
Γ˜−,loc(s0 − τ) = Γ˜−,loc(s0)− ˙˜Γ−,loc(s0)τ + ¨˜Γ−,loc(ξ)τ
2
2
= Γ˜−,loc(s0) +
˙˜Γ+,loc(s0)τ +
¨˜Γ−,loc(ξ)
τ2
2
for some s0 − τ ≤ ξ ≤ s0. Observe that Γ˜+,loc(s) = σ−1(s) by (3.16) and the choice of chart.
Hence ˙˜Γ+,loc(s0) > 0. In addition we take τ > 0 and the term
¨˜Γ−,loc(ξ) can be uniformly
bounded in τ for τ smaller than a fixed threshold. We conclude that for 0 < τ small enough
we have ˙˜Γ+,loc(s0)τ +
¨˜Γ−,loc(ξ) τ
2
2 > 0 and since Γ˜− is an extension of the restriction of Γ we
compute Γ˜−,loc(s0) = 0 and arrive at
Γ˜−,loc(s0 − τ) > 0 for all small enough τ > 0. (3.17)
On the other hand since Γ˜− is an extension of Γ− and since s0− τ < s0 we have Γ˜−(s0− τ) =
Γ(s0 − τ) = γˆ(s−1(s0 − τ)). Note that s−1 is strictly increasing and s−1(s0) = 0, thus
Γ˜−(s0−τ) ∈ γ0
((
0, δ2
))
= ψ((0, 0)) by definition of γˆ and 0. Thus we find 0 < Γ˜−,loc(s0−τ) <
0, which contradicts (3.17). We conclude that both tangent vectors at s0 must point in the
same direction and due to the normalisation condition already coincide. Since Γ˜± are exten-
sions of the left and right restriction of Γ respectively we see that Γ is C1 on [0, l]. In order
to establish smoothness we will show that Γ˜+ and Γ˜− coincide on some open neighbourhood
around s0, which will imply that Γ coincides locally around s0 with these smooth curves, i.e.
is itself smooth around s0. To see this we assume for the moment that there does not exist an
open neighbourhood around s0 such that Γ˜±,loc differ by only a constant on this neighbour-
hood. Then we can find a sequence (τn)n converging to s0 such that
˙˜Γ+,loc(τn) 6= ˙˜Γ−,loc(τn)
and due to the normalisation and one dimensionality of the tangent space we must have
˙˜Γ+,loc(τn) = − ˙˜Γ−,loc(τn) for all n. Then a continuity argument in combination with the already
established fact that ˙˜Γ+,loc(s0) =
˙˜Γ−,loc(s0) implies
˙˜Γ+,loc(s0) = − ˙˜Γ−,loc(s0) = − ˙˜Γ+,loc(s0),
i.e. ˙˜Γ+(s0) = 0, which contradicts the normalisation condition. Thus indeed in a small enough
neighbourhood around s0 both local expressions of the extensions differ by at most a constant.
However we readily check that Γ˜+,loc(s0) = 0 = Γ˜−,loc(s0) and hence this constant must be
0. This shows that Γ|(0,l) ∈ C∞((0, l),M).
In order to establish the tameness of the knot clos(Ln) it is left to show that Γ has a fi-
nite total geodesic curvature. For notational simplicity we will simply write κ instead of κΓ
for the geodesic curvature of Γ. We observe that since Γ is smooth on the interior we have
κ ∈ C0([a, b],R) for every 0 < a < b < l and therefore it is enough to prove the existence
of such a, b which satisfy
∫ a
0 κds,
∫ l
b κdτ < ∞. We will establish the existence of a, since the
other case may be treated similarly. We recall the definition κ(τ) =
∣∣∣DtΓ˙(τ)∣∣∣
g
, i.e. κ is the
length of the acceleration vector of Γ, which in local coordinates can be expressed as
DtΓ˙(τ) =
(
Γ¨i(τ) + Γ˙j(τ)Γ˙k(τ)Γijk(Γ(τ))
)
∂i(Γ(τ)),
where Γijk denotes the Christoffel symbols of the Levi-Civita connection. Now if we fix any
chart (µ,U) around p = Γ(0) with µ(p) = 0 and if we choose a small enough, then Γ([0, a]) ⊂
U . Now using the relation 2αβ ≤ α2 + β2, that Γ ∈ C1([0, l],M), that the metric is smooth
and that Γ([0, a]) is compact, we can find a constant c > 0 with
κ(τ) ≤ c
(
1 +
3∑
i=1
|Γ¨i(τ)|
)
for all 0 ≤ τ ≤ a. (3.18)
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Thus (3.18) shows that it is enough to estimate
∫ a
0 |Γ¨i(τ)|dτ for 1 ≤ i ≤ 3. So fix any such i
and recall that Γ = γˆ ◦ s−1. Since s−1 is strictly monotonically increasing we may choose a so
small that s−1(τ) < 0 for all 0 ≤ τ ≤ a so that we are in the first case of the definition of γˆ,
(3.15), where we from now on set ˆ˜γ(t) := γ˜0
((
δ
2
)N0 t
0
)
. We recall that by construction γ˜0 is
C1 up to the boundary and has a nowhere vanishing tangent. Then an explicit computation
of Γ¨i by means of the chain rule allows us to estimate
|Γ¨i(τ)| ≤ C
(
1 +
3∑
k=1
|¨ˆγ˜k(s−1(τ))|
)
, (3.19)
for a suitable C > 0 independent of τ . Hence it is enough to estimate
∫ a
0 |¨ˆγ˜k(s−1(τ))|dτ
for 1 ≤ k ≤ 3. To this end we perform a change of variables and can uniformly bound the
Jacobian determinant since γ˜0 is C
1 up to the boundary. We are eventually left with showing
that
∫ ta
0 |¨˜γk0 (t)|dt < +∞ for suitably small ta or equivalently that
∫ ta
0
√∑3
k=1 |¨˜γk0 (t)|2dt is
finite. To see this we have to be precise about how exactly the constant N0 in the definition
of (3.15) was chosen, see also the defining equation (3.13). We recall that γ0 is a real analytic,
non-constant curve defined on some open interval around 0 with γ0(0) = p. In our local
coordinates it can be expressed for 0 ≤ |t|  1 as a convergent power series of the form
(µ ◦ γ0)(t) =
∞∑
k=1
akt
k, with ak ∈ R3 (3.20)
and where we used µ(γ0(0)) = µ(p) = 0. Since γ0 is not constant there must be a smallest
(strictly) positive integer N0 with aN0 6= 0, which is exactly our choice of N0. Setting ~˜γ0 :=
(γ˜10 , γ˜
2
0 , γ˜
3
0), we compute for t > 0 and with the definition of N0 in mind
~¨˜γ0(t) =
∞∑
k=1
aN0+k
k
N0
(
k
N0
+ 1
)
t
k
N0
−1
and consequently we can estimate by the triangle inequality
|~¨˜γ0(t)|2 ≤
∞∑
k=1
|aN0+k|2
k
N0
(
1 +
k
N0
)
t
k
N0
−1
for all 0 < t 1. (3.21)
Since Σn(t) := χ(0,ta)(t)
∑n
k=1 |aN0+k|2 kN0
(
1 + kN0
)
t
k
N0
−1
, where χ denotes the characteristic
function, is a sequence of nonnegative, measurable functions which is monotonically increasing,
we obtain by monotone convergence∫ ta
0
|~¨˜γ0(t)|2dt ≤
∫ ta
0
∞∑
k=1
|aN0+k|2
k
N0
(
1 +
k
N0
)
t
k
N0
−1
dt
=
∞∑
k=1
∫ ta
0
|aN0+k|2
k
N0
(
1 +
k
N0
)
t
k
N0
−1
dt =
∞∑
k=1
|aN0+k|2
(
1 +
k
N0
)
t
k
N0
a < +∞
for ta small enough. This shows the finiteness of the total geodesic curvature. Thus the last
step is concluded and the proof of theorem 2.3 complete. 
Keeping in mind the classification of 1-manifolds, [22], corollary 2.4 and corollary 2.5 are
direct consequences of theorem 2.3. 
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4 Proof of theorem 2.7
In order to prove this result we start with a slight modification of the ABC-flows. To this end
define T := R/(2piZ)×R/(2piZ)×(12 , 32) and equip it with its standard differentiable structure
and the flat metric gF . This turns T into an orientable, real analytic 3-dimensional manifold
without boundary with a real analytic metric. We denote elements P ∈ T by P = ([x], [y], z),
where [·] denotes the induced equivalence class. We then define
ψ : T → TA, P = ([x], [y], z) 7→ (cos(x)(2 + z cos(y)), sin(x)(2 + z cos(y)), z sin(y)) , (4.1)
where TA is the solid toroidal annulus defined in (2.2). One readily checks that ψ is well-
defined and a real analytic diffeomorphism onto TA. Since TA is an open subset of R3 it has a
standard orientation and we choose the orientation on T such that ψ is orientation preserving.
We now define the following vector field B on T which is expressed in Cartesian coordinates
by
B(P ) := (cos(z − 1)− cos(y), sin(1− z),− sin(y)) for P = ([x], [y], z). (4.2)
One easily verifies that B is an eigenvector field of the curl operator on (T , gF ), corresponding
to the eigenvalue +1 with respect to the chosen orientation. Further one can confirm by direct
calculations that
N := {P ∈ T |B(P ) = 0} = R/2piZ× {[0]} × {1}. (4.3)
Our construction proceeds as follows. Suppose we are given (p, q) ∈ N2, a pair of (strictly)
positive coprime integers, then we denote by b0, d0 ∈ Z the pair of integers generated by
the extended Euclidean algorithm, which satisfies pb0 + qd0 = 1. Given k ∈ Z we define
bk := b0 + kq and dk := d0 − kp so that pbk + qdk = 1 for all k ∈ Z. We observe that the
following map
fp,q,k : T → T , ([x], [y], z) 7→ ([qx− bky], [px+ dky], z) (4.4)
gives rise to a real analytic, orientation preserving diffeomorphism and we make the following
definitions
Xp,q,k := (ψ ◦ fp,q,k)∗B and gp,q,k := ((ψ ◦ fp,q,k)−1)#gF , (4.5)
where ·∗ denotes the pushforward and ·# denotes the pullback. Observe that all diffeomor-
phisms involved are orientation preserving and real analytic and that B is real analytic as
well. Hence the above defined quantities are all real analytic and by construction of the Xp,q,k
they are eigenfields of curl, with respect to gp,q,k and the standard orientation, corresponding
to the eigenvalue +1. Further their zero set is by construction precisely given by
{(x, y, z) ∈ TA|Xp,q,k((x, y, z)) = 0} = (ψ ◦ fp,q,k)(N ) = Tp,q,
by (4.3), definition 2.6 and direct calculation. This proves properties (2.3) and (2.4). As for
the explicit expressions one computes the following. Let
Mp,q,k :=
 d2k + p2 dkbk − pq 0dkbk − pq b2k + q2 0
0 0 1
 and D(x, y, z) :=
 −
y
r2
x
r2
0
− xz
rR2
− zy
rR2
(r−2)
R2
x(r−2)
rR
y(r−2)
rR
z
R
 , (4.6)
where r :=
√
x2 + y2 and R :=
√
(r − 2)2 + z2. Then gp,q,k is represented in Euclidean
coordinates by the matrix
gp,q,k(x, y, z) = D
Tr(x, y, z) ·Mp,q,k ·D(x, y, z), (4.7)
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where · indicates the standard matrix multiplication. It follows easily from (4.7) that the
metrics are indeed distinct for different values of k since the matrix D(x, y, z) is invertible
for all points in TA. As for Xp,q,k we have the following: Given (x, y, z) ∈ TA we define
P = ([a], [c], t) := ψ−1((x, y, z)), then we have the expression
Xp,q,k(x, y, z) =
(
qX1p,q(P )− bkX2p,q(P )
)−yx
0

+
(
pX1p,q(P ) +X
2
p,q(P )dk
)− zxr− zyr
r − 2
+X3p,q(P )
x(r−2)rRy(r−2)
rR
z
R
 , (4.8)
where r = r(x, y, z) and R = R(x, y, z) are defined as before and whereX1p,q(P )X2p,q(P )
X3p,q(P )
 :=
cos(R(x, y, z)− 1)− (cos(qc) cos(pa) + sin(qc) sin(pa))sin(1−R(x, y, z))
cos(qc) sin(pa)− sin(qc) cos(pa)
 . (4.9)
Observe that p and q are positive integers and hence by means of standard trigonometric
identities it is always possible to express the quantities cos(qc), cos(pa), sin(qc), sin(pa) as
polynomials in the variables cos(a), sin(a), cos(c), sin(c) for which we have the following iden-
tities in terms of Cartesian coordinates
cos(c) =
r − 2
R
, sin(c) =
z
R
, cos(a) =
x
r
, sin(a) =
y
r
, (4.10)
with the usual functions r = r(x, y, z) and R = R(x, y, z). Thus we obtain from (4.8)-(4.10)
an explicit expression for the Xp,q,k in terms of Cartesian coordinates, which involves only
elementary functions. Lastly note that by properties of the pushforward and since ψ is a
diffeomorphism, the constructed vector fields Xp,q,k are all distinct if and only if the vector
fields (fp,q,k)∗B are all distinct, which is easy to verify. This concludes the proof of theorem 2.7.

Example 4.1 (The trefoil knot). The simplest, non-trivial torus knot is the (p, q) = (2, 3)
torus knot, also known as the trefoil knot. From the Euclidean algorithm we get b0 = −1,
d0 = 1 and by means of trigonometric identities, as described above, we can compute the
quantities Xj2,3 in (4.9), omitting the arguments, to be
X12,3 = cos(R−1)+3
x2z2(r − 2)
r2R3
+
r − 2
R
(
y2
r2
(
2− 5 z
2
R2
)
− (r − 2)
2
R2
)
−2xyz
r2R
(
4
(r − 2)2
R2
− 1
)
X22,3 = sin(1−R)
X32,3 =
x2z3
r2R3
+
z
r
(
y2
r2
(
7
(r − 2)2
R2
− 1
)
− 3(r − 2)
2
R2
)
+ 2
xy(r − 2)
r2R
(
1− 4 z
2
R2
)
,
where as usual r =
√
x2 + y2 and R =
√
(r − 2)2 + z2. By definition we have bk = 3k−1 and
dk = 1− 2k, so that we obtain an exact expression for the family of vector fields X2,3,k all of
whose zero sets are given by the same trefoil knot. Figure 1 depicts the corresponding zero
set as a subset of the solid toroidal annulus TA, which is a solid torus from whose interior a
smaller solid torus was cut out.
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Figure 1: The zero set of the vector fieldsX2,3,k in blue lying within the solid toroidal annulus,
depicted in yellow
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