A virtual auditory space can be presented to a listener based on binaural synthesis using head-related transfer functions (HRTFs) that are obtainable by measurements or numerical simulations. Due to hardware complexity, HRTF measurements are typically made for a fixed source distance though they are used in binaural synthesis for variable source distances. However, it is known that HRTFs depend on source distance especially for proximal sources for distance less than 1 m. So it is possible that binaural synthesis with HRTFs for a fixed source distance may result in degradations for proximal sound image perception. In this paper, experiments were performed to examine how the use of distantvariant or -invariant HRTFs affect the perception of a proximal sound source in a virtual auditory space in which the listener's motion is compensated by head tracking. HRTFs for source distances up to 1 m, in 5 cm steps, are numerically simulated using the boundary element method. Results show the difference between presented and perceived source distances being significantly smaller when distance-variant HRTFs were used. This indicates that the use of HRTFs corresponding to actual sound source position leads to accurate perception of a proximal source.
INTRODUCTION
Virtual auditory space (VAS) can be presented to a listener with binaural synthesis, namely signal processing with head-related transfer functions (HRTFs) that represent acoustical transfer functions between sound sources and both ears of a listener.
It has been reported that dynamic cues produced by head rotation greatly improve a performance of sound localization [1] . Furthermore, they facilitate localization performance even with non-personalized HRTFs [2] . As these works indicate, dynamic auditory cues are essential for accurate peception of an auditory space, and, therefore, compensation of changes in auditory inputs caused by listener's motion plays an important role in presenting realistic virtual auditory space. This fact accelerated a development of VAD that is capable of responding to head rotation and movement of a listener using head-tracking devices [3, 4] . Such VAD is called dynamic VAD (DVAD) in this work.
Conventional VADs and DVADs utilized a set of HRTFs for a fixed source distance, e.g. [5] , because an HRTF measurement is generally limited for a fixed source distance, typically between 1 and 2 m from a head center [6, 7, 8, 9] . However, it has been shown that an HRTF varies markedly with a source distance especially less than 1 m from a head center [10, 11] . Therefore, it is possible that, in VADs and DVADs, a use of HRTFs for a fixed source distance may degrade the VAS quality when presenting proximal sound sources, which would be important for a virtual presentation of nearby speakers or sound sources in tele-communication and tele-presence systems.
Although a use of HRTFs corresponding to the source distance in a DVAD leads to an enhancement of the physical accuracy of presented VAS, its perceptual effects are yet to be revealed. This work investigates how a use of HRTFs varying with the source distance, instead of HRTFs for a fixed source distance, affects the perception of a virtual sound source presented by a DVAD. An HRTF data set used in the DVAD is numerically calculated by the boundary element method (BEM) [16] . In the BEM simulation, a sound source was located at a distance between 0.15 and 1 m from the head center with 5-cm increments and at every 1-degree azimuthal angle. The simulation provided head-related impulse responses (HRIRs) of 128-pt signal length at 44.1-kHz sampling rate. Although the system is able to detect both translation and rotation, i.e, six degrees-of-freedom, of a listener's head, only a horizontal translation and a yaw rotation were reflected in presenting a virtual auditory space because available HRTFs are only for sound sources in the horizontal plane in this work.
VIRTUAL AUDITORY DISPLAY
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System Latency
In binaural synthesis, a system latency arises due to sensing device, data communication, and signal processing. Such latency may degrade the reality of a presented virtual auditory space. Major latencies involved in the DVAD are 33 ms due to depth image updating interval of Kinect, 8 ms due to posture angles updating interval of MDP-A3U9S, 3 ms due to 128-pt block size for convolution, and 20 ms due to audio signal output to the DA converter. Therefore, the system has approximately 30 ms of latency until changes in a listener's head posture angle are reflected to audio signal, which does not exceed a detectable system latency for sound localization [3] , i.e. 50-80 ms. Furthermore, although the audio signals reflect a change in a listener's head position more than 50 ms after it occurs, latencies due to head movement were not perceived by listeners in an experiment described below.
SOUND SOURCE SEARCH EXPERIMENT
A subjective experiment was performed to examine an accuracy in sound source search task in a VAS by using HRTFs for a fixed source distance and those for various source distances.
Method
10 subjects between 21 and 34 of age participated in the experiment performed in an ordinary room (4.7×3.7×2.6 m, background noise level: 35 dB). A set of HRTFs of one subject were generated by BEM simulation and his own head shape [16] , which were used for all the subjects. A source signal was a white noise. With dummy-head (SAMRAI, KOKEN) measurement, synthesized binaural signal resulted in 55 dB of sound pressure level when the binaural signals were synthesized with HRTFs for a source locating at frontal direction and 1-m distance from a center of listener's head. HRTFs convolved with the source signal were updated at every 1-deg azimuthal angle and every 5-cm distance. Synthesized binaural signals were attenuated according to source distance. As demonstrated in Fig. 2 , two sets of HRTFs were used, i.e. HRTFs for 1-m source distance and those for various source distances, respectively labeled as Invariant and Variant conditions. In both conditions, HRTFs for 1-m source distance were used to present sound sources whose distance is greater than 1 m.
One session consisted of 20 trials including ten source locations and two HRTF conditions in a randomized order. Three sessions were performed, resulting in 60 trials in total. The subjects were instructed to search a sound source position by moving freely, but limited to a horizontal translation, in the room and rotate their head freely in yaw direction, to place their right hand at perceived sound source position, and, then, to touch a touch panel of the iPod touch (Apple). Then, a position of their right hands detected by Kinect were recorded at that moment. A position of their heads was also recorded.
Results
Distance errors E dist in meter were calculated from presented and perceived sound source positions. Furthermore, as demonstrated in Fig. 3 , depth errors E depth in meter and angle errors E θ in degree were calculated with respect to the head position. Figure 4 depicts the values of E dist , E depth , and E θ averaged over 10 subjects. The respective ordinates represent E dist , E depth , and E θ , and error bars indicate 95% confidence intervals. A two-sided t-test shows that E depth for Variant is significantly smaller than that for Invariant (p < .05) whereas E dist and E θ have no significant difference between two conditions. Furthermore, most of the subjects reported that they perceived sound images as a point source in Variant; they, however in Invariant, perceived ambiguous sound images which were relatively difficult to localize compared to Variant.
SOUND SOURCE WIDTH PERCEPTION
In the previous experiment, most of the subjects reported that they perceived sound images as a point source in Variant whereas they perceived ambiguous sound images in Invariant. This implies that Variant and Invariant conditions could lead to different perceived image of sound source not only in its position but also in source shape and size. Therefore, a subjective experiment was performed to clarify effects of HRTF conditions on perceived source width, which would 
Method
Experimental conditions, such as subjects, place, HRTFs used, and stimuli, were same as the previous experiments. Stimuli were randomly presented with two sound source positions and two HRTF conditions, namely Invariant and Variant, resulting in 20 trials in total. The subjects were seated on a chair at 2.5 m away in front of Kinect and had iPod touch in their right hand. Presented source positions were front and right with 0.2 m distance from the head center.
The subjects were allowed to move their heads but forced to sit down on the chair. The subjects were asked to locate their right hand at right and left edge of perceived sound image and tap a touch panel of iPod touch one after another. A position of the right hand was recorded by Kinect when the subject tapped the touch panel. Figure 5 demonstrates averages of perceived source width, namely a distance between two perceived edges of sound image. The result show that the perceived source width is smaller for Variant condition than in Invariant condition for frontal source while it is larger in lateral source; a paired t-test shows no significant difference between two HRTF conditions in both 
Results
DISCUSSIONS
Considering that HRTFs for a point source were used, the reports given by most of the subjects for the sound source search experiment imply that sound images were perceived more accurately by using the distant-variant HRTFs. However, the sound source width perception experiment did not show significant differences in perceived source width between two HRTF conditions. These results indicates that another measure would be required for clarification of a perceptual difference between two HRTF conditions.
In the sound source search experiment, a set of HRTFs numerically simulated for one subject was used for all the subjects; namely, non-individualized HRTFs were used for 9 subjects out of 10. Generally, it is known that a use of non-individualized HRTFs degrades sound localization performance [17] in a VAS. However, the experimental result shows no consistent difference in the performance of sound source search between the subject with individualized HRTFs and other subjects with non-individualized HRTFs. In fact, some of the subjects with non-individualized HRTFs showed better results than the subject with individualized HRTFs, thereby indicating that the averaged results among all the subjects shown in Fig. 4 are not affected by the subject with individualized HRTFs. Furthermore, the result in this work implies that individualized HRTFs would not be necessarily required in a VAS in which a listener can move and rotate his/her head, at least to achieve good performances in a sound source search task.
CONCLUSIONS
It has been reported that head movement and rotation improve a performance of localization of source direction greatly. In fact, in a virtual auditory space in which a listener is able to move and rotate their head freely, source direction can be easily localized with high accuracy. However, the experimental result in this work suggests that a source position, especially its depth, of virtual sound sources are perceived even more accurately by using HRTFs for various source distance compared to those for a fixed source distance. Future works would be an quantitative evaluation of perceived sound source shape or size as well as its effects on a realistic rendering of proximal sounds in the VAS.
