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Abstract. In this paper, we propose a new paradigm for program op-
timization which is based on aggressive aggregation, i.e., on a partial
evaluation-based decomposition of acyclic program fragments into a pair
of computationally optimal structures: an Algebraic Decision Diagram
(ADD) to capture conditional branching and a parallel assignment that
refers to an Expression DAG (ED) which realizes redundancy-free com-
putation. The point of this decomposition into, in fact, side-effect-free
component structures allows for powerful optimization that semantically
comprise effects traditionally aimed at by SSA form transformation, code
specialization, common subexpression elimination, and (partial) redun-
dancy elimination. We illustrate our approach along an optimization of
the well-known iterative Fibonacci program, which, typically, is consid-
ered to lack any optimization potential. The point here is that our tech-
nique supports loop unrolling as a first class optimization technique and
is tailored to optimally aggregate large program fragments, especially
those resulting from multiple loop unrollings. For the Fibonacci pro-
gram, this results in a performance improvement beyond an order of
magnitude.
Keywords: Program optimization, Aggregation, Control flow, Data flow,
Decision diagrams, Dependency graphs, Symbolic execution, Herbrand
interpretation, Cut points, Acyclic program fragments.
1 Introduction
Traditionally, program optimization techniques like redundancy elimination [16,23,13],
code motion [12], strength reduction [14], constant propagation/folding [24], and
loop invariant code motion [1] are quite syntax-oriented and mostly preserve pro-
gram structure. Programs such as an iterative implementation of computing the
n-th Fibonacci number typically remain untouched by such optimizations.
In this paper, we propose a new paradigm for program optimization which is
based on aggressive aggregation, i.e. on a partial evaluation-based decomposition
of acyclic program fragments into a pair of computationally optimal structures:
an Algebraic Decision Diagram (ADD) to capture conditional branching and
a parallel assignment that refers to an Expression DAG (ED) which realizes
redundancy-free computation.
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The point of this decomposition is to obtain large program fragments which
can be optimized using ADD technology, SMT solving, and expression normaliza-
tion without being ‘disturbed by side effects. Not only are multiple occurrences
of a term guaranteed to be semantically equivalent as in SSA form [22], but the
large size of the arising aggregated expressions further increases the optimization
potential.
Our approach enables provably optimal transformations via heuristics in a
transparent fashion:
1. Cut points, similar to the ones in Floyds inductive assertion method [6], are
used to split the program into acyclic fragments (Sec. 3.2). This heuristic
step may be enhanced by, e.g., loop unrolling to increase the optimization
potential (Sec. 4.1).
2. The resulting acyclic fragments are each decomposed into a path condition
and a computational part in terms of a parallel assignment. This decompo-
sition is executed in a canonical fashion reminiscent of symbolic execution
(Sec. 3.1).
3. The path condition is then transformed into an Algebraic Decision Diagram
(ADD) which is symbolically canonical for a fixed predicate order (Sec. 3.3).
Each terminal of an ADD points to a corresponding pair of parallel assign-
ment and successor cut point.
4. Expressions that occur within the input program and during its decompo-
sition are stored in an Expression DAG (ED) (Sec. 3.4). Predicates inside
the ADD and right-hand sides of parallel assignments both simply reference
nodes in the ED.
5. Thereafter, further optimizations are applied such as a removal of infeasible
paths in the ADD (Sec. 4.2) and a normalization of the ED (Sec. 4.3), both
using an SMT solver.
Steps 1 and 5 are the ones that most strongly depend on good heuristics:
The choice of good cut points is essential, as are decisions regarding loop un-
rolling. Similarly, expression normalization is a heuristic (i) as the equivalence
of arithmetic expressions is in general undecidable and (ii) because it has to be
adapted to a given setting, e.g. the precise hardware architecture.1 Moreover,
infeasible path detection is in general undecidable and depends on the heuristics
in the applied SMT solver, in our case Z3 [17]. In contrast to that, steps 2 – 4
are mostly canonical. Only the ADD construction depends on a good predicate
order (Sec. 4.1).
We will illustrate our approach along an optimization of the well-known iter-
ative Fibonacci program, which, typically, is considered to lack any optimization
potential (Sec. 5). The point here is that our technique supports loop unrolling
as a first class optimization technique: It is tailored to optimally aggregate large
program fragments—especially those resulting from multiple loop unrollings—
while only incurring the expected linear increase in size. In fact, we are able
1 Note that the applicability of normalization rules further depends on the desired
semantics, e.g. in case that finite precision arithmetic should be modeled.
to achieve a performance improvement during the computation of the n-th Fi-
bonacci number of more than an order of magnitude.
The correctness of our program decomposition into side-effect-free fragments
(step 2, see also Theorems 1 and 2 as well as Corollary 1) can be elegantly proven
via a path-oriented ‘alignment of simultaneous concrete and symbolic execution
using the pattern of Structural Operational Semantics (SOS) [21], a method that
we use as a more general proof principle.
Section 2 briefly introduces the language of programs that we address in
this paper. Thereafter, Section 3 presents our new compilation paradigm based
on aggressive aggregation. Additional optimizations are described in Section 4
before Section 5 evaluates our approach based on a speedup of the transformed
Fibonacci program. Section 6 presents our conclusion and a brief outlook to
future work.
2 Program Language
We choose a simple while language [20] as a representative formalism for pro-
grams that we compile:
Definition 1 (While Language). Let V be a set of integer variables with
x ∈ V. Let AE be arithmetic expressions and BE Boolean expressions. Our while
language comprises programs S according to the following Backus-Naur form
(BNF):
S ::= x := AE | skip | S; S |
if BE {S} else {S} | while BE {S}
The arithmetic and Boolean expressions that our while language is based on are
defined as follows:
Definition 2 (Program Expressions). Let Z denote the domain of integers
and V be a set of integer variables. Arithmetic expressions AE, Boolean expres-
sions BE, and atomic propositions AP are defined by the following BNFs:
AE ::= V | Z | AE + AE | AE−AE | AE ∗AE | AE/AE
BE ::= BE ∨ BE | BE ∧ BE | ¬BE | AP
AP ::= AE < AE | AE = AE | true | false
We parenthesize expressions implicitly along these BNF rules.
Example 1. Algorithm 1 implements the computation of the n-th Fibonacci
number for a given positive integer n as a while program. This program serves
as a running example throughout this paper. Figure 1 illustrates the program
graph [19] that corresponds to Algorithm 1. Node st represents its start and
node te its termination.
Algorithm 1: Iterative Fibonacci program in our while language.
Input: Positive integer n
Output: The n-th Fibonacci number fib
if ¬(1 < n) {
fib := 1 ;
} else {
prev := 1 ;
fib := 1 ;
while 2 < n {
tmp := prev + fib ;
prev := fib ;
fib := tmp ;
n := n− 1
}
}
3 Program Optimization by Aggregation
The key idea of our compilation approach is the radical decomposition of an
input program into side-effect-free components that represent its control and
data flow. This decomposition involves three main steps:
– path-wise separation of the conditional control flow and the computational
aspect (Sec. 3.1),
– decomposition of the program graph into acyclic fragments using cut points
along the lines proposed in Floyd [6] (Sec. 3.2), and
– path aggregation to cover an entire acyclic program fragment (Sec. 3.3).
For every acyclic fragment, these first three steps result in an Algebraic Decision
Diagram (ADD) whose terminal nodes determine the next effect on the pro-
gram state and the point of continuation. An Expression DAG that comprises
all the computations required anywhere in the fragment eliminates redundant
arithmetic expressions (Sec. 3.4). These two data structures together constitute
the optimized program and allow for its rapid evaluation (Sec 3.5).
3.1 Decomposition into Control and Data Flow
In the following, we show how to decompose a while program (Def. 1) into its
control and data flow. In order to achieve this and also reason about the cor-
rectness of our decomposition, we introduce a Structured Operational Semantics
(SOS) that combines concrete and symbolic domains and which processes a tuple
〈 S, c, c
H
σ, σH 〉 containing
1. a while program S (Def. 1),
2. a Boolean variable c called path-taken indicator that states if the current
path is the actually executed path w.r.t. the concrete program state (see 4.),
st
1
2
3
4
5
6
7
te
8
1 < n
prev := 1
fib := 1
2 < n
tmp := prev + fib
prev := fib
fib := tmp
n := n− 1
2 ≮ n
1 ≮ n
fib := 1
Fig. 1: Program graph of our iterative Fibonacci program (Algorithm 1).
3. a Boolean expression c
H
(Def 2) called path condition that symbolically
aggregates branching conditions on the current path,
4. a concrete program state σ that stores the current (integer) values of program
variables, and
5. a symbolic program state σ
H
called parallel assignment that stores variable
values as arithmetic expressions based on the initial program state.
The path-taken indicator c (second component) and concrete program state
σ (fourth component) are only added to our representation in order to facilitate
reasoning on the correctness of our approach. Only the third and fifth compo-
nents, namely the path condition and parallel assignment, are required for our
decomposition-based compilation.
We distinguish concrete and symbolic program states along with their corre-
sponding semantics as follows:
Definition 3 (Concrete vs. Symbolic State). Let V be a set of integer vari-
ables and AE denote arithmetic expressions (Def. 2) over symbolic versions of
variables in V. Then a function σ : V → Z is called concrete program state
whereas a function σ
H
: V→ AE is called symbolic program state.
For any expression t ∈ (AE∪BE), the syntax J t K(σ) denotes the evaluation
of expression t with respect to concrete program state σ, and J t K
H
(σ
H
) the
Herbrand interpretation [8,18] of expression t with respect to symbolic state σ
H
.
The semantic evaluation J · K extends naturally to symbolic program states
because the latter map variables to expressions. For any x ∈ V, the resulting
function is defined as follows:
(J σ
H
K(σ)) (x) =def J σH (x) K(σ)
Example 2. Let V = {x, y} be a set of variables and t = x + y a corresponding
(arithmetic) expression. Given a concrete program state σ = {x 7→ 5, y 7→ 4}, we
have J t K(σ) = 9. Based on a symbolic program state σ
H
= {x 7→ 3+2, y 7→ X},
we have J t K
H
(σ
H
) = (3 + 2) + X. The latter is an expression over a symbolic
version of variable x ∈ V and constants that is not evaluated further (Herbrand
interpretation).
Note that the notions of symbolic execution [11] and iterated Herbrand inter-
pretation are strongly related. We choose the latter for the presentation in this
paper due to its clear formal roots. Other than symbolic execution, our main
approach does not partially evaluate expressions, for example the sum of two
integer constants. However, such optimizations can of course be incorporated
into our compilation (see Sec. 4.3).
Given our two domains of concrete and symbolic states, respectively, we now
define our SOS with the following rules:
Definition 4 (Combined-Domain SOS). For any (concrete or symbolic) pro-
gram state σ, let σ{y/x} denote the substitution of x by y in σ. Let a ‘ ·’ above a
Boolean operator denote that this operation is evaluated semantically. Then our
SOS is defined as follows:
assign
−
〈x := t, c, cH , σ, σH 〉 −→ 〈c, cH , σ{J t K(σ)/x}, σH{J t KH (σH )/x}〉
skip
−
〈skip, c, cH , σ, σH 〉 −→ 〈c, cH , σ, σH 〉
comp1
〈S1, c, cH , σ, σH 〉 −→ 〈S′1, c′, c′H , σ′, σ′H 〉
〈S1; S2, c, cH , σ, σH 〉 −→ 〈S′1; S2, c′, c′H , σ′, σ′H 〉
comp2
〈S1, c, cH , σ, σH 〉 −→ 〈c′, c′H , σ′, σ′H 〉
〈S1;S2, c, cH , σ, σH 〉 −→ 〈S2, c′, c′H , σ′, σ′H 〉
iftt
−
〈if b {S1} else {S2}, c, cH , σ, σH 〉 −→ 〈S1, c
·∧ J b K(σ), cH ∧ J b KH (σH ), σ, σH 〉
ifff
−
〈if b {S1} else {S2}, c, cH , σ, σH 〉 −→ 〈S2, c
·∧ ·¬J b K(σ), cH ∧ ¬J b KH (σH ), σ, σH 〉
wh
−
〈while b {S}, c, cH , σ, σH 〉 −→ 〈if b {S; while b {S}} else {skip}, c, cH , σ, σH 〉
As usual, the notation 〈 S, c, cH , σ, σH 〉 −→∗
〈
S′, c′, c′
H
, σ′, σ′
H
〉
denotes a sequence
of SOS rule applications.
Example 3. Figure 2 illustrates the application of our SOS rules based on the
fragment
n := n− 1; while 2 < n {tmp := prev + fib; prev := fib; fib := tmp; n := n− 1}
of our Fibonacci program up to the program’s termination (left branch) or a repetition
of that fragment (right branch). Only the right branch would be taken based on the
concrete program state. This fragment therefore represents the paths from node 7 to
nodes te and 7 in the program graph of Figure 1. Corresponding program fragments
(first component of the SOS tuple) are omitted in favor of edge annotations. Upper
case letters represent initial symbolic values of program variables, e.g. F is the initial
symbolic value of fib. The difference between concrete and symbolic semantics becomes
apparent when comparing the program states σ and σH .
Proposition 1 (Traditional SOS Incorporated). Our Combined-Domain
SOS (Def. 4) is equivalent to the traditional ‘concrete’ SOS [21] when
1. ignoring the components c, c
H
, and σ
H
as well as
2. adding side condition J b K(σ) ≡ tt to rule iftt and J b K(σ) ≡ ff to rule ifff .
Note that a path would be part of the traditional ‘concrete’ SOS iff c = tt . Based
on these SOS rules, we can now state our main theorem about the correctness
of our decomposition:
Theorem 1 (Correctness of Control-Data-Decomposition). Let id de-
note the symbolic program state that maps each v ∈ V to its symbolic version.
Let
〈 S, c, c
H
, σ, id 〉 −→∗ 〈 S′, c′, c′
H
, σ′, σ′
H
〉
with c = J c
H
K(σ). Then the following holds for all expressions t ∈ (AE ∪ BE):
J t K(σ′) = J J t K
H
(σ′
H
) K(σ)
c = tt ,
cH = true,
σ = { n 7→ 4, prev 7→ 5, fib 7→ 8, tmp 7→ 8 }
σH = { n 7→ N, prev 7→ P, fib 7→ F, tmp 7→ T }
c = tt ,
cH = true,
σ = { n 7→ 3, . . . }
σH = { n 7→ N − 1, . . . }
c = tt ,
cH = 2 < N − 1,
σ = { . . . , prev 7→ 5, fib 7→ 8, . . . }
σH = { . . . , prev 7→ P, fib 7→ F, . . . }
c = tt ,
cH = 2 < N − 1,
σ = { . . . , fib 7→ 8, tmp 7→ 13 }
σH = { . . . , fib 7→ F, tmp 7→ P + F }
c = 1,
cH = 2 < N − 1,
σ = { . . . , prev 7→ 8, tmp 7→ 13 }
σH = { . . . , prev 7→ F, tmp 7→ P + F }
c = 1,
cH = 2 < N − 1,
σ = { . . . , fib 7→ 13, . . . }
σH = { . . . , fib 7→ P + F, . . . }
c = ff ,
cH = 2 ≮ N − 1,
σ = { . . . }
σH = { . . . }
n := n− 1
2 < n
tmp := prev + fib
prev := fib
fib := tmp
2 ≮ n
Fig. 2: Execution of SOS rules (Def. 4) based on a loop program fragment of
Algorithm 1. This fragment extends from node 7 to nodes te (left branch) and
7 (right branch) in Fig. 1.
Intuitively speaking, Theorem 1 states that the evaluation of an expression t
interpreted via σ
H
with respect to the initial state σ is semantically equivalent to
evaluating t in the current state σ′.2 This theorem holds regardless of whether or
not a given chain of SOS rule applications is part of the traditional ‘concrete’ SOS
semantics (Proposition 1). A corresponding proof follows from a straightforward
induction over the SOS rules of Def. 4 and the corresponding expressions (Def. 2).
The following corollary directly follows from Theorem 1 and the fact that
our path-taken indicator c could alternatively be stored as a Boolean variable in
our program state:
Corollary 1. Let V be the set of program variables and let id denote the sym-
bolic program state that maps each v ∈ V to its symbolic version. Let tt denote
the semantic value of Boolean constant true and let
〈 S, tt , true, σ, id 〉 −→∗ 〈 S′, c′, c′
H
, σ′, σ′
H
〉
.
Then, the following hold:3
1. c′ = J c′
H
K(σ)
2. σ′ = J σ′
H
K(σ)
The first part of this corollary asserts that our path condition is correct.
The second part is the reason why we call the symbolic program state parallel
assignment : Each variable can be updated independently of others because for
each such v ∈ V, the expression σ′
H
(v) is only based on symbolic versions of
variables in V and constants. This side-effect-free update mechanism together
with our aggregated path condition yields a decomposition of our program into
data and control flow, respectively. In the following section, we will apply this
decomposition to fragments of an input program.
3.2 Segmentation into Acyclic Fragments
In this section, we introduce how the decomposition of an input program into its
control and data flow (Section 3.1) can be used for a compilation of that program.
By themselves, the SOS rules of Def. 4 do not allow to statically transform a
given program into a version where control and data are decomposed: We do
not have a bound for the length of an execution path and a static decomposition
would therefore not terminate.
In order to circumvent this problem, we segment a given input program
into acyclic fragments which we then decompose individually. Our method is
similar to the path variant of Floyd’s inductive assertion method [6] for program
verification: We choose a set of cut points such that they interrupt all loops in
a given program. We choose as cut points
– the start node,
2 This is an instance of a well-known substitution lemma.
3 Please recall our definition of J σ′
H
K(σ) from Def. 3.
– the termination node, and
– one node for each while construct
of a given while program (Def. 1). Based on such a choice, every cut point
– has a statically known number of outgoing paths to successor cut points,
and
– these outgoing inter-cut point paths have a statically known length.
Because of these static bounds, a purely symbolic execution of such an acyclic
fragment starting at a cut point u is guaranteed to terminate. To execute a
program fragment S symbolically means to execute the SOS rules of Def. 4
while (i) ignoring the path-taken indicator c and concrete program state σ, and
(ii) starting with 〈 S, , true, , id 〉.
We can use these acyclic program fragments between cut points to execute the
original program while preserving its semantics. The following theorem asserts
the correctness of our program segmentation:
Theorem 2 (Compositionality). Let
〈 S, tt , true, σ, id 〉 −→∗ 〈 S′, tt , c′
H
, σ′, σ′
H
〉
,
〈 S′, tt , true, σ′, id 〉 −→∗ 〈 S′′, tt , c′′
H
, σ′′, σ′′
H
〉
.
Then the following holds:
σ′′ = J σ′′
H
K(J σ′
H
K(σ))
This theorem follows straightforwardly from two applications of Corollary 1.
In a while program, every node in the corresponding program graph [19]
can be annotated with a fragment of that program4. As a consequence, we can
specify cut points visually as nodes in that graph.
Example 4. Figure 1 illustrates a choice of cut points for our Fibonacci program
as nodes that are colored gray. In addition to start node st and termination node
te, we choose node 7 as a cut point in order to interrupt the only while loop
3→ 4→ 5→ 6→ 7→ 3 in this program. The program fragment corresponding
to cut point 7 and the matching SOS rule application up to successor cut points
were already introduced in Example 3 and Figure 2.
The actual choice of cut points for a given input program is fundamental for
later steps in our optimization process. This set of cut points therefore serves as
a parameter of our optimization relative to which we can achieve optimal results,
but which we choose heuristically. Usually, the longer the fragments of a given
program based on chosen cut points are, the more potential for optimization
exists.
4 Note that due to the SOS rule for the while construct, a fragment of a program does
not necessarily have to be a substring of that program.
Example 5. Note that in our Fibonacci program, choosing node 7 (instead of
3) to interrupt its loop results in the path st → 1 → 2 → 3 → te to be kept
uninterrupted by cut points. This means that our approach allows to bypass a
loop’s cut point if that loop’s body will not be entered.
3.3 Path Aggregation Using Algebraic Decision Diagrams
The result of our first two steps (Sec. 3.1 and Sec. 3.2) is a finite number of
program fragments, each characterized by the symbolic execution traces up to
their successor cut points:
Definition 5 (Contracted Cut Point Path). Let u be a cut point associ-
ated with the program fragment S and let u′ be one of its successor cut points
associated with the program fragment S′. Moreover, let
〈 S, , true, , id 〉 −→∗ 〈 S′, , c
H
, , σ
H
〉 .
We call
u
c
H
,σ
H−→ u′
a (contracted cut point) path from u to u′ with the path condition c
H
and the
parallel assignment σ
H
.
st
7
te
1 < N ∧ 2 < N,
{ prev 7→ 1,
fib 7→ 1 + 1,
tmp 7→ 1 + 1 }
1 < N ∧ 2 ≮ N,
{ prev 7→ 1,
fib 7→ 1 }
1 ≮ N,
{ fib 7→ 1 }
2 < N − 1,
{ n 7→ N − 1,
prev 7→ F,
fib 7→ P + F,
tmp 7→ P + F }
2 ≮ N − 1,
{ n 7→ N − 1 }
Fig. 3: Contracted cut point paths for our Fibonacci program (Algorithm 1).
Example 6. Figure 3 illustrates this contracted view on our running example,
the Fibonacci program (Algorithm 1). For brevity, we omit all variables in the
parallel assignments that remain unaffected, i.e. those that map variables to
their respective symbolic version.
Because contracted cut point paths are free of side effects, the compositional
aggregation of a cut point’s outgoing paths yields a very natural fragment-wise
transformation of the input program:
– We will first transform these paths individually to Algebraic Decision Dia-
grams (ADDs).
– On this basis, we are able to aggregate them into a single ADD per cut point
that completely defines the corresponding program fragment’s behavior.
Transformation of a Single Path Let us first consider a single path and
its path condition. This Boolean expression over atomic propositions (Def. 2)
can be represented by means of a (Reduced Ordered) Binary Decision Diagram
(BDD) [4]. For independent Boolean variables and a fixed variable order, this
data structure
– is a canonical representation for Boolean functions,
– realizes a minimal Binary Decision Diagram, and
– most importantly in this context, guarantees that every variable is encoun-
tered at most once when evaluating the diagram.
Because the atomic propositions that appear in our path conditions are not
necessarily independent from one another, canonicity and minimality are only
guaranteed on the level of their Herbrand interpretation. Despite this, decision
diagrams have proven to be an effective representation also for these more chal-
lenging problems. Especially when combined with adequate treatment of infea-
sible paths [7], it is possible to tame their size and to benefit from their primary
advantage: fast evaluation.
Figure 4 visualizes the decision diagram that results from the exemplary path
condition 1 < N ∧ 2 < N (cf. Fig. 3). Note that this diagram is not exactly a
BDD as its terminal nodes differ from Boolean values. Instead, we use Algebraic
Decision Diagrams (ADDs) [2], a generalization of this data structure, for two
reasons:
– For every path, we intend to store its effect on the program state, i.e. (i) the
parallel assignment and (ii) the subsequent cut point, directly in the terminal
nodes.
– We associate these decision diagrams with an algebraic structure that fa-
cilitates their composition. This is in fact key to our aggregation of a cut
point’s outgoing paths.
Both, parallel assignment and successor cut point, are applicable in case
the path condition holds and they are irrelevant otherwise. Hence, it is only
natural to substitute them for the BDD’s 1-terminal. For distinguishability, we
also replace the BDD’s 0-terminal with a dedicated ⊥ element. The result is an
ADD that is structurally analogous to the path condition BDD.
While BDDs can only represent Boolean functions of the form Bn → B,
ADDs allow for arbitrary co-domains. At the same time, the desired properties
of BDDs, i.e. canonicity, minimality, and fast evaluation, are fully preserved.
st
1 < N
2 < N
7, { prev 7→ 1,
fib 7→ 1 + 1,
tmp 7→ 1 + 1 }
7
⊥
Fig. 4: Exemplary ADD for the contracted cut point path from node st to node 7
in Figure 3 with the path condition 1 < N ∧ 2 < N .
Moreover, we can lift algebraic operations that are defined on the co-domain
to the level of their respective decision diagrams. Similarly to the realization of
standard Boolean operations on BDDs, efficient algorithms are known for ADDs
with arbitrary algebraic structures. Rather than conjunction, disjunction, and
negation, we can, e.g., define a join operation on the co-domain. The operation
can then be applied to (i) elements of the co-domain as well as to (ii) the cor-
responding ADDs. In this way, ADDs form an algebraic structure themselves,
analogous to that of their co-domain. For brevity, we denote the operations on
the co-domain and those on the ADDs with the same symbols.
In our case, the algebraic structure is a lattice:
Definition 6 (Path Aggregation Lattice). Let U be a set of cut points and
let Σ
H
be a set of all parallel assignments. We define the path aggregation lattice
(A, ◦) on the carrier set
A := ( U ×Σ
H
) ∪ { ⊥,> }
with its supremum
a ◦ b :=

a if a = b 6= ⊥
a if b = ⊥ 6= a
b if a = ⊥ 6= b
> otherwise.
(A, ◦) forms a flat lattice with ⊥ and > as its least and greatest element,
respectively. Note that > serves no purpose other than the natural completion
of the structure and will never appear in our aggregation process. The least
element ⊥ on the other hand does appear, but only in intermediate results.
Intuitively, we understand ⊥ as the undefined case in which the path condition
does not hold.
The transformation of path conditions to BDDs and finally to ADDs con-
stitutes a change in granularity. Where predicates were previously expressed by
means of possibly complex Boolean expressions (BE in Def. 2), they are now
based on atomic propositions only (AP in Def. 2). Any complexity of Boolean
formulas beyond its APs is delegated to well-studied and efficient ADD algo-
rithms in a service-oriented fashion.
Aggregation of Multiple Paths To allow for a simultaneous evaluation of
path conditions, we aggregate all outgoing paths per cut point. With the supre-
mum operation ◦ we can achieve this in a very simple way: We collect the most
concrete information among these paths. If either of them is undefined, i.e. ⊥,
we adopt the other, more concrete definition.
Being defined on their co-domain, we can easily apply ◦ to the previously
constructed path ADDs:
Definition 7 (Aggregated Path ADD). Let u be a cut point, let p1, p2, . . . , pn
denote its outgoing paths, and let dd denote the path transformation to equivalent
ADDs. The aggregated path ADD for u is the repeated application of ◦:
dd(u) := dd(p1) ◦ dd(p2) ◦ · · · ◦ dd(pn)
Example 7. Figures 5a and 5b show the final ADDs per cut point for our running
example. Every non-termination cut point yields one ADD with exactly one
terminal node for each of its successor cut points. Note that these ADDs are
not necessarily trees but DAGs that share common sub-structures to keep the
data structure small—an effect that becomes important for more complex path
conditions.
Because the path conditions induce a partitioning on the Herbrand interpre-
tation of atomic propositions, the > element will never appear in the aggregation
process. For the same reason, all undefined cases ⊥ will eventually dissolve and
the resulting ADDs yield only concrete pairs of parallel assignment and successor
cut point.
With ADDs, we have found a program representation that allows to simulta-
neously evaluate all relevant path conditions. At the same time, the program’s
semantics remain untouched. Let J · K
A
(σ) denote the standard semantic func-
tion to evaluate an ADD that, in our case, yields a parallel assignment based on
some concrete program state σ (Def. 3). The following theorem guarantees that
we can represent a program fragment between cut points as an ADD:
Theorem 3 (Correctness of Path Aggregation). Let u be some cut point
associated with the program fragment S, let p1, p2, . . . , pn denote its outgoing
st
1 < N
2 < N
7, { prev 7→ 1,
fib 7→ 1 + 1,
tmp 7→ 1 + 1 }
7
te, { prev 7→ 1,
fib 7→ 1 }
te
te, { fib 7→ 1 }
te
(a) ADD for the start cut point st.
7
2 < N − 1
7, { n 7→ N − 1,
prev 7→ F,
fib 7→ P + F,
tmp 7→ P + F }
7
te, { n 7→ N − 1 }
te
(b) ADD for the inner cut point 7.
Fig. 5: Aggregated path ADDs of the Fibonacci program.
paths, and let
〈 S, tt , true, σ, id 〉 −→∗ 〈 S′, tt , c′
H
, σ′, σ′
H
〉
.
Then the following holds:5
σ′ = J J dd(p1) ◦ dd(p2) ◦ · · · ◦ dd(pn) KA(σ) K(σ).
Intuitively, Theorem 3 justifies the use of the aggregated ADD representation
to evaluate all relevant path conditions simultaneously. Its proof is straightfor-
ward but tedious by induction over the aggregated paths and the ADD structure.
3.4 Expression DAG
The aggregation of paths into equivalent ADDs resolves redundancies among
the path conditions per cut point. The problem of duplicate arithmetic expres-
sions, however, remains. These appear not only in the parallel assignments of
the ADDs’ terminals but also in their inner nodes’ predicates, i.e. in the atomic
propositions. In fact, the duplication of arithmetic terms is a typical result of
symbolic substitution, an operation that we heavily rely on during the course of
our partial evaluation (Sec. 3.1). It is therefore crucial to also eliminate these
redundancies.
Achieving this goal is simple: We resolve duplications in the form of an
Expression DAG (ED). Every constant and every program variable becomes
a unique node—the atoms of this data structure. Based on these, the remaining
expressions can be represented uniquely and with references to their respective
sub-expressions.
P F N 2 1 T
+ > − > +
>
Fig. 6: Expression DAG for our Fibonacci program (Algorithm 1).
Figure 6 shows the Expression DAG for our Fibonacci program (Algorithm 1).
With additional optimizations (see Sec. 4), especially loop unrolling and expres-
sion normalization, the number of expressions may grow quite drastically. Using
the ED is then crucial for the success of our program optimization.
5 This theorem again uses our definition of J σ′
H
K(σ) for a given parallel assignment
(symbolic program state) σ′
H
(Def. 3).
3.5 Execution of the Optimized Program
With Algebraic Decision Diagrams (Sec. 3.3) and the Expression DAG (Sec. 3.4),
we have found an aggregated representation that finally reaches our goal: the
efficient execution of a given program.
For any given cut point u and concrete program state σ, we can execute
the optimized representation of the corresponding program fragment: We start
at the root of u’s aggregated path ADD and evaluate its atomic propositions
based on σ. The effect of the program fragment is not applied until a terminal
is reached. Only then, the parallel assignment is applied to the program state
σ. This execution is semantically equivalent to that of the original program
fragment (Theorem 3).
This fragment-wise execution is sufficient to also execute the original program
in its entirety. Starting with some program state σ at the initial cut point st,
we effectively jump from cut point to cut point until the termination node te is
reached (see also Fig. 3). This iterative piecewise execution is then semantically
equivalent to that of the entire input program (Theorem 2).
4 Additional Optimizations
Our program decomposition into ADDs and an ED introduces a radically new
compilation paradigm (Sec. 3). It is not surprising that this method benefits from
different optimization techniques than classical compilers do. In this section, we
present a variety of tailored optimizations and discuss their anticipated effect on
our core approach.
4.1 Loop Unrolling and Predicate Reordering
Our optimization is fundamentally based on the aggregation of acyclic program
fragments and aims at processing large fragments (cf. Sec. 1). We can further
increase the optimization capabilities of our decomposition by extending those
fragments using loop unrolling, an optimization technique that we naturally sup-
port by relying on cut points. One unrolled loop iteration in our representation
yields one additional successor cut point in the corresponding ADD.
There exist different flavors of traditional loop unrolling, all of which involve
an unroll factor k of some sort. On the one hand, while-loops can be unrolled by
statically applying the while rule ‘wh’ of Def. 4 k times [21,10] (technique A).
One benefit of this approach is a reduced number of jumps to the beginning of
a while loop’s body. In addition, technique A maintains one homogeneous loop
covering all step sizes up to the unrolling factor k.
On the other hand, some approaches to the unrolling of for-loops copy k
iterations into a larger ‘big-step’ loop [5] (technique B). In the case where no
static loop bound is known, a separation of the number n of iterations into
bnk c big steps and the corresponding remainder is required. The goal of such an
‘inner’ unrolling is to speed up the given loop, e.g. by skipping a repetition of
fine-grained control logic.
Our approach to loop unrolling is extremely generic: Unrolling a loop once
means to simply continue our decomposition that is based on a symbolic exe-
cution (Sec. 3.1) until we reach the same cut point again. This loop unrolling
combines accelerating effects of both techniques mentioned above while featuring
additional benefits:
– We reduce jumps to the loop body’s entry point.
– Being based on a program graph, our cut-point-based approach can be ap-
plied to more general program languages involving not only while-loops, but
e.g. also for-loops and goto statements.
– No explicit separation of the number of iterations into big steps and a re-
mainder is required: Just like technique A, we unroll a loop for all unroll
factors between 0 and a given maximum k and store them in one homoge-
neous structure (an ADD).
– Our heuristics to flatten the ADDs imposes optimizations similar to binary
search. In practice, we can randomize the predicate order of all non-loop-
condition APs which (i) usually results in rather balanced ADDs and (ii) is
completely generic, i.e. oblivious to specifics of loop unrolling.
Note that we never incur unnecessary overhead when evaluating APs that belong
to different iterations of a loop condition based on unrolling: Regardless of their
order in the ADD, sub-expressions are always shared in the ED (Sec. 3.4). For
example, the second and third unrolling of the loop condition in Algorithm 1
would read 2 < (n−1)−1 and 2 < ((n−1)−1)−1, respectively. If the right-hand
side of the latter is evaluated first, then the right-hand side of the former—stored
as a sub-DAG of the overall ED—is already evaluated.
Our evaluation in Section 5 illustrates the beneficial effects of loop unrolling
and predicate reordering.
4.2 Infeasible Path Elimination
Similarly to the Random Forest compiler [7,3,9], also here, infeasible path elimi-
nation has the potential to further simplify our aggregated program representa-
tion. Loop unrolling and predicate reordering (Sec. 4.1), in particular, yield in-
feasible paths and subsequent treatment can greatly reduce the diagrams’ depths
and sizes. In general, their origin is threefold:
– Already the input program may contain infeasible paths between its cut
points, or even dead code.
– As a result of loop unrolling, longer paths are considered, some of which may
be infeasible.
– Enforcing a particular predicate order swaps APs which, again, may result
in infeasible paths—this time, however, only the aggregated path ADDs are
affected.
In general, it is desirable to detect infeasibilities early in the optimization
pipeline. Already at the stage of symbolic execution (Sec. 3.2), we can validate
path conditions for their satisfiability using an SMT solver. Rather than fully
expanding the execution tree, we discard irrelevant paths early and effectively
cut off all their continuations. This speeds up not only the optimization process,
but, more importantly, yields smaller ADDs that are faster to evaluate. Those
infeasible paths that occur only due to a change in the AP order appear first in
the ADD. We eliminate these subsequently and directly in that data structure.
Because ADDs realize fully defined functions with regard to atomic propo-
sitions, we cannot remove infeasible paths from that data structure directly.
Rather, we explicitly flag the outcome as undefined by replacing the correspond-
ing terminal with ⊥. Finally, the ⊥ terminal can be dissolved similar to infeasible
path elimination in [7,15]. The sanitized ADD is a greatly simplified version of
its original that differs only in cases that are infeasible anyways.
4.3 Arithmetic Expression Normalization
The repeated symbolic substitution, especially through multiple iterations of a
loop, generates a great amount of unique arithmetic expressions. Moving from
a purely syntactic view to a more semantic understanding, we can exploit their
inherent potential for simplification and condense these terms to a close to nor-
mal form. We delegate this generally non-trivial task to established SMT solving
techniques.
As a result, the overall number of arithmetic operations is reduced quite
drastically in many cases. This normalization also evaluates expressions already
at compile time where possible.
At its core, SMT technology essentially exploits common arithmetic laws6
and, in case of the Fibonacci example, typically transforms expressions to their
equivalent polynomials:
(((n− 1)− 1)− 1) = n− 3
(P + F ) + (F + (P + F )) = 3F + 2P
At the same time, this simplification serves a second purpose: Semantically
equivalent expressions become unified, also syntactically. This effect cascades to
APs and reduces the overall number of syntactically different APs. Finally, this
translates to the corresponding ADDs where expression normalization allows
for a smaller and shallower representation. Expression DAGs are affected in a
similar fashion: Where the normalization unifies terms, it also merges nodes in
the ED.
4.4 Impact on Our Fibonacci Example
We have discussed four additional optimizations and their anticipated interplay
with one another. Figure 7a shows the effect of loop unrolling, predicate reorder-
ing, and expression normalization on our Fibonacci program. In this example,
6 The exact normalization method should be chosen under consideration of a machine’s
number representation.
72 < N − 3
2 < N − 1
2 < N − 2
7,
{ n 7→ N − 3,
prev 7→ 2F + P,
fib 7→ 3F + 2P,
tmp 7→ 3F + 2P }
7
te,
{ n 7→ N − 2,
prev 7→ F,
fib 7→ F + P,
tmp 7→ F + P }
te
te,
{ n 7→ N − 1 }
te
te,
{ n 7→ N − 3,
prev 7→ F + P,
fib 7→ 2F + P,
tmp 7→ 2F + P }
te
2 < N − 1
2 < N − 2
(a) With 2 loop unrollings, optimized AP order, and expression normalization.
7
2 < N − 3
7, { n 7→ N − 3,
prev 7→ 2F + P,
fib 7→ 3F + 2P,
tmp 7→ 3F + 2P }
7
te, { n 7→ N − 2,
prev 7→ F,
fib 7→ F + P,
tmp 7→ F + P }
te
te, { n 7→ N − 1 }
te
te, { n 7→ N − 3,
prev 7→ F + P,
fib 7→ 2F + P,
tmp 7→ 2F + P }
te
2 < N − 1
2 < N − 2
(b) With 2 loop unrollings, optimized AP order, infeasible path
elimination, and expression normalization.
Fig. 7: Impact of additional optimizations on the aggregated path ADD.
the loop was unrolled twice and the AP order was chosen at random. Arithmetic
expressions were condensed to simple forms such as N − 3 or 3F + 2P , both of
which were originally nested.
The resulting ADD contains two infeasible paths that, in this case, result
solely from the loop unrolling. When 2 < N −3 holds, the truth value of the fol-
lowing two predicates 2 < N−1 and 2 < N−2 is already determined. Paths like
these unnecessarily complicate the ADD and are, for this reason, subsequently
eliminated. The result is shown in Figure 7b: a smaller and shallower equivalent.
An important effect of the presented predicate order is that the biggest step
through the unrolled loop can be evaluated with only one atomic proposition:
2 < N − 3.
5 Evaluation
We evaluate our aggregating program compilation (Sec. 3) along with additional
optimizations (Sec. 4) by examining execution times of our running example,
a program that computes the n-Fibonacci number (Algorithm 1). Our goal for
this evaluation is to be machine independent. We therefore simulate execution
time by counting costs of executed operations (Sec. 5.1). With all optimizations
enabled, we are able to obtain a speedup of more than an order of magnitude
compared to the original program when unrolling its loop up to 64 times. Sec-
tion 5.2 presents a detailed evaluation of the effects of different optimization
techniques and lists key results of our evaluation.
5.1 Measuring Execution Time by Counting Costs
We measure the execution time of programs optimized using our approach in a
machine-independent fashion based on the two data structures defined in Section
3, i.e. our ADD and Expression DAG. This independence is achieved by counting
costs associated with executed operations. We associate a cost of 1 with each
– arithmetic operation,
– logical operation,
– comparison,
– conditional jump, and
– assignment.
In the following, we briefly explain how costs were counted for the original input
program and our optimized versions, respectively.
Original Program: Our cost measurement is based on the program graph
(Fig. 1) of Algorithm 1 according to its natural semantics. The operations re-
quired to evaluate an expression (BE or AE, see Def. 2) are based on a standard
syntax tree. Each branching node represents a conditional jump and therefore
incurs an additional cost of 1.
Aggregated Program (ADD and ED): Our aggregated (optimized) program
is executed as described in Section 3.5. Here, we utilize our ED (Sec. 3.4) and
therefore evaluate the sub-DAG of this ED whose root is the evaluated expres-
sion. In addition, we count costs of 1 for each visited inner node as it represents
a conditional jump. The costs for the parallel assignment located at a terminal
of the ADD are counted as the sum of the costs of all its assignments.
5.2 Results
Even though usual compilers hardly optimize our Fibonacci program (Algo-
rithm 1), the following evaluation shows that our aggregation-based compilation
can drastically optimize this program and therefore significantly improve on
state-of-the-art compilation techniques.
We first examine the execution time measured for the original program in
comparison to optimized versions produced by our compiler in which the pro-
gram’s loop was unrolled up to 4, 16, or 64 times, respectively. In cases in which
our predicate reordering (Sec. 4.1) that involves randomization is applied, we
report the average of 1000 unique measurements. Figure 8 shows the execution
times for the original program and the aggregated versions that were optimized
by our compiler using all techniques mentioned in Section 4: expression nor-
malization (Sec. 4.3), infeasible path elimination (Sec. 4.2), and our predicate
reordering (Sec. 4.1) are applied.
Already in the case of 4 loop unrollings, we can observe a declining execution
time in comparison to the original program. Figure. 8 clearly shows that variants
in which a higher amount of loop unrolling was performed entail a larger speedup
if n exceeds the number of unrollings. While for small n, loop unrolling might
incur minor execution time overhead due to an increased average path length
from the ADD’s root to its terminals, this overhead is easily compensated by a
drastic speedup for larger n. For the case of 64 loop unrollings and the compu-
tation of fib(150), the measured execution time can be reduced by a factor of
13 in comparison to the original program.
In contrast to the comparison in Figure 8 where all of our optimizations
are enabled, Figure 9 shows how different combinations of optimizations affect
execution time. The fastest execution time is achieved when all optimizations
are enabled.
Predicate reordering alone has a slightly negative effect as it introduces infea-
sible paths and might lead to a redundant evaluation of predicates. Moreover, the
infeasible path elimination alone has no effect as the original input program does
not contain any infeasible paths.7 The combination of these two optimizations
though is beneficial as the infeasible path elimination removes paths in the ADDs
which are unnecessarily introduced by our predicate reordering. Expression nor-
malization turns out to be essential for the Fibonacci program as it simplifies the
expanded expressions resulting from loop unrolling. This is reflected in Figure 9
as the execution times of variants without expression normalization are higher
compared to those where our expression normalization is enabled.
7 For readability purposes, measurements during which only one of these optimizations
is enabled are not represented in Figure 9.
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Fig. 8: Execution times of versions with different numbers of loop unrolling while
enabling all optimizations.
In summary, we have observed the following key results:
– In the case of our Fibonacci program (Algorithm 1), loop rolling enables
the full potential of additional optimizations and a large number of loop
unrollings is preferable.
– Expression normalization accelerates the execution because it simplifies ex-
panded expressions that result from loop unrolling.
– The combination of predicate reordering and infeasible path elimination is
beneficial, whereas individually, these techniques are only helpful in specific
cases, e.g. when the original input program already contains infeasible paths
(cf. [7]).
6 Conclusion
We have presented a new paradigm for program optimization which is based
on aggressive aggregation, i.e. on a partial evaluation-based decomposition of
acyclic program fragments into a pair of computationally optimal structures: an
ADD to capture conditional branching and a parallel assignment that refers to an
ED which realizes redundancy-free computation. This decomposition into side-
effect-free representation of program fragments allows for powerful optimizations
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Fig. 9: Execution times of different combinations of optimization techniques, all
based on 16 loop unrollings.
that semantically comprise effects traditionally aimed at by SSA form transfor-
mation, code specialization, common subexpression elimination, and (partial)
redundancy elimination.
We have illustrated our approach along the optimization of the well-known
iterative Fibonacci program, which, typically, is considered to lack any opti-
mization potential, but could be ‘accelerated by more than an order of mag-
nitude. The point here is that our technique supports loop unrolling as a first
class optimization technique: It is tailored to optimally aggregate large program
fragments—especially those resulting from multiple loop unrollings—while only
incurring the expected linear increase in size.
First experiments with parallel implementations indicate that our optimiza-
tion technique is particularly well-suited to exploit parallelism, and that the
simplicity of the resulting code eases the use of single instruction multiple data
(SIMD) operations. We plan to further investigate this potential for paralleliza-
tion.
Future work should combine our local aggregation-based optimization of pro-
gram fragments with global program analyses for inter-program-fragment opti-
mizations based on the contracted program graph (see Fig. 3). Given the choice
of cut points in our running example, one could e.g. observe that variable tmp
is never read in our aggregated program: Assignments to it are therefore dead
code and can be removed.
Furthermore, we observed that our optimization serves as a drastic and
redundancy-free obfuscation of the original code: Re-engineering the original
program from our decomposed version seems almost impossible because both,
the conditional structure in terms of an ADD—based on a mostly randomized
predicate order—and the normalized ED, hardly give a hint about their origin.
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