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Resumen
El proyecto, continuidad del presentado para WICC 2002, plantea el estudio,
modelación y simulación de entornos de BDD.  En particular las investigaciones que se
están realizando se centran en los aspectos concernientes a la replicación y
fragmentación de la información, y como afectan las decisiones tomadas respecto de
estos aspectos en la performance final del sistema de datos distribuidos.
Los factores relacionados con la replicación y fragmentación de los datos de un
sistema de información están altamente relacionados con la forma de propagación y la
regulación de las actualizaciones sobre la información.  Los estudios realizados se
plantearon sobre un modelo de datos preestablecido y con el esquema de ubicación de
datos estático, y los plantes de trabajo actuales apuntan a estudiar las características de
entornos con replicación dinámica de información.  El soporte de simulación elegido es
Java, dado que permite una mayor versatilidad en las construcciones de aplicaciones.
La investigación combina los estudio de replicación junto con protocolos de
cometido de transacciones que preservan la integridad de la información. De esta forma
se obtienen resultados que integran resultados de actualización de réplicas y, al mismo
tiempo, aseguran la integridad de la información.
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Introducción
Una BDD es una colección de datos que están pertenecen lógicamente al mismo
sistema pero que físicamente se encuentra divididos en múltiples sitios de una red de
computadoras.  Son varios los factores que hacen al desarrollo de sistemas distribuidos
de BD, entre ellos:
! La naturaleza distribuida de algunas aplicaciones (por ejemplo bancos)
! Incrementar la disponibilidad y confiabilidad de la información
! Permitir compartir datos mientras se permite el control local de la
información
! Mejorar la performance.
La distribución incrementa la complejidad del diseño e implementación del
sistema.  Para conseguir las ventajas anteriormente listadas, los DBMS distribuidos
deben proveer características adicionales sobre los sistemas  centralizados:
! La habilidad de acceder a sitios remotos y transmitir consultas y datos
entre varios sitios, vía la red de computadoras
! La habilidad de mantener la información sobre la distribución y
replicación de la información.
! La habilidad de poder determinar estrategias para consultas y
transacciones a lo largo de múltiples sitios.
! La habilidad de decidir que copia de datos replicada conviene acceder en
cada momento.
! La habilidad de mantener consistencias entre copias (réplicas) de datos
! La habilidad de recuperarse ante errores del sistema y actualizar la
información.
Estas funciones, en si mismas, incrementan la complejidad de un sistema de
BDD.  Es importante estudiar los mejores algoritmos para asegurar estas habilidades del
las BDD, lo que representa la base del trabajo de investigación que se realiza.
La replicación es útil para mejorar la disponibilidad de la información. El caso
más extremo de replicación es generar copia de toda la base de datos, en cada sitio del
sistema distribuido, creando lo que se denomina BD completamente replicada.  El otro
extremo es el caso de no replicación, cada fragmento de la BD se almacena
exactamente en un sitio.  Entre ambos extremos, se tiene el espectro de la replicación
parcial de datos,  esto es algunos fragmentos de la BD pueden estar replicados mientras
otros no lo están.    Una descripción de la replicación de los fragmentos se denomina
esquema de replicación.
La habilidad de encontrar el esquema de replicación que mejor se adapte a un
problema particular es el objetivo de este estudio.
Objetivos
Los objetivos específicos de la primer etapa del trabajo (presentada para WICC
2002) fueron:
! Implementar técnicas de replicación basadas en diferentes esquemas de
regulación y propagación de actualizaciones sobre las réplicas.
! Medir las características de performance de dichas técnicas.
! Comparar las técnicas evaluando las mediciones de los resultados
obtenidos.
! Evaluar los beneficios e inconvenientes de la replicación de datos en
general.
! Reevaluar los resultados obtenidos
Los objetivos de esta segunda etapa apuntan a los siguientes aspectos:
! Profundizar las técnicas de regulación de actualización de réplicas:
Master–Slave  vs. Group, y Eager vs. Lazy.
! Incorporar el estudio realizado sobre mantenimiento de integridad de la
información (protocolos de cometido)
! Incorporar el manejo de esquemas de replicación dinámica de datos.  De
esta forma, la ubicación de cada fragmento puede migrar entre los nodos
de la red, permitiendo poner dinámicamente los datos cerca de los sitios
donde más se utiliza.
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