The stabilization of receding horizon control (RHC) for a class of discrete-time stochastic systems with multiple state delay is concerned. Firstly, a cost function with the type of conditional expectation is designed. Secondly, the sufficient RHC stabilization condition has been obtained in terms of a linear matrix inequalities (LMI). And under some appropriate assumptions, it is shown that the stochastic system with state delay can be stabilized in the mean square sense if the terminal weighting matrices satisfy the given inequalities. Lastly, the explicit stabilizing controller is derived by solving a finite horizon optimal control problem. Numerical examples show that the proposed RHC can effectively stabilize stochastic systems with state delay.
I. INTRODUCTION
With the rapid development of science and technology, more and more complex systems appear, such as communication systems, power systems, multi-agent systems and so on [1] . The complexity of the system makes time-delay and randomness become indispensable factors in the system. The existence of time-delay and randomness will reduce the performance and destroy the stability of the system [2] . Many results were obtained and various control methods were used to deal with it, such as model predictive control [3] , [4] , optimal control [5] , [6] , H ∞ control [7] , [8] and memory control [9] . No matter what control method is adopted, the most important thing is to ensure the performance of the system, so the study on the stability of the stochastic systems with time-delay has become a hotspot [10] - [14] . The finitetime stability analysis and control for switched stochastic delayed systems is devoted in [10] , a stability criterion with average dwell time constrain is proposed. Reference [11] investigates the output feedback stabilization problem for a class of switched stochastic high-order systems with timedelay. Based on the homogeneous domination approach and stochastic Lyapunov-Krasovskii stability theorem, it is shown that global asymptotic stability in probability of the The associate editor coordinating the review of this manuscript and approving it for publication was Xiaojie Su. closed-loop system can be implemented by tuning the scaling gain. The stabilization of stochastic singular Markovian jump systems with time-delay is concerned in [12] , by constructing stochastic Lyapunov-Krasovskii functional and applying generalized Itô formula, new sufficient conditions for the stability are obtained. Reference [13] addresses the stochastic stability and stabilization problems for a class of semi-Markovian jump systems with time-delay, by utilizing a novel semi-Markovian Lyapunov-Krasovskii functional and an improved reciprocally convex inequality, sufficient conditions are established to guarantee a feasible solution. In [14] , the problem of event-triggered stabilization for a class of nonuniform sampling neural network control systems is studied, the stability criteria for the closed-loop system is formulated using Lyapunov-Krasovskii functional approach. Because receding horizon control (RHC) has many advantages, such as low requirements on models and easy calculation, it has been applied successfully in practical projects. With the wide application of RHC in industry, the theoretical research on the stabilization based on RHC becomes more and more important and some achievements [1] , [15] - [21] have been made. Although abundant results have been obtained based on RHC, they are mainly applicable either for time-delay systems or stochastic systems, the stabilization of stochastic system with time-delay is seldom investigated. Reference [1] , [15] - [17] considered the RHC based stabilization with time-delay, but no randomness. The RHC of the state delay system was considered in [15] , but the stability of the closed-loop system cannot be guaranteed. In [1] , the general RHC stabilization result of a system with state delay was obtained by using linear matrix inequality (LMI). The RHC of a system with state delay was further considered in [16] , and by defining a more general cost function, a stabilization condition related to timedelay was given. Reference [17] studied the system with input delay and the explicit controller and stabilization conditions was derived. In [18] , [19] , a stochastic system with additive unbounded disturbances was studied based on RHC, but time delay is not considered. In [18] , by providing a convex solution to the optimization problem, the RHC control problem was solved. Reference [19] considered the stochastic system with incomplete state information and a suitable choice of causal control policies was proposed. Reference [20] , [21] considered stochastic systems with multiplicative noise, but no time-delay. Reference [20] studied the RHC of a stochastic system with constraints, and a method to deal with probability constraints and guarantee the closed-loop stability was given. RHC was developed to stochastic linear systems with both input and state multiplicative noise in [21] , as well as a result characterizing stochastic stability for the receding horizon controlled system under a specific choice of terminal weight and terminal constraint was provided. As far as we know, the RHC based stabilization of stochastic systems with timedelay has been rarely studied, so it is very meaningful to study the RHC stabilization of stochastic systems with time-delay. In recent years, with the deepening of research, there has been a breakthrough in the study of RHC stabilization for stochastic systems with time-delay. The RHC stabilization problem of a discrete-time stochastic system with single input delays was studied in [22] , the necessary and sufficient conditions were developed with the form of Lyapunov type inequality. Reference [23] studied the system with multiple input delay, the sufficient stabilization condition was obtained. For the system with state delay, the linear quadratic optimal control problem of a discrete-time stochastic system was settled in [24] , but the stabilization problem has not been concerned.
In this paper, we discuss the RHC stabilization of discretetime stochastic system with state delay. The main contributions of this paper are summarized as follows: (1) motivated by [23] , [24] , a conditional expectation type cost function is constructed in order to obtain the stabilizing conditions;
(2) the explicit RHC controller for system stabilization is proposed by solving the finite horizon optimal control problem; and (3) by means of linear matrix inequality (LMI), sufficient condition for stabilization of stochastic systems with state delay is obtained for the first time by making the optimal performance index decrease monotonically. Under some appropriate assumptions, it is shown that the stochastic system with state delay can be stabilized in the mean square sense if the terminal weighting matrices in the cost function satisfy the given inequalities.
The rest of this paper is organized as follows. Section 2 describes the stabilization problem to be addressed. Section 3 presents the explicit RHC controller and stabilization conditions. Section 4 gives a numerical example. Section 5 gives conclusions.
The following notations will be used throughout the paper. R n stands for the n dimensional Euclidean space; R m×n is the space of real matrix with order m×n; The superscript means the matrix transpose; I denotes the unit matrix; A symmetric matrix M > 0(reps. ≥ 0) means that it is strictly positive definite(reps.positivesemi − definite); {ω k , k ∈ N } stands for random sequence group; δ i,j is the usual Kronecker function, i.e., δ i,i = 1 and δ i,j = 0 if i = j.
II. PROBLEM FORMULATION
Linear discrete-time stochastic system with state delay considered in this paper is:
Here, x k ∈ R n and u k ∈ R m are state and control input, respectively; d is a constant delay; x 0 and x −i , i = 1, · · · , d, are known deterministic initial values; ω k is a scalar random noise defined in the complete probability space { , F, P}, the mean of ω k is zero and variance is σ ;
Now, we define stabilization of system (1). Definition 1: System (1) is said to be stabilizable if there exists a linear feedback control
where L i , i = 0, 1, · · · , d are constant matrices, such that the closed-loop system satisfies
Given the above, the research objectives of this paper are as follows.
Problem: Find the condition for system (1) to be stabilized by a controller as in (3) . If this condition is satisfied, give the stabilizing controller.
III. RECEDING HORIZON CONTROL FOR DISCRETE-TIME SYSTEMS WITH STATE DELAY
In this section, we will investigate RHC for system (1) . The RHC stabilization condition in LMI will be proposed. We will give the RHC solution firstly.
A. RECEDING HORIZON CONTROL
To solve the problem formulated in Section II, we will first consider the following cost function
In order to get a RHC controller, we first apply the Pontryagin's maximum principle to the system (2) with the cost function (4) to yield the following necessary conditions:
where
On the basis of the above necessary conditions (5)- (7), we can derive the finite horizon linear quadratic optimal control of Equation (4) subject to Equation (1) in the following lemma.
Lemma 1: The optimal control minimizing cost function (4) with equation (1) is given by
for s = k, · · · , k + N , where R s , L j s , P j s , j = 0, · · · , d satisfy the following difference equations for s = k, · · · , k + N :
The terminal value is given by: for k = k + N , k + N − 1, · · · , k. In this case, the optimal value of (4) is
. In addition, the following relation between the optimal costate and the state holds:
The proof of Lemma 1 and Theorem 1 is similar to the proof of Theorem 1 in [24] , which is omitted here.
Remark 1: In Lemma 1, we have extended the definition of the variables P j s+1 , L j s , A j and A j as P j s = 0, L j s = 0, A j = A j = 0, j > d, for the convenience of simplicity.
Remark 2: For system (1), it can be regarded that two delays exist in the state channel, one is the zero and the other is the constant d. A more general model with multiple-delays in the state channel can be described as follows:
where the constant delay d > 0. The controller design problem investigated in this paper is a special case for the one of the general system (15) , which could be investigated similarly.
B. STABILIZATION OF DISCRETE-TIME SYSTEMS WITH STATE DELAY
In this part, the condition of RHC stabilization is studied. First, the properties of cost function (4) are studied. Lemma 2: Assume that there exist W in Equation (4) satisfying the following inequality for some H : 11 12 12 22 ≤ 0,
where 11 
Then, J * (x k , k) and J * (x k+1 , k + 1) satisfy following relation
where J * k−1 (x k , k) is the optimal cost value of Equation (4) with the initial state x k and the optimal control sequence as in Equation (8).
Proof 1: From cost function (4), we have that
where u k+i+1 and u k+i , i = 1, · · · , N are optimal control sequences that minimize the cost function (4) with initial states x k+1 and x k , respectively; x k+i+1 and x k+i are the corresponding optimal states generated when the system is controlled by u k+i+1 , u k+i , i = 0, · · · , N , respectively. Let
in view of Equations (2) and (19) , if follows from Equation (18) that
where is the matrix in Equation (16) . It is obvious that if ≤ 0, then Equation (17) holds. This completes the proof.
In what follows we will convert the inequality (16) into an LMI. Then, the solutions of Equation (16) will be obtained easily.
Theorem 2: Assume that there exist X > 0, Y such that (21) then W = X −1 , H = Y W satisfy the matrix inequality (16) . Proof 2: The inequality (16) can be rearranged as 11 12
By introducing change of variables X = W −1 , Y = W −1 H and using Schur complement, the inequality (22) is equivalently changed to LMI (21) . Theorem 3: Given Q > 0, R > 0, if there exist W > 0, H such that the matrix inequality (16) holds, then the system (1) with the RHC is asymptotically stable.
Proof 3: According to Lemma 2, there exist W > 0, H satisfying Equation (16) . Thus, we obtain that k) ] exists and lim k→∞ E( x k 2 ) = 0.
IV. NUMERICAL EXAMPLE
In this section, two numerical examples are presented to illustrate the proposed method.
A. EXAMPLE 1
Consider the discrete-time system (1) and cost function (4) with
By solving LMI (21), we can obtain W , H . From (8) we can obtain the optimal control sequence u k , u k+1 , · · · , u k+N , where u k is the RHC at time k. In the simulation, the control
which is the gain matrix of u k . In the following, we well show how to compute the gain matrix of u k .
In case 1, we select d = 1, N = 1. Then, we can compute the gain matrix of u k according to (9)- (11) . Because the RHC is applied to the system (1) from k = 0, we need to com-
first. From (9)-(11) with the terminal value defined in this paper, the following calculations are given: for k = 1,
for k = 0, Then we obtain the gain matrix of RHC at k = 0, i.e., In case 2, we select d = 1, N = 2. Similarly, we can obtain the gain matrix of RHC at k = 0 is And in case 3, we select d = 1, N = 3. Similarly, we can also obtain the gain matrix of RHC at k = 0 is If the initial value of the system is set as x 0 = 1 −1 ,
, the state trajectories of the closed-loop system with the RHC are shown in Fig. 1, Fig. 2 and Fig. 3 respectively. It can be seen from the figures that the RHC can stabilize the discrete-time stochastic system with state delay. 
Remark 3:
With similar calculations as in the above, we can calculate all the RHC gain matrix of time k, k = 1, 2, · · · . Because the system we studied is time invariant, all the RHC gain matrix of time k, k = 1, 2, · · · is the same as that of k = 0. So in the simulation the control gain matrix K is the same as
B. EXAMPLE 2
Consider the discrete-time system (1) and cost function (4) If the initial value of the system is set as
the state trajectories of the closed-loop system are shown in Fig. 4 . It can be seen from the figure that the RHC controller can stabilize the discrete-time stochastic system without state delay. In case 2, we select d = 1, N = 3. With similar calculations as in example 1, we can also obtain the gain matrix of RHC at k = 0 is Fig. 5 . It can be seen from the figure that the RHC controller can stabilize the discrete-time stochastic system with state delay. Remark 4: By comparing Fig. 4 and Fig. 5 , we can find that when a system has a time delay and the time delay is not catched, the existence of time delay will reduce the performance of the system. This is because feedback without considering the state delay is only related to the current state x k at the moment, and feedback with considering the state delay is related not only to the current state x k , but also to the historical state x k−1 , x k−2 , · · · , x k−d . Moreover, when the existence of time delay is taken into account, the RHC method proposed in this paper can effectively stabilize stochastic systems with state-delay.
V. CONCLUSION
In this paper, the RHC based stabilization of linear discretetime stochastic systems with state delay was proposed. An explicit stabilization controller was obtained by solving a coupled Riccati equation. The sufficient stabilization condition was proposed by designing a suitable cost function, so as to guarantee the asymptotic mean square stability of the closed-loop system. Simulations demonstrate the effectiveness of the proposed method.
