We have previously developed a CAD scheme for the detection of lung nodules of both types, solid and GGO nodules. The reported CAD scheme was applied on 715 transaxial CT images containing 25 GGO nodules. It was able to detect 23 nodules and missed 2 nodules achieving detection sensitivity of 92% with False Positive (FP) rate of 0.76 FP/slice.
We have previously developed a CAD scheme for the detection of lung nodules of both types, solid and GGO nodules. The reported CAD scheme was applied on 715 transaxial CT images containing 25 GGO nodules. It was able to detect 23 nodules and missed 2 nodules achieving detection sensitivity of 92% with False Positive (FP) rate of 0.76 FP/slice.
The purpose of this study is to investigate the possibility of further decreasing the number of FP findings reported by our CAD scheme. We will present a proposed neural network that can discriminate GGO nodules efficiently. Also we will benefit from the information revealed from the coronal view examination to reduce the FP rate.
Radial Basis Functions (RBF) neural networks are mainly used for pattern classification and they are based on Cover 's theorem on the separability of patterns. This theorem states that nonlinearly separable patterns can be separated linearly if the pattern is cast nonlinearly into a higher dimensional space. Therefore an RBF network converts the input to a higher dimension after which it can be classified using only one layer of neurons with linear activation functions.
In the training of the proposed RBF network, we adopted the concept of massive training proposed by Suzuki et al. . This concept, in principle, proposes using a large number of subimages extracted from the input images together with the teacher images containing the distribution for the likelihood of being a nodule. To obtain the output image, a scanning process is performed on the input image with the proposed network and then some score is defined to discriminate the nodular candidates. The algorithm of neural classification is shown in Fig. 1 .
The second stage of the discriminating procedure is the examination of the coronal CT image coressponding to the location of the assigned GGO nodule in the transaxial sectional image based on the fact that nodular candidates tend to appear in almost circular shapes in both sectional views, i.e. transaxial and coronal sections. Fig. 2 illustrates an example of a GGO nodule in both sectional views.
We first apply the neural classification using the proposed RBF network on the transaxial CT images and then examine the corresponding coronal CT images. In our study, we analyzed 2100 transaxial CT images in addition to the corresponding 2142 coronal CT images. Table 1 shows the detection sensitivity and FP rate after applying the proposed discriminating procedure. It is obvious that the combination of both neural classification and coronal view examination improved the experimental results significantly. (1) . Cancer screening program is performed to find cancers at an early stage when there are fewer symptoms and treatment leads to a higher cure rate. Early detection of lung cancer is critical to improving survival. Testing people that are known to be at high risk for developing lung cancer can help to find tumors that are small and more easily treated. Many radiologists classify lung nodules into 3 classes: a solid nodule, a nodule with Ground Glass Opacity (GGO) (part-solid nodule), or a nodule with pure localized GGO (nonsolid nodule) (2) , as shown in Fig. 1 . GGO is a nonspecific term that refers to the radiographic appearance of hazy lung opacity not associated with obscuration of underlying vessels. While many CAD schemes were reported for the detection of solid nodules in chest CT images and showed satisfactory performance (3)- (5) , few schemes were reported for the detection of GGO nodules due to their faint contrast and fuzzy margins, which complicate the detection process. For example, Kim et al. presented an automated scheme based on artificial neural network utilizing texture features and Gaussian curve fitting features offering area under the Receiver Operating Characteristic (ROC) curve of 0.92 (2) . This CAD scheme was applied only on 73 CT slice images and hence need to be further evaluated to judge its effectiveness.
RBF
We have previously proposed a CAD scheme for the detection of lung nodules of both types, solid and GGO nodules (6) . The previous scheme consists of two principal processes. The first process addresses the identification of the nodular candidates and starts with a preprocessing algorithm applied to the transaxial CT image to extract the lung region and enhance the intensity values of the nodular regions. We then filter the resulting image with Gabor filter and apply some simple segmentation techniques to assign the suspected regions. The second process aims at discriminating the True Positive (TP) findings. The discrimination procedure includes the application of a template-matching technique between the potential nodular candidates and some predefined reference Gaussian templates. Thereafter, some characteristic morphological and gray level features are used to discriminate the potential GGO candidates by examining the values of these features for each GGO candidate. Some threshold values are then proposed to characterize the GGO nodules after careful investigation of the tendencies of the TP candidates. The reported CAD scheme was applied on 715 transaxial CT images containing 25 GGO nodules. It was able to detect 23 nodules and The purpose of this study is to investigate the possibility of further decreasing the number of FP findings reported by our previous CAD scheme. We will present a proposed neural network that can discriminate GGO nodules efficiently. The proposed network adopts the concept of massive training developed by Suzuki et al. (7) with some modifications to enhance the detectivity of the system. Also we will benefit from the information revealed from the coronal view examination to reduce the FP rate. Fig. 2 illustrates a schematic diagram of the whole CAD system after implementing the proposed procedure. The details of the Radial Basis Function (RBF) neural network and coronal view examination will be presented in the following sections. N tcross and N tcor stand for the total number of CT images in the transaxial and coronal views, respectively. The set of characteristic features used for the processing of the coronal view images (set B) includes fewer features than that of the transaxial view images because the characterization of the nodules in the transaxial view showed to be better than that in the coronal view.
It is worth mentioning that we applied the neural classification on the images of transaxial view only for two reasons. The first is that we wanted to save the additional processing time required for the application on the coronal view images. The second reason is to ensure reasonable level of generalization for the proposed scheme by not imposing more restrictions on the nodular candidates in the coronal view.
Neural Classification of Nodules Utilizing RBF Neural Network
RBF neural networks are mainly used for pattern classification and they are based on Cover 's theorem on the separability of (8) - (10) . This theorem states that nonlinearly separable patterns can be separated linearly if the pattern is cast nonlinearly into a higher dimensional space. Therefore an RBF network converts the input to a higher dimension after which it can be classified using only one layer of neurons with linear activation functions.
While similar to the well-known Multi-Layer Perceptron (MLP) networks in many respects, RBF networks have several advantages. They usually train much faster than MLP networks and in addition they are capable of performing complex pattern recognition tasks yielding outcomes superior to that achieved by the corresponding MLP networks. This is due to their ability to transform the input pattern into a higher dimensional space simplifying the problem to a linear classification task.
The major difference between RBF networks and MLP networks is the behavior of the single hidden layer. Rather than using the sigmoidal activation function as in MLP networks, the hidden units in RBF networks use a Gaussian or some other basis kernel function. Each hidden unit acts as a locally tuned processor that computes a score for the match between the input vector and its connection weights or centers. In effect, the basis units are highly specialized pattern detectors. The weights connecting the basis units to the outputs are used to take linear combinations of the hidden units to produce the output (11) .
Radial Basis Functions
The principle of radial basis functions is mainly derived from the theory of function approximation. For a given function y=f(x), where x is a vector {x 1 ,..., x I } in I-dimensional space, the idea of RBF is to approximate this function, i.e., y=f(x), by another function F(x) in a proximity to some assigned locations (centers) d j , j=1,...,J (12) .
Such basis functions F(x) depend only on the distance (radius) from these centers. They are identical and defined everywhere but quickly drop to zero as the distance from the location d j increases. For some point x, the approximating function is expressed as the sum of the basis functions: 2) where ф is the Gaussian function, m is the center of the function, and r determines the spread of the function. Fig. 3 illustrates an example of the Gaussian RBF with different centers and widths.
Architecture of RBF Neural Network
The basic structure of RBF network contains an input layer for the input signal distribution, a hidden layer to provide the radial basis function processing, and an output layer as shown in Fig. 4 . The RBF representation can be obtained by clustering the input training data to obtain the centroid vector, c i , for all clusters. A radial basis function (generally a Gaussian function) is applied to the Euclidean distance between the input vector, z j , and its own centriod. The output of each radial basis function unit is then weighted and summed through a linear combiner to provide the final output of the network. The final output of the network g(z) can be given as: (4) where c i represents the centers and w i represents the weighted connections from the hidden layer units to the output unit (11) .
Training of the Proposed RBF Network
In the training process, we adopted the concept of massive training proposed by Suzuki et al. (7) . This concept, in principle, proposes using a large number of sub-images extracted from the input images together with the teacher images containing the distribution for the likelihood of being a nodule. To obtain the output image, a scanning process is applied on the input image with the proposed network and then some score is defined to discriminate the nodular candidates. The input Region of Interest (ROI) of CT image of size M × M pixels is first divided pixel by pixel into a large number of overlapping receptive fields R f each of size k × k producing a total of (M-k+1) × (M-k+1) receptive fields. All pixel values in each of these receptive fields are entered as input to the network, i.e. input layer size is k × k, whereas a pixel from the teacher image corresponding to the central pixel of the receptive field is introduced as the teacher value. The teacher image of GGO nodules is designed to follow Gaussian distribution while the one used for FP findings is a totally black image (7) .
For the purpose of discriminating GGO nodules, some matching score is calculated between the output image which has a size of (M-k+1) × (M-k+1) pixels and the Gaussian teacher image of the same size as follows: (5) where S O,T is the matching score while O ij and T ij are the output and Gaussian teacher images, respectively. This score expresses the likelihood of the image containing a GGO nodule near the central pixel of ROI. For some ROI containing a GGO nodule, the value of S O,T is usually larger than that of a one containing FP finding. If the score achieved by a certain ROI exceeds a predefined threshold value, th, then the ROI under investigation is assigned as a GGO candidate. The detection sensitivity is greatly influenced by the choice of th value thus we set this value after careful investigation of the available GGO nodules database in order to ensure the maximum possible sensitivity.
We designed the RBF network such that it creates neurons one at a time. At each iteration, the input vector, which will result in lowering the network error (mean of squared error) the most, is used to create a radial basis neuron. The error of the new network is checked and if the error goal is met then we finish the training.
Unlike the MLP network where all weights in all of the layers are adjusted at the same time, the weights into the hidden layer basis units of the RBF network are usually set before the second layer of weights is adjusted. As the input moves away from the connection weights, the activation value falls off. Once the hidden layer weights are set, a second phase of training is used to adjust the output weights. Fig. 5 illustrates the procedure of classifying the GGO nodules by using the proposed RBF network. The sliding image window shown has the same size as that of the receptive field R f , i.e., k × k pixels.
Examination of Coronal CT Images
In order to confirm the existence of a GGO nodule detected in a transaxial CT image, we examine the corresponding coronal CT image. As shown in Fig. 6 , we can calculate the coronal image number utilizing the geometrical structure according to the following formula: (9) where C is the calculated coordinate, i.e. X cor or Y cor , and δ decides the potential range for this coordinate. If we could find a candidate in the coronal slice within the specified range then we confirm the presence of the candidate in the transaxial slice and assign it as positive. This is based on the fact that GGO nodular candidates tend to appear in almost similar shapes in both sections. The value of δ was decided experimentally and we found that a value of 15-pixel width is very suitable for our application.
Experimental Results of Using the Neural Classification Only
The training samples used for the RBF network consisted of 8 GGO nodules and 8 typical FP findings. The size of the ROI and the receptive field was 19 × 19 pixels (11.4 mm × 11.4 mm) and 9 × 9 pixels (5.4 mm × 5.4 mm), respectively where each pixel corresponds to a size of 0.6 mm. The input layer of RBF network included 81 neurons and each input ROI was divided into 11 × 11 sections resulting in total of 121 overlapping receptive fields each of size 9 × 9 pixels. The error goal for the network was set to a mean square error value of 0.01.
After training the RBF network, we tested the trained network by examining 2100 CT images of 9 patients containing 27 nonsolid and part solid nodules (including the 8 samples used in the training process). The RBF network was able to achieve a detection sensitivity of 96.3% by detecting 26 nodules out of 27 with FP rate of 0.147 FP/slice. Compared to the experimental results reported by our developed CAD scheme in (6) which achieved a sensitivity of 92% with 0.75 FP/slice, the proposed RBF network managed to improve the detection sensitivity and meanwhile decreased the FP rate significantly.
In order to investigate the effectiveness of the proposed RBF network, we designed a similar MLP network employing a sigmoid hidden layer with linear output layer and using the same training samples and techniques. The MLP network achieved the same detection sensitivity, i.e., 96.3%, but with a higher FP rate, 0.20 FP/slice, as shown in table 1. The FP rate of the MLP network did not further improve by increasing the number of the hidden neurons. The best FP rate for the MLP network, i.e., 0.20, was obtained by using 25 hidden neurons.
Experimental Results of Using the Neural Classification and the Coronal Images Examination
We first apply the neural classification using the proposed RBF network on the transaxial CT images and then examine the corresponding coronal CT images. In our study, we analyzed 2100 transaxial CT images in addition to the corresponding 2142 coronal CT images. The procedure of combining both the RBF neural classification with the coronal images examination succeeded to detect 26 nodules of GGO and part solid types out of 27 achieving detection sensitivity of 96.3% with FP rate of 0.06 FP/slice. If we use the MLP network instead of the RBF network, the detection sensitivity decreases to 92.6% and the FP rate becomes 0.096 FP/slice, as shown in Table 2 , which supports our claim about the superiority of the proposed RBF network.
The combination of MLP network and coronal view examination improved the FP rate at the expense of decreasing the sensitivity due to the additional constrains imposed on the detection process by performing the coronal view examination. On the other hand, combining the RBF network with the coronal view examination didn't affect the sensitivity because of its robust performance in high dimensional pattern classification. Fig. 8 shows some examples of detected GGO nodules along with the one missed by the proposed algorithm.
Conclusion and Disscussion
We have developed a discriminating procedure combining RBF neural classification and coronal images examination in order to decrease the number of false positive findings in a reported CAD system for the detection of GGO nodules. The current reported CAD managed with the help of the proposed discriminating procedure to achieve a detection sensitivity of 96.3% with FP rate of 0.06 FP/slice. It is worth mentioning that the diameter of GGO nodules used in our study ranged from 5mm to 20mm. By implementing 2-D image processing methods and applying them on 2-D sectional CT images in both transaxial and coronal views, we were able to increase the processing speed of our algorithm and at the same time benefit from the information contained in both sectional views. For a typical clinical case of 300 sectional CT image in each sectional view (total of 600 image per case on the average), the processing time ranged from 24 to 28 minutes, i.e., 2.6 second per sectional image on the average, using Pentium 4 -1.8 GHz PC.
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