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Abstract
An unsteady potential flow boundary element method (BEM) is coupled to a transient
acoustic BEM to gain insight into the hydrodynamic and acoustic characteristics of fish
swimming. The transient acoustic BEM formulation features the novel application of the
fast multipole method to accelerate the solution of problems with Neumann boundary con-
ditions. The acoustic BEM is applied to model the vortex sound generation of schooling
fish encountering 2S and 2P classes of vortex streets. Vortex streets of fixed identity are
moved rectilinearly in a quiescent fluid past representative schools of two-dimensional fish,
which are composed of four stationary hydrofoils arranged in a diamond pattern. The
induced velocity on the fish-like bodies determines the time-dependent input boundary
condition for the acoustic method to compute the sound observed in the acoustic far field.
The resulting vortex noise is examined as a function of Strouhal number, where a maximum
acoustic intensity is found for St ≈ 0.2, and an acoustic intensity plateau is observed for
swimmers in the range of 0.3 < St < 0.4.
The unsteady flow BEM features a novel two-dimensional vortex particle wake and fencing
scheme to permit the investigation of vortex-body interactions. An original coupling of
the fluid dynamic and acoustic BEM solvers is achieved through use of Powell’s acous-
tic analogy, which enables numerical investigations of the noise generated by vortex-body
interactions encountered in fishlike swimming. The acoustic, flow, and coupled method-
ologies are individually validated against available analytic, asymptotic, and experimental
results.
The coupled flow-acoustic BEM examines the acoustic emission and hydrodynamic per-
formance of an isolated heaving and pitching NACA 0012 hydrofoil, which acts as a rep-
1
resentative model of the propulsor of a swimming fish. The hydrofoil is subjected to a
range of chord-based reduced frequencies (0.125 < f∗ < 2), Strouhal numbers based on
the peak-to-peak amplitude (0.125 < St < 1), and swimming motions ranging from pure
pitching to pure heaving, and combined heave-pitch motions. The parametric regime of
noise minimization corresponds to a mixed heave-pitch swimming motion. The acoustic
response is a vertically-oriented dipole for all swimming configurations analyzed. The noise
production of the hydrofoil is minimized in parametric regions of low power consumption
but at the expense of propulsive efficiency.
In a separate study, the hydrofoil is deformed to perform anguilliform and carangiform
traveling wave kinematic motions. The wavenumber and the reduced frequency of the foil
undulation are varied to discern the acoustic and hydrodynamic performance of these fish-
like swimmers. When the reduced frequency equals the non-dimensional wavenumber, the
swimmer minimizes its required power and its noise production. The effect of traveling
wave swimming near a rigid ground plane is examined using the the method of images. A
parametric study that varies the reduced frequency and distance to the ground plane is
conducted. An amplification of noise production, as well as increases in the coefficients of
thrust and power and the propulsive efficiency are observed for swimmers operating within
one-third of a chord of the rigid ground plane. When swimming outside of the one-third
chord distance to the ground plane, the noise and performance metrics return to the values
observed for the isolated swimmer.
The hydrodynamic and acoustic BEMs integrated in this work enables the concurrent as-
sessment of the hydrodynamic and acoustic performance of fish-like swimming. Physical
insight into the effect swimming gait on acoustic and hydrodynamic performance could be
utilized in the design of underwater vehicles to ensure proper power usage when maximizing
range, increasing speed, or minimizing noise.
2
Chapter 1
Introduction
Over the last several decades, the development of biologically inspired autonomous under-
water vehicles (BAUVs) has become an active area of research and development [8, 23, 36,
64], that has drawn its insight from the locomotion of efficient swimmers [62, 63]. This
dissertation seeks to define a framework to be used in the development of BAUVs through a
novel coupling of unsteady potential flow and transient acoustic boundary element methods
(BEM). The coupled BEMs allow for the rapid evaluation of the hydrodynamic performance
and acoustic emissions of two-dimensional swimming bodies. Utilization of the method-
ology allows insight into the noise production of propulsively efficient, fast, or long range
BAUVs and the determination of the trade-offs between hydrodynamic performance and
noise generation.
An effectively silent or even natural sounding BAUV has applications in stealth recon-
naissance. BAUVs can also be used as a minimally invasive tool to investigate natural
biomes where the fauna of a biome may be sensitive to acoustic disturbances. The use of
a natural sounding BAUV would reduce acoustic agitation to the local fauna, allowing for
better investigations into the ecology of the biome or improved population estimates.
Design of underwater vehicles can range from a direct mimicking of the look and/or
locomotion of a fish species to more abstract performance-driven designs that leverage
certain aspects of fish swimming or body shape. Figure 1.1 shows the diversity of different
current designs. The Squidbot (the left image) mimics only the fin motion of a biological
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Figure 1.1: Several current designs of bio-inspired underwater autonomous vehicles
(BAUVs). From left to right, the designs transition from abstract to a direct mimick-
ing of nature. The left image is Squidbot [57], the middle image is Robofish Grace [74],
and the right image is Southern Methodists University’s Robofish [66].
system, resulting in a design that barely resembles nature. In contrast, the Southern
Methodists University’s Robofish (right) directly copies a fish geometry. These design
choices can be made to develop fast, long-range, or even quiet BAUVs. In order to design to
one of these specific criteria, fish locomotion must be deconstructed into phenomenological
basis. A large parameter set of kinematics and shapes, across the many scales observed in
different species of fish, would need to be investigated in order to gain an understanding of
the features of biological locomotion that should be leveraged into the design of effective
BAUVs for hydrodynamic performance and flow-generated noise.
Visual stealth can be obtained by simply designing a vehicle camouflaged to look like a
fish, but this is only useful when there is line of sight. At large distances or in cloudy water
an acoustic signal would persist where visuals signals are unavailable [32]. Fish locomotion
vortex wakes are a source of noise [12]. It is not yet known to what extent the different
shapes and kinematics have on the variation of noise production. Information on the noise
fish produce is required to facilitate the signal processing necessary to determine how these
features affect noise production.
Most fish noise production is typically a result of aggressive actions, spawning, or
reproductive behavior [12]. The noise made during these actions can be categorized into two
broad categories: active acoustic signaling through morphological structures; and passive
noise generated during swimming, feeding, or respiration. The actively-produced noises
include vocal calls, swimbladder motions, and drumming [32, 40]. Active fish signaling
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is not of concern here, as there exist substantial quantified data for several species [32]
and simple methods, such as embedded speakers, could reproduce these sounds. However,
locomotive noise during steady-state rectilinear swimming is a relatively unquantified field.
The challenges associated with recording reliable sound from specific species and the low-
amplitude hydrodynamic noise associated with fish [12] has limited the work in this area.
Defining where and how much noise is made due to the locomotion of a fish will help to
establish which design parameters should be considered in the design of a natural sounding
BAUV.
Brooks et al. [7] experimentally investigated self-noise generation mechanisms of air-
foils, defining five regions of generation: turbulent boundary-layer trailing-edge noise,
laminar-boundary-layer vortex-shedding noise, separation-stall noise, trailing-edge-bluntness
vortex-shedding noise, and tip vortex formation noise [7]. Figure 1.2 illustrates the differ-
ent self-noise generation mechanisms. The experimental acoustic measurements of Brooks
et al. [7] looked at several NACA 0012 airfoils at Mach number 0.21. Fish are very low
Mach number swimmers (M ≈ 10−2) making these correlations necessary to help define
the noise generating mechanisms of fish swimming. Turbulent boundary-layer trailing-edge
noise and laminar-boundary-layer vortex-shedding noise are the two more apparent areas
to investigate for fish self-noise generation. Separation of the boundary layer is not ex-
pected in efficient swimmers [2], but separation and tip vortex noise may still occur due to
the unsteady flow interactions present in a school of fish. The wake created by swimming
will generate noise due to its interactions with other swimmers in a school. The capability
to predict self-noise and vortex sound due to fluid-structure interactions is necessary for
a complete model of fish noise generation, particularly in swimming collectives such as
schools.
Instead of examining live fish, numerical tools can be used to simulate the motions of
fish and their resulting unsteady vortical wakes to estimate their noise production. For
instance, one approach to simulating the unsteady flow field around a swimming fish is
the BEM [44]. This is a potential flow method that discretizes surfaces representing shear
layers in the flow, i.e. a solid body surface and the wake, into a series of elements [19, 30].
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Figure 1.2: Airfoil self-noise production mechanisms as described by Brooks et al. [7] are
shown.
This method approximates the flow as incompressible, inviscid, and irrotational (except
on the elements). Additionally, the reduction of the solution domain to only solving for
the strengths of elements on the boundaries enables the rapid simulation of unsteady flow
phenomena.
Once an unsteady flow field is simulated, an acoustic analogy is a common and effective
tool for post-processing the flow data to determine the noise production [29, 68]. Lighthill
first developed an acoustic analogy by reworking the Navier-Stokes equations into a wave
equation with a tensorial forcing function [34]. A nearly ubiquitous method for predicting
flow noise, Lighthill’s acoustic analogy has become central to many aeroacoustic studies
[29, 69, 68, 72]. For example, Powell adapted the Lighthill analogy to consider all of the
unsteady flow fluctuations as vorticity and designated this vorticity as the forcing function
for the acoustic system[50]. Vorticity also plays a role in the noise theory by Howe that
also adapts Lighthill’s formulation [20].
Computational aeroacoustics is a sub-field of fluid dynamics that develops the numerical
tools necessary to analyze the sound generated from unsteady flow fields. These unsteady
flow fields are determined by CFD based on the solution of Navier-Stokes, Euler, or poten-
tial flow equations. The highest-fidelity flow simulations are direct numerical simulations
(DNS) . DNS solves the Navier-Stokes equations directly, thereby giving a full description
of the flow physics including the acoustic field. DNS is the most accurate and complete
computational description of acoustic fields, but this approach is hindered by the massive
computational resources necessary to properly resolve the smallest spatial and temporal
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scales, while becoming more stringent with increasing Reynolds number [68]. Large eddy
simulations (LES) allow for quicker computation and more complex geometries than DNS
by filtering the small-scale interactions in the flow field. This results in a model that
accounts for large turbulent eddies present in the flow field, making it a more practical
engineering design tool. The unsteady flow data is then processed via an acoustic analogy
to determine the resulting acoustic field [68]. Diminished accuracy of the acoustic field is
caused by the filtering of small-scale interactions of the turbulent eddies, the source terms
in an acoustic analogy. Self-noise generation studies have been established by coupling
LES to an acoustic boundary element method (BEM) [29]. Unsteady Reynolds-Averaged
Navier-Stokes (uRANS) models the turbulence in a flow field with empirical methods. The
empirical modeling results in a lower accuracy of unsteady flow field in comparison to DNS
and LES [59]. uRANS is effective at modeling large scale fluid motions and the associ-
ated sounds, but does not capture the small eddies that produce much of the broad band
noise [10]. The uRANS hybrid methods are still computationally expensive in comparison
to potential flow solvers, which do not explicitly model the turbulence in a flow field.
In this work, the BEM is used to solve the potential flow equations, not the Navier-
Stokes equations. Potential flow solutions can model unsteady flow phenomena, but sac-
rifice features such as viscous interactions and turbulent eddies. The unsteady potential
flow BEM discretizes surfaces that represent shear layers in the flow, i.e. a solid body
surface and the wake. The shear layers and hence vorticity is modeled as a point vortex
or infinitely-thin doublet sheets. The shedding of vorticity from the body must be mod-
eled. The Kutta condition defines the circulation on an airfoil which maintains the rear
stagnation point at the trailing edge, and there by defines the circulation in the field. In
conjunction with Kelvin’s circulation theorem, a wake shedding procedure can be defined.
This technique is often used to model turbulent boundary-layer and laminar boundary-layer
vortex shedding without having to model a viscous field explicitly.
The BEM models a potential flow using a distribution of flow singularities, such as
sources/sinks, doublets, and inviscid vortices. The distribution of singularities are only
placed on the surface of the bodies resulting in a dramatic reduction of degrees of freedom in
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comparison with traditional mesh-based Navier-Stokes CFD. A computational model using
a distribution of singularities to represent flow was first developed by Hess [18]. This work
has been extended to account for many of the unsteady flow phenomena, including wake
shedding, arbitrary motions, non-uniform inflow conditions, and others. With continuous
development the unsteady potential flow BEM still maintains its use as a design tool
[1, 15, 25, 48]. The dissertation of Willis [71] details a state-of-the-art method that models
the wake of lifting bodies with vortex particles. The vortex-particle wake provides the data
needed to model vortex-body noise with the Powell acoustic analogy.
Acoustic fields generated by potential flow BEMs have been investigated by Glegg and
Devenport [15]. However, their method is for steady foils and uses an energy spectrum to
define the acoustic loading for noise prediction. The method does not account for multi-
body interactions, therefore not suitable for fish schooling studies. A matched asymptotic
method has been used to determine the far-field acoustic field due to potential flow solution
for a steady rigid foil [28]. The recent work of Manela [43, 42] extends the thin-airfoil
acoustic works of Howe [22] with use of a far-field two-dimensional retarded-time compact
Green’s function to investigate noise production of thin elastic bodies.
The establishment of a novel coupled unsteady potential flow/acoustic BEM to predict
noise generation of foils will result in a tool that can be used to define the noise generating
mechanisms found in fish, bio-inspired devices, and schools of these individuals. The
coupled BEM must first be validated against experimental vortex-body interaction work of
Booth [5] and the matched asymptotic work of Kao [28]. The coupled BEM will have a lower
computational cost than other modern aeroacoustic methods, which can be leveraged to
rapidly assess the various unsteady flow conditions and acoustic fields due to fish swimming.
The definition of fish locomotive noise can be utilized to develop the next generation of
BAUVs to recreate natural noise or have swimming kinematics that minimize noise.
The remainder of the dissertation is arranged as follows. Chapter 2 develops, validates
and verifies an accelerated transient acoustic BEM. The transient acoustic BEM is em-
ployed to define a zeroth order estimate of the noise production of an ideal school of fish.
The school of fish is approximated by a diamond of airfoils, with the three foils in the
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rear acting as scatters of the wake of a leading foil. Chapter 3 describes and validates the
unsteady potential flow BEM with a vortex particle wake. Chapter 4 describes the Powell
acoustic analogy, which defines the information pass from the flow solver to the acoustic
solver. This information pass gives definitions to the near and far-field acoustic interactions
generated by unsteady potential flow fields. Validation of the coupled BEMs is performed
against available experimental and asymptotic works. The validation cases establish the
capability of the coupled BEMs to model vortex-body noise and self-noise, allowing for the
study of fish-like locomotive noise. Two additional approximations of fish locomotion are
made: the use of a combined pitching and heaving foil to model the caudal fin of a fish and
a traveling wave to describe the propulsive undulations of a fish. Chapter 5 investigates
the performance and noise production of a combined heaving and pitching hydrofoil for
varying non-dimensional frequency, and amplitude. Chapter 6 examines the the perfor-
mance and noise production of anguilliform and carangiform gait swimmers for varying
non-dimensional frequency and wavenumber. This examination includes an application of
the method of images to determine what the effect of swimming near a solid surface has on
the performance and noise production of the swimmer, as it changes its distance from the
wall and non-dimensional frequency. The dissertation finishes with conclusions presented
in chapter 7.
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Chapter 2
Acoustic Boundary Element
Method
2.1 Governing equations and discretization
The propagation of linear waves through domain V with a boundary Sb is described by the
non-dimensional wave equation:
∂2t p−∇2p = 0 in V,
p(x, t = 0) =
∂p
∂t
(x, t = 0) = 0,
p = g(t) on Sb, (2.1)
where x is the position in the exterior domain V, t is time, g is some prescribed forcing
function on the boundary, and p is the acoustic pressure [31]. The combination of the
Green’s function solution to the wave equation in an infinite domain with Green’s second
identity yields a general solution for the pressure field external to a body or a set of bodies
expressed as a boundary integral equation [31]:
p(x, t) =
∫ t
0
[∫
Sb
m(x− y, t− τ)η(y, τ)dSb −
∫
Sb
l(x− y, t− τ)∂η
∂n
(y, τ)dSb
]
dτ, (2.2)
t ∈ [0, T ].
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Here η is the vector potential associated with a single-layer potential, and the normal
derivative, ∂η/∂n, is associated with the double-layer potential, m and l are respectively
single and double-layer retarded time potential operators, y is a source point, nˆ is the
outward normal of the body surface, and τ is a temporal dummy variable.
The substitution of boundary condition Eq. (2.1) into the fundamental solution Eq. (2.2)
produces the time-varying boundary value problem,
∫ t
0
[∫
Γ
m(x− y, t− τ)η(y, τ)dSb −
∫
Sb
l(x− y, t− τ)∂η
∂n
(y, τ)dSb
]
dτ = g(t), x ∈ Sb,(2.3)
which is to be solved by the boundary element method. For the two-dimensional wave
equation, the fundamental solutions of the single-layer and double-layer potentials are
M(r, κ) =
iH
(1)
0 (κr)
4
, (2.4)
L(r, κ) =
iκH
(1)
1 (κr)
4
n · r
r
, (2.5)
where H
(1)
n are Hankel functions of the first kind of order n. The operators M and L, are
Laplace transforms of the retarded-time potentials, m and l. Here r = x− y, is position
vector from a source to an observer, r = |r|, and κ is the wavenumber. The frequency-
domain potential operators Eq. (2.4) and Eq. (2.5) are used by the convolution quadrature
method [17] to generate a time-stepping procedure to solve Eq. (2.3).
Imposing a velocity on the boundary, the frequency-domain double-layer indirect for-
mulation of Eq. (2.3) becomes
(
−1
2
I + L′(r, κ)
)
η = −Vi, (2.6)
Pfield = Lfield(r, κ)η, (2.7)
where I is the identity matrix, Vi is the incident velocity on the boundary, L
′ is the adjoint
of the double-layer operator using the outward normal at the observation point instead of
the normal of the source, and Pfield is the pressure at an observation point in the field.
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2.1.1 Time discretization
The retarded-time potential operators found in Eq. (2.2) are evaluated as convolution
integrals. The Laplace transforms of the single-layer and double-layer potential operators,
Eqs. (2.4) and (2.5), respectively, are convolved with an associated potential field. The
potential field is evaluated by a convolution quadrature. The quadrature has an associated
weight that is defined by a power series. This methodology of time discretization can be
achieved via a convolution quadrature method put forth by Lubich [39]:
V
∂Φ
∂t
=
∫ t
0 v(t− τ)φ(τ)dτ.
Here V represents a Laplace transform of the v operator, a characteristic differential op-
erator of the transient wave equation, and φ is some known potential distribution. The
interested reader can look to [17] for a detailed explanation of the convolution quadrature
method. For problems with a form similar to Eq. (2.3), the retarded-time operator is a
convolution that can be discretized as
v(x, t− τ)φ(τ) =
∫ t
0
V (x− y, t− τ)φ(τ)dτ. (2.8)
Splitting the time domain into N + 1 time steps of equal spacing, ∆t = T/N and tn = n∆t
for n = [0, 1, ..., N ], the discrete convolution can be viewed as a sum of weights of the V
operator at discrete times of φ:
V
∂Φ(tn)
∂t
∆t
=
n∑
j=0
w∆tn−j(V )φ
∆t(tj), (2.9)
where the superscript ∆t indicates the weight for a specific time-step size. The series
expansion can be arranged to solve for the convolution weights, w:
V
(
γ(ζ)
∆t
)
=
∞∑
n=0
w∆tn−jζ
n, |ζ| < 1, (2.10)
w∆tn−j =
1
2pii
∮
C
V (γ(ζ)∆t )
ζj+1
dζ, (2.11)
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where C is a circle of radius 0 < λ < 1 centered at the origin. A second-order backwards
difference function, γ(ζ) = (1− ζ) + 12(1− ζ)2, is used to define the spacing of the integra-
tion. A review of other integration methods that can be incorporated into the convolution
quadrature method is presented in [17]. Employing a scaled inverse transform, the weights
become
w∆t,λn−j (V ) =
λ−j
N + 1
N∑
l=0
V (sl)ζ
lj
N+1, (2.12)
with
ζN+1 = exp
(
2pii
N + 1
)
(2.13)
being the temporal quadrature spacing, and
sl = γ(λζ
−l
N+1)/∆t (2.14)
is the accompanying time dependent complex wavenumber that is generated. The value
of sl is different for each time step and provides the link between the frequency-domain
solver and a transient boundary integral equation such as Eq. (2.3). For this formulation,
λ = ∆t3/N is selected based on the error analysis of Banjai and Sauter [4].
Placing Eq. (2.12) into the boundary value problem Eq. (2.3) yields
λ−j
N + 1
N∑
l=0
M(sl,x)ηˆl(x)ζ
lj
N+1 =
λ−j
N + 1
N∑
l=0
gˆlζ
lj
N=1 (2.15)
for a double-layer boundary representation. Here gn is a discrete representation of the
boundary conditions. This transformation can be applied to other potential distributions,
such as the double-layer potential, in the same manner. The inverse of the convolution
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transform of Eq. (2.12) is
φˆl =
N∑
j=0
λjφλj ξ
−lj
N+1. (2.16)
By applying a discrete Fourier transform to Eq. (2.16), a system of N + 1 equations is
generated:
K(sl,x)ηˆl(x) = gˆl(x). (2.17)
The convolution quadrature method [4] is employed to discretize the wave problem into
a system of wave equations that are uncoupled in time. This discretization allows one to
solve N + 1 independent problems in the frequency domain using wavenumbers that are
generated via the convolution quadrature method. The time-domain solution is recovered
by applying the inverse Fourier transform Eq. (2.16).
The convolution quadrature method is applied to Eq. (2.3) and a velocity-based bound-
ary condition is applied. This approach allows the use of the indirect Neumann condition
double-layer formulation seen in Eq. (2.6), which then is used to define the test problems
presented in §2.2.
2.1.2 Spatial discretization
The boundaries of noise-scattering bodies are discretized here using equal-length line el-
ements. The boundary condition for the problem represented by the boundary integral
Eq. (2.3) is enforced at collocation points located at the midpoint of each element. The
boundary elements are constant strength elements in the current study, but Gaussian
quadrature elements could also be easily implemented by evaluating the integration points
as collocation points and summing the products with the appropriate weights for each
element [31].
2.1.3 Fast multipole method
The boundary element system (2.17) creates a dense influence matrix when a direct calcu-
lation is performed at each time step. Therefore, the total number of operations is O(Nn2),
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Figure 2.1: Comparison of a direct transient acoustic computation with its FMM coun-
terpart for an increasing number of boundary elements. The system used has a non-
dimensional time T=1 with 100 time steps. A field of 256 points was evaluated at each
time step.
where N is the total number of time steps and n is the number of boundary elements. The
fast multipole method (FMM) put forth by Rohklin and Greengard [16, 54] reduces the
order of operations needed to solve these types of systems to O(Nn log n).
The reduction in computational effort is achieved by embedding the FMM into an it-
erative linear equation solver. Figure 2.1 compares the computational speed of a direct
solution of boundary values against its FMM counterpart. This embedded approach re-
moves the calculation of the dense matrix and associated linear solve with a series of FMM
calculations. FMM2DLIB is an open-source version of the FMM that was implemented
due to its easy implementation and multi-core optimization [14]. The FMMLIB2D library
evaluates the potential field due to particle sources governed by the Helmholtz equation in
free space.
The FMM consists of several steps that make it an efficient algorithm for matrix-vector
multiplication to find a potential φ of the form
φ(xj) =
i
4
N∑
k=0
φ(xk)H
1
0 (sl|xj − xk|) +
∂φ(xk)
∂n
H11 (sl|xj − xk|)
κnk(xk − xk)
|xj − xk| .
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There are three main operations to making the FMM-BEM work. The first is an implemen-
tation of a quad-tree structure onto the domain. The second is the definition of translation
operators that are used to relate different nodes of the quad-tree to each other. Finally,
the FMM is coupled with an iterative linear solver (e.g. bi-conjugate gradient, generalized
minimal residual, etc.) to determine the strength of each element. The generalized minimal
residual (GMRES method) [55] is an iterative scheme to compute the solution of a system
of linear equations that approximates the solution by finding the vector that produces a
minimal residual error.At each iteration of GMRES, the FMM accelerates a matrix-vector
multiplication used to evaluate the convergence criteria of that iteration. The natural fit
of FMM into a GMRES solver is the main reason why this particular linear solver was
selected. The GMRES, with a tolerance of 10−5, is employed here to solve (2.17).
The discrete geometry is recursively subdivided by placing it into a quad-tree structure.
The quad-tree structure is constructed such that the quad-tree will descend to a set number
of branches. Figure 2.2 shows the descent of a branch of an arbitrarily sized quad-tree with
four levels. Once the data structure is developed, the calculation of the method begins
with the ‘upward pass’. A weighted summation of the elemental potential strengths is
computed into a moment at each terminal node. The moments of four children nodes are
translated up to the parent node. The upward translation process occurs until the level
before the tree’s root. Now each of the top four nodes contain the translated values of the
potentials of their children nodes in a single value. The values at this level are in effect a
representation of how the local nodes influence each other at each level in the quad-tree
structure. The next step is to then cascade these values back down into the tree structure.
The ‘downward pass’ step passes the moments down the tree structure. The ‘downward
pass’ is calculated over nodes with adjacent but distinct parents and is performed to the
terminal node. The value that is passed into the terminal nodes is then translated to all of
the elements in the node. The prior steps define the far-field interaction between elements.
The potential of all elements found in a terminal node are deemed to be in the near field.
The potentials of near field elements are directly evaluated. The near field is defined by
the tolerance set. For a low error tolerance, the near field contains more elements. The use
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of these steps approximates far-field interactions and thus a full matrix is not built for a
matrix-vector multiplication. Note that here the near-field and far-field designators in this
section refer to the relationship between elements placements in the quad-tree structure
and not the acoustic near field or far field.
The translation operators necessary to pass information from source points to a far-field
observer are defined as multipole-to-multipole, multipole-to-local, and local-to-local, which
are respectively shortened to M2M, M2L, and L2L. All of these translation operators make
use of an initial moment summation that needs to be calculated only once. The GMRES
solver is set to an error that is found to be less than the model error and should therefore
not impact the accuracy of the results [55].
The translation and moments for the two-dimensional frequency domain problem are
summarized in Lui [38] and are reproduced here:
Moment : Mn(y
∗) =
i
4
∫
S
inJn(sl(y − y∗))η(y)dΓ(y)einα, (2.18)
M2M : Mn(y
′) =
∞∑
m=−∞
In−m(y − y′)Mm(y), (2.19)
M2L : Ln(x) =
∞∑
m=−∞
(−1)mOn−m(x− y)Mm(y), (2.20)
L2L : Ln(x
∗) =
∞∑
m=−∞
Im(x
∗ − y)Ln−m(x∗). (2.21)
Here α is the angle from the source point to the center of the leaf at the terminus of
the quad-tree, sl is the wavenumber associated with each independent time step, and
On(x) = i
nH
(1)
n (slr) exp (inα) and In = (−i)nJn(slr) exp (inα) are auxiliary functions
that translate the influence of the multipole potentials over a distance r at angle α. In the
auxiliary functions, Jn is a Bessel function of the first kind of order n.
The fast multipole frequency domain operators eqs. 2.18-2.21 are sufficient for the
present study, as the convolution quadrature method transforms the time-domain problem
into sets of frequency-domain problems. The quad-tree structure will remain constant
at each time step, as the domain contains a static rigid body or bodies in the scenarios
considered in this work.
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Moment
M2M
M2L
Figure 2.2: Schematic of information transfer of the fast multipole method using a partial
quad-tree structure. Small green circles represent the collocation points of a discretized
cylinder. The entire domain is recursively divided into smaller and smaller squares, shown
here as green, red, and then blue in decreasing size. The above quad-tree shows a four-level
tree. The depiction shows only a simplified version of the actual FMM, representing the
contribution of one far-field terminal leaf on the potential values at another terminal leaf.
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2.2 Validation and demonstration
This section presents the capability of the transient acoustic BEM to accurately simulate
vortex-solid or acoustic-solid interactions in single- and multi-body scenarios. A validation
case of plane wave scattering on a cylinder establishes the temporal and spatial model
errors. The validation case is extended to include multiple bodies to demonstrate how
the model can compute many degrees of freedom rapidly and with with the same order of
error as the single scatterer study. A qualitative demonstration of a soliton wave impinging
onto an irregular arrangement of cylinders shows the capability of the solver to model the
interactions between scattering bodies. Each of the validation cases were selected to ensure
that the method is suitable for modeling noise generation due to wake-body interactions
in an idealized school of fish. The plane wave scattering study §2.2.2 demonstrates the
capability of the solver to model wake-body interactions and establishes the model error.
The multiple-scatterer study §2.2.3 demonstrates that there is no loss in model error when
multiple body interactions are introduced. Finally, the capability of the method to define
transient acoustic interactions between multiple bodies is demonstrated in §2.2.4.
The accuracy of the BEM is measured by the absolute error in the acoustic field since
exact boundary potential values are not readily available for all of the validation cases
considered. The error is determined at 25 points in the acoustic field at locations shown
in Fig. 2.6. The L2 norm is used to show the relative error between the numerical and the
analytic values at each time step. The maximum of these L2 values for all simulated time
is designated as the error.
EL2 = max
t∈T
(√∑
x |Pexact(x, t)− PBEM(x, t)|2√∑
x |Pexact(x, t)|2
)
(2.22)
The numerical problem is rendered dimensionless by using bulk modulus ρc2, radiator
diameter 2a, and parameter 2a/c as the pressure, length, and time scales, respectively,
where ρ is the fluid density and c is the speed of sound.
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Figure 2.3: The transient acoustic field due to the sinusoidal excitation of a cylinder is
shown at two different times within a forcing period. A comparison of the BEM solution
(green dots) and analytical solution (red line) shows good quantitative agreement. The
blue lines shows the analytical spatial decay.
2.2.1 Radiator
Consider the monopole acoustic radiation from a unit circle with prescribed periodic bound-
ary values φ = cos(ωt). For this type of acoustically compact excitation, the response in
the field has an amplitude and frequency that correspond to the amplitude and frequency of
the boundary values. The axisymmetric acoustic response due to the prescribed boundary
values is Pr = H
(1)
0 (κr) exp(−iωt) for r > a, and the separable form of this solution enables
the validation of numerical results in both time and space. An observation point is placed
at an arbitrary distance of a/5 from the boundary to evaluate the temporal response. Fig-
ure 2.3 compares the spatial response at two time instances between the numerical and
analytical solution. The spatial envelope of H
(1)
0 (κr) decays as
√
2/(piκr) for large κr [47],
which is indicated by blue lines in Fig. 2.3. Note that the numerical solution requires a
few time steps to converge to the analytical solution, as the radiated wave needs time to
travel to the observation point.
The indirect monopole formulation (Mη = Pˆ ) solves for the boundary values η due to
boundary condition Pˆ . Spatial and temporal convergence in Fig. 2.4 show the discretiza-
tion independence of the numerical solutions. The spatial solution of the radiation study
is found for an increasing elements on the body with fixed time parameters. The L2 norm
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Figure 2.4: Spatial and temporal convergence of the radiator problem. The spatial con-
vergence plot (left) shows the L2 norm as a function of the number of boundary elements.
The temporal convergence plot (right) shows the L2 norm as a function of the number of
time steps.
is calculated across 25 observation points that are equally spaced over an outward normal
line, starting at one tenth of a diameter to ten diameters off of the body. A total period
of T = 2pi is discretized into 256 time-steps. With constant temporal parameters, the
amount of elements on the boundary is doubled for each simulation of the discretization
independence study. For the radiator problem, the numerical solution changes by less than
1% when the number of elements is doubled from 256 to 512 elements (Fig. 2.4). For the
temporal convergence study, the boundary is discretized into 1024 elements. A period of
T = 2pi was separated into successively doubled equidistant steps, ranging from 32 to 1024
time steps. The temporal solution changes less than 0.1% when the number of time steps
doubles from 64 to 128 steps (Fig. 2.4).
2.2.2 Isolated scatterer
The capability of the method to model acoustic scattering by a solid body is now demon-
strated and validated. Figure 2.5 illustrates the model of a rigid circle of radius a placed
at the origin that is bombarded by a harmonic field of plane waves. The incident field of
unit strength has the form
Pi(x, t) = exp[i(κr cos θ − ωt)],
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Figure 2.5: Schematic of a harmonic plane wave, Pi, impinging upon a rigid cylinder of
radius a to produce scattered field Ps. The total field is the linear superposition of the
incident field and the scattered wave, which includes a reflected wave region ahead of the
cylinder and a shadow region behind the body.
where ω is the angular frequency, κ is the wavenumber, and x = r cos θ. The analytical
result for the scattered field is [26]
Ps(x, t) = e
iωt
∞∑
n=0
ni
n
[
Jn(κa)− J
′
n(κa)Hn(κr)
H ′n(κa)
cosnθ
]
. (2.23)
The total acoustic field is the sum of the incident and scattered fields, Pt = Ps + Pi.
The interaction of the harmonic incident field with the solid cylinder is as follows. The
incoming plane waves propagate in the positive x-direction and make initial contact with
the cylinder at (r, θ) = (a, pi). In the area in front of the cylinder, the plane waves are
reflected back onto themselves. The waves reflect at the front of the cylinder to create
a shadow region aft of the body. The length of the shadow region is dictated by the
wavenumber, with larger values resulting in a smaller shadow region. An annular grid of
25 observation points shown in Fig. 2.6 are used to sample all of the regions of the scattered
field and determine the L2 error norm.
Figure 2.7 compares the transient acoustic response at a point in the acoustic field
to the analytical solution to harmonic wave forcing. Here ω = 1, κ = 2, and arbitrary
point (r, θ) = (5, pi9 ) are selected for this example. Note the absence of a signal in the
BEM solution until the initial scattered wave reaches the observation point, after which
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Figure 2.6: Arrangement of observation points used to evaluate numerical error of the
scattered acoustic field. Not drawn to scale.
Figure 2.7: A comparison of the analytical to BEM results of the plane wave scatterer study.
The image on the left shows the fully developed scattered field. The observation point,
denoted by a black circle in the left image, is placed at the arbitrary point (r, θ) = (5, pi9 ).
The right image compares the time history of the scattered field at the observation point.
ω = 1 and κ = 2.
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Figure 2.8: Spatial and temporal convergence of the indirect double-layer formulation for
a single scatterer. The sample of 25 points in the field is compared to the analytic solution
of the plane wave case for this spatial convergence study. The L2 norm is calculated at
time steps after the field becomes fully developed at the observation location.
the numerical solution quickly converges to the analytical result.
Temporal and spatial discretization independence of the numerical solution are shown
in figure 2.8 for the indirect double-layer formulation Eq. (2.6). For the spatial convergence
study, a period of T = 4pi is divided into 256 equidistant time-steps. An increasing number
of elements on the boundary were used to compare the BEM solution with Eq. (2.23). The
temporal convergence study shown in Fig. 2.8(b) had a boundary of 1024 equal length
elements over a total period of T = 4pi. The total period is divided into increasing num-
bers of equidistant time steps. Spatial convergence occurs at approximately 512 elements,
showing a relative error of less than 0.1% when using more than 256 time steps.
2.2.3 Multiple scatterers
To underscore the capabilities of an FMM-accelerated BEM solver, a problem involving
many degrees of freedom is now proposed. The model problem consists of a ring of cylinders
arranged into a circular pattern that is bombarded impinged by a plane wave from the
acoustic far field. If the spacing between cylinders is sufficiently small and the ring is
acoustically compact, then the resulting scattered field will be qualitatively similar to the
plane wave study of §2.2.2. A spatial convergence study is performed across the scattered
field in a manner similar to §2.2.2.
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Elements per cylinder Total Elements L2 norm Time(s)
128 3968 0.909 108
256 7936 0.498 155
512 15872 0.285 256
1024 31744 0.149 478
2048 63488 0.079 802
4096 126976 0.035 1642
8192 253952 0.012 3047
16384 507904 reference 5889
Table 2.1: A ring of 36 cylinders is bombarded by an incoming plane wave. The simulation
has to have 128 time steps over a period of 8pi, and the number of elements doubles for
each successive simulation. The most resolved system is designated the reference solution
to compute the relative L2 error for the less resolved cases. Each simulation was computed
with an Intel Core i7-4930K CPU @ 3.40GHz with 64 GB of RAM.
The ring of cylinders is composed of 36 cylinders each with a radius of a/20, as shown
in the schematic of figure 2.9. The vertical and horizontal spacing between cylinders is the
same as the radius of the individual cylinders. The radius of the system of cylinders is
approximately unity, a ≈ 1. The indirect double-layer distribution defined by Eq. (2.6) is
used to find the boundary strengths. Table 2.1 shows system convergence of relative error,
where a reference case of 16,384 elements per cylinder was used to compute the L2 norm.
The multibody system requires considerably more elements to reach convergence than the
simple scatterer of §2.2.2. This increase in resolution should be expected, as the boundary
must account for the interaction of a cylinder with the incoming wave in addition to the
scattered fields of the other cylinders.
The total time period of the simulation is T = 8pi and is discretized into 128 equally
spaced time steps. The acoustic field calculation is performed over the annular grid found
in Fig. 2.6. All of the time calculations include the field evaluation step. The evolution of
the acoustic field for the multiple scatters can be seen in Fig. 2.9. The given wave speed
and radial dimension of the multiple scatterers is κa = 2, resulting in a scattered field
similar to that of Fig. 2.7. The interior of the ring of cylinders can be observed as the
spacing of the system allows the plane wave to penetrate this area. A comparison of the
scattered acoustic field with the analytic solution eq 2.23 of a single scatterer is shown in
Fig. 2.9.
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Figure 2.9: Acoustic scattering of a plane wave on a cylinder represented by multiple small-
scale bodies. Image (a) shows a schematic of the multiple-scatterer problem. Image (b) is
a comparison of Eq. (2.23) with the BEM scattered field of multiple bodies at arbitrary
observation point (r, θ) = (9.2,pi4 ). After two periods, the scattered wave reaches the ob-
servation point and good qualitative agreement is found with the analytic solution for a
cylindrical scatterer. Image (c) depicts the transient progression of the scattered field due
to a plane wave over one period is shown below, developing in order (a→f).
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2.2.4 Transient multibody scattering
Figure 2.10 depicts a system with four cylinders designed to illustrate the transient inter-
actions among multiple bodies. A single soliton wave is used for transient acoustic forcing
instead of a harmonic field. The wave has a form
Pi = 2 sin(ω(t− x)) sin(ωλ) exp
(
−
[
t− x
λ2
]2)
/λ2,
where λ is the wavelength. The radius of the scatterers is equal to λ for the configuration
shown in the schematic of Fig. 2.10. The soliton wave has a single interaction with each
rigid body, whose scattered field then interacts with neighboring scatterers. Figure 2.10
illustrates the interactions between four irregularly-placed rigid bodies. Primary scattering
off of the two left-most bodies can be seen in images (a→ d). By image (g), secondary
scattering can be observed near the left-most body. The scattered waves continue to
reflect off of the other cylinders as the incoming wave completes its movement across the
arrangement of cylinders.
2.3 Noise production of a small idealized fish school
The validation of the acoustic solver in §2.2 enables the investigation of vortex sound
generated by prescribed wakes interacting with fish, modeled as two-dimensional rigid foils.
The noise generation of swimming schools of fish has historically received little attention due
to the challenges associated with recording reliable sound from specific species and the low
amplitude noise associated with fish locomotion [12]. Presented here is an approximation
of the scattered noise due to interaction with the wake from a leading fish in an idealized
school. The wake is treated as an acoustic forcing function for the BEM described in §2.1,
allowing observation of how the scattered acoustic field interacts in an idealized school.
An idealized model is now put forth to approximate a school of fish configuration and
is used to find the scattered noise due to wake interaction in the school. A school of four
fish is set into a diamond shape [70] at a distance of one chord between the fish [49]. A
diamond arrangement of three static NACA 0012 airfoil cross-sections are used to define
27
Figure 2.10: Impingement of a soliton wave onto a collection of staggered cylinders. Im-
ages (a→i) illustrate the transient total acoustic field arising from primary and secondary
scattering of a single wave by multiple bodies.
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Figure 2.11: A schematic of the 2S vortex street interaction with an idealized fish school
composed of three fixed NACA 0012 foils. The leading fish is a virtual body that is replaced
by the idealized vortex street. In the vortex street, blue indicates negative vorticity and red
is positive vorticity. The vortex particles in the street are spaced horizontally by distance
a vertically by distance b. The fish have a length of L, which is used as the spacing between
the fish.
the solid boundary of the school of fish. The spacing of the fish is set to one fish length
[49], at 45◦ from the tail of a swimmer to the follower’s front. The wake generated by a
fish swimming rectilinearly would not impinge on its body, allowing the replacement of the
leading fish with a characteristic wake.
The characteristic wake of an individual fish is approximated here as a vortex street that
would be observed downstream [11]. Two common wakes that can be observed downstream
of a fish are the 2S wake (two single vortices per stroke cycle, also known as a reverse von
Ka´rma´n vortex street) and a 2P wake (two pairs of vortices per stroke cycle) [56]. The
strength and spacing of the vortices in the prescribed wake can be expressed as a function of
the Strouhal number, St = fA/U , where A is the amplitude of motion, f is the frequency
of tail beats, and U is the velocity. For the study, a length of 0.1 m, a velocity of 1 m/s, and
an amplitude-to-length ratio of 0.2 are used to model the fish and the kinematics of the lead
fish. The strength and distance of the vortices are based on these values and the Strouhal
number. The strength of circulation (Γ = 2pi tan−1(pi St)), frequency (f = U∞ St/b), and
the horizontal (a = U/f) and vertical (b = A) spacings are the parameters for the study.
Figures 2.11 and 2.12 show the setup of the frozen 2S and 2P vortex streets as they
advect linearly with the freestream past the other idealized fish. Vorticity in a vortex core
is represented by a radially symmetric Gaussian particle. The Biot-Savart law is applied
to determine velocity components for each of the vortices, yielding [9]:
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Figure 2.12: A schematic of the 2P vortex street interaction with an idealized fish school
composed of three fixed NACA 0012 foils. The virtual leading fish creates an idealized two
pair, 2P, vortex street. In the vortex street, blue indicates negative vorticity and red is
positive vorticity. The vortex particles in the street are spaced horizontally by distance a
vertically by distance b. The pairs of vortices are horizontally spaced by b, with each pair
being the same distance from the center-line of the trailing fish. The fish have a length of
L, which is also the spacing between the fish.
u(x, t) =
N∑
i=1
−y Γi
2pir2
(
1− exp
( −r2
2r2cut
))
, (2.24)
v(x, t) =
N∑
i=1
x Γi
2pir2
(
1− exp
( −r2
2r2cut
))
, (2.25)
where rcut = ∆tU∞ is the cut-off radius of the particles, Γ is the circulation of the
vortex particle, and r = |x − y| [33]. The time step is chosen to ensure the core of a
vortex does not intersect the solid geometry. At each time step the velocity induced by
the vortices is defined by the Biot-Savart law. The velocities induced by the vortex street
are then used as the boundary condition to the BEM formulation in §2.1. The motion of
the vortices are idealized, as a more realistic model would feature vortex motions that are
directly influenced by the flow induced by each of the rigid bodies.
The limitations of the present numerical approach are listed here. The vortex street
is defined and then translated at fixed speed over the idealized school of fish. Therefore,
the dynamical interaction between the vortices and bodies is neglected. The numerical
model also neglects several potential acoustic features that would be found in an actual
school of fish. The most notable of these features is the lack of a background flow, which
would generate a boundary layer and subsequent trailing-edge noise as well as require a
Kutta condition and a wake behind swimmers, which would affect the overall school noise
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signature.
The system of foils is subject to an semi-infinite vortex street, that starts and ends at
±15U∞∆t from the front and back of the school of fish. This ensures that the end of the
vortex street does not have an effect on the velocity induced onto the bodies, allowing the
school to reach a steady state. Each of the foils, acting as a proxy to a fish, is approximated
by 4096 boundary elements. A series of 16 vortex pairs are allowed to pass through the
system. Each period, 1/f , is discretized with 32 equidistant time steps.
When a steady state is achieved, a time-average of the acoustic intensity is determined
by
< I >=
1
T
∫ T
0
|p(τ)|2
ρc0
dτ, (2.26)
where T is the period of a passing 2S or 2P vortex system corresponding to a cycle of fish
tail motion, ρ is the density of the medium, and c0 is the speed of sound in the medium. .
The increasing circulation does not necessarily correspond to a greater intensity, as
can be seen in Fig. 2.13. Figure 2.13 plots an average intensity that is scaled by the
square of the circulation , with the 2P being scaled by 4Γ2(St) as the system has twice
as much circulation per pair. The 2S system shows a decreasing intensity as the Strouhal
number rises, while the 2P system shows a maximum intensity for St ≈ 0.2. The 2P
street configuration initially has a lower intensity than the 2S, then it rises to a maximum
intensity at St ≈ 0.2, before decreasing as the Strouhal number increases similar to the
2S street. A plateau of acoustic intensity is seen for the 2S street for 0.3 < St < 0.4 in
Fig. 2.13, where the 2P street has a slightly greater intensity than the 2S counterpart. A
similar, but not as prominent, plateau is seen for the 2P street configuration in the range of
0.3 < St < 0.4. The observation of an intensity plateau for that range of Strouhal numbers
is interesting as this is the regime of Strouhal numbers where efficient swimming typically
occurs. A rapid decrease for both street configurations is observed for St > 0.4, which is
outside of the Strouhal range of what is generally considered an efficient swimmer [11].
Figure 2.14 shows an example of a near-field scattered pressure field of a 2S wake
interacting with the foil arrangement at St = 0.3, which is a common wake structure
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Figure 2.13: Scaled maximum acoustic intensity as a function of Strouhal number, 0.1 <
St < 0.5. The scaling is n2Γ2(St), with n = 1 for the 2S vortex street and n = 2 for the 2P
vortex street. The average intensity is found after steady-state is reached. Three sections
of the plot are labeled (b → d), which correspond to the directivity plots of Fig. 2.14.
and Strouhal number observed in swimming fish. The definition of prescribed circulation
results in increasing values with increasing Strouhal number. The bottom row of Fig.
2.14 show the directivity of the average acoustic intensity for the 2S and 2P streets over
the range of Strouhal numbers. The directivity is measured at 10 fish lengths from the
center of the school. The 2S vortex streets are dominated by forward scattering of noise,
which decreases as the Strouhal number increases. For intermediate Strouhal numbers,
(0.275 < St < 0.325), a many-lobed directivity pattern is observed. The pattern is created
when the middle two foils scatter the pressure wave as it propagates from the rear foil.
Figure 2.14 (b→ d) shows directivity plots for different ranges of Strouhal number where
it can be observed that there is a switch from a front scattering to a backward scattering
pattern as the Strouhal number increases. Although these are only idealized results that
neglect some noise sources, further investigations into the noise production of fish could
help to deepen our knowledge of predator/prey interactions. If predators swim at higher
Strouhal numbers, (St > 0.35), they could scatter noise backwards, effectively making
them silent to any prey in front of them. In addition, the field in front the predator would
be less polluted by noise scattered off of their own body, making the back scattered noise of
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low Strouhal number swimmers easier to detect. Similarly, these directivity patterns could
be used in the design of silent bio-inspired underwater vehicles. Modulating the Strouhal
number of swimming a school of bio-robotic devices could dramatically alter their sound
directivity from forward to back scattering, providing a silent region behind or in front of
the device.
2.4 Discussion
This chapter presents a rapid transient, two-dimensional acoustic boundary element method
based upon a double-layer formulation developed to examine the sound field produced by
idealized vortex wakes of schooling fish. The resulting time-domain solver is validated and
demonstrated to predict the scattered noise and the acoustic interaction between several
rigid bodies. The time-domain boundary element method was accelerated with a fast mul-
tipole method to enable rapid evaluation of the acoustic field interactions generated by
many bodies.
The boundary element method is further applied to examine the sound produced by
an idealized school of fish. The wake of a virtual leader fish is fixed and moved past a
formation of three rigid, static foils (fish) in the absence of a background mean flow. The
simplified model presented demonstrates how the leading-edge noise of an idealized school
varies over a range of Strouhal numbers that are typical of swimming fish. The directivity
of the noise has a large variation within the range of Strouhal numbers examined. At
lower Strouhal numbers (0.1 < St < 0.25) a forward scattering of the wake dominates
the field while the directivity pattern transitions to a back scattering pattern for higher
Strouhal numbers (St > 0.3). The acoustic intensity decreases as the Strouhal number
increases for the 2S street configurations, with a similar pattern for 2P streets occurring
after a maximum intensity is found at St ≈ 0.2. The Strouhal range of 0.3 < St < 0.4,
commonly considered part of the range of efficient swimming, exhibits a plateau of acoustic
intensity. Outside of the range of efficient swimming a sharp decrease in acoustic intensity
is observed. Future work will examine the impact of a background flow, the formation of
unsteady wakes from the swimmers, and the three-dimensionality and viscous effects of the
33
Figure 2.14: Scattered acoustic field of a 2S vortex street impinging on an idealized school
of fish at St = 0.3. The near-field scattered pressure (a). The bottom row of images show
the changing intensity directivity patterns for varying Strouhal number ranges. The top
directivity plot is for 2S vortex streets and the bottom is for 2P vortex streets. Image (b)
is for 0.175 < St < 0.225, (c) is for 0.275 < St < 0.325, and (d) is for 0.375 < St < 0.425.
Three sections of the plot are labeled (b → d) , which correspond to the regions of the
intensity plot in Fig. 2.13.
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flow.
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Chapter 3
Unsteady Potential Flow
Boundary Element Method
3.1 Governing equations and discretization
This section details the two-dimensional unsteady flow boundary element method used for
our studies. The potential flow solver used is an adaptation of the panel method described
by Willis et al. [71]. Starting with the Laplace equations, impermeability of the solid
boundary condition, a freestream velocity, and the employment of an explicit Kutta condi-
tion for the trailing edge, a boundary integral equation for flow can be found. A Helmholtz
decomposition breaks the flow field into scalar and vector potentials. The formulation is
based upon a distribution of doublet elements and imposes a velocity tangency condition
on the boundary of the body.
φ(x) =
1
2pi
∫
Sb
φ
∂
∂n
ln(|x− y|)dSb +
1
2pi
∫
Sw
∆φwake
∂
∂n
ln(|x− y|)dSw − 1
2pi
∫
Sb
∂φ
∂nx
ln(|x− y|)dSb, (3.1)
∂φ
∂nx
= nx · (V + (Ω× r)−∇×Ψ). (3.2)
Here Sb is the body surface, Sw is the wake surface, y is a source point, x is an observation
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Figure 3.1: Schematic of the two-dimensional flow BEM solver. The solid boundary of an
arbitrary airfoil is denoted as Sb with an outward normal n and the shed wake is denoted as
Sw. Normal unsteady simulations include pitching and plunging airfoil, respectively θ and
h, are performed at the leading edge of this foil, but can easily be moved to any position
of the body. The foil is a freestream flow of U∞.
point, nx is the outward normal at the observation point, φ is the scalar potential of the
velocity field, Ψ is a vector potential, V is the body velocity, and Ω is the angular velocity
of the body. A schematic of the flow solver is seen in Fig. 3.1.
At each time-step, vorticity is defined at the trailing edge to satisfy the explicit Kutta
condition; the potential difference is ∆φ = φupper − φlower. The evolution of vorticity in
the domain is governed by,
∂ω
∂t
+ U · ∇ω = ω · ∇U. (3.3)
Vorticity is represented in the domain by discrete radially symmetric desingularized Gaus-
sian vortex particles. The Gaussian representation is a simple way to define a vortex as a
point particle. The induced velocity of the vortex particles is evaluated by application of
the Biot-Savart law, yielding [9]:
u(x, t) =
N∑
i=1
Γidyi
2pir2
(
1− exp
(−(r2)
rcut2
))
, (3.4)
v(x, t) =
N∑
i=1
−Γidxi
2pir2
(
1− exp
(−(r2)
rcut2
))
, (3.5)
(3.6)
where rcut is the cut-off radius, dx and dy are the component distances from observation
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point to vortex particle r = y − x, and Γ is the circulation of the vortex particle. The
cut-off radius is used to augment the value of the distance between the source and the
observer, r =
√
dx2 + dy2 + r2cut, and thereby creates a desingularization core for each
vortex particle. The value of this cut-off radius is selected to define a finite value velocity
for interactions occurring over a distance shorter than the desingularization value. The
evolution of the vortex particle position is updated using a forward Euler scheme [71]
x(t+ 1) = x(t) + u(x(t), t)∆t. (3.7)
The induced velocity, Uψ, is used to augment the source strengths that ensure a no
penetration condition Eq. (3.1). The induced velocity due to vorticity also augments the
pressure calculation put forth by Katz & Plotkin [30]. The pressure is found via,
P∞ − P (x)
ρ
=
∂φwake
∂t
∣∣∣
body
+
∂φ
∂t
∣∣∣
body
−(V + vr) · (∇φ+ Uψ) + 1
2
|∇φ+ Uψ|2, (3.8)
where ∂φwake∂t =
Γθ˙
2pi is the time rate of change of the vortex potential. This is similar
to the form put forth by [71], but ∂φwake/∂t here is simply the positional change of a
vortex with respect to a panel, and does not require the solution of a secondary system
to find the influence. The potential flow solver can utilize this definition of pressure to
define performance characteristics of the unsteady bodies being studied. A derivation of
the force on acting on the body, the coefficients of lift, power, and thrust, and efficiency
can be found in Appendix A.
3.1.1 Vortex particle wake
Many of the systems studied in this dissertation have multiple bodies interacting with
wakes. The use of the vortex particle method allows for easy manipulation of the positions
of the particles in the wakes. All particles are advected at the end of each time step using
a forward Euler equation [71]. The vortex particles have a core with a desingularization
radius that ensures the particles overlap in the wake. Using this desingularization radius
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ensures the a thin wake is defined behind the foil and therefore the potential flow equations
are satisfied outside of the core of the vortices. The motion of the particles are linear for
a given time-step, easily allowing for detection of particle-body collisions. An imaginary
fence is placed at a distance of desingularization radius from the body to keep out vortex
particles. This distance is selected to keep that the core of any vortex particle from lying
on the boundary, which would cause numerical instabilities. A vortex particle course of
motion is changed to travel tangentially along the fence when a collision with the fence
is detected. The total distance of the particle would have traveled without a collision is
conserved during a collision. Experimental results have shown that a vortex will move
intact along an edge when it collides with a body [53].
Figure 3.2 depicts an exaggeration of how the fencing scheme works. The outlines of the
foils shown represent the particle fence, not the discrete geometries. The fence is placed
at twice the cut-off radius that is used for the Biot-Savart law in Eq. (3.4). This fence
distance is the minimum distance to maintain the vortex particle singularity from lying on
a discrete boundary element. Case (a) displays a particle motion that does not penetrate
the foil after it is moved. Case (b shows the penetration of the foil after it has moved. The
particle is moved to the point of intersection (the black line) and then moved tangentially
along the body (the green line). Case (c) shows a particle that penetrates the fences of the
foil before and after it has moved. First, the particle is moved the distance the foil travels
over the the set time-step (the blue line) and then it is moved tangentially along the body
(the green line).
3.1.2 Validation of the flow solver
The flow BEM is validated against Theodorsen thin-airfoil, low-amplitude theory [61].
The Theodorsen model solves for the lift distribution around an airfoil in sinusoidal pitch
and plunge maneuvers. The theory was developed to handle purely sinusoidal maneuvers,
representing the unsteady lift coefficient in the frequency domain:
CL = −piρcUC(k)dh
dt
− piρc
2
4
d2h
dt2
, (3.9)
39
Figure 3.2: Exaggerated scenarios in which the particle fence is employed in the potential
flow solver. The black foil is the initial position and the orange foil is the position after
some set time-step. The black-lines are the motion of a particle before the fencing scheme
is implemented, the red-lines are the motion that is avoided by the scheme, the green-lines
are the corrected motion of the particle, and the blue-line is the distance traveled by a
point on the foil over a time-step. Three cases are shown: (a) is a normal particle pass,
(b) is particle penetration of the foil after it has moved, and (c) is particle penetration of
the foil before and after its movement.
Figure 3.3: Comparison of the flow BEM solution to Theodorsen thin-airfoil theory is
shown for three reduced frequencies. A 2% thick tear-drop foil is used to approximate a
thin airfoil undergoing a maximum heave of h = 0.1c.
where C(k) is the lift-deficiency function, h is the plunge of the airfoil, c is the chord, and
ρ is the fluid density [61]. The reduced frequency is f∗ = fc/U∞, with f here being the
frequency of heaving motion. A good qualitative agreement of the flow solver described
with Theodorsen’s theory is shown for the coefficient of lift over a cycle of motion in Fig.
3.3.
Garrick extended the unsteady model of Theodorsen to define propulsive metrics [13].
Validation against Garrick’s theory gives further confidence for the solver to model unsteady
flows. A 2% thick tear drop foil is subjected to a purely pitching motion of ∆α = 3◦ about
the leading-edge. The reduced frequency is increased to allow the comparison of Garrick’s
theory to the solution of the solver for increasingly unsteady flow. Theodorsen defined lift
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as,
CL = ρV
2c
√
R2 + I2eiωt, (3.10)
and momentum as,
M =
1
2
ρV 2c2
√
R2 + I2eiωt+φ, (3.11)
where
R = piθ0
{
k2
2
(
1
8
+ a2
)
+
(
1
2
+ a
)[
F −
(
1
2
− a
)
kG
]}
,
I = −piθ0
{
k
2
(
1
2
− a
)
−
(
1
2
+ a
)[
G+
(
1
2
− a
)
kF
]}
,
φ = tan−1 IR .
This allows the definition of power, Pow = −Mθ˙. The coefficient of thrust from Garrick
[13] was corrected by Jones [24] to,
CT = pik
2θ20
[
(F 2 +G2)
(
1
k2
+ (
1
2
− a)2
)
− (1
2
− a)(1
2
− F )− F
k2
− (1
2
+ a)
G
k
]
, (3.12)
where F and G are the real and imaginary parts of the Theodorsen lift deficiency function,
C(k) = iH
(1)
1 (k)/(H
(1)
0 (k)+iH
(1)
1 (k)) and a is the position of the pivot point measured from
the mid-chord in half-chord intervals, with pitching about the leading edge corresponding
to a = −1. A comparison of the potential flow BEM to the theory of Garrick can be viewed
in Fig. 3.4. The three different reduced frequencies shown for the comparison encapsulate
the range of reduced frequencies used for the studies in chapters 5 and 6. The figure shows
the BEM solution matching well to theory over one cycle of motion.
The theory of Garrick is applicable to low-amplitude motion, thereby validation against
large amplitude motions is necessary to give confidence in the potential flow solver. The
work of Pan et al. [48] was developed to look a leading-edge separation of heaving/pitching
foils, but that is not necessary for the work presented here as we assume the flow remains
attached over the propulsive surface being studied. In the work of Pan et al., thrust and
efficiency are found for heaving and pitching foils without leading-edge separation for a
range of Strouhal numbers and maximum angles of attack αmax. Figure 3.5 shows good
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Figure 3.4: Comparison of BEM solution with solution of Garrick. Shown is a comparison
of the solution of §3.1 to the theory of Garrick [13] for a purely heaving foil. From left to
right are increasing values of reduced frequency, f∗ = fc/U∞ = [0.25, 0.5, 1]. From top to
bottom are comparisons of coefficient of lift CL, coefficient of thrust CT , and coefficient of
power CP . In each plot the dashed blue line is the solution of the potential flow method
and the solid green line is the theory of Garrick Eq. (3.12).
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Figure 3.5: Comparison of the numerical results of the potential flow solver in §3.1 with
the numerical solutions by Pan et al. [48]. A combined heaving and pitching motion with
a heave-to-chord ratio of 0.75 reaching maximum angles of attack of 15◦ (left column) and
35◦ (right column) are performed over Strouhal numbers ranging from 0.25 to 0.4. The
results are compared with respect to the coefficient of thrust CT (top row) and efficiency
η(bottom row) . The blue squares represent the work of Pan et al. and the yellow circles
represent potential flow solver in this work.
agreement between the method presented here and the work of Pan et al. for a heave to
chord ratio of 0.75 and αmax = 35
◦ over 0.25 < St < 0.4.
3.1.3 Kutta condition
The Kutta condition defines bound circulation on a lifting body and ensures that the
flow leaves smoothly at the trailing edge. The explicit Kutta condition is suitable for low
reduced frequency cases where the is no separated flow at the trailing edge [6, 30]. The
strength of the shed vorticity is set to the difference of the potentials of the upper and
lower panels at the trailing edge. The distance from the trailing edge of the shed vorticity
is set by an empirical measure, (0.3− 0.5)U∞∆t, where U∞ is the freestream velocity and
∆t is the discrete time step. The explicit Kutta condition places the discrete vorticity on
a line that bisects the trailing edge. When predicting the vortex-body noise generation of
the vorticity placed by the Kutta condition, the empirically-placed vorticity is insufficient
[3]. The implicit Kutta condition exactly sets the position and strength of the vorticity
shed [37], giving a more accurate prediction of how the vortex-body noise at the trailing
edge is generated.
43
The implicit Kutta condition for the two-dimensional flow solver is similar to the meth-
ods mentioned in [25, 71]. The iterative implicit Kutta condition employs a Newton’s
method to define the length of the trailing edge panel in order to minimize the pressure
across the trailing edge. The method is shown in algorithm 1.
Data: Initial values are from the explicit Kutta condition solution
Result: Define trailing edge length and angle
Initialize ∆P0 ≥ 2(Pu−Pl)ρ
if ∆P0 >  then
le0 = 0.5U∞∆t
le1 = (0.5 + )U∞∆t
θ0 = θexplicit
θ1 = tan−1 vyvx
M0 =
le1−le0
−∆P0
lei = le0 −M0∆P0 while ∆Pi(lei) >  do
Mi =
lei−le0
∆Pi−∆P0
lei = le0 −Mi∆P0
θi = tan
−1 vy
vx
end
end
Algorithm 1: Iterative Newton’s Method Implicit Kutta Condition
The different types of Kutta condition implementation are compared to the numerical
works of Jones [25] and Ramamurti [52]. Jones implemented an implicit Kutta condition
within an unsteady panel method, while Ramamurti implemented a finite element solver
for the same flow scenarios. A series of simulations were conducted for a NACA 0012 airfoil
pitching with amplitude of ∆2◦ about the quarter chord were made for a range of reduced
frequencies, f∗ ∈ [0.25, 12]. Figure 3.6 shows a comparison of the coefficient of thrust for
the different methods over the reduced frequency sweep. At low reduced frequencies the
linear explicit Kutta condition sufficiently matches the coefficient of thrust obtained by
the other methodologies. By f∗ ≈ 6 the explicit Kutta condition begins to deviate from
the other methodologies. The implicit Kutta condition matches well for the entire reduced
frequency sweep.
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Figure 3.6: A comparison of coefficient of thrust for different reduced frequencies of a NACA
0012 airfoil pitching at 2◦. The implicit Kutta condition implemented for the studies in
this paper agree well with the implicit Kutta condition of Jones [25] and the finite element
method of Ramamurti [52].
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Chapter 4
Fluid-Acoustic Coupling
4.1 Acoustic analogies
Lighthill described an acoustic analogy to predict the noise generated by a turbulent source
region in a flow by reforming the Navier-Stokes equation into a wave equation with a
tensorial forcing function [34]. The Lighthill tensor, Tij = ρuiuj − kij + (pc20ρ)δij , may be
used as a forcing function in Eq. ( B.2). The flow is assumed inviscid, without thermal
losses, and at low Mach number (M2  1). The form of the Lighthill tensor under these
conditions is reduced the Reynold’s stress contribution to Tij = ρuiuj [22]. Taking two
derivatives of this tensor yields the quadrupole source for Lighthill’s acoustic analogy. This
quadrupole is related to vorticity by
∂2uiuj
∂ri∂rj
= ∇ · (ω × u) +∇2
(
1
2
u2
)
. (4.1)
The Powell acoustic analogy, a derivative of the Lighthill analogy, uses this form of vorticity
as its forcing function [50].
The Powell acoustic analogy allows the direct relation of the vorticity defined by the
flow solver to be the forcing function of the acoustic solver. The Powell acoustic analogy
states that in free space the forcing of the wave equation is a function of the vorticity in
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the field,
∂2t p−∇2p = ∇ · (ω × u), (4.2)
∂G
∂n
= 0 on Sb. (4.3)
Using a Green’s function solution, and applying an integration by parts, the pressure in
the field can be determined by
p(x, t) = ρ0
∫
Sb
(ω × v) · ∂G
∂ny
dSb, (4.4)
where ∂G∂n is the two-dimensional potential flow Green’s function. The pressure integral
in Eq. (4.4) is applicable regardless of whether or not a solid body is present [27]. As
in the asymptotic methods by Kambe [27] and Kao [28], the use of the potential flow
Green’s function instantaneously sets the vortical acoustic loading onto a solid body. The
use of this Green’s function instead of the retarded potential acoustic Green’s function,
G = H(t−r/c0)
2pi
√
t−r/c0
, removes any singularities in time and the slow decay tail that is created
by the Heaviside function found in the numerator. For all of the flow scenarios observed in
this work, the speed of sound ensures compact interactions of vorticity with rigid bodies.
Equation (4.4) provides the pressure at an arbitrary point in space, for instance the collo-
cation point of a discrete foil. This is sufficient to solve a Dirichlet boundary condition, but
Eq. (4.3) is a no-flux Neumann boundary condition. The Neumann boundary condition
can be satisfied by arranging Euler’s equation to define the acoustic dipole potential needed
to guarantee no fluid flux through the surface of the discrete geometry,
ρ0
∂u
∂t
= −∇P. (4.5)
In Eq. (4.5) the velocity is taken to be the normal induced velocity from each discrete
vortex in the domain, including the discrete vortex particles that comprise the wake and
vortex values distributed along the foil found via Eq. (3.1). A rearrangement of Eq. (4.5)
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that considers the outward normal pressure on the foil results in
∂p
∂n
(x) = −ρ0
N∑
i=0
∂(ui · nˆ(x))
∂t
. (4.6)
The pressure in Eq. (4.4) and its normal derivative in Eq. (4.6) are the boundary condi-
tions to the Burton-Miller acoustic BEM formulation in Eq. (B.11). The Burton-Miller
formulation is derived in Appendix B and is the formulation used to define the acoustic
fields in all following studies.
4.2 Validation of acoustic analogy coupling
The Powell acoustic analogy is now validated as a suitable forcing function for the acoustic
BEM. The experimental work of Booth [5] details acoustic scattering due to vortex-body
interaction. The matched asymptotic method of Kao [28] uses this experimental study
to validate the methodology. Kao asymptotically matches the acoustic loading from a
potential flow solver to an outer far-field acoustic solution. The selected vortex-body
interaction problem sets a vortex upstream of a NACA 0012 airfoil, with a chord of c =
0.2032 cm. The vortex has a circulation of Γ = 0.52 m s−1 and advects with in a freestream
of U∞ = 4.7 m s−1 at a vertical displacement of h = 0.152c from the foil centerline. This
particular offset distance was selected, because at other distances in the experimental study
the vortex hits the body and breaks down. The speed of sound in the medium is c0 = 343
m s−1 and has a density of ρ0 = 1.225 kg m−3. The acoustic response is then found in front
of the airfoil at x = (100c, 0), as shown in the problem schematic at the top of Fig. 4.1.
Figure 4.1(a) compares the vortex-body interaction sound results from the experimental
work of Booth, the matched asymptotic method of Kao, and the coupled potential flow and
acoustic BEMs presented in this study. The matched asymptotic method and the coupled
BEM have a similar qualitative responses. The experimental acoustic response is the same
order of magnitude as the other methodologies with similar qualitative trends, but exhibits
more fluctuations in its signal. The leading-edge interaction acoustic response occurs at
t ≈ 0.25 s. It can be seen that the amplitude of this interaction is quantitatively similar
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for the two methods, while qualitatively the slope of the leading-edge response from the
BEM is steeper than the matched asymptotic method response. The trailing edge acoustic
response is seen at t ≈ 0.30 s, with the matched asymptotic response P ≈ −0.0015 Pa
being more pronounced than the BEM response P ≈ −0.0005 Pa. The increased pressure
response at the trailing edge seen in the matched asymptotic method can be a function
of the Kutta condition and/or the method in which the wake evolves. Howe stated that
as a vortex passes the trailing edge of a body, the vorticity shed into the wake tends to
cancel the effect of the incoming vorticity and mitigates the noise generation [21]. The
Kutta condition in the potential flow BEM could be implicitly imposing the mechanism
described by Howe, explaining the lower acoustic response seen by the coupled BEMs
framework. The acoustic response is measured in front of the foil, a location where the
acoustic pressure would be small in comparison to other measurement locations. Additional
validation and verification is performed with a study which measures the acoustic response
where it is largest [28] giving further confidence to the coupled BEMs. The additional
validation case measures the acoustic response above the foil, the region where the peak
acoustic pressure occurs. The flow scenario has a vortex with circulation Γ = 0.1 m2 s−1
being released at five chord lengths upstream and h = 0.1 c above the center of a NACA
0012 foil with a chord of c = 1 m. The case has a freestream velocity U∞ = 1 m s−1,
a sound speed of c0 = 5 m s
−1, and density ρ = 1 kg m−3. The acoustic response was
measured fifty chords above the leading edge of the foil at x = (0, 50c). Figure 4.1(b)
shows a comparison of the matched asymptotic method of Kao and the coupled potential
flow and acoustic BEMs. The matched asymptotic method sees a leading-edge acoustic
response at t ≈ 0.25 s, which is before the coupled BEMs method arriving at t ≈ 0.35 s,
but they both exhibit a similar magnitude of response. The maximum acoustic responses
of both systems are found at t ≈ 0.45 s with a pressure of P = 0.013 Pa. The trailing-edge
response, t ≈ 0.5 s, also exhibits similar magnitudes for both methodologies, while the
coupled BEMs has a slightly longer unloading t = 0.02 s than the matched asymptotic
method. The coupled BEMs produce a similar order of magnitude for acoustic pressure
with the experiments of Booth [5]. In addition, the couple BEMs produce qualitatively and
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quantitatively similar acoustic responses to the matched asymptotic method of Kao [28].
These results give further confidence to the coupled potential flow and acoustic BEMs for
use in other studies.
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Figure 4.1: Acoustic emission due to a single vortex advecting past a NACA 0012 airfoil.
The vortex circulation Γ, chord length c, observation point x, freestream velocity U∞, and
offset heights h are different for each of the two validation cases. The response of (a) is
observed 100 chord lengths in front of the foil x1 = (0, 100c), while the response of (b)
is observed 50 chord lengths above the airfoil x2 = (0, 50c). The black lines represents
the experimental results of Booth [5], the red circle represents the matched asymptotic
solution of Kao [28], and the blue line is the result of the coupled potential flow and
transient acoustics BEM put forward in this work.
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Chapter 5
Biological Swimming: Combined
Pitching and Heaving Foils
5.1 Definition of kinematics and parameters
Many fish swim by undulating their bodies and oscillating their caudal or tail fins, which are
in many cases responsible for the majority of their thrust production [35, 58]. A common
and simple representation of a biological swimmer is to neglect the body and only consider
the caudal fin as a combined heaving and pitching hydrofoil [1], which is also the case in
the present study. Fish-like locomotion via a traveling wave is shown in Fig. 5.1(a). The
motion of the rear of the foil is tracked and then treated as a discrete propulsive foil, which
is denoted in the figure as a solid black body. Figure 5.1(b) shows how a combined heaving
and pitching motion of a rigid body is used as a proxy for the entire traveling wave system.
The rigid body pitches about its leading-edge, as that is where it would be connected to
the fish.
The heaving and pitching motion and the peak-to-peak amplitude of the foil are de-
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scribed by
h(t) = h0 sin(2pift), (5.1)
θ(t) = θ0 sin(2pift+ φ), (5.2)
A(t∗) = 2 max{h(t) + c sin [θ(t)]}, (5.3)
h∗ = 2h(t∗)/A(t∗), (5.4)
θ∗ = 2 c sin [θ(t∗)] /A(t∗), (5.5)
A∗ = A(t∗)/c, (5.6)
where f is the frequency of motion, t is time, and h0 and θ0 are the maximum heaving
amplitude and maximum pitching angle, respectively. The phase delay between heave and
pitch signals is φ = pi/2. The peak-to-peak amplitude is A(t∗), and t∗ is the time at which
the foil reaches its peak amplitude. Given A(t∗) and θ0, h0 can be calculated by a nonlinear
equation solver. Normalizing h(t∗) and θ(t∗) by A(t∗) produces the identity
h∗ + θ∗ = 1. (5.7)
At a non-dimensional peak-to-peak amplitude, A∗, the ratio of the heaving and pitching
amplitudes is solely described by the non-dimensional heave-to-pitch ratio h∗. A purely
pitching foil has a value of h∗ = 0, a purely heaving foil has a value of h∗ = 1, and h∗ = 0.5
represents a combined heaving and pitching motion where half of the total amplitude
comes from pitching and the other half comes from heaving. All other values in the range
0 < h∗ < 1 represent combined heaving and pitching motions. The chord-based reduced
frequency f∗ = fc/U∞ is the non-dimensional quantity that describes the unsteadiness of
the prescribed swimming motion.
Figure 5.2 shows a typical reverse von Ka´rma´n wake structure for a foil operating at
h∗ = 0.5, f∗ = 0.5, and A∗ = 0.5. The spacing of the wake is dictated vertically by the
amplitude of motion and horizontally by the freestream speed and the frequency. The ratio
of the vertical spacing to horizontal spacing results in the Strouhal number, St = fA/U∞.
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Figure 5.1: Use of a pitching/heaving foil as a proxy to undulatory locomotion. Illustration
(a) shows a period of a traveling wave undulating across a NACA 0012 airfoil. The trailing
edge of the foil is modeled as a separate entity that acts as a proxy to the caudal fin of a
fish. The schematic (b) tracks the motion of the ‘caudal fin’ separated from the body as a
function of pitching and heaving.
Figure 5.2: Typical wake of an unsteady swimmer in this study. Wake of a foil after several
cycles of motion for the values of h∗ = f∗ = A∗ = 0.5. A foil of chord c is placed in a
freestream flow at speed U∞. The vertical spacing of the vortices in the wake are described
as a function of the amplitude A = c2 and the horizontal spacing is a function of freestream
speed and frequency, 2Uf , for half of a cycle of motion.
The example wake in Fig. 5.2 has a Strouhal number of St = 0.25, which is within the
range of typical fish swimming of 0.2 < St < 0.4 [64, 60, 11]. The acoustic pressure
presented for the remainder of this work is non-dimensionalized by dynamic pressure,
P ∗ = 2Pacoustic/ρU2∞.
The flow-acoustic BEM is used to study how variations in the non-dimensional ampli-
tude, reduced frequency, and non-dimensional heave-to-pitch ratio alter both the acoustic
emissions and the hydrodynamic forces on the body. The range of variables used for the
current study are presented in Table 5.1. The range of Strouhal numbers in the simulations
is 0.0312 ≤ St ≤ 1. The reduced frequencies and Strouhal numbers in the current study
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Input Variables: 0.25 ≤ A∗ ≤ 1 0 ≤ h∗ ≤ 1 0.125 ≤ f∗ ≤ 1
Input Parameters: U∞ = 1 m s−1 ρ = 1000 kg m−3 c0 = 1000 m s−1 c = 1 m
Table 5.1: Input variables and parameters used in the present study.
cover the ranges associated with typical fish swimming [11, 64] and also extend to regions
where biological systems may perform fast starts or rapid turns [58].
5.2 Acoustic and hydrodynamic performance results
Figure 5.3 presents the near-field transient acoustic pressure for a foil with parameters of
h∗ = 0.5, f∗ = 0.5, and A∗ = 0.5. The acoustic pressure is determined at discrete points
on circles with radii of two to five chords away from the mid-chord of the foil at rest. A
vertically-oriented pressure dipole is generally observed. The position of the maximum
acoustic pressure shifts from the front to back as the effective angle of attack increases, as
seen in the snapshots from t/T = 0 to t/T = 5/9, where T is the period of motion. The
sign change of the dipole strength at the middle of the period (t/T = 4/9) corresponds
to the change in effective angle of attack going from negative to positive values. At time
t/T = 4/9, the transient acoustic pressure field has a quadrupole shape with the two-lobes
behind the foil, which are an order of magnitude weaker than the response above and below
the foil.
igure 5.4a shows the acoustic response at a single observation point 50 chords above the
foil with a heave-to-pitch ratio of h∗ = 0.375, a reduced frequency of f∗ = 0.25, and over the
entire range of amplitudes used in the current study. As expected, the pressure fluctuates
harmonically in time with the same frequency as the foil motion. For fixed heave-to-pitch
ratio and reduced frequency, the amplitude of the acoustic pressure response increases with
the amplitude of motion. A directivity plot of the root-mean-square (RMS) pressure (PRMS)
over three motion cycles for various reduced frequencies is shown in Fig. 5.4(b). Regardless
of the motion parameters selected, a dipole directivity is always observed. Moreover, the
peak acoustic pressure can be observed to also increase with an increase in the reduced
frequency. Since all of the variables produce self-similar dipole acoustic responses, the peak
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Figure 5.3: Transient near-field acoustic pressure of a typical swimmer. The non-
dimensional near-field acoustic pressure P is shown for a foil operating at h∗ = 0.5,
f∗ = 0.5, and A∗ = 0.5 at different instances of non-dimensional time t/T . The acoustic
pressure is found at discrete points set around circles centered about the mid-chord when
at rest. The circle radii range from two to five chord lengths.
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Figure 5.4: Transient and root-mean-square (RMS) acoustic pressure levels of a typical
swimmer. (a) Transient acoustic pressure response of a foil undergoing a combined heav-
ing/pitching motion with h∗ = 0.375, f∗ = 0.25, and various amplitudes. The acoustic
pressure is determined at the position 50 chords above the leading-edge of the foil and
shown for 3 cycles of motion. (b) RMS acoustic pressure PRMS response of a foil under-
going a combined heaving/pitching motion with h∗ = 0.8, A∗ = 0.5, and various reduced
frequencies. The acoustic pressure response is computed on a circle 50 chord lengths from
the leading edge of the foil and is averaged over 3 cycles of motion. The dipolar acoustic
directivity is observed for all kinematic parameters considered.
RMS acoustic pressure can be used as the single metric to describe the acoustic field. The
peak pressure can then be scaled by the dynamic pressure:
P ∗Peak =
P ∗RMS
1
2ρU
2
. (5.8)
Figure 5.5 presents the non-dimensional peak acoustic pressure for a purely pitching foil
(h∗ = 0), a combined heaving/pitching foil (h∗ = 0.5), and a purely heaving foil (h∗ = 1).
The global maximum in the peak acoustic pressure is found at h∗ = 1, f∗ = 1, and A∗ = 1,
which represents the upper bounds of all of the parameters being explored. However, the
minimum in the noise production does not occur at the minima of the parameter set, but
occurs at h∗ ≈ 0.25 for fixed values of amplitude and reduced frequency. A purely heaving
foil produces higher acoustic pressures than a purely pitching foil, except for f∗ < 0.25.
The combined heaving and pitching foil emits a weaker acoustic pressure signal than either
purely heaving or pitching foils for all combinations of reduced frequency and amplitude
of motion. Figure 5.5(b) overlays the Strouhal number on the peak acoustic pressure,
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Figure 5.5: Peak acoustic pressure for (a) a purely pitching foil (h∗ = 0), (b) a combined
heaving/pitching foil (h∗ = 0.5), and (c) a purely heaving foil (h∗ = 1) as a function
of reduced frequency and amplitude of motion. Isolines of Strouhal number overlay the
acoustic pressure contours in (b).
showing that in general an increase in Strouhal number results in an increase in the peak
RMS acoustic pressure for a fixed swimming motion h∗, even though the isolines of St and
P ∗peak are not precisely aligned. Therefore, the noise level trends are not driven solely by
changes in the Strouhal number.
An increase in either the reduced frequency or the amplitude of motion will result in
an increase in acoustic pressure, but the motion type of the foil can lead to lower values
of acoustic pressure. In fact, a pressure minimum is observed for a combined heaving
and pitching motion for all combinations of reduced frequency and amplitude examined
in this study. Figure 5.6 presents a map that shows the h∗ value leading to the lowest
noise production for a given f∗ and A∗. A purely heaving or pitching foil never produces
the lowest acoustic pressure. For f∗ & 0.3 the quietest swimming is produced by pitch-
dominated swimming motions (h∗ < 0.5). Only for low reduced frequencies of f∗ . 0.3 do
heave-dominated motions (h∗ > 0.5) produce the quietest swimming, and this h∗ value is
independent of the amplitude. Lines of constant St are also marked on the figure, which
denote the typical range of St for swimming animals [60]. From this map it can be seen
that for swimming animals operating with low reduced frequencies (f∗ < 0.3) their noise
production is minimized if they utilize heave-dominated swimming kinematics. Swimming
animals with higher reduced frequency (f∗ > 0.3) minimize their noise production if they
utilize pitch-dominated swimming kinematics.
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Figure 5.6: Map showing the h∗ value that leads to the lowest noise production for a given
f∗ and A∗.
The potential flow solver also can solve for the associated performance characteristics of
these oscillating foils. The force acting on the foil is defined by F =
∫
Sb
−(Pflownˆ) dS, where
Pflow is the pressure from the flow solver as opposed to the acoustic pressure, nˆ is the local
outward normal vector and Sb is the foil surface. Since the potential flow method is inviscid,
the forces only then arise from pressure. The power consumption of the oscillating motion
is calculated as the negative inner product of the force vector and velocity vector of each
boundary element, that is, Pw = −
∫
Sb
Fele ·uele dS. Then the time-averaged coefficients of
lift, thrust, and power are normalized by the dynamic pressure 12ρU
2∞ as,
CL =
Fy
1
2ρU
2∞
, CT = − Fx1
2ρU
2∞
, CP =
Pw
1
2ρU
3∞
, (5.9)
where Fx and Fy are the x and y components of the force on the foil, respectively. The
efficiency is also defined as η = CT /CP . In addition to the time-averaged coefficient of lift,
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Figure 5.7: Comparison of lift metrics with peak acoustic pressure as a function of St and
h∗. The plots show the peak RMS acoustic pressure P ∗Peak, maximum coefficient of lift
scaled by density CLmax/1000, and the absolute value of the time-averaged coefficient of
lift |CL| scaled by a factor of 20. Subfigure (a) is a purely pitching foil, h∗ = 0, (b) is
a combined heaving and pitching motion with h∗ = 0.5, and (c) is a purely heaving foil,
h∗ = 1.
the maximum coefficient of lift will also prove to be a useful metric and is defined by
CL,max =
max(Fy)
1
2ρU
2∞
. (5.10)
Figure 5.7 presents a comparison of the peak RMS acoustic pressure P ∗Peak, the max-
imum coefficient of lift CL,max scaled by a factor of 1000 and the absolute value of the
time-averaged coefficient of lift |CL| scaled by a factor of 20. These quantities are shown
as functions of the Strouhal number and non-dimensional heave-to-pitch ratio. The lift
metrics were scaled in order to make the plots the same order of magnitude. It can be seen
that the peak RMS acoustic pressure and the maximum coefficient of lift follow the same
trend for increasing St and h∗. It can also be observed that the peak RMS acoustic pressure
does not follow the same trend as the time-averaged coefficient of lift. Not surprisingly, the
maximum lift coefficient provides a better correlation with the peak RMS acoustic pressure
than the time-average coefficient of lift. In light of this finding, the maximum coefficient of
lift CL,max may be used as a proxy metric for comparison of the relative acoustic emissions
between oscillating hydrofoils.
Figure 5.8 presents a comparison among the coefficients of thrust and power, efficiency,
and the peak RMS acoustic pressure. The thrust production increases with increasing f∗,
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Figure 5.8: Comparison of acoustic and hydrodynamic metrics. The rows correspond to
the coefficients of thrust and power, the efficiency, and the peak acoustic pressure. The
columns correspond to different A∗ values. Each contour plot is presented as a function of
f∗ and h∗.
h∗, and A∗. The power consumption also increases with increasing f∗ and A∗; however, as
h∗ increases the power decreases to a minimum and then increases. This result indicates
that combined heaving and pitching motions use less power than purely pitching or heaving
motions for a fixed f∗ and A∗. The efficiency results show global peaks around h∗ = 0.85,
f∗ < 0.2 for all A∗. Since the St = f∗A∗, the highest efficiencies occur for the lowest
swimming Strouhal numbers. Most fish swim with 0.2 ≤ St ≤ 0.4 [60] making it difficult
to reach the highest levels of efficiency, even with A∗ = 1. The optimal h∗ to maximize
efficiency will vary, depending upon the Strouhal number of the particular swimming animal
or biorobotic device.
For the first time, the noise of a biopropulsor and its performance can be compared.
The peak acoustic pressure can be observed to not follow trends of the thrust or efficiency;
however, the peak acoustic pressure does follow similar trends with the power coefficient.
This result can be explained by the fact that the acoustic pressure is well-correlated with
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the maximum lift coefficient and, consequently, with the power consumption [45]. More-
over, the absolute value of coefficient of lift is greater than thrust for all scenarios, further
explaining the vertical acoustic dipole and the trend between the peak RMS acoustic pres-
sure and the maximum coefficient of lift.
These results highlight that when the power needed to move the foil is minimized,
then there is also a minimum amount of energy that can be converted into noise, leading
to the quietest acoustic signatures. In contrast, there is a trade-off between operating at
maximum propulsive efficiency and minimizing the noise production. Furthermore, the
thrust increases as the swimmer moves from a pure pitching to a pure heaving swimming
motion, which requires more power and produces a louder acoustic signal.
5.3 Discussion
An integrated, two-dimensional flow-acoustic boundary element solver is developed to pre-
dict the noise generated by the vortical wake of rigid foils in motion. The vortex-particle
wake computed by the potential flow boundary element solver furnishes the input for
the transient acoustic boundary element solver via Powell’s acoustic analogy. This one-
way flow-acoustic coupling is validated against experimental and analytical results for the
acoustic emission of a vortex gust encounter with an airfoil.
The coupled potential flow-acoustic method is used to investigate the performance and
acoustic emission of a heaving and pitching hydrofoil. The hydrofoil is subjected to vary-
ing non-dimensional frequencies, amplitudes, and heave-to-pitch ratios that encompass the
parametric range of most swimming and maneuvering animals. All combinations of these
variables examined in this work produce a similar dipole acoustic response, where the
maximum sound pressure levels occur directly above and below the foil. Foils in purely
pitching or purely heaving motions are found to be noisier than foils that operate with a
combined heaving and pitching motion. In fact, for fixed reduced frequency and amplitude
there exists an optimal heave-to-pitch ratio, h∗, that minimizes the noise production. The
numerical model indicates that most swimming animals would minimize their noise pro-
duction by using heave-dominated swimming motions. As the reduced frequency increases
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past the regime of swimming animals, a transition to pitch-dominated swimming motions
minimize the noise production. Moreover, the correlation between the maximum coeffi-
cient of lift and the peak RMS acoustic pressure for all combinations of reduced frequency,
amplitude, and heave-to-pitch ratio corresponds to the acoustic dipole response. Conse-
quently, the trends in the coefficient of power are well-correlated with the trends in the
peak RMS acoustic pressure for swimming motions with h∗ > 0.25. This result supports
the conclusion that swimming with low power consumption and a low acoustic signature
can be achieved together. In contrast, it is discovered that there is a trade-off between
swimming with high propulsive efficiency and a low acoustic signature. These insights
seek to further our understanding of swimming in nature and could aid in the design of
high-performance, quiet bio-inspired autonomous underwater vehicles.
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Chapter 6
Biological Swimming: Traveling
Wave Foils
6.1 Definition of kinematics and parameters
Undulatory fish locomotion is normally modeled by traveling wave body deformations [73,
64, 41]. Anguilliform and carangiform waveforms are examined in the present work as a
basis for this undulatory motion of many fish species. Following the work of Maertans et
al. [41], a NACA 0012 hydrofoil, with the leading edge of the neutral-axis located at the
origin, is subjected to a lateral displacement h(x, t) for any point x along the foil at time
t,
h(x, t) = a0A(x) sin (2pi(kx− ft)) , (6.1)
A(x) = a1 + a2x+ a3x
2, (6.2)
where A(x) is the envelope of the traveling wave with coefficients c describing the shape
of displacement, k is the wavenumber, f is the frequency, and a0 is the amplitude at
the trailing edge. The anguilliform gait [65] and carangiform gait [67] are respectively
characterized by coefficients:
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anguilliform a1 = 0.367 a2 = 0.323 a3 = 0.310
carangiform a1 = 0.2 a2 = −0.825 a3 = 1.625.
A trailing edge amplitude of a0 = 0.1 is selected for all simulations, matching the amplitude
selected by Maertans et al. [41] for drag minimization.
Figure 6.1 shows the parameter space for the studies performed. The single swimmer
study parameters are shown on the horizontal axis. A NACA 0012 airfoil is subjected to
anguilliform and carangiform gaits, while the non-dimensional wavenumber of the envelopes
are varied between 0.25 ≤ k ≤ 2 and the undulation frequency is set to 0.25 ≤ f ≤ 4. A foil
with chord c = 1 m is set in a freestream flow with velocity U∞ = 1 m/s. Both waveforms
are depicted in the top-right corner of figure 6.1. Shown is the displacement of the neutral
axis and entire foil due to the traveling wave over a period of motion. The anguilliform
gait is characterized by displacement along the entire chord length, while the carangiform
gait exhibits displacement mainly from the mid-chord to trailing-edge region.
A study of traveling wave swimming in ground effect is conducted by using the method
of images. The vertical axis of Figure 6.1 shows the parameter space of the ground effect
study. The ground effect swimmer simulations have a fixed wavenumber k = 1, with vari-
ations of the distance to the ground over the range 0.125 < δ ≤ 1 and reduced frequencies
over the range 0.25 ≤ f ≤ 4.
The non-dimensional quantities for these studies are the reduced frequency f∗ = fc/U ,
the Strouhal number St = fa0/U , and the Helmholtz number k
∗ = kc. The single swimmer
parameter choice results in the frequency and reduced frequency becoming the same value
f ≡ f∗, and produces a Strouhal number range of 0.025 ≤ St ≤ 0.4. The ground effect
swimmer is subjected to the same reduced frequency range while maintaining a constant
wavenumber k∗ = 1. The distance to the ground plane is normalized by the chord length
δ∗ = δ/c.
The acoustic pressure field for each of the swimming configurations was computed on
a circle with a radius fifty chord lengths centered on the mid-chord of the foil. The root-
mean-squared (RMS) pressure was then calculated at each discrete point on the circle over
four cycles of foil motion. A non-dimensional acoustic pressure P ∗ = 2P/ρU2 is used
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Figure 6.1: Parameter space used in the single swimmer and ground effect studies conducted
in this work. Each study is performed for both the anguilliform and carangiform gaits
depicted in the top-right corner. The single swimmer study is subjected to a variation of
wavenumber (0.25 ≤ k ≤ 2) and frequency (0.25 ≤ f ≤ 4). The image swimmer study has
a fixed wavenumber (k = 1) and varies the distance to the ground plane (0.125 < δ/c ≤ 1)
and frequency (0.25 ≤ f ≤ 4).
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Anguilliform
Carangiform
Figure 6.2: Comparison of the wakes produced by an anguilliform (top) and a carangiform
(bottom) gait for wavenumber k∗ = 1.125 and reduced frequency f∗ = 1.5.
throughout this work. The simulations were run for eight cycles of motion to remove
any transient effects that would occur in either the hydrodynamic metrics or the resulting
acoustic fields.
6.2 Acoustic and hydrodynamic performance results
6.2.1 Isolated swimmer
Figure 6.2 presents the wake structures for both the anguilliform and carangiform swim-
mers for k∗ = 1.125 and f∗ = 1.5. The wakes are qualitatively similar showing a classic
reverse von Ka´rma´n vortex street [35]. One subtle difference is that the carangiform swim-
mer’s wake has greater wake deformation in the cross-stream direction than the anguilli-
form swimmer. This differentiation suggests that the carangiform swimmer has stronger
cross-stream velocities, greater energy wasted into the wake, and a lower propulsive effi-
ciency than the anguilliform swimmer, which is in agreement with the calculated efficiency
presented later in Figure 6.5.
Figure 6.3 presents the near-field transient acoustic pressure for only the anguilliform
swimmer, without loss of generality, since both gaits produce qualitatively similar acoustic
fields. The acoustic field is measured around the perimeter of circles centered on the mid-
chord of the swimmer with radii varying from two to five chord lengths. The acoustic
response is shown over a single period of traveling wave motion with f∗ = 1 and k∗ = 1.
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Figure 6.3: Acoustic near-field of a typical traveling wave swimmer. Transient acoustic
response of an anguilliform swimmer at f∗ = 1 and k∗ = 1. The near field begins two
chord lengths from the mid-chord and is extended to five chord lengths away. One period
of traveling wave motion is shown from t/T = 0/9→ 8/9.
The directivity is generally a vertically-oriented dipole, except at times t/T = 3/9 and 7/9
when a quadrupole response is observed. The trailing-edge of the swimmer is transitioning
from the up to down stroke (or vice versa) at these times, coinciding with a sign change
in the bound circulation and therefore the acoustic loading. A quadrupole response is
seen at time t/T = 7/9. The quadrupole is formed when two weaker acoustic lobes in
the directivity pattern begin to form at the leading edge of the swimmer, as the stronger
preceding acoustic lobes move to the trailing edge of the swimmer. The acoustic pressure
maximum travels from the leading edge to the trailing edge as the period progresses.
The far-field acoustic pressure is measured for all swimming configurations in a similar
manner to the near-field, but at a radius of fifty chord lengths. Figure 6.4(a) shows the
transient acoustic pressure response directly above the mid-chord of the foil over three
cycles of anguilliform gait motion with a wavenumber k∗ = 1. A similar trend is seen with
a carangiform gait. The plot shows that the acoustic pressure emitted from a swimmer
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with fixed wavenumber increases with the Strouhal number or reduced frequency. Figure
6.4(b) shows the time-averaged acoustic pressure P ∗RMS on the circle fifty chords the foil
for a carangiform gait with St = 0.2. A vertically-oriented dipole directivity is observed
for the time-averaged pressure field for all swimming parameters considered. Since the
directivity is the same for all swimmers the peak RMS acoustic pressure can be used as a
single value to describe the acoustic field. The peak RMS acoustic pressure P ∗Peak decreases
as the wavenumber increases for a fixed Strouhal number.
Figure 6.5(a) shows the peak RMS acoustic pressure as a function of the reduced
frequency and wavenumber. The peak RMS acoustic pressure is minimized when k∗ ≈ f∗
for both gaits in a thrust producing regime. The minimum of P ∗Peak corresponds with the
peak efficiency in the thrust producing regime, which could be a result of the majority of
swimming power being translated into thrust, not lift. The region f∗ < k∗ produces the
minimum peak RMS acoustic pressure across all values explored but corresponds to a drag
regime. The acoustic directivity produced by both swimming gaits has the same vertical
orientation as a lift dipole, even though the coefficient of lift approaches zero in the k∗ ≈ f∗
region. The region f∗ > k∗ sees a similar trend to that of coefficients of power and thrust,
with peak RMS acoustic pressure increasing as the ratio f∗/k∗ > 1 grows.
For both gaits figure 6.5 shows that there are similar trends in the coefficients of thrust,
power, and lift, and the efficiency as the wavenumber and reduced frequency vary. The
anguilliform gait does, in general, produce higher thrust, power, and lift magnitude than
the carangiform gait when operating at the same wavenumber and reduced frequency. The
efficiency is also higher for the anguilliform gait with a maximum efficiency η = 0.94, while
the carangiform gait’s maximum efficiency is η = 0.86. The maximum efficiency of both
gaits is found when f∗ ≈ k∗, which is the same result derived from potential flow theory
for a linearly increasing traveling wave amplitude envelope [73]. The white regions of the
efficiency graphs are drag-producing and are omitted. In figure 6.5(b) it can be seen that
the thrust coefficient approaches zero for f∗ ≈ k∗ and is negative or drag producing when
the wavenumber is less than the reduced frequency f∗ < k∗. In the region where the
reduced frequency is greater than wavenumber (f∗ > k∗) the coefficient of thrust increases
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f  = 2
Figure 6.4: Transient and time-averaged far-field acoustic responses of traveling wave swim-
mers. (a) Transient acoustic pressure found 50 chord lengths above the mid-chord of an
anguilliform gait swimmer at k∗ = 1. For fixed wavenumber, the acoustic pressure in-
creases with Strouhal number. (b) RMS acoustic pressure of a carangiform gait swimmer
at reduced frequency of f∗ = 2 found around a circle fifty chord lengths away from the
mid-chord. The RMS acoustic pressure decreases as the wavenumber increases for fixed
reduced frequency.
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with the ratio f∗/k∗. The power coefficient follows similar trends as the thrust coefficient
with the minimum power coefficient, in a thrust producing regime, occurring when f∗ ≈ k∗.
6.2.2 Ground effect swimming
To model the effect of an animal swimming near the ocean floor on the hydrodynamics
and acoustics, the method of images is employed [51]. The method of images is a classic
technique that computes the hydrodynamic and acoustic fields for two bodies oscillating
out of phase in free space (cf. figure 6.1). At the symmetry plane between the two bodies,
the cross-stream velocity will be exactly cancelled satisfying the no-flux condition and
thereby modeling a ground plane. The coupled BEM framework is specifically developed
to account for the hydrodynamic and acoustic interactions between multiple bodies and
therefore can be used to model ground effect swimming in this manner.
Figure 6.6 illustrates the near acoustic field for a period of motion for an anguilliform
swimmer at f∗ = 2, k∗ = 1, and at a distance δ∗ = 0.25. It should be noted that
the swimming begins with an upstroke of the trailing edge at t/T = 1/9, switching to
a downstroke at t/T = 5/9. Two or three pressure lobes can be observed at each time,
however, a negative and a positive lobe dominate the acoustic field during the upstroke
and downstroke, respectively.
The far-field acoustic pressure is found around a circle fifty chord lengths from the
origin located on the ground plane between the mid-chords of the image swimmers. Figure
6.7 shows the transient and time-averaged acoustic output of a swimmer in ground effect.
Figure 6.7(a) shows the greatest acoustic pressure is produced by the swimmer at a distance
of δ∗ = 0.125 (the blue line) and the acoustic pressure recovers to that of a swimmer far
from the ground by the distance δ∗ = 0.3 (the grey line). This trend is the same for
both gaits across all frequencies studied. Figure 6.7(b) shows the entire directivity field
of a ground effect anguilliform swimmer at St = 0.2, even though only the upper-plane is
physical. The entire directivity plot has the same dipole shape as the isolated swimmer in
figure 6.4(b). Once again, the similar shape of the RMS acoustic pressure across all ground
effect swimmers allows the use of the peak RMS acoustic pressure P ∗Peak as a single metric
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Figure 6.5: Acoustic and hydrodynamic performance metrics of isolated traveling wave
swimmers. Metrics are shown for both anguilliform and carangiform gaits as functions of
reduced frequency f∗ and wavenumber k∗. The rows (from top to bottom) are (a) peak
RMS acoustic pressure P ∗Peak, (b) coefficient of thrust CT , (c) coefficient of power CP , (d)
coefficient of lift CL, and (e) efficiency η.
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Figure 6.6: Transient near acoustic field of an anguilliform swimmer in ground effect for
f∗ = 2, k∗ = 1, and δ∗ = 0.25. The acoustic field is found from the midpoint between the
image swimmers till five chord lengths from the ground-plane over a period of motion T ,
as indicated by the arrow going from t/T = 0/9 to 8/9.
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Figure 6.7: Transient and time-averaged acoustic responses of traveling wave swimmers
in ground effect. (a) Transient acoustic pressure found 50 chords above the ground plane
about the mid-chord of a carangiform gait swimmer in ground effect at a reduced frequency
of f∗ = 1. (b) Directivity plot of the RMS acoustic pressure of an anguilliform gait swimmer
with f∗ = 2 along a circle centered about the midpoint between the swimmer and its image
in the ground.
to describe the acoustic output.
Figure 6.8 shows the hydrodynamic and acoustic performance metrics of anguilliform
and carangiform gaits swimming at different distances from a ground plane, with varying
reduced frequency. The bottom row of plots show that the peak RMS acoustic pressure
is independent of δ∗ for a fixed reduced frequency for δ∗ ≥ 0.3. However, with δ∗ < 0.3
the effect of the ground becomes pronounced and the acoustic pressure is amplified as a
function of δ∗.
As the swimmers move closer to the ground plane, the wake begins to be drawn under-
neath the body. The locally reversed motion of the wake underneath the foil results in a
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larger acoustic loading on the foil, thereby resulting in a greater acoustic pressure emitted
from the foil. The phenomena of the vorticity being drawn under the foil is observed in
figure 6.9. Figure 6.9 shows the wake being produced for a anguilliform gait swimmer with
a wavenumber k∗ = 1 at a reduced frequency of f∗ = 3. The top foil is placed at a distance
δ∗ = 0.1875 from the ground plane and the bottom foil is at a distance δ∗ = 0.25. The
foil at δ∗ = 0.1875 has shed vorticity being drawn underneath the foil, while at a slight
distance farther at δ∗ = 0.25 from the ground plane the phenomenon is not seen. This
phenomenon can be the mechanism that amplifies the acoustic pressure.
For swimmers within a distance δ∗ < 0.5 to the ground plane Figure 6.8 indicates an
increase in coefficients of lift, power, and thrust, efficiency, and peak RMS acoustic pressure
with a decrease in δ∗. For distance δ∗ > 0.5, all of these metrics are essentially independent
to changes in δ∗ at a fixed reduced frequency, with the exception of coefficient of lift. Figure
6.10 presents contours of the lift coefficient as a function of δ∗ and f∗, indicates the where
the swimmers transition from a positive to negative coefficient of lift. The red dashed-line
shows a vertical equilibrium distance from the wall, i.e. when CL = 0. The δ
∗ positions
underneath the red dashed-line represent a flow regime where the foil will be pushed away
from the ground plane, while the positions above will be pulled toward the ground plane
or cruise at that height. For reduced frequencies f∗ > 1, the anguilliform gait has an
equilibrium position that is farther from the wall than the carangiform gait.
It should be noted that the hydrodynamic model in these simulations is inviscid, which
do not take into account any viscous effects aside from the foil wake. For this reason, the
transition from positive to negative CL may actually occur at a position that is closer to the
wall due to a boundary layer that could accumulate on either the swimmer or ground plane
due to the swimming motion. For instance, the equilibrium distance for an anguilliform
gait at f∗ = 1 is outside of the range of the contour plot. But CL ≈ 10−3 corresponds to a
distance of δ∗ ≈ 1.75 and if this threshold for coefficient of lift is continue it matches the
same results as CL ≈ 0 by f∗ = 2. The equilibrium distances for the coefficient of lift is
always farther from the wall then would be necessary to see any amplification of acoustic
pressure. There exist two regions in the plots of figure 6.10 where CL ≈ 0, the region with
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Figure 6.8: Hydrodynamic and acoustic performance metrics of traveling wave swimmers
in ground effect as a function of the non-dimensional distance to the ground plane δ∗ and
reduced frequency f∗. The left column shows the results for anguilliform gait while the right
column is a carangiform gait. The rows (from top to bottom) are (a) peak RMS acoustic
pressure P ∗Peak, (b) coefficient of thrust CT , (c) coefficient of power CP , (d) coefficient of
lift CL, and (e) efficiency η.
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Figure 6.9: Two examples of wake formation from anguilliform gait swimming near a
solid boundary. Both swimmers are operating at a wavenumber of k∗ = 1 and a reduced
frequency of f∗ = 3. The top swimmer is at a distance of δ∗ = 0.1875 from the solid-
boundary and the bottom is at a distance of δ∗ = 0.25.
1 2 3 41 2 3 4
0
1
1
2
2
10 
-1.5
10 
-2
10 
-2.5
10 
-3
10 
-3.5
10 
-4
10 
-0.5
10 
-1
Figure 6.10: Equilibrium distance of ground effect swimmers. Logarithmic heat maps of
the coefficient of lift of swimmers in ground effect are shown as a function of the distance
to the ground δ∗ and reduced frequency f∗. The region in which the coefficient of lift
transitions from positive to negative is denoted by a dashed red line.
reduced frequency f∗ < 0.25 and CL < 0 corresponds to a drag regime.
6.3 Discussion
A combined unsteady potential flow/acoustic BEM is used to investigate computationally
the propulsive performance and acoustic emission of swimming due to undulatory motion.
Anguilliform and carangiform gaits are modeled to represent generic swimming motions for
varying reduced frequencies and wavenumbers. The most efficient swimming motions have
a wavenumber that is approximately the value of the reduced frequency which corresponds
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with a minimization of acoustic pressure, thrust, and power. The thrust and power increase
as the ratio of the reduced frequency to dimensionless wavenumber increases. The transient
acoustic near field of both swimming gaits is dominated by a vertically-oriented dipole re-
sponse, with a quadrupole directivity occurring as the trailing edge of the swimmer switches
from upstroke to downstroke or vice versa. The dipolar directivity of the period-averaged
far-field acoustic pressure for all scenarios considered allows the peak RMS acoustic pres-
sure as a metric to compare noise results. The peak RMS acoustic pressure increases with
reduced frequency, but decreases for an increase in dimensionless wavenumber.
Swimming in ground effect is modeled by the method of images for both swimming
gaits across varying reduced frequencies and distances from the ground plane. Increases
in thrust, power, lift, efficiency, and peak acoustic pressure occur for both swimming gaits
within half of a chord length of the ground plane. However, beyond this distance the
propulsive and acoustic performance of the foils recovers that of the isolated swimmer. The
swimmers in ground effect return to the same metrics as corresponding isolated swimmer
when swimming farther than half a chord length from the ground plane, with the exception
of lift. Equilibrium swimming (i.e. where the period-averaged lift approaches zero) was
found at distances from the ground greater than what is required to see the hydrodynamic
performance benefits, such as increased thrust, associated with ground effect swimming.
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Chapter 7
Conclusions and Future Work
This dissertation was set forward to answer several questions about noise generation of
swimming fish. In order to answer these questions, a novel coupled framework composed of
an unsteady potential flow and transient acoustic boundary element solvers was developed.
The coupled BEMs were validated against the experimental work of Booth, which found
the acoustic response of vortex-blade interaction [5]. The matched asymptotic method of
Kao [28] also validated their methodology against these experiments. Further validation
of the coupled BEMs was conducted against the matched asymptotic method for further
confidence in the the new methodology. The coupled BEMs are used to assess the noise
production of swimming bodies, but it can be easily adapted to investigate noise generation
of multi-component airfoils, rotor crafts, or animal flight. While the work presented here
was only for two-dimensional analysis, the governing boundary integral equations and the
coupling mechanism are similar in three-dimensions with the main difference being the
Green’s function. All of this work should lend itself directly to the future development of
a three-dimensional coupled flow/acoustic BEM.
Two major studies have been conducted in order to ascertain the acoustic emissions of
fish locomotion. First, a pitching/heaving airfoil was used as a proxy to the motion of the
caudal fin of a fish. Second, the undulatory locomotion of a fish was approximated by a
traveling wave motion. For both studies, a vertically oriented acoustic dipole response was
observed, corresponding to a lift dipole. It was also observed that for a fixed swimming
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motion as either the Strouhal number or reduced frequency increased the acoustic pressure
increased. Increases in either of those non-dimensional quantities require an increase in
power, so an increase in acoustic pressure is not surprising.
The coupled BEMs also produced data about the hydrodynamic performance of the
swimmers. The heaving/pitching rigid foil study elucidated several areas of interest. The
foils were most efficient for a swimming motion, described by a non-dimensional heave-to-
pitch ratio h∗, that was mainly heaving with some pitching at h∗ = 0.85, which is at high
effective angles of attack. At this heaving quantity the foil was in a high-thrust regime,
but it was also a high power and maximum acoustic pressure regime in comparison with
other swimming motions. Foil motions that were predominantly pitching demonstrated
lower thrust and worse efficiency than the heave dominated swimmers, but also emitted
less acoustic pressure and required less power. The lower power and far-field noise suggests
a design approach for a long-range quiet swimmer. The swimmers with pure heaving
or pitching motions always produced more noise, and required more power than their
combined pitching and heaving motion counterparts.
Undulatory fish propulsion was also examined by employing a traveling wave model to
a foil. Two traveling waves were selected to mimic fish-like undulations. An anguilliform
swimming gait, characterized by a wave traveling over the entire chord length of the foil,
was found to generally be a more efficient swimmer than the carangiform swimming gait,
characterized by a wave traveling from the mid-chord to the trailing-edge. Although more
efficient, the carangiform gait produced less noise than the anguilliform gait for a fixed
frequency of motion and wavenumber. When the frequency of motion was the same as the
wavenumber of the swimming gait peak efficiency was observed. This regime corresponded
with peak thrust and minimal power, lift, and noise. Actuation mechanisms of a BAUV
will generally result in a fixed range of wavenumbers possible. Maintaining a frequency
that corresponds to waves traveling over the body allows for the design of a long-range
quiet swimmer. An increase in frequency of the wave motion will result in faster speeds,
but the swimmer will become louder as a result.
The final study examined the undulatory swimmer near a rigid plane swimming in
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ground-effect. As the traveling wave swimmer got within a third of a chord length of
the rigid plane an increase in thrust, power, and noise was observed. But within this
range, the swimmers produced a positive lift which would push them away from the wall.
Depending on the wavenumber and frequency of motion, the equilibrium distance (i.e.
lift approaches zero) from the wall changes, but this distance was always larger than the
distance where increases in thrust, power, and noise occurred. traveling wave swimmers can
obtain hydrodynamic performance gains, such as increased thrust, can by moving within a
third of a chord length to the wall, but it will generate more noise and require more power
in order to overcome the generated repellent lift force.
The ground-effect study also showed that the coupled BEMs have the capability to
analyze multiple bodies and their interactions. The ground-effect case can be thought of
as a minimal and specific fish schooling pattern. The future research to be conducted with
the coupled BEMs should pertain to schools of fish and their noise emission. A preliminary
investigation into the noise generation of a school of fish was conducted in §2.3. The small
diamond school found scattered noise is maximized when a wake from a St ≈ 0.2 impinged
on the school. The study neglected self-noise generation, in contrast to the increase of
self-noise generation with Strouhal number seen in §5.1 and §6.1. The use of the combined
flow-acoustic BEM will enable insight into how self-noise and scattered noise interact in a
school, answering the questions: What is the dominant noise production mechanism in a
school? How does the acoustic far-field develop when both noise generation mechanisms are
present? Is there an optimal Strouhal number for a school to swim at for noise reduction?
Continuation of the prescribed kinematics of swimmers for an increasing school size
should be studied to ascertain how noise generation scales with the number of swimmers in
a school and any attenuation effects the school has on the noise generation. Changing the
potential flow solver from a prescribed kinematic to a self-propelled swimmer would allow
for the description of a school that organizes itself under hydrodynamic forces. A school of
self-propelled swimmers might help to elucidate organization mechanisms of fish schooling.
More importantly, the hydrodynamic-force organized school will define the wake-bodies
interaction distances on a phenomenological basis instead of using an empirical value.
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This schooling will provide better information on how real schools operate and their noise
production. The coupling and acoustic BEM are essentially post-processing steps of the
flow BEM, so no changes would need to be made on that work. The methodology laid out
above would allow for the determination of what noise does a school of fish make?
A three-dimensional extension of this work can achieved by utilizing the same boundary
integral equations and coupling method. The three-dimensional systems have differences
in Green’s function and how surfaces are discretized, but the underlying mathematical
formulation is the same. Extending the coupled BEMs here to three-dimensions is an easy
and obvious next step. This extension will require additional validation and verification
against analytic, numerical, and experimental works. A three-dimension coupled flow-
acoustic BEM would be a fully realized design tool which could ascertain the hydrodynamic
performance and noise emission of an actual BAUV.
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Appendix A
Derivation of the Unsteady
Potential Flow BEM
Presented is a brief derivation of the potential flow BEM that is used in this dissertation.
The model follows closely to the source-doublet method presented in Willis et al. [71].
Starting with a inviscid, incompressible, and constant density flow-field U, a Helmholtz
decomposition breaks the field into a scalar and vector field and then take the divergence
of those quantities.
U = ∇φ+∇× ψ (A.1)
∇ ·U = ∇ · ∇φ+∇ · ∇ × ψ (A.2)
The governing continuity equation for an incompressible flow field is
∇ ·U = 0, (A.3)
there resulting in the Laplacian describing our field,
∇2φ = 0. (A.4)
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Application of Green’s second identity transfers all of the field information onto a boundary
(a single foil or multiple foil) resulting in,
φ(x) =
∫
Sb
(
∂G(x,y)
∂n
φ(x)−G(x,y)∂φ(x)
∂n
)
dSb, (A.5)
where Sb is the boundary of the body, n is the outward normal of the body, and G is
the two-dimensional Green’s function for potential flow, that is,
G(x,y) =
log(|x− y|)
2pi
, (A.6)
∂G(x,y)
∂n
=
(y − x)
2pi|x− y| (A.7)
This model is extended to incorporate a wake to enforce the Kutta condition at the
trailing edge. This is done by defining another doublet panel at the trailing edge to maintain
finite velocities. The new form is,
φ(x) =
∫
Sb
(
∂G(x,y)
∂n
φ−G(x,y)∂φ
∂n
)
dSb −
∫
Sw
∂G(x,y)
∂n
∆φwakedSw, (A.8)
where Sw is the infinitely thin shear layer defining the wake, and ∆φwake is the potential
strength that chosen for the Kutta condition. For our uses a time-varying Kutta condition
must be enforced, which means that Kelvin’s circulation theorem,
dΓ
dt
∣∣∣∣wing + dΓdt
∣∣∣∣ |wake = 0. (A.9)
Morino described a linearization method [46] that sets the wake potential ∆φwake =
φtop − φbottom, satisfying both the Kutta condition and Kelvin’s circulation.
The method use in this dissertation models the wake as this edge panel, a buffer panel,
and then vortex particles. After an initial start-up at any time step, the method of con-
verting bound circulation to vortex particles is carried out in the following manner.
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Figure A.1: A schematic of how vorticity is shed into the field in the potential flow BEM.
Vortex Shedding Procedure
1. Set Γe = µbuf − µe
2. Define a new vortex particle at the intersection of the edge and buffer panels with
strength Γ = Γe
3. Set µbuf = µedge
4. Solve eq. A.8 for µ on the body
5. Set µe = µupper − µlower
6. Define Γbuf = −µbuf to cancel vorticity at the end of the buffer panel
The third item in this list may seem nebulous at this point and that is because a bound-
ary condition has not yet been defined. For the source-doublet method, a no penetration
condition is used at each panel, that is ∂φ∂n = nˆ · (V + vr −Uψ). Here V is the free-stream
flow, vr is the body velocity due to motion, and Uψ is the velocity field from the vortex
particles that is defined by the Biot-Savart law.
The pressure on the panels can then be found in a method similar to Katz and Plotkin
[30] or Willis [71]. Starting with the incompressible Euler equations,
∂U
∂t
+ U · ∇U = −∇P
ρ
. (A.10)
In regions without vorticity, that is outside of a vortex particle, the system reduces to,
∂U
∂t
+
1
2
∇|U|2 = −∇P
ρ
. (A.11)
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The Helmholtz decomposition splits the velocity into a potential and vector field U =
∇φ+∇× ψ, and noting that Uψ = ∇× ψ yielding,
∂(∇φ+ Uψ)
∂t
+
1
2
∇|∇φ+ Uψ|2 = −∇P
ρ
. (A.12)
Rearranging the system and integrating the system along a streamline from infinity to a
point on the body x gives,
∂Uψ
∂t
∣∣∣
x
+
∂φ
∂t
∣∣∣
x
+
1
2
∇|∇φ+ Uψ|2 = P∞ − Px
ρ
. (A.13)
The first two terms,
∂Uψ
∂t |x + ∂φ∂t |x, require translation from the Eulerian reference frame
to a Langrangian reference frame so the pressure can be found on a body,
∂φ
∂t
∣∣∣
xEulerian
=
∂φ
∂t
∣∣∣
body
−(V + vr) · ∇φ, (A.14)
and similar procedure is done for the vortex particle influence with the time-rate of change
given by,
∂Uψ
∂t
∣∣∣
body
=
∂ Γθ2pi
∂t
∣∣∣
body
=
Γ
2pi
θ˙. (A.15)
All of this together gives the final form of the unsteady Bernoulli equation for pressure on
a body,
P∞ − P (x)
ρ
=
∂φwake
∂t
∣∣∣
body
+
∂φ
∂t
∣∣∣
body
−(V + vr) · (∇φ+ Uψ) + 1
2
|∇φ+ Uψ|2. (A.16)
The potential flow solver also can solve for performance characteristics of the oscillating
foils. The force acting on the foil is defined as F =
∫
Sb
−(Pflownˆ) dS where Pflow is the
pressure from the flow solver as opposed to the acoustic pressure, nˆ is the local outward
normal vector and Sb is the foil surface. Since the potential flow method is inviscid, the
forces only then arise from pressure. The power consumption of the oscillating motion is
calculated as the negative inner product of the force vector and velocity vector of each
boundary element, that is, Pw = −
∫
Sb
Fele ·uele dS. Then the time-averaged coefficients of
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lift, thrust, and power are normalized by the dynamic pressure 12ρU
2 as,
CL =
Fy
1
2ρU
2
, CT = − Fx1
2ρU
2
, CP =
Pw
1
2ρU
3
, (A.17)
where Fx and Fy are the x and y components of the force on the foil, respectively. The
efficiency is also defined as η = CT /CP .
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Appendix B
Acoustic Burton-Miller BEM
Formulation
The linear wave equation in a homogeneous medium is given by,
∇2Ψ− 1
c2
∂2
∂t2
Ψ = 0, (B.1)
where Ψ is the scalar time-dependent velocity potential and c is the wave speed. By
assuming a periodic solution, i.e Ψ = φ exp iωt, the linear wave equation is transformed
into the Helmholtz wave equation,
∇2φ+ κ2φ = 0, (B.2)
where φ is the time-independent velocity potential and κ is the wavenumber. Forms of this
equation are solved via the convolution quadrature method throughout this dissertation.
For the transient systems, the convolution quadrature method determines the values of κ.
For non-unit wave speeds, the wavenumbers are scaled by the wave-speed κ/c.
Application of Green’s second identity to Helmholtz wave equation moves all of the
information of the system onto the boundary,
1
2
φ(x) =
∫
Sb
(
∂G(κ,x,y)
∂nx
φ(y)− ∂φ(y)
∂nx
G(κ,x,y)
)
dSb, (B.3)
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with,
G(κ,x,y) =
iH
(1)
0 (κ|x− y|)
4
, (B.4)
∂G(κ,x,y)
∂nx
=
−iκH(1)1 (κ|x− y|)
4
(B.5)
being the two-dimensional acoustic Green’s functions corresponding to an acoustic monopole
and an acoustic dipole dipole and nx is the outward normal at the target x. In the
Green’s functions, H
(1)
n is the nth order Hankel function. From here out, the notation of
G(κ,x,y) = G(x,y) will be used, as κ is a constant for the system.
If a monopole distribution is assumed over the boundary Sb, then a Dirichlet system is
defined,
φ(x) =
∫
Sb
G(x,y)
∂φ(x)
∂n
dSb. (B.6)
Similarly, a dipole distribution leads to,
φ(x) =
∫
Sb
(
∂G(x,y)
∂n
φ(x) +
1
2
φ(x)
)
dSb. (B.7)
The equations B.6 and B.7 can be differentiated with respect to the outward normal of
the boundary to arrive at a system with a Neumann boundary condition. This results in
a dipole and a quadrupole system. The dipole system has a form of
∂φ(x)
∂n
=
∫
Sb
(
∂G(x,y)
∂n
φ(x)− 1
2
φ(x)
)
dSb, (B.8)
and the quadrupole system has a form of,
∂φ(x)
∂n
=
∫
Sb
∂2G(x,y)
∂nx∂ny
φ(x)dSb, (B.9)
where ny and nx are respectively the outward normal at the source and observer.
The quadrupole Green’s function has a form,
∂2G(x,y)
∂nx∂ny
=
iκ(x0 − y0)(x1 − y1)
4|x− y|3
(
2H
(1)
1 (κ|x− y|)− κ|x− y|H(1)0 (κ|x− y|)
)
. (B.10)
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A combination of eqs. (B.7) and (B.9) multiplied by a scaling factor arrives at the
Burton-Miller formulation. That is,
φ(x) + β
∂φ(x)
∂n
=
∫
Sb
(
∂G(x,y)
∂n
φ(x) +
1
2
φ(x)
)
dSb + β
∫
Sb
∂2G(x,y)
∂nx∂ny
φ(x)dSb, (B.11)
where β = i/κ is a chosen coupling parameter. The value of β selected follows the work of
[72]. Excellent reviews of the two-dimensional acoustic BEM are found in [17] and [31].
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