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Abstract
Speaker Identification (SID) systems offer good performance in the case of noise free
speech and most of the on-going research aims at improving their reliability in noisy
environments. In ideal operating conditions very low identification error rates can
be achieved. The low error rates suggest that SID systems can be used in real-life
applications as an extra layer of security along with existing secure layers. They can, for
instance, be used alongside a Personal Identification Number (PIN) or passwords. SID
systems can also be used by law enforcements agencies as a detection system to track
wanted people over voice communications networks. In this thesis, the performance
of the existing SID systems against impersonation attacks is analysed and strategies
to counteract them are discussed. A voice impersonation system is developed using
Gaussian Mixture Modelling (GMM) utilizing Line Spectral Frequencies (LSF) as the
features representing the spectral parameters of the source-target pair. Voice conversion
systems based on probabilistic approaches suffer from the problem of over smoothing
of the converted spectrum. A hybrid scheme using Linear Multivariate Regression
and GMM, together with posterior probability smoothing is proposed to reduce over
smoothing and alleviate the discontinuities in the converted speech. The converted
voices are used to intrude a closed-set SID system in the scenarios of identity disguise
and targeted speaker impersonation. The results of the intrusion suggest that in their
present form the SID systems are vulnerable to deliberate voice conversion attacks.
For impostors to transform their voices, a large volume of speech data is required,
which may not be easily accessible. In the context of improving the performance of
SID against deliberate impersonation attacks, the use of multiple classifiers is explored.
Linear Prediction (LP) residual of the speech signal is also analysed for speaker-specific
excitation information. A speaker identification system based on multiple classifier
system, using features to describe the vocal tract and the LP residual is targeted by the
impersonation system. The identification results provide an improvement in rejecting
impostor claims when presented with converted voices. It is hoped that the findings
in this thesis, can lead to the development of speaker identification systems which are
better equipped to deal with the problem with deliberate voice impersonation.
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Identity Disguise, Voice Impersonation, Multiple Classifier Systems
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Chapter 1
Introduction
The past few decades have seen an enormous increase in the Human-Machine interac-
tions. From the use of a mobile phone as a personal assistant to the use of the internet
as a means for information sharing, from computer chips in every other product to the
security systems, mankind is reaping the benefits of this partnership. As more and
more people rely on the advancements in the field of computation and digital techno-
logy, there is a greater responsibility on part of the machines for accurately identifying
an individual or a group of individuals in order to grant access to certain features of
a service or other benefits. Various approaches can be taken regarding the recognition
task like what the entity knows, what the entity has, what the entity is or where the
entity is. The traditional methods of recognition and authentication require possession
of certain items like a swipe card or the knowledge of some secret information like a
password or a Personal Identification Number (PIN). However, such systems are error
prone in establishing a false identity once the proper inputs are presented to them re-
gardless of who the presenter is. Biometrics is a means to prevent such identity thefts.
Recognition systems based on biometrics have grown in popularity in the recent past.
Each individual has certain unique physical and/or behavioural characteristics that
distinguishes them from the others. Biological features such as Retina, Facial geome-
try, Voice, Finger prints, Hand geometry etc. are examples of such unique features.
Certain biometric systems have been developed that recognize the individuals based
on their physiological and/or behavioural characteristics. For these systems to perform
accurately it is of utmost importance that these characteristics should be unique and
permanent, easily collectable and widely acceptable while being available universally.
Among all the biometrics used for recognition tasks, voice is unique, reliable and non-
intrusive. Using voice as a biometric has the qualities of being user-friendly, can convey
the emotions of the individual and it can be used over the existing telecommunications
links for remote authentication. The ongoing research in the field of speaker identi-
fication systems is aimed at developing systems that give reliable performance under
various operating conditions.
1
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1.1 Objectives
It is generally assumed that the impostors will not make an attempt to conceal their
voices from the SID systems. In order for a SID system to be trustworthy the sys-
tem should not only give reliable performance in ideal conditions but it should also
be resilient against deliberate impersonation attacks. The most obvious attack on a
voice recognition system is voice impersonation by professional imitators. This ap-
proach however fails, as the traits of human voice cannot be easily altered by a human
impersonator . In the case of computer-aided impersonation, false acceptance rate of
86% have been exhibited by the recognition system under attack in some preliminary
studies found in literature. An effort will be made during this research to study how
the various voice recognition techniques are affected by such deliberate impersonation
attacks. The findings in this thesis can lead to the development of a speaker identifi-
cation system which can have good identification performance against voices that have
been deliberately altered by the use of voice conversion algorithms. To deal with the
problem of analysing the performance of SID system against deliberate voice conversion
attacks, it is important to identify the weaknesses and strengths of both the SID and
the voice conversion systems. To this end, these exists no defined framework for SID
system in literature, when dealing with the threat of computer-aided voice conversion.
In this thesis the proposed objectives of research are defined as below:
• Voice conversion techniques have gained popularity with the availability of in-
creased computational power and better statistical modelling tools. GMM based
models are the obvious choice for voice conversion techniques because of their
ability to model underlying phonetic classes in the speech sounds. GMM ba-
sed techniques, however, are not without their disadvantages. Limited amount
of training data can lead to audible artefacts in the output speech of the voice
conversion systems. One objective of this thesis is to improve the quality of the
output speech by reducing the native problems of the GMM based systems and
the degradations resulting from the limited amount of training data available to
the voice conversion system.
• A lot of research effort has been made to improve the performance of the SID
systems under different operating conditions. With the emergence of easy to use
voice conversion techniques, there exists no defined framework for testing the SID
performance against computer altered synthetic voices. This thesis investigates
the performance of the SID systems when presented with speech utterances from
different impostors when they are deliberately trying to conceal their identity
from the SID or targeting a speaker who is known to the SID.
• It is widely believed that the individuality of a speaker’s voice is due to the dif-
ferences in the shape of sound producing organs; mainly the vocal tract system.
Based on this knowledge state-of-the-art in speaker identification primarily re-
lies on the low-level characteristics by using short-time features representing the
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spectral envelope of the speech spectrum. Furthermore, the preferences of the
voice conversion system for certain features suggest that the use of different fea-
tures would result in varying performance for the same impostor-target pair. This
thesis investigates the usability of multiple classifier systems with different fea-
ture sets for the problem of speaker identification systems against intentionally
modified voices.
• Apart from the use of short-time features related to the spectral envelope of
the speech spectrum in SID, other levels of information can convey important
information about the perceived speaker identity. The speakers are also able to
identify the speaker from the linear prediction residual of speech signals. This
suggests that certain speaker related information is still available in the speech
signal even after the removal of the contribution by the vocal tract. One of the
objectives of this thesis is to determine the presence of speaker specific information
present in the speech residual. Furthermore, to eliminate the requirement of
developing new techniques for SID systems, this thesis investigates the use of the
residual based information with the traditional spectral envelope based features
in a multiple classifier based SID system.
1.2 Original Contributions
The work reported in this thesis is carried out to meet the objectives outlined in the
previous section. The major contributions in this thesis are outlined below.
• Speaker identification system has been investigated and baseline system has been
implemented using GMM. The performance of the systems is tested on clean
speech and is consistent with the literature.
• A voice conversion system for converting the voice of one speaker to another
has been investigated. A baseline voice conversion system is implemented with
the use of Line Spectral Frequencies for mapping the spectral properties of the
source speaker to the target speaker using speaker specific GMM. A solution for
over smoothing in GMM voice conversion systems is addressed by means of a
hybrid model combining the GMM and Linear Multivariate Regression on the
source model components. The voice conversion system requires huge amounts of
data to find the proper correspondences between the feature vector spaces of the
source and the target speakers. In practice the availability of training data at such
scale is not possible. The lack of training data for the transformation function
causes the output speech to be discontinuous. A posterior probability smoothing
approach is presented to reduce the discontinuity between the adjacent frames of
the converted speech signal. Subjective evaluations are presented favouring the
modified speech.
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• The performance of the speaker identification system is analysed against voice
modified by the use of voice conversion techniques. The performance of the system
is tested in the scenarios of identity disguise where a speaker who is enrolled in the
speaker identification system has deliberately modified his/her voice to dodge the
system, and in the case of targeted voice impersonation where an impostor has
changed his voice characteristics, by means of a voice conversion system, to match
a target speaker. Also, the performance of the system is analysed in the case of
intra-gender and cross-gender voice conversions. The simulation results show that
in their present form the speaker identification systems are highly vulnerable to
computer-aided voice impersonation attacks.
• Previous studies have shown the improvements in the performance of multiple
classifier systems in the speaker identification application. The use of multiple
classifier systems have been proposed for speaker identification systems against
converted synthetic voices. The use of classifiers using different feature sets,
characterising different properties of the speech spectrum has been proposed for
the speaker identification tasks. Specifically the use of LPCC and MFCC has been
analysed in a multiple classifier system against converted synthetic voices. The
performance of the system is investigated using different combination schemes.
It was shown that the use of multiple classifiers can improve the identification
performance of the systems. The LP-residual signal was analysed for speaker
specific information and the use of Power Difference in the Spectral Sub-bands
(PDSS) based features was proposed along with the use of traditional features
characterising the spectral envelope in the context of multiple classifier speaker
identification systems. The results showed that with the use of LP-residual based
features the performance of the system improved substantially against converted
synthetic voices.
1.3 Thesis Outline
The research work is mainly focused on improving the speaker identification perfor-
mance against voice conversion. The thesis is organised as follows:
• In Chapter 2, anatomy of the human sound production system has been descri-
bed. The contribution of different organs to speech sounds and different sounds
produced by the sound production mechanism is reviewed. In order to process
and extract information from the speech sounds, the speech signal undergoes va-
rious signal processing techniques. This information is generally represented in
the form of features that are based on a mathematical model which try to closely
approximate the human sound production mechanism. In this chapter, various
features that have been used in the speech processing tasks including speech co-
ding, speech recognition and speaker identification are described with details of
their extraction from the speech waveform.
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• Chapter 3 presents some of the popular speaker modelling techniques, such as
GMMs, that are used for speaker recognition systems. Practical issues such as
initialisation, training and testing processes are described in detail. This is fol-
lowed by the introduction of the baseline speaker identification and verification
systems. The experimental set up of speaker identification and verification tasks
are described, explaining the details of the training and testing processed for both
tasks. The identification and verification system performances are presented using
clean and noisy speech samples.
• Chapter 4 describes the process of voice conversion using speaker specific GMM.
Extraction of speaker specific information from the parallel speech corpus of the
source and target speakers is explained in detail. The GMM based voice conver-
sion system suffers from the phenomenon of over smoothing which is addressed
in this chapter by the use of of hybrid scheme using linear multivariate regression
and GMM. The smoothing of the posterior probabilities during the estimation of
target speaker’s characteristics is also proposed to deal with audible degradations
which result from the availability of limited amount of training data for the voice
conversion system. Subjective evaluations were carried out to determine the per-
formance of the proposed technique in comparison to the traditional GMM based
approaches.
• Chapter 5 details the results of intrusions into a speaker identification system
using the converted synthetic voice. Two different scenarios of deliberate modifi-
cations of the speech signal are presented namely; identity disguise and targeted
voice impersonation. The performance of the system is analysed in terms of the
ability of the speaker identification system to identify the source and the target
speakers from the converted voices. The performance of the speaker identification
system is also analysed in terms of intra-gender and cross-gender voice conver-
sions.
• Chapter 6 investigates the use of multiple classifier systems for the task of spea-
ker identification. The concepts of contextual information extraction and com-
plementariness are introduced. The use of GMM based classifiers using MFCC
and LPCC as feature vectors is analysed in the framework of multiple classifier
system against converted synthetic voices. Also the linear prediction residual of
the speech signal is analysed for speaker specific information and the R-PDSS
is used for the extraction of speaker specific information from the LP residual.
Different combination of MFCC, LPCC and R-PDSS are analysed in improving
the performance of the speaker identification system against the identity disguise
and targeted voice impersonation.
• Chapter 7 provides a summary of the contributions made in this thesis towards
robust speaker identification against computer aided voice impersonation and
some suggestions for future work.
Chapter 2
Speech Signal Processing
Techniques
2.1 Introduction
Speech is probably the most important modality in human communications. Not only
does it convey information about what is being spoken but also helps to identify the
speakers along with complimentary information about their physical and emotional
states. In order to develop a system based on the speech signal, whether it is a speaker
recognition system or a voice transformation system, it is important to understand
the properties of the speech signal itself, how it can be represented and manipulated.
The next section describes a review of the human speech production mechanism and
how sounds are produced. A mathematical model commonly used for representing the
speech production is also introduced. Later the techniques involved in the processing
of the speech signal are discussed.Features describing emphasizing the properties of the
speech signal related to the speaker identity are described in detail. The last section
lists the distance measures used in this study.
2.2 Human Sound Production Mechanism
Human voice is unique and universally available. No two individuals sound identical
due to the differences in the physical structures of their sound producing organs and the
mannerisms of speaking. The physiological differences in the lengths of the vocal tract,
the shape of the larynx and other parts, and the behavioural characteristics involving
the use of a specific accent, intonation style, pronunciation pattern and rhythm make
up a unique system that accounts for the speaker specific characteristics
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Figure 2.1: Human Sound Production Mechanism[1]
The mechanism of human speech production can be divided into three main groups
namely lungs, larynx and the vocal tract [5]. The shape of the vocal tract is the most
important physiological feature. The vocal tract consists of the laryngeal, oral and nasal
pharynx, and the oral and nasal cavities. The vocal tract is located between the vocal
cords and the lips. The cross-sectional area may vary between zero and 20 cm2 and
depends upon the process of articulation [6]. The process of articulation involves the
manipulation of jaw, velum, tongue and lips. Air pressure generated from the lungs is
carried over the vocal cords through the trachea. A small opening called glottis, exists
between the vocal cords. Glottis normally remains open, however during the production
of speech its shape is manipulated, resulting in an irregular airflow, called the glottal
source or the source of the speech [7]. Speech sounds produced by the passage of the
glottal source through the vocal tract and the articulators, can be broadly classified as
voiced, unvoiced or mixed excitation sounds [1].
Voiced sounds are characterized by their periodicity and high energy. During the pro-
duction of voiced sounds, the airflow after passing through the glottis causes the tensed
vocal cords to vibrate. The period of transition from the open state of the glottis to
the closing state, is termed as the fundamental period or T0. The reciprocal of the
fundamental period is the fundamental frequency given by F0. The vibration of the
vocal cords introduces quasi-periodic pulses in the airflow. The spectrum of a speech
signal contains well-defined regions of emphasis or resonances and de-emphasized anti-
resonances. These resonances, also known as formants or formant frequencies, are a
result of various articulators forming cavities and sub-cavities in the vocal tract. The
locations of these formant frequencies depend upon the shape of the vocal tract. The
formants are labelled as F1, F2, F3, . . . starting with the lowest frequency. Speech signal
contains an infinite number of formants however, in practice only 3-5 are used in the
post sampling Nyquist band [8]. Unvoiced sounds are produced if there is no vibration
of the vocal cords. These sounds are produced when turbulent airflow passes a constric-
tion in the vocal tract. Unvoiced sounds are random, white-noise like signals carrying
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Figure 2.2: Source-Filter Model of synthetic speech production[1]
far less energy than the voiced sounds. Mixed excitation speech is produced when air
from the lugs passes a constriction in vocal tract while the vocal cords are vibrating.
Nasal sounds are produced when the airflow passes through the nasal cavity. Plosives
are produced when the airflow is blocked and then suddenly released in the vocal tract
[6, 9].
2.2.1 Synthetic Speech Production
The most widely used method of representing the human speech production mechanism
is the source-filter model shown in Fig 2.2. The vocal tract is generally modelled as a
time-varying all-pole filter and the glottal source is represented as a periodic impulse
train for voiced segments of speech or white noise in the case of unvoiced speech [1].
The coefficients of the all-pole filter are determined by linear prediction to minimize
the mean-squared error of the speech signal to be reproduced. Synthesized speech is
generated by the excitation of the all-pole filter with the glottal source.
The source-filter model make certain assumption about the nature of source and ex-
citation signals. According to the all-pole model, the excitation is considered to be
independent of modulation and the all-pole filter in linear in nature. These assump-
tion although not entirely true, serve to simplify the analysis of speech production and
provide computational savings.
2.3 Speaker Characteristics
The speech signal carries different types of information. The primary information
transmitted by the speech signal is the message, what is said, but also indicates the
source of the message,who said it as well as the environment in which the speech
signal was generated. Speaker characteristics refer to the properties of the speech
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signal related to the individual and are dependent on the text of the message and the
environment. The characteristics of the speech signal can be broadly classified as the
following types:
Segmental Cues
Acoustic descriptions of the segmental cues consists of location and bandwidths of
the formants, spectral tilt, F0, and energy. The segmental cues are dependent on
the physiological and physical characteristics of the speech organs as well as on the
emotional state of the speakers [10].
Supra-segmental Cues
The supra-segmental features describe the prosodic features associated with the man-
nerism of speaking such as the duration of a phoneme, intonation patterns and the
amount of stress in pronunciation of an utterance or part of it. These cues are mani-
fested as the rate of speaking, average pitch and the loudness in the speech utterances.
These cues are influenced by the social and behavioural conditions [11].
Linguistic Cues
The linguistic cues are associated with the choice of particular words, accents and
dialects. Such cues are very difficult to model as it would require an extensive study
regarding the circumstances involved in the choice of words, variation in accents and
the use of particular dialects.
The next sections discuss the preprocessing techniques for the speech signal. Later
important features used in the modelling of the speech signals will be discussed.
2.4 Feature Extraction
From Sec 2.2.1, speech is a convolution of the glottal source and an all-pole filter repre-
senting the vocal tract. The process of extracting specific information from the speech
waveform is called feature extraction or speech parametrization. The main objective of
feature extraction is to effectively represent the speech data through a reduced data
set for the modelling tasks. During feature extraction the speech signal is represented
by feature vectors that can efficiently and effectively capture the characteristics of the
speech signal. For the speaker modelling system to perform efficiently it is important
that the extracted features produce low intra-speaker variability i.e, those arising from
variation in speakers’ mood, emotion, physical condition etc., and produce high inter-
speaker variability i.e. effectively highlight the differences in different speakers. The
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Figure 2.3: Major Spectral Analysis Techniques
short-time spectral analysis, usually carried out on a windowed segment of 20− 30 ms
of speech, produces features that characterize the spectral information in the speech si-
gnal [8][6][1]. The major spectral analysis algorithm used in speech processing systems
are depicted in Fig. 2.3 [12].
This section lists the preprocessing steps involved and a description of the various
features used in this study.
2.4.1 Pre-Processing
The preprocessing steps prepare the signal for the process of feature extraction. The
aim of preprocessing is to enhance the speech and improve the quality of the features
that are to be extracted. In this section some of the commonly used preprocessing
techniques are discussed.
2.4.1.1 Pre-emphasis
The speech spectral envelope has a high frequency roll-off due to the radiation effect of
the lips [13]. This results in the high frequency components having low amplitude thus
increasing the dynamic range of the speech signal. Speech analysis techniques require
high computational precision to obtain the features from the high end of the spectrum.
A simple solution is to process the speech with a pre-emphasis filter having a system
function
H(z) = 1− αz−1 (2.1)
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which is high-pass in nature. A typical value of 0.97 is commonly used for α [1]. The
use of a pre-emphasis filter reduces the numerical problems encountered in the Linear
Prediction analysis which will be discussed in 2.4.3.
While synthesizing the speech, a de-emphasis filter with a frequency response opposite
to Equation 2.1, and given as
G(z) =
1
1− αz−1 (2.2)
is used to give the synthetic speech the same spectral shape as the original speech.
2.4.1.2 Voice Activity Detection
The performance of the speech processing systems is degraded with the inclusion of
silence with speech. Features extracted from the silence part of the speech model the
environment rather than the speaker. Therefore, it is important to separate silence
from speech, a process known as Voice Activity Detection (VAD). Generally, an energy
based VAD is used to separate silence from speech [14, 15]. In this work, the speech
databases used for recognition and impersonation tasks, described in (Sections 3.8.1.1
and 4.6.1), have been transcribed with the exact locations of speech and silence. This
information was utilized in this work for the separation of silence from speech. In real
life applications however, a VAD should be used to remove silence intervals. VAD is
also beneficial in reducing the amount of data needed in speech processing tasks.
2.4.2 Frame Analysis and Windowing
Speech is a non-stationary signal which changes in time. However, speech is considered
a quasi-stationary signal [6], therefore short-time analysis can be utilized to parametrize
speech. In order to facilitate short-time analysis the speech signal is divided into smaller
segments called frames. The use of frames for speech analysis validates the stationary
assumption. These frames are often overlapped to capture the inter-frame dynamics.
The short-time Fourier Transform is an important tool in the analysis of speech signals
and it represents the time-varying properties of the speech signal in the frequency
domain. The short-time Fourier transform can be represented as [16]
F (s[n]) = Sk(jω) =
∞∑
n=−∞
w[k − n]s[n]e−jωn (2.3)
where w[k − n], represents a real window function used to isolate the frame from the
rest of the signal. The simplest window function is the rectangular window.
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w[n] =
1 0 ≤ n ≤ Nw − 10 otherwise (2.4)
where Nw is the length of the window.
The choice of a window function is important during analysis as the shape and length
of the windows can affect the frequency representation of the signal. The frequency
response of an ideal window should have a very narrow main lobe and no side lobes.
Since, such a realization is not possible, different types of windows are used depending
upon the demands of a process. Different windows have been suggested in literature
as a compromise between narrow main lobe and smaller side lobes. Hamming and
Hanning windows are popular choices for speech applications.
A Hamming window is defines as
w[n] =
0.54− 0.46 cos
(
2pin
Nw−1
)
0 ≤ n ≤ Nw − 1
0 otherwise
(2.5)
and a Hanning window is given by
w[n] =
0.50− 0.50 cos
(
2pin
Nw−1
)
0 ≤ n ≤ Nw − 1
0 otherwise
(2.6)
Other popular window function with different main and side lobe characteristics are
the Bartlett, Blackman and Kaiser window functions [1]. The length of the window
should not be less than twice the smallest pitch period while it should be long enough
to capture the dynamics of the speech frame appropriately. Normally a 20 − 30 msec
window is used with a frame update rate of 10 msec. The windowed speech frames are
obtained by sliding the window function over the speech signal. In order to reduce the
discontinuities, successive speech frames are obtained by overlapping of the windows
as shown in Figure 2.4. The analysis window can be placed so as to coincide with the
location of the pitch mark, a process known as Pitch-Synchronous Analysis as opposed
to Pitch-Asynchronous Analysis where knowledge of the pitch marks is not required
for the processing of the speech signal and the speech signal is analysed in segment
having the same length. Each windowed speech frame is further processed to extract
the features which are to be used in speech processing systems.
The following section introduces the Linear Prediction analysis and the extraction of
Line Spectral Frequencies (LSF) from the Linear Prediction Coefficients (LPC), which
are widely used in speech coding algorithms. This chapter also introduces the Mel-
Frequency Cepstrum Coefficients (MFCC) and the Linear Prediction cepstral Coeffi-
cients (LPCC). MFCC, and LPCC to some extent, are widely used in speaker and
speech recognition tasks. In this work MFCC and LPCC are used for generating the
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Figure 2.4: Example of Window Placements for Fixed Rate Frame Analysis
speaker models in the recognition system, while LSF are employed as the feature vectors
in the voice impersonation system
2.4.3 Linear Prediction Analysis
Linear Prediction
As mentioned in Sec 2.2.1, the vocal tract is model as a linear filter. An approximation
of the mathematical form of this filter is given by the system function [17]
H(z) =
S(z)
U(z)
= G
1−∑qk=1 βjz−k
1−∑pk=1 αjz−k (2.7)
H(z) is the pole-zero model, S(z) and U(z) are the z-transform of the speech and the
excitation signals respectively, G represents the gain and the filter coefficients are given
as αj and βj . Calculation of parameters based on Equation 2.7, require computation
of a solution of non-linear equations [18]. Because of the numerical and mathematical
difficulties introduced in this form, the all-pole model is preferred over Equation 2.7 for
its computational efficiency. The system function of an all-pole model is given as
H(z) =
G
1−∑pj=1 αjz−j (2.8)
As mentioned in Section 2.2, there are 4-5 formants in the Nyquist band of the speech
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signal and each formant is represented by a pole pair. It is common practice to use
10th order filter to effectively model the vocal tract for speech sampled at 8kHz.
The main purpose of the LP analysis is to calculate the parameters of Equation 2.8.
The time-domain expression for the linear prediction estimate s¯[n], of the speech signal
s[n] has the form
s¯[n] = Gs[n] +
p∑
j=1
αj s¯[n− j] (2.9)
The term linear prediction is assigned to this model since the current output s¯[n]
can be ’predicted’ by a weighted sum of the current input and the past p outputs
s¯[n− p], s¯[n− p+ 1], . . . , s¯[n− 1].
Autocorrelation Method
Several techniques have been described in the literature which can be used for the
computation of the LP coefficients such as Autocorrelation, Covariance and Lattice
method [1], The autocorrelation method is most commonly used among others. LP
coefficients are calculated from a windowed speech frame comprising of N samples. As
mentioned previously, the signal is assumed to be stationary within the frame.
The prediction error e[n], which is also known as the residual signal, of the all-pole
model is given as
e[n] = s[n]− s¯[n] = s[n]−
p∑
j=1
αjs[n− j] (2.10)
The error signal is obtained by filtering the speech signal with the inverse of the pre-
diction filter i.e. 1A(z) .
The optimal values of αj can be obtained by minimizing the average squared prediction
error or the energy E of the error signal. E is given as
E =
N∑
n=1
e2[n] =
N∑
n=1
s[n]− p∑
j=1
αjs[n− j]
2 (2.11)
The values of αj are computed by setting
∂E
∂αj
= 0 for j = 1, 2, . . . , p. After manipula-
tions, the p optimality equations are obtained as
N∑
n=1
s[n][n− j]−
p∑
j=1
αj
N∑
n=1
s[n− i]s[n− j] = 0 for i = 1, 2, . . . , p. (2.12)
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The correlation function R(i) is defined as
R(i) =
N∑
n=1
s[n]s[n− i] (2.13)
From Equations 2.12 and 2.13
p∑
j=1
αjR (|j − i|) = R(i) for i = 1, 2, . . . , p (2.14)
In matrix form, Equation 2.14 can be expressed as [5]

R(0) R(1) . . . R(p− 1)
R(1) R(0) . . . R(p− 2)
R(2) R(1) . . . R(p− 3)
...
...
. . .
...
R(p− 1) R(p− 2) . . . R(0)


α1
α2
α3
...
αp

=

R(1)
R(2)
R(3)
...
R(p)

(2.15)
The autocorrelation matrix is Toeplitz in nature, i.e. the matrix is symmetric with
identical elements along the diagonal. The solution of Equation 2.15 can be obtained
by a well known method known as the Levinson-Durbin algorithm [16]. Levinson-
Durbin is a recursive algorithm and requires no matrix inversion. There are several
other methods that can be used for the optimal computation of LP filter coefficients
but the Levinson-Durbin algorithm used with the autocorrelation method is the most
widely used of them all. The algorithm is as follows:
E(0) = R(0) (2.16)
ki =
[R(i)−∑i−1j=1 αi−1j R(i−1)]
E(i−1) 1 ≤ i ≤ p (2.17)
α
(i)
i = ki (2.18)
α
(i)
j = α
(i−1)
j − kiα(i−1)i−j 1 ≤ j ≤ i− 1 (2.19)
E(i) = (1− k2i )E(i−1) (2.20)
The required prediction coefficients αj are achieved after solving Equations 2.16 to 2.19
recursively. The prediction coefficients are given by
αj = α
(p)
j 1 ≤ j ≤ p (2.21)
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2.4.3.1 Alternate Representations of LPC
The LPC parameters described in Section 2.4.3, provide an accurate description of the
speech spectral envelope. These parameters usually require quantization and interpola-
tion in speech processing applications. The spectral envelope, however, is very sensitive
to the variations in the LPC parameters, such as the changes introduced by the quan-
tization process. These changes can cause instability of the LP filter, and no simple
procedure exists to check for the stability of the filter based on LPC. It is common
practice to use alternate forms of LPC parameters, such as LSF [19], Log Area Ratios
(LAR) [20], Reflection Coefficients (RC) [21] etc., which are robust against variations
introduced during the quantization process. The LSF are the most popular alternative
representation of the LPC parameters. In this work LSF are used in the voice imperso-
nation system (See Chapter 4). In the following section, the computation of LSF from
LPC and some of their properties are discussed.
2.4.3.2 Line Spectral Frequencies (LSF)
Due to many desirable properties, LSF has received widespread acceptance in the speech
community. In this section the origins of the LSF are explained, their conversion from
LPC and their properties are presented.
The pth order all-pole prediction-error filter is given as
H(z) =
1
A(z)
(2.22)
where
A(z) = 1−
p∑
j=1
αjz
−1 (2.23)
Given an even order p of the LP filter, Equation 2.23 can be written as
A(z) = 12(P (z) +Q(z)) (2.24)
P (z) = A(z) + z−(p+1)A(z−1) (2.25)
Q(z) = A(z)− z−(p+1)A(z−1) (2.26)
Using Equation 2.23, Equations 2.25 and 2.26 can be written as
or
P (z) = z−(p+1)
p+1∏
j=0
(z − γj) (2.27)
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Figure 2.5: z−plot of P (z) and Q(z)
Similarly
Q(z) = z−(p+1)
p+1∏
j=0
(z − βj) (2.28)
There are p unknowns to be computed which are the roots of P (z) and Q(z), namely
γj and βj respectively. The roots of P (z) and Q(z) can be computed using methods
such as Complex Root Method [1][13], Both γj and βj occur in complex conjugate pairs
and lie on the unit circle with the exception of z−1 = −1 for P (z) and z−1 = 1 for
Q(z) as shown in Figure 2.5. The cosine arguments of these roots are known as Line
Spectral Pairs (LSP). A unique set of p LSP parameters can describe a stable LP filter.
Since the poles lie on the unit circle, the angular information is sufficient to compute
the LSPs, using
LSP (2i) = cos(ωQi) (2.29)
and
LSP (2i+ 1) = cos(ωPi) (2.30)
where i = 0, 1, . . . , p2 − 1 and ω is the frequency associated with the LSF such that
0 ≤ ω ≤ pi.
LSFs are computed from the LSPs using
LSFi =
cos−1(LSPi)
2piT
(2.31)
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Figure 2.6: LPC spectrum plot with analysis order 10, showing the corresponding values
of the LSFs
where T in the above equation is the sampling period.
Properties of LSF
• For a minimum-phase A(z), all zeros of P (z) and Q(z) lie on the unit circle
(Figure 2.5), guaranteeing the existence of LSFs for a minimum-phase A(z).
• Fixed range between 0 and 4000 Hz for speech signals sampled at 8000 Hz.
• If A(z) is minimum-phase, the zeros of P (z) and Q(z) are interlaced with each
other in ascending order. For a speech signal sampled at 8 kHz, we get:
0 < LSF1 < LSF2 < LSF3 < . . . < LSFp < 4000 (2.32)
This property can be verified easily and guarantees the stability of the correspon-
ding LPC filter.
• Presence of a formant is indicated by the two closely grouped LSFs cf. Figure
2.6.
• The process of quantization can benefit from the inter-frame and intra-frame
correlation among the LSF [22].
2.4.4 Cepstral Analysis
According to the source filter model, Section 2.2.1, speech is the convolution of the exci-
tation signal with the impulse response of the vocal tract function. It is often desirable
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to extract the excitation signal and the impulse response from the output of the linear-
time varying signal so that these components can be analysed, coded, modelled or used
in recognition. Since the excitation and the impulse response of the linear time-variant
system are combined through convolution, the problem of separating the constituent
signal is often called Homomorphic Deconvolution [23]. Cepstrum Analysis [24] is a
simplified version of homomorphic deconvolution. This section gives a brief description
of cepstrum analysis and a comparative analysis with Linear Prediction (Section 2.4.3).
Later features based on cepstrum analysis are discussed.
Given a frame of speech data s[n], generated from the convolution of the vocal tract
impulse response v[n] and the excitation sequence x[n]
s[n] = v[n] ∗ x[n] (2.33)
the cepstrum cˆ[n] is calculated by determining the inverse Fourier transform of the
logarithm of the Fourier transform of s[n] [6]:
cˆ[n] = F−1{log(F (s[n]))} = 1
2pi
∫ pi
−pi
Sˆ(ω)ejωndω (2.34)
where
Sˆ(ω) = log|S(ω)|+ j arg[S(ω)] (2.35)
i.e. Sˆ(ω) is the complex logarithm [6]of S(ω), the Fourier transform of s[n].
If the phase angle is a continuous odd function of ω, the problem of phase uniqueness
can be solved in Equation 2.34 [25]. The cepstrum from Equation 2.34 is known as
the complex cepstrum. Although retaining the phase (or saphe [24]) bestows certain
advantages, it is however, difficult to compute in practice and hence a real-cepstrum is
defined as [6]:
c[n] = F−1{log(|F (s[n])|)} = 1
2pi
∫ pi
−pi
log|S(ω)|ejωndω (2.36)
where,
log|S(ω)| = log|V (ω)|+ log|X(ω)| (2.37)
i.e. V (ω) and X(ω) are additive. Figure 2.7, shows a block level view of cepstrum
analysis process.
By calculating the spectrum of the log spectrum, the vocal tract spectral envelope will
appear as a low frequency component while the excitation would manifest itself as a
high frequency ripple in pseudo-time, the Quefrency. Hence, it is possible to separate
the effects of the vocal tract and excitation signals.
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Figure 2.7: Extraction of cepstral coefficients from the speech signal s[n]
One the most important applications of cepstrum analysis is in the representation of
the LP model. Here the signal under consideration is minimum-phase, in which case
the real-cepstrum of Equation 2.36 is equal to the real part of the complex cepstrum
of Equation 2.34 [8] and is therefore preferred over complex cepstrum for efficient com-
putation.
2.4.4.1 Comparison with the LP Analysis
The spectral envelope related to the vocal tract may be obtained by multiplying c[n] by
a window function, also called a lifter, of unit height and long enough to encompass all
the low frequencies pertaining to the vocal tract. The exact length of the lifter depend
on the amount of detail required for the application and thus is chosen empirically.
Analysing Figure 2.8, the spectral envelopes generated from both the LP modelling
(Section 2.4.3) and cepstrum analysis (Section 2.4.4) model the voiced speech spectrum
well but the cepstrum generated envelopes model the spectral nulls more accurately and
efficiently than the LP envelope specially in the 0 − 2 kHz range. This is as expected
because the cepstrum analysis does not make any assumptions about the all-pole nature
of source filter and as such the cepstrum contains both poles and zeros in the analysis
of a voiced frame of speech rather than just the poles as in the LP analysis.
2.4.4.2 Linear Predictive Cepstral Coefficients (LPCC)
Linear Predictive Cepstral Coefficients (LPCC) are a representation of LPC in the
cepstral domain. The computation of the LPCC is a two-step process. The first steps
involves determining of the LPC from speech by mathematical modelling according to
the source filter theory. The process of LPC computation was given in Section 2.4.3.
Once the LPC have been computed the next step is the estimation of the cepstral coef-
ficients. The linear prediction derived cepstral coefficients are obtained by considering
the power series expansion of ln(H(z)), where H(z) is given in Equation 2.8. The
log-transfer function in term of powers of z−1 is given as [26]:
ln(H(z)) = C(z) =
∞∑
n=1
cnz
−1 (2.38)
where z = exp(jωt), ω = frequency in radians, T = sampling interval and cn =
amplitude of the inverse fourier transform at the nthsampling instant.
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Figure 2.8: Comparative analysis of the Cepstrum and LPC spectral envelopes on a
voiced segment of speech
To derive the relationship between LPC and LPCC, Equation 2.8 is substituted in
Equation 2.38 and differentiated w.r.t. z−1
d
dz−1
(
ln
[
1
1−∑pk=1 αkz−k
])
=
d
dz−1
∞∑
n=1
cnz
−n (2.39)
simplifying ∑p
k=1 kαkz
−k+1
1−∑pk=1 αkz−k =
∞∑
n=1
ncnz
−n+1 (2.40)
rewriting
p∑
k=1
kαkz
−k+1 =
(
1−
p∑
k=1
αkz
−k
)( ∞∑
n=1
nc−n+1n
)
(2.41)
equating the constants and powers of z−1on both sides of Equation 2.41 gives the desired
expression of the relationship between αk’s and cn’s as
cn =

α1 n = 1∑n−1
k=1
(
1− kn
)
αkcn−k + αn 1 < n < p∑n−1
k=1
(
1− kn
)
αkcn−k, n > p
(2.42)
Equation 2.42 allows the computation of coefficients cn from the p predictor coefficients.
cn can be regarded as the samples of the cepstrum function. Traditionally the cepstrum
is obtained by the inverse Fourier transform of the impulse response hn, for an all-pole
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Figure 2.9: Extraction of MFCC vectors from the speech signal s[n] using the mel-scale
filter banks [2]
transfer function the cepstrum can be obtained from the impulse response using [26]:
cn =
h1 n = 1∑n−1
k=1
(
1− kn
)
hkcn−k + hk, n > 1
(2.43)
Although LPCCs benefit from the computational efficiency, they do however inherit
the same assumptions about the all-pole nature of the source-filter. Similar to the
LPC parameters the spectral null cannot be represented by the LPCC efficiently. Next
MFCC extraction procedure is discussed which is widely used in the speech community.
2.4.4.3 Mel-Frequency Cepstrum Coefficients (MFCC)
The MFCCs are a popular choice in speaker and speech recognition applications. Mel
cepstrum-filter bank is based on the perception of the human ear to the frequencies of
sound, which is non-linear [27]. The filter bank is designed in a way to exploit the fact
that the human ear perceives the phonetic component in the lower frequencies to be
more important than in the higher frequencies [28]. The frequency resolution of the
mel-scale reduces with the increase in the frequency and as such places less emphasis
on the higher end of the spectrum. A block level diagram of MFCC computation is
shown in Figure 2.9
The first step is the computation of the Fourier transform, S[k], of the input speech
sequence s[n].
S[k] =
N−1∑
n=1
s[n]e−j
2pikn
N (2.44)
where N is the number of samples of the speech frame (length of Fourier transform).
The power spectrum is computed as |S[k]|2 for 0 ≤ k < N2 , as the magnitude square
of Equation 2.44, which is computed after zero padding the speech frame to twice its
length to improve the frequency resolution.
The power spectrum is transformed from frequency domain to Mel-scale to emphasize
the low frequency regions compared to the high frequencies. The power spectrum is
multiplied by the frequency response of the Mel-scale filter. As mentioned above the
filter-banks are based on the perception of sounds to the human ears. The bandwidth
of these filters is also known as the critical bands of hearing [5]. The Mel-scale filter
banks provide a mapping of linear frequencies to a representation corresponding to the
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Figure 2.10: Triangular filter-banks based on the mel-scale[2]
critical bands. The filter bank consists of overlapping triangular or Hanning filters, the
former being used commonly. Each filter’s cut-off frequencies are determined by the
centre frequencies of the adjacent filters. The frequency range of 0− 1 kHz is covered
by 10 overlapping bands which are spaced linearly, while bands covering 1 − 4 kHz
are placed logarithmically, with logarithmically increasing bandwidths. Figure 2.10 is
a graphical representation of the overlapping triangular filter bank frequency response
for a 4 kHz spectrum.
In this study, different sets of filter banks defined in [29], were used. Table 2.1 lists
the beginning, centre and end frequencies of the critical bands. The bandwidth of the
filters is defined by the centre frequencies of the adjacent bands.
The human auditory system resolves the audio frequencies non-linearly across the spec-
trum. Using Mel-scale or any other filter bank with similar properties, the non-linear
frequency resolution can be achieved. However, for speech and speaker recognition
tasks, the design and shape of the filter banks is insignificant [6].
The energy output of each filter is calculated according to
Ej =
K−1∑
k=0
φj (k) |S [k] |2 for 0 ≤ j < J (2.45)
where
K−1∑
k=0
φj (k) =
K−1∑
k=0
|Vj (k) |2 = 1 , ∀j (2.46)
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Index Lower cut-off frequency (Hz) Centre Frequency (Hz) Upper cut-off frequency (Hz)
1 0 100 200
2 100 200 300
3 200 300 400
4 300 400 500
5 400 500 600
6 500 600 700
7 600 700 800
8 700 800 900
9 800 900 1000
10 900 1000 1149
11 1000 1149 1320
12 1149 1320 1516
13 1320 1516 1741
14 1516 1741 2000
15 1741 2000 2297
16 2000 2297 2639
17 2297 2639 3031
18 2639 3031 3482
19 3031 3482 4000
20 3482 4000 4595
21 4000 4595 5278
22 4595 5278 6063
23 5278 6063 6964
24 6063 6964 8000
Table 2.1: Lower and upper cut-off frequencies of the mel-scale filter banks with the
corresponding centre frequencies [2]
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Here J represents the number of filters used and Vj (k) is the frequency response of the
jth filter under consideration. The output of the filters is normalized to account for
the differences in the bandwidths. Calculation of energy is followed by the application
of natural logarithm. The energy coefficients represent the spectral envelope and also
help to reduce the amount of data per frame that needs to be processed. The reduction
in the amount of data, without compromising the performance of the system is known
as dimensionality reduction [29].
The computation of log energy coefficients is preceded by the application of Discrete
Cosine Transform (DCT) as the last step in the computation of the MFCC. The DCT
produces decorrelated log-energy coefficients. These coefficients are particularly use-
ful in speaker modelling by Gaussian Mixture Models (GMM) (cf. Chapter 3) since
diagonal covariance matrices instead of full covariance matrices can be used [5].
The MFCCs are computed from the log-energy coefficients using:
cm =
1
J
J∑
j=1
cos
(
m
pi
J
(j − 0.5)
)
log(Ej) , 0 ≤ m ≤M (2.47)
where cm = [c0, c1, . . . , cM ] represent the M+1 MFCC coefficients, and J is the number
of filters in the filter bank. In this study, a value of M = 16 was used in the speaker
recognition tasks for speech signals sampled at 8 kHz. The coefficients c0 is the average
log-energy of the speech spectrum, corresponding to the intensity of the speech signal
and the background noise and is usually not used in the set of feature vectors.
Speaker recognition system employing cepstral features can also benefit from the inclu-
sion of the delta and delta-delta (also known as the velocity and acceleration) cepstrum
coefficients. The delta and delta-delta coefficients are simply the first and second dif-
ferences of the cepstral coefficients and provide the temporal information about the
changing dynamics of the vocal tract. These features are concatenated to the MFCC
feature vector to form a longer feature vector and this approach has been shown to
improve the performance of the speech and speaker recognition systems [30].
The different parameter sets discussed so far include the LPC, LSF, LPCC and the
MFCC. A large number of additional parameters can be computed from a linear trans-
formation of any of these parameters. However the distance between two points in
the multidimensional space can be made irrelevant to these linear transformations by a
proper choice of distance metric [26]. Therefore, if the decision criterion is based on dis-
tance calculations between a reference and test pattern, use of linear transformation or
otherwise, is immaterial. Thus, as far as the recognition performance is concerned, the
feature sets which can be computed from each other by means of a linear transformation
can be regarded as equivalent.
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2.4.4.4 Post-Processing
An important factor that affects the performance of speech and speaker recognition
systems is the presence of convolution distortion in the speech such as the distortions
introduced by the microphone transfer functions and the transmission medium. When
cepstral coefficients are used as the feature vectors, the linear convolution distortion
becomes additive components on the cepstral vectors. The Cepstral Mean Subtraction
(CMS) remove the stationary convolutional distortion [31, 32]. In CMS, the popula-
tion mean is subtracted from each observable feature vector to remove the stationary
distortions introduced by the telephone channel while RelAtive SpecTrAl (RASTA) pro-
cesses removes the time-varying distortions from the speech signal [32]. Both CMS and
RASTA are used commonly to remove the convolutional distortions introduced in the
speech signal. The noise integration model [33], is another method that that generates
the speech as well as noise model which are then used directly in the speaker recogni-
tion system. Score normalization techniques can also be applied at the test stage of a
recognition system to minimize the affect of mismatched training and test data [34].
The next section describes some of the distance measures that are used in pattern
matching application including the speaker recognition and voice impersonation tasks
carried out in this study.
2.5 Distance Measures
In pattern matching applications, the differences or similarities between different sets
of features can be computed by means of various distance measures. Different types
of distance measures have been proposed in the literature [6, 35]. Since the output of
each distance measure is different from the other, the choice of a particular distance
measure depends upon the task at hand. The choice of a distance measure can be based
on some minimization criterion of an error function or on the results of classification.
Some of the well-known distance measure, between two arbitrary points xk and yk
for k = 1, 2, . . . ,K , are listed below:
Euclidean Distance
d (x,y) =
√√√√ K∑
k=1
(xk − yk)2 (2.48)
Mean Squared Error
d (x,y) =
1
P
(x− y) (x− y)T = 1
P
K∑
k=1
(xk − yk)2 (2.49)
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Manhattan Distance
d (x,y) =
K∑
k=1
|xk − yk| (2.50)
Likelihood Ratio Distortion
dLR (x,y) =
yTRay
xTRax
− 1 (2.51)
In the context of speaker recognition, x and y represent the LPC parameters while Ra
represents the toeplitz autocorrelation matrix [36].
Log-likelihood Distance
dLLR (x,y) = log (dLR (x,y)) (2.52)
Weighted Cepstral Distance
dw (x,y) =
√√√√ K∑
k=1
[ωk (xk − yk)]2 (2.53)
here ωk represents the cepstral weighting function [35].
2.6 Summary
In this chapter the human sound production mechanism along with the functions of
different organs was presented. The all-pole filter method was introduced, describing a
mathematical model for the production of synthetic speech. The front-end of speaker
modelling systems has been explained in some detail. A typical front end includes a
preprocessing stage, feature extraction which is followed by an enhancement or post-
processing part. The preprocessing stage uses some signal processing techniques to
prepare the speech signal for further processing. The feature extraction stage produces
features which reduce the amount of speech data to be processed and provides the
desired information about the speaker related characteristics. Features based on linear
prediction and cepstrum analysis techniques have been presented. Extraction of LPC
from a speech waveform and its commonly used alternative LSF, have been explained
in detail. Cepstrum based features MFCC and LPCC have also been discussed while
highlighting certain differences among these representations. In this study MFCC and
LPCC are used in the speaker recognition system while LSF are employed as features
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representing the speaker characteristics in the impersonation system. In order to en-
hance the quality of the extracted features, some post-processing techniques commonly
used, were also presented for the removal of static and dynamic channel noise. In the
last section some of the distance measures used in the study to measure similarities
or differences among features were listed. To achieve high performance on a speaker
modelling system, whether it is a speaker recognition system or a voice impersona-
tion system, it is vital to have a front-end processing unit that produces high quality
features, providing an effective and efficient representation of speaker characteristics.
Chapter 3
Speaker Modelling and
Recognition
3.1 Introduction
In Chapter 2, the process of feature extraction was presented. Sequences of feature vec-
tors were obtained from the speech signal, characterizing the properties of the speaker’s
voice. This chapter introduces the classification process, which utilizes the features ex-
tracted from a speaker’s voice to determine the identity of the speaker. The process of
classification is a two stage process, namely training and testing. During the training
phase, the recognition system enrols the speakers by building a specific model for each
individual speaker from the features extracted from their voice samples. During the tes-
ting stage, features extracted from a claimant’s speech signal are matched against the
stored models by calculating an utterance score through the use of a distance measure
to determine the correspondence between the speaker models and the test utterance.
The chapter is finalized by describing the simulation set up used in the text-independent
speaker identification and verification baseline systems. A summary of the recognition
performances for both the identification and verification systems is detailed towards
the end of this chapter.
3.2 Speaker Recognition
Among all the biometric identification methods, voice as a biometric has its own unique
standing among other biometrics. Voice production is a natural process and as such is
non-invasive. Speech can be transmitted easily through the existing communications
networks without the aid of additional transmission media, thereby allowing remote
authentication. It can be acquired through simple devices such as a microphone and
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Figure 3.1: Block diagram of a speaker identification system showing the main compo-
nents of the training and the testing phases.
recognition processing can be carried out by means of a computer. The speech signal
not only conveys the spoken message, but also the emotions as well as the identity
of the speaker. Speaker recognition is the process of identifying the originator of a
speech signal or in simple words, who is speaking [31][37]. The three main processes
in a typical speaker recognition system include the feature extraction, training and
testing. Feature extraction is common to both training and testing. A block diagram
of a typical speaker recognition system is shown in Figure 3.1.
Text-Dependent vs. Text-Independent Systems
Text-dependent speaker recognition systems use known text for both training and tes-
ting process. While text-independent recognition systems allow users to speak freely,
using any text, for training and testing purposes. For text-independent speaker recog-
nition systems the full range of speaker’s vocal sounds should be used for the training
process. For limited amount of training data, the text-independent systems provide
better recognition performance as compared to the text-dependent recognition systems
as the enrolment and testing process is not dependent on the already known text. The
text-independent systems can be used in areas where limited amount of speech is avai-
lable or in the law enforcement areas where the individuals are not very co-operative.
Speaker Identification Systems
Speaker identification is the process of identifying an unknown individual from a group
of known speakers. The speaker identification systems can be further classified as
closed-set and open-set systems.
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Closed-Set Identification
In a closed-set speaker identification system, it is already decided that the unknown
speaker is a part of the database and is one of the enrolled speakers. The identification
has to decide which of enrolled speaker model is a best match for the feature vectors
of the unknown speaker.
Open-Set Identification
In an open-set identification system, the unknown speaker is not considered to be one
of the enrolled speaker a priori, which means that the speaker identification system has
to decide whether the unknown speaker is a part of the known group of speaker or is
an impostor. If the system fails to find a match for the unknown speaker, their claim
is rejected and the unknown speaker is considered an impostor. On the other hand if
a match exists then the next stage is to determine the actual identity of the speaker.
Speaker Verification Systems
Speaker verification systems, as the name suggests, verify if the unknown speaker is
in fact who he/she claims to be. The decision criteria surrounding the acceptance or
rejection of an identity claim must be chosen carefully so as to reduce Type-I and Type-
II errors in speaker recognition systems. A type-I error, also known as False Rejection
(FA), occurs when the verification system rejects speech from a speaker who is enrolled
in the system. A type-II error results when the system fails to reject the speech from
an impostor, in what is known as a False Acceptance (FA).
Speaker Identification and Speaker Verification systems will be discussed in more detail
in the later sections of this chapter.
3.2.1 Applications
A speaker identification system aims to find the best match for the unknown speaker
from a database of known speaker models. As such the application areas of speaker
identification include law enforcement e.g. determining the identity of a suspect from
a threat call or identifying a potential criminal from their voice.
The application areas of speaker verification systems are mainly security applications
that allow access to certain facilities or services only to the authorized users. Another
potential application is in monitoring the locations of prison inmates and controlling
their presence in specified areas.
The use of text-dependent speaker recognition systems can further enhance the au-
thorization process, where the unknown speaker to required to speak a particular text
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that is known to the system and the speaker such as a password or a PIN. In areas
where the users of the system do not have access to the text prompting devices or in
situations where a suspect is unwilling to co-operate with the law-enforcement agencies
a text-independent system can be implemented. A speaker recognition system can be
used for national border control to monitor the movements of individuals in and out of
the country, in personalizing the content of an entertainment source depending upon
the preferences of the identified individual or in gaming for providing rich personalized
interactive game play [38, 39].
3.2.2 Performance Evaluations
A number of factors affect the performance of a speaker recognition system including
the number of speakers used for training and testing, the amount of speech material
available for training and testing as well as the overall quality of the speech samples
used. The performance of a speaker recognition system is evaluated in term of recog-
nition rates, which are simply the percentage of the correctly identified speakers or
error rates demonstrated as Equal Error Rate (EER) values [40] or as Detection Error
Trade-off (DET) curves [41].
3.3 Speaker Modelling
The features extracted from a speaker’s utterances are used to train a model during the
enrolment or training phase. Once all the required speakers are enrolled, a database
of the known speakers is created. An individual claiming to be a part of the group
known to the database would have features extracted from their speech utterances
and a similarity or difference score, depending on the type of the modelling technique
used, will be calculated against all the enrolled models. The best matching model is
recognized as the identity of the claimant. There are different types of methods used for
modelling and testing. These methods can primarily be divided into two sub-groups:
Parametric or Stochastic and Non-Parametric or Template based. Parametric methods
assume a structure to characterize the parameters or, in other words, the data can
be represented by a defined distribution. Non-parametric methods on the other hand
make minimal assumptions about the probability density function of the parameters
[7, 42].
Some of the common methods of modelling employed in the speaker recognition algo-
rithms are discussed below.
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3.4 Non-Parametric Methods
Non-parametric methods avoid making assumptions about the nature of the data and
try to learn the distribution from the data itself. Without the parametric assumptions,
these methods require considerably more data to approximate the optimal distribution
as compared to the parametric method which fit data to a restricted parametric model
[43]. Some of the more common methods used in speaker recognition systems are
discussed below.
3.4.1 Support Vector Machines (SVM)
Support Vector Machines (SVM) are binary classifier systems that use a hypothesis
space of linear functions in high-dimensional feature space [44]. The data under inspec-
tion is mapped onto a higher-dimensional feature space by means of non-linear mapping.
Classification is performed by constructing hyperplanes to separate the data belonging
to different classes [44, 3]. The SVM classifier is obtained by a sum of kernel function
K(., .) given as
f (x) =
N∑
i=1
αitiK (x,xi) + b (3.1)
where xi represent the support vectors, N is the number of support vectors, αi and
b are the solutions of the quadratic programming problem, ti is a target value for
each support vector and can take values of −1 and +1 depending upon the class that
the support vectors belongs to, αi ≥ 0 for i = 1 and
∑N
i=1 αiti = 0. The classification
decision is made by comparing the value of f (x) to a threshold. Even, though SVMs are
linear classifiers, they can be used for non-linear data separation by the help of kernel
function. In order to achieve better separation among data with non-linear boundaries
the input space is mapped onto a higher-dimensional space, called the feature space.
The choice of a kernel function for a particular application is a decision that requires
utmost attention when designing classifiers based on SVMs. Some of the simpler kernel
functions used in the literature are the dot product, polynomial kernels, and the Radial
Basis Function (RBF) [45, 3].
For a real-valued function K (x1, x2) to fulfil the Mercer’s Condition, the following must
be satisfied
∫
K (x1, x2) g (x1) g (x2) dx1dx2 ≥ 0
for a square integrable function g (x) i.e.
∫
g (x)2 dx is finite.
The two-class data to be classified is assumed to be separable and there is a linear class
boundary. The SVM algorithm classifies the data by locating the maximal margin
hyperplane to classify the data belonging to the two classes [3]. Figure 3.2 shows an
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Figure 3.2: Optimal separating hyperplane in two-dimensional space demonstrating the
classification criteria for SVM [3]
optimal hyperplane separating a two-dimensional space with maximal margin. Maximal
Margin is the hyperplane that can segregate two data clusters and lies in the middle of
the two clusters.
Application areas employing SVM include speaker recognition [44], face recognition,
handwritten digit recognition and language recognition to name a few [45][46]. In
[47][48] SVM have been used directly for speaker recognition. GMM-SVM hybrid clas-
sifiers have also been shown to have promising recognition performance [49][50][51]. In
these systems, SVMs are used to separate and classify the likelihood values of the client
and impostor speaker.
More information on SVMs can be obtained from [44][3].
3.4.2 Neural Networks (NN)
Neural Networks (NN), also known as Artificial Neural Networks (ANN), are systems
modelled on the basis of the neural architecture associated with the human brain struc-
ture [52][53]. A typical NN can contain any number of layers of units called neurons.
The neurons in each layer are connected via weights. The value of the weights is
adjusted during the training phase.
Neurons are tasked with the following operations:
• Receive inputs from input sources.
• Calculating the weighted sum of the inputs by combining them.
• Perform a non-linear operation on the previous result.
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Figure 3.3: A Typical Neural Network Architecture
• Based on the calculated weights, produce outputs.
Non-linearity in the data can be modelled by NNs for a better representation of the
data [6]. A typical NN consists of an input layer of neurons for accepting the inputs,
one or more hidden layers for combining the inputs and calculating the weights, and
an output layer for generating the output as a weighted combination of the outputs
from the hidden layer(s). Figure 3.3 shows a typical NN architecture. NNs can also be
applied in areas of data clustering and classification and have been applied successfully
used in speech and speaker recognition systems.
In a speaker recognition system, each speaker might be represented by a separate NN.
Training of the NN is performed by an adjustment of network weights so that each
output value of the NN is 1 for the speaker that it is modelling [54] and an output 0
for any other speaker. Similar to any other speaker modelling technique, the identity
of the claimant is decided by the NN that produces the highest score for the input
speech from the unknown speaker. During speaker verification stage the output of the
selected NN as a result of the identification stage is compared against a predetermined
trained threshold and a decision of acceptance or rejection is made. A large NN has
also been used for all the enrolled speaker in a speaker recognition system in [54]. The
training and testing phase of such a NN is the same as the system employing one NN
per speaker.
NNs offer certain advantages in pattern matching and classification systems such as
the ability to model non-linearity in the data and the capacity of adaptive learning by
virtue of a flexible structure [52][6]. During the training stage the weights are constantly
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updated and with each update the outputs are recalculated. This process is repeated
a number of times until the desired output is achieved. NNs are computationally
expensive. The long training times are a major disadvantage of NNs. Factors such
as the number of hidden layers and the number of neurons in each layer are some
of the factors play their part in the increased computational costs and training times
associated with NN. It has been reported in [55] that the NNs are limited in their
performance compared to other parametric approaches. [52][39][53] are some further
sources of information about NN.
3.4.3 Vector Quantization (VQ)
VQ is a lossy data compression method that aims to divide the given data into non-
overlapping clusters. The centre of each cluster is called the centroid, which is the mean
value of all the data vectors belonging to that cluster. Each data cluster is represented
by its centroid vector in subsequent processing.
The process of quantization is a method of limiting the infinite range of the sampled
data vectors to a finite set. This finite set consists of the centroids of the clusters.
The VQ can be used in speaker recognition systems with the aid of VQ codebooks
which cluster the data vectors from a speaker by a finite set of representative feature
vectors. For each speaker to be enrolled in the speaker recognition system, the feature
data vectors are represented by a speaker-specific VQ codebook, which divides the
feature vector space of the speaker into non-overlapping clusters. Each feature vector
is represented by the centroid of its associated cluster, reducing the actual number of
feature vectors to be processed thereby reducing the complexity of the system. Different
clustering algorithm are used in literature, with k-means [56] and Linde, Buzo and Gray
(LBG) [57] among the most popular. The LGB algorithm minimizes the weighted mean
square error during clustering analysis while performing quantization over the feature
vectors involved in training. The codebook used in quantization process using the LBG
algorithm is described as follows [57]:
1. Initialization: The codebook design procedure is initialized by calculating the
mean value of the N vectors seen in training. The mean value represents the
code-vector or the centroid of the training vectors. C1(0), which is the code-
vector of the first codebook is given as
C1(0) =
1
N
N∑
n=1
xn (3.2)
where xn is the n
th vector in the training. This is the design stage M = 1.
2. Splitting: Each codevector in the codebook is split into two. A small perturbation
value of  is used to rearrange the codevectors so that the new codebook CM+1
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is given by
CM+1 = (1 + )CM (k) (3.3)
CM+1
(
2M−1 + k
)
= (1− )CM (k) (3.4)
where k = 1, 2, . . . , 2M+1 and  < 1. The value of the M is incremented by 1.
3. Optimization: The splitting stage is followed by optimization which is a two step
process:
• Partitioning: Each codevector is assigned to a codevector CM (k) from the
codebook, which minimizes the distortion ||xn − CM (k) ||, where ||.|| is the
norm.
• Updating: The codebook entries are updated by calculating the mean of the
training vectors belonging to a cluster, reducing the quantization error in
each of the clusters.
The optimization process is repeated many times until the average distortion
within the cluster is below a predefined threshold.
4. Steps 2 and 3 are repeated until the codebook is populated with the desired
number of codevectors.
During the testing phase, the features extracted from an unknown speaker are matched
against the codebook entries of all the enrolled speakers. The identity of the speaker is
taken as the codebook that generates the minimum accumulated distortion. Because
of the non-overlapping nature of the codebooks, each input feature vector is assigned
to only one class. This restriction can result in performance degradation in speaker
recognition systems based on codebooks. The codebook method can be used for both
text independent/dependent speaker identification and recognition.
3.5 Parametric Methods
Parametric methods consist of models which assume a structure characterized by pa-
rameters. Parametric methods assume that the given data can fit a statistical distribu-
tion. The parameters of the distribution can in turn be adjusted to fit the data. These
assumption result in faster computation times as compared to non-parametric methods
mentioned in Section 3.4. This section discusses some the commonly used parametric
methods in speaker modelling with more emphasis on Gaussian Mixture Modelling as
it is the main modelling technique used in this study.
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Figure 3.4: Example of Density Modelling by a 5 component 1-D GMM
3.5.1 Gaussian Mixture Models (GMM)
As we speak, various factors including the vocal tract shape, glottal flow, fluid and
anatomical dynamical variations influence the manner in which we produce speech
[5]. All these factors affect the speech production and cause the speech to be non-
deterministic in nature, which can be modelled by the GMM. The probability density
functions of the multidimensional Gaussian distribution can be used to represent the
speaker-specific spectral characteristics [58][14][55]. GMM can model any distribution,
meaning GMM do not impose any restriction on the type of distribution it can model.
Figure 3.4 illustrates the process of density modelling with GMM. While used in speech
or speaker processing system each component of the GMM models some broad sound
class and contains information about speaker-specific vocal tract anatomy [55]. A GMM
can contain any number of components to model the data. A probabilistic model is
generated by the GMM for the set of sounds a speaker can produce. The remainder of
this section details the GMM model description, training of the model parameters and
their use in a speaker recognition system.
3.5.1.1 Model Description
In models based on the GMM, each speaker is represented by a separate model λs.
Each λs includes the probability density parameters namely µ
s
m represent the mean
vector of the component m, Σsm is the covariance matrix and pm are the component
weights:
λs = {psm, µsm,Σsm} , m = 1, 2, . . . ,M (3.5)
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Figure 3.5: An M Component Gaussian Mixture Density
where M is the number of components in the mixture and s represents a speaker from
the S enrolled speakers. In a speaker recognition system employing GMMs, the feature
vectors extracted from the input speech of the enrolled speakers are modelled by the
Gaussian mixture densities while each mixture model represents the speaker. The
GMMs are computed as a weighted sum of mixture component densities i.e:
p (x|λs) =
M∑
m=1
psmb
s
m (x) (3.6)
where x is a multidimensional feature vector, bsm represent the component densities,
pm are the mixture weights, M is the number of components in the mixture where
m = 1, 2, . . . ,M and s represents one of the enrolled S speakers. The process is depicted
in Figure 3.5
The component Gaussian densities bsm are given as:
bsm (x) =
1
(2pi)D/2 |Σsm|1/2
exp
{
−(x− µ
s
m)
T (Σsm)
−1 (x− µsm)
2
}
(3.7)
whereD is the dimension of the vector x, µsm,Σ
s
m and pm are the mean vector, covariance
matrix and weight vector of the mth component density of the speaker s, respectively.
The component weights are bounded by the property
∑s
m pm = 1. (Σ
s
m)
−1 represents
the inverse matrix operation performed on the covariance matrix of the mth component
of the sth speaker while |Σsm| is the determinant of the covariance matrix [14].
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The covariance matrices can be chosen as either a diagonal matrices or full covariance
matrices. Selection of either the full or diagonal covariance matrix depends on the
type of application and the required accuracy. Full covariance matrices represent the
densities more accurately but are subject to computational overhead raised by the
matrix inversion operation in Equation 3.7 whereas diagonal covariance matrices are
easily invertible but are inferior in density representation as compared to full covariance
matrices. During GMM modelling, the covariance matrix can be one of the following
types [14]:
• Global Covariance: All speaker models have a single covariance matrix.
• Grand Covariance: Each speaker model has its own covariance model.
• Nodal Covariance: Every Gaussian component of each speaker model has its own
covariance model.
In speaker recognition systems, diagonal covariance matrices are sufficient to model
the probability densities of the feature vectors representing the speaker characteristics
[58][55]. A speaker model with an M th order full covariance matrix can be represented
by an equivalent model consisting of higher order diagonal covariance matrices [34].
The diagonal covariance matrices are computationally less extensive as compared to
full covariance since they do not require full matrix inversion. In [58][55] the diagonal
covariances have been shown to sufficiently represent models based on full covariance
matrices. In this work, the speaker recognition system employs diagonal covariance
matrices.
Training a GMM requires the computation of the parameters pm,µ
s
m and Σ
s
m from the
given feature vectors belonging to a speaker. These values are calculated by an iterative
algorithm known as the Expectation-Maximization (EM) [59], which is discussed below.
3.5.1.2 Expectation Maximization(EM)
Maximum Likelihood (ML) is the most widely used technique for the estimation of
GMM parameters. ML aims to maximize the conditional probability or the likelihood
p(x|λs) of the GMM from the given set of feature vectors X = {x1,x2, . . . ,xT }. The
EM algorithm uses these ML estimates to iteratively update the GMM parameters from
the provided feature vectors until the model likelihood value converges. The algorithm
is employed to determine the correct parameters that will monotonically increase the
likelihood values of the GMM. In other words p(X|λi+1s ) ≥ p(X|λis), where i is the
iteration number. For each iteration the GMM parameters are updated as follows
[42][55]:
For the mth component of every GMM of a speaker s, where m = 1, 2, . . . ,M :
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• Mixture weights:
p¯sm =
1
T
T∑
t=1
p (m|xt, λs) (3.8)
• Mean vector:
µ¯sm =
∑T
t=1 p (m|xt, λs) xt∑T
t=1 p (m|xt, λs)
(3.9)
• Variances:
σ¯sm =
∑T
t=1 p (m|xt, λs)x2t∑T
t=1 p (m|xt, λs)
− (µ¯sm)2 (3.10)
• A posteriori probability
p (m|xt, λs) = p
s
mb
s
m(xt)∑M
k=1 p
s
kb
s
k (xt)
(3.11)
The iterative algorithm is terminated if p(X|λi+1s ) − p(X|λis) is equal to a pre set
threshold or if the user defined maximum number of iterations is reached. With the
convergence of the likelihood values the EM algorithm stops and the updated parame-
ters represent the speaker’s GMM model. 5-10 EM iterations are generally adequate
for parameter convergence.
The EM algorithm can be initialized by clustering the given feature vectors through
an unsupervised clustering method such as the k-means [56]. In this work the k-means
algorithm was initialized through random selection of candidate cluster mean vector
from the given feature vectors. The Gaussian mixture components were initialized to
be equally likely by setting each weight to be 1M , obtaining equally probable weights
while the covariance matrix initialization was performed by using an identity matrix
i.e. setting each diagonal element of the matrix to be 1 and each off-diagonal element to
0. It has been shown that such an initialization scheme can provide similar recognition
performance compared to more elaborate phonetic segmentation methods based on
HMMs [55].
3.5.1.3 Variance Limiting
During the GMM training, small variance values can affect the likelihood values of
cause performance degradation. The small variance values can arise either because of
noisy or insufficient data. It is therefore, necessary to apply some form of variance
limiting during the training of the GMM models. Variance limiting can be applied as
follows:
σ¯s2m =
σs2m if σs2m > σ2minσ2min if σs2m ≤ σs2min (3.12)
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where σ2m represents the m
th element of the variance vector, and σ2min is the variance
limiting value. The σ2min is determined empirically and typically selected to be in the
range of 0.01 to 0.1 [55]. The value of σ2min should be chosen carefully as too high a
value can cause masking of the actual variance values, hence degrading the model and
the recognition performance. On the other hand a small value of σ2min may not be
sufficient to achieve required variance limiting and such may be ineffective. The values
of the variances must be checked for every update obtained from the EM iteration.
3.5.1.4 Model Order
Selection of the number of Gaussian mixture components needed for appropriate mo-
delling of the speaker characteristics is an important factor in the design of GMM based
speaker recognition systems. A small number of components may not be able to ade-
quately represent the speaker characteristics while too many components with limited
training data can wrongly model the data resulting in poor modelling [55].
The training process is followed by the testing process, which involves matching the
unknown test utterances from a claimant speaker to the stored models. Speaker iden-
tification and verification processes used in this study are based on GMM and are
explained in the following section. The speaker recognition system based on GMM
used in this study will be discussed in more detail in Section 3.2.
3.5.2 Hidden Markov Model
Hidden Markov Models are statistical models capable of representing the stationary
as well as temporal characteristics. The assumption in HMM modelling is that the
speech signal can be characterized as a parametric random process and the parameters
can be estimated accurately [6]. HMMs can model both the speech sounds and their
sequencing in the temporal domain.
HMMs model the speech feature vectors as a group of processes. A HMM models two
stochastic processes: a hidden Markov chain, a process which is not directly observable
and an observable process. The probability of following a particular transition depends
only on the present state and not on the past states or transitions as defined by the
Markov property. In a model based on HMMs, the temporal variations are dealt with by
a hidden Markov chain while an observable process deals with the spectral variations in
the feature vectors. A HMM contains a number of interconnected states with transitions
among each state [35]. Changes in the signal are represented by a set of states with
observation probabilities Bi and Aij are the sequence of transition probabilities of the
Markov chain [6, 60]. The probability density function (pdf) of each state statistically
represents the feature vectors. The most commonly used pdf function for the HMM
states is a multidimensional Gaussian pdf which was explained in Section 3.5.1.
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Figure 3.6: HMM Topologies
Depending upon the permitted transition among states, HMMs can be classified as
either ergodic or left-to-right HMMs [61, 6]. In an ergodic HMM, all the states are
interconnected and it is possible to make a transition from one state to another in a
single step i.e. the state transition probabilities for an ergodic HMM are non-zero. For
a left-to-right HMM the states move only from the left to the right with increase in
time. Left-to-right HMM are used for signals that exhibit slowly varying properties
such as a speech signal. Figure 3.6 shows a 4-state left-right and a 4-state ergodic
HMM.
HMMs can be used for text-dependent and text-independent speaker identification and
verification processes. A text-dependent process is modelled by a left-to-right HMM.
To incorporate the flexibility of random text i.e. text-independent system, an ergodic
or circular HMM is employed. Figure 3.6 provides a depiction of left-to-right and an
ergodic HMM.
3.6 Speaker Identification
A speaker identification system determines the identity of the speaker from a group of
known speakers. Feature vectors obtained from the utterances of the unknown speakers
are matched against the GMM parameters of the enrolled speaker models. The model
that gives the highest likelihood value is taken as the identity of the unknown speaker.
A level diagram of the speaker identification system is depicted in Figure 3.7.
The likelihood of each known speaker is calculated by the Maximum A posteriori Proba-
bility (MAP) classification method. Given the feature vectors of the unknown speaker,
the likelihood of each enrolled speaker model is given by the Bayes’ rule as:
Sˆ = arg max1≤k≤S Pr (λk|X) = arg max1≤k≤S p (X|λk)
p (X)
pr (λk) (3.13)
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Figure 3.7: Speaker Identification System
where Sˆ is the identified speaker, X is the set of feature vectors X = {x1,x2,...,xT },
pr (λk) is the prior probability of the speaker model λk and p (X) is the prior probability
of the training vectors X = {x1,x2, . . . ,xT }.
In the context of the work carried out in this thesis, all speaker have been assumed to
have equal a priori probabilities i.e. pr (λk) =
1
S , where S is the number of enrolled
speakers, also the training data X from all the S speaker models is also assumed to be
equally probable with p (X) = 1S , these assumptions lead to
Sˆ = arg max1≤k≤S p (X|λk) (3.14)
Each frame of speech data is considered to be independent from the others. The value
of p (X|λk), i.e. the likelihood of the unknown speaker, can be calculated as a product
of the likelihood values of each frame
p (X|λk) = p ({x1,x2, . . . ,xT } |λk) =
T∏
t=1
p (xt|λk) (3.15)
or with the use of logarithm we have
Sˆ = arg max1≤k≤S
T∑
t=1
log p (xt|λk) (3.16)
which gives the identity of the claimant.
The recognition performance of the identification system is measure by means of the
identification error rates as follows
% Error =
NE
N
× 100 (3.17)
where NE represents the number of misclassified tests while N is the total number of
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tests carried out by the identification system.
3.7 Speaker Verification
Speaker verification determine the actual identity of the claimant or the hypothesized
speaker. The speaker verification system aims to determine whether the feature vectors
from the unknown speaker, or the claimant in this case, match with the model selected
through the speaker identification stage. As such, the speaker verification forms a
binary decision with acceptance or rejection as the possible outcomes.
The verification process defines two hypothesis. Considering a set of feature vectors
X = {x1,x2, . . . ,xT }, belonging to the unknown speaker. The first hypothesis H0
states:
• H0 : X belongs to the claimed speaker
and the second hypothesis H1 is defined as:
• H1 : X is not from the claimed speaker.
The decision is based on the result of the following likelihood test
Likelihood Ratio =
p (X|H0)
p (X|H1)
≥ θ accept H0< θ reject H1 (3.18)
where p (X|Hi) i = 0, 1 represent the probability density function for the hypothesis Hi
evaluated for the measurement X, also referred to as the likelihood of the hypothesis
Hi given the measurement. nd θ is the decision threshold for accepting or rejecting H0.
The likelihood ratio test of Equation 3.18 can be re-written as
Likelihood Ratio =
p (X|λc)
p (X|λc¯) (3.19)
where X is the feature vectors from the unknown speaker, p (X|λc) is the likelihood
of the features vectors given that it belongs to the claimed speaker, and p (X|λc¯) is
the likelihood that the feature vectors X do not belong to the claimed speaker. The
log-likelihood ratio can be written as
L (X) = log p (X|λc)− log p (X|λc¯) (3.20)
where
log p (X|λc) = 1
T
T∑
t=1
log p (xt|λc) (3.21)
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and
log p (X|λc¯) = log
(
1
m
m∑
k=1
p (X|λk)
)
(3.22)
m represents the total number of background speakers. The speaker verification process
is depicted in Figure 3.8.
3.7.1 Background Speaker Selection
The process of speaker verification requires models for the alternative speaker and the
hypothesized speakers. The process of background speaker selection must be carried
out carefully to properly represent the alternative speakers. There are two known
methods for the creation of alternative hypothesized speaker modelling in the process
of speaker verification. The first method utilizes a set of known speaker specific models
to determine the alternative speaker. A particular set of background speaker models are
used for each speaker in the database. For a large database, requirement of increased
storage space and high computational costs pose problems in the application of this
method for the purpose of speaker verification. For this method different approaches
have been presented in [55, 62, 63]. In [55] the alternative speaker models are created
by using a combination of speakers who have a similar or dissimilar voice properties to
the hypothesized speaker. The selection process for the background speaker in [55] is
presented below:
• Compute GMMs for all the speakers in the database
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• Pair-wise distance between each GMM, the pair-wise distance d (λi, λj) is com-
puted as:
d (λi, λj) = log
p (Xi|λi)
p (Xi|λj) + log
p (Xj |λjj)
p (Xj |λi) (3.23)
• Calculate the n farthest and n closest speakers from the hypothesized speakers
• Select m2 farthest and m2 closest speakers that are maximally spread from each
other (m < n)
The two stages of background speaker selected from the above formulation are known
as Maximally Spread Close (MSC) and Maximally Spread Far (MSF) set respectively.
The number of speakers m must be selected carefully, which reduces the computational
requirements and leads to an effective representation of the possible impostor group.
The result of speaker verification is computed as a likelihood ratio test, Equation 3.18,
resulting in either acceptance or rejection of the claimed speaker.
3.7.1.1 Universal Background Model (UBM)
The second method employs a generalized alternative model for all the hypothesized
speakers. This method is known as the Universal Background Model (UBM) [64].
The speaker-independent model is formed by using a number of different speakers to
represent the alternative hypothesized speakers.
When one large alternative speaker model is used for representing the background spea-
ker model, the speech used for training must be chosen so that it represents the existing
speaker features. Multiple background speaker models can be used depending upon the
requirements of the application. During the generation of a UBM the training and the
testing data must be chosen carefully. In case of gender-dependent experiments, two
single-sex UBMs are required, one based on male speech and the other on female speech
only. For the gender-independent case one UBM is used consisting of both the male
and female speech. However, UBMs can be tailored to better represent the characteris-
tics of the enrolled speakers in the database. This reduces the mismatch between the
training and the testing data as well as allows for better speaker modelling. A model
order in the range of 512-2048 mixtures can generally represent the underlying desired
speech characteristics of the database. There exists no general method of generating
the UBMs. UBMs are created by pooling the speech from different sets of speakers
which represent the general characteristics of the speech features. UBMs must be ge-
nerated in a manner to ensure that they do not favour a sub population over rest of
the population i.e. in case of a gender-independent experiment, equal number of speech
features should be used from male and the female speech, in order to avoid any bias
towards a particular gender [65].
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Figure 3.9: Adaptation of a speaker’s models using the universal background model
(UBM)
3.7.1.2 Adaptation of Speaker Model
A good representation of the speech features can be obtained by a large and a well-
trained UBM. The UBM can be changed for the representation of the hypothesized
speakers. MAP estimation and the training speech of the input speaker can be used to
adapt the parameters of the UBM to model the hypothesized speaker [66]. The adapta-
tion of the UBM parameters for modelling the hypothesized speaker provides a strong
link between the two models. This coupling provides higher recognition performance
and simplifies the speaker scoring time as described below.
The hypothesized speaker model can be obtained from the UBM through the following
steps:
1. Calculate the estimates of the count, the first and the second moment of the
hypothesized speaker’s training data for each UBM mixture.
2. Adapt the model using the combination of of the newly estimated statistics from
the first step with the statistics of the UBM.
The first step probabilistically maps a speaker’s training data onto the UBM mixtures.
The next step calculates the adapted model parameters by the use of UBM mixture
parameters and the training data statistics.
The process of speaker adaptation is described below after [65]:
The count, first and the second moments of the hypothesized speaker, with feature
vectors X = {x1,x2, . . . ,xT } and a UBM are computed as follows:
ηi =
T∑
t=1
Pr (i|xt) (3.24)
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Mi (x) =
1
ηi
T∑
t=1
Pr (i|xt) xt (3.25)
Mi
(
x2
)
=
1
ηi
T∑
t=1
Pr (i|xt) x2t (3.26)
where ηi is the count, Mi (x) and Mi
(
x2
)
are the first and the second moments respec-
tively, and pr (i|xt) is the probability of the ith component of the UBM mixture given
the vector xt can be derived as
Pr (i|xt) = p
s
i b
s
i (xt)∑K
j=1 p
s
jb
s
j (xt)
(3.27)
Now the adapted weights, means and covariance vectors can be formulated as
ˆpi =
[αiηi
T + (1− αi) pi
]
γ (3.28)
µˆi = αiMi (x) + (1− αi)µi (3.29)
σˆ2i = αiMi
(
x2
)
+ (1− αi)
(
σ2i + µ
2
i
)− µˆ2i (3.30)
Here αi is the coefficient of adaptation and γ is the scaling factor. The value of αi is
calculated as
αi =
ηi
ηi + r
(3.31)
Here r is the fixed relevance factor whose is value is determined empirically and is fixed
between 8 and 20 [65]. γ is the normalization factor ensuring that the values of the
adapted weights sum to unity. The value of αi is dependent on the data and controls
the balance between the old and the new estimates. The adaptation process depends
upon the speaker data. Only the components of the UBM mixture that have sufficient
correspondence with the speaker data, are adapted. A UBM represents the wide range
speaker-independent speech sounds and the adaptation process modifies the UBM to
represent the speech classes derived from the speaker-dependent training speech.
The log-likelihood ratio, Equation 3.20, of the hypothesized speaker is calculated from
the hypothesized speaker model and the UBM. Since the hypothesized speaker model
is an adapted version of the UBM, a method called fast-scoring can be utilized. When
a new test-set is presented to the system only a small number of UBM components
will be close enough to affect the final likelihood values, since the speaker’s adapted
GMMs are obtained from the components of the UBM, the same components would
represent the speaker in the large mixture model of the UBM. The likelihood values
can be estimated using the best scoring top C components. The likelihood values can
now be found as:
• Estimate the likelihood values from the UBM components,
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• Using only the best scoring C components, calculate the likelihood values
• Calculate the adapted speaker model likelihood result using only the C compo-
nents
• Calculate the speaker’s likelihood values.
A typical value of C = 5 has been suggested in [65]. This speeds up the computation,
as it requires only C +M calculation instead of the 2M computations required in the
case of an M th order UBM.
3.7.1.3 Error Measures and Decision Criteria
A recognition decision is made after the computation of the likelihood values. Here,
decision making is a binary process with the two possible outcomes being acceptance
or rejection. The speaker verification system compares the values of the speaker’s
likelihood values with the threshold θ. If the value of the likelihood is greater than θ, the
claim is accepted and is rejected when the likelihood value falls below θ. Similar to any
decision making system, a speaker verification system can produce type-I and type-II
errors. A type-I error occurs when the verification system rejects speech from a speaker
who is enrolled in the system, this type of error, in the context of speaker recognition,
is known as False Rejection (FR). A type-II error results when the system fails to reject
the speech from an impostor, resulting in what is known as a False Acceptance (FA).
In simple terms FR is the case when an enrolled speaker is considered an impostor by
the system and is rejected while FA is the scenario where an impostor is accepted as
a true speaker by the system. The False Acceptance Rate (FAR) and False Rejection
Rate (FRR) associated with the speaker recognition systems are defined as
FAR =
IA
IT
(3.32)
FRR =
CF
CT
(3.33)
where IA is the false acceptances, IT is the total number of impostor verification at-
tempts, CF is the number of false rejections and CT is the total number of claimant
verification attempts. The value of the threshold θ should be chosen so as to minimize
the overall error score of the system. Selection of a suitable value for θ depends upon
the application e.g. for increased security the value of θ can be chosen so as to reduce
the FA occurrences.
Equal Error Rate (ERR) is one way of reporting the verification score of the system
[40]. The value of θ is selected to obtain a value of EER such that the rate of false
acceptances is equal to the rate of the false rejections. The most common and widely
3.8. Speaker Identification Implementation 51
used method of representing the middle ground between the FAR and FRR values is
the Detection Error Trade-off (DET) curve [41]. The DET curve is obtained from the
results of the speaker verification experiments which are presented below along with
the simulation set up used in this study for the task of speaker recognition.
Having described the fundamental concepts in speaker identification and speaker veri-
fication, we now present the implementation of the base line speaker identification and
speaker verification system in the following sections. The performance of this baseline
speaker identification system is also analysed with the TIMIT speech corpus. Later
in the thesis, the performance of the system will also be observed against synthetic
converted voices that have been obtained by the use of voice conversion techniques.
3.8 Speaker Identification Implementation
This section describes the implementation of the speaker identification system that will
provide high recognition performance and forms the basis of the work carried out in
the following chapters of this thesis. The speaker identification system utilizes GMM
(Section 3.5.1) for speaker modelling and evaluations. The following sections describe
the process of speaker identification along with the description of the speech corpus,
the process of feature extraction and the method of performance evaluation.
3.8.1 Speech Corpus
The development and evaluation of a speaker recognition system requires the availabi-
lity of a speech corpus. Some of the speech corpora which have been widely used in
literature for the task of speaker recognition include TIMIT [67], NTIMIT [68], YOHO
[69, 70], Switchboard [71] and KING [72]. The National Institute of Standards and
Technology (NIST) [73] has been carrying out speaker recognition evaluations since
1996. It provide recommendations for fair measurement grounds to evaluate the per-
formance of a speaker recognition system under criteria defined by NIST [74], detailing
the guidelines for determining the best speaker recognition methods and put forth the
direction for the ongoing research. NIST has been providing yearly updated speech
databases to its participants. The speech corpus used in this thesis for evaluating the
speaker recognition system is the standard American English Database TIMIT (Texas
Instruments / Massachusetts Institute of Technology) and is provided by the Linguistic
Data Consortium (LDC) [75].
3.8.1.1 TIMIT Corpus
The TIMIT speech corpus [76] was designed to provide a large speaker database with
diverse range of population, containing rich phonetic content. The database consists
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Sentence Type Unique Sentences Total Sentences/Speaker
Dialect (sa) 2 1260 2
Compact (sx ) 450 3150 5
Diverse (si) 1890 1890 3
Total 2342 6300 10
Table 3.1: TIMIT Corpus Sentence Assignments
of 630 speakers from 8 different dialect regions of the United States. The database
consists of speech from 438 male and 192 female speakers. Each speaker is designated
10 speech files with an average duration of 3 seconds per file. Depending upon the
phonetic content all the speech files are divided into three different groups and labelled
accordingly. The sa files represent the dialect sentences, the phonetically-compact
sentences are labelled as sx, while the phonetically-rich sentences are designated as si
sentences. There are two sa sentences which are common to all the speakers of the
database. Each speaker is assigned 5 sx sentences, and the sx sentences are shared by
7 speakers making a total of 450 phonetically-compact sx sentences. The si sentences
are unique to all the speakers with no overlap. Each speaker utters 3 si sentences. A
breakdown of the different speech files in the corpus is shown in Table 3.1
The speech files were recorded with high quality microphones in a quiet environment.
All the speech files were recorded in one session to avoid inter session variations in the
speech of the same speaker. All the speech material has been recorded with a sampling
frequency of 16 kHz.
3.8.2 Preparing the Speech Material
In the experimentation carried out in this thesis, two versions of the TIMIT corpus
were used for a closed-set speaker identification system. The TIMIT-16, consisting
of speech files sampled at 16kHz and the TIMIT-8, where all the speech material is
sampled at 8kHz. Normally 20 to 30% of the speech material in the corpus is used for
the testing purposes while the remaining 70 to 80% is used for training purposes. All
the 630 speakers of the corpus were enrolled in the system and the sentences of each
speaker were segregated as training and testing material which will be discussed later
in the section.
The feature extraction process begins with the removal of silence regions from the
speech. As was mentioned in Section 2.4.1.2, separation of silence from speech is es-
sential otherwise the extracted features will model the environment rather than the
characteristics of the speaker. The TIMIT corpus provide complete transcripts of the
speech files. These transcripts include details of the speech and the silence intervals.
It is, therefore, easier to separate speech from the silence and is the method of voice
activity detection employed in this thesis. After the removal of the silence regions from
the speech samples, the files are prepared for the training and testing of the speaker
identification system as below:
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• The sa and si sentences were concatenated together, providing approximately 15
seconds of speech for each speaker. The combination of the sa and si files was
used as training material for the speaker recognition system.
• The 5 sx files per speaker were concatenated to give on average 15 seconds of
speech that was used in the testing phase of the recognition system.
The concatenated speech files are analysed using 20 msec Hamming window, as was
mentioned in Section 2.4.2, corresponding to 320 samples of speech sampled at 16 kHz
or 160 samples for 8 kHz sampled speech. A frame update rate of 10 msec, corresponding
to 160 samples for 16 kHz and 80 samples for speech sampled at 8 kHz, was used. Each
analysis segment is multiplied by a Hamming window to reduce the discontinuities at
the boundaries. Each windowed segment of the speech signal undergoes the process of
extracting MFCC, which was described in Section 2.4.4.3, and is briefly revisited below.
The length of the windowed segment of speech is increased from N samples to 2N
samples by means of zero-padding, to improve the frequency resolution of the signal.
After the computation of the DFT, Equation 2.44, the energy coefficients are computed
as an inner product of the mel-scale filter banks, Figure 2.10, and the magnitude of the
Fourier transform of the windowed speech segment. Logarithm is applied to the energy
coefficients and finally the MFCC are obtained by evaluating the DCT, Equation 2.47,
on the log spectral energy values.
For speech sampled at 16 kHz, 24-dimensional MFCC vectors were extracted from each
segment of windowed speech, covering a frequency range of 0− 8000 Hz. For TIMIT-8
experiments 16-dimensional MFCC were used for each windowed segment of speech,
encompassing the frequency range of 0− 4000 Hz. As was mentioned in Section 2.4.4.3
the zero order MFCC represents the average energy of the speech frame as is not
included in the set of the feature vectors.
3.8.3 Speaker Modelling
For each speaker that has to be enrolled in the speaker identification system, a cor-
responding model was built to provide a characteristic representation of the speaker-
specific properties. Each speaker model was constructed using 32-component GMM, as
defined in Section 3.5.1, the mixture components were initially set to 1M where M = 32
the number of mixture components. Diagonal-nodal covariance matrices were used
with the matrix values initialized by an identity matrix with a variance limiting value
of 10−2. The component means were initialized by randomly selecting 32 MFCC vec-
tors as component means and then using a single pass of the k-means algorithm. The
model parameters were estimated by iteratively running the EM parameter estimation
algorithm as described in Section 3.5.1.2. The number of iterations was limited to a
maximum of 10 , which is sufficient for the convergence of the likelihood values [55].
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Database Identification Performance (%)
TIMIT-16 99.7
TIMIT-8 98.4
Table 3.2: Identification Performance of the Speaker Identification System with TIMIT-
16 and TIMIT-8
3.8.4 Performance Evaluation
The trained speaker models were stored as a computer file representing a database of
the enrolled speakers. After completion of the training process and the generation of
speaker specific model, the system performance was evaluated in the testing phase.
The process of testing for a speaker identification begins by extracting the feature
vectors from the speech of the unknown speaker, claiming to be one of the enrolled
speakers. The feature extraction is performed as was described in Section 2.4.4.3. The
feature vectors of the unknown speaker are compared with the stored models of the
enrolled speakers and log-likelihood values are generated according to Equation 3.16.
The speaker model which gives the highest log-likelihood value for the test vectors of
the unknown speaker is selected as the best matching model and the identity of the
unknown speaker is taken as the identity of this best matching model. The identification
performance for the TIMIT-16 and TIMIT-8 databases is given below:
Table 3.2 shows that the TIMIT-16 has a high identification performance of 99.7 (%).
This is expected as the TIMIT corpus is a clean, almost-ideal and phonetically rich
files which does not have any inter session variations. The TIMIT-8 achieves an iden-
tification performance of 98.4 (%). The small drop in performance is due to the loss of
the high frequency components and the lesser number of mel-scale filter banks as was
mentioned in Section 3.8.2.
3.9 Speaker Verification implementation
This section describes the implementation of the speaker verification system and the
evaluation measures. The verification system experiments are performed on the TIMIT-
16 and TIMIT-8 speech corpus. The simulations detail the performance of the speaker
verification system on clean speech. The preparation of the speech material in these
experiments is described below:
• Approximately 24 sec of training speech was accumulated for each speaker by
concatenating eight speech files including the two sa files, three si and five sx
files from each speaker.
• The test speech for each speaker in the test set contains two sx sentences averaging
up to 3 sec of speech per speaker.
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The test set of the TIMIT speech corpus contain 56 female and 112 male speakers
for the speaker verification simulations with a minimum of two male and one female
speaker from each of the eight dialect regions of the US and 2 sentences per speaker.
This provides a total of 336 male and female speaker tests. The impostor attacks were
carried out using the two speech files for every speaker, giving 56 × 55 female and
112× 111 male, or a total of 31024 attack sets.
3.9.1 Background Speaker Modelling
The speaker verification experiments were performed with two background models
which were designed to be gender-dependent. The test set of TIMIT corpus does not
contain an equal number of male and female speakers, therefore a different test set was
designed for the evaluation of the speaker verification system separately for the male
and female speakers. Usage of two gender-dependent background models ensure that
the final models will not be biased towards a particular gender. It has been suggested
in [65] that one hour of speech is sufficient for modeling the background speakers and
the same amount of speech material has been used in these experiments for modelling
the background speakers. The GMM representing the UBM consists of 1024 compo-
nents. 1024 components can adequately model the alternative speakers and can provide
high recognition performance [77]. The mixture weights were initialized to 1M where
M = 1024, the number of mixture components. An identity matrix is used to initialize
the nodal-covariance matrices and variance limiting was set to 0.01. The components
means were initialized by a single pass of the k-means algorithm where the initialization
seeds for k-means were 1024 randomly selected MFCC. The parameters of the models
were estimated by the EM algorithm. Since the number of components is substantially
large, the maximum number of EM iterations has been limited to 20 instead of 10 as
was the case in modelling the speakers in Section 3.8. This is to allow the likelihood
values of the UBM to converge [77].
3.9.2 Performance Evaluation
The creation of the UBM is followed by adaptation of every speaker model from the
GMM-UBM as was discussed in Section 3.7.1.1. The adapted speaker models are stored
to create a speaker database. During the testing phase, feature vectors extracted from
the unknown speaker are used to compute the likelihood values from the top 5 best
scoring components using the fast scoring technique described in Section 3.7.1.1. The
results of the verification experiment are reported as EER values for both test sets of
male and female speakers.
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Database Male Female
TIMIT-8 1.34 1.79
Table 3.3: Equal Error Rate (EER) for TIMIT-8 Male and Female Speech
3.10 Conclusion
This chapter presented the most common techniques employed in the task of speaker
recognition. The GMM are well known for their high recognition performance as has
been demonstrated in [34, 40, 55, 65] as well in this chapter. Since the research work in
this thesis deals with the performance of speaker recognition systems against imperso-
nation attacks, GMM have been used for modeling the speaker in a speaker recognition
system as have also been used in speaker modelling and transformation in the voice
impersonation system which will be discussed in detail in Chapter 4. Speaker recog-
nition system consists of speaker identification and speaker verification system which
have been described in this chapter. The speaker identification and speaker verification
systems use GMM for modelling the speakers. The verification system using adapted
GMM and the criteria for speaker selection in the UBM were also described. The de-
cision making process as well as the error measures used have also been mentioned in
the later parts of the chapter.
The performance of the baseline identification and verification systems have been des-
cribed. The chapter also details the structure, content and experimental set up of the
TIMIT corpus which has been used to evaluate the performance of the recognition sys-
tem. The performance of the speaker recognition system has been described in terms
of ERR. Chapter 4 details the process of changing the voice of an individual in order
to impersonate a speaker that is already enrolled in the speaker recognition system.
Chapter 4
Computer Aided Voice
Impersonation
4.1 Introduction
The speech signal carries a wide range of information: linguistics, segmental, supra-
segmental, paralinguistic etc. The speech signal not only conveys the message of the
speaker but it also carries with it the identity of the speaker. Voice is a unique and
non-intrusive attribute. Voice individuality is not only imperative because it helps
to identify the person but it also enriches our daily lives [11]. Voice impersonation
is an act of disguising ones voice and to try to mimic speech produced by another
speaker. Voice conversion is a technique to change the speaker’s individuality, i.e. to
reshape speaker’s voice characteristics in order to change the perceived identity of the
speaker, so that an utterance appears to have been spoken by a different speaker.
The voice conversion technology finds numerous applications in speech synthesis such
as in text-to-speech conversion for creating new computer voices without the need of
recording additional human voices. It also allows for customized voice conversions in
the entertainment industry thus eliminating the need for skilled mimickers. In the area
of speech recognition it is desirable to get rid of any speaker specific information in
the speech signal before the recognition process, and therefore some form of speaker
normalization will greatly aid the speech recognition performance. Voice conversion,
because of its close relationship to speaker adaptation techniques, can be employed
in these cases to convert all the input speakers to a single generic speaker [78]. Voice
conversion techniques can also be used for the aid of the people suffering with some form
of hearing and speech impairments [79, 80]. Different approaches have been presented
in literature for voice conversion consisting of techniques dealing with the mapping of
spectral characteristics of one speaker onto the spectral properties of another [81, 82].
This chapter describes the process of voice conversion, starting with the factors which
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contribute to individuality in a speaker’s voice. Different methods have been proposed
in literature for the determination of an optimum conversion function between the
spectral properties of different speakers, some of the well-known techniques are briefly
revisited in this chapter. In the later half of the chapter, a voice conversion system
based on the GMM modelling is described, with a detailed description of the processes
and procedures involved for determining the relevant phonetic correspondences between
the speech samples of two different speakers. Two techniques have been proposed in
this chapter dealing with the shortcomings in the performance of the voice conversion
systems. The first approach deals with the problem of over smoothing in GMM based
voice conversion systems: the second addresses the discontinuities arising from the
training of the conversion function with limited amounts of training data. The chapter
concludes by presenting the results of a subjective experiment conducted on the outputs
of a conventional GMM based voice conversion system and the system with the proposed
changes. The results indicate a preference for the output of the modified system over
the traditional GMM based voice conversion systems.
4.2 Factors Affecting Voice Individuality
The perceived speaker identity is a consequence of combining several factors. It has
been reported in literature that the supra-segmental features such as the speaking rate,
the duration of pauses during conversations and the evolution of pitch contour contri-
bute greatly to the perceived speaker identity [83][84][85]. Also the voice individuality
is dependent on the linguistic style of the speech, such as the choice of particular words,
the use of a certain dialect and the selection of a particular accent. It is however, dif-
ficult for a machine to model these features as high-level considerations are involved.
Also the meaning of the spoken text and the intention of the speaker strongly affect the
prosodic features, which causes hindrance in the automatic processing of these features,
specially in cases where the text of the utterance in not known beforehand. The average
value of these features, however, is strongly linked with the speaker specific information
[86][83][84]. Also using the spectral envelopes of the corresponding segmental level fea-
tures can lead to effective speaker discrimination [83][87]. In the view of these findings,
most of the commonly used speaker recognition techniques employ classification of the
statistical distribution of the spectral envelopes [43][88]. Generally, the overall shape
of the spectral envelope and location and bandwidth of the formants are considered to
be the most speaker defining features.
According to literature, some of the factors which contribute to the voice individuality
and the perceived identity of a speaker are listed below [89][90][11]:
• Spectral envelope shape and spectral tilt
• Absolute values of formant frequencies
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• Average speech spectrum
• Formant trajectories
• Formant bandwidth
• Pitch frequency
• Pitch contour
• The glottal wave shape
The voice individuality of a speaker is not entirely dependent on any one of these
factors but on a combination of these, where the importance of each factor varies from
one speaker to the other [11, 82].
4.3 Voice Conversion
Voice conversion techniques transform the speech signal generated by a speaker in a way
to alter the characteristics of his/her voice. In terms of psychoacoustics, the correlation
between the spoken text and the perceived speaker identity is largely unknown. It is,
however, easier to modify the speech signal uttered by an individual, if the desired
modifications are carried out with reference to another speaker. Voice conversion refers
to techniques that attempt to modify the characteristics of a speech signal uttered by
a speaker, so that it appears to have been spoken by another speaker [91].
4.3.1 Applications
There are a number of applications for voice conversion mentioned in literature. Some
of the more popular ones are listed below:
• The most popular application of voice conversion is in text-to-speech conversion
[92]. Voice conversion can be used to alter the characteristics of the standard
speaker to adapt or personalize synthesized voices in corporate dialogue systems
[93].
• Voice conversion techniques can be used to build a concatenation speech synthesis
system by normalizing the high quality speech databases to increase the available
speech data [94].
• Cross-language voice conversion can be used in entertainment industry for dub-
bing tasks in films and music [95].
• Speech from people suffering from dysarthiya can be modified by voice conversion
techniques to enhance the intelligibility and naturalness of the otherwise impaired-
speech [96].
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Figure 4.1: Block Level Diagram of a Voice Conversion System
• Voice conversion techniques can be used in speech recognition systems to norma-
lize the voices of the incoming speakers to a standard speaker. The inclusion of
the voice conversion systems in speech recognition has been shown to improve the
recognition performance [97].
4.4 Components of A Voice Conversion System
A typical voice conversion system, shown in Figure 4.1, has two main parts: Training
and Conversion. This section briefly describes the purpose and procedures carried out
by the parts of a typical voice conversion system.
4.4.1 Training
In the training mode, the voice conversion system analyses the speech samples taken
from the source (impostor) and the target speaker. The analysis is carried out with
reference to a particular speech model. Commonly used speech models are based on
linear prediction, Section 2.4.3, and therefore result in parameters that characterize the
spectral envelope [98, 4]. Systems that attempt to go beyond the spectral transforma-
tion have also been proposed in [99, 100]. A training stage in a typical voice conversion
system is shown in Figure 4.2.
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Figure 4.2: Training Stage of the Voice Conversion System
The first stage in the training process is the speech analysis. During the analysis stage,
parameters representing the source and target speech are extracted. The analysis stage
is followed by the application of techniques which try to determine the correspondences
between the speech sounds of the source-target pair, leading to the generation of the
training data. These correspondences are obtained by grouping the source and target
features together which represent the same sound or phonetic class. Such a grouping can
be achieved by time-alignment or classification using techniques such as Dynamic-Time-
Warping (DTW) [6], unsupervised Hidden Markov Models (HMM) or forced alignment
[100]. The training data obtained from the alignment procedure is used to estimate
a transformation or conversion function. The aim of a conversion function is to find
statistical relationships between the features representing the source and target speech
sounds. Different implementations of the conversion function have been proposed in
the literature e.g. using a mapping codebook [4], neural networks [101] and Gaussian
Mixture Models [98, 82].
4.4.1.1 Speech Corpus
A speech corpus provides the speech data required for the training of the conversion
function and for evaluating the performance of the voice conversion system by objective
and/or subjective experiments. The optimum size and content of the speech data
depends on the requirement of a particular application of the voice conversion system.
It can contain just the vowels [102], words [103, 4], short read sentences [104, 92] or
hours of read speech [100].
The number of speakers along with the amount of speech data is an important aspect
for the design of any speech corpus. A larger speaker population is advantageous for
the design and evaluation of a voice conversion system as it aids a better representation
of the general population as well as providing a sufficiently rich set of prosodic choices
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for the context.
4.4.1.2 Modelling and Feature Extraction
Any speech processing system requires some meaningful representation of the speech
signal. Selecting a particular representation or model depends on the requirements of
the application. In the context of voice conversion systems, an optimal model should
be able to generate a variety of speech that is intelligible, accurate and sounds natural
with respect to the speaker individuality. These criteria demand a speech model that
should have high degrees of freedom, however, the transformation function is normally
trained on a low-dimensional parameter set obtained from limited amount of training
data. These conflicting requirements demand a compromise between the transformation
function and speech model.
It was mentioned in Section 4.2 that the voice individuality is represented by all the
acoustic cues. It was also mentioned that the segmental features and the average value
of the supra-segmental features in particular are sufficient to obtain a high degree of
speaker recognition by humans. Also, in Section 3.6, it was shown that the parame-
ters representing the spectral envelope alone contain enough information for effective
speaker discrimination by automated speaker identification systems. Based on these
findings, the voice conversion system almost always focuses on the conversion of spec-
tral envelope parameters, to alter the characteristics of the source speaker to match
the properties of the target speaker’s parameters. Besides the transformation of the
spectral envelope parameters the average value of the source speaker’s F0, energy, and
the speaking rate are adjusted to match those of the target. Similar to most of the
other speech processing systems, the speech signal in a voice conversion system can
be processed in short segments called frames (Section 2.4.2) or conversion of entire
phonetic units [81].
The Source-Filter model, Section 2.2.1, provides a successful representation of the
speech signal for voice conversion systems. Speech, according to this model, is pro-
duced by fitting a spectral envelope over the magnitude spectrum of the excitation
signal generated by the lungs. The vocal tract is estimated as a slowly varying spectral
envelope and often the parameters of the source-filter model are computed by means
of linear prediction. LPC, introduced in Section 2.4.3, represents the coefficients of the
time-varying filter and are seldom used in their original form as they are very sensitive
to even the smallest of variations in their values. Several alternative representation of
the LPC, some of which were mentioned in Section 2.4.3.1, are used in speech proces-
sing systems. The alternate representations have properties which are more desirable
e.g. interpolation and the capacity to localize errors in their values.
The LPC residual signal is obtained by inverse filtering the speech segment with its
corresponding LPC filters. Since the LPC coefficients represent the vocal tract, inverse
filtering the speech signal removes the contribution of the vocal tract. The output
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of the inverse filtering operation is the glottal excitation waveform (see Section 2.2).
The source excitation signal can be used without any modifications in the synthesis
of transformed speech [103, 98]. This approach results in a more natural sounding
speech. It has been shown in literature that the excitation waveform contains speaker
specific information [92, 105]. Several approaches have been proposed in literature to
modify the source speaker’s residual in addition to the transformation of the spectral
envelope. Dynamic Frequency Warping (DFW) is a technique that works directly on
the magnitude spectrum [103]. DFW attempts to find a non-linear mapping of the
frequency axis in an effort to find the changes in the speaker characteristics. However,
this technique was found to be inferior to the traditional spectral envelope mapping
algorithms [103]. A codebook based transformation of the source LPC residuals have
also been suggested in [104, 100, 106], by using a weighted combination of excitation
filters for each class of spectral envelope transformation. This approach is a two-stage
spectral conversion as both the spectral envelope represented by the LPC and the LPC
residual are transformed using the same single classification. In [99], a neural network
has been used as a transformation function. During the conversion stage the weights of
the neural network are transformed along with the parameters representing the spectral
envelope.
4.4.2 Conversion
During the conversion stage, the transformation function estimated during the training
stage is used to transform the source features to target features. The predicted features
are then used for generating the final transformed speech signal at the speech synthesis
stage. The conversion stage of the voice conversion system is shown in Figure 4.3.
The prosodic features such as F0 contours, speaking rate etc. can be adjusted to match
the average prosody values of the intended target speaker. As mentioned in Section 4.2,
it is difficult to model the supra-segmental cues such as the intonation patterns since
it involves the extraction and manipulation of high level information. Although some
progress has been made in developing the intonation models [107, 108], these models
however, require significant manual effort, are controversial, difficult and inaccurate
[109], These factors make the transformation of prosodic features in voice conversion
systems unsuitable for obtaining satisfactory results. In this thesis, the focus is only
on the transformation of the segmental features.
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Figure 4.3: Voice Transformation Stage of a Voice Conversion System
4.5 Conversion Function Training
The role of a conversion function is to find correspondences between the feature vec-
tor spaces of the source and the target speakers. The differences between the feature
vectors of the source and target speakers arise due to the differences in the physical
characteristics of the sound producing organs as well as the variations in the linguistic
units even when producing the same utterances. Before training of conversion func-
tion, it is important to group the feature vectors linguistically or to time align the
feature streams. Such grouping of the feature vectors provide the necessary associa-
tions between the source and the target features which are required for the training
of the transformation function. These associations have been determined by means of
DTW [16] as in [110, 81, 103, 111], unsupervised HMM [100, 104], forced-aligned speech
recognition [112] or the use of a phonetic classifier [100, 106]. Some of the commonly
used methods used in literature for the training of the conversion function are described
below.
4.5.1 Mapping Codebooks
One of the earliest approaches adopted for the voice conversion systems is a technique
known as Mapping Codebook [81, 4]. The codebook entries, or codevectors, of the
source codebook have a one-to-one correspondence with the entries in the target co-
debook. The speaker specific codebooks are generated by the use of a VQ algorithm
such as k-means [56] or LBG [57]. The VQ algorithm partition the feature space into
non-overlapping regions and all the feature vectors which fall into these regions are
represented by the centroid of the region. A histogram is generated by measuring the
one-to-one correspondence of the source and target codevectors by using the DTW
algorithm. The histogram is then used as a weighting function to produce converted
source vectors by a weighted linear combination of the target codevectors. Figure 4.4
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Figure 4.4: Vector Quantization based Voice Conversion [4]
shows a block level diagram of a mapping codebook based voice conversion system.
This technique, however, has a fundamental problem that the entire feature space is
represented by a discrete set of codevectors, resulting in discontinuities in the converted
speech signal. Researchers have proposed several methods to reduce the discontinui-
ties. One such method is the technique called weighted or fuzzy-VQ [11]. According
to this method the feature vectors are represented by a combination of neighbouring
codevectors instead of just a single codevector. This leads to an improved quality of
the converted speech as the discontinuities in the feature vector stream are significantly
reduced.
4.5.2 Discrete Conversion Function
Several researchers have proposed local functions for representing the relationship bet-
ween the source and target feature vectors. These functions are considered local as
they represent the relationship between the source and target feature space of one class
of speech sound. An example of a discrete conversion function is DFW [103]. The
proposed algorithm consists of two conversion approaches: linear regression and DFW.
The optimal values of both the linear regression and DFW are calculated for each class.
This method, however, fails to remove all the speaker specific characteristics for speaker
independent vowel normalization [103, 113]. Pitch Synchronous Overlap Add (PSOLA)
is a method that allows modifications of F0 values along with the conversion of spectral
envelopes. PSOLA involves extracting and converting the parameters representing the
spectral envelope of the source speech signal at Glottal Closure Instant (GCI), also
known as the pitch marks. The discrete conversion functions can produce an infinite
number of target feature vectors. However, the performance is degraded due to the
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discontinuities in the output speech which occur as a result of the discrete nature of
the conversion.
4.5.3 Continuous Conversion Function
In order to deal with the discontinuities arising in the discrete conversion function,
researchers have proposed various continuous conversion functions. An Artificial Neural
Network (ANN) is an example of a continuous conversion function. ANN with a non-
linear hidden layer(s) have the ability to model any arbitrary mapping [53, 52]. ANN
with back propagation have been used to transform the formant frequencies and have
been shown to generalize the unseen data properly.
GMM have been used by several researchers as a probabilistic approach to feature
mapping. One of the best known technique employing GMM for voice transformation
was presented by [82]. In this approach the parameters of a mixture of locally linear
conversion functions are estimated through the solution of normal equation for a least
squares problem representing the correspondences between the source and target spea-
kers feature vectors. It has been shown that the GMM is as good as or better than
the other voice conversion techniques e.g. ANN, VQ, fuzzy-VQ and linear regression
[114]. GMM have also been computed from the joint density estimates of the source
and target feature vectors [98, 112]. Estimation of the GMM parameters from the joint
density allows for a more judicious allocation of mixture components and have been
shown to reduce the problems in numerical computations during the inversion of large
and ill-conditioned matrices.
The following section details the process of voice conversion and the transformation of
the spectral envelope starting with a description of the speech database used in this
thesis for voice conversion.
4.6 Spectral Envelope Conversion
A typical voice conversion system and its main components were presented in the pre-
vious section. The section briefly described the different methods which are presented
in the literature for the training of the conversion function. This section describes the
implementation of a voice conversion system based on the transformation of the spectral
envelope parameters. The spectral envelope conversion is performed on the parameters
representing an all-pole model, using a conversion function based on a Gaussian mix-
ture regression model. The speech database, extraction of features and the training of
the transformation function are explained in this section, beginning with a description
of the speech database used.
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4.6.1 VOICES Speech Corpus
The VOICES speech corpus was designed by Kain et al. [92]. The corpus consists
of 12 speakers, each reading 50 phonetically rich sentences. The sentences have been
taken from the TIMIT [76] (Section 3.8.1.1) and the Harvard Psychoacoustics Sentences
[115]. The recording of the sentences was carried out in three stages. In the first
stage the speakers were asked to read the prompted sentences naturally resulting in
sentences that were not constrained in timing or intonations. In the second stage the
speakers were told to listen to the utterance spoken by a template speaker and then
to mimic the sentence on their own. Stage 3, the speakers were asked to listen and
speak along with the template speaker’s speech and then a recording was made of the
same sentence immediately afterwards. Recording of two mimic sentences provide an
opportunity to estimate the intra-speaker variability. The speech waveform and the
corresponding laryngograph signal were recorded simultaneously, at 22 kHz with 16-bit
encoding, for free and mimicked versions of each sentence. Pitch marks, calculated from
the laryngograph signal, and time marks, the output of a forced-alignment algorithm,
are packaged with the corresponding waveforms. The provisions of time marks assist
in finding the proper phonetic correspondences between speech produced by different
speakers.
For the training of the voice conversion system, out of the 50 sentences per speaker,
40 sentences are used for the training and 10 sentences are used for the testing of the
system. The 50 sentences amount to 5 minutes of speech data per speaker, resulting in
approximately 15,000 features. Each speaker is used as a source and target twice. Out
of a possible 90 speaker 5 combinations each for male-male, male-female, female-male
and female-female speakers are used as source-target pairs.
The selection of speakers is followed by the analysis of the speech waveform to extract
the features representing the speech spectral envelope. Feature extraction aims to
reduce the amount of speech data needed for processing while providing an efficient
and effective representation of the properties of the speech signal. The following section
describes the pitch-synchronous analysis of the speech waveforms for the extraction of
parameters representing the spectral envelope.
4.6.2 Analysis
This section details how the speech parameters representing the spectral envelope signal
are extracted from the speech signal. The analysis of the speech waveforms begin
with the removal of silence from the beginning and the end of the speech signal. The
silence regions are removed using the sox utility, which is a freely available open source
program. The speech waveforms are sampled at 22 kHz with a 16-bit encoding as
mentioned in the previous section. The database used in these simulations also provides
pitch marks that are computed from the corresponding laryngograph signal.
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Figure 4.5: A segment of speech signal with the corresponding pitch marks in the voiced
and unvoiced regions
The speech waveforms are analysed, processed and synthesized considering small seg-
ments of the speech waveform at a given time. This results in the speech signal being
partitioned into small overlapping frames, sn. The speech frames are computed syn-
chronously with F0, a process known as the pitch-synchronous analysis. Each frame
is two pitch cycles long, centred on the current pitch mark.The database contains the
pitch marks for the voiced segments of the speech signal. During the simulations, the
provided pitch marks are extended to the unvoiced regions with a constant frame update
rate of 125 Hz.. Figure 4.5 gives an example of the speech signal and the corresponding
pitch marks. Any errors at the beginning and at the end of the frames are not signifi-
cant at either the analysis or synthesis stage since the successive frames overlap with
each other.
The perceptual quality of the speech analysis/synthesis systems can be improved by
considering the non-linear frequency resolution of the human ear to soundwhich is
greater for lower frequencies than for the higher end of the spectrum [116]. A scale that
represents this property is the Bark scale. The relationship between the BARK scale
frequency f ′ (Bark) and the linear frequency f (Hz) is given as [92]:
f ′ = 6 log
 f
1200
+
√(
f
1200
)2
+ 1
 (4.1)
and the inverse relationship is given by
f = 600
(
e
f ′
6 − 1
e
f ′
6
)
(4.2)
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Figure 4.6: Frequency Conversion Between Bark and Linear Scale
Figure 4.6 shows the frequency conversion between the linear and the Bark scale.
An all-pole model fitted with the BARK scale representation of the spectrum has hi-
gher resolution at the lower end of the spectrum, with a loss of detail at the higher
frequencies. The non-linear spectral warping of the speech spectrum has been used
successfully in the literature for speech coding and spectral modification tasks [5, 117].
The warping of the spectrum is carried out by re-sampling the magnitude spectrum
according to the BARK scale warping of the linear frequencies using cubic spline inter-
polation [118]. The non-linear warping of the spectrum, according to the BARK scale,
is shown in Figure 4.7.
The power spectral density Sx (ω) and the auto-correlation function Rx (τ) of a real
and stationary signal x (t), form a Fourier transform pair.
Sx (ω) =
∫ ∞
−∞
Rx (τ) e
−j2piωτdτ (4.3)
In accordance with Equation 4.3, the auto-correlation sequence rn, for the frame sn
is computed from the corresponding warped power spectrum Sn. The LPC filter co-
efficients αk are computed by applying the Levinson-Durbin algorithm to the auto-
correlation sequence rn. The linear prediction analysis of the speech signal for the
extraction of the LPC filter coefficients was described in Section 2.4.3. The all-pole
model fit is displayed in Figure 4.8 for the warped and unwarped spectra.
The computed filter coefficients αk of the all-pole filter A(z) = 1 +
∑p
k=1 αkz
−k are
converted to LSFs, as was described in Section 2.4.3.2. The LSFs are used extensively
in speech coding [119, 120] and speech compression systems [121]. Good interpolation
properties of the spectral features are crucial for the voice conversion system, as the
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Figure 4.7: Bark-warped and Unwrapped Speech Spectrum
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(a) All-pole Model Fit (red) to the Linear Magnitude Spectrum (blue)
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Figure 4.8: All-pole Model Fits to the Linear and Wraped Magnitude Spectra
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Figure 4.9: Bark-warped LSF trajectories of an example sentence ‘smash light bulbs
and their cash value will diminish to nothing ’
conversion function is approximated using a weighted sum of linear transformations on
these features to estimate the target features.
Figure 4.9 shows the evolution of the LSF trajectories over an example sentence. LSF
trajectories are closely related to the movement of the LPC poles, such as the presence
of two closely spaced LSF corresponding to the presence of a spectral peak with a
narrow bandwidth which indicates the presence of a formant.
For a frame-based system, features extracted from one frame represent a small portion
of the speech signal. A sequence of such frames can describe a whole sentence or utte-
rance. Due to the variations in the durations of the linguistic units uttered by different
speakers, the stream of the feature vectors from the source and the target speakers must
be aligned. This allows the conversion function to learn the correspondence between
the source and target features representing the same phonetic content.
4.6.3 Time Alignment
Time-alignment procedures are performed on each source/target speaker pair. The
purpose of time alignment is to modify the source and/or target feature vector stream
in such a way that the re-arranged stream appears to be representing the same lin-
guistic units on a frame-by-frame basis. Time-alignment was carried out by deleting or
repeating the target feature vectors to match the source feature vector stream within
the same phonetic content. As an alternative approach, the feature vectors from the
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Figure 4.10: Time-alignment on an Example Utterance
shorter region of one speaker can be stretched to the length of the longer region in
the other speaker’s utterance. The choice of the alignment procedure does not play a
significant role in finding the correspondences between the source and target feature
vectors. Spectral Distortion (SD) is used to compute the differences between the source
and target features vector streams. The spectral distortion measure is defined as
SD (A,B) =
1
M
M∑
m=1
√√√√ 1
N
N∑
n=1
(20.log |SA (ω) | − 20.log |SB (ω) |)2 (4.4)
where A and B are the two feature stream and SA(ω) and SB(ω) represent the N -
point spectrum of A and B.
Figure 4.10 shows the time-alignment between the source and target feature vector
streams of an example sentence.
The aligned, p dimensional, N source and target vectors, x and y, are collected as:
XpN =
[
x1s, x
2
s, x
3
s, . . . , x
N
s
]
(4.5)
and
YpN =
[
y1t , y
2
t , y
3
t , . . . , y
N
t
]
(4.6)
It was mentioned previously that the silences are not included in the modelling of the
speech waveforms, since features extracted from the silence regions of the speech signal
will model the environment rather than the speakers themselves. The silence regions
are excluded from the time alignment procedure in this work. The number of vectors
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accumulated in both X and Y depends upon the size of the training data available and
N is larger than 15,000. It is known that the spectral envelope parameters from the
unvoiced frames carry little to no speaker specific information. In these experiments
the source-target aligned feature pair consisting of only the voiced frames from both
the source and the target speaker are selected for training the GMM.
4.6.4 Training the Conversion Function
The conversion function aims to map the source speaker’s feature vectors X to an
approximation of the corresponding target feature vectors Y . In these experiments
the conversion function is trained using the GMM based training kernel suggested by
[82] and modified by [98]. GMM allows the implementation of a locally linear and
probabilistic conversion function with the benefits of fast and accurate estimate of the
fewer model parameters than conversion functions based on techniques such as the
principal component analysis and neural networks [122]. GMM is suitable for the task
of voice conversion [114] and has been used successfully in speaker recognition system
(Chapter 3).
The parameters of the GMM are computed using the EM algorithm which was described
in Section 3.5.1.2. For numerical stability, during each EM iteration a small value
 = 0.001 is added to the diagonal elements of the covariance matrix. This technique
allows regularization of the matrix density and sets a lower bound on the covariance
values.
GMM can define the underlying class within each component. The correspondence
between the source vectors xt and the target vector yt can be defined by means of
the conditional probabilities. The conversion function F is estimated by computing
the parameters of a GMM by modelling the joint probability density estimates of the
source and target vectors xt and yt as p (Z) = P (X,Y ), where
Z2pxN =
[
XpxN
YpxN
]
(4.7)
X and Y are the aligned stream of LSF computed as the output of the time-alignment
procedure. The joint density estimate takes into consideration, the observations contai-
ning both the source and target feature vector. This leads to a more judicious choice of
mixture allocation [92] as opposed to the density estimation considering only the source
feature vectors [98]. The linear regression used as the conversion function is given by
[98]:
y
′
t = F (x) =
M∑
m=1
p(λm|x)
[
µym + Σ
Y X
m
(
ΣXXm
)−1
(x− µxm)
]
(4.8)
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Figure 4.11: Source (impostor), Target and Converted Spectral Envelopes
where
Σm =
[
ΣXXm Σ
XY
m
ΣY Xm Σ
Y Y
m
]
(4.9)
where ΣXXm and Σ
Y Y
m are the auto-covariance of source vectors X and target vectors
Y respectively and ΣXYm and Σ
Y X
m are the cross-covariance of X on Y and Y on X
respectively for the mth mixture component.
and
µm =
[
µXm
µYm
]
(4.10)
The conditional probability p (λk|x) in this case is given by
p (λk|x) =
pkN
(
x;µk,Σ
XX
k
)∑M
m=1 pmN (x;µm,Σ
XX
m )
(4.11)
4.6.5 Conversion
During the conversion stage, the source feature vectors X are converted to Y ′, which
is the approximation of the target speaker’s feature vectors Y . Figure 4.11 gives an
example of the spectral envelope conversion.
For each frame, the extracted Bark scale LSF are converted using Equation 4.8. Only
the voiced segments were used for the conversion process. The converted LSF vectors
are then used to determine the LPC parameters for each frame. The LPC parameters at
this stage represent the BARK warped spectral envelope. The Bark warped spectrum of
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the converted speech frame is computed by multiplication of the spectral envelope with
the spectrum of the source LPC residual estimated during the analysis stage. Inverse
Bark warping is applied to the converted speech spectrum according to Equation 4.2 to
estimate the final converted spectrum of each frame. The energy of the speech frame
is normalized and made equal to the energy of the corresponding source speech frame.
The synthesis of the speech waveform from the converted speech frames is described in
the next section.
4.6.6 Synthesis
In order to synthesize a complete speech waveform the individual converted frames need
to be grouped together. The parameters describing the speech frame are considered
to be constant within each frame and in order to avoid discontinuities the frame are
added by means of Overlap-Add (OLA). The OLA also allows for simple F0 and time
modifications [123]. The computation of the k converted speech frames is followed by
their weighting, overlapping and addition as follows to provide the spectral envelope
modified speech waveform sˆ[n]:
sˆ[n] = wk−1s [n]sˆ
k−1[n] + wks [n− T k0 ]sˆks [n− T k0 ] (4.12)
where T k0 is the fundamental pitch period for the k
th frame and wks [n] is the synthesis
window function following the property
wk−1s [n] + w
k
s [n− T k0 ] = 1 (4.13)
Figure 4.12 shows an asymmetric trapezoidal window that satisfies the property of
Equation 4.13 and is used for the process of OLA as the complimentary synthesis
window function.
The conversion of the pitch contour is carried out as:
f t
′
0 (t) = µt +
σt
σs
(f s0 − µs) (4.14)
where f t
′
0 (t) is the converted source F0 values. σs and µs are the standard deviation
and mean of the source instantaneous F0 values, fs0 (t), while σt and µt represent the
standard deviation and the mean of the target F0 values f t0(t).
4.6.7 Conversion Performance
The performance of the spectral envelope conversion system is dependent on two values:
Number of mixture components M and the analysis order p. The effectiveness of the
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Figure 4.12: The Trapezoidal Window Used at the Synthesis Stage
conversion system was tested by selecting different combinations of both p and M.
The values of M are varied between 1, 2, 4, 8, 16, 32, 64 while the values of p are varied
between 8, 12, 16, 20, 24. In order to measure the performance of a voice conversion
system, different objective and subjective measures have been proposed by researchers
over the years. One of the most widely used objective measure is the Spectral Distortion
(Equation 4.4). The SD represents the average spectral difference between two frames
belonging to the feature vector streams of two different speakers. Figure 4.13 and
Figure 4.14 depict the spectral distortion measure of Equation 4.4 between male→male,
female→male, male→female and female→female source-target speaker pairs. It can be
noted that the conversion error SD(Trg,Conv) decreases with an increase in the number
of mixture components M , for any particular value of p.This is to be expected as an
increase in the number of mixture components will result in a more accurate modeling
of the underlying data. Theoretically, using each feature vector as a mixture component
will result in a degenerate look-up table, with the assumption of a one-to-one function.
In a voice conversion system, the performance of the conversion is measured between the
source, target and converted utterances. The performance index used for the evaluation
of the voice conversion system is the one proposed in [92]:
PSD = 1− SD(Trg,Conv)
SD(Trg,Src)
(4.15)
Here SD(Trg,Conv) and SD(Trg,Src) are the spectral distortion measures between the
converted-target speaker pair or the conversion distortion and the source-target speaker
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pair or the inter-speaker distortion, respectively. PSD will be equal to zero if the
conversion error equals the inter-speaker error suggesting poor conversion performance.
Conversely PSD will approach 1 when the conversion distortion approaches zero, in
practice the conversion distortion cannot be equal to zero, since there are many ways in
which an utterance can be spoken. Figure 4.15 and Figure 4.16 represent the conversion
performance in terms of the PSD. Similar to the performance evaluations obtained using
the SD measure, for a particular value of p, the improvement in the performance of the
system is marginal for values of M = 1, 2 and 4, with the highest value of PSD obtained
with M = 64 in all the cases. However, it has been demonstrated in [92] that the choice
of a particular value of M is dependent on the analysis order p, and generally for a
GMM using full covariance matrices values of M greater than 64 should not be used to
avoid potential over-fitting problems.
This section described the voice conversion system used in this thesis. It was shown
that a voice conversion system utilizing a GMM based conversion function can adequa-
tely map the source speaker’s parameters to a target speaker’s feature vectors. The
next section describes the problem of over smoothing that arises because of the use of
weighted combinations of target feature vectors to obtain the converted speech.
4.7 Over Smoothing in GMM based Voice Conversion
For voice conversion systems, finding a proper balance between simple and complex
models for representing the source and target speech parameters presents a major chal-
lenge, especially when the amount of training data is limited. Model fitting tasks and
regression commonly suffer from the bias-variance dilemma [124]. Simple models for
voice conversion tasks may not be adequate to model the underlying correspondences
between the source and the target feature vectors and result in the phenomenon of
statistical smoothing. On the other hand, over-fitting may occur as a consequence of
using complex models. Using a complex model to determine the relationships between
the source-target feature vector pairs, with too many degrees of freedom, could empha-
size the minor variations in the training data, resulting in poor prediction on new data
while providing satisfactory results on the training set.
GMM based voice conversion systems utilize a locally linear probabilistic model of
Equation 4.8 to estimate the feature vectors containing the properties of the target
speaker. The converted feature vectors are obtained by a linear weighted combination
of target feature vectors obtained from the target speech during the training process.
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(a) SD for Male-Male Source-Target Speaker Pair
(b) SD for Female-Male Source-Target Speaker Pair
Figure 4.13: Spectral Distortion Measure for Male-Male and Female-Male Source-
Target Speaker Pairs
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(a) SD for Male-Female Source-Target Speaker Pair
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(b) SD for Female-Female Source-Target Speaker Pair
Figure 4.14: Spectral Distortion Measure for Male-Female and Female-Female Source-
Target Speaker Pairs
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(a) PSD for Male-Male Source-Target Speaker Pair
(b) PSD for Female-Male Source-Target Speaker Pair
Figure 4.15: PSD for Male-Male and Female-Male Source-Target Speaker Pairs
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(a) PSD for Male-Female Source-Target Speaker Pair
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(b) PSD for Female-Female Source-Target Speaker Pair
Figure 4.16: PSD for Female-Female and Female-Male Source-Target Speaker Pairs
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Figure 4.17: Wm for an Example Mixture Component
The conversion function of Equation 4.8 can be re-written as [122]:
F (x) =
∑M
m=1 p (λm|x) [Wmx+ bm] (4.16)
Wm = Σ
yx
m (Σxxm )
−1 (4.17)
bm = µ
y
m − Σyxm (Σxxm )−1 µxm (4.18)
bm = µ
y
m −Wmµxm (4.19)
The joint density represents the maximum likelihood estimate of the target feature
vectors given the source feature vectors. The value of Wm, which is the product of
the matrix representing the cross-covariance between the target and the source feature
vectors and the inverse of the covariance matrix of the source feature vectors, can
become extremely small for the mixture components. Figure 4.17 shows the values of
Wm for a GMM with M = 4. A small value of Wm represents low correlation among the
feature vectors of a particular source-target speaker pair. Furthermore, if the feature
vectors within the same component density are linearly dependent, the inverse of the
covariance matrix does not exist and hence the conversion function of Equation 4.8
cannot be used. The use of diagonal covariance matrices, instead of full covariance
matrices, present a simplified alternative but the converted speech is limited in quality
as it is obtained by transforming each source vector entry independently of the others.
The ill-conditioning of the covariance matrices is generally avoided by the use of variance-
limiting or by the addition of a small offset vale  during each EM iteration of the GMM
training process. If the size of the training set is large enough i.e. > 35, 000 vectors,
it has been reported that the source and target source vectors exhibits the same cova-
riance [125], in which case Wm ≈ 1 and the conversion function of Equation 4.16 can
be re-written as
F (x) =
M∑
m=1
p (λm|x) (x− µx + µy) (4.20)
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Figure 4.18: Frame-Wise Posterior Probability Ranges as Percentage of the Data for
Analysis Order 24
Equation 4.20 represents a codebook type conversion. The converted vectors are re-
presented as the weighted combination of the source vectors which are offset by the
difference of the mean vectors of the source and the target component densities. The
posterior probabilities are used as the weights during the combination. In practice,
however, the availability of a training set with sufficient vectors to guarantee Wm ≈ 1
presents a practical constraint for most of the target speaker pairs as it would require
many hours long parallel speech material from both the target and the source speaker.
Also the usage of variance limiting or variance boosting techniques, although it can
ensure high enough values in the covariance matrix, can falsely increase the correlation
between the source and target feature vectors leading to inaccurate regression. The-
refore with limited amount of training data, it would not be possible to produce high
quality converted speech using Equation 4.20.
The values of the component posterior probabilities present another challenge in ob-
taining high quality converted speech. A single component of the GMM is usually
dominant for each frame of data. The variation in the value of the posterior probabi-
lities for given frames depends on the dimensionality of the underlying data as well as
the value of M , i.e. the number of mixture components. It can be noted from Figure
4.18 that almost 50% of the component posterior probability values lie in the range
0.9 − 1.0, while the percentage is even higher at 80% for a 4 component GMM. This
implies that the major contribution towards the determination of converted speech vec-
tors, which are obtained as a linear weighted combination of the corresponding target
feature vectors, is provided by a single GMM component for a large number of source
speech frames.
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4.7.1 Linear Multivariate Regression Framework
In order to deal with the problem of over smoothing in GMM based conversion systems,
the values of the posterior probabilities can be utilized to single out the components
that have the most and least influence in the construction of converted feature vectors
from the target feature vectors. Depending upon the value of the posterior probabi-
lity a hybrid solution is presented in this thesis that combines the traditional GMM
with Linear Multivariate Regression framework. When the contribution of a GMM
component, frame based component posterior probability, exceeds the threshold α, the
conversion is carried out within the highest probability component and the components
exhibiting lower posterior probabilities are discarded from the estimation process. On
the other hand, frames with highest component posterior probabilities less than α are
converted using the GMM based conversion function.
If p (λk|x) represents the highest value of the component posterior probability for a
given frame x, with k = argmax (p (λm|x)), the process can be represented in the
mathematical form as
F (x) =
Wkx + bk if p (λk|x) > α∑M
m=1 p (λm|x) [Wmx + bm] if p (λk|x) ≤ α
The optimal value of α is determined by maximizing the value of PSD, Equation 4.15,
for different values of α in the interval [0, 1]. Starting with 0.1 an incremental step of
0.025 was used for every iteration. The value of α has to be evaluated for every source-
target speaker pair. For frames with component posterior probability values exceeding
α, the conversion is carried out within the highest probability component only. Frames
with component posterior probability values less than the threshold are converted using
the GMM components weighted by the respective posterior probabilities.
The performance index of Equation 4.15 is computed for analysis order 8,12,16,20 and
24 with the number of components varied as M = 1, 2, 4, 8, 16, 32 and 64. A comparison
of the traditional GMM approach with the proposed approach is shown in Figure 4.19.
It can be seen that the proposed method produces better objective results for the same
input speech material than the traditional GMM based conversion.
4.7.2 Temporal Variations in the Converted Speech
Referring to Figure 4.18, it can be inferred that the clustered nature of the posterior
probabilities can cause rapid transitions in successive frames of the converted speech.
It can be seen from Figure 4.20 that a single GMM component is dominant for a given
frame of data for a GMM with M = 4 components. The converted speech frames are
obtained as a linear weighted combination of target speech vectors with the posterior
probabilities determining the mixing proportions of the target feature vectors. Rapid
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Figure 4.19: PSD Comparison Plot between Conventional GMM and the Proposed
Scheme
switching between different components for frames which are not far apart in time can
cause audible degradations in the converted speech since different local transforms are
used. The problem is compounded further if the amount of training data is limited as
it would aggregate the clustered nature of the training data.
In order to deal with the temporal variations smoothing of the converted features was
applied in [125]. A similar approach was presented in [126] where the use of post-filtering
on the converted speech frames was suggested. However, both these techniques work
on individual frames which can lead to over-smoothed features. Furthermore without
taking into consideration the dependence of the features upon each other can lead to
audible degradations in the converted speech.
To reduce the effects of temporal variations among successive speech frames, the mixing
proportions of the constituent target feature vectors can be altered in a way to reduce
the jump from one GMM component to the other in successive speech frames. In
order to smooth the component posterior probabilities, a Gaussian window of length
9 has been used in this thesis with a step size of 1 and a lag of 4 samples. The
use of a Gaussian filter gives maximum weight to the present values and places less
emphasis on the adjacent values. The length of the kernel should not to be too short
to achieve proper smoothing and it cannot be too long as it will take into account the
values of the posterior probabilities that would otherwise not affect the present value.
The procedure is similar to the process of computing a weighted moving average with
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Figure 4.20: Frame-wise GMM Component Posterior Probabilities
Gaussian weights, providing a much smoother and less turbulent posterior probability
plot. Figure 4.21 shows the effectiveness of the smoothing scheme by presenting the
temporal derivative of the component posterior probabilities of a GMM with M = 4.
The smoothed posterior probabilities are then updated so that their sum equals 1 and
the converted source feature vectors are obtained using the updated set of smoothed
posterior probabilities.
4.7.3 Subjective Assessment
In order to asses the performance of the proposal smoothing of the posterior pro-
babilities against the traditional GMM based conversion, a subjective experiment was
conducted, consisting of 12 participants. Each participant was presented with 12 sets of
sentences, where each set comprised of an original target sentence, a converted sentence
using the traditional GMM approach and a converted sentence using GMM-PS (GMM
with Posterior Smoothing). Both inter-gender and intra-gender cases were presented
in the test sets with three sets each for the male-male, male-female, female-male and
female-female conversions. For each set the participants of the experiments were asked
to choose the converted sentence which they found to be superior in terms of quality
with reference to the original utterance. The results of these preference experiments
are shown in Figure 4.22.
The listening results indicate a similar pattern of preference for the test sets presented to
the participants. For both the inter-gender and intra-gender cases the GMM-PS scheme
was preferred over the traditional GMM based conversion method. The scheme alters
the mixing proportions of the selected GMM components in estimating the converted
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Figure 4.21: Component posterior probability temporal derivatives and their smoothed
versions. Data in black represents the smoothed plot.
Figure 4.22: Results of the Subjective Assessments for the Converted Speech obtained
using the GMM-PS method against the traditional GMM based approach
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speech parameters. The subjective test indicate the effectiveness of the proposed scheme
in terms of reducing the audible artefacts resulting from rapid switching among the
GMM components.
4.8 Summary
This chapter presented the voice impersonation system used for converting the utte-
rances of the source or the impostor speaker to sound like they have been spoken by
the target speaker. The system utilizes speech utterances taken from the VOICES
speech corpus, that comprises of 12 speakers, to train the conversion function based on
the joint density estimate of the GMM. The voice conversion systems based on GMM
based kernels tend to suffer from the problem of over-smoothing which is caused by
the phenomenon of statistical smoothing. A solution for the over-smoothing problem
was presented utilizing the linear multivariate regression by determining a posterior
probability threshold. For a given frame of speech data, if the value of the component
posterior probability exceeds the threshold α, linear multivariate conversion within the
highest probability component is employed. For frames, where the highest component
posterior probability is below the threshold, the traditional GMM technique is used.
Objective evaluation using the PSD demonstrated that the proposed scheme produces
better conversion results compared to the traditional GMM approaches.
It was also shown that for most of the speech frame data, generally one component is
dominant over the others. This leads to rapid transition in the posterior probability
values among adjacent speech frames and leads to audible artefacts in the converted
speech. In order to deal with the problem of rapid temporal variations, smoothing
of the posterior probabilities is proposed using a Gaussian weighted moving average
filter. Section 4.6.4 demonstrated that the converted feature vectors can be obtained
as a weighted linear combination of the target feature vectors and by altering the
mixing proportions i.e. the posterior probabilities, the rapid temporal transitions can be
reduced between adjacent frames. A subjective evaluation was performed to determine
the effectiveness of the proposed scheme. The subjective evaluation included both the
inter-gender and the intra-gender cases. The speech obtained using GMM-PS scheme
was preferred over converted speech obtained from traditional GMM method.
Having presented the speaker recognition system in Chapter 3 and the voice imperso-
nation system in Chapter 4, the next chapter explores the effectiveness of a speaker
identification system against deliberate voice impersonation attacks using computer-
aided algorithms such as the ones presented in this chapter.
Chapter 5
Speaker Identification, Identity
Disguise and Targeted Voice
Conversion
5.1 Introduction
Speaker recognition has become a popular biometric tool for recognizing individuals
from the traits of their voices in the recent years. The uniqueness of an individual’s
voice stems from both the differences in the physiological features of the human sound
production organs e.g. difference in size and shape of the vocal tract etc. as well the
variations in the sociological aspect of speech production including the use of accents
and the intonation patterns. Speaker identification systems, mostly focus on the varia-
tions in the physical dimensions of the human vocal tract system. These variations are
highlighted by features which are derived from the speech of an individual. Commonly
used features, describing the properties of the vocal tract system, are the MFCC and
LPCC and their temporal derivatives, which were presented in Chapter 3. GMM is the
most widely used technique for generating speaker models based on the features repre-
senting the vocal tract characteristics and have shown to provide excellent recognition
performances under clean speech environments. Present speaker recognition systems,
however, make no assumption about an individual concealing his/her voice deliberately
to breach the security of the speaker recognition system. The lack of focus on the pos-
sibility of identity concealment or manipulation leave the speaker recognition systems
open to voice impersonation attacks both by professional voice imitators and synthetic
voices generated by voice conversion algorithms.
In everyday life, the human voice impersonation can be attributed to three different
aspects of human communications: in entertainment industry for impersonating a well-
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known personality, acquisition of linguistic information and concealing one’s identity by
disguising one’s voice [127]. However, human voice impersonation is not the only means
of altering the properties of one’s voice and concealing their identities: an automatic
voice conversion system can also modify the characteristics of an impostor’s voice, to
match those of a target speaker. These modifications are carried out in a manner to
preserve the message of the spoken text. Rodman et al [128] classified these different
types of identity concealment by voice modification as non-electronic and electronic
intentional manipulations, respectively.
Researchers have carried out studies on speaker recognition systems when dealing with
identity concealment by means of imitated voices and converted synthetic voices. [129]
showed the vulnerability of the speaker verification system by using different types
of synthetic voices that were generated from a database of speakers enrolled in the
speaker verification system. Also the impostor acceptance rates have been shown to
increase in [130], when a speaker recognition system was presented with speech that
was synthesized using voice conversion techniques.
A common form of voice disguise that is commonly used by speakers is the alteration
of one’s pitch and nasalization. A study was conducted by Kunzel et al [131] investiga-
ting the effect of an increased pitch, decreased pitch and the nasalization of the human
voice by pinching of the nose. Their results indicate that the performance of the auto-
matic speaker recognition system declines in these cases with the smallest degradation
occurring in the case of lowered pitch voices.
Speaker and dialect imitation research have been conducted concerning the human
speech perception and the automatic speaker recognition systems. It has been shown
that the speaker recognition system performs better than the human listeners [132].
A comparative analysis on the automatic speaker recognition system and the human
speaker perception system was carried out by [133]. The authors conducted the expe-
riment to determine the perception of imitation by the speaker verification system with
respect to the target speaker. The authors found a minimal correlation between the
human listeners and the automatic speaker verification they used in their experiments.
The aim of this chapter is not to strengthen the existing experimental set up relating
to the speaker identification systems but to demonstrate the apparent weaknesses in
the existing speaker identification systems when dealing with computer-aided voice im-
personation. The next section describes a review of professional voice imitation studies
that have been reported in the literature. The later half of the chapter explores the
performance of the speaker identification systems against converted voices by analy-
sing the identification performance for identity disguise and targeted voice conversion
scenarios.
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5.2 Professional Voice Imitation
It is a well documented fact that several factors associated with the physical condition
of the speaker such as ageing, sickness and emotional stress cause a high degree of varia-
bility in the characteristics of the human voice. Furthermore a speaker can deliberately
change his/her voice by speaking in a foreign accent or talking in falsetto. These delibe-
rate modifications on the part of the speaker vary depending on the speakers. Certain
strategies employed by speakers during inter-gender voice conversions were studies by
[134]. During their experiments the subjects were asked to raise or lower their funda-
mental frequency during recordings or use nasalization by pinching their noses. The
authors observed that speakers with higher that average F0 values were more likely
to raise their fundamental frequencies. During a gender based experiment they also
reported that the men are more likely to make drastic changes to their F0 values than
women who are more reluctant to vary their F0 values.
Voice imitation can be carried out in the field of entertainment, language acquisition
or for concealing one’s identity by means of voice disguise [127]. For language acquisi-
tion, voice imitation is primarily used either for learning foreign and native languages,
or for incorporation of various sociolect and dialects in one’s speaking style for better
integration into a community [127]. Language acquisition, in terms of voice imitation
can be achieved in many different ways: word repetition, copying syntactic structures,
reproduction of phonetic content etc. [135]. Impersonation is a form of voice imita-
tion where the aim is to reproduce the characteristics of another speaker’s voice [135].
Professional voice imitators, normally try to copy the most prominent features of the
target speaker’s voice and exaggerate them [127].
When the aim of the impersonator is to hide their identity, the changes involve modifi-
cations to the vocal tract filter settings, variation in the pitch, adaptation of a dialect
or speaking in a particular accent etc. In such a scenario the goal may not be to
imitate someone else but simply try and conceal their own identity. However good
an impersonator is, there are certain physiological features that are difficult to modify
and manipulate among speakers, and given large enough variations in these features,
posing as another person by means of voice manipulation is not always possible [136].
An extreme example of the variation in these features is the differences between the
female and male voices. Such a scenario involves the differences between the funda-
mental frequencies, shape of the glottal wave and the level of intensity in the speech
waveform [137]. In order to determine the effect of gender disguise on a speaker iden-
tification system, a study was conducted by [138], in which speakers were encouraged
to speak in falsetto, but an auditory analysis by the authors revealed the true gender
of the speakers. Furthermore, [127] interviewed professional imitators who described
their ease at imitating older voices as compared to the younger ones. In this regard it
is important to determine whether having a similar voice to the target speaker is more
important as compared to picking out and copying a number of features specific to the
voice of the target speaker. This question was addressed by [127] by concluding that
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the impersonators generally try to copy several different aspects of the target speaker’s
voice. A successful voice impersonation results when some of the prominent features
are impersonated successfully even though the rest are not.
There are many different types of features that can be used by an impersonator for
voice manipulation or identity disguise. These features can be more linguistic in nature
as compared to others. For example the features can be related to a particular accent
or dialect, a certain linguistic style or a selection different lexical items. Dialect disguise
in speaker recognition systems was studied by [139]. Rest of the features are generally
termed as more phonetic in nature such as those defining the vocal tract filter and
those belonging to the voice source. The automatic speaker recognition system defined
in Chapter 3 is based on the vocal tract filter parameters like others defined in the
literature and will be used in analysing the effect of converted synthetic voices on
the automatic speaker recognition system in the later sections. Source parameters have
also been introduced recently in the state-of-the-art speaker recognition systems. These
features are mostly related to the fundamental frequency and the power of the speech
waveforms [140, 141]. Some of the prosodic features presented in the literature are
[141]:
• Log of the number of frames per word
• Log of the number of intra-word voiced frames
• Log of the number of intra-word unvoiced frames
• Log of the mean F0, max. F0, min. F0, and the F0 range
In addition to these prosodic features, shimmer and jitter have also been proposed and
used as prosodic features [142]. These features are not directly related to the prosody
of an utterance but are related to the small variations in the power and frequency
respectively. The use of pauses in the sentences have also been analysed by [141]. The
length and rate of pauses in conversational speech depends upon the speaking rate and
style of a speaker and as such are not relevant in the context of speaker recognition.
After analysing the performance of the speaker recognition system against professional
impersonators, various studies have concluded that the security and integrity of the
speaker recognition system cannot always be breached [133, 139].
In the next section, the performance of the speaker identification system is analysed
against synthetic converted voices. To analyse the robustness of the speaker identifica-
tion system, it is tested against both the original and converted synthetic voices. The
following section determines the performance of the speaker recognition when presented
with converted synthetic voices.
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5.3 Speaker Identification and Synthetic Converted Voices
Voice imitation and other form of voice disguise present a potential threat to the secu-
rity of a speaker identification system. Automated voice conversion is the alteration of
a speaker’s voice, known as the source speaker, to make it sound like as if it has been
uttered by a different speaker, known as the target speaker. A voice conversion system
aims to determine a transformation function between the features extracted from the
speech utterances of both the source and target speakers. The transformation func-
tion replaces the effects of the physical characteristics of the speech utterance without
altering the message information present in the speech signal [143].
The vulnerability of the speaker recognition systems has been tested against the impos-
tor and converted synthetic speech in various studies [129, 130]. In [129] the authors
conducted experiments to deceive the state-of-the-art speaker verification system in ac-
cepting the speech of an impostor by the use of various converted and impostor speech
utterances. In [130] the authors presented converted synthetic speech utterances, crea-
ted specifically to alter the characteristics of the source speaker to match those of the
target speaker, to the speaker recognition system. In this case the authors reported an
increase in the impostor acceptance rates of the automatic speaker recognition system.
This section analyses the performance of the state-of-the-art speaker identification sys-
tems against the converted synthetic voices. The voice conversion system of Chapter
4 is used to generate the converted synthetic voices. The voice conversion system is
based on the GMM modelling of the speaker space and was first presented by [82] and
was later improved by [98]. The voice conversion system uses the linear regression
between the GMMs of the source and target speaker for the transformation of the spec-
tral properties of the source speaker and is given by Equation 4.8. The fundamental
frequency of the source speaker is modified according to the F0 values of the target
speaker speech using Equation 4.14. The system has good performance when mas-
king the identity of the source speaker and converting the characteristics of the source
speaker’s voice successfully to those of the target speaker.
In analysing the performance of the speaker identification system, two aspects of a
voice conversion attempts are explored. In the first experiment, the ability of the
speaker identification system to identify the source/impostor using the voice conversion
apparatus to disguise his/her identity is analysed. Later the scenario of targeted voice
conversion is considered, where the source/impostor speaker is trying to target another
speaker who is enrolled in the speaker identification system.
The material and methodology used to test the robustness of the speaker recognition
system is described in the following paragraphs.
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Number of Speakers 4: 2 Male, M1 and M2, 2 Female, F1 and F2
Number of Sentences 50 sentences for each speaker
Amount of Data An average of 3 sec. per sentence
Corpus Type Parallel corpus obtained by a mimic approach
Table 5.1: General Description of the voice conversion corpus
5.3.1 Speech Material
The VOICES speech corpus, (Section 4.4.1.1) is used for testing the robustness of the
state-of-the-art in speaker identification system against converted voices. The VOICES
speech corpus consists of 12 speakers from the US, each reading 50 phonetically rich
sentences. The sentences have been taken from the TIMIT [76] and the Harvard Psy-
choacoustics Sentences [115]. For each speaker, there are three sets of sentences, obtai-
ned by three different strategies, totalling 150 sentences per speaker with 50 sentences
obtained per strategy. Two male and two female speakers were used for the voice
conversion experiment. The speaker identification system is trained with all the 12
speakers in the speech corpus. This was done to have a more realistic evaluation of
the robustness of the speaker recognition system against synthetic converted voices.
Two of the speech sets per speaker are used for the training and testing of the speaker
identification system, while the third set is used for the voice conversion system for the
speakers enrolled in the voice conversion system. Table 5.1 shows the general dynamics
of the speakers and the speech material used in the voice conversion system.
The sentences used for the voice conversion system are the same for each speaker which
allows the use of parallel training corpus for the training of the voice conversion system.
The sentences have been recorded by asking the participant speakers to mimic as closely
as possible by listening to speech from a target speaker. Following a mimic approach
negates the presence of significant prosodic differences between the speakers, since the
participants were asked to imitate the person using a neutral speaking style.
5.3.2 Speaker Identification against Converted Synthetic Voices
The 12 speakers of the VOICES speech corpus are used for conducting the experiments
to determine the robustness of the speaker identification system against identity disguise
and voice impersonation using converted synthetic voices. All the speakers have been
enrolled in the speaker identification system. These 12 speakers form a set which will be
denoted as SID set. The SID set is used for analysing the speaker identification system
when dealing with identity disguise. Of these 12 speaker of the SID set, 2 male and 2
female speakers are selected to be enrolled in the voice conversion system, forming a
speaker set which is referred as the VC set. For each of the speakers, two of the three
sets are used in the speaker identification system for training and testing purposes while
for the speakers selected for the voice conversion system the third set is used.
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For each of the four selected speakers of the VC set, 50 speech utterances are used
for generating the GMM which are then used to convert the original voices of these
speakers to the speakers in the VC set. This resulted in 12 source-target pairs: 4 sets
corresponding to the case of intra-gender voice conversion i.e. M1-M2, M2-M1, F1-F2
and F2-F1, and 8 cases of inter-gender voice conversion i.e female to male and male to
female. The conversion function for each of the source-target pair was trained using 10,
30 and 50 sentences from both the source and target speakers. A total of 50 sentences
are used in the speaker identification system for each of the 12 speaker in the SID
set along with 50 converted sentences each for the testing of the speaker identification
system for M1, M2, F1 and F2 of the VC set.
The speaker identification system used in these experiments is based on the GMM as
is described in detail in Section 3.8. A total of 32 GMM components are used for each
of the enrolled speakers with diagonal, nodal covariance matrices using the short-term
feature vectors consisting of 19 MFCC and their corresponding delta and acceleration
coefficients. The features are extracted using a frame size of 20 msec with a 10 msec
overlap.
The outcome of the identification experiments were classified as:
• Source: the converted voice is identified as belonging to the source speaker (im-
postor) rather than the target speaker, meaning that the voice conversion failed
in its attempt to deceive the speaker identification system.
• Target : the converted voice is identified by the speaker identification system as
belonging to the target speaker, meaning that the impostor was successful in
fooling the speaker identification system.
• Other : the converted speech utterances have been identified as an enrolled speaker
other than either the target or the source speaker. This would suggest that the
impostor was unsuccessful in obtaining the desired result from his/her attempts
to deceive the system but would be seen as a security breach of the speaker
identification system.
To test the performance of the speaker identification system against converted synthetic
voices, two different simulations are designed. In the first simulations, the assumption
is that the source speaker will disguise his/her voice by means of a voice conversion
algorithm to target a speaker who is not enrolled in the speaker identification system.
In the second simulation, the performance of the speaker identification system is tested
when an enrolled speaker is targeted by an impostor who is also enrolled in the system.
This test will help to determine the true classification performance of the speaker iden-
tification system by estimating the ability of the classifier to distinguish between the
original source and target models, which are both known to the speaker identification
system.
5.3. Speaker Identification and Synthetic Converted Voices 97
To form the basis of the experiments, 50 original speech utterances from all the 12
speakers of the SID set were used to form a closed-set speaker identification system.
The identification performance of the system with the SID set is shown in Table 5.2.
Due to the simplistic nature of the experiment and the relatively low number of enrolled
speakers, 9 of the speaker achieved 100% identification accuracy. However there are
some identification discrepancies between the speaker pair Sp4 and Sp6, M1 and M2
and between F1 and F2 which indicates some degree of similarity between the voices.
This leads to an overall identification performance of 99.33%.
Sp1 Sp2 Sp3 Sp4 M1 M2 F1 F2 Sp5 Sp6 Sp7 Sp8
Sp1 100
Sp2 100
Sp3 100
Sp4 98 2
M1 98 2
M2 100
F1 100
F2 4 96
Sp5 100
Sp6 100
Sp7 100
Sp8 100
Table 5.2: Identification Matrix for the speakers enrolled in the Speaker Identification
System using 50 sentences from each speaker of the SID set
The performance of the speaker identification system against the identity disguise sce-
nario and targeted voice conversion are described below.
5.3.2.1 Identity Disguise
To analyse the robustness of the speaker identification system against identity disguise,
10, 30 and 50 converted sentences belonging to each of the 12 source-target pairs of the
VC set are used. During the testing of the 12 converted source-target pairs, the target
speaker is excluded from the enrolment in the speaker identification system. The aim
is to determine the performance of the speaker identification system against the speech
of a speaker who is deliberately trying to avoid detection by targeting the speech of a
speaker which is not enrolled in the speaker identification system. The corresponding
identification matrices using 10, 30 and 50 sentences for each of the 12 source-target
pair of the VC set are shown in Table 5.3.
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Target Speakers 10 Sentences 30 Sentences 50 Sentences
M2 1/10 2/30 1/50
F1 0/10 0/30 0/50
F2 0/10 0/30 0/50
(a) Impostor M1
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 1/10 1/30 0/50
F1 0/10 0/30 0/50
F2 1/10 1/30 0/50
(b) Impostor M2
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 4/10 3/30 0/50
M2 0/10 0/30 1/50
F2 0/10 0/30 0/50
(c) Impostor F1
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 1/10 0/30 0/50
M2 0/10 1/30 1/50
F1 3/10 2/30 4/50
(d) Impostor F2
Table 5.3: Results of the Identity Disguise Experiments
Table 5.3 details the identification results obtained with the SID set where the target
speaker is omitted from the enrolment process and the transformation function has
been trained using 10, 30 and 50 sentences for each of the source-target pair.
Figure 5.1 shows the source identification rates, where the conversion function has been
trained by using 10, 30 and 50 sentences. It can be seen that the success rate of the
impostor improves with an increase in the amount of data available for the training
of the transformation function. In other words, the identification of the source, as
the input speaker, by the speaker identification system, decreases with an increase in
the data. This would indicate that the training of the conversion function has moved
in the right direction, i.e. away from the source speaker space and towards the target
speaker space. From Figure 5.1 it can be seen that the identification performance of the
system decreases as the amount of training data used for the transformation function
increases. However, there is an exception for the speaker source-target speaker pair
F2-F1, where the identification of the source has increased when the transformation
function has been trained with 50 sentences. This can be explained by the identification
performance on the SID set from Table 5.2, which shows a strong overlap between the
speaker pairs where the speaker F2 is misclassified as speaker F1. The similarity in the
voice characteristics of F1 and F2 is emphasized with the increased amount of training
data resulting in the increased identification of the speaker F2. The dependence of
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Figure 5.1: Results of the Identification experiments on the converted voices with the
target speaker omitted from the enrollment in the speaker identification system
the voice conversion success on the source-target dynamics has also been reported by
[104], where the authors have shown that the voice conversion system changes with
each source-target pair. This implies that the selection of the source and target pairs is
important for a successful voice conversion and the intrusion of the speaker identification
system.
5.3.2.2 Impersonating a Target Speaker
In the second experiment, 50 original utterances from the speakers of the VC set were
used to form a closed set speaker identification system. The performance of the system
against the original unmodified utterances of the speakers in the VC set is shown in
the identification matrix of Table 5.4. Since the material used in the training of the
speaker identification system using the SID and VC set are the same, the identification
performance of the speakers M1, M2, F1 and F2 are identical in the two experiments.
This experiment is aimed at analysing the performance of the speaker identification
system for targeted voice conversion, where the impostor is trying to map the characte-
ristics of his/her own voice on to the target speaker’s properties. Similar to the results
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Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 20
M2 10 - 10
F1 40 -
F2 10 30 -
(a) Source Identification (%) with the
10 Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 80 100 100
M2 90 - 90 80
F1 50 100 - 100
F2 90 80 60 -
(b) Target Identification (%) with the 10
Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 -
M2 - 10
F1 10 -
F2 20 10 -
(c) Other Identification with the 10
Converted Sentences on the SID Set
Table 5.5: Identification (%) of the Source, Target and Other identifications using 10
converted sentences
on the SID set, the speaker identification returns 100% identification performance on
2 of the 4 speakers of the VC set. However, like the SID set there is overlap between
the speakers F1 and F2 and M1 and M2, suggesting similarity between the speaker of
these sets, leading to an overall identification performance of 98.5%.
M1 M2 F1 F2
M1 98 2
M2 100
F1 100
F2 4 96
Table 5.4: Identification Matrix for the speakers enrolled in the Speaker Identification
System using 50 sentences from each speaker of the VC set
The performance of the speaker identification system using the VC set is tested using 10,
30 and 50 converted sentences for each of the source-target pair, similar to the speaker
identification experiments with voice disguise in the previous section. The identification
matrices for the VC set using 10, 30 and 50 converted sentences are presented in Tables
5.5, 5.6 and 5.7. It is clear from the results of the experiments on the SID and VC sets
that in most of the cases the voice conversion system succeeds in its attempt to deceive
the speaker identification system. Most of the converted voice are identified as those
belonging to the target speakers than the source speakers.
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Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 4
M2 -
F1 6 4 -
F2 2 6 -
(a) Source Identification (%) with the 50
Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 92 98 100
M2 98 - 100 100
F1 94 96 - 100
F2 96 98 88 -
(b) Target Identification (%) with the 50
Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 4 2
M2 2 -
F1 - 2
F2 4 6 -
(c) Other Identification with the 50
Converted Sentences on the SID Set
Table 5.7: (%) Identification of the Source, Target and Other identifications using 50
converted sentences
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 10
M2 3.34 - 3.34
F1 13.34 -
F2 3.34 10 -
(a) Source Identification (%) with the 30
Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 86.67 100 100
M2 96.670 - 100 96.67
F1 83.34 100 - 100
F2 100 93.34 86.67 -
(b) Target Identification (%) with the 30 Con-
verted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 3.34
M2 -
F1 3.34 -
F2 3.34 3.34 -
(c) Other Identification with the 30 Con-
verted Sentences on the SID Set
Table 5.6: (%) Identification of the Source, Target and Other identifications using 30
converted sentences
The results of the the identification experiments on identity disguise and voice imperso-
nation, using the SID and the VC sets respectively, indicate that most of the converted
voices are identified as their respective target speakers. From the results of the speaker
identification experiments it can be seen that the source and target identification rates
have increased in the case of experiments on the VC set compared with the SID set.
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Figure 5.2: Transformation function trained with 10 sentences
This is primarily because of the lesser number of competing speaker models in the spea-
ker identification system based on the VC set. However, this fact is accompanied by
a reduction in the other identification statistics on the VC set. This suggests that the
voice conversion system has performed well in its effort to deceive the speaker identifi-
cation system where the relative increase in the target identification is more than the
rate of source and other identification. Furthermore, it is clear that the source or the
impostor speaker was highly successful in disguising their identity and impersonating
a target speakers. If the aim of a voice conversion attack is to impersonate another
speaker, the identification of the other speakers would be considered as a failure, howe-
ver, if the objective was to conceal the identity of the source speaker from the speaker
identification system, the identification of the other speaker alongside the target spea-
ker, can be considered as a success accompanied by the low identification rates of the
source speaker in the two sets of experiments.
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Figure 5.3: Transformation function trained with 30 sentences
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Figure 5.4: Transformation function trained with 50 sentences
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5.3.2.3 Inter-gender and Intra-gender Voice Conversion
The identification experiments were also devised to test the robustness of speaker iden-
tification system against intra-gender and inter-gender voice conversion attacks. From
Table 5.2, it can be observed that there exists an overlap between the speaker pair
M1 and M2 and the speaker pair F1 and F2. This overlap introduces difficulties for
the voice conversion system when converting M1 to M2 and F2 to F1. However, the
reverse conversion discrepancy i.e. M2 to M1 and F2 to F1 is not observed in these
experiments. The identification overlap between the speaker pairs M1, M2 and F1, F2
also causes the source identification percentage, which is the correct identification, to
increase between these source-target pairs when the identification system is presented
with the converted synthetic voices. The increased source identification rates in the
case of these source-target pairs can be seen from Figures 5.1 ,5.2, 5.3 and 5.4 although
the source identification rates drop in the case of increased training sentences used for
the conversion function.
In the case of intra-gender identification, the results show that for two of the four sets of
intra-gender converted voices, most of the converted voices were successfully identified
as their intended target speakers, so that the identification system failed to identify the
source speakers when presented with the converted voices. However, there are two cases
where the source identification rates are higher in comparison to the rest i.e. M1 and
M2 and F2 and F1. In other words, for these two cases the speaker identification system
performs well against converted synthetic voices and the source identification rates are
higher in comparison to the other two cases. This can probably be explained by the
fact that the speakers M1 and F2 are highly characterized by the unvoiced segments
of their voices and since the voice conversion system only converts the voiced segments
of the source speech, the unmodified unvoiced segments would still be detected by the
speaker identification system. It can however, be noted from the results of the intra-
gender identification experiments, that the source identification rates in these two cases
decrease considerably with an increase in the amount of the training data. This would
suggest that in order for the conversion function to be trained properly and to achieve
good results on the regression function of Equation 4.8, a large amount of training data
is required by the voice conversion system.
For inter-gender voice conversion, for half of the eight sets of inter-gender source-target
speaker pairs, the voice conversion system achieves a high degree of miss identification
and hit conversion. This means that not only the source speakers in these cases were
able to conceal their identity, which is the miss identifications, they were also success-
ful in impersonating the target speakers; a successful impersonation or hit conversion.
The other half of the inter-gender converted voices were not associated with their cor-
responding target speakers. One particular example is the conversion of speaker F1
to speaker M1. For this source-target pair, the percentage of source identification is
relatively high as compared to the others. As in the case of intra-gender voice conver-
sion, it is highly likely that the speaker M1 is highly characterized by his unvoiced and
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since the voice conversion system does not take into account the unvoiced segments for
conversion and renders the conversion function only for the voiced segments, conversion
of the speaker F1 to M1 proves challenging for the voice conversion system. In this
particular case the speaker identification system fares well against the converted voices
and is able to achieve the a high percentage of source identification i.e. 40% using
10 training sentences. However, in all the cases of inter-gender converted voices, the
miss identifications decrease with an increase in the number of sentences used for the
training of the conversion function with a corresponding increase in the percentage of
hit or correct conversions.
A summary of the inter-gender and intra-gender converted voices on the speaker iden-
tification system is listed in Table 5.8.
Type of Conversion Source Identification Target Identification Other Identification
Inter-gender 1.67 96.67 0.84
Intra-gender 5.83 92.5 1.67
Table 5.8: Summary of the average % identification of source, target and other speakers
with intra-gender and intra-gender converted voices, using 30 sentences for the conver-
sion function training
From the results of the inter-gender and intra-gender converted voices (Tables 5.5, 5.6
and 5.7) on the speaker identification system, it can be observed that in terms of the
inter-gender converted voices the percentage source identification is relatively lower
than those of the intra-gender converted voices. On the other hand, in terms of correct
conversion, the intra-gender converted voices, in general, achieve lower target identifi-
cation results accompanied by an increase in the other identification rates, indicating
an error prone conversion where the converted voices are identified as a speaker other
than the source or the target speaker.
It can be concluded from these simulations that given enough speech material for the
training of the conversion function an impostor would be able to deceive the speaker
identification system with alarming success. Although in the case of intra-gender voice
conversion, the task of voice conversion is relatively more difficult and the speaker
identification system was able to identify the original author of the voice conversion
attacks.
5.4 Summary
One of the main drawbacks of trying to measure the performance of automatic speaker
identification systems against the converted and imitated voices is the lack of availability
of databases containing converted and imitated voices. In this chapter, it was shown
that increasing the amount of training data for the training of the voice conversion
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function can lead to high success rates of miss identification and hit conversion. In
order to test the performance of the speaker identification system, an identity disguise
scenario was tested where the objective of the input speaker was to disguise his/her
identity. In another scenario, the effect of impersonating a targeted speaker on the
performance of the automatic speaker identification system was analysed. Ignoring
the relatively small size of the speaker set used in speaker identification system, the
test scenarios indicate that even with a small of training data for the voice conversion
system, an impostor can easily deceive the speaker identification system.
As mentioned above the aim of this chapter was not to strengthen the existing expe-
rimental set up relating to the speaker identification system but to demonstrate the
apparent weaknesses in the existing speaker identification systems when dealing with
computer-aided voice impersonation.
Chapter 6
Multiple Classifier Systems and
Residual based Information for
Speaker Identification
6.1 Introduction
In pattern recognition applications, the systems that classify a test sample from one
of the pre-specified patterns are known as classifiers and the pre-specified patterns
are known as classes. In speaker identification problem, each class corresponds to a
speaker. In all classifiers the input is a test sample belonging to one of the specified
classes and the output of the classifier is a label describing the class associated with the
pattern. Different types of classifiers exist in literature depending upon the type of the
pattern classification problem at hand with each classifier carrying some advantages and
disadvantages with respect to the others. Depending upon the operational conditions
and the type of pattern recognition problem, the performance of a classifier is analysed
on a set of test data, and the classifier is considered as a good classifier if it provides
satisfactory recognition performance.
For speaker identification problems, it is difficult to develop a good classifier considering
the availability of limited amount of training data, presence of noise and the high
dimensionality of the feature vectors. Considering that the classifier is made up of
three main components, namely the preprocessing stage, the preprocessing stage and
the classification stage, a classifier is considered a good classifier if a good choice is made
from a given set of possibilities, for each of these stages. Due to limitations on practical
implementations, it is not always possible to have an optimal or a good classifier. For
pattern recognition applications such as speaker identification, where the condition of
training and testing samples and the knowledge of whether the extracted features have
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been tempered with, by the use of voice conversion techniques, is not known a priori, it
is difficult to select the optimality criteria for feature selection and the selection of the
modeling technique. Taking into account these considerations, the performance gap
between an optimal classifier and a reasonable classifier can be understood easily.
In the first half of this chapter, the use of multiple classifier systems for the task of
speaker identification is analysed. The outputs of different classifiers using different
feature sets are combined through various schemes. The performance of the system is
analysed against synthetic converted voices in the identity disguise and targeted voice
conversion scenarios.
The later half of the chapter describes the use of speaker specific information present
in the LP-residual of the speech signal. The use of LP-residual based features and the
spectral envelope based features are later tested against the intrusion from the voice
conversion system. The performance of the system is analysed against identity disguise
and targeted voice impersonation.
The next section gives a brief description of the main concepts of the multiple classifier
systems.
6.2 Multiple Classifiers Systems
The main idea behind the use of multiple classifiers can be explained by considering a
classifier with a given recognition performance which is less than a hundred percent,
suggesting that for some test inputs the classification will be in error. Assuming that
the requirement is to increase the recognition rate by building a multiple classifier
system, the important question to be answered is: what type of classifier should be
build in harmony with the existing ones, so that once combined the system should be
able to give improved performance? It turns out that the answer to this question is
not a straightforward one. However, it has been suggested that the classifiers should
not make the same classification errors or in other words they should not be strongly
correlated in their miss-classifications [144]. In this way, given that a classifier makes
an incorrect decision about a test sample after combination, the miss classification can
be compensated by the output of other classifiers in the system. In this regard, it is
important that the classifiers in the system do not provide erroneous results on the
same set of test samples otherwise many of the classifier combination techniques will
struggle to provide the improved recognition performance required. Two classifiers are
said to be complimentary if one classifier provides incorrect information about a test
sample and the other is able to correctly classify it. Complimentary classifiers is an
important subject in the context of multiple classifier systems and will be described
later in the Section 6.2.5.
Figure 6.1 describes the stages in training two individual classifiers in a multiple clas-
sifier configuration. The task of combining classifiers is composed of three main parts.
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Figure 6.1: Training of two classifiers in a multiple classifier system
The first stage is the selection of the classifiers that are to be used in the combination
scheme. Unfortunately this is a complex problem that demands further research. The
second part is the extraction of contextual information from the individual classifiers or
in other words, the determination of the ways in which the classifiers will express their
opinions and some of the commonly used methods are detailed in [145]. Finally the
third part is the combination of the information extracted from individual classifiers
to reach a joint decision. The output of the classifier can be in the form of a label of
the most likely outcome or class, ranking of the labels or posterior probability. The
raw outputs of the individual classifiers may not be feasible for use in the combination
schemes as determination of strengths and weakness of the individual classifiers is also
necessary [146]. Focusing on the strengths and weakness of the classifiers can allow the
building of better multiple classifier systems. As a result, contextual information inclu-
ding class dependent classifier reliability, universal classifier reliability and the conflicts
among classifier should be extracted and from the classifier raw outputs. These three
stages are discussed in some details in the following passages.
6.2.1 Description
Let K be the total number of classifiers in the multiple classifier system and N denote
the total number of pattern classes. The classifiers in the system are denoted by Ψk,
where k = 1, 2, . . . ,K. Assuming that a random variable X represents the pattern
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classes which can take on the values R = {1, 2, . . . , N} representing the labels of the
pattern classes. A random variable Dk represents the labels of the decisions provided
by the kth classifier, Ψk. A joint decision represents a class which is determined as the
most likely class by the multiple classifier system.
6.2.2 Selection of the Classifiers
Selection of the classifier for use in the multiple classifier system is generally task
dependent. Each selected classifier should have a reasonable classification performance
for a particular classification task and as such these classifier should be a part of an
“optimal” group of classifiers. Although, the selection of an optimal set of classifiers
is a difficult problem, there are, however, some general rules that can be applied for
selecting a suitable set of classifiers that have been designed previously for a specific task
[42]. In order to select a suitable set of classifiers, the concepts of complementariness
and statistical independence are used in the literature without suggesting a measure for
the satisfaction of decisions generated by the classifiers.
Determining a useful complementariness measure to select the classifiers in the optimal
selection is an open question. There are some ideas presented in the literature e.g. [144]
suggested that the classifiers should not be strongly correlated in their misclassification
i.e. they should not assign the same incorrect label to a test sample. It has also
been stated in [147, 148] that an improvement in classification can be obtained by the
multiple classifier systems if they are independent in the errors that they make. The
statistical independence of the classifiers is based on assumptions that are made for
theoretical purposes only but the validity of these assumptions are not well known in
practice. It has also been suggested in [147] that the performance of a multiple classifier
system is not totally dependent on the performance of the individual classifiers but also
on the independence of the classifiers used in the combination. However, in some of
the studies [149, 150] this fact is disputed where the independence of the classifiers is
not taken into consideration and yet significant improvements in the performance have
been reported.
There exists no established measure to quantify the complementariness of the informa-
tion provided by individual classifiers in a multiple classifier system. However, simple
intuitive approaches which avoid the use of classifiers that make similar errors can result
in improved classification performance. The concept of complementariness is described
in some detail in 6.2.5 which is used in the experiments presented in this chapter.
Selection of the classifiers is preceded by important question about how the information
provided by the classifiers can be combined to reach an improved decision. To simplify
matters, the output of the various classifiers can be divided into the following three
categories:
• Category 1 classifiers provide the least information about the pattern classes by
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providing only a unique label associated with the most likely class to which the
test sample belongs to.
• Category 2 provide a ranking of the pattern classes by returning the labels of the
most likely class, the second most likely class and similarly the least likely class.
• Category 3 provide the likelihood or the probabilistic values of all the pattern
classes. Classifiers falling into this category provide the highest amount of infor-
mation about the pattern classes.
The combination schemes of the individual classifiers are named in accordance with the
output information provided by the individual classifiers e.g. a category 1 combination
scheme deals with the abstract level information generated by the individual classifiers.
Whether the classifier belongs to category 1, category 2 or category 3, the output
information is still regarded as raw output and some form of validation must be carried
out through the training samples to extract reliable contextual information that would
provide statistics about the strengths and weaknesses of the classifiers.
6.2.3 Contextual Information
A fundamental problem related to the extraction of reliable contextual information
about the different classifiers used is the limited amount of data available for this
purpose. In order to extract reliable contextual information, enough of the validation
session should be used and each validation should contain a large section of the acoustic
sound classes. The problem of obtaining reliable statistics can be solved by carrying
out more than one validation session. To address this issue, the frames of the training
session are divided into non-overlapping groups which are known as tokens. The tokens
should be phonetically rich and contain enough training material to properly represent
the different sound classes. As an example, a 20 s speech signal can be divided into
20 distinct tokens with the length of each token equalling 1 sec. If the speech signal is
segmented into 10 msec frames, each token will contain 100 frames. In order to obtain
tokens that are rich in phonetics, every other frame is assigned to a different token i.e.
the first frame is assigned to the first token , the second frame to the second token etc.,
and the algorithm is repeated by putting the 21st frame in the 1st token and so on.
This leads to a judicious allocation of phonetic content in all the tokens, representing
different acoustical classes in the session.
The training tokens are used to validate the classifiers, resulting in the calculation of
conditional probabilities which can be used for further mathematical formulations. The
tokens associated with a speaker i are classified by a classifier Ψk, and the speakers in
the top rank are counted. This information is used to fill out the ith row of a confusion
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matrix, Υk, which is given as:
Υk =

η
(k)
11 η
(k)
12 . . . η
(k)
1N
η
(k)
21 η
(k)
22 . . . η
(k)
2N
...
...
. . .
...
η
(k)
N1 η
(k)
N2 . . . η
(k)
NN
 (6.1)
η
(k)
in is the number of tokens belonging to speaker i that have been classified as speaker n
by the classifier Ψk. If Dk is the decision of the classifier Ψk, the conditional probability
that a token from speaker i is classified as speaker j, i.e. P (Dk = j|X = i) can be
computed from the values of the confusion matrix as [151]:
P (Dk = j|X = i) ∼=
η
(k)
ij∑N
n=1 η
(k)
in
(6.2)
The term in the denominator represents the total number of tokens used for the vali-
dation and is the same for all the speakers.
With the use of raw classifier outputs, information about joint or marginal classifier
behaviours can be estimated. This can point to the strengths and weaknesses of the in-
dividual classifier and in turn can lead to the development of a better multiple classifier
systems. Class dependent classifier reliability is also a form of contextual information
i.e. the reliability of the classifier may depend upon the underlying class [152]. This
has lead to the development of measures of the form reliability(Ψk|Dk = j) are defined
in literature to address the class dependent reliability. A more widely used reliabi-
lity contextual information type is the reliability(Ψk) which is a numerical measure
of reliability designated to a classifier e.g. by using a validation set the performance
of a classifier can be tested and this value can be used to denote the global classifier
reliability [151].
6.2.4 Classifier Combination Techniques
Based on the type output information provided by the individual classifier i.e. category
1, category 2 or category 3, some of the commonly used combination techniques used
in the literature are described briefly in this below.
6.2.4.1 Category 1 Classifier Combination Techniques
For category 1 classifiers, majority and plurality voting are the two most commonly used
combination techniques. As the name applies, in majority voting the class selected by
more than half of the classifiers in the system is selected as the decision of the multiple
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classifier system. An error is declared if no such pattern class exists [153]. A modified
and relaxed version of majority voting is the plurality voting in which the final selected
class is one which gets the most votes. If more than one class gets the most votes, the
output is selected at random among them. Such combination techniques however, do
not consider the contextual information provided by the individual classifiers.
6.2.4.2 Category 2 Classifier Combination Techniques
The three main types of combination techniques for the category 2 classifiers are the
highest rank, Borda count and the logistic regression. For the highest rank techniques,
each speaker is assigned a rank based score based on the testing of the input pattern.
By convention the speaker that is ranked the highest receives the highest score. The
combined score allocated to a speaker is the maximum of the scores given to that speaker
by all the classifiers. The final decision is awarded to the speaker with the maximum
score. In Borda count method, the score of a speaker is generated by determining
the number of speakers ranked below that speaker. The sum of scores, assigned to
that speaker by all the classifiers, represents the combined score of the system for that
speaker. The speaker with the maximum score is selected as the joint decision [145].
Logistic regression [153], is a modified version of the Borda count technique, where the
combined score of a speaker is the weighted linear combination of the individual scores
and the weights reflect the relative significance of each classifier in the combination i.e.
weights represent the contextual information provided by the individual classifiers.
6.2.4.3 Category 3 Classifier Combination Techniques
The most commonly used combination techniques for the category 3 classifier are the
Bayesian probability theory [154, 155], and the consensus based combination techniques
[146]. These techniques are described briefly in the following paragraphs.
Bayesian Formalism
Given K probabilistic classifiers with P (X = i|Dk = j) representing the a posteriori
probability that the correct pattern class is i when the output of the classifier Ψk is
j where Dk represents the decision of the k
th classifier. Using Bayes’ theorem and
considering all the classifiers in the combination we have
P (X = i|D1 = j1, D2 = j2, . . . , DK = jK) = P (D1=j1,... ,DK=jK |X=i)P (X=i)P (D1=j1,... ,DK=jK) (6.3)
Assuming conditional independence of the classifiers [156, 157]:
P (D1 = j1, . . . , DK = jK |X = i) =
K∏
k=1
P (Dk = jk|X = i) (6.4)
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From Equations 6.3 and 6.4,
P (X = i|D1 = j1, D2 = j2, . . . , DK = jK) = P (X=i)
∏K
k=1 P (Dk=jk|X=i)
P (D1=j1,... ,DK=jK)
(6.5)
The denominator of Equation 6.5 can be written in terms of the a priori probabilities
as
P (D1 = j1, . . . , DK = jK |X = i) =
N∑
i=1
(
K∏
k=1
P (Dk = jk|X = i)
)
P (X = i) (6.6)
which finally leads to the a posteriori decision probability as
P (X = i|D1 = j1, D2 = j2, . . . , DK = jK) = P (X=i)
∏K
k=1 P (Dk=jk|X=i)∑N
i=1(
∏K
k=1 P (Dk=jk|X=i))P (X=i)
(6.7)
The computation of Equation 6.7 is based on conditional independence of the individual
classifiers, since otherwise huge amounts of data would be required to compute the
joint statistics. The assumption of statistical independence is widely used in pattern
recognition applications, although its validity remains largely unknown [158]. Bayesian
formalism is also used along with a reject threshold θ for the combined probability, so
that the class with the joint decision is accepted if and only if the combined probability
is larger than θ [149].
Linear Opinion Pool
The linear opinion pool is one of the most frequently used combination techniques for
category 3 classifier combination. The linear opinion pool is a linear weighted sum of
the a posteriori probabilities [146]. For a given set of K classifiers, the general form of
a consensus function among the individual classifiers is given by
Φ (X = i) =
K∑
k=1
ωkP (X = i|Dk = jk) (6.8)
The relative magnitude of the weights ωk determine the contribution of each individual
classifier in the joint decision. Such a combination technique has been frequently studied
and applied in literature to pattern recognition applications [159, 160].
Logarithm Opinion Pool
The logarithm opinion pool is derived using the Bayes’ rule on the conditional inde-
pendence of the individual classifiers. The consensus function in this case is given
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as
Φ (X = i) =
K∏
k=1
P (X = i|Dk = jk) (6.9)
As the interest lies in finding the class which would maximize the consensus function
Φ, Equation 6.9 can be modified with monotonic logarithm function without altering
the decision reached through the Bayesian formalism as
Φ (X = i) =
K∑
k=1
ωklogP (X = i|Dk = jk) (6.10)
The above equation represent the sum of the logarithms of the a posteriori probabilities
where ωk represents the weights of the classifiers which reflect the relative significance
of the information provided by the individual classifiers.
The classifier combination techniques described so far are applicable to a set of already
existing classifiers. The recognition performance of the multiple classifier systems de-
pends upon the joint performance of the classifiers. In order to improve the classifica-
tion performance of the multiple classifier systems, the concepts of complementariness
should be discussed in the design of such systems.
6.2.5 Complementariness
The main aim of using an additional classifier in combination with an existing classi-
fier Ψ1, is to obtain a classification error which is much smaller in magnitude to the
classification error perr (Ψ1) of Ψ1. If perr (Ψ1,Ψ2) represents the error probability of a
multiple classifier system with Ψ1 and Ψ2 as the classifiers, then the simplest form of
complementariness measure would be of the form
cmp (Ψ1,Ψ2) = perr (Ψ1)− perr (Ψ1,Ψ2)
or
cmp (Ψ1,Ψ2) = pcorrect (Ψ1,Ψ2)− pcorrect (Ψ1) (6.11)
where pcorrect (Ψ1) = 1 − perr (Ψ1) represent the correct classification probability of
Ψ1. In a multiple classifier system, among K other classifiers, the best choice for
accompanying Ψ1 would be a classifier that would maximize the above equation.
For a plurality voting scheme, a symmetric complimentary measure proposed by [161]
is given as
cmp (Ψ1,Ψ2) =
N∑
i=1
max {P (D1 = i|X = i) , P (D2 = i|X = i)}
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which states that for two classifier Ψ1 and Ψ2 to provide complimentary information to
each other, at least one of the classifiers should provide correct information about the
pattern class being tested. This measure is used in the experiments that are conduc-
ted to measure the performance of a speaker identification system based on multiple
classifiers against the converted synthetic voices. The details of the experiments are
described in the next section.
6.3 Combining Classifiers for Speaker Identification against
Voice Conversion
For speaker identification, different types of features can be used along with various
different types of classifiers. In section 2.4 different feature sets were presented, which
highlight the speaker properties from different perspectives and in the same fashion
different classifiers can postulate different models for the speakers. As a result of
using different classification strategies, the speakers which are misclassified may not
essentially overlap. In such a case it is reasonable to use multiple classifiers at the
same time instead of a single classifier to avoid the miss classifications of a particular
classifier. The assumptions that the classification shortcomings of different classifiers do
not overlap, is the foundation of using multiple classifier systems for pattern recognition
problems such as speaker identification. This approach aims to take advantage of
the strengths of individual classifiers while avoiding their weaknesses to improve the
recognition performance.
In Section 2.4 various features that are commonly used in speech processing systems
were introduced. Each feature vector representation addresses the properties of the
speech signal through a different viewpoint: e.g. LPC based feature vectors are deri-
ved from the solution of an all-pole model fit 2.23, emphasizing the formants of the
speech signal and the cepstral features [6], which are obtained by the application of the
logarithm to the magnitude of the Fourier transform of the speech signal. The ceps-
tral features have been widely used in literature and have shown to outperform other
representations in speaker recognition applications [162]. The selection of features is
task dependent and is determined by their stability, linearisation and interpolation
properties.
For voice conversion algorithms LPC, LSF, LPCC and MFCC features have been selec-
ted in literature for conversion and synthesis [103, 98, 114]. LSF are the feature vectors
of choice for altering the characteristics of human voice by means of voice conversion
algorithm because of their ease of computation, good interpolation properties and good
inter-frame and intra-frame correlation values. In Chapter 4 the task of voice conver-
sion was carried out with success by the use of LSF as feature vectors representing
the spectral properties of the source and target speakers. The success of the converted
voices against the speaker identification system was demonstrated in Chapter 5 where
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the performance of the speaker identification system was tested for the identity dis-
guise and voice conversion scenarios. Unlike recognition tasks where MFCC are the
preferred acoustic features, for speech synthesis it is impossible to recover the original
spectrum from the MFCC representation as the filter-banks operate on a non-invertible
integration of the spectral samples.
The performance of the speaker identification systems has been shown to improve by
the use of multiple classifier system [163, 144, 164]. However, to date there are very few
studies which determine the performance of multiple classifiers based speaker identifica-
tion systems against converted voices. e.g. the performance of the speaker identification
system was improved on telephone speech in [165, 161] by fusing the outputs of two
classifiers where one of the classifiers employed channel compensation and the other did
not. It was reported that the performance of the speaker identification system is very
sensitive to the signal processing done in the extraction of the feature vectors from the
speech signal [161].
The modifications in the speech signal of a source speaker, who may want to hide their
identity or target a particular speaker, can be viewed as a deliberate degradation of
the speech signal of source speaker. These degradations, unlike the alterations caused
by the channel or mismatch conditions, cannot be quantified since the statistics of
the impostor (source) speaker may or may not be known to the system. Also, these
modifications are heavily dependent on the source target pair, as has been highlighted
in previous work by researchers [106] as well as from the results presented in Chapter 5,
and determining the spectral characteristics of the source speaker in the case when they
have been masked is an extremely difficult task. Statistics related to this so called noise,
whose characteristics are dependent on the speaker pair involved, cannot be obtained
by the present noise estimation techniques. In such a scenario, nullifying an intrusion
into the speaker identification system becomes a difficult endeavour.
Finding a deterministic model for such degradations, which can subsequently be used
in speaker identifications tasks, is hypothetical at best. There have been some speaker
identification studies on deliberately modified voices e.g. in [166] the authors have
conducted experiments on speech signals obtained with altered pitch values i.e. raised
and lowered, speech generated by placing hand on the mouth and whispering. These
studies focus only on the prosodic modifications and not on the intentional modifications
to the vocal tract characteristics by the voice conversion techniques. Also, accurate
detection of the pitch is a challenging task and dependence on the pitch values can allow
the impostors to gain access to the speaker identification systems by changing their own
pitch values. Computation of the pitch values for specific speech sounds, such as nasals
and consonants, is a difficult task. As such the different front-end processors of speaker
identification system do not seek to use pitch as a speaker specific feature but try to
find the speaker specific properties in other parts of the speech signals. Furthermore,
the issue of discriminating synthetic voices from the converted ones is important, and
is a research topic that is still in its infancy. Although it is believed that the voice
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conversion techniques will not be able to convert all the features of the source speaker,
there is a lack of research in determining the effect of these transformation and their
differences from the synthetic voices.
It was mentioned before that the different feature sets highlight the properties of the
speech spectrum from different angles, where some feature sets are more suited for the
task of voice conversion while others perform better in speaker identification systems.
The performance of speaker identification systems using various feature vectors has
been well studied in the speaker recognition community, where cepstral features clearly
outperform LPC and its variants. For speaker identification systems, the amount of
information a particular feature set or a particular classifier is able to extract cannot
be quantified, and the performance is dependent on the dynamics of the enrolled po-
pulation. In view of the above, it is plausible to use a multiple classifier system for the
task of speaker identification utilizing different features.
In this section we propose the use of multiple classifier systems employing different fea-
tures to analyse the performance of s speaker identification system against deliberately
altered voices. The details of the experimental set up are described below.
6.3.1 Features and Speaker Modelling
A speaker identification system consists of the feature extraction stage followed by
generating the speaker models and the classification engine. A block diagram of the
system used in the simulations is shown in Figure 6.2 . The front-end of the speaker
identification system is the feature generation stage.
Current state-of-the-art speaker identification system employ MFCC as the feature
vectors and GMM for modelling the speakers and classification engine. Ideally the
front-end of the speaker identification system, should be able to extract all speaker spe-
cific information from the input speech of the enrolled speakers, without focusing on
the issue of what is being said. It is important to point out that MFCC feature vectors
are employed in both speaker identification and speech recognition applications. For a
speaker independent speech recognition task any speaker specific information is consi-
dered as noise by the speech recognition system, but this speaker specific information is
exactly the sort of information required by the speaker identification system. The use
of MFCC as feature vectors in the two systems seeking different kind of information
suggests that the MFCC contain both speaker level information and the linguistic in-
formation. The extraction of the MFCC from the speech signal was described in detail
in Section 2.4.4.3.
LPCCs have also seen used in speaker and speech recognition applications. The LPCC
parameters are derived from the corresponding LPC of the speech signal using simple
recursive equations. The process of LPCC computation was described in detail in
Section 2.4.4.2. With the emergence of better computation performance MFCC has
replaced LPCC as the front-end of most of the speech and speaker recognition systems.
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Figure 6.2: Speaker identification system using MFCC and LPCC in the feature ex-
traction stage
In a voice conversion system on the other hand (see Chapter 4), the LSF are used in
generating speaker models, prediction of the target speaker characteristics and in the
synthesis of the converted speech signals. It was mentioned before that the success of
a voice conversion system depends not only upon the source-target pair but also on
the properties of the feature vectors used. And as such the voice conversion system
will struggle to transform the source speaker’s characteristics to match those of the
target speaker properties in a scenario where the properties of the source and the
target pair are not conformable for conversion. The use of LPC as feature vectors for
speaker identification applications have been proposed in literature but compared to
cepstral features they possess poor performance. The LPCC feature vectors are derived
from the LPC feature vectors and as such they possess the same disadvantages of the
LPC representation. The LPCC feature vectors have been chosen to accompany the
MFCC in the proposed multiple classifier system because unlike the MFCC, LPCC
only represent the speaker information present in the spectral envelope of the speech
spectrum by removing the pitch information after the application of a low-pass lifter.
This allows for a judicious choice of feature vectors targeting the characteristics of the
speech spectrum from different angles.
The transitional feature vectors are also found to be useful in speaker identification task
apart from the instantaneous spectral feature vectors such as MFCC and LPCC [30].
For a feature vector representing the instantaneous spectral information i.e. MFCC and
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Label Feature Vectors Speaker Model
Ψ1 {19−MFCC, 19∆MFCC} 32-GMM (Nodal Covariance)
Ψ2 {14− LPCC, 14∆LPCC} 32-GMM (Nodal Covariance)
Table 6.1: Summary of the classifiers used in the system, feature vectors and speaker
models
LPCC the transitional or the dynamic feature vectors are calculated as the difference
of two successive frames.
Selection of the features for use in the speaker identification system is followed by the
generation of speaker specific models, utilizing features. Different types of modeling
methods have been proposed in literature with some of the most commonly used tech-
niques described in Chapter 3. For the purpose of building the multiple classifier based
speaker identification system Gaussian Mixture Models or GMM were used. GMM
aims to model each acoustical speech sound with a different uni-model Gaussian or a
Gaussian component. Given a sequence of feature vectors X = {x1, x2, . . . , xT } with a
total of T frames, which are assumed to be independent, the log-likelihood of a speaker
model λs is computed using
Sˆ =
T∑
t=1
log p (xt|λs) (6.12)
The value of Sˆ is computed for all the speaker models λs enrolled in the system and the
speaker model that generates the highest value is returned as the identified speaker.
The speaker modelling using GMM was described in details in Section 3.5.1. In the
experiments presented in this section, the various speaker models were trained using
32-component GMM with nodal covariance matrices [58].
These features and the speaker modeling technique is widely used in literature for
speaker identification tasks [43, 8, 58]. In these simulations, 19th order MFCC vectors
are obtained using 24 mel-scale filter-banks and similarly 14th order LPCC vectors
were obtained from 16th order LPC are extracted from a 20 msec speech frame with a
10 msec overlap. These feature vectors were appended with their corresponding delta
feature vectors, giving 38th order MFCC and 28th order LPCC feature vectors. Each
feature vector stream was used to train a 32-component speaker specific GMM with
diagonal nodal covariances. A description of the feature vectors and the speaker models
used in these experiments is summarized in Table 6.1.
6.3.2 Simulation Set up
To test the performance of the individual classifiers, speech material from the Dialect
Region 1 (DR1) of the NTIMIT [68] corpus was used. NTIMIT was collected by
transmitting all the TIMIT (3.8.1.1) recordings through a telephone handset and over
various channels. The NTIMIT waveforms are aligned with the TIMIT waveforms so
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System Speaker Identification Performance (%)
Reynolds [167] 60.7
Mashao and Baloyi [168] 69.2
Lerato [169] 71.1
Table 6.2: Identification performance on NTIMIT database in literature
Type of Features Speaker Identification Performance (%)
MFCC 71.3
LPCC 65.7
Table 6.3: Identification Performance of baseline classifiers Ψ1 and Ψ2
that the TIMIT transcriptions can be used with the NTIMIT corpus. The DR1 region
of the NTIMIT (or the TIMIT corpus) contains 47 speakers (16 females and 31 males).
The sentence structure for each of the speakers in the NTIMIT corpus is the same as
TIMIT i.e. each speaker utters 10 sentences each. Two sentences with the prefix sa
(sa1 and sa2), these two sentences although different, are common to all the speakers
in the database. There are three si sentences and five sx sentences. These si and sx
sentences are different from each other and different across speakers. All the data has
been recorded at 16KHz at a resolution of 16-bits.
For the utterances in the NTIMIT database, first eight sentences including the sa1
and sa2 sentences are used for model training and the last two sentences are used
for the testing of the speaker identification system. The same configuration is used
in the simulations with the classifiers Ψ1 and Ψ2. The performance of the speaker
identification system using the NTIMIT database has been widely reported in the
literature and Table 6.2 gives the identification performance found in literature for the
NTIMIT database. Table 6.3 details the identification performance of the baseline
classifiers Ψ1 and Ψ2.
From Tables 6.2 and 6.3, it can be seen that the identification performance of the
classifier Ψ1 using MFCC as the feature vector is slightly better than the values reported
in literature. This is because the classifiers Ψ1 and Ψ2 are operating on a reduced set of
the NTIMIT database i.e. DR4. The Cepstral Mean Normalization (CMN) is not used
in the experiments presented here. Although CMN approach has shown to provide
improvement in the identification performance when used on telephone speech, the
identification performance has been shown to decrease when used with clean speech
[170]. This would suggest that the CMN process removes some of the speaker specific
information from the extracted features. Since the aim of the experiments presented
in this chapter is to analyse the performance of speaker identification system when
presented with converted synthetic voices, removal of speaker specific information would
not be beneficial.
Table 6.3 shows that the baseline systems provide reasonable identification performance
when dealing with noisy speech signals. To test the performance of the systems against
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Target Speakers 10 Sentences 30 Sentences 50 Sentences
M2 0/10 1/30 1/50
F1 0/10 0/30 0/50
F2 0/10 0/30 0/50
(a) Impostor M1
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 0/10 1/30 0/50
F1 0/10 0/30 0/50
F2 1/10 0/30 0/50
(b) Impostor M2
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 2/10 2/30 0/50
M2 0/10 0/30 0/50
F2 0/10 0/30 0/50
(c) Impostor F1
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 1/10 0/30 0/50
M2 0/10 1/30 0/50
F1 3/10 1/30 3/50
(d) Impostor F2
Table 6.4: Results of the Identity Disguise Experiments on Ψ2
converted synthetic voices, the SID set and the VC set of the VOICES speech corpus,
which were used for identity disguise and targeted voice conversion and introduced in
Chapter 5, are used along with Ψ1 and Ψ2. A brief description of the experimental
apparatus using the two sets is described in the following passages.
Identity Disguise
To test the performance of the classifiers Ψ1 and Ψ2 against identity disguise using
voice conversion techniques, the simulation set up described in Section 5.3.2.1 is used.
The results for the identity disguise using the MFCC based classifier Ψ1 are listed in
Table 5.3. Table 6.4, however, lists the source identification performance of classifier
Ψ2 with LPCC as the feature vector, on the identity disguised test.
From the comparison of Tables 5.3 and 6.4, it can be seen that the identification of the
source speaker, when he/she is deliberately trying to deceive the speaker identification
system, decreases in the cases of Ψ2 using LPCC as the feature vectors. LPCC have
been shown to have inferior performance compared to MFCC since they are derived
from the LPC and as such inherit the same problems. The main reason for using the
LPCC as the feature vectors for Ψ2 is that the voice conversion system uses LSF as
features representing the vocal tract characteristics. Selection of LPCC for Ψ2 allows
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Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 4
M2 -
F1 6 4 -
F2 2 6 -
(a) Source Identification (%) of Ψ2 with
the 50 Converted Sentences on the SID
Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 92 98 100
M2 98 - 100 100
F1 94 96 - 100
F2 96 98 88 -
(b) Target Identification (%) of Ψ2 with
the 50 Converted Sentences on the SID
Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 4 2
M2 2 -
F1 - 2
F2 4 6 -
(c) Other Identification (%) of Ψ2 with
the 50 Converted Sentences on the SID
Set
Table 6.5: (%) Identification of the Source, Target and Other identifications using 50
converted sentences
to determine the effectiveness of the voice conversion system when it modifies the
vocal tract characteristics only. The decrease in the performance of Ψ2 compared to
Ψ1 indicate the fact the converting speech sounds among speaker using features that
describe the same information can lead to reduced identification performance. This test
would indicate that the use of LPCC as feature vector does not necessarily increase the
performance of the speaker identification system. However, for any given source-target
speaker pair, the source identification rates have not decreased by a huge margin. The
performance of the voice conversion system is dependent on the source-target pair and
the system is limited in its ability to overcome these dependencies.
Voice Impersonation
The voice impersonation experiments were performed on the VC set of Chapter 5.
The same experimental set up was used in the voice impersonation testing. Each of
the four selected speakers M1, M2, F1 and F2 were used as both source and target
speakers, giving a total of 12 source-target speaker pairs. Also, unlike the identity
disguise experiments, the target speakers were enrolled in the speaker identification
system. The objective of this test to determine the performance of the voice conversion
system when dealing with converted voices specifically targeting a speaker who is a
part of the speaker identification system. The identification performance of Ψ2 using
LPCC as feature vectors, with 50 sentences used in the training of the transformation
function are detailed in Table 6.5.
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The performance of Ψ2 for the VC set and SID set indicate the source identification
performance loss, suggesting an improvement in the success rate of the impersonated
voices. In the following section the performance of the two classifiers Ψ1 and Ψ2 in a
combination scenarios is analysed.
6.3.3 Classifier Combination
A lot of empirical evidence exists which reveals that the use of multiple classifiers can
improve the recognition performance in many pattern recognition tasks [163, 144, 165,
164]. e.g. Doddington et al. [163] showed that the use of simple combination of scores
obtained from different classifiers, improved the performance of the baseline recogni-
tion system on the NIST 1998 Speaker Recognition evaluations. Chen and Chi [171]
combined multiple probabilistic classifiers using different feature sets obtained from the
same speech data for the task of speaker identification. They demonstrated that the
robustness of the speaker identification system can be improved by a combination of
different classifiers using features representing different spectral characteristics. Rama-
chandran et al. [172], gave a description of the different forms of redundancy, diversity
and fusion that can be employed to improve of the performance of speaker recognition
system. In their experiments, they reported an improvement in the performance of
the speaker verification system using different classifiers trained from the same set of
features extracted from the front-end.
As was mentioned before, the multiple classifier systems can generally be divided into
three main categories depending upon their structure, the types of outputs produced by
the individual classifiers and the different types of combination techniques used for ob-
taining the final decision. The classifiers in combination can be either serial or parallel
or hybrid i.e. containing both parallel and serial architectures. In parallel combination
techniques, each of the classifiers in combination are activated at the same time and
the fusion output is obtained using a single combination function. On the other hand,
in a serial combination the output of one classifier reduces the set of pattern classes to
the next classifier in combination [173]. The outputs of the individual classifiers in a
multiple classifier system is generally divided into three categories abstract, rank and
measurement level [151]. A description of these levels was listed in Section 6.2.4. The
methods used to combine these different output levels are are generally classified either
fixed or trained rules. As the name suggest, the fixed rules are stationary in the sense
that the states and parameters do not change as a consequence of the change in the
output of the individual classifiers. These combination techniques are well suited for the
group of classifiers which make uncorrelated errors and exhibit similar performances.
The trained rules, however, adapt their parameters and form in accordance with the
alterations in the outputs of the constituent classifiers of the multiple classifier sys-
tems. The trained rule classifiers are more more suited to the classifiers which produce
different types of outputs and make correlated errors on the same test material [173].
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In the context of multiple classifier systems, there are however, very few studies that
provide a sound theoretical basis for understanding the improvements obtained in the
multiple classifier systems. One such study was performed by Kittler et al. [144], which
provided a theoretical framework for combining classifiers, using different feature sets,
to obtain an estimate of posterior probabilities for the given patterns. They presen-
ted a number of rules based on Bayesian theory under the assumption of conditional
independence and the difference between the estimated posterior probabilities and the
prior probabilities is negligible.
Assuming that X1 refers to the feature vectors related to Ψ1 using MFCC as the
feature vectors obtained from the front-end processors and X2 are the feature vectors
corresponding to the LPCC based classifier Ψ1, we applied the rules defined by [144]
to our problem of speaker identification against computer-aided voice conversion as
follows:
Sum Rule
Sˆsum = arg max
N
n=1
[
2∑
i=1
Sn (Xi)
]
(6.13)
Product Rule
Sˆprod = arg max
N
n=1
[
2∏
i=1
Sn (Xi)
]
(6.14)
Maximum Rule
Sˆmax = arg max
N
n=1
[
max2i=1|Sn (Xi) |
]
(6.15)
and finally the Minimum Rule
Sˆmin = arg max
N
n=1
[
min2i=1|Sn (Xi) |
]
(6.16)
where N is the total number of speakers enrolled in the SID system. The four sets of
rules are used in these experiments to determine the identification performance of the
multiple classifier system using the classifiers Ψ1 and Ψ2.
6.3.4 Results
The main argument in these simulations is that the differences in the signal processing
used for the extraction of the MFCC and LPCC can lead to the extraction of different
spectral information from the same speech sample. Consequently these differences can
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Combination Rule Identification Performance (%)
Sum 78.0
Product 78.0
Maximum 71.3
Minimum 71.7
Table 6.6: Sum, Product, Maximum and Minimum Rule Combinations on the NTIMIT
Corpus
cause the base classifiers Ψ1 and Ψ2 to misclassify the different speakers in a speaker
identification system when presented with converted voices.
Before proceeding to the use of classifiers Ψ1 and Ψ2 in a multiple classifier system, the
combination rules of Equation 6.13, 6.14, 6.15 and 6.16 are validated on the NTIMIT
corpus. Table 6.6 lists the identification performance of the system for the NTIMIT
corpus.
For Table 6.6, the sum and the product rule outperform the maximum and the mi-
nimum rule with the maximum rule providing the least performance. The sum rule
outperforms the others since it is more robust to the estimation errors [144]. The iden-
tification results obtained so far, using the combination rules of Equations 6.13, 6.14,
6.15 and 6.16, assume that each class is equally likely. However using a linear weighted
combination, a further improvement of 80.3% in the identification performance has been
obtained. The weights were estimated by using a simple search for the best weights.
The weight α1 = 0.70 for classifier Ψ1 and α2 = 0.30 for Ψ2 were used. The values of
the two weights suggests that the classifier Ψ1 using MFCC as the feature vectors is
more reliable than classifier Ψ2 using LPCC as the feature vectors.
Given the identification performance of the linear weighted combination it can be
concluded that the use of classifiers in combination can improve the performance of
the speaker identification systems in the case of noisy speech even though the two clas-
sifiers used in these experiments extract different types of features, which represent
different characteristics of the speech spectrum.
After establishing that the performance of the speaker identification system can be
improved by the use of a multiple classifier system, the same performance measure i.e.
weights are used in the scenario where the speaker identification system is presented
with converted voices. Although the weights are estimated for the NTIMIT corpus, the
argument from the previous sections, that a converted speech signal can be viewed as a
noisy speech signal where the characteristics of the noise depends on the dynamics of the
source-target pair, holds true. The determination of the optimum weights for classifier
combination for the converted voices is a difficult task where the characteristics of the
source and the target speaker may or may not be known to the speaker identification
system.
The identification performance of the multiple classifier system against the converted
voices in the identity disguise and target voice impersonation scenarios is described in
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Target Speakers 10 Sentences 30 Sentences 50 Sentences
M2 10 6.67 4
F1 0 0 0
F2 10 0 0
(a) Impostor M1
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 10 3.34 2
F1 0 0 0
F2 10 6.67 0
(b) Impostor M2
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 50 13.34 0
M2 0 0 2
F2 0 0 0
(c) Impostor F1
Target Speakers 10 Sentences 30 Sentences 50 Sentences
M1 10 3.34 0
M2 0 3.34 2
F1 40 6.67 8
(d) Impostor F2
Table 6.7: Results of the Identity Disguise Experiments
Tables 6.7 and 6.8.
A comparison of Tables 6.7 and 6.8 reveals an improvement in the performance of the
classifier system against the converted voices. For the identity disguise scenario, where
the speaker is deliberately disguising his/her own voice, the percentage identification of
the source speaker has increased in all the cases. Also for targeted voice impersonation
experiments, the identification of the target speaker has decreased with a corresponding
increase in the source identification with relative decrease in the other identification
rates. The combination of classifiers using features representing the different spectral
characteristics can lead to an improvement in the performance of the system against
converted voices. These identification rates, however, are still high due to the limited
nature of the speaker data set used which results in the lesser number of competing
models in the decision making process resulting in the higher number of successful
intrusions.
The voice conversion system and the speaker identification systems explicitly use the
feature vectors representing the vocal tract characteristics. From the identification
performances listed in this section against converted voices, it is clear that in order
to reduce the impersonation success rates and increase the identification performance
against converted voices, more venue for feature extraction must be explored. In this
regard, the use of speaker specific information in the LP-residual of the speech signal
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Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 12 4 10
M2 10 - 8 16
F1 10 14 - 4
F2 14 2 6 -
(a) Source Identification (%) with the 50
Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 86 96 86
M2 86 - 92 82
F1 88 70 - 86
F2 82 98 88 -
(b) Target Identification (%) with the
50 Converted Sentences on the SID Set
Identified Speakers
Source Speakers M1 M2 F1 F2
M1 - 2 4
M2 4 - 2
F1 2 16 - 10
F2 4 6 -
(c) Other Identification with the 50
Converted Sentences on the SID Set
Table 6.8: (%) Identification of the Source, Target and Other identifications using 50
converted sentences
is explored, in the context of multiple classifier systems.
6.4 Speaker Specific Information in the LP-Residual
Following the source-filter model (Section 2.2.1), various researchers have attempted
to derive the features from the LP-residual that contain speaker specific information
such as glottal information [174]. The potential of auto-associative neural network
was explored using the sub-segmental and segmental features extracted from the linear
predictive analysis [175]. The authors presented promising results on the use of these
features in the speaker identification applications. The state-of-the-art speaker identifi-
cation systems, however, prefer the use of features representing the vocal tract spectral
characteristics only. Features such as MFCC and LPCC have been used extensively for
speaker modeling using GMM.
Under the framework of the source-filter theory, the vocal tract is associated with the
filter and the excitation with the residual in the context of linear prediction. The linear
prediction analysis estimates the LPC by minimization of the prediction error. i.e. the
predicted samples from a linear combination of the past p samples is given by [1]
sˆ(n) = −
p∑
k=1
αks(n− k) (6.17)
The LPC coefficients αk are related to the vocal tract characteristics and may also
contains speaker-dependent information. The LP-residual is obtained as a difference
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(c) p = 20
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(d) p = 30
Figure 6.3: LP Spectrum and the Spectral Envelope for different values of the predictor
variable p
between the current and the predicted samples i.e.
e(n) = s(n)− sˆ(n) (6.18)
The predictor order p plays an vital role in speech processing systems. As the value of
p increases, the LP spectrum provides a better estimation of the speech spectrum. The
envelope of spectrum estimates the frequency response of the vocal tract filter. Typi-
cally, in the 0-4 kHz band, the vocal tract filter contains a maximum of five resonances.
Hence a value of p in the range of 8-14 is normally used for speech signal sampled at
8 kHz [1]. Figure 6.3 shows different spectral envelopes extracted from a segment of
voiced speech for different values of the predictor variable p.
For lower values of p e.g. 4, the LP spectrum may focus on the significant peaks of the
spectra only. In such a case the LP residual will still contain significant information
about the vocal tract filter. in Figure 6.3a, the spectrum of the residual signal contain
significant information about the spectral envelope. If a large value of p e.g. 30 is used,
the spectral envelope will contain many spurious peaks, containing information about
the harmonic structure of the speech spectrum, which may not reflect the true spectral
envelope (Figure 6.3d). These peaks can affect the residual signal when is processed
with the corresponding inverse filter.
With a proper use of the predictor variable p, the residual will mostly contain the ex-
citation information only. Among the different kinds of excitation sources, the voiced
segment may contain significant speaker-specific information, as the glottal vibrations
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may vary for different speakers [176]. The speaker specific characteristics can be attri-
buted to the difference in the rate of global variations, strength of the excitation and
the shape of the glottal pulse. The excitation strengths is dependent on the rate of
glottal closure. This is indicated by a large residual error around the instant of heavy
excitation in each of the pitch periods [177].
Several studies have been carried out to use the LP-residual for the betterment of the
SID systems [175, 178]. In [179] it is proposed to exploit the orthogonality between the
vocal tract filter and the residual. The results suggest the complementary nature of
these representations for speaker verification tasks. The use of NN have also been pro-
posed for the characterization of the LP residual [180]. In [105] Auto-Associative Neural
Networks (AANN) are used for modelling the speaker specific information present in
the LP-residual. The authors conclude that SID systems can attain adequate rates
by the use of residual features alone. The nature of the residual signal should also be
taken into consideration when designing effective and efficient systems. For the original
speech signal, many investigations have been conducted [181, 182]. During speech pro-
duction, the physiological behaviour can cause turbulence in the output speech signal.
This can result in the presence of non-linearities in the speech signal. The non-linearity
of the speech signal can determined by statistical methods such as higher-order sta-
tistics [181, 183]. Due to the lack of efficiency in the residual estimation process, e.g.
due to the analysis order, presence of noise, short-comings of the algorithm etc., it can
be suggested that the residual can be modelled by second-order statistics as well as
higher order statistics. Non-linear modelling has been proposed as a possible solutions
in different applications [105, 184, 185] due to the non-linearity of the residual. The
results show the potential and confirm the presence of non-linearity. Thyssen et al.
[185] suggested the presence of non-linearity in the residual after performing multiple
linear prediction analysis to remove all linear information from the residual. This ap-
proach, however, demands caution since adaptive methods can result in approximately
Gaussian residual signals [181]. In this thesis, it is proposed to explore the fact that
the residual signal conveys all information that are not accounted for by the LPC filter.
The proposed representation of the LP-residual is based on the spectral models. These
investigations aim to show the potential of residual speech signal processing for spea-
ker identification task against converted synthetic voices. The features extracted from
the residual can provide complementary information along with the LPCC or even the
MFCC.
6.4.1 Representation of the LP-residual
In this section, the processing of the residual signal, based on the residual spectrum
is described. The approach was first presented by [186] and was termed as the Power
Difference of Spectra in Sub-bands (PDSS). The representation in their work was used
in a speaker identification problem. In our simulations the R-PDSS features provides an
identification rate of 66.9% and in combination with LPCC features the identification
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Figure 6.4: PDSS feature Extraction Process
rate jumps to 99%. The processing steps involved in the extraction of R-PDSS features
are described in the following steps.
• Estimate the LP-residual
• FFT by zero padding to increase the frequency resolution
• Divide the spectrum into sub-bands
• Calculate the ratio of the geometric mean to arithmetic mean for each sub-band
and subtract from 1
R-PDSS(j) = 1−
(∏Uj
k=Lj
S(k)
)1/Ni
1
N
∑Uj
k=Lj
S(k)
(6.19)
where Ni = Uj − Lj + 1 is the number of sub bands used with Li and Ui representing
the lower and upper frequency limits in the j th sub band. Figure 6.4 shows a graphical
description of the feature extraction process. The speaker specific models were trained
using GMM with 32-components and diagonal covariance matrices.
6.4.2 Score Fusion
In this section, the aim is to evaluate and to compare the performance of the features
in a speaker identification problem when dealing with converted voices. We combine
the output of the classifiers Ψ1, Ψ2 and Ψ3 using the features MFCC, LPCC and R-
PDSS respectively. The output of the classifiers in this case is combined using the
opinion fusion after [144], using Equation 6.13. The results of the data fusion using
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Classifiers Combined Identification Performance (%) against Identity Disguise
Ψ1 + Ψ3 40.7
Ψ2 + Ψ3 29.3
Ψ1 + Ψ2 21.0
Table 6.9: Source Identification Performance against identity disguise using spectral
envelope and LP-residual features
combinations of classifiers Ψ1 Ψ3 and Ψ2 and Ψ3 for the identity disguise scenario using
50 sentences for the training of the transformation function are described in Table 6.9
From Table 6.9, it can be seen that the use of spectral envelope features along with fea-
tures representing the properties of the LP-residual, perform much better in detecting
the source or the impostor speaker than the combination of classifiers using only the
spectral envelope features, namely MFCC and LPCC. The performance obtained with
MFCC + R-PDSS based features i.e. 40.7% clearly outperforms the other two combi-
nations indicating that the LP-residual indeed contains some speaker specific properties
which should be utilized in a speaker identification system to improve the identification
performance.
6.5 Summary
In this chapter the use of multiple classifier systems was presented for the speaker
identification task. The concept of multiple classifier systems in the context of spea-
ker identification system was explained, for the different types of classifiers, extraction
of contextual information and the concepts of complementariness were presented. Dif-
ferent combination schemes depending on the type of the classifiers were also presented.
The use of different feature vectors, namely MFCC and LPCC, representing the spectral
properties of the speech spectrum from different viewpoints was used in the training
of the individual classifiers in the multiple classifier environment. The classifier com-
bination was tested against two form of voice conversion attacks: identity disguise and
targeted voice impersonation. The results showed that in both the cases, where the
objectives of source/impostor speaker were to disguise their identity and to appear to
the system as the target speaker, indicate a decrease in the success rate of the intrusion
in the speaker identification system.
The LP-residual was investigated for speaker specific information and R-PDSS based
features were proposed for use with the traditional spectral envelope based features.
The combination of information extracted from the spectral envelope and the LP-
residual indicate that the source identification performance increase by nearly 50% as
compared to the case where only the spectral envelope parameters have been used.
Chapter 7
Conclusion and Future Work
This thesis presented different techniques, models and experiments to analyse the per-
formance of Speaker Identification and Voice Conversion Systems. The first part of this
chapter describes a summary of the contributions made in this thesis. The second part
of the chapter is dedicated to describe future work that can be carried out to further
the contributions in this thesis.
7.1 Conclusions
The main research outcomes of the work done in this thesis can be summarized as
follows:
• Baseline GMM based Speaker Identification and Speaker Verification Systems
have been developed and analysed for clean speech. The performance of the
systems on the TIMIT database is comparable to the results presented in litera-
ture.
• Voice Conversion System based on spectral envelope transformation was imple-
mented. The baseline systems transforms the spectral envelope as represented by
the LPC spectrum. The transformation function was implemented as a regres-
sive, joint density Gaussian Mixture model, trained on time aligned line spectral
frequencies of the source and target speakers. The problem of over smoothing
in voice conversion systems based on probabilistic approaches was analysed. A
hybrid GMM and Linear Multivariate Regression adaptation technique was im-
plemented to reduce the audible effect of over smoothing.
• The limited amount of training data for the transformation function results in
discontinuities between the successive frames of the synthesized speech. To reduce
the effect of the discontinuities, a posterior probability smoothing technique was
proposed. Since the posterior probabilities are used as weights for the linear
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combination of target feature vectors, smoothing the posterior probabilities results
in a reduction of audible artefacts in the converted speech. Subjective evaluations
also favour the converted speech that has been obtained as a result of posterior
probability smoothing.
• The performance of the speaker identification system was analysed. Two dif-
ferent scenarios of deliberate modifications of the speech signal were proposed
namely; identity disguise and targeted voice impersonation. The performance of
the system was analysed in terms of the ability of the speaker identification sys-
tem to identify the source and the target speakers from the converted voices. The
performance of the speaker identification system was also analysed in terms of
intra-gender and cross-gender voice conversions, with the results suggesting that
for the conversion of intra-gender voices, the voice conversion system has inferior
performance compared to the case of cross-gender.
• The use of multiple classifiers was investigated for the task of speaker identifi-
cation. The use of GMM based classifiers using MFCC and LPCC as feature
vectors are used in the framework of multiple classifier system against converted
synthetic voices. Also the linear prediction residual of the speech signal is ana-
lysed for speaker specific information and the PDSS is used for the extraction
of speaker specific information from the LP residual. Different combination of
MFCC, LPCC and R-PDSS are explored in improving the performance of the
speaker identification system against the identity disguise and targeted voice im-
personation. The identification performance of the system using both spectral
envelope features and features representing the LP residual outperform the tra-
ditional spectral envelope based classification techniques in the case of computer
aided converted voices.
7.2 Future Work
Based on the research carried out in this thesis, this section proposes some research
areas for future work.
• Speaker identification and speaker verification have been studied quite extensively
in the field of pattern recognition. The performance of these systems has been
analysed in clean, noisy and mismatch conditions thoroughly. However, with
the emergence of voice conversion techniques the absence of suitable databases
for testing the performance of these systems impedes the robustness of spea-
ker identification and speaker verification systems against computer aided voice
conversion attacks. Future work in this case, should involve development of spea-
ker databases that are specifically designed with the threat of voice conversion to
speaker recognition systems in view.
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• The current state of the art voice conversion systems employ parallel speech cor-
pus for the training of the transformation system and are known as text-dependent
systems. The parallel text also needs to be time aligned to extract the corres-
pondences between the source and target feature spaces. In order to obtain satis-
factory performance, the training of the transformation function usually requires
huge amounts of training data. A possible future work in the case of voice conver-
sion systems would be the evolution of text-independent system, where the speech
of the source and the target speaker need not be parallel and aligned in time.
• The speaker recognition systems generally involve features which represent the
spectral envelope characterization of the speech signal only. It has been demons-
trated in this thesis that such system are highly vulnerable to voice impersonation
attacks where the author of the attack is able to modify his/her voice properties
to match those of a target speaker to deceive the system. In this thesis the use
of features representing the LP-residual have been used in combination with the
traditional spectral envelope based features. The performance of the speaker
identification system using these feature in a multiple classifier environment have
shown to improve the robustness against converted voices. Future work may in-
clude the search for new features that may or may not be utilized by speakers,
but which may contain useful speaker specific information. This will trigger a
search for better modeling techniques since linguistic modeling is a difficult task
in process.
7.3 Summary
In this chapter the main contributions of thesis are summarized and some suggestions
for future work have been discussed. In summary, the thesis discussed the theoretical
framework of the speaker identification and speaker verification systems. Baseline spea-
ker identification and speaker verification systems are developed and analysed. Another
major contribution of this thesis is the development of a voice conversion system. A
hybrid solution is proposed to address the problem of over-smoothing in the GMM ba-
sed voice conversion systems. Furthermore, a novel technique to alleviate the audible
degradations in the converted speech signals is proposed based on the smoothing of
the component posterior probabilities. The performance of the speaker identification
systems is shown to deteriorate when presented with converted synthetic voices. In
this regard, the performance evaluations are carried out in the scenarios of identity dis-
guise and targeted speaker impersonation. The final contribution of the thesis proposes
the use of multiple information sources for speaker identification problem. The use of
speaker information present in the LP residual signal is also suggested for use with
the traditional spectral envelope features. The use of multiple classifiers is shown to
improve the robustness of the speaker identification system against synthetic converted
voices. It is expected that the findings of this thesis will have an important bearing on
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the robustness of the speaker identification systems when dealing with computer aided
voice impersonation attacks.
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