Efficient estimators of cointegrating vectors are presented for systems involving deterministic components and variables of differing, higher orders of integration. The estimators are computed using GLS or OLS, and Wald Statistics constructed from these estimators have asymptotic x2 distributions. These and previously proposed estimators of cointegrating vectors are used to study long-run U.S. money (Ml) demand. Ml demand is found to be stable over 1900-1989; the 95% confidence intervals for the income elasticity and interest rate semielasticity are (.88,1.06) and (-.13, -.08), respectively. Estimates based on the postwar data alone, however, are unstable, with variances which indicate substantial sampling uncertainty.
I(1) variates
, Phillips (1991a) , Phillips and Loretan (1991) , and Saikkonen (1991)), are developed here for cointegrating regressions among general I(d) variables with general deterministic components. (For an application of this estimator in the I(1) case, see King, Plosser, Stock, and Watson (1991) .) The estimators are motivated as Gaussian MLE's for a particular parameterization of the triangular representation. However, under more general conditions they are asymptotically efficient in Saikkonen's (1991) and Phillips' (1991a) sense, having an asymptotic distribution that is a random mixture of normals and producing Wald test statistics with asymptotic chisquared null distributions. In the I(1) case with a single cointegrating vector, one simply regresses one of the variables onto contemporaneous levels of the remaining variables, leads and lags of their first differences, and a constant, using either ordinary or generalized least squares. The resulting "dynamic OLS" (respectively GLS) estimators are asymptotically equivalent to the Johansen/Ahn-Reinsel estimator.
The second contribution is an examination of the finite sample performance of these estimators in a variety of Monte Carlo experiments. Although all the estimators perform well when the designs incorporate simple short-run dynamics, for designs that mimic the dynamics in U.S. real money (Ml) balances, income, and interest rates, there is considerable variation across the estimators and associated confidence intervals. In these designs, the dynamic OLS estimator performs well relative to the other asymptotically efficient estimators.
The third contribution is the use of these procedures to investigate the long-run demand for money (Ml) in the U.S. from 1900 to 1989. Other researchers (recently including Hafer and Jansen (1991), Hoffman and Rasche (1991), Miller (1991) , and Baba, Hendry, and Starr (1992)) have argued either explicitly or implicitly that long-run money demand can be thought of as a cointegrating relation among real balances, real income, and an interest rate in postwar data. We find this characterization empirically plausible for the longer annual data as well, and therefore use these estimators of cointegrating vectors to examine Lucas' (1988) suggestion that there is a stable long-run Ml money demand relation spanning the twentieth century. Based on the full sample, 95% confidence intervals for the income elasticity and interest rate semielasticity are, respectively, (0.88, 1.06) and (- 
REPRESENTATION AND ESTIMATION IN I(1) SYSTEMS
Let y, denote a n-dimensional time series, whose elements are individually I(1). Suppose that E(Ay,) = 0, and that the n X r matrix of r cointegrating vectors is a = (-0, Ir)" where 0 is the r X (n -r) submatrix of unknown parameters to be estimated and Ir is the r X r identity matrix. We assume that there are no additional restrictions on 0. The triangular representation for yt is (2.1a)
Ay' = u' (2.1b) y2 = A+ oyl + u2
where yt is partitioned as (yl, y72), where yJ1 is (n -r) x 1 and y2 is r X 1, and where u, = (ul, u,2')' is a stationary stochastic process, with full rank spectral density matrix. This representation has been used extensively in theoretical work by Phillips (1991a Phillips ( , 1991b , typically without parametric structure on the I(O) process ut, and in applications by Campbell (1987) and Campbell and Shiller (1987, 1989 ) (also see Bewley (1979) ). For the moment, ut is assumed to be Gaussian to permit the development of the Gaussian MLE for 0. The parameterization that forms the basis for the proposed estimators is obtained by making the error in (2.1b) independent of {ull, where {ull denotes ., Ayt_p, y71 -6'y_1). In this case, the nonlinear least squares estimator of 0 (with Ay' included as a regressor; see Stock (1987) ) is the Gaussian MLE.
Second, the large-sample properties of the OLS and GLS estimators of 0 are readily deduced from the representation (2.2). Because v2 is uncorrelated with the regressors at all leads and lags, conditional on Y' the GLS estimator has a normal distribution and the Wald statistic testing the hypothesis that 6 = 00 has a x2 distribution. Because y' is I(1), the conditional covariance matrix of the GLS estimator differs across realizations of y, even in large samples; thus unconditionally the GLS estimator of 0 has a large-sample distribution that is a random mixture of normals and the Wald statistic has a x2 distribution. Phillips (1991a) and Saikkonen (1991) provide insightful discussions of the asymptotic mixed normal property of the MLE of 0 and the local asymptotic mixed normal (LAMN) behavior of test statistics. Also note that results apply even if some rows of 0 are equal to zero, so that the corresponding elements of yt are I(0).
Third, although the interpretation of (2.2) as a factorization of the likelihood (2.3) assumes Gaussianity, a two-sided triangular representation with EvAy4 y 0 for all t and d can be constructed under weaker conditions as discussed in the next section.
REPRESENTATION IN I(d) SYSTEMS
This section extends the framework of Section 2 to systems with maximum order of integration d and with polynomial time trends. First, a linear triangular representation for the n-dimensional time series yt is derived for the general I(d) case under general conditions on the Wold representation for yt and the error distribution. This representation is then used to motivate simple OLS and GLS estimators of cointegrating vectors. Properties of these estimators and test statistics based on the estimators are the subject of Section 4.
The maximum order of integration of any element of yt is assumed to be d. The process yt is assumed to have the representation 
In addition, H(L) = E-j=OHjLj, H(eiw) is nonsingular for all w, and H(L) is k -d summable for k defined in Assumption A(ii).
Assumption A(iv) ensures that there are at least n -k1 cointegrating vectors in the system. Assumption A(v) serves to fix d, and is made without loss of generality. In practice, A(v) can be achieved by redefining yt to be A -1yt or Ayt as needed for ut to be I(0) and not cointegrated. Finally, the normalization E(EtE,) = In is made without loss of generality because Fo is not restricted to be diagonal. The assumption of conditional homoskedasticity is made for convenience and could be weakened to admit conditional heterskedasticity; see, for example, Phillips and Solo (1992) .
Note that not all elements of yt need to be I(d) for (3.2) to apply (see the examples in Section 5 and the empirical application to long-run money demand in Section 7). Moreover, some blocks of (3.2) might not appear. For example, with d = 2 and n = 2, if yt is CI(2, 2) in Engle and Granger's (1987) terminology, then k1 = 1, k2 = 0, and k3 = 1.
The triangular representation (3.2) partitions yt into components corresponding to stochastic trends of different orders. Abstracting from the deterministic components, y' is a k1-vector corresponding to the k1 I(d) stochastic trends in the system. In the second block of k2 equations, y -2od1 1y corresponds to the k2 I(d -1) stochastic trends; for rows of 2d,1 which equal zero, yt is I(d -1), while for nonzero rows of t4dy1, y2 is I(d) and (y1, y72) are CI(d, 1). The k3 equations in the third block describe the I(d -2) components, and so forth. It is straightforward to generalize the representation (3.2) to include higher order polynomials in t, or to specialize it to the leading case in which higher-order polynomials do not appear.
As in the I(1) case, we orthogonalize the errors in ( 
Et.
Cd+l(L)
The matrix D(L) is chosen so that the cross spectrum between vu, and vu7, The subspaces that cointegrate yt with (y',..., y1t-1) and its differences are determined by the matrices 07d `1 appearing in the second term on the righthand side of (3.4). In general the /th block of equations contains all of the cointegrating vectors for m < 1, which appear in the higher order error correction terms making up the third term on the right-hand side of (3.4). For example, in a system with d = 2 the equations describing cointegration in the levels can contain cointegrating relations between the first differences.
We consider estimators of the cointegrating coefficients appearing in the /th block of (3.2). Because the errors {vl) in (3.4) are uncorrelated with the variables on the right-hand side of (3.4), (3.4) constitutes a correctly specified regression equation. We therefore consider estimators based on this regression equation. To construct a feasible estimator, we will assume that djm(L), m = 1,... ., -1 are finitely parameterized. Specifically, we make the following assumption. (1), 4 t, Z is 1(2), Z6 t2, and so forth. In general E'1z'z7' is O9(T'-1) for i > 2. Using the approach in Sims, Stock, and Watson (1990 , 2Johansen (1988b Note that P(L) must be finitely parameterized to implement the DGLS estimator. Although this is not strictly needed to compute the DOLS estimator, l,, = cl(1)cl(1)' must be consistently estimated to construct WOLS, which in practice entails estimating a parametric or truncated approximation to Qll.
The asymptotic equivalence of the DOLS and DGLS estimators of 8 * (Theorem 2(b)) is a consequence of the trends in zt: for m > 2 the GLS-transformed regressors are asymptotically collinear with their untransformed counterparts. This result extends the familiar result for the case of a constant and polynomial time trend (Grenander and Rosenblatt (1957) 
EXAMPLES
The following examples explore specification and inference with DOLS and DGLS in I(2) systems. To simplify exposition, all deterministic terms are omitted and their coefficients are taken to be zero. From (3.2), the general I(2) model is . Two serial correlation-robust estimators of the covariance matrix of the DOLS estimator were considered, one using a weighted sum of the autocovariances of the errors (DOLS1), the second using an autoregressive spectral estimator (DOLS2). To make results invariant to initial conditions for the level of yt, a constant was included in all estimation procedures. All of the estimators relied on lead and lag lengths that depended only on sample size. This makes it possible to examine the consequences of overparameterization and truncation bias without the complications which would arise with data dependent lag lengths. The details of the construction of the estimators are given in the notes to Table I. The design (6.1) parsimoniously nests several important special cases. First (Case A), when all elements of P except 01P equal zero and L; is diagonal, ytJ is strictly exogenous in (6.1b) and SOLS is the MLE (except that the zero intercept is not imposed). In this case, all the efficient estimators are asymptotically equivalent to SOLS, although they estimate nuisance parameters that in fact are zero. Second (Case B), if the second column of P is zero, but '21 A 0 or I, is not diagonal or both, then SOLS is no longer the MLE and does not have an asymptotic mixed normal distribution, but the DOLS, DGLS, and JOH estimators are correctly specified and are asymptotically MLE's (again except for the estimation of some parameters which have true values zero). In this case, PBSR and PHFM are efficient if interpreted semiparametrically. Third (Case C), for general (P and L;, JOH with one lag of Ay, is the MLE and DOLS, DGLS, PBSR, and PHFM are asymptotically efficient when interpreted semiparametrically.
Results for Cases A, B, and C are reported in the respective panels of Table I Case C (i, X; unrestricted) introduces two additional parameters, and it is beyond the scope of this investigation to explore all aspects of this case. Rather, it is examined by generating data from a model relevant to the empirical analysis in Section 7, specifically a bivariate model of log Ml velocity (v) and the commercial paper rate (r), estimated using annual data from 1904-1989 (earlier observations were used for initial lags) imposing a long-run interest semielasticity of .10. The data are discussed in Section 7. While this simple model does not provide a full characterization of these data-that is the subject of Section 7-it is a useful way to calibrate the Monte Carlo design so that it informs our subsequent empirical analysis. The estimated VAR(1) for the triangular system (Avt, vt -.10rt) is reported in panel C of Table I . The results for this system indicate large bias in SOLS and, to a lesser extent, in DGLS, PBSR, and PHFM. DOLS exhibits less bias and, not surprisingly because it is the (overparameterized) MLE in this system, JOH is essentially unbiased. The dispersion Notes: Bias (6) and o-(b) are the Monte Carlo bias and standard deviation of 6, respectively. t.o5 and t.95 are the empirical 5% and 95% critical values of the t ratios, and P(W> 3.84) is the percent rejections at the asymptotic 5% level of the test statistic testing 6 = 00 which, for all but JOH, is the square of the t statistic, and for JOH is the likelihood ratio statistic. 5000 Monte Carlo replications were used. The number of observations (100 and 300) refer to the span of the regressions; 100 startup observations, plus terminal conditions as needed, were also generated. All regressions included a constant in addition to the terms listed below. where k = 2 for T= 100, k = 3 for T= 300. The covariance matrix is estimated by averaging the first r error autocovariances using the Bartlett kernel, where r = 5 for T= 100, r= 8 for T= 300.
DOLS2-Same as DOLS1 except that the covariance matrix is estimated by an autoregressive spectral estimator with 2 lags for T = 100, 3 lags for T = 300. DGLS-Dynamic GLS regression of y, on (Y1, Ayl,A yl ? 1, . A y k), where k = 2 for T = 100, k = 3 for T = 300. The errors were modeled as an AR(2) for T = 100 and AR(3) for T= 300.
PBSR-Phillips (1991b) band spectral regression, where the spectral density at frequency zero was estimated using the Bartlett kernel with 5 lead and lags for T = 100 and 8 lead and lags for T = 300.
PHFM - Fourth, the PBSR and PHFM bias has the same sign as, but is somewhat less than, the SOLS bias. A possible explanation is that both PBSR and PHFM rely on initial biased SOLS estimates of 0, which results in inaccurate spectral density estimates subsequently used to compute PBSR and PHFM. Fifth, for Case C (where the error is highly serially correlated) the autoregressive spectral estimator used in DOLS2 produces a more normally-distributed t statistic than does the kernel estimator used in DOLS1. Sixth, tripling the sample size noticeably improves the quality of the asymptotic approximations.
These results suggest four conclusions. First, each estimator (except the correctly-specified JOH) has substantial bias in at least some of the simulations, although the bias is in each case less than for SOLS: no single estimator is. a panacea. Second, the distributions of the t ratios tend to be spread out relative to the normal distribution, suggesting that the usual confidence intervals will Estimates for the four-variable system are reported in Table II for these three specifications. The sample periods in Table II Notes: di(L) = Sk kdijLJ , where k is the number of leads and lags listed in the fourth column. Standard errors are in parentheses. An AR(2) error process was used to implement the GLS transformation for the DGLS estimator and to estimate the DOLS covariance matrix when k = 2, and an AR(3) was used for k = 3. The shorter regression periods for k = 3 than for k = 2, and for specifications II and III than for specification I, allow for necessary initial and terminal conditions (leads and lags). income elasticities and comparable interest elasticities than over the full sample, but the differences are slight. In sharp contrast to the first-half estimates, the postwar estimates in Table III The final set of estimates refer to the system (m -p, y, r*), where r* is the commercial paper rate passed through a low-pass filter; the results in Table III Table I ). JOH(k) is the JOH estimator evaluated using k lagged first differences. JOH(3) was computed over regression dates 1904-1987, 1904-1945, and 1946-1987 under the risk-neutral theory of the term structure, is an average of current and expected future short rates. The empirical money demand literature is inconclusive on whether a long-or short-term interest rate is more appropriate. Because there is no consistent risk-free long-term rate with constant tax treatment over the full sample, using r* provides a way to compare specifications with long-term and short-term rates. Although the full-sample estimates (not tabulated here) change little using r*, using r* rather than r changes the postwar estimates substantially. The postwar OLS, DOLS, DGLS, PBSR, and PHFM elasticities and (except for DGLS) standard errors are all larger using r*. The JOH and NLLS estimates are quite sensitive to using r* rather than r, and the differences across estimators remain.
The differences between the prewar and postwar estimates raise the possibility that there has been a shift in the long-run money demand relation. To evaluate this and to ascertain the source of the instability in the postwar point estimates, we examine four related pieces of evidence. The first consists of formal tests of the null hypothesis of a constant cointegrating relation, against the alternative of different cointegrating vectors over 1900-1945 and 1946-1989 , under the maintained hypothesis that the parameters describing the short-run relations are constant. These tests, implemented using the DOLS estimator and summarized in panel B of Table III, Table III are robust to changes in the details of the computation of each of the estimators, in particular: using a Bartlett kernel with 7 lags for PBSR and PHFM, using. 3 rather than 2 leads and lags for DOLS and DGLS, and using 1 rather than 2 or 3 lags for JOH. The only exception is the postwar instability of the JOH estimates, as discussed below. 8 The statistics in Table IIIB is 0.166 over 1946-1987) .
Third, 95% confidence regions for (OY, Or) estimated using DOLS over the full sample, the first half, and the second half using r* overlap, and the DOLS region computed using r over 1946-1987 nearly overlaps, near the full-sample DOLS estimates of (.970, -.101). Because Wald statistics testing hypotheses about (oy 1Or) using the efficient estimators have large-sample x2 distributions, standard formulae can be used to construct confidence ellipses for (Oys or). The estimators for the two subsamples are independent asymptotically (but not in finite samples because of short-run dependence in the data and the presence of initial and terminal leads and lags). Confidence sets for the subsamples in Table  III are plotted in Figure 2a-2d for, respectively, the DOLS, DGLS, PBSR, and PHFM estimators. In almost all cases, the major axes of the prewar and postwar ellipses are approximately orthogonal and the confidence region for the full sample is much smaller than for either half. Comparing the DOLS with the other confidence regions, however, produces two qualitative differences. First, the postwar DGLS region computed using r has different axes and location than the other postwar regions. This arises because the estimated GLS transformation for DGLS approximately differences the postwar data (the estimated AR(2) filter is 1 -1.39L + .41L2). In effect, this DGLS point estimate is determined by covariances between first differences of the data, not their levels, which leads us to conclude that this DGLS estimator is not estimating a cointegrating relation. Second, although the DOLS confidence sets contain or nearly contain (.970, -.101), the postwar sets constructed using the other estimators do not. This might correctly reflect better finite-sample precision of these estimators relative to DOLS. Alternatively, because the postwar regions are based on only 42 observations, the postwar regions for DGLS, PBSR, PHFM, and perhaps DOLS, might overstate the precision of these estimators. To investigate these possibilities, we performed an additional Monte Carlo experiment to check the empirical confidence coefficient of asymptotic 95% confidence intervals based on these estimators. Specifically, 42 observations of Gaussian pseudo-data (plus initial conditions) were generated from a trivariate VECM(2), estimated using the full sample with (m -p, y, r) (including a constant) imposing the full-sample DOLS elasticities (.970, -.101). Wald statistics testing these values of (Oy Or) were constructed using the same kernels, number of lags, etc. as in Table III The fourth piece of evidence concerns the most extreme of the postwar estimates, the JOH estimates, and the instability of the JOH estimator with respect to the subsample. For example, for samples ending in 1987 and starting  in 1940, 1942, 1944, 1948, and 1950, the JOH(2) estimates of OY are respectively  0.04, -0.36, 0.89, 0.56, and 1.33 . The postwar VECM likelihood for JOH(3) in Table IIIA , concentrated to be a function of (Oys Or), is bimodal for both the (m -p, y, r) and (m -p, y, r*) data sets. Inspection of the concentrated likelihood, plotted in Figure 3 for the (m -p, y, r) data set, yields two conclusions: that the JOH MLE's for 2 and 3 lags lie on a ridge that corresponds to the major axis of the postwar confidence ellipses in Figure 2 , and that the likelihood is not well approximated as a quadratic. The shape of this surface is typical for JOH estimators for starting dates ranging from 1940 to 1950. This ridge in the likelihood therefore explains, in a mechanical sense, the sensitivity of the JOH estimates in Table III Oyt or) ; the resulting estimators are 1.00 and -.147, respectively, strikingly close to the full-sample efficient estimates. This "trend line" analysis emphasizes three conclusions from the more formal results. First, because the efficient estimators of cointegrating vectors exploit this same low-frequency information, albeit in a more sophisticated way, the sampling uncertainty of the full-sample estimates is considerably less than that based on the prewar and especially the postwar data. Second, several such trend lines (or low frequency movements) can be seen in the prewar sample, resulting in tighter prewar than postwar confidence regions. 9 Increasing the number of lags and kernel length does not appreciably improve the coverage rates, although increasing the number of observations does. For autoregressive lag length 4 and kernel truncation lag 7 (Bartlett kernel) and 42 observations, the DOLS, DGLS, PBSR, PHFM, and JOH coverage rates (for asymptotic 95% regions) are: 52%, 46%, 45%, 14%, and 53%. For 250 observations and the same lag lengths, the respective empirical coverage rates improve to: 83%, 62%, 61%, 44%, and 87%. These results are based on 1000 Monte Carlo replications. The low coverage rates in this trivariate system, particularly for PHFM, are consistent with the size distortions in the P(W> 3.84) columns of Table I, Notes: NLLS and JOH used 8 lagged differences of the variables; DOLS and DGLS used 8 leads and lags of the first differences in the regressions. An AR(6) error was used for DGLS and for the calculation of the standard errors for DOLS. The frequency zero spectral estimators required for PBSR and PHFM were computed using a Bartlett kernel with 18 (monthly) lags. All regressions included a constant. The "Commercial Paper* rate was constructed using the Kalman filter as described in footnote 6 in the text.
paper rate. The estimates are stable across the choice of interest rate (the exception is the DGLS estimates, for which GLS effectively first-differences the data, as in the postwar annual estimates). The point estimates agree closely with Baba, Hendry, and Starr's (1992) NLLS estimate of .5 obtained over 1960-1988, strikingly so since Baba, Hendry, and Starr (1992) used GNP rather than personal income, quarterly rather than monthly data, and several additional regressors designed to account for shifts in short-run money demand relation. They are also comparable to Hoffman and Rasche's (1991) JOH results based on Ml, personal income, and 90-day T-Bill data for 1953-1988; the difference between their income elasticity of .78 and the JOH estimate in Table IV for 60:1-88:6 (.46) mainly arises from our use of levels and their use of logarithms of the interest rate.
The relative stability of these estimates across estimators and initial dates contrasts with the results based on postwar annual data. Further examination, however, reveals that the monthly results are quite sensitive to the final regression date. For example, JOH estimates of the income elasticity, estimated over 60:1 to the last month in each quarter from March 1984 through June 1988 using the commercial paper rate (8 lags), range from -3.00 to 3.54; for the NLLS estimator, this range is .29 to 1.08. When computed over 60:1-78:12, the JOH, NLLS, and DOLS income elasticities are -.27, -.13, and .11. Comparable instability is present for each of the interest rates studied in Table IV , whether in logarithms or in levels. Because we do not provide uniform critical values for tests based on these "recursive" estimates, they do not provide formal evidence on the stability of the cointegrating vector estimated with the postwar data. Still, this sensitivity to terminal regression dates is consistent with our conclusions from the annual data. That is, the data from 1950 to 1982 are dominated by the single upward trend in real balances, income, and interest rates, which results in income and interest elasticity estimates which are highly negatively correlated and are imprecisely estimated, except that they must lie on the trend line which determines their ratio. Only when the most recent data are used-the data since 1982 follow a second trend (increasing income, declining velocity, and interest rates)-are the estimates more precise with values that are comparable across estimators.
C. Discussion and summary. Our analysis has relied heavily on asymptotic distribution theory to construct formal confidence regions and tests, and the estimation procedures typically entail the estimation of many nuisance parameters relative to the sample size. This and the Monte Carlo evidence leads us to suspect that the asymptotic standard errors reported here overstate the precision of the estimated elasticities, at least for the postwar data. Also, of course, this work has not examined the long-run demand for other monetary quantity aggregates.
Even with these caveats, these results suggest three conclusions. We suspect that the postwar standard errors understate the sampling variability, particularly for the monthly results, both because of the evident sensitivity to terminal dates and because of Monte Carlo evidence in Sections 6 and 7A that the asymptotic distributions provide poor approximations to the postwar sampling distributions in designs that approximate the empirical multivariate models.
CONCLUSIONS
As do other asymptotically efficient estimators of cointegrating vectors, the procedures proposed here require at least partial knowledge of which variables cointegrate and of the orders of integration of individual series. With currently available techniques, this entails pretesting for unit roots or, when possible, relying on economic theory for guidance. A plausible suspicion is that this pretesting introduces additional sampling uncertainty, at least in finite samples, beyond that which is formally studied here. It is worth emphasizing, however, that one advantage of our estimators is that Wald statistics testing restrictions on the cointegrating vectors will have asymptotic x2 distributions under a variety of assumptions about the orders of integration of the various estimators. This feature made it possible to perform inference on the price and interest elasticities in long run nominal money demand, relating log nominal Ml to the log price level, log income, and the interest rate, even though the evidence was inconclusive about whether money and prices were individually integrated of orders one or two.
Our emphasis has been on inference about the cointegrating relations, and the proposed estimators treat the parameters describing the short-run dynamics of the process as nuisance parameters. In many applications, however, the short-run dynamics are of independent or even primary interest. For example, much of the empirical money demand literature has focused on the search for a stable short-run money demand function. In such cases, these efficient estimators can be used in subsequent stages of the analysis by imposing the estimated cointegrating vectors, for example in a variant of the triangular form (Campbell (1987) , Campbell and Shiller (1987, 1989) (zr', m = 1, 3,..., 21 -1) , it suffices to show this for the canonical regressor with the highest possible order of integration. That regressor has the representation z21-1 = M -Adyt for some matrix M+. To simplify the expressions we omit initial conditions and deterministic terms. Then, from (3.1), zt11 can be written The results obtain by using Li -1 = (L -1)EdL-oL', j > 1, and collecting terms.
Q.E.D. Interest rates: The annual data are the rate on commercial paper. For 1947-1989, we used the 6-month commercial paper rate (Citibase Series FYCP). The monthly data were averaged to obtain annual observations. Prior to 1947, we used Lucas' (1988) data (Friedman and Schwartz (1982 , Table  4 .8, column 6)). For our analysis of the postwar monthly data, we also used the 90-day U.S. Treasury bill rate (Citibase Series FYGM3) and the 10-year U.S. Treasury bond rate (Citibase series FYGT10).
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