Here we consider the possible bulk and shear moduli of planar polycrystals built from a single crystal in various orientations. Previous work gave a complete characterization for crystals with orthotropic symmetry. Specifically, bounds were derived separately on the effective bulk and shear moduli, thus confining the effective moduli to lie within a rectangle in the (bulk, shear) plane. It was established that every point in this rectangle could be realized by an appropriate hierarchical laminate microgeometry, with the crystal taking different orientations in the layers, and the layers themselves being in different orientations. The bounds are easily extended to crystals with no special symmetry, but the path to constructing microgeometries that achieve every point in the rectangle defined by the bounds is considerably more difficult. We show that two of the four corners of the box are always attained by hierarchical laminates. For the other two corners we present an algorithm for generating hierarchical laminates that attain them, but it is not yet clear whether this algorithm always succeeds, and hence whether all points in the rectangle are always attained. The microstructures we use have at their core hierarchical laminate geometries that have a sort of self-similar microstructure, in the sense that the microstructure on one length scale is a rotation and rescaling of that on a smaller length scale.
Introduction
This paper is a sequel to the work of Avellaneda et.al. [5] where a complete characterization was given of the possible bulk and shear moduli, κ * and µ * , of planar polycrystals built from a single orthotropic crystal. This was done by first finding bounds separately on κ * and µ * which thus define a rectangular box in the (κ * , µ * )-plane of feasible moduli. Then polycrystal geometries were found that attain all points in the box. Our objective is to extend this work to allow polycrystals built from crystals that are not orthotropic. The extension of the bounds is straightforward, so the main new ingredient is the identification of the geometries that attain them. We will see that these geometries are highly non-trivial, being infinite rank laminates with a type of self-similar structure, resembling three-dimensional polycrystal geometries constructed by Nesi and Milton [33] built from a biaxial crystal and having the lowest possible effective conductivity (see also [39, 11] where related construction schemes occur in the context of convexification problems). Our analysis here proceeds in a similar fashion to that paper. A judicious choice of basis allows us to reformulate the problem as a problem of seeking trajectories in the complex plane, having a prescribed form, that pass through a given point and which self-intersect (with the given point not being on the loop in the trajectory).
The key idea is to look for geometries such that the associated fields satisfy the attainability conditions for the bounds. This approach has been used time and again to construct microgeometries attaining bounds derived from variational principles, or variational inequalities: for example, it was used in [24, 43, 30, 44, 16, 17, 14, 36, 1, 2, 20] to find two-component and multicomponent microgeometries attaining the Hashin-Shtrikman conductivity and bulk modulus bounds; to show that "coated laminate" geometries with an isotropic effective elasticity tensor simultaneously attain the two-phase Hashin-Shtrikman bulk and shear modulus bounds [26] (as independently explicitly established in [34, 13] ); to show that infinite rank laminates attain the lower bound on the conductivity of an a three-dimensional polycrystal [33] ; to show that two-phase isotropic geometries attaining the Hashin-Shtrikman conductivity bounds necessarily also attain the Hashin-Shtrikman bulk modulus bounds [15] (as also shown implicitly in [23] and explicitly in [10] ) and to extend this result to anisotropic composites of two possibly anisotropic phases; and to obtain laminate polycrystal geometries attaining the Voigt and Reuss bounds on the effective bulk modulus [7] . One popular approach to obtaining bounds from variational principles is the translation method, or method of compensated compactness, of Tartar and Murat [37, 32, 38] and Lurie and Cherkaev [21, 22] (see also the books [41, 12, 25, 40] ). Explicit attainability conditions on the fields for these bounds are presented in sections 25.3 and 25.4 of [25] . Following [7] and [33] we will see that it suffices to look for fields meeting the attainabilty conditions and the appropriate differential constraints: the associated microgeometry then follows immediately from the layout of these fields.
Referring to figure 1, we will first prove attainability of points A and D. Due to the complexity of the problem, we do not yet have a proof that points B and C are always attained, but we do have an algorithm for finding geometries that attain them: whether this algorithm always works requires further investigation. In the case where all four points A, B, C, and D are attained, the procedure for finding microgeometries that attain any point within the rectangle is exactly the same as that given in Section 4.1 of [5] . These arguments additionally imply that if only the points A and D are attained, then all points along the line segment joining A and D are also attained.
Part of the motivation for considering this problem is the renewed interest [19, 4, 45, 9, 35, 46] in the range of possible bulk and shear moduli of isotropic composites of two isotropic phases, both for planar elasticity and in the full three dimensional case, adding to earlier works reviewed in the books [12, 25, 3, 42, 40] . (There has also been work on the range of effective elasticity tensors for anisotropic composites, as surveyed in these books, with recent advances in the papers [27, 29, 28] ). This interest has been driven by the advent of 3d-printing that allows one to produce tailor made microstructures. In exploring this range it is easier to produce structures with anisotropic effective elasticity tensors. One can convert them into microstructures with isotropic elasticity tensors by making polycrystals of the anisotropic structures (with the length scales in the polycrystal being much large than the length scales in the anisotropic structures so that one can apply homogenization theory). In doing this one is faced with the question of determining the possible effective bulk and shear moduli of the polycrystal. 
We show that the points A and D are attained, and we provide algorithms for finding microstructures that attain the points B and C, though it is not yet clear that these algorithms always work.
Preliminaries
The planar linear elasticity equations in a periodic polycrystal take the form
where σ(x), (x) and u(x) are the stress, strain, and displacement field, and the elasticity fourth order tensor field C(x) takes the form
where C 0 is the elasticity tensor of the original crystal and the periodic rotation field R(x) determines its orientation throughout the polycrystal.
If we look for solutions where σ(x) and (x) have the same periodicity as the composite, then their average values are linearly related, and this linear relation:
determines the effective elasticity tensor C * . Here, and thereafter, the angular brackets · denote a volume average over the unit cell of periodicity. If we test the material against two applied shears
then there will be two resulting stress, strain, and displacement fields, σ (i) (x), (i) (x) and u (i) (x), i = 1, 2. This motivates the introduction of complex fields
5) and then the equations (2.1) will still hold with the elasticity tensor being real.
Using the elasticity equations and integration by parts, one sees that
where the overline denotes complex conjugation, S(x) = [C(x)] −1 and S * = [C * ] −1 are the local and effective compliance tensors (and the inverse is on the space of symmetric matrices) and the colon : denotes a double contraction of indices,
We take an orthonormal basis
(2.8) In this basis, the identity matrix I = ρ 3 + ρ 4 is represented by the vector
Under a rotation R θ anticlockwise by an angle θ the matrix ρ 1 transforms to
(2.10) and by taking complex conjugates we see that ρ 2 transforms to ρ 2 = e −i2θ ρ 2 , while ρ 3 , and ρ 4 are clearly rotationally invariant. Thus, in the basis (2.8), R θ is represented by the matrix
(2.11)
An isotropic effective elastic tensor is represented by the matrix
(2.12)
Note that the tensors C 0 and S 0 = [C 0 ] are represented by Hermitian rather than real matrices, because the basis (2.8) consists of complex matrices. If we layer two materials in direction n = (0, 1) then the differences σ 1 − σ 2 in stress, F 1 − F 2 in displacement gradient, and 1 − 2 in strain across the interface must satisfy the jump conditions:
where t = (1, 0) is parallel to the layer interface. This implies, that in the basis (2.8), these jumps must be of the form
(2.14)
Now, consider a periodic field F(x) = ∇u(x). It has Fourier components 17) in which k = k 1 + ik 2 and k = k 1 − ik 2 . Here and thereafter the overline will denote complex conjugation.
On the other hand, if a periodic field τ (x) is divergence free, ∇ · τ = 0, then its Fourier components take the form
So τ (k) is represented by the vector
(2.20)
Bounds and their attainability
The lower bound on the bulk modulus is the Reuss-Hill bound [18] ,
and e can be chosen to be symmetric. Defining κ − * = 1/k we then have the lower bound κ * ≥ κ − * More generally we have the bound I : S * I ≤ k. This bound will be attained [7] if we can find a rotation field R θ(x) such that
is a periodic strain field, i.e. the symmetrized gradient of a vector field. Then we take as our polycrystal the material with in the basis (2.8) an elasticity tensor
so that
In other words, the elasticity equations are solved with a stress I that is constant. Now suppose we can find a fourth-order tensor T, called the translation, such that F : TF ≥ F : T F (3.5) for all periodic displacement gradients F = ∇u. Then if C(x) ≥ T for all x, the first identity in (2.6) implies
where F = ∇u is periodic, and u(x) solves the elasticity equations (2.1). Note that in (2.6) we have replaced by F = ∇u since C and C * annihilate the antisymmetric parts of F and F . Thus we are left with the inequality C * − T ≥ 0, which is the comparison bound [6] , a special case of the translation method, or method of compensated compactness, of Tartar and Murat [37, 32, 38] and Lurie and Cherkaev [21, 22] for bounding the effective tensors of composites. Similarly, suppose one can find a translation T such that
for all periodic fields σ such that ∇ · σ = 0. Then if, for all x, S(x) ≥ T on the space of symmetric matrices, the second identity in (2.6) implies
where the periodic stress field σ(x) solves the elasticity equations (2.1). Thus on the space of symmetric matrices we are left with the comparison bound S * − T ≥ 0. Observe that (3.5) is satisfied as in equality if T maps displacement gradients to divergence free fields, and (3.7) is satisfied as in equality if, conversely, T maps divergence free fields to displacement gradients. In these cases the quadratic form associated with T is a null-Lagrangian [31, 8] .
An upper bound on the effective bulk modulus is obtained using the translation represented by the matrix
which is rotationally invariant. One can easily check that T 0 maps fields of the form (2.20) to those of the form (2.17) and thus maps divergence free fields to displacement gradients, ensuring equality in (3.7). We choose t 0 > 0 so that
and then the upper bound on the effective bulk modulus is obtained from the inequality S * − T 0 ≥ 0 which implies
In practice we accomplish this taking t 0 to be the lowest positive root of the equation det(I − C 0 T 0 ) = 0. There then exists a vector c such that
in which c and T 0 c both represent real symmetric matrices. Then c 2 = c 1 and c 3 = c 4 is real, and if the latter is nonzero we may normalize c so that c 3 = c 4 = 1. Then inequality that
implies |c 1 | ≤ 1. The bound S * − T ≥ 0 will be attained if we can find a divergence free stress field σ(x) that in the basis (2.8) takes the form
Then by the properties of T, F(x) = Tσ(x) is a displacement gradient and
Taking a polycrystal with in the basis (2.8) an elasticity tensor
we see, using (3.23), that
(3.17) As the fields F(x) and σ(x) solve the constitutive relation, and the differential constraints, their averages are related by the effective elasticity tensor C * :
and taking averages of both sides of F(x) = Tσ(x) gives
So the bound S * − T ≥ 0 is attained. Bounds on the effective shear modulus are obtained using the translation represented by the matrix First, to obtain an upper bound on µ * we require that t 1 and t 2 be chosen such that
Among pairs (t 1 , t 2 ) satisfying this, we select the pair having the maximal value of t 1 , since the bounds S * − T ≥ 0 imply
Defining this maximum value of t 1 to be 1/(2µ + * ) we then have the upper bound µ * ≤ µ + * . In practice we find µ + * by taking in the (t 1 , t 2 ) plane the simply connected loop of the curve det(I − C 0 T) = 0 that is closest to the origin, and surrounds it, and finding the maximal value of t 1 along this curve. There then exists a vector v such that v = C 0 Tv. 
where v 3 = v 4 because stresses are symmetric matrices. Assuming v 3 = v 4 is non-zero we may normalize v so that v 3 = v 4 = 1.
Consider adding to S 0 − T a perturbing matrix
to form a new matrix S 0 − T + ∆. Note that the quadratic form associated with T − ∆ is a null-Lagrangian and we are in effect just perturbing t 1 and t 2 . The corresponding change in the lowest eigenvalue is v † ∆v and the new bound becomes 1/(2µ * ) ≥ t 1 + 1 which will be better than the old bound if 1 > 0 and is valid for small 1 > 0 provided v † ∆v > 0, i.e. provided S 0 − T + ∆ remains positive definite. To avoid a contradiction we must have that for all small 1 > 0 and 2 (not necessarily positive),
Assuming v 3 = v 4 = 1 this implies |v 1 | > 1 and |v 2 | = 1. We are free to rotate v, by applying R φ to it, so that e −i2φ v 2 = −1. Accordingly, we replace S 0 by the compliance tensor of the rotated crystal, which we redefine as our new S 0 that then has an associated value
The bound S * − T ≥ 0 will be attained if we can find a divergence free stress field σ(x) that in the basis (2.8) takes the form
Then, with C(x) given by (3.16) , the same argument as in (3.14)- (3.19) applies. Second, to obtain a lower bound on µ * we require that t 1 and t 2 be chosen such that
Among such pairs (t 1 , t 2 ) satisfying this we select the pair having the maximal value of t 1 , since the bounds
Defining this maximum value of t 1 to be 2µ − * , we then have the lower bound µ * ≥ µ − * . Finding µ − * is accomplished by taking, in the (t 1 , t 2 ) plane, the simply connected loop of the curve det(C 0 − T) = 0 that is closest to the origin, and surrounds it, and finding the maximal value of t 1 along this curve. There then exists a vector w such that C 0 w = Tw, (3.30) in which Tw must be a symmetric matrix. Here w represents a displacement gradient and in the basis (2.8) has the representation
where t 1 w 3 = t 2 w 4 because Tw must be a symmetric matrix. Assuming w 4 is non-zero we may normalize w so that w 3 = t 2 /t 1 and w 4 = 1.
By adding to C 0 − T a perturbing matrix
to form a new matrix C 0 − T + ∆. Note that the quadratic form associated with T − ∆ is a null-Lagrangian and we are in effect just perturbing t 1 and t 2 . The corresponding change in the lowest eigenvalue is w † ∆w and the new bound becomes µ * > (t 1 + 1 )/2 which will be better than the old bound if 1 > 0 and is valid for small 1 > 0 provided w † ∆w > 0, i.e. provided C 0 − T + ∆ remains positive definite. To avoid a contradiction we must have that for all small 1 > 0 and 2 (not necessarily positive),
Assuming w 3 = t 2 /t 1 and w 4 = 1 this implies |w 1 | > |t 2 /t 1 | and |w 2 | = 1. We are free to rotate w, by applying R φ to it, so that e −i2φ w 2 = 1. Accordingly, we replace S 0 by the compliance tensor of the rotated crystal, which we redefine as our new S 0 that then has an associated value w 2 = 1 (with w 3 = t 2 /t 1 and w 4 = 1). The bounds will be attained if we can find a displacement gradient F(x) that in the basis (2.8) takes the form
Then by the properties of T and w, σ(x) = TF(x) is a divergence free and symmetric, i.e. it represents a stress field. Also we have
Taking a polycrystal with in the basis (2.8) the elasticity tensor (3.3), we see, using (3.30) , that
(3.36) As the fields F(x) and σ(x) solve the constitutive relation, and the differential constraints, their averages are related by the effective elasticity tensor C * :
and taking averages of both sides of σ(x) = TF(x) gives
So the bound C * − T ≥ 0 is attained.
Simultaneous attainabilty of the lower bulk modulus and upper shear modulus bounds (point A)
We look for geometries having a possibly anisotropic effective compliance tensor S such that for some v = 0 and e , each representing symmetric matrices, The last inequality in (3.22) , with 1/κ * = k (so that the bulk modulus is attained), implies λ ≥ 0. We can think of any material attaining the bounds as being parameterized by the complex number e 1 . In terms of it (4.4) implies Now let us further assume that C has orthotropic symmetry which implies that e 1 is real (and hence v 1 = (e 1 − λ)/e 1 is also real). We consider a layering in direction n = (0, 1) of the two stress matrices
These will be compatible if their difference
is of the form (2.14) . Assuming θ = 0, this will be the case if
giving
(4.10)
Note that as θ is real y = cos 2θ must lie between 1 and −1. In fact we need 11) to ensure that the constraint |v 1 | ≥ 1 is satisfied. The average field will then be
(4.12)
At the same time, in connection with the bulk modulus Voigt bounds, we layer in direction n = (0, 1) the two strain matrices
which are compatible since t · ( 1 − 2 )t = 0 with t = (1, 0). This produces the average displacement gradient
We next normalize and rotate the average fields, using the rotation
with
(4.17) One can double check that the identity e 1 v 1 − e 1 = −λ holds, as it should. In terms of y = cos 2θ and τ the expression for e 1 becomes
where we have used (4.10).
Values of τ such that τ 2 ≤ (1−y)/(1+y) = (tan θ) 2 which thus correspond to values of p between 0 and 1 are interesting in that we obtain an optimal composite that is polycrystal laminate of an orthotropic material built from two reflected orientations about the layering direction. Values of τ such that τ 2 ≥ (1 − y)/(1 + y) mean that we can optimally layer a rotated material corresponding to the value e 1 with a rotated orthotropic material to obtain a composite having an effective tensor that is a different rotation of the same orthotropic material. In this laminate we can repeatedly replace the rotated orthotropic material with a rotated laminate of the material corresponding to the value e 1 and the same orthotropic material in an appropriate orientation. Doing this ad infinitum so that the orthotropic material occupies a vanishingly small volume fraction, we obtain a polycrystal of the material corresponding to the value e 1 that has an orthotropic effective tensor corresponding to the value e 1 .
The question is now: what is the range of values taken by e 1 as y and τ range over the set
The line y = −1/2, parameterized by τ , is rather singular as the whole line gets mapped to e 1 = 0. So rather than considering the image of the set Σ, let us consider the image of the two sets
Our aim is to show that e 1 (y, τ ) maps Σ 1 ∪ Σ 2 to the set Ω = {e 1 | Re(e 1 ) ≤ λ/2, Re(e 1 ) = 0, Im(e 1 ) = 0} (4.21)
in a one-to-one and onto (bijective) fashion. From ( Thus Im(e 1 ) is arbitrarily large and Re(e 1 ) ranges from λ/2 to minus infinity as y varies from −1 to 0. In region Σ 1 when τ is large and y is close to −1, suppose that τ 2 − (1 − y)/(1 + y) scales in proportion to τ , i.e. τ 2 − (1 − y)/(1 + y) = h|τ |, with for some h > 0. Then from (4.22) it follows that
Re(e 1 ) ≈ λ/2, Im(e 1 ) ≈ −λhτ /(2|τ |). (4.27) In other words, Re(e 1 ) can be arbitrarily large, while Im(e 1 ) can take any desired value.
To check if the mapping is locally one-to-one (injective), we look at the derivatives,
and their arguments,
Clearly both derivatives in (4.28) are non-zero in the regions Σ 1 and Σ 2 (but de 1 /dτ is zero along the line y = −1/2). Also, from the inequality
] > 0 (4. 30) we see that arg(de 1 /dy) = arg(de 1 /dτ ). Thus the mapping is locally one-toone. This completes the proof that e 1 (y, τ ) maps Σ 1 ∪Σ 2 to Ω in a one-to-one and onto fashion (i.e. it is a bijective mapping). Note also that Ω includes all e 1 that correspond to positive definite C 0 , excluding those positive definite C 0 that have Re(e 1 ) = 0 or Im(e 1 ) = 0. In practice, given e 1 we can find τ and θ by solving
The first equation can be easily solved for τ in terms of y, and then substituted in the second equation which can then be numerically solved for y. One picks the value of y satisfying (4.11) that has an associated value of τ satisfying τ 2 ≥ (1 − y)/(1 + y). Now given a fourth-order elasticity tensor C 0 that is positive definite on the space of symmetric matrices, and which is identified by the complex number e 1 , we need to show that there is a C with orthotropic symmetry that is also positive definite on the space of symmetric matrices, and which is identified by the complex number e 1 . To do this we introduce a "mirror material" with elasticity tensor C M 0 obtained by reflecting C 0 about the x 1 axis. Under the reflection x 1 → −x 1 the basis vectors ρ 1 , ρ 2 , ρ 3 , and ρ 4 transform to ρ 2 , ρ 1 , ρ 4 , and ρ 3 respectively. Hence the identityṽ = C M 0 Tṽ will be satisfied by a matrixṽ that has the vector representatioñ
where the v i are the elements of the vector v satisfying v = C 0 Tv. However, this is not the vector we want as |ṽ 1 /ṽ 2 | = |v 2 /v 1 | ≤ 1. However by taking complex conjugates of the identity 33) and noting that ρ 2 , ρ 1 , ρ 4 , and ρ 3 transform back to ρ 1 , ρ 2 , ρ 3 , and ρ 4 under complex conjugation, we see Similarly, the vector e gets replaced by its complex conjugate and hence C M 0 is represented by e 1 . Now our orthotropic material C represented by e can be regarded as a laminate of C 0 and C M 0 . As both of these are positive definite tensors on the space of symmetric matrices, so must be the orthotropic material. It may be the case that the elasticity tensor C M 0 is available as a constituent material. That happens when the rotations R(x) in (2.2) are not restricted to be proper rotations, but can include reflections as well (having det[R(x)] = −1). Then we do not require an infinite rank lamination scheme to obtain the orthotropic material C represented by e as it is a laminate of C 0 and C M 0 . The above argument avoids the difficult question as to what values of e 1 correspond to positive semidefinite elasticity tensors C. Certainly the positivity of v † · S 0 v = v † · Tv with |v 2 | = v 3 = v 4 = 1 implies |v 1 | 2 ≥ 1, and a tighter bound is obtained from the inequality
that holds for all complex α. It may be the case that even tighter bounds on e 1 are needed to guarantee that e 1 corresponds to a positive semidefinite elasticity tensor C. Fortunately, we do not need them.
Having obtained an orthotropic material attaining the bounds that corresponds to the point e 1 (with e 1 being real) we can follow the procedure in [5] to obtain an isotropic material attaining the bounds. More generally, it is easily seen that any value of e 1 inside the loop that self intersects at e 1 is attainable.
It remains to treat the special cases when e 1 is purely real or e 1 is purely imaginary. The first corresponds to an orthotropic material and is treated in [5] . In the second case, using the fact that e 1 = −e 1 and v 1 = (e 1 − λ)/e 1 = −1 + λ/e 1 , consider the fields As the differences
are of the same form as in (2.14) , the fields are compatible. Also σ 2 and 2 represent shear and hydrostatic fields in an isotropic medium with effective shear and bulk moduli µ + * and κ − * . So there exists a suitable lamination trajectory joining this isotropic effective medium with the original crystal. Using an infinite rank lamination scheme that corresponds to the effective medium approximation, similar to the one detailed at the beginning of section 4.2 of [5] , we conclude that the point A is attained even in these special cases. Note that this infinite rank lamination scheme is a limiting case of the infinite rank lamination scheme that attains points in Ω, in which the loop in the trajectory shrinks to zero.
Simultaneous attainabilty of the lower bulk modulus and lower shear modulus bounds (point D)
We look for geometries having a possibly anisotropic effective elasticity tensor C such that for some w = 0 and e , the latter representing a symmetric matrix, C − T ≥ 0, C w = Tw , I : e = k, C e = I. (5.1)
Ultimately C will represent an effective tensor of a polycrystal obtained from our starting material with elasticity tensor C 0 . As Tw = C w is a symmetric matrix, we have that
Also the definitions (5.1) imply e : Tw = e : C w = C e : w = I : w , 3) or equivalently, by normalization and by rotating and redefining C as necessary so that |w 1 | ≥ |t 2 /t 1 |, w 2 = 1, w 3 = t 2 /t 1 , w 4 = 1 and e 2 = e 1 , e 3 = e 4 = k/2, (5.4) (5.3) reduces to
Note that the last inequality in (3.29), with k = 1/κ * (so that the bulk modulus is attained), implies t 1 t 2 η ≥ 0. We can think of any material attaining the bounds as being parameterized by the complex number e 1 . In terms of it (4.4) implies Now let us further assume that C has orthotropic symmetry which implies that e 1 is real (and hence w 1 = (η − e 1 )t 2 /(t 1 e 1 ) is also real). We consider a layering in direction n = (0, 1) of the two displacement gradients
, where y = cos(2θ), (5.10) giving
Note that as θ is real y = cos 2θ must lie between 1 and −1 and in fact we need − 1 ≤ y ≤ 0, (5.12) to ensure that the constraint |w 1 | ≥ |t 2 /t 1 | is satisfied. The average field will then be
At the same time, in connection with the bulk modulus Voigt bounds, we layer in direction n = (0, 1) the two compatible strain matrices 1 = R θ e , and 2 = R −θ e , (5.14) to produce the average strain
(5.18)
One can double check that the identity t 1 e 1 w 1 /t 2 + e 1 = η holds, as it should.
In terms of y = cos 2θ and τ the expression for e 1 becomes
, (5.19) where we have used (5.11 We look for geometries having a possibly anisotropic effective compliance tensor S such that for some v = 0 and c = 0, each representing symmetric matrices,
Ultimately C will represent an effective tensor of a polycrystal obtained from our starting material with elasticity tensor C 0 . From these definitions we deduce that c : Tv = C T 0 c : Tv = c : T 0 v (6.2) or equivalently, by normalization and by rotating and redefining S as necessary so that
where
Note that the last inequality in (3.22) , with 1/κ * = 2t 0 (so that the bulk modulus is attained), implies that 2t 0 + t 1 + t 2 ≥ 0. Also, since t 0 and t 1 are both positive, we conclude that α 1 ≥ 0. We can think of any material attaining the bounds as being parameterized by the complex number c 1 . In terms of it (6.4) implies
and the constraint that |v 1 | ≥ 1 holds if and only if
This is automatically satisfied if |c 1 | ≤ 1. Now consider the lamination stress field trajectory 
where the real constant φ remains to be determined and τ parameterizes the trajectory. When τ = 0 these are the fields in a rotation of the original crystal, and the term proportional to τ represents a stress jump, of the same form as σ 1 − σ 2 in (2.14). We next normalize and rotate the average fields, using the rotation
Substituting these in (6.4) and using (6.10) and the relation α 1 + α 2 = 1 gives
Candidate values of θ are determined by the requirement that φ is real. Letting λ = 1/(1 + φτ ) the expression for the trajectory reduces to .14)). As each argument has a magnitude of at most π this can only be satisfied if both arguments have the same sign so that both motions are in the same direction, anticlockwise or clockwise, i.e., φ sin(θ) Im(e i2θ c 1 ) < 0.
(6.19)
Let λ 1 > 0 and λ 2 > λ 1 be the values of λ where the trajectory self-intersects,
We require the additional condition that 1 ≥ λ 2 , or λ 1 ≥ 1 (6.21)
so that the material corresponding to c 1 (λ 1 ) = c 1 (λ 2 ) can be regarded as a laminate of a rotation of itself and a rotation of the original crystal represented by c 1 . Also we need to check the further condition that there is a positive definite elasticity tensor C corresponding to c 1 (λ 1 ) = c 1 (λ 2 ). The question of whether (assuming C 0 is positive definite) there always exists some θ, such that φ is real and these three conditions are satisfied seems not easily amenable to analysis and is probably best tackled numerically.
7 An algorithm for producing microstructures that simultaneously attain the upper bulk modulus and lower shear modulus bounds (point C)
We look for geometries having a possibly anisotropic effective elasticity tensor C such that for some w = 0 and c = 0, each representing symmetric matrices, C − T ≥ 0, S − T 0 ≥ 0, C w = Tw , c = C T 0 c . (7.1)
Ultimately C will represent an effective tensor of a polycrystal obtained from our starting material with elasticity tensor C 0 . As Tw = C w is a symmetric matrix, (5.2) must hold. We deduce that c : w = C T 0 c : w = c : T 0 Tw , (7.2) or equivalently, by normalization and by rotating and redefining C as necessary so that |w 1 | ≥ t 2 /t 1 , w 2 = −1, w 3 = t 2 /t 1 , w 4 = 1 and c 2 = c 1 , c 3 = c 4 = 1, (7.3) (7.2) reduces to
where β 1 = t 2 (1 + t 0 t 1 ) t 1 + t 2 + 2t 0 t 1 t 2 , t 1 (1 + t 0 t 2 ) t 1 + t 2 + 2t 0 t 1 t 2 = 1 − β 1 . (7.5)
Note that the last inequality in (3.29), with 1/κ * = 2t 0 (so that the bulk modulus is attained), implies that t 1 + t 2 + 2t 0 t 1 t 2 ≥ 0. We can think of any material attaining the bounds as being parameterized by the complex number c 1 . In terms of it (7.4) implies w 1 = t 2 (β 2 c 1 − 1)/(t 1 β 1 c 1 ) (7.6) and the constraint that |w 1 | ≥ |w 3 | = |t 2 /t 1 | holds if and only if |β 2 c 1 − 1| 2 ≥ β 2 1 |c 1 | 2 . 
where the real constant φ remains to be determined and τ parameterizes the trajectory. When τ = 0 these are the fields in a rotation of the original crystal, and the term proportional to τ in (7.8) represents a displacement gradient field jump, of the same form as F 1 − F 2 in (2.14), while in (7.9) it represents a stress field jump, of the same form as σ 1 − σ 2 in (2.14). We next normalize and rotate the average fields, using the rotation Substituting these in (7.4) and using (7.10) and the relation β 1 + β 2 = 1 gives φ = c 1 (1 − β 1 c 1 e −i2θ t 1 /t 2 − β 2 c 1 e i2θ )e −i3θ 1 − β 2 c 1 + β 2 c 1 e −i4θ − c 1 e −i2θ . (7.14)
Candidate values of θ are determined by the requirement that φ is real. Note that the expression (7.13) for c 1 is exactly the same as in (6.13) and
consequently we need to pick θ, and hence φ, so (6.18) is satisfied to ensure that the trajectory c 1 (λ) defined by (6.15) loops around the origin as λ varies from 0 to ∞. Additionally one wants (6.21) to hold, where λ 2 > λ 1 > 0 are the values of λ corresponding to the point of self-intersection determined by c 1 (λ 2 ) = c 1 (λ 1 ). One also needs c 1 (λ 2 ) = c 1 (λ 1 ) to correspond to a positive definite elasticity tensor C . Again, the question of whether (assuming C 0 is positive definite) there always exists some θ, such that φ is real and these three conditions are satisfied is probably best left to numerical analysis.
