We establish the limiting distribution (in total variation) of the quasi posteriors based on moment conditions, which only partially identify the parameters of interest. Some examples are discussed.
Bayesian procedures, it is well known that the posterior distributions can often be approximated in total variation by normal distributions centered at the frequentist maximum likelihood estimates (see, e.g., a popular textbook account of the Bersteinvon Mises theorem in Chapter 10 of van der Vaart 2000). Econometricians have studied quasi-Bayesian approaches which require less assumptions by only assuming some moment conditions rather than a likelihood function (see, e.g., Kim 2002 and Hong 2003) . In this context, similar and more general limiting results in, e.g., Chernozhukov and Hong (2003) , suggest that the limiting posterior distribution is typically normal and centered at a corresponding frequentist extremum estimator such as one from the Generalized Method of Moments.
In the models with partial identification, where parameters are not point identified, so that the frequentist extremum estimator is not unique, the asymptotic normal limiting results mentioned before may fail. Such situations of partial identification have generated much interest recently both in statistics (e.g., Gustafson 2005 Gustafson , 2007 Gustafson , 2015 and in econometrics (e.g., Poirier 1998 Our current paper derives and rigorously proves some results on the limiting posterior distribution in presence of partial identification. In addition, we allow quasiBayes procedures based on moment conditions. The limit is in the total variation sense, which is a Bernstein-von Mises type result, but not generally asymptotic nor-mal. When data are informative enough only to determine an identification region, instead of a point parameter, our result says that the limiting posterior is related to the prior distribution truncated in (a frequentist estimate of) this identification region.
Our result connects the literature on the inference about the identified parameter set to the inference of the unidentified parameter point, in the sense that one can easily convert a set estimate and combine it with a prior distribution to obtain a large sample approximation of the posterior distribution of the point parameter. This connection may have several meaningful applications.
(Simplifying computation) It can be used to avoid lengthy Markov chain Monte
Carlo simulation that is typically involved in posterior computations, similar to using the normal approximation in the point-identified situation.
(Incorporating prior information.) This is also useful for incorporating prior
information to improve the inference results from the more conservative set-based approach. The prior information can be from a same or different study with additional data that are either identifying or partially identifying the parameters of interest. For example, when a small part of the data are exact and all the rest are interval censored, it is obviously not advisable to use the interval data only to estimate an identification region. The exact part of the data can be used to derive a posterior, which can serve as a prior when further incorporating the interval data.
3. (Combining studies.) In the above discussion, we have applied the principle that the prior can be derived from a posterior based on independent data. Multiple applications of this principle can allow meta-analysis (combining results from different studies), sequential computation (for dynamic data flow) or parallel computation (subsetting big data when they are hard to be handled altogether). Our limiting posterior distribution suggests that combining inferences from subsets of data is equivalent to intersecting their resulting identification regions.
Related works.
A fundamental paper about two decades ago by Poirier (1998) has shown many applications of the Bayesian method in handling problems with partial identification, where data D are informative for only a subset of the parameters, say, λ, out of all the parameters (λ, θ) of the model. This decomposition of (λ, θ) does not have to be the most natural parametrization, but can be achieved by a clever re-parametrization.
This situation is further illustrated by a sequence of works by Gustafson (e.g., 2005 Gustafson (e.g., , 2007 Gustafson (e.g., , 2015 with many interesting examples. The works of these authors have described that the limiting posterior distribution of p(λ, θ|D) = p(λ|D)p(θ|λ) is the product of a usual asymptotic normal distribution on λ, and a conditional prior p(θ|λ) where λ either takes the true value or its maximum likelihood estimate. Recently this limiting result is rigorously proved in total variation distance by Moon and Schorfheide (2012, Theorem 1). The key for this line of existing work is that (*) there exists a parameterization decomposable into (λ, θ), such that the likelihood p(D|θ, λ) = p(D|λ) depends only on λ, i.e., D and θ are independent given λ. Moon and Schorfheide (2012) call λ the "reduced form" parameter, and θ the "structural" parameter of interest.
The current work aims for generalizing the works of these previous authors and studying the limiting posteriors under partial identification. The generalization is in two important ways:
Generalization (i)(Posterior):
We generalize the likelihood-based posterior to be quasi-likelihood-based quasi-posterior, according to a general framework described in Chernozhukov and Hong (2003) .
Generalization (ii) (Partial identification):
We also allow more general scenarios of partial identification, where no obvious decomposition (λ, θ) can satisfy (*), so that given λ, the data D are not "conditionally" uninformative / independent of the parameter of interest θ.
To be more specific: we allow quasi-likelihood of the form e −nRn(λ,θ) , where R n is a general empirical risk function that depends on data D, which was (−1/n) times the log-likelihood function in the special case of the usual likelihood. We allow this quasi-likelihood to depend also on θ (unlike in (*) before), and only assume that there is a parametrization that can decompose into (λ, θ), such that ( †) the marginal likelihood e −nRn(λ,θ) dλ is a constant in θ (and is therefore "marginally" uninformative).
It is obvious that this assumption ( †) (marginal uninformativeness) contains (*)(conditional uninformativeness) as a special case, where R n = R n (λ) had no dependence on θ; but we will show later that there indeed exist interesting examples of ( †) which do not satisfy (*).
Examples

Rounded data
This is based on a simple example of Section 2 of Moon and Schorfheide (2012).
We here identify that it can be regarded as a special case of our framework. In this example, there is no Generalization (ii) in the structure of partial identification.
Parameter decomposition (*) in the Introduction still holds. We use this example only to motivate the Generalization (i) in using a quasi-likelihood (instead of a true likelihood).
Suppose we are interested in a structural parameter θ but it is only known that it is between [φ, φ + 1], while we observe iid copies of W ∼ N(φ, 1). Then the
, which is independent of the structural parameter θ. Here we can take the reduced parameter (λ in the Introduction) to be φ. Therefore (*) holds. Our more relaxed condition ( †) also holds: the marginalized likelihood dφe −nRn is totally uninformative of θ, which fits our framework.
It is noted that we can use a quasi-likelihood based on moment conditions and 
2 . The corresponding quasi-posterior will be q(λ, θ|data
where p(λ, θ) is a prior and we have explicitly written out a region Λ × Θ for any constraints on λ and θ. The later development on the limiting distribution will show that this quasi-posterior still makes sense in estimating the structural parameter θ, even though we cannot easily use a genuine likelihood-based posterior in this case due to the rounded values of the observed data W .
On the other hand, this simple example cannot be used to motivate Generalization
(ii), since the structure of partial identification still satisfies the previous framework (*): we can reparameterize and treat θ − λ (= φ) as the new reduced parameter λ.
Given this new λ, data are conditionally uninformative about θ. The next example shows that sometimes no obvious reparameterization like this exists, yet due to Generalization (ii), the example still satisfies the more general assumption ( †) made in our proposed framework.
Example of endogenous regression with biased error:
This is a very messy example which violates virtually all standard assumptions in linear regression. Assume that the observed response Y in a nonlinear regression model follows Y = g(Xθ) + ǫ where ǫ is dependent on X and has a marginal distri- remains approximately valid for large n, even if the error ǫ i 's are nonnormal, due to the central limit theorem, as long as the lower order moments are correctly assumed.
In this case it really should be called a quasi-likelihood function. Our framework can also cover such a more general situation where a quasi-likelihood function is used to form a quasi-posterior (which was called Generalization (i) in Section 1).
Interval Regression
This follows from an extension of Example 2 of Chernozhukov, Hong and Tamer Instead, we will use the moment conditions alone:
Consider a quasi posterior density of the form
where p(λ, θ) is a prior density on Ξ = Λ × Θ with respect to a product base measure dλdθ, θ is the parameter of interest, and λ is the nuisance parameter. Here R n is a GMM (Generalized Method of Moments) criterion function
log |2πv/n| similar to the one used in Chapter 2 of Liao (2010), wherem is the sample version of Em, and the variance matrix v can be chosen as I for simplicity (or alternatively as an estimate of √ nvarm), which turns out to be irrelevant to the asymptotic inference about θ in the current partial identification scenario.
Then this example is still covered in our framework, since it is obvious that the marginalized likelihood
which is completely uninformative about θ. In other words, the quasi-likelihood e −nRn(λ,θ) depends on θ and therefore violates (*) in Section 1, but ( †) is still satisfied.
This example therefore involves both Generalizations (i) and (ii).
Interval Quantile Regression
This example is similar to the previous one, except that we consider quantile regression here. Assumes that E(q − I(Y ≤ g(X ′ θ))|Z) = 0 for some fixed q ∈ (0, 1), for some positive instrumental variable Z and a known parametric transform g. The structural parameter of interest in θ ∈ Θ. However Y is only observed to fall in an interval [L, U]. This model cannot be easily treated in a reduce form. It is unclear how to form a reduced parameter so that data is independent of θ given the reduce parameter. In addition, it is not desirable here to use a likelihood approach which would involve a joint probability model of [L, U]. Instead we will use the moment conditions alone:
quasi posterior density of the form
where p(λ, θ) is a prior density on Ξ = Λ × Θ with respect to a product base measure dλdθ, θ is the parameter of interest, and λ is the nuisance parameter. Here R n is a GMM criterion function
similar to the one used in the previous example, with the new sample momentm corresponding to the quantile-related moment Em defined above for the current example.
which is completely uninformative about θ. Therefore Assumption ( †) in Section 1 is satisfied (but not (*)). This example therefore involves both Generalizations (i) and
(ii).
Bayesian moment inequalities
Consider a quasi-posterior density of the form
where p(λ, θ) is a prior density on Ξ = Λ × Θ with respect to a product base measure dλdθ, θ is the parameter of interest, and λ is the nuisance parameter. One example is The constraint λ ∈ Λ may be regarded as part of the specification on the prior distribution p(λ, θ)I Λ×Θ (λ, θ). Before this prior constraint is imposed, the unconstrained integration over λ of the quasi-likelihood e −nRn(λ,θ) is uninformative about θ, since
Therefore, ( †) (but not (*)) in Section 1 is satisfied, and we have found another example involving both Generalizations (i) and (ii).
A general framework
where p(λ, θ) (when restricted to Ξ = Λ × Θ) is a prior density with respect to a product base measure dλdθ, θ is a parameter of interest, and λ is a nuisance parameter.
Here R n is an empirical risk function.
The factor e −nRn(λ,θ) plays the role of a likelihood function which summarizes the information from data, since the empirical risk R n depends on data.
(I) Assume that the likelihood function is uninf ormative to the posterior inference on θ, in the sense that the marginalized likelihood e −nRn(λ,θ) dλ, bef ore incorporating prior information, is constant in θ, i.e., proportional to τ (θ) = 1 (with an irrelevant proportional constant that can depend on n). Our examples can all fit the choice τ (θ) = 1. More generally, we may allow the marginalized likelihood to be converging "in some sense" to a function proportional to τ (θ), which can vary with θ. Our theoretical results will be formally stated and proved in this more general framework.
One possible way is to formalize this assumption as the following:
There exists C n > 0 independent of λ and θ, and a nonstochastic function τ (θ), such that τ n (θ) ≡ dλC n e −nRn(λ,θ) satisfies ( †)
(II) Assume that the likelihood function is inf ormative to the posterior inference on λ conditional on any given θ, in the sense that the usual Bayesian central limit theorem holds for λ =λ(θ) + t/ √ n around a first order extremum estimatorλ(θ) (minimizing the empirical risk R n (λ, θ) over λ given θ asymptotically): Given any θ, the conditional density
converges in total variation and in probability to the normal density of N(0, V ) where More formally, we assume the following (which may be provable under Belloni and
Chernozhov's conditions for the posterior density under a flat prior, of λ conditional on θ, for almost all θ according to the prior p(θ)):
for almost all θ according to the prior p(θ).
Under these two basic assumptions, and with some additional mild regularity conditions, we have the following Theorem.
Theorem 1. Under Conditions 1 and 2, and additional mild regularity conditions 8,4,5, 6, 7 (to be stated later), we have the following results: (i) p(λ, θ|data) converges in total variation and in probability to a density propor-
tional to N(0, V /n) × p(λ(θ), θ)I Ξ (λ(θ), θ) × τ (θ).
After integrating away the nuisance parameter λ, we conjecture that
(ii) p(θ|data) converges in total variation and in probability to a density proportional to p(λ(θ), θ)I Ξ (λ(θ), θ) × τ (θ).
(iii) In the case when the first order extreme estimatorλ(θ) converges to a nonstochastic limit λ(θ) under Condition 3, the data dependentλ(θ) in p(λ(θ), θ)I Ξ (λ(θ), θ) that appears in both results (i) and (ii) can be replaced by λ(θ). More formally:
where
and λ =λ(θ) + t/ √ n. The corresponding marginalized result is separately listed as:
Results (iii) and (iv) involve a situation where the first order extremum estimator λ(θ) converges in some sense to a nonstochastic limit λ(θ). More formally, they assume:
Condition 3. (On limit of the extremum estimator)
dθp(θ)||λ(θ) − λ(θ)|| 2 = o p (1).
(Here || · || is the Euclidean norm.)
Other mild regularity conditions include the following.
Condition 4. (On nondegenerate identification region.)
Θ p(θ)I(λ(θ) ∈ Λ)dθ > 0.
This means that the prior probability of an "identification region"
is positive.
Condition 5. (On regularity of the conditional assymptotic variance.)
dθp(θ)|trV | < ∞.
Condition 6. (On regularity of the conditional prior.) (*)
dθp(θ)τ (θ) 2 [sup λ p(λ|θ) 2 ] + dθp(θ)τ (θ) 2 [sup λ ||∂ λ p(λ|θ)|| 2 ] < ∞.
Condition 7. (On prior probability of a boundary.) Let λ(θ) be the large sample limit in Condition 3, and define a δ-boundary ∂
δ Λ = [λ : max{d(λ, Λ), d(λ, Λ c )} ≤ δ]
for the region Λ (which is the parameter region of λ), where d between a point and a set is the minimal Euclidean distance. We assume that the prior distribution of λ(θ)
is nonsingular on the boundary of Λ, i.e., ($) Remark 4. Both τ (θ) and V (which can depend on θ too) may be shown to be related to the second order derivatives of the large sample limit of R n in more general situations. However, there is no need to study these relations in detail in the current paper due to the following two reasons: (a). In all our examples in this paper, one can easily verify that τ (θ) can be simply taken to be 1. (b). The asymptotic variance V (for λ conditional on θ) does not affect the limiting posterior distribution marginally for θ, which is often the only parameter of interest.
Proofs
Proof of results (iii).
We first prove that for two nonnegative functions a, b such that A = a > 0 and B = b > 0 (with any common dominating measure suppressed in notation), we
Proof of (1):
Then applying the inequality (1) above, we can ignore the normalizing factor of p(λ, θ|data) and only need to prove that for some constant C ′ n > 0 independing of λ and θ,
Here φ V (t) = |2πV | −1/2 e −1/2t ′ V −1 t is the density for N(0, V ), and λ =λ(θ) + t/ √ n.
Note that Condition 8 and T = o p (1) together imply that the two terms of the difference in T both have positive integrals with probability tending to 1 and therefore we can apply (1) to show that the normalized versions have difference o p (1).
We need to pay attention to the two indicator functions in this task, since the indicator function is not continuous in the usual sense. For this purpose, now we introduce another inequality: If I 1,2 ∈ {0, 1}, then
Setting I 1,2 to be the two indicator functions in the results we wanted to prove above, we found that
and we only need to prove
and
For T 2 with two indicator functions, we can rewrite it as dξf (ξ)
We split the integral domain into three parts: A ∪ B ∪ C, where
for a minimal set distance under any metric d, and any δ > 0. Notice that I Λ (λ(θ)) = 0 for ξ ∈ B and 1 for ξ ∈ C.
Then we bound the left hand side as follows:
and (1 − I Λ (λ))I C are indicator functions which can be one only when
another inequality:
The first term in the upper bound will be related to the prior chance of λ(θ) falling within a distance of δ to the boundary of Λ, which does not depend on n, and is typically converges to 0 as δ goes to 0. The second term is typically
The integrand of the first term in (3), after integrating away t, is equal to
. This is implied (after applying the CauchySchwartz inequality) by Condition 6 on boundedness of the conditional prior, together with Condition 7 which states that
For the second term in (3), choose d to be the Euclidean metric || · ||. Then
[This is implied by Conditions 6 and 3. We can also apply Condition 5 regarding the V matrix.]
Then we have proved that
o p (1)/δ for any small positive δ, where lim δ↓0 o δ (1) = 0. Therefore
Now we return to the other statement involving T 1 without the indicator functions.
We wanted to prove that there exists C ′ n > 0 independent of λ and θ, such that
(Unless otherwise noted, λ is related to t by the reparameterization λ =λ(θ)+t/ √ n.)
To rewrite the left hand side, we can let
−nRn(λ(θ)+s/ √ n,θ) = τ n (θ), and
. Then the left hand side can be re-written as
The first term T 11 = o p (1) due to boundedness of the conditional prior density from Condition 6 (*), and the relation ( †) in Condition 1 that
Now we rewrite
where λ =λ(θ) + t/ √ n. Now assume the following ((*) from Condition 6):
Then the second term
assuming (**) (from Condition 3)
and (from Condition 5) noting that ( ‡)
For the first term,
Now we assume Condition 2, which states that
for almost all θ according to the prior p(θ). Then for all these θ, E dt|{e
since the L 1 distance of two densities is bounded by 2, and convergence in probability implies convergence in mean. Then by using a dominated convergence theorem and noting that E dt|e
we arrive at
Exchanging dθ and E by Fubini's theorem, we obtain
So far, the arguments above, when collected together, have proven that
This, together with the results from earlier subsections, have proven the theorem in the formulation of result (iii), using the deterministic relation λ(θ) in the result.
Q.E.D.
Proof of results (i).
The original result (i) is formulated with the data dependentλ(θ) in p(λ(θ), θ)I Ξ (λ(θ), θ).
We will now prove that usingλ(θ) instead of λ(θ) is also OK, in the sense that the limiting densities differ only by o p (1) in the L 1 -distance. Due to (1), it suffices for us to prove that
The variable t can be integrated away. Now we use again the aforementioned inequality (2): If I 1,2 ∈ {0, 1}, then |aI 1 − bI 2 | ≤ |a − b| + |b||I 1 − I 2 |. Setting I 1,2 to be the two indicator functions in the results we wanted to prove above, we found that
which is o p (1) due to the assumptions made before from Conditions 6 and 3.
For the second term S 2 we apply again the aforementioned inequality (3):
Now we take ξ = (θ, t), λ =λ(θ), f (ξ) = p(λ(θ), θ)τ (θ)I(θ ∈ Θ)φ V (t). Then the left hand side of (4) can be recognized to be S 2 , and its upper bound is o δ (1) + o p (1)/δ due to Conditions 3, 7 and 6, where o δ (1) converges to 0 as δ ↓ 0, and is independent of data. This shows that the second term S 2 is also o p (1).
Collecting the arguments above, we have shown that result (i) also holds with the data dependent relationλ(θ) used (instead of the deterministic λ(θ)) in the result.
Proof of results (ii) and (iv).
The total variation (or L 1 ) distance of the joint densities is stronger than that of the corresponding marginal densities, i.e.,
Therefore, the convergence of the joint distributions (result (i) and result (iii)) implies the convergence of the marginal distributions (results (ii) and (iv), respectively).
Regularity conditions for BGMM (Bayesian Generalized Method of Moments)
We now study the 7 regularity conditions for a general class of quasi-posteriors obtained from BGMM. Consider a quasi posterior density of the form
where R n is an GMM (Generalized Method of moments) criterion function
similar to the one used in Chapter 2 of Liao (2010), wherem is the sample version of Em, and the variance matrix v can be chosen as I for simplicity (or alternatively by an estimate of √ nvarm), which turns out to be irrelevant to the asymptotic inference about θ in the current partial identification scenario. When we need a more explicit form, we will consider a sample averagem(θ) = n So Condition 1 is satisfied with C n = 1 and τ (θ) = 1.
Condition 2: the extremum estimator of λ given θ isλ(θ) =m(θ). With the BGMM choice of R n , the quasi-likelihood e −nRn is already proportional to a normal density φ v with variance v. We only need that φ v converges to φ V in total variation. This is achievable if v is consistent estimator of V . This happens, when, e.g., v is a sample version of V = var W |θ m(W, θ).
Condition 3:
We can take λ(θ) = Em(θ). Then the condition is satisfied when p(θ) is supported on a compact set Θ, and whenm(θ) converges to Em(θ) uniformly on Θ, in probability. . The event λ(θ) ∈ ∂ δ Λ implies that some |λ j (θ)| ≤ δ for some j ∈ {1, ..., dim(m)}. As long as the prior density for λ j (θ) is finite at λ j (θ) = 0 for all j, its integral on [−δ, +δ] will be O(δ), guaranteeing that the condition holds.
By basic calculus, the prior density of λ j (θ) can be computed by reparameterizing it in a form of dθ (−k) p(θ k (λ j , θ (−k) ), θ (−k) )/|∂ θ k λ j (θ)|, for some decomposition of θ into some θ k and all other components θ (−k) . Suppose that the prior density p(θ) is bounded and supported on a bounded set Θ, and that |∂ θ k λ j (θ)| is bounded away from 0 on θ ∈ Θ. Then the prior density of λ j (θ) is finite.
This last condition on the derivative can be verified by noting that λ(θ) = Em(θ). nent is of the form |EZ k X k e X ′ θ |. Suppose Z k X k > 0 (e.g., suppose we can translate X k to make X K > 0 and we take Z k = X k ), then |EZ k X k e X ′ θ | ≥ |E|Z k X k |e − sup |X ′ θ| > 0, if we assume bounded X ′ θ. Then the derivative condition (and therefore Condition 7) is satisfied.
Discussions
In this paper, we have derived the limiting distribution (in total variation) of the posterior distribution under partial identification. Our proof is rigorous, and the framework is general enough to include quasi-Bayes methods based on moment
conditions. In addition, we allow more general partial identification, where the model may not be easily reparameterized to be an identifiable model with some reduced form parameters. The resulting limit of the posterior distribution combines information from the data and from the prior reasonably: it uses the data information only to locate an identifiable region, and then leaves the within-region knowledge to be determined by the prior distribution.
In This follows the line of work by Poirier (1998), Gustafson (2005 Gustafson ( , 2007 Gustafson ( , 2015 ), and
Moon and Schorfheide (2012), and has the advantage of being able to improve the parametric inference by incorporating useful prior information. Both approaches are content on accepting partial identification and are robust regarding the mechanism of missing data, as compared to other approaches that strive for point identification by introducing additional assumptions on the missing data mechanism.
