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Abstract—Tracking multiple people across multiple cameras is an open problem. It is typically divided into two tasks: (i) single-camera
tracking (SCT) - identify trajectories in the same scene, and (ii) inter-camera tracking (ICT) - identify trajectories across cameras for real
surveillance scenes. Many methods cater to SCT, while ICT still remains a challenge. In this paper, we propose a tracking method
which uses motion cues and a feature aggregation network for template-based person re-identification by incorporating metadata
such as person bounding box and camera information. We present a feature aggregation architecture called Composite Appearance
Network (CAN) to address the above problem. The key structure of this architecture is called EvalNet that pays attention to each feature
vector and learns to weight them based on gradients it receives for the overall template for optimal re-identification performance. We
demonstrate the efficiency of our approach with experiments on the challenging multi-camera tracking dataset, DukeMTMC. We also
survey existing tracking measures and present an online error metric called “Inference Error” (IE) that provides a better estimate of
tracking/re-identification error, by treating SCT and ICT errors uniformly.
Index Terms—Person re-identification, Person tracking, Feature aggregation, Error metric
F
1 INTRODUCTION
P ERSON tracking is one of the fundamental problems in thefield of computer vision. Determining multi-camera person
trajectories enable applications such as video surveillance, sports,
security, behavior analysis and anomaly detection. With the in-
crease in the amount of video data and the number of deployed
cameras in recent years, it becomes essential to have an automated
and reliable tracking system. Maintaining the correct trajectory
of a person across cameras is difficult because of occlusion,
illumination change, background clutter, and blind-spots due to
non-overlapping cameras often placed far apart to reduce costs.
Methods like [11] focus on target tracking using a low-level hand-
crafted feature. Although they achieve good tracking performance,
they are still inefficient in solving the mentioned obstacles and
are limited to scenarios where targets are known a-priori. Some
model people entry and exit points on the ground or image plane
explicitly [3], [6]. Few others [2], [29] exploit data fusion methods
from partially overlapping views or completely overlapping views
as a pre-processing step.
Person re-identification for the purpose of estimating the
similarity of person images which deals with data comprised of
only image pairs, one for the probe and one for the gallery, is
relatively straightforward with the use of metric learning methods
[13], [28] and feature representation learning [12]. However, in
unconstrained tracking (Figure 1), person tracklet contains multi-
ple images and therefore requires a way to fuse features/attributes
to a single feature vector representative of the tracklet. Feature
quality of person bounding box attributed to the contribution of
identifying an individual is different or inconsistent at different
• All authors are with the Department of Computer Science and Engineer-
ing, University at Buffalo, NY, 14260.
E-mail: neetinar@buffalo.edu
time instances, therefore a straightforward feature aggregation
is insufficient to result in optimal feature fusion. We design a
spatio-temporal attention model, Composite Appearance Network
(CAN), where the network looks at each individual feature vector
of a trajectory in the gallery and predicts how important it is to
be a part of the final representative feature vector by incorporating
metadata such as person bounding box and camera information.
We also discuss the Inference Error (IE) evaluation criterion to
measure the performance of online person tracking.
The main contributions of this paper include:
• Finding the optimization function that best exploits the
variances between the appearance features (extracted from
a CNN or any other embedding system) using addi-
tional metadata. This would result in optimal aggregation
weights for pooling.
• We experiment CAN model on a large-scale multi-person
multi-camera tracking dataset and obtain improvements
over baseline.
• Study the performance measures of a tracking system
and demonstrate how they are different when evaluating/
characterizing online and real-time tracking performance.
We formally introduce the “Inference Error” metric and
emphasize on de-duplication.
The paper is organized as follows: In the following section,
background and related work in person tracking are discussed.
Also, existing feature aggregation methods are elaborated. Before
describing CAN model, the different error metrics proposed for
tracking are first reviewed and use cases of IE are defined in
Section 3. Section 4 provides details of our feature aggregation
network to learn representative ID-features, and describes the
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2different parts of our tracking framework. Finally, experimental
details and evaluation results are presented in Section 5.
2 RELATED WORK
2.1 Person Tracking
Visual tracking using Convolutional Neural Networks (CNN) has
gained popularity, attributed to CNNs performance in representing
visual data [17], [24]. Existing visual tracking systems focus on
finding the location of the target object. In [17], a tracking-by-
detection approach based on a CNN trained in a multi-domain
learning framework is proposed. The attention is on improving
the ability to distinguish the target and the background. To deal
with issues resulting from the requirement for large amount of
labeled tracking sequences, and inefficient search algorithms,
such as sliding window or candidate sampling, a new tracker
based on reinforcement learning is proposed in [27]. An action-
decision network (ADNet) is designed to generate actions to find
the location and the size of the target object in a new frame.
The framework solves the insufficient data problem. However,
results reported are based on metrics like center location error
and bounding box overlap ratio.
In [10], a unified framework for multi-person pose estimation
and tracking with spatial and temporal embeddings is proposed.
The spatial module detects body parts and performs part-level data
association in a single frame. The temporal module groups human
instances in consecutive frames to track people across time. Multi-
person pose estimation in videos has been studied also in [9].
They jointly perform pose estimation and tracking, but is limited
to single camera videos. The problem of person re-identification
is not addressed, rather they aim to solve the association of each
person across the video as long as the person does not disappear.
For multi-camera object tracking, input detections can be regarded
as a graph and weight edges between nodes (detections) based on
similarity [4]. When merging tracklets, trackers are dependent on
the feature extractor/ representation technique to avoid high false
negatives. For example, some trackers adopt LOMO [13] appear-
ance features and hankel matrix based IHTLS [5] algorithm for
motion feature. A hard mining scheme and an adaptive weighted
triplet loss is proposed in [30] to learn person appearance features
from individual detections.
In [22], an online method for tracking is proposed by using
Long Short-Term Memory (LSTM) networks and multiple cues
such as appearance, motion, and interaction. However, this solu-
tion is for single camera tracking and there is no proof of how
well the system scales for multi-camera environment. In [18],
authors address the multi-person multi-camera tracking problem
by reformulating it as a pure re-identification task. The objective
is to minimize misassociations at every timestep. For this reason,
the authors propose a new evaluation metric called the “Inference
Error” (IE). The method, however, does not encode long-term
spatial and temporal dependencies which are critical for correcting
data association errors or recovering from occluded state. We
discuss in detail the advantages of using IE and how it adapts
to both online and offline tracking systems. An online tracking
method, which is an extension of [18], is presented in [19]. LSTM-
based space-time tracker is developed using history of location
and visual features to learn from past association errors and make
a better association in the future. But, the model is not trained
end-to-end.
Fig. 1: Example of unconstrained tracking. Given a probe image,
the problem is to find its matching trajectory from gallery.
2.2 Feature Aggregation
In [1], local features such as Fisher vectors are compared with
deep features for aggregation. Traditional hand-crafted features
have different distributions of pairwise similarities, which requires
careful evaluation of aggregation methods. In [32], a temporal
attention network (TAN) is proposed for multi-object tracking.
It adaptively allocates different degrees of attention to different
observations and filters out unreliable samples in the trajectory.
Very recently, feature pooling has been explored to assess the
quality of facial images in a set and sometimes it relies on having
to carefully define “weighting functions” to produce intelligent
weights. Neural Aggregation Networks (NAN) [26] fuse face
features with a set of content adaptive weights using a cascaded
attention mechanism to produce a compact representation. An
online unsupervised method for face identity learning from un-
constrained video streams is proposed in [31] by coupling CNN
based face detection and descriptors with a memory based learning
mechanism.
In video-based person re-identification works, researchers ex-
plore temporal information related to person motion. In [25], fea-
tures are extracted by combining color, optical flow information,
recurrent layers and temporal pooling in a Siamese network archi-
tecture. Quality Aware Network (QAN) [14] learns the concept of
quality for each sample in a set using a quality generation unit and
feature generation part for set-to-set recognition, which learns the
metric between two image sets. However, most of these methods
learn each trajectory’s representation separately and invariably
rely on the individual features of person detection sequences,
without considering the influence of the trajectory being associated
with. Also, many use Recurrent Neural Network (RNN) to handle
sequential data (input and output). It is possible to avoid them
by borrowing their attention mechanism/differentiable memory
handling into a simple feature aggregation framework. Hence, in
order to draw different attention when associating different pairs
3of trajectories, we propose to use orthogonal attributes such as
metadata, that are learnt using different target objectives.
The framework proposed in this paper is inspired from [23].
The authors propose set based feature aggregation network (FAN)
for the face verification problem. By generating representative
template features using metadata like yaw, pitch and face size,
their system could outperform traditional pooling approaches.
Instead of building a siamese network, we focus on learning the
pooled feature for gallery template (trajectory) while coupling the
probe metadata beside gallery metadata. This way, we derive each
trajectory’s representation by considering the impact or influence
of the probe detection in the context of data association.
3 PERFORMANCE MEASURES
In this section, we survey the many existing tracking measures
and discuss their use cases. There are two parts crucial to a
multi-person multi-camera tracking (MPMCT) system: (i) SCT:
single-camera (within-camera) tracking module and (ii) ICT: inter-
camera (handover) tracking (ICT) module. Few metrics evaluate
the two separately, some handle both simultaneously. Also, based
on the application, measures can be classified into (i) event-based:
count how often a tracker makes mistakes and determine where
and why mistakes occur, and (ii) identity-based: evaluate how well
computed identities conform to true identities.
3.1 Multi Object Tracking Accuracy (MOTA)
MOTA (Multiple Object Tracking Accuracy) is typically used to
evaluate single camera, multiple person tracking performance. It
is defined as:
MOTA = 1− FN + FP + Fragmentation
D
(1)
where FN is the number of false negatives i.e. true targets missed
by the tracker, FP is the number of false positives i.e. an associa-
tion when there is none in the ground truth, Fragmentation is the
ID switches, and D is the number of detections. However, MOTA
penalizes detection errors, under-reports across-camera errors [4]
and can be negative due to false positives.
3.2 Identity-based Metrics
We evaluate our framework on DukeMTMC using measures
proposed in [20]: Identification F-measure (IDF1), Identification
Precision (IDP ) and Identification Recall (IDR). Ristani et al.
[20] propose to measure performance by how long a tracker cor-
rectly identifies targets, as some users may be more interested in
how well they can determine who is where at all times. Few critical
aspects such as where or why mismatches occur are disregarded.
IDP is the fraction of computed detections that are correctly
identified. IDR is the fraction of ground truth detections that
are correctly identified. IDF1 is the ratio of correctly identified
detections over the average number of ground-truth and computed
detections.
3.3 Multi-camera Object Tracking Accuracy (MCTA)
Another existing multi-camera evaluation metric is multi-camera
object tracking accuracy (MCTA) [4]. Here, both SCT and ICT
are considered equally important in the final performance mea-
surement. So, all aspects of system performance are condensed
into one measure and defined as:
MCTA = F1 ∗
(
1− M
s
TP s
)(
1− M
i
TP i
)
(2)
where the first term F1-score measures the detection power (har-
monic mean of precision and recall). The second term penalizes
within-camera mismatches (Ms = ID-switches) and normalized
using true positive detections (TP s). The final term penalizes
inter-camera mismatches (M i) normalized by true inter-camera
detections (TP i). MCTA factors single-camera mismatches, inter-
camera mismatches, false-positives and false negatives through a
product instead of adding them. In addition, error in each term
is multiplied by the product of other two terms which might
drastically change the performance measure.
3.4 Inference Error
Traditional biometric measures [15] such as FMR (False Match
Rate), FNMR (False Non-match Rate) assume that the occur-
rence of an error is a static event which cannot impact future
associations. However, in a tracking by re-identification system,
the reference gallery is dynamically evolving, as new tracks are
created (following “no association” outcomes) or existing tracks
are updated (following “association” outcomes).
For this reason, we formally introduce the “Inference Error”
measure for tracking by continuous re-identification evaluation
and is defined as:
E =
1
T
T∑
t=1
Mt
Dt
(3)
where Mt is the number of misassociations at time t and Dt is
the number of current detections. The inference error is a real-
time evaluation paradigm which measures how often a target
is incorrectly associated. We normalize it by the number of
detections. It handles multiple simultaneous observations in any
given time and also handles identities reappearing in the same
camera or in different cameras.
The main intuition behind counting the number of misassoci-
ations at every timestep is to reduce creating duplicate trajectories
for an identity. Consider one true identity ID1 as illustrated
in Figure 2. Let time be represented in the horizontal direc-
tion. In case (i), a tracker mistakenly identifies two trajectories
(Traj1 and Traj2) for the same person. While in case (ii),
three trajectories (Traj1, Traj2 and Traj3) are mistakenly
identified for the same person. If Traj1 covers 80% of ID1’s
path, identification measure would charge 20% of the length
of ID1 to each of the two cases. However, inference error
would assign a higher penalty to case (ii) owing to multiple
fragmentations. Given a real-time large-scale tracking scenario
with multiple simultaneous observations across multiple cameras,
system designers and security professionals will want a tracker
that maintains the identity of a person and effectively updates
the reference gallery without growing exponentially. So, identi-
fying where and when trajectories are broken is essential for de-
duplication. De-duplication is analogous to tracking framework,
with the advantage of describing duplication errors (i.e., instances
of incorrect “non-match” matching outcomes resulting in duplicate
data, that would otherwise maintain the same identity) better.
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Fig. 2: Illustration of duplication effect. For one true identity ID1, (i) two trajectories are created and (ii) three trajectories are created
in gallery due to misassociations. The two cases should be penalized differently to reduce fragmentations and control growth of
dynamically changing gallery set.
4 PROPOSED TRACKING FRAMEWORK
The input to the multi-person multi-camera tracking (MPMCT)
system is a set of videos from each camera. The output is a set
of trajectories across all cameras. We do not take the end-to-end
training approach to solve MPMCT. Training a network that is
responsible for both detection and tracking, with a single loss is
difficult and one could fail to learn weights in the early layers of
such a deep model. Also, back-propagating the loss to find optimal
parameters that predict true trajectories is a combinatorial problem
and hence, an expensive solution. Here, we take the tracking
solution a step further by proposing a simple feature aggregation
approach that can well distinguish identical pair of features from
non-identical ones to maintain a margin between within-identity
and between-identity distances.
4.1 Preliminary Appearance Cues
Given the input person detections in frame-level in a single
camera or across multiple cameras over a time period T , we
extract the appearance feature maps set using DenseNet [8]. Dense
Convolutional Neural Network (DenseNet) connects each layer to
every other layer in a feed-forward fashion. The lth layer receives
the feature maps of all preceding layers, z0, z1, ..., zl−1, as input.
Thus, the feature map in the lth layer is given by:
zl = Ul([z0, z1, ..., zl−1]) (4)
where [z0, z1, ..., zl−1] is the concatenation of feature maps of
previous layers and Ul can be considered as a composite function
of operations such as batch normalization [33], rectified linear
units (ReLU) [34], etc. Concatenating feature maps in different
layers results in lot of variation in the input of subsequent layers
and improves efficiency. The other advantages of using DenseNet
include eliminating vanishing-gradient problem, strengthening
feature propagation, and reduction in the number of parameters.
We train DenseNet on 25% of the training set (called trainval)
of DukeMTMC dataset. Features of length 1024 are extracted
from the last dense layer. The DenseNet used has 4 blocks with
a depth of 121, compression/reduction of 0.5 and growth rate of
32. We run for 15 epochs with a learning rate starting at 0.1 and
we train using stochastic gradient descent with batch size 96 and
momentum 0.9. As the number of remaining epochs halves, we
drop learning rate by a factor of 10 and drop by a factor of 2 at
epoch 14.
4.2 CAN Architecture
The Composite Appearance Network (CAN) is shown in Figure
4. The main component of CAN is EvalNet which evaluates
the quality of every feature vector (FV) as being a part of the
Gallery Metadata Probe Metadata
camID1, w1, h1, x1, y1 camID, w, h, x, y
camID2, w2, h2, x2, y2 camID, w, h, x, y
camID3, w3, h3, x3, y3 camID, w, h, x, y
camID4, w4, h4, x4, y4 camID, w, h, x, y
Fig. 3: Illustration of gallery metadata list. Each row corresponds
to a vector of length 10.
template (tracklet) by looking at appearance attribute and metadata
simultaneously, and outputs a weight accordingly denoting the
“importance” of that FV.
The terms “gallery” and “probe” in the tracking scenario apply
to tracklets identified dynamically as time progresses and a new
detection to be associated with an existing tracklet respectively.
The gallery FV list is one of the inputs to the network. It is
comprised of a list of appearance attributes corresponding to
a trajectory in the gallery. Gallery metadata list is the other
input to the network. Metadata for person detections include
bounding box information (w, h, x, y) as well as other external
details such as camera number (camID). The probe metadata is
concatenated with gallery metadata, which in-turn constitutes the
gallery metadata list as illustrated in Figure 3. Each vector in the
list is of length 10. In this way, the probe’s influence is also taken
into account for learning weights for aggregation. Probe FV is the
probe detection’s appearance attribute. Consider n detections in a
trajectory and corresponding appearance attributes of length 1024.
Then, the gallery FV list is of shape (n × 1024), probe FV has
shape (1× 1024) and metadata list is (n× 10).
EvalNet is a Fully Connected Network (FCN) with 4 fully
connected layers, batch normalization and ReLU as the activa-
tion function. This FCN block produces weights ek such that∑n
k=1 ek = 1, where k is the k
th feature vector and n is
the number of detections belonging to a tracklet. These weight
predictions are then applied on the corresponding appearance
features to obtain the aggregated appearance feature for every
tracklet. The similarity between probe and aggregated FV is
obtained using cosine similarity. The cosine similarity loss layer
and softmax loss layer are optimized against the match label and
class label respectively. During real-time tracking, we do not use
entire CAN and instead, use only EvalNet to obtain aggregated FV
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Fig. 4: Composite Appearance Network architecture. EvalNet is a fully connected network that learns weights for producing the
optimal aggregated feature vector.
given appearance attributes and metadata information for every
tracklet.
4.3 CAN Training
Let gk and Vk be the kth gallery FV and corresponding metadata
vector, respectively, in a trajectory. If F denotes the final compos-
ite or aggregated appearance FV, it can be defined as:
F =
n∑
k=1
Hθ([gk, Vk])gk (5)
where Hθ is the EvalNet function on gallery FV and metadata,
parameterized by θ, predicting a weight that evaluates the relative
importance of the feature vector using accompanying metadata. n
is the number of feature vectors/ detections in the trajectory. We
use orthogonal information such as probe metadata and gallery
metadata to yield additional context that can help discriminate
appearance features of an identity.
If P is the probe FV, then the mean-squared loss function is
defined as:
L(i,j)mse =
(
Pi.Fj
‖Pi‖2 ‖Fj‖2
− Y (Pi, Fj)
)2
(6)
and the categorical cross-entropy loss function is defined as:
L(j)cce = −
C∑
c=1
q(j)c log qˆ
(j)
c (7)
where Y (P, F ) ∈ {0, 1} is the ground-truth match label, C is the
number of classes (unique identities), qc is the ground-truth class
label of the one-hot encoded vector q and qˆ is the normalized
probability assigned to classes. Given gallery-probe vectors, the
objective of CAN is to find the optimal parameters θ that minimize
the following cost function:
J(θ) =
1
mp
1
mg
mp∑
i=1
mg∑
j=1
L(i,j)mse + L
(j)
cce (8)
where mp is the number of examples in probe set and mg is the
number of examples in gallery set.
Batch processing: Since each trajectory may be comprised of
a variable number of person detections, we would require CAN
to be trained on a single gallery trajectory in every iteration
as making batches of trajectories would be difficult. However,
we work around this problem by coupling an additional input -
trajectory index r, that corresponds to the unique identity in the
batch that each person (features and metadata) would be mapped
to. This allows us to gather multiple sets of trajectories as a
batch, enabling CAN to converge faster. The aggregated trajectory
representation is computed using only the corresponding features
as indexed by r.
4.4 Tracking
We include the motion property of each individual in our frame-
work for within-camera tracking. This would help address one
key challenge - handling noisy detections - because velocities of
an individual can be non-linear due to occlusion or detections
being noisy. Here, we propose to use a simple method to aggregate
detections into single camera trajectories and further merge these
trajectories using multi-camera CAN framework.
4.4.1 Single-camera Motion and Appearance Correlation
Single-camera trajectories are computed online by merging de-
tections of adjacent frames in a sliding temporal window with an
intersection of 50%. Let i denote a previous detection and j denote
a current detection at timestep t. If two bounding boxes, BBi and
BBj , detected in neighboring windows are likely to belong to one
target, the factors that effect this likelihood include: (i) appearance
similarity and (ii) location closeness and is defined as score(i,j)t ,
computed as:
score
(i,j)
t = Sim(Ai, Aj) + f(BBi, BBj) (9)
whereAi, Aj are the appearance FVs, Sim(Ai, Aj) is considered
as the appearance similarity between two detections - given by
6cosine similarity formulation Sim(Ai, Aj) =
Ai.Aj
‖Ai‖2 ‖Aj‖2
,
and f(BBi, BBj) is the Intersection over Union (IoU) function
defined as:
f(BBi, BBj) =
{
1, if IoU(BBi, BBj) ≥ 0.5.
−∞, otherwise. (10)
Adjacent detections in a camera are merged by applying a
greedy technique of selecting associations based on decreasing
scores. The output of this step will include a set of single-camera
trajectories S from all cameras. The number of trajectories in each
camera is not a constant and varies from one camera to another.
4.4.2 Multi-camera
Once we have associated detections to tracklets or trajectories,
we use CAN as the next step for tracking. Tracking in multi-
camera environment is challenging owing to variation in lighting
conditions, change in human posture, presence of occlusion or
blind-spots. To handle all the above challenges in a principled
way, we use CAN to weaken the noisy features corresponding to a
trajectory and narrow down variances for an identity, thus making
the trajectory representation more discriminative.
The input during testing is the set of trajectories S and the
output of this step is an association matrix, whose scores are
determined using CAN. For every pair of trajectories, appear-
ance feature maps and metadata sequences of one are consid-
ered as gallery FV and gallery metadata respectively; while the
other forms the probe FV. Probe metadata is appended to each
occurrence of gallery metadata. Using EvalNet, we obtain the
aggregated gallery FV that corresponds to gallery trajectory’s
representation. The association score between aggregated FV and
probe FV is determined using cosine similarity. In this manner, we
perform pairwise trajectory feature similarity comparisons. Final
matching/ associations are based on a simple greedy algorithm
[18] which is equivalent to selecting the largest association score
sequentially. This controls proliferation of fragmented identities
i.e. a subject is associated with one identity only.
5 EXPERIMENTS AND RESULTS
5.1 DukeMTMC Dataset
It consists of more than 2, 000 identities, with over 2 million
frames of 1080p, 60fps video, approximately 85 minutes of
video for each of the 8 cameras [20]. We report results across
all 8 cameras to demonstrate the efficiency of our approach for
MPMCT. We use the ground-truth available for the training set
(called trainval) of DukeMTMC for evaluation. Only 25% of this
set (we call this ‘net-train’) is used for CNN and CAN training
and the remaining 75% (‘net-test’) is used for testing.
5.2 Comparison with Baseline
The reference (baseline) approach [20] for DukeMTMC is based
on correlation clustering using a binary integer program (BIPCC).
The task of tracking is formulated as a graph partitioning problem.
Correlations are computed from both appearance descriptors and
simple temporal reasoning.
5.3 Single-camera Tracking (SCT) Results
Our system aggregates detection responses into short tracklets
using motion and appearance correlation as described in Sec-
tion 4.4.1. These tracklets are further aggregated into single
camera trajectories using CAN. In Table 1 and Table 2, SCT per-
formances are reported on each one of the cameras. We compare
quantitative performance of our method with the baseline. For a
fair comparison, the input to our method are the person detections
obtained from MOTchallenge DukeMTMC. The average perfor-
mance (IDF1) over 8 cameras is 96.58 using our approach and
89.18 using BIPCC. An improvement of over 8% is achieved in
IDF1, approximately 6% in IDP and 10% in IDR metrics.
Thus, the results demonstrate that the proposed CAN approach
improves within-camera tracking performance.
5.4 Inter-camera Tracking (ICT) Results
We use CAN for ICT. This demonstrates the ability of CAN
to scale to SCT as well as ICT. We compare our results with
BIPCC using Inference Error rate and Identification scores. Track-
ing performance across all 8 cameras is presented in Table 3.
An improvement of over 20% is achieved in IDF1, 25% in
IDP and 17% in IDR metrics. Thus, the results demonstrate
that the proposed CAN approach improves multi-camera tracking
performance.
6 CONCLUSION
For representation, instead of using one random feature vector, we
can use a set of feature vectors available for a trajectory. Most of
the previous methods determine the aggregation weights by only
considering the features. Using additional orthogonal information
such as metadata corresponding to each feature vector would lead
to discovering better aggregation weights. Using CAN, we can
measure the relative quality of every feature map (spatial) in
a trajectory for aggregation based on the location and camera
information (temporal). It becomes more powerful for video-
based person re-identification or multi-camera person tracking
by adaptively learning weights and aggregating all detections in
the trajectory into a compact feature representation. Moreover,
it can be incorporated into any existing re-identification feature
representation framework to obtain an optimal template feature
for SCT or ICT.
In addition, we study error measures of a tracking system. We
define the new measure that emphasizes on tracker mismatches
at every timestep. A traditional re-identification system aims at
matching person images often on a fixed gallery and cite per-
formance using CMC [16] and ROC [7] curves. However, with
a dynamically growing reference set (gallery), it is important to
investigate the mismatches. The inference error metric overcomes
the disadvantages of existing metrics and provides a better esti-
mate of tracking and re-identification error. We hope this work will
benefit researchers working on video surveillance and tracking
problems.
ACKNOWLEDGMENTS
This material is based upon work supported by the National
Science Foundation under Grant IIP #1266183.
7Method Cam 1 Cam 2 Cam 3 Cam 4
IDP IDR IDF1 IDP IDR IDF1 IDP IDR IDF1 IDP IDR IDF1
BIPCC [20] 92.8 95.8 94.2 93.2 84.8 88.8 94.1 91.0 92.5 88.2 93.4 90.7
Ours 94.5 98.3 96.4 94.5 97.9 96.2 98.7 97.6 98.1 98.9 99.6 99.2
TABLE 1: SCT ID score comparison
Method Cam 5 Cam 6 Cam 7 Cam 8
IDP IDR IDF1 IDP IDR IDF1 IDP IDR IDF1 IDP IDR IDF1
BIPCC [20] 96.0 81.5 88.1 80.1 72.0 75.9 94.8 91.6 93.2 94.9 85.7 90.1
Ours 95.6 92.2 93.8 96.5 90.1 93.2 99.3 97.1 97.6 99.2 96.0 98.2
TABLE 2: SCT ID score comparison
Method Identification Score Our Measure
IDP IDR IDF1 IE(%)
BIPCC [20] 76.7 50.0 60.5 1.3
Ours 96.6 58.5 72.9 0.6
TABLE 3: ICT (across all 8 cameras) performance
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