Multivariate copulas are commonly used in risk management of financial assets. They allow for very flexible dependency structures, even though they are applied to transformed financial data after marginal time dependencies are removed. This is necessary to facilitate statistical parameter estimation. In this paper we consider a very flexible class of mixed C-vines, which can capture a driving force of a single variable. Vines are build from bivariate copulas only and the term "mixed" refers to allowing the pair-copula family to be chosen individually for each term. In addition there are many C-vine structure specifications possible and therefore we propose a novel data driven sequential selection procedure which selects both the C-vine structure and its attached pair-copula families with parameters. After the model selection ML estimation of the parameters is facilitated using the above found sequential estimates as starting values. An extensive simulation study shows a satisfactory performance of ML estimates in small samples. Finally an application involving US-exchange rates demonstrates the need for mixed C-vine models.
Introduction
Pairwise construction principals have been very useful for building multivariate distributions. The first such pairwise construction was given by Joe (1996) based on the famous Sklar theorem (Sklar (1959) ) using cumulative distribution functions (cdf). Cooke (2001, 2002) realized that there were many such constructions possible, thus they organized them in graphical way by sequentially designing trees which identify the bivariate copula densities needed to make up a d-dimensional density. It involves only products of bivariate copulas, which we call pair-copulas in the following. Since the trees are intrinsically related they called these distributions regular vines. Their primary interest was to use vines in the modeling of large networks so they restricted themselves to the case of Gaussian pair-copulas. Aas et al. (2009) were the first to recognize that this construction principle can be extended by using arbitrary pair-copulas, since the construction principle has no restriction on the choice of pair-copulas. They developed standard maximum likelihood (ML) estimation for special vine copulas, where the challenge was to provide a good starting point for the required high dimensional optimization. Vine copulas are vine distributions with uniform margins. Regular vines include two simple tree structures, such as line trees and star trees, the first one corresponds to D-vines, while the second one corresponds to C-vines. Czado (2010) showed that C-and D-vines can be constructed by simple recursive conditioning. Similar recursive conditioning arguments are used in time series. Aas et al. (2009) used a sequential estimation procedure to provide starting values for the ML estimation in C-and D-vines. They utilized D-vines as a building block for a two step risk model for financial assets. Here the margins were estimated by standard ARMA-GARCH models and standardized residuals were formed. In a second step copula data is formed using a parametric or a non-parametric innovation specification. This allows to have an approximately i.i.d. sample for estimation. The parametric transformation was suggested by Joe (2005) , while a rank based transformation was followed by Genest et al. (1995) . Both approaches follow a two step parameter estimation approach, first estimating marginal parameters and then copula parameters. To improve efficiency in the semiparametric approach of Genest et al. (1995) , Chen and Fan (2006) and Chan et al. (2009) based their inference for the copula parameters on the KullbackLeibler information criteria. Later Min and Czado (2010c) extended their approach to D-vines and simple R-vine specifications using only t-copulas as pair-copulas. While such an approach allows for different symmetric tail behavior for pairs of variables, it does not allow for non-symmetric tail behavior such as provided by a Clayton or Gumbel copula. This is the starting point for this paper. We want to allow for different pair-copula families and concentrate on C-vines, which have not been investigated in applications so far. Such mixed C-vines have several selection problems attached to them. First we need to select the appropriate C-vine structure, since there exist as for example Aas et al. (2009) showed d!/2 different C-vines and additionally to choose from a catalogue of pair-copula families for each required pair-copula. At the moment only selection procedures within specified D-vine structures exists. Min and Czado (2010b) use reversible jump MCMC to simplify a D-vine with specific single pair-copula family by discovering conditional independences, while Smith et al. (2010) use indicator variables for identifying conditional independence in a Bayesian set up. The goal of this paper is to provide a comprehensive solution to the selection of C-vines by identifying an appropriate C-vine structure and selecting a fitting pair-copula family. To accomplish this a sequential approach is developed based on the cardinality of the conditioning variables in conjunction with individual choices for each pair-copula as a best fitting pair-copula family from a large catalogue of families. The catalogue of pair-copula families includes elliptical copulas such as Gaussian and t-copulas, single parameter Archimedean copulas such as Gumbel and Clayton, as well as two parameter families such as BB1 and BB7 of Joe (1997) . Finally the Joe and Frank copula are included as well. For the copula family selection a goodness-of-fit procedure studied in Genest et al. (2006) , Genest et al. (2009) and Berg (2009) is used, as well as model comparison tests based on Vuong (1989) and Clarke (2007) suitable for non-nested model comparison. In addition, scatter and contour plots, as well as plots of the λ-function introduced by Genest and Rivest (1993) are evaluated. The selection of a C-vine structure and its pair-copulas is determined by developing an appropriate sequential estimation procedure which is used as starting value for the ML estimation. A large simulation study shows very good small sample performance of the ML estimation in mixed C-vines. Finally the usefulness of these models is demonstrated in an application involving US-exchange rates by using model comparison criteria as AIC, BIC, Vuong and Clarke tests suitable to compare joint copula models. In summary the main contributions of this paper are 1. Development and implementation of sequential and ML estimation procedures for copula parameters in a previously specified mixed C-vine.
2. Development of a data driven sequential selection procedure for jointly choosing the C-vine structure and pair-copula families.
The paper is organized as follows: In Section 2 we discuss bivariate copula families, while Section 3 introduces the mixed C-vine copula model. Here also sequential and ML estimation of copula parameters are studied. In Section 4 the data driven sequential procedure for jointly selecting the C-vine structure with pair-copula families is developed. In Section 5 a simulation study investigates the small sample performance of the ML procedure for mixed C-vines. A mixed C-vine is chosen and investigated in Section 6 to model the dependencies among the standardized residuals in US-exchange rates. The paper closes with a summary and discussion section.
2 Bivariate copula families
, with uniformly distributed marginals. It can be used to characterize the dependency between d random variables, while allowing for arbitrary marginal distributions. In the next section we develop multivariate copulas using only bivariate copulas as building blocks, therefore we concentrate here on d = 2. In particular the famous theorem of Sklar (1959) gives the connection between marginals and copula to the joint distribution. For this let F (·, ·) denote a bivariate cdf with marginal cdf's F 1 and F 2 , respectively, then there exists a two dimensional copula cdf C(·, ·), such that for all (
holds. For continuous F 1 and F 2 , C(·, ·) is unique and is defined through
The corresponding density is
For a detailed introduction and discussion see the books by Joe (1997) and Nelson (2006) . The most important and most commonly used copulas in finance are the Gaussian and the t-copula. Both belong to the class of elliptical copulas and for a precise definition see for example Frahm et al. (2003) . Another class often discussed and utilized are Archimedean copulas; see for example Embrechts et al. (2003) or Nelson (2006) . Non-linear dependence is often measured using Kendall's τ , while dependence in the tail is measured by upper and lower tail dependence coefficients defined by Joe (1997) as
While the Gaussian copula has λ U = λ L = 0, the tail dependence coefficients for the t-copula is symmetric, i.e.
The Archimedean Clayton and Gumbel copula are non-symmetric. They allow either for upper by no lower tail dependence and vise versa. In particular for the Clayton copula we have λ U > 0, but λ L = 0 and for the Gumbel copula λ U = 0 but λ L > 0. Therefore Joe (1997, Section 5.2) introduced two bivariate copula families called BB1 and BB7, respectively, which allow for λ L > 0 and λ U > 0 simultaneously. We will utilize these bivariate copula families as possible building blocks in our mixed C-vine. Since they are not so commonly discussed, we summarize their definition and properties in Table 1. For visualization we provide in Figure 1 a scatter plot of a bivariate random sample of size n = 1000 from a BB1 (left top panel) and a BB7 (right top panel) copula distribution. In the lower panels we give the corresponding contour plots of the transformed vector Z = (Φ −1 (U 1 ), Φ −1 (U 2 )), where (U 1 , U 2 ) follows a BB1 and a BB7 copula distribution, respectively. Here Φ −1 (·) denotes the quantile function of a standard normal random variable. Note that Z has standard normal margins and the copula dependence structure is not changed under these monotone transformations.
3 Pair-copula construction (PCC) of mixed C-vines
Using two-dimensional copulas it is possible to construct general multivariate distributions by specifying the dependence and conditional dependence of selected pairs of random variables and all marginal distribution functions.
We will define such a construction in this section. Our presentation follows Aas et al. (2009) and Czado (2010) , but the idea was first developed by Joe (1996) for cdf's and organized graphically using densities and a sequence of nested trees by Bedford and Cooke (2002) . The class of multivariate copulas Table 1 : Cdf, density, Kendall's τ , upper and lower tail dependence coefficients of the BB1 and BB7 copula, respectively.
constructed in such a way are called regular vines. The so called C-and D-vines are subclasses of regular vines. Our general assumption is that all joint, marginal and conditional distri-butions are absolutely continuous with corresponding densities. Under this regularity condition, Czado (2010) showed that a multivariate density can be constructed as a product of pair-copulas, acting on several different conditional probability distributions. Given the recursive decomposition of the conditional distribution of (X 1 , X t ) given X 2 , . . . , X t−1 as Czado (2010) showed that the joint distribution is
where she used the following abbreviation for a bivariate conditional copula density of X i and X j given
for arbitrary distinct indices i, j, i 1 , . . . , i k with i < j and i 1 < . . . < i k .
Here f (·|·) and F (·|·) denote conditional densities and distribution functions, respectively. According to Bedford and Cooke (2002) this PCC (3.2) is called a canonical vine distribution or short C-vine. For example consider the the case d = 4, then the C-vine density (3.2) can be written as
Both in (3.2) and (3.3) the choice for the bivariate pair-copulas c ij|i 1 ,...,i k is completely arbitrary and in this paper we allow for an individual choice for each of these pair-copulas from a catalogue of copula families. We call such a C-vine a mixed C-vine. It is also clear that the construction is iterative by nature, and that given a specific factorization in (3.2), there are many different orderings of the variables yielding different C-vines. In (3.1) we implicitly assume that the bivariate conditional copula does not depend on the specific values of the conditioning variables, other than through its arguments given by conditional distribution functions. This restriction is however not so severe, see Haff et al. (2010) .
In this paper we concentrate on C-vines, however a similar argument can be used to derive the class of D-vines, see Czado (2010) for details. C-vines are especially useful, when one expects a variable to dominate the dependencies with all other variables. In (3.3) and more generally in (3.2) we see that variable 1 is directly involved in all pair-copulas, thus is able to capture the above described behavior. For the pair-copula construction we need marginal conditional distributions of the form F (x|v). For every v j in the vector v we can write F (x|v) as
with C x,v j |v −j an arbitrary bivariate copula cdf (see Aas et al. (2009) ). Since we will apply representation (3.2) to copula data
2) in this case as C-vine copula density. Note that in this case f (u i ) = 1 and F (u i ) = u i ∀i = 1 . . . d. In the following we assume a parametric specification for C i,j|i 1 ,...,i k given by an appropriate parameter (vector) θ. For parametric pair-copula densities and univariate conditioning set (3.4) simplifies to
where θ is the parameter vector for C u,v .
In Table 2 we give the h-functions of the Gaussian, the t-, the BB1 and the BB7 copula, respectively. Here ρ is the parameter of the Gaussian copula and Φ −1 (·) is the inverse of the standard normal distribution function. Further t −1 ν (·) in the t-copula case is the quantile-function of the univariate standard t distribution with ν degrees of freedom, expected value 0 and variance ν ν−2 for ν > 2.
To illustrate the usefulness of (3.4) and (3.5) we derive the conditional cdf F (u 3 |u 1 , u 2 ) needed as argument for c 34|12 in a 4 dimensional C-vine copula density (compare to (3.3) ). First (3.4) implies that
holds. Now using (3.5)
therefore it follows that Table 2 : h-functions of the Gaussian, the t-, the BB1 and BB7 copula
Here θ 13 , θ 12 and θ 23|1 denote the parameters of c 13 , c 12 and c 23|1 , respectively. Therefore higher order conditioning requires recursive application of appropriate h-functions.
We now turn to parameter estimation in C-vines. Let θ i be the vector of all pair-copulas in (3.2) which involve a conditioning set of cardinality i for i = 0, . . . , d − 2. For the C-vine in (3.3), θ 0 contains the parameters of the pair-copulas c 12 , c 13 and c 14 , θ 1 the parameters of c 23|1 and c 24|1 and θ 3 the parameters of c 34|12 . More generally t the set of all parameters to be estimated. We now present two estimation methods, one is a sequential estimator (SE) and the other one is the maximum likelihood estimator (MLE). Suppose we have i.i.d. data u t := (u 1t , . . . , u dt ) t for t = 1, . . . , T available. For the SE we estimate first the parameters of unconditional copulas, then use the estimates to estimate the parameters of pair-copulas with single conditioning variable. These estimates will then be used for estimation of pair-copula parameters with two conditioning variables. We proceed sequentially until all parameters are estimated. More precisely for θ j,0 of c 1,j+1 estimate θ j,0 based on data (u 1,t , u j+1,t ), t = 1, . . . , T for j = 1, . . . , d − 1. For one-parameter families with a known relationship to Kendall's τ , one can invert the empirical Kendall's τ based on (u 1,t , u j+1,t ), t = 1, . . . , T . Alternatively one can maximize the corresponding bivariate likelihood to getθ S j,0 for j = 1, . . . , d − 1. In the next step we want to estimate θ j,1 corresponding to c 2,j+2|1 for j = 1, . . . , d − 2. Definê
for j = 1, . . . , d−2 and denote these estimates byθ We now turn to the determination of MLE's of the parameters of a C-vine copula distribution. For this we can use the corresponding representation (3.2) to construct the log likelihood for an i.i.d. d-variate copula sample u t = (u 1,t , . . . , u d,t ) t for t = 1, . . . , T . Let u = (u t 1 , . . . , u t T ) t and θ the parameter vector to be estimated, then the log likelihood can be written as
The log likelihood (3.6) together with definition (3.7) and (3.8) can now be numerically optimized using the sequential estimatesθ 
Selection of vine copula models
As already noted there are many different orderings of the variables in C-vine models possible. Aas et al. (2009) have shown that there exactly d!/2 different C-vines and thus C-vine copulas available. In a mixed C-vine copula model we need in addition to choose a bivariate copula family for each of the d(d − 1)/2 pair-copulas. We will now consider these selection problems. As noted in Aas et al. (2009) it is preferable to choose models with high dependence in the bivariate conditional distribution characterized by c i,j|i 1 ,...,i k , where the number of conditioning variables k is small. This suggests a data driven sequential approach starting with determining the d − 1 unconditional pair-copulas needed in a C-vine copula. For this estimate all pairwise Kendall's τ i,j values byτ i,j and find the variable i * which maximizeŝ
Here we setτ i,i = 1 for i = 1, . . . , d. To ease notation we reorder the variables in such a way that the first variable is now i * . For this reordering we select c 1,j+1 , j = 1, . . . , d − 1 as unconditional pair-copulas. We call variable 1 also the root of all unconditional pair-copulas. Before determining the pair-copulas with the single conditioning variable 1, we need to make a choice of the pair-copula family and its parameter value for c 1,j+1 for j = 1, . . . , d−1. We will discuss this choice later and assume at this point that we are able to choose a pair-copula family with parameter estimateθ S j,0 for c 1,j+1 for j = 1, . . . , d − 1. As in the sequential estimation procedure we define now d − 1 transformed variableŝ
Again we use (d−1) data samples of size T and estimate all pairwise Kendall's values and find the corresponding maximum as in (4.1) based now d − 1 variables. Assume that this maximum is obtained at i * * and again reorder the variables i = 2, . . . , d in such a way that i * * is now variable 2. We select now c 2,j+2|1 for j = 1, . . . , d − 2 as pair-copulas with single conditioning variable 1. Here 2 = i * * can be considered as root of c 2,j+2|1 for j = 1, . . . , d − 2. We continue now with this procedure with transformed variables as defined in (4.2) until we have all pair-copulas and their sequential estimatesθ S j,s determined. Note that this sequential procedure both determines the C-vine copula structure and corresponding parameter estimates. We now consider the problem of choosing the copula family. This has been a well studied problem and many procedures have been suggested. Note that for the sequential selection procedure we only require a copula selection in two dimensions. Copula goodness-of-fit tests have been studied by Genest et al. (2009 ), Genest et al. (2006 and Berg (2009) . One recommended test is based on the Cramér-von-Mises statistics, which we will utilize later. It is implemented in the R-package "copula". Genest et al. (2009) introduced and studied a λ-function based on the Kendall's process. This λ-function is especially easy for Archimedean copulas. Additionally we also look at likelihood ratio based tests suggested by Vuong (1989) and Clarke (2007) suitable for non-nested model comparison. Finally we also examine bivariate scatter plots of the copula data and empirical contour plots of the transformed copula data with normal margins. For our implementation for the copula family choice we consider the Gaussian, t-, Clayton, Gumbel, Frank, BB1 and BB7 copula family, which cover a wide range of dependence behavior. Since the Vuong and Clarke tests require two specified copula models to be compared to, we first specify a copula model, which we denote by A, we conduct then tests comparing A to any other copula family considered. A score for A is determined in the following way; each time model A is preferred to another model, the score is increased by 1. If model A cannot be distinguished from the other model, the score is left unchanged. If the other model is preferred to A, then we subtract 1 from the score. This scoring is done for considered copulas and the copula model with highest score is chosen. Finally we like to note that the copula goodness-of-fit tests have a more general alternative, while the Vuong and Clarke tests consider a single parametric copula in the alternative. 5 Small sample performance of the ML estimates in a C-vine with different pair-copula types
We investigated the accuracy, stability and robustness of the maximum likelihood estimation described in the previous section by performing a small simulation study in R for different sample sizes, different C-vine dimensions and different copula family combinations. For this we used the R-routines written by Schepsmeier (2010) , which contains the MLE algorithm as well as a routine for the simulation of C-vines (see Aas et al. (2009) ). The advantage of this R-package is that we can use mixed C-vine copula models. Unlike Aas et al. (2009) , Min and Czado (2010a) or Nikoloulopoulos et al. (2011) one is not limited to simple models with only one copula family for all pair-copulas in a C-vine PCC. In this paper we give a summary of our simulation study. Detailed results can be found in Appendix C of Schepsmeier (2010) . First we restrict to a four dimensional C-vine copula set. In this case six pair-copulas have to be chosen. As a common measure of dependence across pair-copula families we used Kendall's τ . We investigated two choices τ = 0.2(L) and τ = 0.8(H). The following four scenarios were investigated (Table 3) . Possible pair-copula families were Gaussian (N), t-copula with ν degrees of freedom (t ν ), Clayton (C), Gumbel (G), Frank (F), Joe (J), BB1 and BB7. As sample size n = 500, 1000 and 2000 were investigated. In a first setup we used the same pair-copula family for each of the six pair-copulas, while in a second setup we allowed for mixed C-vine copulas and investigated a total of 8 combinations given in Table 4 . For the one parameter pair-copulas the choice of Kendall's τ determines the corresponding parameter. For the two parameter families BB1 and BB7 we need an additional constraint to fix the two parameter values. Here we used the following constraints:
BB1 N BB7 BB1 t 5 BB7 Table 4 : Mixed copula models investigated
As performance measure we considered average and 5% trimmed average of the estimated parameter values or corresponding Kendall's τ value for each pair-copula. Further we estimated bias, variance and mean squared error of these quantities. All performance measures are based on 100 data sets simulated from each Kendall's τ scenario and C-vine copula model. The detailed results for n = 500 are contained in Schepsmeier (2010) in Appendix C.
We now summarize the results of Schepsmeier (2010) for C-vine MLE's: strength of dependence: MLE's of Kendall's τ are about equally well estimated for high and low dependence. Parameter values are better estimated for smaller values of Kendall's τ . For the t-copula the degree of freedom parameter ν is slightly overestimated. Overestimation increases as ν increases as to be expected since t ν is close to the normal distribution for values ν ≥ 25. For the BB1/BB7 the asymmetric case performs worse for high dependencies. mixed versus non-mixed: There no significant difference in the performance. conditional versus non-conditional:
The performance slightly decreases as the number of conditioning variables increases. Therefore additionally 5 dimensional mixed C-vine copula models are simulated and analyzed. sequential versus MLE estimates: Except for the degrees of freedom parameter ν in the t-copula, which are estimated by a bivariate maximum likelihood, the sequential estimatesθ Similar to the simulation tests described above and run by Schepsmeier (2010) we run four new simulation tests to investigate the performance of the implemented MLE algorithm with respect to the number of observations. For more stable results we used 500 simulated data sets instead of 100, for a non-mixed 4-dim. C-vine with BB1 pair-copulas and a mixed C-vine with copulas as in Model 7 in Table 4 . In Table 5 we summarized the performance by reporting the average estimated relative MSE of the parameters M SE rel (α) and the corresponding relative MSE of the Kendall's τ 's M SE rel (τ ). In the left panel we used simulated data sets of n = 500 while the right panels are for n = 2000. From this we see that the relative MSE is generally small and decreases as n increases.
In summary the simulation shows that satisfactory performance of MLE's in mixed/non-mixed C-vine copula models with a large catalogue of pair-copula families under small/high pairwise (conditional) dependence is possible for moderate sample sizes.
Application: US-Exchange rates
We apply now our mixed C-vine model to 8 time series of US-exchange rates from different countries from For each marginal exchange rate series we first determine an appropriate ARMA(P,Q)-GARCH(p,q) model, developed by Bollerslev (1986) . LjungBox tests (Ljung and Box (1978) ) for serial independence applied to the estimated standardized residuals show that ARMA(1,1)-GARCH(1,1) models are sufficient to remove the time dependence in each of the individual USexchange rates. The corresponding p-value of the Ljung-Box tests as well as additional QQ-Plots can be found in Chapter 5 of Schepsmeier (2010) . The QQ-Plots provide evidence that the residuals are fat tailed and t-or skewed t-innovations in the GARCH(1,1) part is needed. The resulting standardized residuals of these models are transformed using the empirical probability integral transformation and a scaling factor 1 n−1 to copula data on (0, 1) 8 . Figure 2 shows scatter plots and the estimated Kendall's τ for the copula data. We can detect some stronger dependencies between the standardized residual US-exchange rates, especially between the EURO and UK, EURO and AUS, EURO and SZ. Further, we can see that some standardized residual US-exchange rates are almost independent as for example AUS and JPN non-mixed C-vine (BB1) True values n = 500 n = 2000
θ 12 = 0.80 τ 12 = 0.80 3.36% 0.01% 0.97% < 0.00% δ 12 = 3.56 0.44% 0.11% θ 13 = 0.80 τ 13 = 0.80 5.67% 0.01% 1.51% < 0.00% δ 13 = 3.56 0.60% 0.14% θ 14 = 0.80 τ 14 = 0.80 7.67% 0.01% 2.46% < 0.00% δ 14 = 3.56 0.80% 0.18% θ 23|1 = 0.29 τ 23|1 = 0.20 9.85% 2.12% 2.38% 0.46% δ 23|1 = 1.09 0.18% 0.04% θ 24|1 = 0.29 τ 24|1 = 0.20 9.78% 2.17% 2.52% 0.50%
θ 12 = 1.18 τ 12 = 0.80 0.32% < 0.00% 0.05% < 0.00% δ 12 = 8.40 0.52% 0.11% ρ 13 = 0.95 τ 13 = 0.80 < 0.00% < 0.00% < 0.00% < 0.00% ν 13 = 5.00 0.68% 0.14% θ 14 = 18.10 τ 14 = 0.80 0.31% < 0.00% 0.08% < 0.00% ρ 23|1 = 0.95 τ 23|1 = 0.80 0.01% 0.03% < 0.00% 0.01% ρ 24|1 = 0.95 τ 24|1 = 0.80 0.01% 0.03% < 0.00% 0.01% ν 24|1 = 10.00 21.84% 4.24% θ 34|12 = 6.48 τ 34|12 = 0.80 11.83% 0.02% 3.14% 0.01% δ 34|12 = 1.17 1.23% 0.29% Table 5 : Top: Average estimated relative MSE of parameters and Kendall's τ for non-mixed C-vine with BB1 pair-copulas, assuming λ L = λ U based on 500 simulated data sets, (n=500 (left) and n=2000 (right)). Bottom: Average estimated relative MSE of parameters and Kendall's τ for mixed C-vine (BB7,t5,F,N,t10,BB1), assuming λ L = 0.2 for the bivariate copula families based on 500 simulated data sets, (n=500 (left) and n=2000 (right)). We apply now the sequential procedure to select an appropriate C-vine copula for the US-exchange rate copula data. In Table 6 we give the empirical Kendall's τ matrix and the sum of their absolute values, denoted by S (compare to (4.1)). From this we see that EUR is the first root variable. Given this first root variable and the sequential C-vine identification procedure from previous chapter we can identify the next root variable AUS followed by SZ, Table 6 : Empirical Kendall's τ matrix and the sum over the absolute entries of each row for the exchange rate data set BRA, CAN and finally IN. As possible copula families we allowed the eight copula families utilized in the simulation study. Since the sequential selection procedure identifies the pair-copula types and provides sequential estimateŝ θ S , we use those as starting values to determine the corresponding MLÊ θ M LE . The resulting mixed C-vine copula model we denote by M1. The sequential and ML estimates for M1 are provided in Table 7 . We also indicate with i the number of variables in the conditioning set and the pair-copula family type chosen. Here we use N(Gaussian), t(t-), C(Clayton), G(Gumbel) and F(Frank) as abbreviations. Note the flexibility of two parameter bivariate copula families such as the BB1 and BB7 was not required for this data set.
In particular only a few strong non-symmetric dependencies among the standardized residuals are detected, i.e. BRA and AUS given EU and CAN and BRA given EU, AUS and SZ. For the first conditional dependency we provide exemplarily the exploratory copula selection analysis in Table 8 . From the results in Table 7 we see that often very low dependence is estimated, therefore we include a test for independence at each pair-copula. As independence test we used a test based on Kendall's τ discussed in Genest and Favre (2007) utilizing the asymptotic distribution of empirical Kendall's τ under independence (Kendall (1938) ). If the test fails to reject the null hypothesis of independence an independence copula (c(u 1 , u 2 ) ≡ 1) is chosen. Otherwise the sequential selection procedure is left unchanged. We call the resulting model M2. Comparing M1 to M2 we see that copula indices are the same up to a conditioning set of size 5. The remaining root variable for M2 is then JPN, while IN was chosen for M1. In Table 7 we indicate with a * those pairs which were chosen to be the independence copula in M2. For brevity we do not show the corresponding parameter estimates for M2. We Table 7 : Sequential and ML estimates for C-vine copula models M1 and M4 (* = independence copula in M2). Selected copula: G, BB1, BB7 G Table 8 : Pairs-plot, normalized contour plot, λ-function and goodness-of-fit test scores for the conditional copula c BRA,AU S|EU R of the US-exchange rate data.
Model Model type
Model selection M1 mixed C-vine sequential selection without independence test M2 mixed C-vine sequential selection with independence test M3 C-vine t-copula same as M1 but all pair-copulas are t-copulas M4 Gauss copula same as M1 but all pair-copulas are Gaussian copulas Table 9 : Summary of models investigated like to note that M2 has only 33 parameters compared to 39 for M1. To investigate if a mixed C-vine copula is necessary for this data set we also fit a C-vine copula with the same structure as M1 but only with t pair-copulas, we call this model M3. Finally we also want to investigate if we need a C-vine specification at all, i.e. we set all pair-copulas in M1 to a Gaussian copula and denote this model by M4. In Table 9 we summarize the specification of the four models investigated.
To compare these models we first use the AIC (Akaike (1974) ) and BIC (Schwarz (1978) ) criteria. We also compute these values using the sequential estimatesθ S as a proxy forθ M LE to see how close the sequential estimates are to the MLE's with respect to these criteria. Table 10 : Log-likelihood, number of parameters, AIC and BIC for models M1-M4 using ML or sequential estimates.
In Table 10 we ignore the fact that only M3 and M4 are nested models, while the other pairs are not. Therefore we conducted appropriate Vuong and Clarke tests with Schwarz correction and the results are given in Table  11 . These also support decisively the conclusion that M2 is the preferred model. In summary a mixed C-vine copula is needed to model the dependencies among the standardized US-exchange rate residuals.
Summary and Outlook
In this paper we introduced the class of mixed C-vine copulas and provided sequential and ML estimation procedures for the unknown parameters. An extensive simulation study showed very satisfactory behavior of the ML estimation for many different mixed and non-mixed C-vine copulas. In contrast to earlier papers on vines we considered the problem of jointly estimating the C-vine structure together with the choice of bivariate copula families. We developed a data driven sequential approach, which follows the heuristic of wanting to achieve parsimonious and simple model specifications. Following these considerations C-vine structures are selected so that most of the dependence as measured by the sum absolute empirical pairwise Kendall's τ values occurs early in the conditioning procedure. The computational complexity of the log-likelihood is increased as the number of conditioning variables is increased, since the required conditional cdf's require higher recursions. For the selection of the appropriate pair-copula families we followed standard test approaches involving goodness-of-fit tests for bivariate copulas, Vuong and Clarke tests suitable for non-nested models and finally explorative tools based on scatter and contour plots as well as the empirical λ-function of Genest and Rivest (1993) . Finally we considered an application involving US-exchange rates. Here mixed C-vines are used to model the dependencies among standardized residuals, which are formed from univariate time series models. This allows to have pseudo copula data available which is approximately i.i.d. Therefore a standard two-step estimation procedure is followed, which however allows via simulation to consider value at risk of arbitrary portfolios. The advantage of this two part joint model (marginal + copula model) is that simulation has to be conducted only once for all portfolio's considered, while allowing for very flexible non Gaussian dependencies in contrast for example to a CCC model of Bollerslev (1990) . We like to note that our experience with joint estimation methods of mod-els with regression marginals (Lanzendörfer (2009) ), with AR(1) marginals ) and GARCH(1,1) (Hofmann and Czado (2010) ) coupled with D-vine copula models have shown that the loss in efficiency when two step estimation is done is small. In these papers a Bayesian approach was followed, which allows for credible intervals for parameters and quantities of interest depending on parameters. These interval estimates are difficult to obtain in a ML setup. The mentioned papers in this paragraph are extensions of the Bayesian approach followed by Min and Czado (2010a) , In the future we like to investigate the severeness of the restrictions imposed by the heuristic C-vine structure search. For this a discrepancy measure between the fitted C-vine structure and the true model has to be considered. A general statistical discrepancy measure would be the Kulback-Leibler distance, which however is difficult to obtain in these complex models. Therefore simpler discrepancy measures have to be developed. Another future area of research is the development of search algorithms for D-vines and more generally for regular vines.
