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ABSTRACT Gesture recognition based on computer vision has gradually become a hot research direction in
the field of human–computer interaction. The field of human–computer interaction is an important direction
in the Internet of Things (IoTs) technology. Human–computer interaction through gestures is the direction of
continuous research on IoTs technology. In recent years, the Kinect sensor-based gesture recognition method
has been widely used in gesture recognition, because it can separate gestures from complex backgrounds and
is less affected by illumination and can accurately track and locate gesture motions. At present, the Kinect
sensor needs to be further improved on the recognition of complex gesture movements, especially the
problem that the recognition rate of dynamic gestures is not high, which hinders the development of human–
computer interaction under the IoTs technology. In this paper, based on the above problems, the Kinect-
based gesture recognition is analyzed in detail, and a dynamic gesture recognition method based on HMM
and D-S evidence theory is proposed. Based on the original HMM, the tangent angle and gesture change at
different moments of the palm trajectory are used as the characteristics of the complex motion gesture, and
the dimension of the trajectory tangent is reduced by the number of quantization codes. Then, the parameter
model training of HMM is completed. Finally, combined with D-S evidence theory, combinatorial logic is
judged, dynamic gesture recognition is carried out, and a better recognition effect is obtained, which lays a
good foundation for human–computer interaction under the IoTs technology.
INDEX TERMS Gesture recognition, hidden Markov model (HMM), D-S evidence theory, Internet of
Things (IoT).
I. INTRODUCTION
Techniques related to visual gesture recognition include ges-
ture detection segmentation, tracking positioning, feature
extraction, classification recognition, etc. These technologies
have been greatly developed in recent years, but there are still
some imperfections, including: recognition rate, robustness,
real-time, stability, practicality, etc. [1]–[3]. At present, due
to the uncertainty and diversity of gestures, the research of
vision-based gesture recognition has certain challenges Such
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as inaccurate gesture changes, occlusion, speed of movement,
etc. As well as debugging experiments in the gesture recog-
nition system in the real environment, problems such as com-
plex background environment, uncertain lighting conditions,
variety of image space information, and computer processing
capabilities are often encountered [4], [5]. Currently, the
research on gesture recognition technology has become an
important research direction in digital image processing, arti-
ficial intelligence, computer vision, human interaction and
other related fields [6]–[8]. With the continuous development
of Internet of Things technology, human-computer interac-
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tion has become more and more convenient, which promote
the development of non-contact interaction. The non-contact
interaction is to recognize the dynamic gesture of the person,
and the machine responds to the recognized dynamic gesture.
In the recognition of static gestures, great achievements
have been made, and the classification and recognition
of static gestures have achieved good results. However,
the recognition of dynamic gestures takes into account the
temporal and spatial differences of gestures, so it has been
searching for better dynamic gesture recognition methods.
This paper improves the recognition rate of dynamic ges-
tures, and then lays a foundation for improving the human-
computer interaction experience under the Internet of Things
technology. This article first introduces the feature extraction
of gestures, and then extends to the extraction of gesture
motion trajectories, and next extracts the features of ges-
ture motion trajectories from the extracted motion gestures.
The hidden Markov model is a method for dynamic gesture
classification. The paper then introduces the concept of hid-
den Markov model and gesture classification and training
with hidden Markov model, and analyzes the HMM model.
Finally, a gesture recognition algorithm based on HMM and
D-S evidence theory is proposed. Through experiments and
results analysis, the HMM algorithm and the method of com-
bining HMM with Naïve Bayesian model are compared.
II. RELATED WORK
Currently, after decades of research on gesture recogni-
tion, some breakthrough research progress has been made,
and many methods for gesture recognition technology have
also been formed. The data glove-based gesture recogni-
tion method was extensively studied at the beginning. This
method first measures various types of information of the
hand through the glove, and then uses the measured infor-
mation for the modeling and recognition of the gesture.
In 1983, Grimes pioneered the use of data gloves for ges-
ture recognition, sparking a wave of gesture recognition
research [9]–[11]. After collecting the gesture information,
Yang et al. [12] proposed a new hand feature extraction
method. Xiong et al. [13] combined the Back-Propagation
Neural Network (BPNN) and (Particle Swarm Optimization,
PSO) algorithms on the basis of traditional algorithms, which
greatly reduced the training time and improved the accu-
racy of gesture recognition. The data glove-based gesture
recognition method has high recognition rate and high speed
[14]–[16], but this method requires artificial wear data gloves
and placement of position trackers. In addition, the purchase
price of data gloves is high and does not apply to natural
human-computer interaction.
The computer-based recognition process uses camera
equipment to capture image information or record video
information, and uses related image analysis methods to
obtain the required gesture map information [17]. The out-
standing advantage of this method is that the input device is
cheaper, and the camera becomes very popular among various
consumer electronic products, besides, the most important
thing is that it does not require any additional requirements,
which makes the interaction between the computer and the
person more natural [18]–[20]. Therefore, the gesture recog-
nition technology based on computer vision has been exten-
sively studied, and the recognition rate, real-time and robust-
ness have been greatly improved.
At present, the most commonly used methods of dynamic
gesture classification are Dynamic Time Warping (DTW)
and Hidden Markov Model (HMM). HMM have two states:
implicit state and observed state, which represent basic state
values and observed values [21], [22]. HMM has a con-
stant property on the time scale range, and can be auto-
matically segmented for time series. Zhang and Deng [23]
propose dynamic gesture track recognition strategy based on
HMM-CART model structure, which has higher accuracy
of dynamic gesture recognition. But the data needs to be
converted to the same format. Wang et al. [24] used Baum-
Welch algorithm to train the HMM (Hidden-Markov-Model),
which can handle time-based information of different lengths
and has high recognition efficiency for dynamic gestures.
However, with the development of interactive applications
and the improvement of recognition accuracy requirements,
a single HMM has been unable to meet the needs of the
application, therefore, Wang et al. [25] Proposed a HMM-
FNN-based model structure that combines the HMM with a
fuzzy neural network to establish a more complex gesture by
setting up fuzzy rules. Indeed, it has improved the accuracy,
but still has the shortcomings such as the dependence of
fuzzy rules on prior experience and insufficient convergence
rate due to more hidden layer nodes. Barros et al. [26] pro-
pose a method to recognition dynamic gesture using con-
vexity approach. But the Convexity Approach relies on the
contour of the hand, and thus is strongly dependent on a
proper segmentation method. Palacios-Alonso et al. [27]
combined HMM and naive Bayesian model and trained the
Hidden Markov Model-Naive Bayesian Classifier (HMM-
NBC) model to classify and recognize ten types of gestures.
DTW’s recognition idea is to find the best match between
the two modes, and can automatically seek the optimal plan-
ning from the starting point to the end point [28]–[30]. The
feature extraction and classification recognition of gestures
have been progressing rapidly in recent years, but there are
still some shortcomings, mainly in the aspects of low recog-
nition rate, low robustness and poor practicality. At present,
due to the repeated changes in gestures, it is inaccurate,
will be affected by the occlusion, and even its speed of
movement will affect the gesture. When we actually perform
gesture recognition simulation, the environment background,
different illumination intensity and dynamic information are
required to be high, so there is still room for improvement in
gesture recognition research [31]–[33].
This paper proposes a dynamic gesture recognition method
based on HMM and D-S evidence theory. Since dynamic
complex gestures involve temporal and spatial transforma-
tions, the motion of the hand can be identified by motion
information and gesture changes [34], [35]. Therefore,
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the tangential angle of the hand-center trajectory and the
change of the gesture can be used as the characteristics of
the motion gesture. The dimension of the feature vector of
the trajectory angle of the motion trajectory is reduced by
quantizing the number of codes, and the parameter model of
the HMM is trained by the forward and backward algorithm,
the Viterbi algorithm and the Baum-Welch algorithm. The
D-S evidence theory is used to fuse the parameter models,
and then the logic is determined to realize the classification
identification.
III. FEATURE EXTRACTION OF GESTURES
The process of feature parameter extraction is a process
of abstracting the motion of a gesture in time and space
into a number that can be used for calculation. Different
gestures correspond to different feature vectors. As the ges-
ture changes, the corresponding feature vector also changes.
Therefore, the gesture change and gesture motion are used as
feature vectors [36]–[38].
The process of gesture movement can be simplified to the
process of changing the position of the palm of the hand
over time. The gesture movement can be represented by a
trajectory in the parameter space, and the trajectory includes
features such as position, velocity and direction [39]–[41].
The distance between the center of the current frame ges-
ture and the starting point is denoted by S (x, y):
S (x, y) =
√
(xi − x1)2 + (yi − y1)2 (1)
The Euclidean distance through the center of the gesture
between two adjacent frames is denoted by D(x, y):
D(x, y) =
√
(xi − x1)2 + (yi − y1)2 (2)
The angle between the center of the gesture between two
adjacent frames is represented by θ (x, y):
θ (x, y) = arctan
(
yi − yi−1
xi − xi−1
)
(3)
A. EXTRACTION OF GESTURE TRAJECTORIES
The extraction of the gesture trajectory generally obtains
the gesture trajectory by tracking the gesture. In this paper,
Kinect’s bone tracking technology is used to locate and track
the joints of the opponent. For each frame of depth data
obtained, the three-dimensional coordinates of the palm are
directly obtained to obtain the motion information of the
human hand in space [42], [43].
1) DETERMINATION OF THE STARTING POINT AND ENDING
POINT OF THE GESTURE TRACK
There will be a pause at the beginning and end of the gesture.
Using this feature, the starting and ending points of the ges-
ture track can be judged according to the speed V (x, y) of the
gesture, and the gestures at the starting and ending points can
be recorded. When the speed of the palm of a certain depth
data is lower than the threshold Vmin, the position of the palm
of the frame may be used as the starting and ending point.
After the continuous multi-frame, the speed of the palm is
lower than Vmin again, and the position of the palm of the
frame is used as the termination point. The trajectory between
the start and end points of the palm and the end point can be
extracted [44], [45].
2) GESTURE TRACK SAMPLING
If feature extraction is performed directly on the trajectory
data, the amount of data is very large and there is redundant
data. Therefore, the motion trajectory needs to be sampled,
and the sampled data not only ensures the movement trend
of the gesture, but also greatly reduces the amount of data
and facilitates feature extraction. At present, generally has
two methods to sampling, one is to perform sampling at
intervals, and the other is to calculate the moving distance
of the palm, and when the moving distance reaches the set
threshold, one sampling is performed [46], [47]. Consider-
ing that the same gesture is different in speed, the second
method is selected. For the motion trajectory, the sampling is
performed once every other distance, and the line connecting
the points after the sampling indicates the trajectory of the
gesture. Fig. 1 shows the raw data and the motion trajectory
formed after sampling.
FIGURE 1. Original track and Post-sampled track. (a) Original track.
(b) Post-sampling track.
B. OTHER RECOMMENDATIONS FEATURE EXTRACTION
OF GESTURE TRAJECTORY
Although the point coordinate position on the gesture tra-
jectory curve can be used as a salient feature of the gesture
trajectory recognition, since the coordinate point position of
the trajectory changes even with the same gesture, it is not
suitable as the feature value. As for the speed of the gesture
track, even if they are the same gesture, their speed difference
is large, so it is not suitable as a feature value. Different
gesture motion trajectories have different tangential angles,
and the same gesturemotion trajectory has the same or similar
tangential angle change. Therefore, this chapter selects the
tangential angle change of the hand motion trajectory as the
eigenvalue. Since the trajectories drawn by the hand center
are composed of sequences of tangential angle changes at
different times, the changes are continuous, and the range
is [0, 2pi ], if calculated one by one, not only the calculation
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amount is large, the delay is serious, and the processing effect
is not necessarily good. In order to simplify the calculation
and increase the calculation speed, it is necessary to quantize
the tangent angle [48], [49].
Assuming that the coordinates of the palm of the hand at
time t are (xt , yt), and the coordinates of the palm of the hand
at time t+1 are (xt+1, yt+1), the tangential angle θt→t+1 of the
trajectory of the palm can be expressed as:
θt→t+1 = arctan
(
yt+1 − yt
xt+1 − xt
)
(4)
According to the obtained angle, uniform quantization cod-
ing in the 12 direction is performed, as shown in Fig. 2. This
not only simplifies the dimension of the feature vector, but
also improves the speed of gesture recognition.
FIGURE 2. Direction chain code extraction feature vector.
IV. MODEL TRAINING
As shown in Fig. 3, the hidden Markov model consists of two
parts: the first part is a Markov chain, which is described
by the state transition matrix A and the state distribution
function pi . The second part is a random process, and the
matrix B represents the probability distribution description
of the state. Hidden Markov models can be represented by
quintuple [50]–[52]:
λ = (N ,M , pi,A,B) (5)
where: N—all possible states in the hiddenMarkovmodel are
{s1, s2, . . . , st , sN }, The hidden state at time t is qt , then the
sequence of a hidden state is Q = {q1, q2, . . . qT };
M—the number of possible observations in each state is
{v1, v2, . . . vM }, the observed value at time t is ot , then an
observation sequence is O = {o1, o2, . . . oT };
pi− the distribution of the initial state, that is {pi1, pi2, . . . ,
piN }, is used to describe the probability distribution of the
state of the observation sequence O at the time Ti, pii =
P (qi = Si) , 1 ≤ i ≤ N , and
N∑
i=1
pii = 1;
FIGURE 3. Hidden Markov model.
A—The time-independent state transition probability
matrix is:A = {aij}, aij = P (qt+1 = sj∣∣ qt = si) , 1 ≤ i, j ≤
N , and
N∑
j=1
aij = 1;
B—state output probability matrix is:
B = bj (k) = P
(
ot = vk | qt = sj
)
, 1 ≤ j ≤ N , 1 ≤ k ≤
M , and
M∑
k=1
bj (k) = 1.
A. DYNAMIC GESTURE CLASSIFICATION TRAINING
Suppose we know the parameter λ = (pi,A,B) of a
hidden Markov model and an observation sequence, and
find the probability that this HMM produces this observa-
tion sequence [49], [50]. In dynamic gesture recognition,
the dynamic gesture is a sequence of observations, that is,
a sequence of test samples. The HMM is calculated bymatch-
ing, and the HMM is the recognized gesture. This chapter
uses the forward-backward algorithm to solve it. The steps
are as follows:
Forward recursion:
1) Input: hidden Markov model parameter λ = (pi,A,B),
observation sequence (O1,O2, . . .Ot);
2) Initialization:
α1 (i) = piibi (O1) , 1 ≤ i ≤ N (6)
3) Recursive:
αt+1 (j) =
[
N∑
i=1
αt (i) aij
]
bj (Ot+1) ,
1 ≤ t≤T − 1, 1≤ j≤N (7)
where: αij—the probability that the implicit state i in the
HMM is transferred to the implicit state j;
B—the probability of observingOt+1 under implicit state j.
4) Output: T time is terminated, available
P
(
O
/
λ
) = N∑
j=1
αT (j) , 1 ≤ j ≤ N (8)
Backward recursion:
1) Input: hidden Markov model parameter λ = (pi,A,B),
observation sequence is (Ot+1,Ot+2, . . .OT );
2) Initialization:
βT (i) = 1, 1 ≤ j ≤ N (9)
3) Advance:
βt (j) =
 N∑
j=1
αijbj (Ot+1)
βt+1 (i) ,
1 ≤ t ≤ T − 1, 1 ≤ j ≤ N (10)
4) Output:
P
(
O
/
λ
) = N∑
i=1
βt (j) (11)
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B. OPTIMAL DYNAMIC GESTURE
CLASSIFICATION TRAINING
An observation sequence is generated for a dynamic gesture,
calculate the probability that the sequence of states of all
gestures produces the sequence of observations, and the state
sequencewith the highest probability is found therefrom [55],
[56]. It is assumed that the parameter λ = (pi,A,B) of a
hiddenMarkovmodel and an observation sequence generated
by it are found, and the optimal hidden state sequence most
likely to produce this observation sequence is obtained. This
chapter uses the Viterbi algorithm to solve the problem. The
steps are as follows:
1) Define auxiliary variables:
δt (i) = maxq1,q2,...qt−1 P(q1, q2, ...qt−1,
qt = Si,O1,O2, ...Ot , λ) (12)
where: δt (i)—in the case of qt = si, the maximum probabil-
ity of sequence (O1,O2, . . . ,Ot) is generated at time t .
2) Input: HMM parameter λ = (pi,A,B) and observation
sequence is (O1,O2, . . . ,Ot);
3) Initialization:
δ1 (i) = piibi (Oi) , 1 ≤ i ≤ N (13)
ϕi = 0, 1 ≤ i ≤ N (14)
4) Recursive:
δt (j) = max1≤i≤N
[
δt−1 (i) aij
]
bjOt ,
2 ≤ t ≤ T , 1 ≤ j ≤ N (15)
ϕt (j) = max1≤i≤N
[
δt−1 (i) aij
]
,
2 ≤ t ≤ T , 1 ≤ j ≤ N (16)
5) Termination:
P∗ = max
1≤i≤N [δT (i)] (17)
Q∗T = max1≤i≤N [δT (i)] (18)
6) Output status sequence:
q∗t = ϕt+1
(
q∗t+1
)
, 2 ≤ t ≤ T (19)
C. DYNAMIC GESTURE PARAMETER MODEL TRAINING
Assuming that an observation sequence is known, the param-
eter λ = (pi,A,B) of the HMM is required to make the
probability P
(
O
/
λ
)
maximum [57], [58]. In the dynamic
gesture recognition, the gesture image needs to be collected.
After processing, the sample sequence is obtained, and the
sequence is stored corresponding to the gesture name, and
then trained to determine the parameter λ = (pi,A,B)model.
When the parameters are determined, the model can be used
for subsequent identification work. This chapter uses the
Baum-Welch algorithm to solve the problem.
Definition εt (i, j) is the probability that the sample
sequence O and the model λ are in the Si state at time t and
the t + 1 time is the Sj state.
εt (i, j) = αt (i) aijbj (Ot+1) βi+1 (j)
P
(
O
/
λ
) (20)
It is obtained by the algorithm of the front and the back:
εt (i, j) = αt (i) aijbj (Ot+1) βi+1 (j)∑N
i=1
∑N
j=1 αt (i) aijbj (Ot+1) βi+1 (j)
(21)
At time t , the probability that the Markov chain is in the Si
state is:
γ (i) =
N∑
j=1
εt (i, j) = [αt (i) βt (i)]
P
(
O
/
λ
) (22)
where:
∑
1≤i≤T−1 εt (i)—the expected number of Si state
transitions out;∑
1≤i≤T−1 εt (i, j)− the expected number of times the Si
state transitions to the Sj state.
The estimated value of the new model is:
−→aij =
∑N
j=1 εT (i, j)∑T
t=1 γ (i)
(23)
−→
bjk =
∑T
t=1,Ot=k εt (i, j)∑T
t=1 εt (j)
(24)
Epii = γ (i) (25)
Through the above formula, the model parameter λ =
(pi,A,B) is re-evaluated, and the new model parameter Eλ =(
Epi, EA, EB
)
can be obtained by calculation, and then the pro-
cess is repeated. To obtain a converged model parameter,
a threshold δ is defined such that when logP
(
O
/
λ
) −
logP
(
O
/
λ0
)
< δ, the resulting model Eλ =
(
Epi, EA, EB
)
is a
trained HMM.
We choose left-right banded model Fig. 4 as the HMM
topology, because the left-right banded model is good
for modeling-order-constrained time-series whose proper-
ties sequentially change over time 26. Since the model has
no backward path, the state index either increases or stays
unchanged as time increases. After finishing the training
process by computing the HMM parameters for each type
of gesture, a given gesture is recognized corresponding to
the maximal likelihood of ten HMMmodels by using Viterbi
algorithm.
FIGURE 4. HMM topology.
The training process of the HMM is the process of contin-
uously updating the parameter λ. The training result deter-
mines the recognition effect of the model on the gesture.
As shown in Fig. 5, it is the training flowchart of the dynamic
gesture HMM. For a gesture to be trained, a part of the data
is extracted from the gesture training sample database, and
the gesture change feature observation sequence and the palm
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FIGURE 5. Training flow chart of dynamic gesture HMM.
motion trajectory observation sequence are obtained respec-
tively. Then the HMMmodel of gesture change and the HMM
model of palm motion trajectory are respectively trained
by using the Baum-Welch algorithm. When the threshold
δ condition is satisfied, the training of the gesture change
HMM model and the palm motion trajectory HMM model
is completed, and the above process is repeated to complete
all gesture model training. The remaining part of the gesture
data is extracted from the gesture training sample, and then
input into the HMM model of gesture change and the palm
motion trajectory model which have been trained. And the
Viterbi algorithm is used to find the HMM model that best
matches the input sample for subsequent classification.
V. GESTURE RECOGNITION ALGORITHM BASED ON
HMM AND D-S EVIDENCE THEORY
In this paper, HMM and D-S evidence theory are combined
to construct a fusion feature model for dynamic gesture
recognition. The main idea is to use the D-S evidence theory
to feature the optimal matching HMM model obtained by
Baum-Welch algorithm and Viterbi algorithm after the ges-
ture change feature observation sequence and the hand-heart
trajectory feature observation sequence are trained. Then the
logic is judged according to the D-S evidence theory combi-
nation rule, and finally the fusion model is classified, the flow
of dynamic gesture recognition is shown in Fig. 6.
FIGURE 6. Flow chart of Dynamic gesture recognition.
In recent years, the research on D-S evidence theory has
been rapidly developed. As the improvement and optimiza-
tion of Bayesian theory, D-S evidence theory has a better
description language when describing things, that is, it can
more accurately study things. The D-S evidence theory was
first proposed in the late 20th century by A.P. Dempster, and
his students further improved the method to make it possible
to perform data fusion analysis under limited data and uncer-
tain conditions. D-S evidence theory can be applied to more
weak data processing, which can qualitatively analyze the
uncertainty of things and meet the needs of actual production
and life. Through the information fusion of the evidence on
the recognition framework, qualitative analysis is carried out
to complete the judgment of things.
According to the traditional D-S evidence theory, the opti-
mal matching HMM model of the gesture change and the
optimal matching HMMmodel of the palm trajectory change
are studied. The basic contents are as follows:
A. IDENTIFICATION FRAMEWORK
The D-S evidence theory discusses a ‘‘Frame of Dis-
cernment’’ θ , so that possible independent identification
results or assumptions about the proposition are defined
within this framework. The set of all possible subsets con-
tained in θ is called the power set of θ and is represented by
the symbol (θ ). For example, in complex dynamic gesture
recognition, assuming that the category of the sample to be
identified may be x, y, z, then in this case, the ‘‘identification
frame’’ and ‘‘power set’’ are defined as follows:
θ = {x, y, z} (26)
(θ ) = {φ, {x}, {y}, {z}, {x, y}, {x, z}, {y, z}, {x, y, }z}} (27)
The φ empty set indicates that the recognition result is
not any result of x, y, z, and may be other categories,{x, y}
indicates that the result may be x or y, and other subsets are
similar. It can be seen that when θ contains N elements,(θ )
has 2N − 1 elements.
B. BASIC CREDIBILITY DISTRIBUTION FUNCTION
For the defined ‘‘recognition framework’’ θ , the power set
function m is defined as a mapping of the power set (θ ) to
[0,1], that is, the following two conditions are met:
m : (θ ) → [0, 1] (28)
m(φ) 6= 0,
∑
A⊆(θ )
m(A) = 1 (29)
m is the basic probability assignment function of the propo-
sition.WhenA = θ , m(A) indicates thatm does not know how
to allocate. When A is a subset of θ and m(A) 6= 0, A is called
a Focal Function of m.
C. TRUST FUNCTION AND LIKELIHOOD FUNCTION
Let θ be the ‘‘recognition framework’’ andm : (θ )→ |0, 1|
be the basic credibility assignment function on framework θ .
23718 VOLUME 7, 2019
G. Li et al.: Dynamic Gesture Recognition in the IoTs
The trust function Bel is defined as:
Bel : (θ )→ [0, 1], Bel(A) =
∑
B⊆A
m(B) (30)
The likelihood function Pls is:
Pls : (θ )→ [0, 1],Pls(A) = 1− Bel(A¯) =
∑
B∩A6=φ
m(B)
(31)
The trust function Bel(A) represents a measure in which the
proposition A determines to be established, and the likelihood
function Pls(A) represents an uncertainty measure that the
proposition A seems to be possible.
D. TRUST UNCERTAINTY INTERVAL
Knowing the trust function Bel(A) of a proposition A and
the likelihood function is Pls(A), then the uncertainty trust
interval of A is [Bel(A),Pls(A)]. As shown in FIG. 5,
the two ends are the intervals of trust A and distrust A, and
the middle region represents the uncertainty probability of
proposition A. The lower bound is the confidence degree
of propositions, which represents the minimum probability
of propositions based on the direct evidence of sensors; the
upper bound is the likelihood degree of propositions, which
indicates the trust degree of propositions and the potential
probability of propositions. Therefore, this boundary can
indicate how much of a certain evidence is determined to
support a certain proposition, what proportion is the lack
of understanding of the evidence, and what proportion is
determined to refute a certain proposition. The uncertainty
interval is shown in Fig. 7.
FIGURE 7. Trust uncertainty interval.
E. D-S EVIDENCE COMBINATION RULE
Suppose Bel1,Bel2 is the trust function from two different
types of feature data under the same ‘‘identification frame-
work’’ θ , and m1,m2 is its corresponding basic credibility
assignment function. Let the focal elements of Bel1,Bel2 be
A1,A2, ...AK andB1,B2, ...BK respectively, then according to
theD-S orthogonal principle, the synthesized basic credibility
distribution function m : (θ )→ [0, 1] is:
m (c) =

0, C 6= θ∑
Ai∩Bj=C m1 (Ai)m2
(
Bj
)
1− K , C 6= φ
(32)
K =
∑
Ai∩Bj=φ
m1 (Ai)m2
(
Bj
)
(33)
According to the D-S evidence theory combination rule,
the characteristic data of the two types of HMM optimal
matching models are merged, and then the feature fusion
results are logically analyzed to obtain the classification
results. The acquired gesture change characteristics and the
palm motion trajectory characteristics are trained by the
model, and the HMM features of the gesture change and
the HMM feature of the palm-track trajectory are obtained
respectively. Then the evidence of the two types of optimal
matching HMM features is obtained by DS evidence theory
interval. The feature fusion is performed by the D-S combina-
tion rule, and the logic analysis is performed according to the
result, and finally the gesture classification result is obtained.
The specific identification flow chart is shown in Fig. 8.
FIGURE 8. Identification flow chart based on D-S evidence theory.
VI. EXPERIMENT AND RESULT ANALYSIS OF DYNAMIC
GESTURE RECOGNITION
A. DEFINITION OF COMBINED DYNAMIC GESTURES
This paper divides a complete dynamic gesture into gesture
changes and changes in gesture trajectories. This paper uses
FIGURE 9. Ten static gesture binary graph.
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FIGURE 10. Predefined ten types of gesture tracks. (a) Left. (b) Right.
(c) Up. (d) Down. (e) Top left. (f) Upper right. (g) Bottom left. (h) Bottom
right. (i) Clockwise circle. (j) Counterclockwise circle.
FIGURE 10. (Continued..) Predefined ten types of gesture tracks. (a) Left.
(b) Right. (c) Up. (d) Down. (e) Top left. (f) Upper right. (g) Bottom left.
(h) Bottom right. (i) Clockwise circle. (j) Counterclockwise circle.
TABLE 1. Ten types of custom combination gestures.
Kinect to collect ten types of gesture samples from different
people, which means the numbers 0-9. For the convenience
of subsequent experiments, the ten digits 0-9 are represented
by A-J. For each type of gesture, 100 samples are selected,
50 samples are used as test samples, and 50 samples are used
as training samples. For A-J ten-type gestures, 1000 samples
are required. For gesture changes, the ten types of static
gestures collected have been represented by the numbers A-J,
as shown in Fig. 9. For gesture motion trajectories, this
section defines ten types of motion trajectories such as up,
down, left, right, clockwise, inverse time, top left, bottom left,
right up, and right down, as shown in Fig. 10. The defined
gestures and gesture motion trajectories are combined to
form a combined gesture. As shown in Table 1, this paper
customizes a combination of 10 different static gestures and
motion trajectories.
B. ESTABLISHMENT OF DYNAMIC GESTURE
SAMPLE LIBRARY
The Kinect used in the experiment has a maximum frame rate
of 30FPS and a resolution of 640∗480. It collects gesture tra-
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jectories of 10 people, and each gesture requires 100 samples.
Among them, 50 gesture trajectories are used as training sam-
ples, and 50 gesture trajectories are left as test samples. Since
ten gesture trajectories are defined, 1000 samples are needed.
This article uses Kinect Studio’s Kinect Studio tool to record
gesture video. The running interface is shown in Fig. 11.
When recording gesture tracks, the Kinect Studio tool can
save multiple data sources such as color, depth and bones to
a file at the same time. During playback, the original data
of various recorded data sources can be obtained directly
from the saved file. For recorded video, data analysis can
be performed on different frames of the video selectively,
and the video clip of each sample is intercepted by setting
a breakpoint. Therefore, in order to collect video clips more
conveniently, a video is recorded for each gesture, and the
gesture is repeated 100 times in this video, so that 100 data
samples can be obtained. For 10 gestures, only 10 videos can
be recorded to capture the raw data of 1000 gesture samples.
FIGURE 11. Work interface of kinect studio.
C. EXPERIMENTAL RESULTS AND ANALYSIS OF DYNAMIC
GESTURE RECOGNITION
1) RECOGNITION EFFECT OF THE METHOD IN THIS PAPER
In the dynamic recognition of gestures, because the recogni-
tion rate is not high, the gesture recognition method based on
HMM model and D-S evidence theory is proposed. On the
basis of the original HMM, the tangential angle and ges-
ture change of the palm trajectory at different moments are
extracted as features of the complex motion gesture. In order
to reduce the amount of calculation and the running time,
the tangential angle of the trajectory is reduced by the quan-
tization code to reduce the dimension. The HMM model is
trained and trained by the HMM model, and the optimal
matching HMM model and the trajectory optimal matching
HMM model are obtained. Then combined with the D-S
evidence theory, the two optimal feature models are merged,
and then the logic is determined, and then the dynamic gesture
is identified. Each type of gesture collects 100 sample data,
50 samples are used for training samples, and the remaining
50 are used for test samples. Each type of gesture is tested.
The test results are shown in Table 2.
TABLE 2. Gesture recognition results.
It can be seen from Table 2 that the average correct recog-
nition rate of dynamic gestures based on HMM and D-S evi-
dence theory is 91.6%, which is better for complex combined
gesture classification and recognition. The recognition rate
of gesture 1 to gesture 6 is above 90%, and the recognition
rate of gesture 7 to gesture 10 is low, between 85% and
90%. The highest recognition rate is gesture 2 and gesture
3, the recognition rate reaches 96%, and the gesture with the
lowest recognition rate is gesture 8, and the recognition rate
is 86%. Due to the convenience of the right hand, the upward
and rightward gestures have little change in the amplitude
of each motion trajectory, and the amplitude of the gesture
change is not large, so the recognition rates of gesture 1 and
gesture 4 are slightly lower than gesture 2 and gesture 3. Since
the tangential angle of the gesture trajectory changes greatly
during the trajectory movement of the gesture 5 to the gesture
10, it is easy to cause the gesture plane to generate an exces-
sive angle with the Kinect plane. In the process of gesture
change, the feature extraction is affected by the angle of the
gesture plane and the Kinect plane, and the gesture change
characteristics will change, which affects the recognition rate.
In the gesture 8 with the lowest recognition rate, the motion
trajectory is to the lower left. Due to the convenience of the
right hand, when the gesture trajectory moves to the lower
left, the fluctuation of the palm trajectory is large, and the
gesture trajectory is misidentified as gesture 1 or gesture 4 .
The most influential on the recognition rate is the fluctuation
of the palm trajectory. Of course, the gesture plane and the
Kinect plane angle also have an influence.
2) COMPARISON OF METHODS IN THIS PAPER WITH
OTHER SIMILAR METHODS
In [27], the naive Bayesian classifier was introduced on
the basis of the traditional HMM to train the HMM-NBC
model to perform dynamic recognition of combined gestures.
In [26], a method for recognizing dynamic gestures using
the convexity approach. This method uses hand contours
as input and is used together with other feature extraction
techniques to reference HMM to train all gesture models and
perform partial recognition. In [25], based on the traditional
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TABLE 3. Comparison of the method in this paper with other similar
methods.
HMM, the fuzzy neural network was introduced to train
the HMM-FNN model, and the dynamic gesture classifica-
tion and recognition were carried out in the collision type,
motion trajectory and axial directionmotion respectively. The
methods of the above literature were tested and compared in
the environment of this experiment. As shown in Table 3,
the comparison results of the maximum recognition rate,
the minimum recognition rate and the average recognition
rate are given. It can be seen that the dynamic gesture recog-
nition method based on the fusion of HMM and D-S evidence
theory in this experiment greatly improves the problem of
low dynamic gesture recognition rate. Although the recog-
nition rate of some complicated gesture combinations is low,
the method of this experiment is optimal for the recognition
of these three methods.
VII. CONCLUSION
Firstly, the thesis studies the dynamic gesture motion, and
uses the gesture change and motion trajectory as all the
features of a complex gesture to extract the tangential angle
of the gesture change feature and the palm motion trajec-
tory. The tangent angle of the motion path of the palm is
used as the feature vector, and the encoding and quantiz-
ing processing in the 12 direction is performed, and the
calculation speed is improved. Then the Forward-backward
algorithm is used to solve the classification identification
problem. The Viterbi algorithm solves the category of the
optimal trajectory sequence and the Baum-Welch algorithm
to train the parameter model of the HMM. Then, based on
the traditional HMM, the gesture change feature and the
hand motion trajectory feature model are trained respectively,
and the HMM model and the trajectory optimal matching
HMM model are obtained. Then use D-S evidence theory
to carry out model feature fusion to realize dynamic gesture
recognition. By training the defined ten types of gestures, and
then using the experimental method to test the test samples,
the results of gesture classification are obtained. The results
show that the experimental method has achieved good results
for dynamic gesture classification and recognition.
The dynamic gesture recognition based on HMM and
D-S evidence theory proposed in this paper achieves better
recognition effect and has important significance for human-
computer interaction under the Internet of Things technology.
With the continuous development of Internet of Things tech-
nology, non-contact human-computer interaction has become
a hot spot. In the fields of smart cars, smart homes, robots,
etc., the camera is equipped to capture the movement of the
human hand, recognize the gesture, and complete the inter-
action between the machine and the person. The non-contact
human-computer interaction of gesture recognition is a very
meaningful study for the use of language barriers or certain
occasions. This paper aims to improve the recognition rate
of dynamic gestures, lay a foundation for improving human-
computer interaction of gesture recognition, and also aims to
promote the development of Internet of Things technology.
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