Notation
Let us introduce the notation used throughout the paper. For any notions related to convexity in this paper, consult R. Schneider [16] . We write o to denote the origin in E n , ·, · to denote the scalar product, and · to denote the corresponding Euclidean norm. Moreover for non-collinear points u, v, w, the angle of the half lines vu and vw is ∠uvw. Given a set X ⊂ E n , the affine hull, the convex hull and the interior of X are denoted by affX, convX, and intX, respectively. In addition if X is convex then the relative boundary and the relative interior of X with respect to affX are denoted by ∂X and relintX, respectively. We write B n to denote the unit ball centred at o, and S n−1 to denote ∂B n . The k-dimensional Hausdorff measure is denoted by H k (see K.J. Falconer [6] or C.A. Rogers [14] for definition and main properties). If H n (M) is finite for a subset M of E n then call it the volume V (M) of M. As usual we call a compact convex set with non-empty interior in E n a convex body, and a two-dimensional compact convex set a convex disc. For a convex body C, we write S(C) to denote its surface area. When integrating on ∂C, we always do it with respect to H n−1 . The two-dimensional Hausdorff measure of a two-dimensional convex compact set, or of a measurable subset K of the boundary of some convex body in E 3 is also called the area A(K) of K. We recall that x is an extreme point of a convex compact set C if x does not lie in the relative interior of any segment contained in C. We write extC to denote the family of extreme points, and note that extC forms the minimal set whose convex hull is C.
Given a convex body C in E n , its support function h C is defined by h C (u) = max x∈C x, u for any u ∈ E n .
In particular for any u ∈ S n−1 , the width of C in the direction u is is h C (u) + h C (−u). Therefore the mean width of C is
We note that M(B n ) = 2, and if C is a convex disc then M(C) = 1 π S(C) according to the Cauchy formula.
Introduction
Let us define the main objects of study in this paper:
Definition Given r > 1, we write F n r to denote the family of convex bodies in E n , which contain B n , and whose extreme points are of distance at least r from o. Moreover let P n r have minimal volume, let Q n r have minimal surface area, and let W n r have minimal mean width among elements of F n r .
The minima do exist according to the Blaschke Selection Theorem, and all extreme points of P n r , Q n r and W n r lie on rS n−1 by the monotonicity of the volume, surface area and the mean width. Answering a question of J. Molnár [13] , K. Böröczky and Károly Böröczky, Jr. [2] prove that the regular octahedron and icosahedron are optimal in their class with respect to the volume and the surface area. More precisely P 3 r and Q 3 r are the octahedron when r = √ 3, and are the icosahedron when r = 15 − 6 √ 5. As it is discussed in [2] , no regular polytope is extremal in its class if n ≥ 8. Therefore in this paper we consider the case when r tends to one and there is no restriction on the dimension. Given real functions f(r) and g(r) of r > 1, we write f(r) ∼ g(r) if lim r→1 f (r) g(r) = 1.
Theorem 2.1 If n ≥ 2 and r > 1 tends to one then
where θ V (n), θ S (n) and θ M (n) are positive constants depending only on n.
We note that Theorem 2.1 is proved by K. Böröczky and K. Böröczky, Jr. [2] in the cases of surface area and volume if n ≤ 3, hence also in the case of the mean width if n = 2. In addition [2] (r − 1) + O((r − 1)
hence θ M (3) = 7 6 . For large n, combining Theorem 2.2 and Lemma 5.1 that there exist positive absolute constants c 1 and c 2 satisfying c 1 · S(B n ) < θ V (n), θ S (n) < c 2 ln n · S(B n ); (3) c 1 n < θ M (n) < c 2 ln n n
where S(B n ) = (see R. Schneider [16] ). As it was noted above, the proofs of (3) and (4) are partially based on Theorem 2.2 If ̺ > 0 and S = conv{x 1 , . . . , x n+1 } is an n-simplex in E n with x i ≥ ̺, i = 1, . . . , n + 1, then
In the three dimensional case we even have information on the extremal bodies; namely, most part of the boundaries of P 3 r , Q 3 r and of W 3 r are the union of triangles that are almost regular. In order to phrase this statement, let us recall that a face of a convex body is the intersection of some supporting hyper plane and the convex body. In addition, we say that the two-dimensional compact convex sets M and N are ε-close for ε > 0 if there exist congruent copies M ′ and N ′ of M and N, respectively, satisfying 1 1+ε
Theorem 2.3 If r > 1 is close to one then all but at most c(r − 1) The analogous statements in the case of the volume and the surface area are proved in K. Böröczky and K. Böröczky, Jr. [2] . For nice surveys on related problems, see P. M. Gruber [11] and [12] .
Given a positive function f(r) of r on an interval and the dimension n of the Euclidean space, we write O(f(r)) to denote a function g(r) that satisfies |g(r)| ≤ c f(r) for some constant c depending only on n.
The paper is structured in the following way: Section 3 discusses polytopal approximation from our point of view, and Section 4 proves Theorem 2.2. Section 5 presents the basic statements and main idea of the proof for Theorem 2.1. Sections 6, 7 and 8 prove Theorem 2.1 in the cases of volume and surface area, and Sections 9 and 10 prove Theorem 2.1 in the case of the mean width. Finally (2) and Theorem 2.3 are proved in Sections 11 and 12.
3 Hausdorff distance and polytopal approximation
We will frequently approximate convex bodies by polytopes (see the papers P.M. Gruber [9] , [10] and [11] for general surveys). A natural measure of closeness between compact sets is the so-called Hausdorff distance. For a x ∈ E n and a compact X ⊂ E n , we write d(x, X) to denote the minimal distance between x and the points of X. If K and C are compact sets in E n then their Hausdorff distance is
In the case when C and K are convex, the maximum of d(x, C) among x ∈ K is attained at some extreme point of K, and reverse. We always consider the space of compact sets as the metric space induced by the Hausdorff distance that is readily a metric. In particular we say that a sequence {K m } of compact sets tends to a compact convex set C if lim m→∞ δ H (K m , C) = 0, and readily C is convex if every K m is convex. For the main properties of the Hausdorff distance, consult R. Schneider [16] . For example the Blaschke Selection Theorem says that if {K m } is a sequence of compact convex sets that are contained in a fixed ball then {K m } has a subsequence {K m ′ } that tends to some compact convex set C. In addition the volume, surface area and the mean width are continuous functions of convex bodies. This latter property follows say from the following fact: If the convex bodies K and C contain B n then
Let F n r denote the family of all C ∈ F n r satisfying extC ⊂ rS n−1 . Readily P n r , Q n r , W n r ∈ F n r . Lemma 3.1 Let 1 < r < 2 and let 0 < µ < 1 4 √ r − 1. If C ∈ F n r then there exists a polytope M ∈ F n r such that the distance between any two vertices of M is at least µ, and M satisfies δ H (M, C) ≤ 4µ √ r − 1.
Proof: Let x 1 , . . . , x k be a maximal system of points of rS n−1 such that d(x i , x j ) ≥ µ for i = j. Now the vertices of M are the x i 's whose distance from some extreme point of C is at most 2µ.
First we show that M contains B n . Let H + be any closed half space that avoids intB n , and whose bounding hyper plane touches B n . Then H + contains some extreme point y of C, hence there exists a z ∈ rS n−1 of distance at most µ from y satisfying that rS n−1 ∩ (z + µB n ) ⊂ H + . Since z + µB n contains some x i that is then of distance at most 2µ from y, we conclude B n ⊂ M. Next we estimate the Hausdorff distance. If y is an extreme point of C then its distance from some vertex x i of M is at most 2µ, hence 
Proof: We choose an orthonormal basis y 1 , . . . , y n+1 in E n+1 . We consider the orthogonal projection P whose kernel is spanned by the vector n+1 i=1 y i . We denote the n-dimensional subspace that is the image of P by H, i.e. H is orthogonal to
are the vertices of a regular simplex in H, i.e. E n . Moreover, we have n+1 n P (y i ) = 1, i = 1, . . . , n + 1.
Since P = P t and v is an element of the image of P , we conclude
Q.E.D.
Lemma 4.2 Let x 1 , . . . , x n+1 be the vertices of a regular simplex in E n with x i = 1, i = 1, . . . , n + 1, let v 1 , . . . , v n be an orthonormal basis in E n , and let a 1 , . . . , a n > 0. Then there is i 0 such that
Proof: We obtain by Proposition 4.1 that
For a linear map A, we recall a general fact that simply follows say from the principal axis theorem applied to A t A:
The diagonal elements of D are unique and called the singular numbers of A.
We recall that the centroid of a set M of finite measure in E n is the point
which satisfies for any y ∈ E n that M x − x 0 , y dx = 0.
We note that if S = [x 1 , . . . , x n+1 ] and T = [z 1 , . . . , z n+1 ] are simplices in E n whose centroids are the origin o then there exists a unique linear map A with A(z i ) = x i , i = 1, . . . , n + 1.
. . , n+1 and with its centroid at the origin o, and let T = [z 1 , . . . , z n+1 ] be a regular simplex in E n with z i = 1, i = 1, . . . , n + 1. If A is the linear map with A(z i ) = x i , i = 1, . . . , n+1, and a 1 , . . . , a n are the singular numbers of A then
Proof: Applying orthogonal transformations to S and T changes neither the conditions on S and T nor the singular numbers of A, hence we may assume that A = D where D is the diagonal matrix with diagonal elements a 1 , . . . , a n . Let e 1 , . . . , e n be the corresponding orthonormal basis in E n . By Lemma 4.2 there is i 0 such that
We write x 0 to denote the centroid of S. Then the centroid of S − x 0 is at o and we have
Since o is the centroid of S − x 0 , we have S−x 0 x, x 0 dx = 0 according to (7) , hence
then Theorem 2.2 readily follows. Therefore it is sufficient to prove that if S is an n-simplex as above, and its centroid x 0 satisfies x 0 2 ≤ 1 4n
It follows by the triangle inequality that the vertices
Let T = [z 1 , . . . , z n+1 ] be a regular simplex with z i = 1 and let A be the linear map defined by A(z i ) = x i − x 0 . Possibly after applying an orthogonal transformation to T , we may assume that the polar decomposition of A is of the form A = UD, where U is an orthogonal transformation, and D is a diagonal map whose diagonal elements are the singular numbers a 1 , . . . , a n of A. Writing e 1 , . . . , e n to denote the corresponding orthonormal basis of E n , we have
x, e i 2 dx.
We substitute x = Uy and define the orthonormal basis f 1 , . . . , f n of E n by e i = Uf i , i = 1, . . . , n, and obtain
Next the substitution y = Dw leads to
Since T is in isotropic position, we deduce by Lemma 4.4 that
In order to estimate T w 2 dw from below, we recall the Stirling formula in the form (see E. Artin [1] )
which in turn yields
It follows by considering the part of T outside e πn
Therefore we conclude (8) by
which completes the proof of Theorem 2.2. Q.E.D.
5 Some preliminary observations concerning Theorem 2.1
We assume the dimension satisfies n ≥ 3 for the whole section. The aim of the section is first to outline the basic idea of the proof of Theorem 2.1, then to provide a "raw" form (see Lemma 5.1). Finally we will prove Lemma 5.2 that helps to find a suitable congruent copy of a given patch on S n−1 . When determining the asymptotics of the volume, surface and mean width difference, we will replace the optimal convex bodies in F n r by polytopes with the help of Lemma 3.1. After fixing a small ε > 0, we need estimates up to a factor 1 + O(ε) for any r > 1 very close to one. Since any facet of the extremal bodies is of diameter at most 2 √ r 2 − 1, we will consider patches of size
. A very useful property of configurations in E n−1 is that they can be dilated, hence we transfer the integrals over S n−1 to integrals over E n−1 . In addition in the cases of volume and surface area, we substitute the patches on S n−1 by patches on paraboloids because paraboloids suit better dilation in E n−1 . Our arguments will not follow word by word pattern above, but that is the main idea.
We write π S n−1 to denote the radial projection into S n−1 , hence if F ⊂ rB n is a compact convex set avoiding intB n then for any x, y ∈ F ,
Given a polytope P ∈ F n r , let F 1 , . . . , F k be the facets of P . For i = 1, . . . , k, we write x i ∈ S n−1 to denote the unit exterior normal to F i , and ν i to denote the distance of aff F i and B n , and we define z i = (1 + ν i )x i . We have in the case of the volume, (11) and in the case of the surface area,
Concerning the mean width, let v 1 , . . . , v l ∈ S n−1 be the points such that rv 1 , . . . , rv l are the vertices of P . We write Q to denote the polytope determined by the tangent hyper planes at v 1 , . . . , v l ∈ S n−1 , and G j to denote the facet of Q containing v j for j = 1, . . . , l, thus
We write B n−1 to denote the unit (n − 1)-ball in E n−1 centred at the origin, and mean the integrals in terms of H n−1 (·). Let us show that the order of V (P n r ) − V (B n ), etc. is r − 1.
where r 0 > 1 and c 1 , c 2 > 0 are absolute constants.
Proof: We may assume that n is large. To prove the upper bounds, we start with the mean width. We observe that according to K. Böröczky, Jr. and G. Wintsche [5] , there exist v 1 , . . . , v l ∈ S n−1 such that the covering of S n−1
by the spherical balls
. . , l, is of cardinality less than n 2 .
Let P be the convex hull of rv 1 , . . . , rv l , hence B n ⊂ P . In the following we use the notation of (14) , and define
Now if x ∈ π S n−1 (G j )\Ω and r is close to 1 then
Therefore we conclude by (14) and (15) that
Hence the upper bounds of Lemma 5.1 follow from
Schneider [16] ).
To prove the lower bounds, we first consider the case of the volume. According to Lemma 3.1, it is sufficient to prove the lower bound for any polytope P ∈ F n r with extP ⊂ rS n−1 where we use the notation of (11) for P . It is enough to show that for each F i ,
wherec is a positive absolute constant. If ν i ≥ r−1 n then (16) readily holds. Otherwise affF i intersects B n in an (n − 1)-ball of radius larger than √ r − 1, therefore Theorem 2.2 completes the proof of (16), and in turn of the lower bound in the case of the volume. Finally the cases of surface area and the mean width follow from the corresponding isoperimetric type inequalities in the form
Schneider [16] ), and the inequalities
An essential step of the arguments in all the three cases is to find the right copy of a given patch on S n−1 . We recall that SO(n) is the group of orientation preserving orthogonal transformations (see R. Schneider [16] ), and write µ n to denote the (invariant) Haar measure on SO(n) normalized in a way that µ 1 (SO(1)) = 2π and for any compact X ⊂ S n−1 and x ∈ S n−1 ,
Lemma 5.2 If f is a measurable non-negative function on S n−1 and X ⊂ S n−1 is compact with positive (n− 1)-measure then there exist g 1 , g 2 ∈ SO(n) such that
Proof: We write χ Z to denote the characteristic function of a set Z.
Therefore there exist g 1 , g 2 ∈ SO(n) satisfying
In turn we conclude Lemma 5.2. Q.E.D.
Convex hyper surfaces
We will consider patches on the boundary of convex bodies. We say that a X ⊂ E n is a convex hyper surface if convX is closed with non-empty interior and contains X in its boundary, and X is the closure of its relative interior with respect to the boundary of convX, and the relative boundary relbdX of X is of (n − 1)-measure zero.
We write relintX to denote the relative interior of X, and u X (x) to denote some exterior unit normal at x ∈ relintX. We note that u X (x) is unique for all x ∈ relintX but of a set of (n − 1)-measure zero. When integrating over X, we always do it with respect to H n−1 (·). If the closest point x of convX to some y lies in X then we write π X (y) = x. We note that
hence if π X is defined and injective on some convex hyper surface Y then
, and π X (Y ) is also a convex hyper surface. We will also meet the following setup: Given convex hyper surfaces X, Y such that X = π X (Y ), let Z ⊂ relintX be a convex hyper surface. Then the subset Z ′ of Y satisfying π X (Z ′ ) = Z is a convex hyper surface, as well. If the convex hyper surface Y ⊂ E n is the union of F 1 , . . . , F k such that each F i is a Jordan measurable subset of some hyper plane and has positive (n − 1)-measure, and affF 1 , . . . , affF k are pairwise different then we say that a Y is a convex piecewise linear hyper surface, and call F 1 , . . . , F k the facets of Y .
For certain calculations it is useful to consider patches as graphs of functions. We think E n as E n−1 × R where x = (y, t) is the point of E n corresponding to y ∈ E n−1 and t ∈ R, and define
to denote the "downwards" unit normal to E n−1 . If Ψ ⊂ E n−1 has non-empty interior in E n−1 , and θ : Ψ → R is any function then the graph of θ is
In particular the graph of any convex function defined on convex body in E n−1 is a convex hyper surface. We say that a convex hyper surface X is a C 2 convex hyper surface if any point of X has an open neighbourhood on X that is congruent to the graph of some C 2 function. In order to define the principle curvatures at x 0 ∈ relintX, we may assume that E n−1 is the tangent hyper plane to X at x 0 = (y 0 , 0), and a neighbourhood X 0 ⊂ X of x 0 is the graph of a C 2 function θ on an open convex Ψ ⊂ E n−1 . Then the principle curvatures κ 1 (x 0 ), . . . , κ n−1 (x 0 ) of X at x 0 are the eigenvalues of the symmetric matrix corresponding to the quadratic form representing the second derivative of θ at y 0 .
Given ε ∈ (0, 1 16 ) and ̺ ∈ (0, ε 2 ), let θ be a non-negative C 2 function defined on the (n − 1)-dimensional convex body Ψ ⊂ √ εB n−1 such that writing l y to denote the linear form representing the derivative of l y , and q y to denote the quadratic form representing the second derivative of θ at y ∈ √ εB n−1 , we have
We define X = Γ(θ), and write κ 1 (x), . . . , κ n−1 (x) to denote the principle curvatures at x ∈ relintX. We note that if y ∈ Ψ and x = (y, θ(y)) then
We deduce by the Taylor formula for y, z ∈ Ψ, x = (y, θ(y)),
Now for any x ∈ X, X can be thought as the graph of a suitable C 2 function defined on the tangent hyper plane at x, hence the discussion above and (19) show that if x, x ′ ∈ relintX then
Next let X ′ be a convex hyper surface such that either X ′ = S n−1 or X ′ can be thought as the graph of a C 2 function θ as in (18). For x ∈ X ′ , we define σ 0 (x) = 1, and write σ j (x) to denote the j th symmetric polynomial of the principal curvatures for j = 1, . . . , n − 1; namely,
Let Y be a convex hyper surface such that π X ′ is defined on Y and is injective, and let X = π X ′ (Y ). If π X (y) = x for y ∈ relintY then we write y = x Y and define r X,Y (x) = y − x . We will assume that if x ∈ X then r X,Y (x) ≤ 2̺ where ̺ ∈ (0, ε 2 ), and x − x ′ ≥ 4 √ ̺ for x ∈ X and x ′ ∈ relbd X ′ . We define Ω(X, Y ) to be the union of all segments conv{y, π X (y)} for y ∈ Y , which satisfies
according to J.R. Sangwine-Yager [15] . In addition the difference of the (n − 1)-measure of patches is (see K. Böröczky, Jr. and M. Reitzner [4] )
Since all eigen values of q y are at most 2 for any y ∈ Ψ, there is a ball of radius 1 2 touching X from inside at any x ∈ X such that the ball intersects X only in x. It follows that
Later in the paper we will apply two estimates based on (22) and (26). If ̺ is very small then we simply use
The other case is when ̺ = r − 1 and Y is a piecewise linear hyper surface. We write F 1 , . . . , F k to denote the facets of Y and v 1 , . . . , v k to denote the corresponding exterior unit normals. We assume that for i = 1, . . . , k, v i = u X ′ (x i ) for some x i ∈ X ′ , and
Since there exists a ball of radius 2 that touches X at x i and contains
We conclude
In the final part of the section, our main goal is to establish a lemma that allows us to shift between patches on spheres and on paraboloids. First we verify a simple technical statement.
Proof: We define y 
Let σ be the arc that is the intersection of the triangle y 1 z 1 y ′ 1 and Y , and let y be the point of σ farthest from the segment y 1 y ′ 1 . Then the tangent line to σ at y is parallel to the line y 1 y
yields that the angle of y , therefore the law of sine implies (32). Now an argument as above shows that y 2 − y ′ 1 ≤ 2 z 2 − z 1 , which in turn yields Proposition 6.1.
Lemma 6.2 Given ε ∈ (0, ε 0 ) and ̺ ∈ (0, ε 8 ) where ε 0 ∈ (0, 1 16 ) depends only on n, let the convex functions h, f 1 , f 2 on
n−1 then on the one hand,
and on the other hand, writing q i,y to denote the quadratic form representing the second derivative of f i at y for i = 1, 2, we have
We define Y = Γ(h) and X i = Γ(f i ), i = 1, 2 (see Figure 1) . For a compact convex C ⊂ E n−1 satisfying for any x ∈ relintX i . In addition if y = (z, h(z)) for z ∈ C and u is an exterior unit normal to Y at y then d(y, X 1 ) ≤ ̺ and (20) yield that there
, as well. In addition the conditions on h, f 1 , f 2 and applying (20) to f 1 , f 2 yield that
Therefore combining (29), (37) and ̺ ε 2 < ε leads to (33). Moreover writing γ ′ 1 (z) = X 1 ∩ conv{z, π X 2 (z)} for z ∈ C, we deduce by (29) and (38) that if ε 0 is small enough then
Next we prove
Let z ∈ ∂C. For i = 1, 2, γ i (z) = Y ∩conv{z, π X i (z)} exists by (36), hence the relative boundary of Y i is γ i (∂C). It follows by (37) that z − γ i (z) ≤ 4̺ ε 2 , and the discussion above shows that
. Next we define
6 ̺ by (38), and there exists a ball of radius 1 2 touching X 2 from inside at x 2 , we deduce that the angle α 2 of u X 2 (x 2 ) and u X 1 (γ
2 ) according to (23). Therefore choosing ε 0 small enough, we have
In particular, it follows by Proposition 6.1 and
hence (40) is a consequence of
To prove (42), let τ = √ ̺ 4ε
, and let z 1 , . . . , z k ∈ ∂C be a maximal family of points with the property that z i − z j ≥ 3̺ ) C, we deduce that
Now let y ∈ Y satisfy that y − γ 1 (z) ≤ ̺ 3 2 for some z ∈ ∂C. There exists some z i such that
In particular (23) implies that the angle of z i − γ 1 (z i ) and z − γ 1 (z), which is the angle of u X 1 (π X 1 (z i )) and u X 1 (π X 1 (z)) is at most 4̺ 3 2 (after choosing ε 0 small enough). Thus Proposition 6.1 yields that γ 1 (
. We deduce by (43) that
We conclude (42), and in turn (40). Next applying the argument above to X 1 as Y , γ ′ 1 as γ 2 and π X 1 as γ 1 , we deduce first the analogue of (41); namely,
and secondly the analogue of (40); namely,
Therefore combining (39), (40) and (45) yields (34). For (35), we observe that
It follows by (28) and (38) that
We deduce by (44) and
Letz 1 , . . . ,zk ∈ ∂C be a maximal system of points in ∂C such that z i −z j ≥ 3̺ for i = j. We deduce as abovẽ
, combining (46) and (47) completes the proof of Lemma 6.2.
Transfer lemma for paraboloids for the cases of surface area and volume
We will transfer integrals between patches on paraboloids and in E n−1 using Lemma 7.1 below. For given ω ∈ [1, 2], we consider the paraboloid that is the graph of ϕ ω (y) = ω 2 y 2 on E n−1 . The derivative satisfies
hence if
Next let y 1 , . . . , y k ∈ E n−1 and let ν 1 , . . . , ν k ≥ 0. We observe that l i (z) = ∂ϕ ω (y i ), z − y i + ϕ ω (y i ) is the linear function whose graph is the tangent hyper plane to Γ(ϕ ω ) at x i = (y i , ϕ ω (y i )), and define ψ i (z) = l i (z) − ν i . In particular for any z ∈ E n−1 ,
Let Π 1 , . . . , Π k be a family of pairwise non-overlapping convex polytopes in E n−1 , which cover a convex body C ⊂ E n−1 in a way that each Π i ∩ C has non-empty interior, and satisfy
z − y j 2 + ν j for z ∈ Π i and j = 1, . . . , k.
We define ψ :
, and observe that Y = Γ(ψ) is a convex piecewise linear hyper surface. Let F i be the graph of ψ above Π i , hence F 1 , . . . , F k are the facets of Y . We define X = π Γ(ϕω) (C), and assume that i = 1, . . . , k ′ are the indices satisfying that π Γ(ϕω) (F i ) intersects X in a set of positive measure for some k
Lemma 7.1 We use the notation as above. Let ε ∈ (0, ε 0 ), and let ̺ ∈ (0, ε 2n 2 ) where ε 0 ∈ (0, 1 16 ) is a suitable constant depending only on n. We assume ω ∈ [1, 1 + ε],
n−1 and
. . , k and z ∈ Π i . If in addition the family V of the vertices of all Π i satisfies that y − z ≥
, and for z ∈ Π i and v = (z, ψ i (z)),
Proof: We recall that ξ = (o, −1) be the exterior unit vector to Γ(ϕ ω ) at the origin. The conditions on C and (48) yield that if x = (z, ϕ Γ(ϕω) (z)) ∈ π(F i ) ∩ X for i ≤ k ′ then z ∈ C and the angle of the vectors x and ξ is O(
) by (50), and in turn (52) for small ε 0 . Writing C i to denote the orthogonal projection of π Γ(ϕω) (F i ) ∩ X into E n−1 for i ≤ k ′ , it also follows that C i ⊂ C, and
for some positive constant γ 0 depending only on n. In addition (49) and (50), ̺ ε 2 < ε and ν
In particular Lemma 7.1 follows from the inequalities
Since d(x, Γ(ϕ ω )) = O( ̺ ε 2 ) for x ∈ C according to (48) and (50), we deduce
for some positive constant γ 1 ≥ 4 depending only on n. Since the diameter of any Π i is at most 4 √ ̺ ≤ γ 1 √ ̺, it is sufficient to prove the pair of inequalities
Here (56) readily holds by
, it is enough to show
We write S to denote the set of (n − 2)-faces of any Π i that lies in relintC, and observe that any F ∈ S is the (n − 2)-face of exactly two Π i . Since each F ∈ S is of diameter at most 4 √ ̺, we have H n−2 (F ) < O( √ ̺ n−2 ). Therefore writing #S to denote the cardinality of S, (57) follows if
The condition on the family V of the vertices of Π ′ s yields that #V = O(ε −2(n−1) ). We choose n − 1 vertices for each F ∈ S in a way that the n − 1 vertices do not lie in any affine (n − 3)-plane. Thus #S is the number of such (n − 1)-tuples, which is O(ε −2(n−1) 2 ). Therefore (58), and in turn Lemma 7.1 are the consequences of ̺ < ε 2n 2 .
When comparing patches on paraboloids and on the sphere, we need to know how closely paraboloids approximate the sphere. The part of S n−1 below E n−1 is the graph of the functionφ(y) = − 1 − y 2 defined on B n−1 , and if y ∈ 1 2
It follows that if y ∈ 1 2
In addition writing q y to denote the quadratic form representing the second derivative ofφ at y, if y ∈ 1 3 B n and z ∈ E n−1 then
8 The proof of Theorem 2.1 and (3) in the cases of volume and surface area
We assume that n ≥ 4 because if n ≤ 3 then Theorem 2.1 is covered by K. Böröczky and K. Böröczky, Jr. [2] in the cases of surface area and volume. We present the argument only in the case of the surface area because that is the more involved case. We recall that F n r denotes the family of all C ∈ F n r satisfying extC ⊂ rS n−1 , and that Q n r ∈ F n r . According to Lemma 5.1,
is positive. Therefore Theorem 2.1 in the case of the surface area follows if for any ε ∈ (0,ε) and r ∈ (1,r) whereε > 0 depends on n andr > 1 depends on n and ε, there exists Q r,ε ∈ F n r such that
Hereε is at most the ε 0 's of Lemma 6.2 and Lemma 7.1. First we definer; namely, it follows by the definition of θ S (n) that there existsr
Next Lemma 3.1 provides a polytope Q ε ∈ F ñ r such that the distance between any two vertices of Q ε is at least ε √r − 1, and
We write F 1 , . . . , Fl to denote the facets of Q ε ,w i to denote the exterior unit normal to F i , and define̺ i = d(x i , aff F i ). Now let r >r. We choose a maximal family s 1 , . . . , s m ∈ S n−1 with the property that s i − s j ≥ √ r−1 ε for i = j, and we write G 1 , . . . , G m to denote the facets of the circumscribed polytope whose facets touch B n at s 1 , . . . , s m . Writing B n−1 j to denote the unit (n−1)-ball of centre o contained in the linear (n − 1)-space parallel to aff G j , we have
The next Proposition forms the core of the proof of Theorem 2.1:
. . , m}, there exists a convex piecewise linear surfaces Γ j intersecting G j , avoiding int B n and satisfying the following properties: The orthogonal projection of Γ j into affG j covers G j . Writing F j to denote the family of facets of Γ j , for F ∈ F j , the orthogonal projection of F into affG j intersects G j , F is an (n − 1)-polytope, and if v is a vertex of
Proof: We define
, and X j = π S n−1 ( G j ). According to (12), we have
Let f be a non-negative measurable function on S n−1 satisfying f(x) = (1+̺ i ) n−1 x,w i n − 1 for x ∈ π S n−1 (relint F i ). Then Lemma 5.2 yields the existence of of g ∈ SO(n) such that
We may assume that π S n−1 ( F i ) intersects g X j in a set of positive (n − 1)-measure if and only if i ≤k
We deduce first by (25), then by (62) that
Since j is fixed, we may assume that s j = ξ = (o, −1) and g is the identity for the time being, hence aff G j is parallel to E n−1 . We write C j to denote the orthogonal projection of G j into E n−1 , which satisfies according to (63),
Let us recall that ϕ ω (y) = ω 2 y 2 for y ∈ E n−1 . It follows by (59) and
In particular the graph Γω of −1 + ϕω above
and deduce by Lemma 6.2 that
We may assume that i = 1, . . . ,k ′ are the indices satisfying that F i intersects Y ′ j in a set of positive measure for suitablek ′ ≤l. For i ≤k ′ , letx i ∈ Z j be the point where the tangent hyper plane to Z j is parallel to aff F i , and letν ′ i denote the distance ofx i from aff F i . We deduce by (31) and (67) that
Let Γ j be the union of facets of Q ε whose orthogonal projection into aff G j intersects G j in a set of positive (n − 1)-measure. We assume that F 1 , . . . , F k are the facets contained in Γ j for suitable k,k ′ ≤ k ≤l. For i ≤ k, we write Π i andỹ i to denote the orthogonal projection of F i andx i , respectively, into E n−1 , and defineν i by (
Writing C j to denote the orthogonal projection of G j into E n−1 , combining (68) and Lemma 7.1 yields that
In addition if z is a vertex of Π i for i ≤ k and v is the corresponding vertex of F i theñ
(r − 1); (70)
Now we define C j = λ −1 C j and for i ≤ k,
i and
We define ϕ(z) = −1 + z 2 for z ∈ 4 √ r−1 ε B n−1 , and observe that Γ(ϕ) ∩ intB n = ∅ according to (59). We write l i to denote the linear function whose graph is the tangent hyper plane to Γ(ϕ) at x i = (y i , ϕ(y i )), and define
for z ∈ Π i , and observe that Γ j = Γ(ψ) is a convex piecewise linear hyper surface. Let F i be the graph of ψ above Π i , hence F 1 , . . . , F k are the facets of Γ j . If z is a vertex of Π i for i ≤ k and v is the corresponding vertex of F i then we deduce by Lemma 7.1, (70) and (71) that
Now combining (73) and (74) yields (64). We define Z j = π Γ(ϕ) (G j ), assume that i = 1, . . . , k ′ are the indices satisfying that π Γ(ϕ) (F i ) intersects Z j in a set of positive measure for some k ′ ≤ k, and write ν ′ i to denote the distance of x i from aff F i for i ≤ k ′ . We recall that X j = π S n−1 (G j ), and write Y j and Y ′ j to denote the subset of Γ j satisfying X j = π S n−1 (Y j ) and Z j = π Γ(ϕ) (Y ′ j ), respectively. It follows first by Lemma 6.2, secondly by (31), and thirdly by Lemma 7.1 and (72) that
In turn we conclude Proposition 8.1.
Q.E.D.
For the rest of the proof, we use the notation of Proposition 8.1. We define Q r,ε = conv{Γ 1 , . . . , Γ m }.
Readily Q r,ε ∈ F n r and Q r,ε ⊂ (1 + 2(r − 1))B n . We define W j to be the part of ∂Q r,ε satisfying π S n−1 (W j ) = X j , and prove that for some γ > 0 depending only on n and independent of j,
Therefore if F is a facet of Q r,ε such that F intersects Γ t for some t = j, and
In addition Proposition 8.1 implies that
hence combining (76) and (77) leads to (75). Adding (75) for j = 1, . . . , m proves (61), and in turn Theorem 2.1 in the case of the surface area. As we stated at the beginning, the proof in the case of the volume is quite analogous, hence we do not present it.
Combining Theorem 2.1 and Lemma 5.1 readily yields (3) in the cases of the surface area and volume.
Transfer lemma in the case of mean width
We will transfer integrals between patches on the sphere and in E n−1 using Lemma 9.1. We recall that ξ = (o, −1) ∈ E n , andφ(y) = − 1 − y 2 parametrizes the lower hemisphere of S n−1 on B n−1 .
Lemma 9.1 Let ε ∈ (0, ε 0 ), and let ̺ ∈ (0, ε 4 ) where ε 0 is a suitable positive constant depending only on n. In addition let C be a compact convex set satisfying
n−1 , and let y 1 , . . . , y k ∈ E n−1 such that for any z ∈ C +2 √ ̺ B n−1 there exists y i satisfying
̺ for the graph ofφ above C, and
Moreover if z ∈ C + 2 √ ̺ B n−1 then x = (z,φ(z)) satisfies
Proof: The main observation is the following fact: If z, z ′ ∈ tB n−1 for t ∈ (0, 1 2 ) then x = (z,φ(z)) and
Since √ ̺ ε < ε 0 ε, choosing ε 0 small enough, we have the following properties: Let x = (z,φ(z)) for z ∈ C + 2 √ ̺ B n−1 , and let
z − y j 2 and min
Then first
secondly writing X ′ to denote the orthogonal projection of X into E n−1 , we have
and finally
In turn we conclude Lemma 9.1. Q.E.D.
10 The proof of Theorem 2.1 and (4) in the case of mean width
We assume that n ≥ 4 because if n ≤ 3 then Theorem 2.1 in the case of the mean width is covered by K. Böröczky and K. Böröczky, Jr. [2] for n = 2, and by (2) for n = 3. First we present two formulae related to the difference of the mean width of a ball and a polytope. If P is a polytope with vertices
In addition if 1 r B n ⊂ P and min i (1 − x, x i ) = 1 − x, x l for x ∈ S n−1 then
We recall that F n r denotes the family of all C ∈ F n r satisfying extC ⊂ rS n−1 , and that W n r ∈ F n r . It will be convenient to consider the family F n r of all convex bodies that contain 
is positive and at most two. Therefore Theorem 2.1 in the case of the mean width follows if for any ε ∈ (0, ε 0 ) and r >r where ε 0 depends on n andr depends on n and ε, there exists W r,ε ∈ F n r such that
Here ε 0 is at most the constant of Lemma 9.1. It follows by the definition of θ M (n) that there existsr ∈ (1, 1 + ε 4 ) such that
More precisely Lemma 3.1 provides a polytope Q ε ∈ F ñ r such that
We writex 1 , . . . ,x l to denote the vertices of Q ε . Now let r >r. We choose a maximal family s 1 , . . . , s m ∈ S n−1 with the property that s i − s j ≥ √ r−1 ε for i = j, and we write G 1 , . . . , G m to denote the facets of the circumscribed polytope whose facets touch B n at s 1 , . . . , s m . In addition let X j = π S n−1 G j .
Proposition 10.1 For j ∈ {1, . . . , m}, there exists a finite set V j ⊂ S n−1 such that for any x ∈ X j there exists v ∈ V j with x, v ≥
, and X j = π S n−1 (G j ). According to Lemma 5.2 and (82), there exists a g ∈ SO(n) such that after re-indexingx 1 , . . . ,x l in a way that d(x i , g X j ) ≤ 6 √r − 1 if and only if i ≤ k for k ≤ l, we have
Since j is fixed, we may assume that s j = ξ and g is the identity for the time being. Then aff G j is parallel to E n−1 , and we write C j to denote the orthogonal projection of G j into E n−1 . We writeỹ i to denote the orthogonal projection ofx i into E n−1 for i ≤ k, and deduce by Lemma 9.1 that
We note that that d(ỹ i , C j ) ≤ 6 √r − 1 for i ≤ k. Now we define C j = λ −1 C j and y i = λ −1ỹ
and if z ∈ C j + 2 √r − 1 then
Therefore defining V j = {(y 1 ,φ(y 1 )), . . . , (y k ,φ(y k ))}, Lemma 9.1 completes the proof of Proposition 10.1. Q.E.D.
We define W r,ε = convV for V = ∪ m j=1 V j , and deduce by Proposition 10.1 that W r,ε ∈ F n r . Let us observe that if
x − x ′ , and s j + √ r−1 4ε
denotes the unit (n− 1)-ball of centre s j in aff G j . We deduce for
√ r − 1 according to Proposition 10.1. It follows by (80) that for any x ∈ X 0 j , min
Adding (84) for j = {1, . . . , m} implies (81), and completes the proof of Theorem 2.1.
Combining Theorem 2.1 and Lemma 5.1 readily yields (4).
11
The optimal asymptotic face with respect to the mean width in 3D
To evaluate the mean width, one integrates on S 2 , and our plan is to approximate that integral by integration on flat pieces. We note that if C is a convex disc then extC is compact, hence we may define
Since h K (x) = max y∈extK x, y holds for any convex body K in E 3 and for x ∈ E 3 , the role of I(C) is transparent by the following statement:
Lemma 11.1 Given r ∈ (1, 2), let C be a convex disc that avoids 1 r intB 3 , and whose extreme points lie on S 2 . Then
Proof: We observe that
However the law of cosine and x ≥ 1 r yield for x ∈ C that
In turn we conclude Lemma 11.1. Q.E.D.
The rest of the section is devoted to prove that the regular triangle T (̺) of circumradius ̺ is extremal with respect to I(·) among the suitable class of convex discs.
Lemma 11.2 Let T be a triangle whose vertices lie on a circle of radius at most ̺. Then
where ε 0 , c 1 and c 2 are positive absolute constants.
To prove Lemma 11.2, we frequently dissect the triangle T into triangles with a right angle such that each has exactly one common vertex with T . Therefore if v is a vertex of the triangle K then we define
Direct calculations yield the following.
Proposition 11.3 Let K be a triangle with right angle that has an acute angle α at the vertex v, and whose longest side is of length ̺. (ii)
is a decreasing function of α.
Next we average over two triangles with right angles:
Proposition 11.4 If K and M are triangles with right angle that meet in their common longest sides whose length is ̺, and K and M have angles α and β, respectively, at a common vertex v with α + β < π 2 (see Figure 2) then
and if α + β ≤ 5π 12 then even
where c is a positive absolute constant. , we conclude Proposition 11.4.
We will dissect sometimes the triangle T into two triangles with right angle, and use the following formula for each of these triangles.
Proposition 11.5 If v 1 v 2 is the longest side of the triangle K with right angle, and the smallest angle of K is α (see Figure 3) 
Figure 3:
Proof: We write v 3 to denote the vertex with right angle, and assume that the angle at v 1 is α. Let the perpendicular bisector of the side v 1 v 2 intersect the side v 1 v 3 in w. Writing m to denote the midpoint of v 1 v 2 , and K 1 , K 2 and M to denote the triangles wmv 1 , wmv 2 and wv 2 v 3 , respectively, direct calculations based on Proposition 11.3 (i) yield
Here we set
Proof of Lemma 11.2: Proposition 11.4 yields that I(T (̺)) = 5 12 A(T (̺))·̺ 2 , therefore (iii) readily follows. We prove (i) and (ii) simultaneously. During the argument, γ 1 , γ 2 , . . . denote positive absolute constants. We write v 1 , v 2 , v 3 to denote the vertices of T .
Case I T has an angle that is at least 
We assume that the angle at v 3 is at least π 2
, and the smallest angle α ′ of T lies at v 1 . Let w be the point on the side v 1 v 2 such that v 3 w is perpendicular to v 1 v 2 . Then v 3 w cuts T into the triangles K ′ = v 3 wv 1 and K ′′ = v 3 wv 2 , and the smallest angle of K ′ is α ′ . Let α ′′ be the smallest angle of K ′′ . We deduce by Proposition 11.5 that are at most 5 12 , hence
. Let us improve on this bound.
Writing β to denote the angle of T at v 2 , we have . On the one hand we have β ≤ In turn we conclude (85).
Case II All angles of T are acute. We may assume that the origin is the circumcentre of T , ̺ = 1 and the vertices of T lie on ∂B 2 . It follows that o ∈ intT . We write ω i to denote the angle of T at v i , and assume ω 1 ≤ ω 2 ≤ ω 3 . For i = 2, 3, let m i = We observe that the angle of K 2 and K 3 at v 1 is Proof: We fix a positive constant γ with the following property: If T is a triangle whose extreme points lie in ∂B 2 , and T is γ-close to T (1) then o ∈ intT . During argument, γ 1 , γ 2 , . . . denote additional positive absolute constants.
We may assume that ̺ = 1 and extC ⊂ ∂B 2 . It follows by approximation that C can be assumed to be a polygon. If C is a triangle then we are done by Lemma 11.2, thus we assume that C has at least four vertices. Let us assume that I(C) ≥ (
12
− ν) A(C)
for small ν > 0. We dissect C into the triangles T 1 ,. . . ,T k by diagonals meeting at a common vertex, therefore exactly one triangle, say T 1 , contains o in its interior. We deduce by Lemma 11.2 that , we deduce that
≤ γ 2 ν, and
− γ 3 ν. Therefore Lemma 11.2 yields that T 1 , and in turn C is γ 4 √ ν-close to T (1), completing the proof of Corollary 11.6. Q.E.D.
12 The proof of (2) and Theorem 2.3
When the value of r > 1 is clear from the context, we simply write T * to denote T (
). We may assume that T * is a regular triangle whose vertices lie on S 2 , and that touches 1 r B 3 in its centroid.
First we construct close to be optimal elements of F (r − 1) − γ 1 (r − 1) 
We choose the maximal number of points x 1 , . . . , x k ∈ S 2 in a way that the distance between any two is at least 6 √ r − 1. Let H i be the tangent plane to B 3 at x i for i = 1, . . . , k. Then H 1 , . . . , H k bound a polytope P , and let F i be the face of P contained in H i for i = 1, . . . , k. Next we consider a tiling of H i by congruent copies of T * , and write Σ i to denote the family of the tiles that intersect F i . Finally if T is a triangle of Σ i for some i = 1, . . . , k then let T ′ be the triangle whose vertices are the radial projections into S 2 of the vertices of T , and let Σ
· (r − 1) + γ 2 (r − 1) 2 .
Therefore we deduce
A(F i )) < γ 3 (r − 1) 1 9 by Proposition 12.1, hence we conclude Theorem 2.3. Q.E.D.
Finally (2) Q.E.D.
