We prove upper and lower bounds on the local dimension of any pair of layers of the Boolean lattice, and show that ldim Q n 1,⌊n/2⌋ ∼ n log 2 n as n → ∞. Previously, all that was known was a lower bound of Ω(n/ log n) and an upper bound of n.
Introduction
Before stating the problems we want to solve, let us review some definitons and notation. The notation we use is mostly standard. Throughout this paper, all posets are assumed to be nonempty (we take this as part of the definition of a poset) and all logarithms are base 2 unless otherwise specified.
For any n ∈ N, a chain of cardinality n is denoted by boldface n. The n-dimensional Boolean lattice, defined as the set of all subsets of [n] ordered by inclusion, is denoted Q n . The suborder of Q n induced by the ℓ th and k th layers (i.e., [n] (ℓ) ∪ [n] (k) , ⊆ ) is called Q n ℓ,k . Because the properties we care about are preserved by poset anti-isomorphisms, we will usually assume that ℓ < k and ℓ ≤ n/2.
Let P = (X, ≤) be a poset. A partial linear extension of P is a linear order L = (Y, ≤ L ), where Y ⊆ X and, for every x, y ∈ Y , if x ≤ y, then x ≤ L y. A linear extension of P is a partial linear extension whose ground set is X. A set L of partial linear extensions of P is called a local realiser if, for every ordered pair (x, y) ∈ P 2 with x ≥ y, there is an L ∈ L such that x ≤ L y. A realiser of P is a local realiser whose elements are all linear extensions of P . The order dimension of P , first introduced by Dushnik and Miller [11] and denoted by dim P , is the minimum cardinality of a realiser of P . Given a local realiser L and x ∈ P , we write µ L (x) for the number of elements of L whose ground sets contain x, which we call the multiplicity of x in L. Then the local dimension of P , denoted ldim P , is defined as the minimum of max x∈P µ L (x) over all local realisers L. Local dimension was introduced only recently by Ueckerdt [17] , and is much less well-understood than dimension. Because dim P is equal to the minimum cardinality of a local realiser of P (see, e.g., Trotter [15] , section 1.12), ldim P ≤ dim P for every poset P .
Kim, Martin, Masařík, Shull, Smith, Uzzell, and Wang [7] proved that ldim Q n is at least Ω n log n , but so far the only upper bound we have for ldim Q n is the trivial bound of n.
Our main result is that the local dimension of the first and middle layers of the Boolean lattice is asymptotically n log n .
Another dimension variant, called t-dimension, was introduced by Novák [12] . For a poset P and t ∈ N with t ≥ 2, the t-dimension of P , denoted dim t (P ), is the smallest cardinal d such that P embeds into a product of d chains of cardinality t. The most interesting case is dim 2 P , which is the smallest d such that P embeds into Q d as a suborder. For example, Sperner's theorem states that, if A n is an antichain of size n, then dim 2 A n = min m : m ⌊m/2⌋ ≥ n = log n + 1 2 log log n + O(1). We also have dim 2 n = n − 1. Clearly dim 2 P ≤ |P | for every poset P (send each a ∈ P to {x ≤ a}), and this bound is sharp for n ≥ 2 (see exercise 10.2.6 in [15] ). Also, by the pigeonhole principle, dim 2 P ≥ ⌈log |P |⌉, and this bound is also sharp.
Lexicographic sums
Let P be a poset with ground set X and, for each x ∈ X, let Q x be a poset with ground set Y x . The lexicographic sum of {Q x } over P , denoted x∈P Q x , is a poset on the ground
if and only if either x < z or x = z and y ≤ w. Hiraguchi [6] proved that
We don't have such a simple equation for local dimension, but we can prove some weaker inequalities.
Proposition 2. For any poset P with ground set X and any family {Q x } x∈X of nonempty posets indexed by X, we have the following inequalities:
Proof. Inequality 1 follows trivially from the fact that x∈P Q x has suborders isomorphic to P and to Q x for each x ∈ X.
To prove inequality 2, let L be a local realiser of P and, for each x ∈ X, let M x be a realiser of Q x . For convenience, we regard partial linear orders as lists rather than posets. We will construct a local realiser of
replace each occurrence of x in the lists in L with x × M for some M ∈ M x , using each list in M x at least once. If µ L (x) < |M x |, replace each occurrence of x in the lists in L with x × M for some M ∈ M x , using a different list M for each occurrence. Then, for each unused M ∈ M x , add x×M as a new list. Let N be the set of all lists thus constructed. For each x ∈ X and each y ∈ Y x , we can see that µ N (x, y) = max {µ L (x), |M x |} by counting the number of occurrences of (x, y) in these lists. To show that N is a local realiser, suppose (x, y) ≥ (x ′ , y ′ ). Then either x = x ′ and y ≥ y ′ or x ≥ x ′ . If the former, then there is some M ∈ M x such that y occurs before y ′ in M , and x × M is a sublist of some list in N . If the latter, then there is some L ∈ L in which x occurs before x ′ . In the corresponding element of N , x and x ′ have been replaced by sublists containing (x, y) and (x ′ , y ′ ) respectively, so (x, y) occurs before (x ′ , y ′ ) in this list.
To prove inequality 3, let L be a local realiser of P and, for each x ∈ X, let M x be a local realiser of Q x . For each x ∈ X, let K x be an arbitrary linear extension of Q x . Let N be the set of all lists obtained by replacing, for each x ∈ X, each occurrence of x in the linear orders in L with x × K x as well as all lists of the form x × M with x ∈ X and M ∈ M x . This set is a local realiser of x∈X Q x , and, for every x ∈ X and y ∈ Y x , µ N (x, y) = µ L (x) + µ Mx (y). The special case where P is an antichain was stated as an exercise by Bosek, Grytczuk, and Trotter in [1] .
Lower bounds
Wang Zhiyu [18] , following a comment by Christophe Crespelle in [7] , suggested that an information entropy method might help improve the bounds on ldim Q n .
Let X be a discrete random variable taking values in {x 1 , x 2 , . . . , x n } with P{X = x i } = p i for each i. Then the entropy of X, denoted H(X), is defined by the formula
It can be shown using the strict concavity of log that H(X) ≤ log n, and that this bound is only attained when X is uniformly distributed. Entropy was introduced by Shannon [13] , and H(X) can be thought of as the average amount of information in bits obtained be observing the value of X. Shannon's fundamental theorem for a noiseless channel, also known as the source coding theorem, makes this precise. Before stating the theorem, we need a few definitions. An alphabet is a finite set with two or more elements, and the elements of an alphabet are called symbols. Given an alphabet Ω, a word over Ω is a finite sequence of symbols in Ω, and Ω ⋆ denotes the set of all words over Ω. Given a finite set Σ and an alphabet Ω, a prefix-free code is a map C from Σ to Ω ⋆ such that, for all x, y ∈ Σ, if x = y, then C(x) is not an initial segment of C(y).
Theorem 3. Let X be a random variable taking values in a finite set Σ and let Ω be a finite alphabet. For every prefix-free code C, the expected length of C(X) is at least H(X) log |Ω| . Conversely, there exists a prefix-free code C such that the expected length of C(X) is at most H(X) log |Ω| + 1. In a note added to the end of [7] , Crespelle suggested a method of encoding an arbitrary poset on a fixed ground set, which we call the Crespelle code. Given a ground set X with cardinality n and a poset P on X, we encode P as a word over a 3n-symbol alphabet Ω as follows. Let Ω = {x i , x m , x f : x ∈ X}. Given a local realiser L of P , we write each nontrivial 1 partial extension in L as a list of elements of X, using symbols of the form x i at the beginning of each list and symbols of the form x m everywhere else. Then we concatenate these lists in any order and replace the last symbol x m with the corresponding x f . We call the resulting word a Crespelle codeword for P . Note that this code is prefix-free by construction. If ldim P = d, then P has a local realiser L for which each element of X has multiplicity at most d, and the Crespelle codeword for P constructed from L has length at most dn.
Kleitman and Rothschild [8] proved that the entropy of a uniformly random partial order on [n] is ( 1 4 + o(1))n 2 . Kim, Martin, Masařík, Shull, Smith, Uzzell, and Wang [7] proved that the maximum local dimension of a poset on n points is at between 1 4e ln 2 − o(1) n log n and (4 + o(1)) n log n n → ∞, so every partial order on [n] has a Crespelle codeword with at most (4+ o(1))n 2 bits. As Crespelle observed, this means that the Crespelle code is optimal up to a constant factor.
We can use this fact improve the lower bound on the maximum local dimension of an n-element poset.
Theorem 4. As n → ∞, the expected local dimension of a poset chosen uniformly at random from the set of all n-element labelled posets is at least
Proof. Suppose n ≥ 2 and let P be a random partial order on [n], where we assign equal probability to each partial order. Assume for convenience that n is even. The total number of such partial orders is at least the number of two-layer partial orders with minimum elements 1, 2, 3, . . . , n/2 and maximal elements n/2 + 1, n/2 + 2, . . . , n, which is equal to 2 1 4 n 2 . It follows that H(P ) ≥ 1 4 n 2 . It is not much harder to show that this is also true when n is odd.
Let
Then the expected length of the shortest Crespelle codeword for P is at most dn. Hence by Theorem 3 H(P ) ≤ dn log 3n, so
.
A similar argument shows that the expected 2-dimension of a random partial order on [n] is at least 1 4 n − o(1) as n → ∞. First, we define a prefix-free binary code for the set of all partial orders on [n] as follows. Suppose P is a partial order on [n] with 2-dimension d. Fix a poset embedding f from P into Q d . The codeword for P consists of a block of ⌈log n⌉ bits representing d as a binary number, followed by n blocks of d bits each, where the i th block is the representation of f (i) as a binary string. The length of this word is ⌈log n⌉ + dn bits. Now let P be a uniformly random partial order on [n], as defined in Theorem 4. Repeating the proof of Theorem 4 using this binary code instead of the Crespelle code, we find that E[dim 2 P ] ≥ 1 4 n − ⌈log n⌉ n for all n ≥ 2. By essentially the same argument, we have E[dim t (P )] ≥ 1 4 log t n − ⌈log t n⌉ n for every t ≥ 2 and n ≥ 2. It's clear from the proofs that the same results hold (up to an additive o(1) term) for a uniformly random two-level poset with minimum elements 1, 2, . . . , ⌊n/2⌋ and maximum elements ⌊n/2⌋ + 1, ⌊n/2⌋ + 2, . . . , n.
The following lower bound applies to any pair of layers in the Boolean lattice. . Now assume ldim P ≥ d (which occurs with nonzero probability) and modify P as follows to obtain a new poset P ′ . For each subset S of A, if there is more than one vertex in B whose neighbourhood is S, delete all but one of them. Since P is a lexicographic sum of antichains over P ′ and P ′ is not a chain, by Proposition 2, P and P ′ have the same local dimension. Since P ′ embeds into Q n ℓ,k , ldim Q n ℓ,k ≥ ldim P ′ ≥ d. A similar argument works when k < ℓ.
This has the following immediate corollary. , and the same is true for Q n 1,(n−⌊n α ⌋) .
We also have the following lower bound for the first and middle layers. The bound ldim Q n ≥ (1 + o(1)) n log n , which improves one of Kim et al.'s results by a constant factor, was also proved by Stefan Felsner by different means. Felsner's proof can be found in [3] . Corollary 7. As n → ∞, ldim Q n ≥ ldim Q n 1,⌊n/2⌋ ≥ n log n − O n log log n (log n) 2 .
Suborders of the divisibility lattice
In [10] , Lewis and Souza studied the dimension of suborders of the divisibility lattice (N, |). They proved that ldim ([n], |) ≤ dim ([n], |) ≤ (4 ln 2 + o(1)) (log n) 2 log log n .
We can prove the following lower bound using Corollary 6. = (log n) (c+o(1)) log n log log n = n c+o(1) ≪ n, we can define an embedding from Q k 1,⌊ √ k⌋ into ([n], |), which therefore has local dimension at least ( c 4 − o(1)) log n log log n . Now taking c → 1 as slowly as necessary completes the proof of the lower bound.
Posets whose dimension and local dimension are equal
The following lower bound for the local dimension of Q n 1,2 was proved by Girão and Lewis, and the proof was included in [3] .
Theorem 9. As n → ∞, ldim Q n 1,2 ≥ log log n − O(log log log n).
Spencer [14] proved that dim Q n 1,2 ≤ log log n + O(log log log n), so this bound is asymptotically the best possible. Because Q n−k+1 1,2 embeds into Q n k,k+1 and Q n ℓ,k embeds into Q n+1 ℓ,k+1 , we also have ldim Q n ℓ,k ≥ (1 − o ℓ,k (1)) log log n as n → ∞, for every fixed ℓ < k ∈ N. Trotter and Walczak [16] proved that a poset has local dimension 0, 1, or 2 if and only if it has dimension 0, 1, or 2. There are also examples, e.g., Q 3 , of posets with dimension and local dimension 3. For a while, it was not known whether or not there exist posets of arbitrarily large dimension whose dimension and local dimension are equal. The following theorem and corollary show non-constructively that such posets do exist. Using only the fact that there exist posets whose dimension and local dimension are asymptotically equal, we can show that there exist posets whose dimension and local dimension are exactly equal.
Theorem 10. For all n ∈ N, ldim R n = n.
Proof. It follows from Theorem 9 and Spencer's theorem [14] that ldim Q m 1,2 ∼ dim Q m 1,2 ∼ log log m, so there exists an infinite sequence of finite posets with dimension n and local dimension n−o(n). Because every finite n-dimensional poset embeds into R n , ldim R n = n − o(n) by monotonicity. Now suppose that ldim R k ≤ k − 1 for some k ∈ N. Then, for all n, R n embeds into (R k ) ⌈n/k⌉ , so ldim R n ≤ k−1 k n + k − 1 by subadditivity. But this contradicts the previous claim that ldim R n = n − o(n). Therefore ldim R n = n for all n. Proof. Let Q be an infinite poset. We wish to prove that, if every finite suborder of Q has local dimension at most d, then Q has local dimension at most d.
Let K be a first-order language with a constant symbol c for each c ∈ Q, ternary relation symbol _, _, _ , binary relation symbol _ ǫ _, and unary predicate symbol P _. A K-structure is thought of as having two types of elements, called points and lists. 2 For terms r, s, and t, the intended meaning of P r is that r is a point, the intended meaning of r ǫ s is that s is a list containing the point r, and the intended meaning of r, s, t is that s is a list in which r is listed before or in the same place as t.
Let T be the the set of all the following K-sentences: Since every finite subset of T is satisfiable, by compactness T is satisfiable. Suppose M is a K-structure such that M T . For each ℓ ∈ |M| such that M ¬P ℓ, let L ℓ = {c ∈ Q : M c ǫ ℓ}. Now define a binary relation ≤ ℓ on L ℓ by c ≤ c ′ ⇐⇒ M
x, ℓ, y . The axioms of T imply that each (L ℓ , ≤ ℓ ) is a partial linear extension of Q and that (L ℓ , ≤ ℓ ) : M ¬P ℓ is a local realiser of Q for which each element of Q has multiplicity at most d. Now suppose that every finite d-dimensional poset has local dimension at most d − 1. It would follow that R d has local dimension at most d−1, which would contradict Theorem 10.
Upper bounds for two layers
In this section, we prove some upper bounds on the local dimension of posets of the form Q n ℓ,k .
The following proposition gives good upper bounds on the local dimension of suborders of the form Q n ℓ,(n−k) when ℓ and k are constant.
Proposition 12. Whenever ℓ < n − k, ldim Q n ℓ,(n−k) ≤ 2 + max{ℓ, k}.
Proof. Let π 0 be the linear extension consisting of ℓ-sets in any order, followed by the (n − k)-sets in any order. Then let π 1 be the ℓ-element sets in the opposite order as in π 0 followed by the (n − k)-element sets in the opposite order as in π 0 . Then, for each i ∈ [n], let L i be the (n − k)-element sets not containing i (in any order) followed by the ℓ-element sets containing i. It's obvious that {π 0 , π 1 , L 1 , L 2 , . . . , L n } is a local realiser of Q n ℓ,(n−k) in which every ℓ-set has multiplicity 2 + ℓ and every (n − k)-set has multiplicity 2 + k.
This generalises Ueckerdt's [17] result that ldim S n = 3 for n ≥ 3. By contrast, Füredi [5] proved that, for any constant k ≥ 3, dim Q n k,(n−k) = n − 2 for all sufficiently large n.
Corollary 13. For any fixed α ∈ (0, 1), n α ≤ ldim Q n 1,(n−⌊n α ⌋) = Θ(n α ), with constants between 1 − α and 1.
For pairs of layers that are close together, we have the following upper bound due to Brightwell, Kierstead, Kostochka, and Trotter [2] .
Theorem 14. For any s, k, n ∈ N with s + k ≤ n, ldim Q n s,(s+k) ≤ dim Q n s,(s+k) ≤ (4k 2 + 18k)⌈ln n⌉. In the case k = 1, ldim Q n s,(s+1) ≤ dim Q n s,(s+1) ≤ 6⌈log 3 n⌉.
Kostochka [9] later improved the second bound.
Theorem 15. For all s ≤ n ldim Q n s,s+1 ≤ dim Q n s,s+1 ≤ 2 min k : 2 · k! ≥ n = (2 + o(1)) log n log log n .
. Dushnik [4] showed that dim Q n 1,k ≥ n − √ n whenever k ≥ 2 √ n. The next theorem shows that local dimension behaves very differently.
Theorem 16. For any n ∈ N and k ≤ n, ldim Q n 1,k ≤ n log n + 2n log log n (log n) 2 + 3.
More generally, whenever 1 ≤ ℓ < k ≤ n and ℓ < n log n , ldim Q n ℓ,k ≤ (1 + o ℓ (1)) n log n .
Proof. We first describe a general construction, then show two different ways the construction can be realised. Let G be an n-edge bipartite graph with parts A and B and suppose each vertex in A has degree at most ∆. We identify Q n ℓ,k with the set of all k-subsets and ℓ-subsets of E(G) and define a local realiser of Q n ℓ,k as follows. For each v ∈ A and each X ⊆ Γ(v), let L v,X be a partial linear extension that lists all k-sets S such that {u ∈ B : vu ∈ S} = X followed by all ℓ-sets containing an edge vu with u ∈ X. Now let π 0 list all the ℓ-sets of edges in some order followed by all the k-sets, and let π 1 list all the ℓ-sets in the opposite order followed by all the k-sets in the opposite order. Then
is a local realiser of Q n ℓ,k in which every ℓ-set has multiplicity at most 2 ∆−1 ℓ + 2 and every k-set has multiplicity at most |A| + 2.
For any n, ℓ, and k with 1 ≤ ℓ < k ≤ n and ℓ < n log n , we may take G to be any n-edge bipartite graph with |A| = n log n−log log n−log ℓ and |B| = ⌈log n − log log n − log ℓ⌉. Here we have 2 ∆−1 + 2ℓ ≤ 2 |B|−1 ℓ + 2 < n log n + 2 and |A| + 2 ≤ n log n + 2n (log n) 2 (log log n + log ℓ) + 3, which gives us an upper bound of ldim Q n ℓ,k ≤ n log n + 2n (log n) 2 (log log n + log ℓ) + 3. We can do slightly better when n = 2 m−1 mℓ for some m ∈ N . In this case, we may take G to be the disjoint union of ℓ copies of the m-dimensional hypercube graph. For this graph, ∆ = m and |A| = 2 m−1 ℓ, so we have ldim Q n ℓ,k ≤ 2 m−1 ℓ + 2 = n m + 2. Since m = log n ℓ − log m + 1, this bound is asymptotically the same as the one above.
Theorem 1 follows immediately from Theorem 5 and Theorem 16.
Problems
It's known (see, for example, Dushnik [4] ) that dim Q n 1,k is monotone in k for 0 ≤ k ≤ n−1, but ldim Q n 1,k is not, as ldim Q n 1,n/c ≥ Ω c (n/ log n) while ldim Q n 1,n−k ≤ k + 2. We do not know whether or not it's unimodal. Our best upper and lower bounds are unimodal, with a single peak at k ≈ n/2 -although the upper bound is more like a plateau. A poset has a short Crespelle codeword if and only if it has a local realiser with small average multiplicity. It follows that a poset with small local dimension has a short Crespelle codeword. Is the converse true? In other words, how far apart can the smallest possible average multiplicity be from the smallest possible maximum multiplicity of a local realiser? Of course, this question is trivial, since adding a top element to a nontrivial poset does not change its local dimension. By repeatedly adding new top elements to a d-local-dimensional poset, we obtain d-local-dimensional posets with local realisers that have average multiplicity arbitrarily close to 1. The question becomes nontrivial (or at least not obviously trivial) if we consider both cardinality and local dimension. The dimension of a lexicographic sum is determined by the dimensions of the summands and of the indexing poset, but it's not clear whether or not the same is true of local dimension. As Bosek, Gryczuk, and Trotter stated in [1] , it's an open question whether or not Inequality 3 in Proposition 2 can be improved, even when the indexing poset is an antichain.
Question 3. Can any of the bounds in Proposition 2 be improved?
Kim et al. [7] asked whether or not ldim Q n = n for all n. We believe that this is not the case, and that our best lower bound is asymptotically correct. Conjecture 1. As n → ∞, ldim Q n = Θ n log n .
If this conjecture is true, it would imply that ldim P = O dim 2 P / log dim 2 P for every poset P , and hence provide a new proof of Kim et al.'s theorem that ldim P = O (|P |/ log |P |) for every P , perhaps even improving it by a constant factor.
We may even propose the following stronger conjecture.
Conjecture 2.
There exists a universal constant c such that, for any t ∈ N, as n → ∞, ldim t n ∼ c n log t n .
One can prove a lower bound of this form using an entropy argument similar to the proof of Theorem 5. Indeed, suppose n ≪ m = n 1+o (1) . Let P be a random partial order on [(t − 1)n + m] induced by a random function from [(t − 1)n + m] to t n that maps [(t − 1)n] to the set of n-tuples with exactly one nonzero entry in lexicographic order. Each such function induces a different labelled poset. Let d = E[ldim P ]. Then H(P ) = (1 + o(1))mn log t ≤ (m + (t − 1)n)d log (m + (t − 1)n) = (1 + o(1))md log n, so d ≥ (1 + o(1)) n log t n . Even finding one cube with local dimension smaller than its dimension would be very good. If ldim Q k = ℓ < k, then, by subadditivity, ldim Q n ≤ ℓ k n + ℓ for all n. Searching for good local realisers by computer does not seem feasible. Proving or disproving these conjectures will require new ideas.
