This paper is concerned with the comparison of some estimators for the scale parameter è of the Rayleigh distribution by applying the Bayes' estimators under different loss functions (using Jeffrey prior information) in addition of the Maximum likelihood estimator (ML). The comparison was based on a Monte Carlo study. Through the simulation study comparison was made on the performance of these estimators with respect to the mean square error (MSE) and reach to, if c is small, the Bayes estimator with modified El-Sayyad loss function is the best estimator with small and medium samples size and ML with large samples size. As c become large based upon the squared error loss function was the best estimator then ML.
INTRODUCTION
discussed the origin and properties of the Rayleigh distribution. Polovko (1968) and Dyer and Whisenand (1973) noted the importance of this distribution in electro vacuum devices and communication engineering. Dey and Das (2007) obtained Bayesian predictive intervals of the parameter of Rayleigh distribution. [3] In Bayesian analysis, the unknown parameter is regarded as being the value of a random variable from a given probability distribution, with the knowledge of some information about the value of prior to observing the data x 1 , x 2 … x n, The object of the present paper is to obtain Bayesian
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estimates of the parameter of the Rayleigh distribution, using Jeffrey prior under four loss functions and the Maximum likelihood estimator (ML). In this paper, we mainly consider different estimators and compare their performance through Monte-Carlo simulation. The efficiency of the four Bayes estimators and ML estimator compared according to the mean square error (MSE).
The Bayesian Approach
Suppose that n items have an independent and identically distributed Rayleigh each having unknown parameter ( ), the probability density function of the Rayleigh distribution is given by: [6] (1) Let us assume that θ has non-informative prior density defined as using Jeffrey prior information which given by:
The posterior distribution of θ given random sample: X = (x 1 , x 2 , . .. , x n ) is:
Let:
After substitution we find that:
Loss Functions
In Bayesian estimation, we consider four types of loss functions [4] : (i) Squared-Error Loss Function:
(ii) Modified Squared-Error Loss Function:
(iii) El-Sayyad's Loss Function: 
(i) With squared error loss function, the corresponding Bayes estimator for θ with posterior distribution (3) comes out as:
, then the Bayes estimator is:
On simplification, we get,
(ii) With modified squared error loss function, the corresponding Bayes estimator for θ with posterior distribution (3) comes out as:
By letting, We find that:
Comparison of the Bayesian Estimations under Different Loss Function and Maximum Likelihood Estimation for Rayleigh Distribution Huda
212
Where, By acting in a similar manner as in (i) and after few steps we get:
Similarly,
From (6) and (7), we find that:
(iii) With El-Sayyad loss function, the corresponding Bayes estimators for with posterior distribution (3) come out as:
For simplicity, let us assume that l = 1 and by letting:
We find that:
From (5) and (7) we find: 
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We reach to:
Where:
And by making similar substitution as above we get:
Hence,
3. Maximum Likelihood Estimator Given x 1 , x 2 ,…, x n a random sample of size n from Rayleigh distribution, we consider estimation by the method of maximum likelihood. The loglikelihood for a random sample from (1) is:
Setting this expression to zero and solving the equation yields the maximum likelihood Estimator of parameter:
Simulation Results
The simulation program is written by using QBASIC and it has been performed to compare the four Bayes estimation and ML estimator depending on Mean Square Errors (MSE)) to compare the efficiency of the four estimators, as follows:
Where I is the number of replications.
We generated I = 2000 samples of sizes n = 25, 50, 100 from the Rayleigh distribution with = 0.5, 3, using c=1, 3 and r = 2, 5. The mean squared errors (MSE's) were calculated. The results of the simulation study are reported in the following tables: It appears from tables 1 and 3 where c = 1 and r = 2, 5 the best estimator was which represented Bayes estimator for with modified ElSayyad loss function. It followed by the Maximum Likelihood Estimator ( , and then the squared error loss function in the third order. The results in tables 2, 4 showed that the best estimator was the squared error loss function , followed by Maximum Likelihood Estimator, and then (modified El-Sayyad loss function),
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In general, we can say that, if c is small, the Bayes estimator with modified El-Sayyad loss function is the best estimator with small and medium samples size and ML with large sample size. As c become large based upon the squared error loss function was the best estimator then ML and El-Sayyad, Modified El-Sayyad
