Solving the exact renormalisation group equationà la Wilson-Polchinski perturbatively, we derive a power-counting theorem for general matrix models with arbitrarily non-local propagators. The power-counting degree is determined by two scaling dimensions of the cut-off propagator and various topological data of ribbon graphs. Models in which the propagator has regular scaling dimensions are in two or four dimensions power-counting renormalisable but acquire due to non-locality an infinite number of relevant or marginal interactions. By a reduction-of-couplings mechanism it is possible to express all interactions in terms of a finite number of base interactions. In this way, a regular propagator with respect to a given base determines via the renormalisation flow the renormalisable interaction, which will rarely coincide with the expression obtained by inserting ⋆'s into classical formulae. The main application is the renormalisation problem of field theories on noncommutative R D written in matrix formulation. In order to obtain the regular scaling dimensions one has to introduce a regulator into the cut-off action which is scaled to zero with the removal of the cut-off.
Introduction
Noncommutative quantum field theories show in most cases a phenomenon called UV/IRmixing [1] which seems to prevent the perturbative renormalisation. There is an enormous number of articles on this problem, most of them performing one-loop calculations extrapolated to higher order. A systematic analysis of noncommutative (massive) field theories at any loop order was performed by Chepelev and Roiban [2, 3] . They calculated the integral of an arbitrary Feynman graph using the parametric integral representation and expressed the result in terms of determinants involving the incidence matrix and the intersection matrix. They succeeded to evaluate the leading contribution to the determinants in terms of topological properties of ribbon graphs wrapped around Riemann surfaces. In this way a power-counting theorem was established which led to the identification of two power-counting non-renormalisable classes of ribbon graphs. The Rings-type class consists of graphs with classically divergent subgraphs wrapped around the same handle of the Riemann surface. The Com-type class consists of planar graphs with external legs ending at several disconnected boundary components with the momentum flow into a boundary component being identically zero 1 . Except for models with enough symmetry, noncommutative field theories are not renormalisable by standard techniques. One may speculate that the reason is the too naïve way of performing the various limits. Namely, a field theory is a dynamical system with infinitely many degrees of freedom defined by a certain limiting procedure of a system with finitely many degrees of freedom. One may perform the limits formally to the path integral and evaluate it by Feynman graphs which are often meaningless. It is the art of renormalisation to give a meaning to these graphs. This approach works well in the commutative case, but in the noncommutative situation it seems not to be successful.
One procedure which deals more carefully with the limits is the renormalisation group approach due to Wilson [5] , which was adapted by Polchinski to a very efficient renormalisability proof of φ 4 -theory in 4 dimensions [6] . There are already some attempts [7] to use Polchinski's method to renormalise noncommutative field theories. We are, however, not convinced that the claimed results (UV-renormalisability) are so easy to obtain. The main argument in [7] is that the Polchinski equation is a one-loop equation so that the authors simply compute an integral having exactly one loop. It is, however, not true that nothing new happens at higher loop order. For instance, all one-loop graphs can be drawn on a genus-zero Riemann surface. The entire complexity of Riemann surfaces of higher genus as discussed by Chepelev and Roiban [2, 3] shows up at higher loop order and is completely ignored by the authors of [7] . As we show in this paper, the same discussion of Riemann surfaces is necessary in the renormalisation group approach, too.
The mentioned complexity is due to the phase factors described by the intersection matrix which result in convergent but not absolutely convergent momentum integrals. As such it is very difficult to access this complexity by Polchinski's procedure [6] which is based on taking absolute values of the contributions. Moreover, Chepelev and Roiban established the link between power-counting and the topology of the Riemann surface via the parametric integral representation which is based on Gaußian integrations. These are not available for Polchinski's method where we deal with cut-off integrals. In conclusion, we believe it is extremely difficult (if not impossible) to use the exact renormalisation group equation for noncommutative field theories in momentum space. The best one can hope is to restrict oneself to limiting cases where e.g. the non-planar graphs are suppressed [4, 8] . Even this restricted model has rich topological features.
Fortunately, there exists a base f mn for the algebra under consideration 2 where the ⋆-product is reduced to an ordinary product of (infinite) matrices, f mn ⋆ f kl = δ nk f ml , see [10] . The interaction d D x(φ ⋆ φ ⋆ φ ⋆ φ) can then be written as tr(φ 4 ) where φ is now an infinite matrix (with entries of rapid decay). The price for the simplification of the interaction is that the kinetic matrix, or rather its inverse, the propagator, becomes very complicated. However, in Polchinski's approach the propagator is anyway made complicated when multiplying it with the smooth cut-off function K [Λ] . The parameter Λ is an energy scale which varies between two fixed scales Λ R and Λ 0 ≫ Λ R . Introducing in the bilinear (kinetic) part of the action the cut-off function and replacing the φ 4 -interaction by a Λ-dependent effective action L[φ, Λ], the philosophy is to determine L[φ, Λ] such that the generating functional Z[J, Λ] is actually independent of Λ.
We will treat in [11] the φ 4 -model on noncommutative R 2 within the Wilson-Polchinski approach in more detail. We will prove that this model is renormalisable when adding to the cut-off action a regulator to be scaled to zero with the removal Λ 0 → ∞ of the cut-off. This shows clearly that the renormalised quantum field theory defined in that manner differs from the naïve Feynman graph approach.
In this paper we investigate the renormalisation of general non-local matrix models. We will prove a power-counting theorem for L[φ, Λ] by solving (better: estimating) the Polchinski equation perturbatively. Our investigation can be summarised as follows. The Polchinski equation is a fixed-point equation determining L[φ, Λ] in relation to the given propagator (which has to be regular in a sense discussed in detail). This means that the renormalised interaction determines itself and cannot be forced to coincide with some a priori given ⋆-product interaction. To be explicit, we will present a system of cubic equations the solution of which gives the renormalisable interaction. Extrapolating this picture to continuous bases, the ordinary propagator 1 p 2 +m 2 for the plane wave basis will determine the commutative φ 4 -term as the renormalisable interaction. One will certainly not obtain d 4 x(φ ⋆ φ ⋆ φ ⋆ φ). The only chance to get the ⋆-product interaction is to use an adapted base which reflects the fact that on noncommutative spaces the degrees of freedom are located on cells instead of points. We will provide a highly non-linear differential equation for the shape and size of these cells. For reviews on matrix models and its applications we refer to [12, 13] . The idea to apply renormalisation group techniques to matrix models is also not new [14] . The difference of our approach is that we will not demand that the action can be written as a trace of a polynomial in the field, that is, we allow for matrix-valued coupling constants and kinetic terms. The only restrictions we are imposing are G m 1 n 1 ;m 2 n 2 = 0 unless m 1 + m 2 = n 1 + n 2 , A m 1 n 1 ;m 2 n 2 ;m 3 n 3 ;m 4 n 4 = 0 unless
3)
The restrictions (2.3) are due to the fact that the action comes from a trace. They are verified for the noncommutative R D . The kinetic matrix G mn;kl contains the entire information about the differential calculus, including the underlying (Riemannian) geometry, and the masses of the model. More important than the kinetic matrix G will be its inverse, the propagator ∆ defined by
Due to (2.3) we have the same index restrictions for the propagator:
Let us introduce a notion of locality:
Definition 1 A matrix model is called local if ∆ nm;lk = ∆(m, n)δ ml δ nk for some function ∆(m, n), otherwise non-local.
We add sources J to the the action (2.1) and define a (Euclidean) quantum field theory by the generating functional (partition function)
The function C[Λ] is the vacuum energy and the matrices E and F , which are not necessary in the commutative case, must be introduced because the propagator ∆ is non-local. It is in general not possible to separate the support of the sources J from the support of the Λ-variation of K. Due to (2.8) we formally obtain (2.6) for Λ → ∞ in (2.7) if we set
However, we shall expect divergences in the partition function which require a renormalisation, i.e. additional (divergent) counterterms in L[φ, ∞]. In the Feynman graph solution of the partition function one carefully adapts these counterterms so that all divergences disappear. If such an adaptation is possible and all counterterms are local, the model is considered as perturbatively renormalisable. Following Polchinski [6] we proceed differently to prove renormalisability. We first ask ourselves how we have to choose L, C, E, F in order to make Z[J, Λ] independent of Λ. After straightforward calculation one finds the answer 14) where
. Naïvely we would integrate (2.11)-(2.14) for the initial conditions (2.9). Technically, this would be achieved by imposing the conditions (2.9) not at Λ = ∞ but at some finite scale Λ = Λ 0 , followed by taking the limit Λ 0 → ∞. This is easily done for (2.12)-(2.14):
15)
At Λ = Λ 0 the functions F, E, C become independent of Λ 0 and satisfy, in particular, (2.9) in the limit Λ 0 → ∞. For finite Λ, the partition function Z[J, Λ] is evaluated by Feynman graphs with vertices given by the Taylor expansion coefficients
connected with each other by internal lines ∆ K (Λ) and to sources J by external lines ∆ K (Λ 0 ). Since the summation variables are cut-off in the propagator ∆ K (Λ), loop summations are finite, provided that the interaction coefficients L m 1 n 1 ;...;m N n N [Λ] are finite.
Integrating (2.11) for the boundary condition (2.9) with ∞ replaced by Λ 0 and λ being finite it turns out, however, that L m 1 n 1 ;...;m N n N becomes unbounded in the limit Λ 0 → ∞. We let ρ m 1 n 1 ;...;m N n N [Λ] be the projection of L m 1 n 1 ;...;m N n N [Λ] to the relevant and marginal (for Λ 0 → ∞ divergent) parts. The physical solution of the divergences is to regard ρ m 1 n 1 ;...;m N n N [Λ 0 ] as unobservable bare quantities which evolve in such a way with Λ that at some given renormalisation scale Λ R one obtains finite values ρ R = ρ[Λ R ] to be adapted to experiment. In other words, the integration of the projection ρ m 1 n 1 ;...;m N n N [Λ] according to (2.11) has to start from Λ R and leads at Λ 0 to carefully adapted initial conditions
becomes finite. The functions ρ m 1 n 1 ;...;m N n N are rather uniquely determined by the integration procedure of (2.11) between the two scales Λ R < Λ 0 . We assume that L m 1 n 1 ;...;m N n N can be decomposed into parts L (i)
19) with r i > 0 are called relevant, with r i < 0 irrelevant and with r i = 0 marginal.
Integrating (2.19) from Λ 0 down to Λ we get
On the other hand, integration of (2.19) from Λ R up to Λ gives
We thus see that we should perform the integration of relevant interactions (r i > 0) according to (2.21), giving a bound of (C i /r i )Λ r i . The other direction (2.20) produces a bound estimated by (C i /r i )Λ r i 0 which in the limit Λ 0 → ∞ will diverge badly. Irrelevant interactions (r i < 0) should be integrated according to (2.20) where the rhs can-under the condition L (i)
Inserted into the rhs of (2.11), this behaviour is more advantageous for large Λ than the other direction (2.21), which for r i < 0 produces a constant bound (C i /|r i |)Λ −|r i | R . There might be cases where the direction (2.21) for r i < 0 gives convergence for Λ 0 → ∞ nevertheless. This corresponds to the over-subtractions in the BPHZ renormalisation scheme. We shall not exploit this possibility and agree that (2.19) has to be integrated for r i < 0 according to (2.20) . For marginal interactions (r i = 0) we get the same asymptotic behaviour from both (2.20) and (2.21). In general, it turns out that in order to perform the limit Λ 0 → ∞ at the end we need ρ-coefficients for these functions which means that (2.21) is to take. Exceptions are marginal interactions which are preserved by the renormalisation flow such as the initial φ 4 -interactions in two-dimensional models. We refer to [11] . We can summarise these considerations as follows:
The integration of (2.22) is for irrelevant interactions performed from Λ 0 down to Λ and for relevant and marginal interactions from Λ R up to Λ. Additionally, we require L (i)
Under these assumptions we have
We are alternatively allowed to integrate marginal interactions from Λ 0 down to Λ, giving the same bound (2.23).
The integration of (2.11) for self-determined choice of the boundary conditions at either Λ 0 or Λ R is thus the starting point for the extraction of the ρ-coefficients and the final limit Λ 0 → ∞. In this paper we will restrict ourselves to the integration of (2.11) for finite Λ 0 . The next steps required for the limit Λ 0 → ∞ are presented in [11] for the example of φ 4 -theory on noncommutative R 2 . Work on φ 4 -theory on noncommutative R 4 is in preparation.
Ribbon graphs and their topologies
We can symbolise the expansion coefficients L m 1 n 1 ;...;m N n N as
The big circle stands for a possibly very complex interior and the outer (dotted) double lines stand for the valences produced by differentiation (2.18) with respect to the N fields φ. The arrows are merely added for bookkeeping purposes in the proof of the power-counting theorem. Since we work with real fields, i.e. φ mn = φ nm , the expansion coefficients L m 1 n 1 ;...;m N n N have to be unoriented. The situation is different for complex fields where φ = φ * leads to an orientation of the lines. In this case we would draw both arrows at the double line either incoming or outgoing
The graphical interpretation of the Polchinski equation (2.11) is found when differentiating it with respect to the fields φ m i n i :
Combinatorical factors are not shown and symmetrisation in all indices m i n i has to be performed. On the rhs of (3.2) the two valences mn and kl of subgraphs are connected to the ends of a ribbon which symbolises the differentiated
For local matrix models in the sense of Definition 1 we can regard the ribbon as a product of single lines with interaction given by ∆(m, n). For non-local matrix models there is an exchange of indices within the entire ribbon.
The Polchinski equation (2.11) is a fixed-point equation. The model is essentially defined by the propagator only. The interaction determines itself as the fixed-point of (2.11). There is, of course, some freedom which has to be fixed by additional conditions. We can regard (2.11) as a formal construction scheme for
In order to obtain a φ 4 -model we choose N 0 = 4 and the grading as the degree V in the coupling constant λ. We conclude from (2.11) that L (1) m 1 n 1 ;...;m 4 n 4 is independent of Λ so that it is identified with the original (λ/4!)φ 4 -interaction in (2.1). For simplicity let us take the interaction of ordinary matrix models,
To the first term on the rhs of (3.4) we associate the graph
The graphs for the other five terms are obtained by permutation of indices. We will learn, however, from the power-counting theorem that the choice (3.4) of the initial interaction is for non-local propagators not always correct in order to get a renormalisable model. The arguments are given in Section 6. We will nevertheless prove the power-counting theorem for the initial interaction (3.4), because the proof is easily adapted to the general case.
As mentioned before, a complex φ 4 -model would be given by oriented propagators / / / / and examples for vertices are
The consequence is that many graphs of the real φ 4 -model are now excluded. We can thus obtain the complex φ 4 -model from the real one by deleting the impossible graphs. The iteration of (3.2) with starting point (3.5) leads to ribbon graphs. The first examples of the iteration are
We can obviously build very complicated ribbon graphs with crossings of lines which cannot be drawn any more in a plane. A general ribbon graph can, however, be drawn on a Riemann surface of some genusg. In fact, a ribbon graph defines the Riemann surfaces topologically through the Euler characteristic χ. We have to regard here the external lines of the ribbon graph as amputated (or closed), which means to directly connect the single lines m i with n i for each external leg m i n i . A few examples may help to understand this procedure:
The genus is computed from the numberC of single-line cycles, the number I of internal (double) lines and the number V of vertices of the graph according to
There can be several possibilities to draw the graph and its Riemann surface, butC, I, V and thusg remain unchanged. Indeed, the Polchinski equation (2.11) interpreted as in (3.2) tells us which external legs of the vertices are connected. It is completely irrelevant how the ribbons are drawn between these legs. In particular, there is no distinction between overcrossings and undercrossings. There are two types of cycles in (amputated) ribbon graphs:
• Some of them carry at least one external leg. They are called boundary components.
Their number is B.
• Some of them do not carry any external leg. They are called inner loops. Their number is L =C − B.
Boundary components consist of a concatenation of trajectories from an incoming index n i to an outgoing index m j . In the example (3.8) the inner boundary component consists of the single trajectory n 1 → m 6 whereas the outer boundary component is made of two trajectories n 3 → m 4 and n 5 → m 2 . We let o[n i ] be the outgoing index to n i and i[m i ] be the incoming index to m i . We have to introduce a few additional notations for ribbon graphs. An external vertex is a vertex which has at least one external leg. We denote by V e the total number of external vertices. For the arrangement of external legs at an external vertex there are the following possibilities:
We call the first three types of external vertices simple vertices. They provide one starting point and one end point of trajectories through a ribbon graph. The fourth vertex in (3.12) is called composed vertex, it has two starting points and two end points of trajectories.
A composed vertex can be decomposed by pulling the two propagators with attached external lines apart:
In this way a given graph with composed vertices is decomposed into S segments. The external vertices of the segments are either true external vertices or the half of a composed vertex. If composed vertices occur in loops, their decomposition does not always increase the number of segments. We need the following
The segmentation index ι of a graph is the maximal number of decompositions of composed vertices which keep the graph connected.
It follows immediately that if V c is the number of composed vertices of a graph and S the number of segments obtained by decomposing all composed vertices we have
In order to evaluate L m 1 n 1 ;...;m N n N [Λ] by connection and contraction of subgraphs according to (3.2) we need estimations for index summations of ribbon graphs. Namely, our strategy is to apply the summations in (3.2) either to the propgator or the subgraph only and to maximise the other object over the summation indices. We agree to fix all starting points of trajectories and sum over the end points of trajectories. However, due to (2.5) and (3.4) not all summations are independent: The sum of outgoing indices equals for each segment the sum of incoming indices. Since there are V e + V c (end points of) trajectories in a ribbon graph, there are
independent index summations. The inequality (3.15) also holds for the restriction to each segment if V e includes the number of halfs of composed vertices belonging to the segment. We let E s be the set of s end points of trajectories in a graph over which we are going to sum, keeping the starting points of these trajectories fixed. We define
Formulation of the power-counting theorem
We first have to transform the Polchinski equation (2.11) into a dimensionless form. It is important here that in the class of models we consider there is always a dimensionful parameter
which instead of Λ can be used to absorb the mass dimensions. The effective action L[φ, Λ] has total mass dimension D, a field φ has dimension
and the dimension of the coupling constant for the λφ 4 interaction is 4 − D. We thus decompose L[φ, Λ] according to the number of fields and the order in the coupling constant:
The functions A (V )
are assumed to be symmetric in their indices m i n i . Inserted into (2.11) we get
where
The cut-off function K in (2.8) has to be chosen such that for finite Λ there is a finite number of indices m, n, k, l with Q nm;lk (Λ) = 0. By suitable normalisation we can achieve that the volume of the support of Q nm;lk (Λ) with respect to a chosen index scales as Λ D :
for some constant C D independent of Λ. For such a normalisation we define two exponents
In (4.7) the index n is kept constant for the summation over k. It is convenient to encode the dimension D in a further exponent δ 2 which describes the product of (4.5) with (4.6)
We have obviously
Definition 5 A non-local matrix model defined by the cut-off propagator Q nm;kl given by (2.8) and (4.4) and the normalisation (4.5) of the cut-off function is called regular if δ 0 = δ 1 = 2, otherwise anomalous.
The three exponents δ 0 , δ 1 , δ 2 play an essential rôle in the power-counting theorem which yields the Λ-scaling of a homogeneous part A (V,V e ,B,g,ι)
The sums in (4.9) are finite. We are going to prove
Theorem 6
The homogeneous parts A (V,V e ,B,g,ι)
of the coefficients of the effective action describing a φ 4 -matrix model with initial interaction (3.4) and cut-off propagator characterised by the three exponents δ 0 , δ 1 , δ 2 are for 2 ≤ N ≤ 2V +2 and
We have A (V,V e ,B,g,ι)
we denote a polynomial in X up to degree q.
We remark that L = V − N 2 + 2 − 2g − B is the number of inner loops of a graph.
Corollary 7
For regular matrix models according to Definition 5 we have independently of the number of external vertices, index summations and the segmentation index
The bound (4.11) is easily generalised to other than φ 4 -interactions adapting the classical power-counting degree of divergence
appropriately.
Proof of the power-counting theorem
We provide here the proof of Theorem 6. Since this is quite long and technical the reader may want to continue with Section 6 and to go through the proof later on. The proof amounts to study all possible connections of two external legs of either different graphs or the same graph. It will be essential how the legs to connect are situated with respect to the rest of the graph. There are the following arrangements of the distinguished vertex one (or two) of the external legs of which we are going to connect:
A big oval stands for other parts of the graph the specification of which is not necessary for the proof. Dotted lines entering and leaving the oval stand for the set of all external legs different from the external legs of the distinguished vertex to contract. If two or three internal lines are connected to the oval this does not necessarily mean that these two lines are part of a loop. We are going to evaluate (4.3) by induction upward in V and for constant V downward in N. Due to the grading (V, N) the differential equation (4.3) is actually constructive. We consider in Section 5.1 the connection of two smaller graphs of (V 1 , N 1 ) and (V 2 , N 2 ) vertices and external legs and in Sections 5.2 and 5.3 the self-contraction of a graph with (V 1 = V, N 1 = N + 2) vertices and external legs. These graphs are further characterised by V e i , B i ,g i , ι i external vertices, boundary components, genera and segmentation indices, respectively. Since the sums in (4.9) and the number of arrangements of legs in (5.1) are finite, it is sufficient to regard the contraction of subgraphs individually. That is, we consider individual subgraphs γ 1 , γ 2 the contraction of which produces an individual graph γ. We also ignore the problem of making the graphs symmetric in the indices m i n i of the external legs. At the very end we project the sum of graphs γ to homogeneous degree (V, V e , B,g, ι). To these homogeneous parts there contributes a finite number of contractions of γ i . We thus get the bound (4.10) if we can prove it for any individual contraction.
The Theorem is certainly correct for the initial interaction (3.4) which due to (4.2) gives |A 
Tree-contractions of two subgraphs
We start with the first term on the rhs of (4.3) which describes the connection via a propagator of two smaller subgraphs γ 1 , γ 2 of V 1 , V 2 vertices and N 1 , N 2 external legs. The total graph γ for a tree-contraction has
It follows from (3.11) that for tree-contractions we always havẽ
As an example for a contraction between graphs in the first line of (5.1) let us consider
where σm and σn stand for the set of all other outgoing and incoming indices via external legs at the remaining part of the left subgraph γ 1 and similarly for σk and σl for the right subgraph γ 2 . The two boundary components to which the contracted vertices belong are joint in the total graph, i.e. B = B 1 + B 2 − 1. Moreover, we obviously have
and ι = ι 1 + ι 2 . The graph (5.4) determines the Λ-scaling
Due to the conservation of the total amount of indices in γ 1 and γ 2 by induction hypothesis (4.10), both
are completely fixed by the other external indices, so that from the sum over m and l there survives a single term only. Then, because of the relation m 1 + l = m + l 1 from the propagator Q m 1 m;ll 1 (Λ), see (4.6), it follows that the total amount of indices for A (V,V e ,B,g,ι)γ m 1 n 1 ;m 2 n 2 ;σm σn;σk σl;k 2 l 2 ;k 1 l 1 is conserved as well. LetV Due to (3.15) (for segments) there has to be an external leg on each segment the outgoing index of which is not allowed to be summed. In γ 1 we can choose m as that particular index, requiring that on the γ 2 -part of the contracted segment there is an unsummed external leg. In this case we take in the propagator the maximum over m, l and apply for given l the restriction of E s to γ 2 . The result is bound independently of l and all other incoming indices. Next we apply the restriction of E s to γ 2 , regarding m as an unsummed index. There is the possibility of an m 1 -summation applied to the propagator in the last step, with l 1 kept fixed, for which the bound is given by (4.7). In this case we therefore get
We have used the induction hypothesis (4.10) for the subgraphs as well as (4.7) for the propagator and have inserted i . If m 1 ∈ E s we take instead the unsummed propagator and replace in (5.7) one factor (4.7) by (4.6) as well as (s − 1) by s. The total exponents of γ remain unchanged.
Next let there be no unsummed external leg on the restriction of E s to the contracted segment of γ 2 . Now we cannot directly use the induction hypothesis. On the other hand, for a given index configuration of γ 2 and the propagator the index k 2 is not an independent summation index, but
see also (5.6). If m 1 ∈ E s there must be an unsummed outgoing index on the contracted segment of γ 1 . We can thus realise the k 2 -summation as a summation over m in γ 1 for fixed index configuration of γ 2 and m 1 , l 1 . This m-summation is applied together with the restriction of E s to γ 1 as the first step, taking again the maximum of the propagator over m, l. In the second step we sum over the restriction of E s to γ 2 and the propagator. It is obvious that the estimation (5.7) remains unchanged, in particular, s 1 + s 2 = (s 1 + 1) + (s 2 − 1) = s − 1. If m 1 is the only unsummed index we realise the k 2 -summation as a summation of the propagator over l. Here one has to take into account that the subgraph γ 2 is bounded independently of the incoming index l. Again we get the same exponents as in (5.7).
We can summarise (5.7) and its discussed modification to
For the choice of the boundary conditions according to Definition/Lemma 3 and Theorem 6 the Λ-integration provides either a constant or a factor ln Λ 0 Λ R so that we have extended (4.10) to a bigger degree V for contractions of type (5.4). In particular, the bound is (by induction) independent of the incoming indices n i , l i starting with (4.7).
The verification of (4.10) for any contraction between graphs of the first line in (5.1) is performed in a similar manner. Taking the same subgraphs as in (5.4), but with a contraction of other legs, the discussion is in fact a little easier because there are no trajectories going through both subgraphs:
The contractions
are treated in the same way. The point is that the summation indices of the propagator (m, k on the left and n, k on the right in (5.11)) are fixed by index conservation for the subgraphs.
Let us now contract the left graph in the last line of (5.1) with any graph of the first or second line of (5.1), e.g.
The number of boundary components is reduced by 1, giving B 1 + B 2 = B + 1. We clearly have ι = ι 1 + ι 2 , but there is now one external vertex less on which we can apply an index summation, V e = V 
there is now one undetermined summation index:
First, let there be an additional unsummed external leg on the segment of m, n in γ 1 . The induction hypothesis (4.10) thus gives the bound for a summation over m. We thus fix n, k and all indices of γ 2 in the first step, realise a possible k 1 -summation due to k 1 = m + k − n as a m-summation, which is applied together with the restriction of E s to γ 1 , after maximising the propagator over m, k 1 . The result is independent of n.
We thus restrict the n-summation to the propagator, see (4.7), and apply the remaining E s -summations to γ 2 , where k remains unsummed. We have s 1 + s 2 = s and get the estimation
Here we may allow for index summations at all other external legs on the segment of m, n in γ 1 .
If there is no unsummed external leg on the the segment of m, n in γ 1 , we must realise the k 1 -summation as follows: We proceed as before up to the step where we sum the propagator for given k over n. For each term in this sum we have k 1 = k + σn − σm. We thus achieve a different k 1 if for given σm, σn we start from a different k. Since the result of the summations over γ 1 and the propagator is independent of k, see (4.7), we realise the k 1 -summation as a sum over k restricted to γ 2 . We now get the same exponents as in (5.15) also for this case. Now the Λ-integration extends for contractions of type (5.12) the bound (4.10) to a bigger order V .
The contraction of the other leg of the right vertex
is easier to discuss because the k 1 -summation is directly applied to γ 2 . Taking the second vertex of the first line of (5.1) instead, we have two contractions which are identical to (5.12) and (5.16) and a third one with contractions as in the first and last graphs of (5.10) where γ 1 and γ 2 form different segments in γ. This case is much easier because there is no trajectory involving both subgraphs. Moreover, taking the last instead of the first vertex in (5.1) in the contraction gives the same estimates if that composed vertex is inside a loop as the single composed vertex:
The only modification to (5.15) and its variant is to replace (V e + 1) by V and ι by (ι + 1), because the total number of external vertices is unchanged whereas the total segmentation index is reduced by 1. GF ED
they are actually determined by index conservation for the segments. The entire discussion of these examples is therefore similar to the graph (5.4) with bound (5.
It remains to study the contraction
where two contraction indices (m or n and k or l) are undetermined. We have V e = V e 1 +V e 2 −2 and ι = ι 1 +ι 2 . We first assume that at least one of the boundary components of γ i to contract carries more than one external vertex. In this case we have B = B 1 +B 2 −1. There has to be at least one unsummed external vertex on the segment, say on γ 2 . We fix the indices of γ 2 as well as n in the first step, take in the propagator the maximum over m, l and apply the restriction of E s to γ 1 . Here m can be regarded as an unsummed index. We take the maximum of γ 1 over n so that the n-summation restricts to the propagator only. We take in the summed propagator the maximum over k so that the remaining k-summation is applied together with the restriction of E s to γ 2 . We thus need s 1 + s 2 = s + 1 summations and the bound (4.7) for the propagator:
Finally we have to consider the case where both boundary components of γ i to contract carry a single external vertex only. In this case the contraction removes these two boundary components at expense of a completely inner loop. We thus have B = B 1 + B 2 − 2 in this case. The differences n − m and k − l are fixed by the remaining indices of γ i . For given m we may thus take the maximum of γ 2 over l and realise the l-summation as a summation (4.7) over the propagator. We thus exhaust all differences m − l. In order to exhaust all values of m we take the maximum of γ 1 over m, n and multiply the result by a volume factor (4.5). We thus replace in (5.20) (s + 1) → s and (B + 1) → (B + 2), and combine one factor (4.6) and a volume factor (4.5) to (4.8). We thus get the same total exponents as in (4.10) so that the Λ-integration extends (4.10) to a bigger order V for all contractions represented by (5.19).
The contractions
are treated in the same way as (5.19), now with the two unknown summation indices taken into account by a reduction of V e + ι = (V e 1 + ι 1 ) + (V e 2 + ι 2 ) − 2. In particular, there is also the situation where m, n and k, l are the only external legs of their boundary components before the contraction. In this case the number of boundary components drops by 2, which requires a volume factor in order to realise the sum over the starting point of the inner loop.
Thus, (4.10) is proven for any contractions produced by the first (bilinear) term on the rhs of (4.3).
Loop-contractions at the same vertex
It remains to verify the scaling formula (4.10) for the second term (the last line) on the rhs of the Polchinski equation (4.3), which describes self-contractions of graphs. The graphical data for the subgraph will obtain a subscript 1, such as the number of external vertices V e 1 , the segmentation index ι 1 and the set of index summations E s 1 1 . We always have V 1 = V and N 1 = N + 2. We first consider contractions of external lines at the same vertex, for which we have the possibilities shown in (5.1).
The very first vertex leads to two different self-contractions:
Using (4.8) and (4.6) we directly confirm (4.10).
For the second graph in (5.1) we first investigate the contraction
The number of cycles of the amputated graph is increased by 1,C =C 1 + 1, so that due to (3.11) and I = I 1 + 1 we getg =g 1 . The graph (5.24) determines the Λ-variation
with one of the indices k, l being undetermined. First, let there be at least one further external leg on the same boundary component as l, k. In this case the number of boundary components is increased by 1, B = B 1 + 1. If there is an unsummed index on the segment of k, l we can realise the k-summation in γ as a summation in γ 1 after taking in the propagator the maximum over k, l. We thus have s 1 = s + 1 and consequently
We can sum the contracting propagator over m 1 for fixed n 1 , which amounts to replace one factor (4.6) by (4.7) which is compensated by s = s 1 instead of s = s 1 − 1. If k cannot be a summation index in γ 1 then m 1 must be unsummed in γ. We first apply the summation over o[l] for given l in γ 1 . The result is independent of l so that, for given k, the l-summation can be restricted to the propagator maximised over m 1 , n 1 . We have to replace in (5.26) (s + 1) by s and one factor (4.6) by (4.7).
Finally, let there be no further external leg on the same boundary component as l, k. Now the number of boundary components remains constant, B = B 1 . Since k−l = n 1 −m 1 is a constant, the required summation over e.g. k is provided by a volume factor (4.5). We thus replace in (5.26) (B − 1) → B and (s + 1) → s and combine one factor (4.6) and the volume factor to (4.8).
In summary, we extend after Λ-integration the scaling law (4.10) for the same degree V to a reduced number N of external lines.
Next we study the following contraction of the second graph in (5.1) which gives rise to an inner loop:
It describes the Λ-variation
The number of cycles of the amputated graph is increased by 1 and the number of boundary components remains constant, givingg =g 1 and B = B 1 . Note that A (V,V e 1 ,B 1 ,g 1 ,ι 1 )γ 1 m 1 n 1 ;n 1 l;ln 1 ;σm σn is independent of l so that the l-summation acts on the propagator only. We estimate the l-summed propagator by (4.8) for the product of (4.6) with a volume factor (4.5). The factor (4.8) compensates the decrease N = N 1 − 2, all other exponents remain unchanged when passing from γ 1 to γ. Now the Λ-integration extends the scaling law (4.10) to a reduced N.
The third graph in (5.1) leads to the contracted graph
There is one additional cycle of the amputated graph, givingg =g 1 . We have B = B 1 if there are further external legs on the boundary component of n and B = B 1 − 1 if no further external leg exists on the contracted boundary component. Very similar to (5.27), the l-summation is restricted to the propagator maximised over n, giving a factor (4.8) which compensates N = N 1 − 2 in the first exponent of (4.10). For B = B 1 the n-summation in (5.29) is provided by the subgraph γ 1 , where the additional summation s 1 = s + 1 compared with γ compensates the change V e 1 = V e + 1 of external vertices in the second and third exponent of (4.10).
On the other hand, if B 1 = B + 1 we have s = s 1 and the summation over n has to come from a volume factor (4.5) combined with one factor (4.6) to (4.8). This verifies (4.10) for the contraction (5.29).
The last case for which contractions of two external lines at the same vertex are to investigate is the last vertex in the second line of (5.1). As before in the proof for treecontractions, we have to distinguish whether the composed vertex under consideration appears inside a tree, in a loop but together with further composed vertices, or in a loop but as the single composed vertex. In the first case we have to analyse the graph ?> =< 89 :;
?> =< 89 :
Before the contraction, the indices m, n, k, l were all located on the same cycle of the amputated graph and the same boundary component. After the contraction they are split into two cycles,g =g 1 . The number of boundary components is increased by 1 if both resulting boundary components of l, m and k, n carry further external legs, B = B 1 + 1.
We have B = B 1 if only one of the resulting boundary components of l, m or k, n carries further external legs and B = B 1 −1 if there are no further external legs on these boundary components. We clearly have ι = ι 1 and V e = V e 1 − 1. Due to index conservation for segments, either k or n is an unknown summation index, and either l or m.
We first consider the case B = B 1 + 1. In both segments in γ 1 to contract there must be at least one unsummed outgoing index, which we can choose to be different from the vertex to contract. We thus take in the propagator the maximum (4.6) over all indices and restrict the required index summations over k, m to the segments of the subgraphs. This means that we have s 1 = s + 2 summations, which compensates the change of the numbers of boundary components B 1 = B − 1, external legs N 1 = N + 2 and external vertices V e 1 = V e + 1:
We immediately confirm (4.10). Alternatively, instead of consuming a γ 1 -summation to get the k-summation we can also sum the propagator for maximised l, m and given k over n. Compared with (5.31) we have to replace (s + 2) by (s + 1) and one factor (4.6) by (4.7), ending up in the same exponents.
Next we investigate the case B = B 1 where, for example, the restriction of the boundary component to the left segment does not carry another external line than m, l. The summation over m in γ 1 is now provided by a volume factor, which means that in (5.31) we have to replace (s + 2) by (s + 1), (B − 1) by B and one factor (4.6) by (4.8). All exponents match again (4.10).
Finally, let us look at the possibility B = B 1 −1 where the indices m, n, k, l to contract were the only external indices of the boundary component. We thus combine two volume factors (4.5) and two factors (4.6) to two factors (4.8), compensating (B − 1) → (B + 1) and (s + 2) → s. After Λ-integration we extend (4.10) to a reduced number N of external legs.
The case that the vertex to contract with itself is inside a loop but with another composed vertex inside this loop,
is similar to treat concerning index summations, but for the interpretation of the genus there is a different situation possible. In the amputated subgraph γ 1 the indices m, n and k, l may be situated on different cycles and thus different boundary components. The contraction joins in this case the two cycles,C =C 1 − 1, which results due to (3.11) iñ g =g 1 + 1 and B = B 1 − 1. There is at least one additional external leg on each of the boundary components of m, n and k, l before the contraction, because in order to close the cycle we have to pass through the vertex m 1 , n 1 , m 2 , n 2 . Now we have to replace in (5.31) (B − 1) by (B + 1) andg by (g − 1), confirming (4.10) also in this case. If all indices m, n, k, l are on the same cycle in γ 1 , the contraction splits it into two and the entire discussion of (5.30) can be used without modification to the present example.
The remaining case is where the vertex to contract is the only composed vertex inside the loop:
Three of the indices m, n, k, l are now summation indices. We have ι = ι 1 − 1 and V e = V e 1 − 1. Let first the indices m, n on one hand and k, l on the other hand be situated on different cycles of the amputated graph γ 1 . These are joint by the contraction, yielding g =g 1 + 1. For a connected graph with external legs there must be further external legs on at least one of the boundary components on which m, n and k, l are located. Therefore, the number of boundary components is reduced by 1, B = B 1 − 1. Due to the segmentation index present in γ 1 , the induction hypothesis for γ 1 gives us the bound for two additional summations over m, k not present in γ. The third summation is provided by the propagator via (4.7). We first take in the propagator the maximum over m, l, next apply for given n the restriction of E s and the m-summation to the m, n boundary component of γ 1 , followed by the summation of the propagator over n for given k. Finally we apply the remaining summations of E s together with the k-summation to γ 1 :
Next we investigate the situation where all indices m, n, k, l are located on the same cycle of the amputated subgraph γ 1 . In this case the contraction to γ splits that cycle into two so that we haveg =g 1 . As before we have B = B 1 + 1 if both split cycles contain further external legs, B = B 1 if only one of the split cycles contains further external legs, and B = B 1 − 1 if the split cycles do not contain further external legs. The discussion is similar as for (5.30), the difference is that three of m, n, k, l are now summations indices, which is taken into account by the replacement of ι in (5.31) by (ι + 1). We thus finish the verification of (4.10) for self-contractions of a vertex.
Loop-contractions at different vertices
It remains to check (4.10) for contractions of different vertices of the same graph. The external lines of the two vertices are arranged according to (5.1). We start with two vertices of the type shown as the second graph in (5.1). One possible contraction of their external lines is
assuming that the vertices to contract are located on the same segment in γ 1 . We first consider the case that the two vertices to contract are located on the same cycle of the amputated graph γ 1 . The contraction to γ splits that cycle into two, givingg =g 1 . We have B = B 1 + 1 if the trajectory starting at l leaves γ 1 (and γ) not in m, whereas B = B 1 if m, l are on the same trajectory in γ 1 . In case of B = B 1 + 1 we keep the incoming index of the trajectory through m in γ 1 fixed, take in the propagator the maximum over m, l and restrict the m-summation to γ 1 . Due to V e 1 = V e , ι 1 = ι and B 1 = B − 1 we have in the case that m 1 remains unsummed
Summing additionally over m 1 we replace in (5.36) one factor (4.6) by (4.7). It is clear that this reproduces the exponents of (4.10) correctly. If m, l are on the same trajectory in γ 1 , we realise the m-summation by a volume factor. We thus replace in (5.36) (B − 1) → B, (s + 1) → s and combine (4.5) with one factor (4.6) to (4.8) .
Finally, the two vertices to contract in (5.35) may be located on different cycles of the amputated graph γ 1 . They are joint by the contraction to γ, givingg =g 1 + 1, and since the newly created cycle obviously has external legs, we have B = B 1 − 1. As separated cycles in γ 1 , l cannot be the incoming index of the trajectory through m. Therefore, the m-summation gives the same bound as the rhs of (5.36), now with (B − 1) replaced by (B + 1) andg by (g − 1). We have thus extended (4.10) to a reduced N for all types of contractions (5.35).
If the vertices to contract are located on different segments in γ 1 , e.g. 
both indices m, l are determined by index conservation for segments. We can thus save an index summation compared with (5.36) and replace there and in its discussed modifications (s + 1) by s and ι 1 = ι by ι 1 = (ι − 1). Since the m-summation is not required, there is effectively an additional summation possible in agreement with (3.15). It is not possible that m and l are located on the same trajectory in γ 1 so that eitherg =g 1 , B = B 1 + 1 org =g 1 + 1, B = B 1 − 1. Let us make a few more comments on the segmentation index. It is essential that the contraction joins separated segments. For instance, the contraction
does not increase the segmentation index, because in agreement with Definition 4 the number of segments is not changed by the contraction. The graph on the left has ι = 1, and the internal indices m, l are determined by the external ones. The graph on the right has ι = 1 as well, and now one of the indices n, k becomes a summation index. Having several composed vertices in the middle link does not change the segmentation index:
It makes however a difference if the two composed vertices are situated on different links. The contraction
increases the segmentation index from ι = 1 on the left to ι = 2 on the right, in agreement with Definition 4.
The case
is completely identical to (5.35). In the contraction
the summation index n or l is provided by the propagator, replacing in (5.36) and its modifications (s + 1) by s and one factor (4.6) by (4.7). It is not possible that n and l are located on the same trajectory in γ 1 so that eitherg =g 1 , B = B 1 + 1 org =g 1 + 1, B = B 1 − 1. In order to treat the contraction
one has to use that the summation over m 1 can due to m 1 = k + m − k 1 be transferred as a k-summation of γ 1 . The summation over the undetermined index m is applied in the last step.
Finally,
are similar to the ι-increased variant (5.37). The contraction
is an example for a realisation of (3.14) where V c is increased by 2 and S by 1, giving again a segmentation index increased by 1.
It is obvious that the discussion of contractions involving the second and third or two of the third vertices of the first line in (5.1) is analogous.
Let us now study loop contractions which involve the first graph in the second line of (5.1), assuming first that the vertices are situated on the same segment:
We thus have ι = ι 1 and V e = V e 1 − 1. Two of the summation indices m, k, l are undetermined. Let first the two vertices to contract be located on the same cycle of the amputated subgraph γ 1 . The contraction splits that cycle into two, givingg =g 1 . Next question concerns the number of boundary components. We have B = B 1 + 1 if there are further external legs on the cycle through l, m and B = B 1 if l, m are starting and end point of the same trajectory in γ 1 . We start with B = B 1 + 1. Then the induction hypothesis provides us with bounds for summations over m and k, because l is not the starting point of the m-trajectory. If m 1 is an unsummed index we thus have
Now an additional summation over m 1 can immediately taken into account by replacing the maximised propagator (4.6) by the summed propagator (4.7), in agreement with (s+2) replaced by (s + 1). The m 1 -summation is applied before the k-summation is carried out.
Next, let m, l be starting and end points of the same trajectory in γ 1 . Now we cannot use a summation over m in γ 1 in order to account for the undetermined contraction index, because the incoming index l would change simultaneously. Instead we have to use a volume factor (4.5) combined with one factor (4.6) to (4.8). Additionally we have to replace in (5.47) (s + 1) by s and (B − 1) by B.
Second, the two vertices to contract may be located on different cycles of the amputated graph γ 1 . They are joint by the contraction, givingg =g + 1. Because the cycle carries at least the external leg m 1 n 1 we necessarily have B = B 1 − 1. Now m, l cannot be on the same trajectory, so that we use summations over m, k in γ 1 , giving the same balance (5.47) for the exponents, with (B − 1) → (B + 1) andg → (g − 1) .
The discussion is identical for the contraction
which in case that k, l belong to the same segment in γ has two undetermined summation indices as well. We thus proceed as in (5.47) and its discussed modification and only have to replace (V e + 1) by V e and ι by (ι + 1). If k, l are situated on different segments in γ, e.g.
there is only one undetermined summation index, which is reflected in the analogue of (5.47) by the fact that the segmentation index remains unchanged, ι = ι 1 . Note that in the right graph of (5.49) we either have B = B 1 − 1,g =g + 1 or B = B 1 + 1,g =g. Of course we get the same estimations if the segment of γ 1 with external lines σk, σl are connected by several composed vertices to the part of γ 1 with external lines σm, σn.
The contractions
are a little easier because the contracting propagator does not have outgoing indices which for certain summations had to be transferred to the subgraph γ 1 . In case that n, k are incoming and outgoing indices of the same trajectory in γ 1 , the k-summation for given n, n 1 can be restricted to γ 1 after maximising the propagator over l. Since the result for γ 1 is independent of the starting point n, the k-summation can be regarded as summation over all differences k − n. The final summation over all pairs k, n with fixed difference k − n is provided by a volume factor (4.5) combined with (4.6) to (4.8) . The balance of exponents is identical to (5.47) and its discussed variants. It is clear that the analogue of (5.49) with the left vertex connected as in (5.50) is similar to treat.
Next we discuss the variant of (5.46) where the two vertices to contract belong to different segments in the subgraph γ 1 :
Now only one of the indices m, k, l is an undetermined summation index, with k being the most natural choice. We therefore get a bound for the Λ-scaling analogous to (5.47) but with ι replaced by ι − 1 reflecting the increase of the segmentation index ι = ι 1 + 1. There is now an additional index summation possible, here via (4.7) over the index m 1 . Note that we have either B = B 1 − 1,g =g + 1 or B = B 1 + 1,g =g.
The discussion of the variants of (5.51) with the right vertex taken as the second one in the last line of (5.1) and/or the left vertex arranged as in (5.50) is very similar.
It remains to investigate contractions between two of the vertices in the second line of (5.1). We discuss in detail the contraction
All variants are similar as described between (5.46) and (5.51). Three of the four summation indices m, n, k, l in (5.52) are undetermined. We clearly have V e 1 = V e + 2 and ι = ι 1 . We first consider the case where the four indices m, n, k, l are located on the same cycle of the amputated subgraph γ 1 . The contraction will split that cycle into two, givingg =g 1 . There are again three possibilities for the change of the number of boundary components after the contraction. First, if on both paths of trajectories in γ 1 from n to k and from l to m there are further external legs, we have B = B 1 + 1. Second if on one of these paths there is no further external leg, we have B = B 1 . Third, if both paths contain no further external legs, i.e. m and k are the outgoing indices of the trajectories starting at l and n, respectively, we have B = B 1 − 1.
We start with B = B 1 + 1. Now the incoming indices of the trajectories ending at k and m are fixed as external indices so that the induction hypothesis for γ 1 provides the bounds for two summations over k, m. We first apply a possible summation to the outgoing index of the trajectory starting at l. The result is maximised independently from l so that we can restrict the l summation to the propagator, maximised over k, n with m being fixed. Finally we apply the summations over k, m and all remaining E s -summations to γ 1 . We thus get
The Λ-integration verifies (4.10) in the topological situation under consideration.
Next we discuss the case B = B 1 , assuming e.g. that l, m are incoming and outgoing indices of the same trajectory in γ 1 . We maximise the propagator over k, n for given l so that the m-summation can be restricted to γ 1 . Next we apply the E s -summations and the k-summation to γ 1 , still for given l. The final l-summation counts the number of graphs with different l, giving the bound (4.8) of the propagator times a volume factor. In any case the required modifications of (5.53), in particular (B − 1) → B, lead to the correct exponents of (4.10).
If B = B 1 − 1, i.e. m and k are the outgoing indices of the trajectories starting at l and n, respectively, we start to take in the propagator the maximum over n, k so that for given l the m-summation can be restricted to γ 1 . The result of that summation can be bound independently of l. Thus, each summand only fixes m − l = n − k, and the remaining freedom for the summation indices is exhausted by two volume factors and the bound (4.6) for the propagator. We thus we replace in (5.53) (s + 2) → (s + 1), (B − 1) → (B + 1) and one factor (4.7) by (4.6). Then two factors (4.6) are merged with two volume factors (4.5) to give two factors (4.8).
Finally we have to consider the case where m, n are located on a different cycle of the amputated subgraph γ 1 than k, l. The contraction joins these cycles, givingg =g 1 + 1. If the resulting cycle carries at least one external leg we have B = B 1 − 1, whereas we get B = B 1 −2 if the resulting cycle does not carry any external legs. We first consider the case that there is a further external leg on the n, m-cycle in γ 1 . We take in the propagator the maximum over k, n and sum the subgraph for given l, n over k and possibly the outgoing index of the n-trajectory. The result is independent of l, n. Next we sum the propagator for given m over l and finally apply the remaining E s -summation and the summation over m to γ 1 . We get the same estimates as in (5.53) with (B − 1) replaced by (B + 1) andg by (g − 1).
If there are no further external legs on the contracted cycle we would maximise the propagator over k, n, then sum γ 1 over k for given l, next sum the propagator over l for given m. For each resulting pair k, l the remaining m-summation leaves m − n constant. We thus have to use a volume factor in order to exhaust the freedom of m − n, combining one factor (4.6) and the volume factor (4.5) to (4.8). We thus confirm (4.10) for any contraction of the form (5.52).
It is obvious that all examples not discussed in detail are treated in the same manner. We conclude that (4.10) provides the correct bounds for the interaction coefficients of φ 4 -matrix model with cut-off propagator described by the three exponents δ 0 , δ 1 , δ 2 .
Discussion
Our main motivation for the renormalisation group investigation of non-local matrix models was to tackle the renormalisation problem of field theories on noncommutative R D from a different perspective. The momentum integrals leading to the parametric integral representation are not absolutely convergent; nevertheless one exchanges the order of integration. In momentum space one can therefore not exclude the possibility that the UV/IR-mixing is due to the mathematically questionable exchange of the order of integration.
The renormalisation group approach to noncommutative field theories in matrix formulation avoids these problems. We work with cut-off propagators leading to finite sums and take absolute values of the interaction coefficients throughout. Oscillating phases never appear; they are not required for convergence of certain graphs.
Our power-counting theorem reduces the renormalisability question to the determination of the two scaling exponents δ 0 , δ 1 of the propagator. In [11] we determine these exponents for φ 4 -theory on noncommutative R 2 :
Proposition 8 The propagator for the real scalar field on noncommutative R 2 is characterised by the scaling exponents δ 0 = 1 and δ 1 = 0. Adding a harmonic oscillator potential to the action one achieves δ 0 = δ 1 = 2.
First calculations of the four-dimensional case indicate that we get the same exponents for the noncommutative R 4 , too. We thus conclude that scalar models on noncommutative R D are anomalous unless one adds a regulator such as the harmonic oscillator potential. The weak decay ∼ Λ −1 of the propagator leads to divergences in Λ ∼ Λ 0 → ∞ of arbitrarily high degree. The appearance of unbounded degrees of divergences in field theories on noncommutative R 4 is often related to the so-called UV/IR-mixing [1] . We learn from the power-counting theorem (Theorem 6) that similar effects will show up in any matrix model in which the propagator decays to slowly with Λ. This means that the correlation between distant modes is too strong, i.e. the model is too non-local. Regulated models with δ 0 = δ 1 = 2 are power-counting renormalisable. We are, however, interested in the φ 4 -model without regulator. As we show in [11] , the true φ 4 -model on noncommutative R 2 can be achieved in the limit Λ 0 → ∞, keeping the regular scaling dimensions δ 0 = δ 1 = 2. In this way we prove renormalisability of the model. In contrast to the Feynman graph approach, all renormalised Green's functions are bounded.
The remainder of this discussion is specific for a regular (or regulated) φ 4 -theory in D = 4 dimensions. The relevant interactions are given by the planar two-point functions A For example, the graph
will for n 2 = m 3 and non-local propagators according to Definition 1 be marginal. In general we cannot expect to relate it to the local vertex (3.5) so that the initial interaction of the matrix model is rather given by composite operators
which are non-vanishing for n i − m i+1 = 0 (but still vanishing for
. In principle we would have to provide for all of them boundary conditions at Λ R , which means that the model would be determined by an infinite number of parameters and as such be not renormalisable. Fortunately, it seems that at least for propagators which are very close to be local, i.e. for ∆ nm;lk being of rapid decay in |m − l| = |n − k|, one can consistently extract a finite number of relevant and marginal base interactions which determine the model. The criterion we suggest is that the quotient of the strengths of interactions at Λ 0 and Λ R is a constant.
Let us illustrate this idea, ignoring combinatorical factors for simplicity. The total action (2.7) of a four-dimensional regular φ 4 -model at Λ 0 reads, ignoring the field-independent part C,
All other N-point functions vanish at Λ 0 as irrelevant interactions. We perform a wavefunction renormalisation to new fieldsφ, 4) such that in terms ofφ the two-point function at Λ 0 equals G K (Λ 0 ):
The lowest-order solutions for
In terms ofφ the total action at Λ 0 reads
At the scale Λ R the planar two-point function is adjusted exactly to the kinetic matrix G K m 1 n 1 ;m 2 n 2 (Λ R ). This means we impose
In other words, in terms of appropriately renormalised fields the planar two-point function (which is a relevant interaction) is given at both Λ = Λ R and Λ = Λ 0 by G
i.e. the theories at both scales Λ R and Λ 0 are actually the same concerning the kinetic part.
We would like to regard also the planar four-point functions at Λ R and Λ 0 as describing the same theory. Taking A (V,1,0) 00;00;00;00 [Λ R ] = δ V 1 as the base interaction, it will evolve at Λ 0 into ∞ V =1 λ VÃ (V,1,0) 00;00;00;00 [Λ 0 ] after wavefunction renormalisation. However, in order to obtain the same theory for the entire planar four-point function, we have to require that all interaction coefficients A (V,1,0) m 1 n 1 ;...,m 4 n 4 [Λ] scale by the same amount. Otherwise the shape of the composite operator (6.2) and thus the theories at Λ R and Λ 0 would be different. We are thus led to the requirement
00;00;00;00 10) which can be seen as a reduction of couplings [15] to a single marginal coupling L 00;00;00;00 . This requirement leads order by order in λ to conditions a ∼ b which mean lim Λ 0 →∞ a b = 1. In this way we fix the interaction up to irrelevant contributions. As usual we put the irrelevant parts to zero at Λ 0 .
At order V = 1 the requirement (6.10) is identically fulfilled due to 
planar c. The triple-line ribbon stands for the undifferentiated propagator ∆ K nm;lk (Λ 0 ). If this system of equations (6.12),(6.13) has a solution then there are good chances that the matrix model is renormalisable. We have to require that A The rapid-decay condition is necessary because the power-counting theorem has to be adapted to (6.2) instead of (3.5) as the fundamental vertex A (1,1,0) m 1 n 1 ;...;m 4 n 4 . Fortunately, there is not much to change. Since we have proven the theorem for individual graphs γ contributing to an interaction coefficient with given topological data, we simply have to work with individual vertices (6.2) with given differences n 1 − m 2 , n 2 − m 3 , n 3 − m 3 and thus n 4 − m 1 . Now the same number of undetermined summation indices as for vertices (3.5) results. For example, the first graph on the rhs of (6.15) has for fixed differences only one undetermined summation index, say n, in the same way as (6.1) has the single undetermined index m. The only modification is that for segments the sum of differences of all incoming and outgoing indices will be given by the sum of index differences of the vertices. Thus, for individual vertices with fixed differences the powercounting theorem will hold. But now there is an infinite number of graphs γ contributing to a given interaction coefficient. We thus need a rapid decay condition in order to get a bounded sum.
Of course, we have to satisfy (6.10) at any order in λ, but at increasing order there is also increasing freedom from A 
Conclusion
By solving the Polchinski equation perturbatively we have derived a power-counting theorem for non-local matrix models with arbitrary propagator. Anomalous models according to Definition 5 are not renormalisable. Interestingly, scalar field theory on noncommutative R D is an anomalous model. Regular models are in two or four dimensions powercounting renormalisable, but possess at first sight an infinite number of free parameters. We require that the theory at the renormalisation scale Λ R is the same as the original theory at Λ 0 , thus expressing the infinitely many interactions in terms of a finite number of base interactions ("reduction of couplings"). The resulting consistency condition is a system of cubic equations with coefficients given by one-loop cut-off integrals.
This means that the interaction is determined by the propagator and the renormalisation flow and, therefore, cannot be imposed from the beginning. We can thus take for a given base specifying the degrees of freedom any propagator with regular scaling dimensions and just evaluate the renormalisable interaction. It is a very different problem to renormalise a given action functional, e.g. the φ 4 -model on a given algebra A with given product ⋆ and differential calculus d. Here the only freedom is the choice of the matrix base f mn which determines the propagator ∆ nm;lk := 1 V D df mn , df kl + µ We can summarise our investigations as follows:
Conclusion 9
If the algebra (A, d, ) under consideration admits a base f mn such that
• the cut-off ∆ K nm;lk of the propagator (7.1) normalised to D = 4 has regular scaling dimensions δ 0 = δ 1 = 2,
• the interaction coefficients (7.2) satisfy the reduction-of-couplings condition (6.12) for the propagator (7.1), are bounded and of rapid decay in n i for given m i , then the φ 4 -model on (A, d, ) is renormalisable.
We remark that the consistency condition (6.10) thus becomes a highly non-linear differential equation for the base f mn , i.e. for the shape and size of the cells on which the degrees of freedom are located. It would be very interesting to know if the noncommutative R 4 admits such a matrix base. It seems that the choice of the standard base fulfilling f mn ⋆ f kl = δ nk f ml will be not appropriate.
