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Abstract
Fault tolerance is a key research area for many of applications such as those based on sensor network technologies. In a large
scale wireless sensor network (WSN), it becomes important to ﬁnd new methods for fault-tolerance that can meet new application
requirements like Internet of things, urbane intelligence and observation systems. The challenge is beyond the limit of a single
wireless sensor network and concerns multiple widely interconnected sub networks. The domain of fault grows considerably
because of this new conﬁguration. In this context, the paper proposes a fault fuzzy-ontology (FFO) for large scale WSNs to be
used within a Web service architecture for diagnosis and testing.
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1. Introduction
New trends in wireless technologies aim to connect wireless sensor networks (WSNs) to Internet and mobile
networks such as the infrastructure developed in1. This leads to large virtual wireless sensor networks incorporating
multiple WSNs with diﬀerent locations. Application scope for this technology includes environmental parameters
observation and measurement, Internet of things, urban intelligence and intelligent transportation systems. Either
more, fault tolerance for wireless sensor networks had taken a growing interest due to the importance of dependability
and reliability in these systems and their applications. Nevertheless, no deep attention has been paid to fault tolerance
in a large scale domain where fault tolerance is not limited to a single wireless sensor network. Many challenges
act as a signiﬁcant brake on the development of a fault tolerance mechanism for large scale wireless sensor networks
(LS-WSN). First, LS-WSN often employs multiple networks where protocols, sensors and conﬁgurations are very
heterogeneous. In addition, WSN are dynamic which means that the topology of the network, sensors and protocols
may change by time. However, Fault tolerance technics are generally dependent to the network speciﬁcations and fault
domain. Besides, in a large scale context there is a need for implicit monitoring that supports automatic composition
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of diagnosis and testing. Finally, fault tolerance in large scale wireless sensor networks should be addressed as an
overall problem instead of focusing on local fault tolerance for each WSN.
The aim of this work is to propose a fault fuzzy-ontology to be used in a web services based framework for LS-
WSN fault tolerance. It intends to:
• facilitate testing and diagnosis of large-scale WSNs,
• use ontologies to describe the area of faults,
• design machines that can understand the situations of faults,
• decide on the types of diagnostics to be performed,
• support the self-test and diagnostics for fault tolerance,
• permit adaptive testing and diagnosis in dynamic LS-WSNs.
These points will be covered more in depth in the rest of this paper. This paper starts by giving the basics that have
led to the development of fault fuzzy-ontology for large scale WSNs. Then, it presents the fundamentals of this
ontology which is followed by a detailed example of service oriented architecture (SOA) supporting this ontology.
The architecture is described from the fault tolerance side and does not address the network speciﬁcations like the
topology, communication and so on.
2. An overview of service oriented architecture for sensor networks
Service Oriented Computing has emerged as a design paradigm for distributed execution environments. Services
for these environments are generally considered as variants of Web services and have adopted their functioning prin-
ciple. They are capable to communicate and provide modularity, scalability, composability and reusability to the
architecture. Furthermore, services are used to overcome higher costs of development resulting from human interven-
tion, evolution of services and dedicated design solutions.
In the area of wireless sensor networks, Web service-oriented architecture is proven to be an eﬃcient design. It was
proposed as an architecture model in2, 3 and,4. Integration of sensors into service oriented architecture is usually done
via software bridges that are managed by a gateway. These bridges provide access to diﬀerent sensors from anywhere
in the distributed environment. Accordingly, several network conﬁgurations might be imagined to design a large scale
network using heterogeneous sensor protocols and gateways. An example of implementation is presented in5.
Sensors are often used to provide information on the physical environment such as temperature, humidity, pollution
and noise level, user location, etc. In fact, sensors fault tolerance is supposed secondary despite the fact that it
is necessary to avoid side eﬀects, mainly when applications are critical, for example, in the case of an erroneous
inundation information sent by a sensor to the city management system or the lack of presence sensor information
in the building elevator. In both cases, this will conduct to a wrong decision. In fact, a research eﬀort was done
in6 to include fault tolerance capabilities into service oriented architectures. The authors present an interesting fault
ontology engine for testing and evaluating the architecture but this research does not cover the domain of wireless
sensor networks. Further research eﬀort might be directed towards fault modeling using ontology to better examine
its adequacy to the area of wireless sensor networks. The following section provides additional details on such a
proposal.
3. Why a fault fuzzy-ontology?
There are two main reasons for developing fault fuzzy-ontology for large scale wireless sensor networks. The ﬁrst
one is related to the choice of the ontology and the second one concerns the use of fuzzy logic within this ontology.
The choice of ontology in WSNs has been widely defended in the literature but the notion of faults is treated from
the security point of view and not as a fault tolerance problem. The authors in2 addressed the challenge in designing
and managing complex sensor networks over heterogeneous communication infrastructures and presented ontology
as eﬃcient tools to describe the assets and services deployed in a sensor network infrastructure. Many ontologies
have been proposed for sensor networks. The well-known ontologies were deeply studied in7 and8. It results that
semantic representation for sensors uses descriptions of sensors, networks and domain concepts to aid in searching,
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querying and managing the network and data. Each ontology depends on its description capabilities and the purpose
for which it has been developed, for example adaptive and heterogeneous networks support. However, no one of these
ontologies covers the fault domain of wireless sensor networks. Thus, the goal of this study is not to develop sensor
network ontology but to complete existing ones by integrating the fault domain concepts. The ﬁnal report of the W3C
Semantic Sensor Network Incubator Group 1 recommends for organisations deploying sensors to monitor their assets
to detect the possible occurrences of faults and the degradation in the quality of measurement over time (drift). To this
end, the authors in6 argue that ontologies are appropriate means for describing the fault, error and failure domains
of systems. They can be used to enable machines to acquire the kind of knowledge necessary to develop their own
strategies for testing and evaluating unfamiliar or large distributed systems. However, this latter work has not been
addressed in the context of complex sensor networks and thus it does not take into account the infrastructure network
particularities or the faults types’ domain.
Regarding the use of fuzzy logic, Rolf Isermann9 presented a study showing that fuzzy logic is a good method
for fault diagnosis but it necessitates much design eﬀorts. Since the ontology already needs some design eﬀorts, it
becomes interesting to pool both fuzzy logic and ontology together. In addition, observations in presence of faults in
WSNs are uncertain. The use of approximate reasoning seems more adequate.
The development of a fault fuzzy-ontology for LS-WSNs will permit an interactive control of fault tolerance
management through reasoning based diagnosis mechanism’s and automated and composed testing procedures. The
diagnostics procedure is based on the observed symptoms, expert knowledge and monitoring users experiences. In
such system, the user is aware of types of faults the system is able to diagnosis. Diagnosis in fact is able to infer more
information about detected faults. In addition, FFO (Faul Fuzzy-Ontology) for LS-WSNs will support heterogeneity
of faults, devices and networks.
4. Fault fuzzy-ontology representation
An ontology is a model describing a domain concepts, their relationships and their properties. On the basis of this
statement, fuzzy ontology extends the model with fuzzy annotations and fuzzy functions to support blurred and vague
knwoledge.
In this study, a major part of fault domain knowledge is extracted from Abhinav study10. Then, a fuzzy fault-
ontology (FFO) is developped using the fuzzy-ontology representation introduced by F. Bobillo and U. Straccia in11
and implemented under Prote´ge´ version 4.1 2 and Fuzzy OWL2 Prote´ge´ plug-in 3. Figure 1 shows major concepts
of sensors faults. The focus on these faults, rather than others like network faults, aims at showing by example the
process of fault tolerance starting from ontology modeling to testing and diagnosis.
In the following, the description of the fault fuzzy-ontology is given in more details.
4.1. Fault categories
A fault is the cause of an error; an error is a part of the system state and can leads to a failure. A failure breaks
down the system and should be repaired. Fault types can be classiﬁed into four categories: crash, measurement,
transmission and byzantine faults. They are presented below.
Crash faults are common in wireless sensor networks. They occur when a sensor stops functioning or continue to
operate without coming back to a stable state. The authors in12 have studied this type of faults giving some reasons
behind crash fault such as battery-limitation and high environmental temperature. This fault occurs at four levels:
node13, cluster-head14 , sink15 and gateway16.
Measurement faults concern observable values sent by a sensor. These values can be invalid due to software and
hardware failures, or to environmental conditions; for example, the deviation of an antenna. This type of fault occurs
at the node level. Some methods were developed for measurement fault’s recovery such as those based on testing in17
and spatiotemporal correlation in18.
1 http://www.w3.org/2005/Incubator/ssn/wiki/Main Page
2 protege.standford.edu
3 gaia.isti.cnr.it/ straccia/software/FuzzyOWL/index.html
206   Yazid Benazzouz et al. /  Procedia Computer Science  35 ( 2014 )  203 – 212 
Fig. 1. Fault fuzzy-ontology structure.
Transmission faults are due to radio transmission failure or existence of obstacles for example. These faults occur
at the network level. The authors in19 propose multi-paths routing mechanism and those in20 employ an intelligent
acknowledgment technique.
Finally, byzantine faults are arbitrary faults happened usually when the behavior of the sensor becomes unpre-
dictable. They occur at the node level. The work in21 presents a method to detect and to repair software errors that
can lead to byzantine faults.
These categories form four class concepts in the ontology. They are used to classifying faults and identifying their
related errors and testing methods.
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Fig. 2. Hardware faults.
Fig. 3. (a)MLNBSupMLNS; (b) xHigh.
4.2. Faults conceptual vocabulary
In this paper, faults domain is restricted to some hardware and software faults according to the those mentioned by
Abhinav in10.
• Hardover refers to sudden change in the sensor output. The most common reason for Hardover fault includes
deterioration of sensor components, total loss of power, and surface contamination.
• Bias is discrepancies between measured and true values of plant output and input. Bias fault may exist when
some of the electric components of the sensor are ageing, resulting in mismatch between the electric circuits.
• Spike arises as a result of an unexpected disturbance in a hostile environment.
• Stuck is no variation in the sensor output, not even a sign of tolerable noise. Stuck fault would be reﬂected at
the sensor output after the sensing line of sensor is fully blocked due to presence of impure materials.
• Erratic refers to the increase in deviation of the sensor reading. Erratic fault may exist due to ageing of the
sensing elements or external noise
• Drift is a disturbance acting on the plant, which are normally zero and cause a shift in plant outputs independent
of measured inputs.
Figure 2 presents these concepts structure in the hierarchy of the fault fuzzy-ontology.
4.3. Faults symptoms
Symptoms are indicators of faults. The sensor fault detection schema proposed in10 is taken as an example to show
how a fault fuzzy-ontology can be deﬁned. This schema is based on statistical features extraction. Fault free data
out of sensor is used to create threshold standards that are later used to detect sensor faults by comparing them with
the one extracted out of online faulty sensor data. Main features are called limit, mean and standard deviation. For
example, a Hardover indicator is positive if x(i) > X4, where X4 is the high parameter threshold of the feature limit.
Figure 3 shows the fuzziﬁcation of this indicator. This function is called xHigh and it is deﬁned in the FFO as a fuzzy
datatype.
In the same way, spike indicator is negative if vvk >= mkneg2 and vvk < mkneg1 where mkneg1, mkneg2 are both
threshold for mean limit for negative spike and mean limit for negative spike. The fuzzy membership function corre-
sponding to this axiome is presented in Figure 3. This function is called MLNBSupMLNS and it is deﬁned in the FFO
as a fuzzy datatype. The rest of faults are deﬁned according to this principle.
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Fig. 4. HardoverPositive.
4.4. Faults fuzziﬁcation
The fuzziﬁcation of fault is described in the ontology using ”class equivalence” and fuzzy datatypes as it is shown
by Figure 4 for HardoverPositive fault. Each fault has an equivalent class written in the form of a rule as follows.
HardoverPositive ≡ ∃hasLimit.xHigh
SpikePositive ≡ ∃hasMean.MLPBInfMLPS
ErraticHigh ≡ ∃hasDeviation.sHigh
Stuck ≡ ∃hasDeviation.sMean
BiasPositive ≡ ∃hasMean.MLPBSup
4.5. WSNs errors
WSN errors are deﬁned as fuzzy concepts. They are deﬁned in the ontology using the annotation property fuzzyLa-
bel. For example, the Component Ageing is described as a weighted sum concepts. It means that Component Ageing
error induces an ErraticHigh fault at 50% and a BiasPositive fault at 50%. For this example, the estimation is chosen
arbitrary.
<fuzzyOwl2 fuzzyType="concept">
<Concept type="weightedSum">
<Concept type="weighted" value="0.5"
base="ErraticHigh" />
<Concept type="weighted" value="0.5"
base="BiasPositive" />
</Concept>
</fuzzyOwl2>
In the same way, Surface contamination is described by the following annotation.
<fuzzyOwl2 fuzzyType="concept">
<Concept type="weightedSum">
<Concept type="weighted" value="0.2"
base="HardoverPositive" />
<Concept type="weighted" value="0.8"
base="Stuck" />
</Concept>
</fuzzyOwl2>
5. FFO based diagnosis and testing for LS-WSN
Diagnosis allows fault location and conﬁnement. It is complementary to testing which consists of the execution
of test units to detect malfunction by comparing obtained results with expected ones. In the literature, the study in22
shows that WSN diagnosis covers the node level despite of the behavior of other nodes in a large network.
In addition to a previous investigation done by Hamdan et al.23, the proposed approach combines test and diag-
nosis to ensure dependability within WSNs. The idea consists of combining the usage of a fault fuzzy-ontology that
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Fig. 5. LS-WSNs fault-tolerance platform.
describes each considered fault type with test execution and approximate-reasoning based diagnosis. The ontology
includes task structure of diagnostic task and diagnostic process. It results in a web services based architecture that
integrates diﬀerent modules. They interact together to enhance dependability of WSNs by services provided through
the WSN management interface. From the implementation view, large scale WSN is seen as a multiple number of
gateways interconnected via Internet. Each one provides access to sensors, as well as gathering and disseminating
data. LS-WSN gateway is implemented as an OSGi platform composed of three layers: -Sensors layer that cloud sup-
port one or multiple protocols like ZigBee, 6LowPan, etc.; - Middleware layer providing access to sensors. For each
used protocol, a software bridge is developed and integrated into OSGi; - Fault diagnosis and testing management
services (diagnosis reasoning service, test composition engine). In addition, a semantic transformation component is
used to provide functions for ontology query and update. The general architecture is represented by Figure 5. The
next two sections explain main components, namely diagnosis and test achievement.
5.1. Diagnosis
Fault diagnosis has been widely studied thus leading to many approaches. A short attention is given to these
approches followed by a description of the proposed diagnosis process. Iman Saleh et al.24, and Mahapatro et al.25
have studied diﬀerent schemes for fault-tolerance in wireless sensor networks. The study shows clearly the lack of
generality in fault-tolerance schemes. There is no solution that covers all types of faults, and likewise there is no
fault tolerance method for a particular fault type. In this context, Rolf Isermann9, deﬁnes a fault diagnosis task as the
determination of the fault type with as many details as possible. The author goes further by comparing fault diagnosis
methods separated in two groups: classiﬁcation and inference methods. The author pleads for a mixture method
using both sources of information: Expert or domain (structured) knowledge on the one hand and measured data from
fault experiments on the other hand. Particularly, fuzzy logic presents at most better or equal characteristics such as
transparency, use of explicit knowledge and good performance, but it necessitates much design eﬀorts.
According to26, the ontology of faults provides a conceptual vocabulary to describe the scope of a diagnostic activ-
ity performed by a reasoning mechanism and enables the user to control the diagnostic system by relaxing diagnostic
assumptions interactively. Moreover, the ontology spciﬁes the underlying assumptions of faults, thus the reasoning
could explain the occurred fault in more details. For example, it is not enough to ﬁnd a fault such as ”battery limitation
of the node X” in a sensor network. The reasoning process is able to provide more information about the cause of this
fault; for example, battery limitation of the node X is due to the oldness of the sensor.
In this paper, fuzzy diagnosis system is composed of set of rules described in fuzzyDL. fuzzyDL is a description
logic reasoner supporting fuzzy logic and fuzzy Rough set reasoning. The authors in 1 proposed a parser translating
a fuzzy-ontology into the languages supported by two fuzzy DL reasoners : fuzzy DL and DeLorean. Thus, FFO has
to be translated into fuzzyDL language for reasoning. An example of the translation process is given hereafter.
• (deﬁne-fuzzy-concept MLPBInfMLPS triangular(0.0, 1000.0, 2.0, 2.5, 3.0) )
• (deﬁne-fuzzy-concept MLNBSupMLNS trapezoidal(0.0, 1000.0, 0.0, 1.0, 4.0, 5.0) )
• (deﬁne-fuzzy-concept xHigh right-shoulder(0.0, 1000.0, 3.0, 4.0) )
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• (deﬁne-concept Loose of Power (0.2 HardoverPositive) )
• (deﬁne-concept Surface Contamination (w-sum (0.2 HardoverPositive) (0.8 Stuck) ) )
• (deﬁne-concept Component Ageing (w-sum (0.5 ErraticHigh) (0.5 BiasPositive) ) )
• (deﬁne-primitive-concept Sensor Components WSN Error)
• (deﬁne-primitive-concept Signal Conditioning WSN Error)
• (deﬁne-concept HardoverPositive (some hasLimit xHigh) )
• (deﬁne-concept SpikePositive (some hasMean MLPBInfMLPS) )
Moreover, fuzzyDL allow multiple query expressions but ﬁrst it is necessary to make a defuzziﬁcation of the indi-
vidual variables. Variables in this case are individual instances of symptoms limit, mean and deviation presented in
section 4.3. Three defuzziﬁcation methods are allowed: largest, smallest or middle of the maxima method. The rules
bellow show a defuzziﬁcation example.
• (instance m Mean 1.0)
• (instance d Deviation 1.0)
• (instance l Limit 1.0)
• (instance m (= hasMean 1.3) 1.0 )
• (instance d (= hasDeviation 1.2) 1.0 )
• (instance l (= hasLimit 3.6) 1.0 )
• #
• (defuzzify-som? HardoverPositive l hasLimit)
• (defuzzify-som? ErraticHigh d hasDeviation)
• (defuzzify-som? Stuck d hasDeviation)
• (defuzzify-som? BiasPositive m hasMean)
• (defuzzify-som? SpikePositive m hasMean)
The ﬁnal part of the diagnostic process is the reasoning part using appropriate queries. The following example
shows how faults and corresponding causes could be determined using indicator values which have been deﬁned
individually in the FFO.
• (min-instance? l HardoverPositive)
• (max-instance? l HardoverPositive)
• #
• (min-instance? d ErraticHigh)
• (max-instance? d ErraticHigh)
• #
• (min-instance? d Component Ageing)
• (max-instance? d Component Ageing)
• (min-instance? l Surface Contamination)
• (max-instance? l Surface Contamination)
• (min-instance? d Surface Contamination)
• (max-instance? d Surface Contamination)
Figure 6 gives the results obtained for the complete scenario of the above examples. Among multiple conclusions,
diagnosis indicates a stuck fault which has been likely caused by a surface contamination of the sensor components.
5.2. Test
Before explaining the testing part of this work, it is better to understand the testing goal to motivate this procedure.
In the case of software systems, Miller27 argues that the principle of testing is to aﬃrm software quality by systemat-
ically exercising the software in carefully controlled circumstances. Lu Luo28 mentioned that a good test is one that
has a high probability of ﬁnding undiscovered errors. Regarding SOA architecture, testing of wireless sensor networks
deals with speciﬁc methods for ascertaining the end-to-end quality of sensors in real conditions, i.e., with real data
and under real (or simulated) circumstances. Testing could be done at each level of the wireless sensor networks:
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Fig. 6. Scenario results.
Fig. 7. Test composition example.
node, sink, gateway, and network level. A potential technique should allow composition and automation of testing
procedures like those performed when two or more tested levels are involved. More generally, the test often includes
both the functional/requirement speciﬁcation of each level and non-functional quality attributes, such as reliability,
security, and maintainability.
In this approach, the novel idea that is adopted for the testing phase consists in the creation of new tests using atomic
testing procedures by composition like web service composition style. Let’s consider a scalable distributed execution
environment which employs high number of continuous running sensors which are used to provide information on
the physical environment such as temperature, pollution and noise level, etc. Two temperature sensors are installed in
diﬀerent zones of a building. Each sensor, belongs to its local WSN. The temperature was regulated to have the same
level in the two zones. A Data Aquisition Errors test service is used to check for sensor faults that may be due to the
presence an anomaly in the observed sensors reading. This test clould be done using services composition.
In this paper, the composition process is guided by a set of basic relation restrictions associated to services. The set
of basic primitive relations is suitable to characterize the composition commitments. Relationships are expressed in the
form: R(S r, S ′r), where R is the composition relation (depend−on, replaced−by). Depend−on deﬁnes service needs
for other services to achieve its task while replaced−by expresses similarity of services capabilities i.e., a service can
replace another one for a speciﬁc task. The test example presented by the ﬁgure 7 asserts that Data Aquisition Errors
service depends on two other services: Loose o f power and Loose Connection; formulated as follow: Depend −
on(Data Aquisition Errors, Loose o f power), Depend − on(Data Aquisition Errors, Loose Connection)
This knowledge could be statically deﬁned or speciﬁed by the administrator of the network. Accordingly, Service
composition selects and composes services which satisfy the test query, i.e., the test for Data Acquisition Errors in
this case. This knowledge is very elementary but additional relationship could be deﬁned to make more complex
composition processes.
6. Conclusion
Fault tolerance is strongly recommended for large scale wireless sensor network applications, particularly with the
growing interest to the Internet of things and Smart Cities. This paper has addressed this requirement and motivated a
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service oriented approach to build diagnosis and test services for wireless sensors. The proposal includes an ontology
model to describe fault, error and failure domain and to allow machines developing their own strategies for testing and
diagnosis. This work gave birth to a ﬁrst prototype which is not yet totally integrated but reﬂects potential application
scenarios. It is however sill diﬃcult to evaluate the impact of this approach in real cases due to the lack of development
achievement. However, beneﬁts are always here to permit further research investigation.
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