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We derive uniform weighted L2 and MorreyCampanato type estimates for
Helmholtz equations in a medium with a variable index which is not necessarily
constant at infinity. Our technique is based on a multiplier method with appropriate
weights which generalize those of Morawetz for the wave equation. We also extend
our method to the wave equation.  1999 Academic Press
1. INTRODUCTION
We consider the Helmholtz equation in an inhomogeneous medium of
refraction index n(x)>0,
2u+n(x) u=&f (x), x # Rd, (1.1)
with the Sommerfeld outgoing radiation condition. Rather than stating this
condition precisely (which seems an open problem with the generality of
our assumptions below; see for example Zhang [15] for a strong definition
of the radiation condition and relation to other principles), we prefer to
interpret the problem using the so-called limiting absorption principle.
That is, we consider the solution as the limit, when = tends to zero, to the
well-posed equation (in L2)
i=u=+2u=+n(x) u= &f (x), x # Rd. (1.2)
We prove uniform weighted L2 and MorreyCampanato-type estimates for
this equation using a simple multiplier method with appropriate weights
Article ID jfan.1999.3391, available online at http:www.idealibrary.com on
340
0022-123699 30.00
Copyright  1999 by Academic Press
All rights of reproduction in any form reserved.
which generalize and adapt those used previously for the wave, Schroedinger,
or kinetic equations. The simplicity of this method allows us to weaken the
usual assumptions on the data n(x), allowing, for instance, very low regularity
and some growth at infinity. It also yields a complete result including L2 traces
on spheres.
To state more precisely our assumptions on n we need some notations:
(i) we denote a+ the positive part of the real number a, and a& its negative
part hence |a|=a++a& , (ii) S(r) (resp. B(r)) denotes the sphere (resp.
ball) of radius r, (iii) the annulus C( j)=[x # Rd s.t. 2j|x|2 j+1], (iv)
&u&p denotes the L p norm of u. Also, we use the MorreyCampanato norm
_u_2 := sup
R>0
1
R |B(R) |u|
2 dx. (1.3)
We need also the dual MorreyCampanato norm, but we will simplify the
computations by using precisely
N( f )= :
j # Z _2
j+1 |
C( j)
| f |2 dx&
12
. (1.4)
Indeed, one notices that
| fu dx :
j # Z _|C( j) | f |
2 dx |
C( j)
|u|2 dx&
12
_u_ N( f ), (1.5)
and we have the homogeneous inequality
_xf _CN( f ). (1.6)
Note also that, by choosing this definition of N( f ), we do not use the
invariance on translations which appears in the MorreyCampanato norm.
We shall do it this way for the sake of simplicity although a more general
result could be proved.
Then, we assume
n0, (1.7)
2 :
j # Z
sup
C( j)
(x } {n)&
n(x)
:=;1<1, (1.8)
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and we may decompose n as
n=n1+n2 (1.9)
with
n2 # L(Rd), (1.10)
&(n1)12 u&2<&{u&2 , (1.11)
for all smooth functions u. In particular if d>2, the assumption on n1 can
be replaced by
&n1&d2<CSobolev .
The motivation of these decompositions comes from the necessity to
control different terms in (1.2). The term =u leads us to introduce the
decomposition in nj .
We are now ready to state our main theorem in its simplest form.
Improvements with respect to the assumptions and examples can be found
in the Section 4; the dimension 2 is treated in Section 5.
Main theorem. For dimensions d3, assume (1.71.11). Then, the solution
to the Helmholtz equation (1.2) satisfies the MorreyCampanato estimates,
with a constant independent of =,
_{u_2+_n12u_2+_(x } {n)12+ u_
2+sup
R
1
R2 |S(R) |u|
2 d_R
C(;1) _(=+&n2&) N \ fn12+
2
+N( f )2& . (1.12)
Taking n(x)={>0 we recover the uniform estimate proved by Kenig,
Ponce, and Vega [8] based on a previous work by Agmon and Hormander
[1]. That uniform estimate (i.e., scaling invariant) plays a fundamental role
in solving Schroedinger evolution equations with nonlinear first order
terms (see also [9] where a definition for N( f ) involving also the transla-
tions is used). Hence the above theorem generalizes that result to a variable
‘‘index’’ n(x). As far as we know, previous results on this direction (i.e.,
uniform in {) always considered the variable index as a perturbation of a
constant (see, for example, [1a, 4]).
An extra term involving the trace on spheres also appears in our
estimate. This term is particularly relevant for small radii. For large radii
the estimate, actually a better one in terms of the growth in R, follows by
using the trace theorem. Notice that we control both {u and u locally in
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L2 at least when n is strictly bounded from below. Indeed, it has the scaling
of the classical Sobolev embedding for the Laplacian. Removing this
positive trace term, (1.11) has the same scaling as the case when the index
n is constant which is fundamental in the high frequency limit n  .
Finally, note that from these a priori estimates, the existence of solutions
follows.
On the other hand, it will be clear from the remarks in Section 4 that
(1.8) must be understood as a condition at infinity. In fact writing n(x)=
E&V(x), (1.8) is slightly worse than the assumption of the KatoAgmon
Simon theorem; see [14, Theorem XIII.58, (iii’) p. 227]. Recall that the
absence of positive eigenvalues embedded in the continuous spectrum is
reduced, via unique continuation theorems when available, to a problem at
infinity. Then the Von NeumannWigner example suggests, see [14, p. 223],
that (1.8) is close to a natural condition. A variant of this assumption is given
in Section 4. Note however, that we could also have used the bound of {u
given in (1.11) and a better definition of N( f ) involving the translations to
get a different condition than (1.8). Nevertheless a more detailed study of
the case n(x)=E&V(x), E>0, seems interesting in itself. This study,
together with the analysis of the limit when = goes to zero, will be pursued
elsewhere.
The proof is based on a mere multiplier method which is an improve-
ment of that used for the wave, Schroedinger, or kinetic equations by
Morawetz [13], Lin and Strauss [12], and Lions and Perthame [11]. Our
multiplier differs from those by two features. First, it uses a combination of
the classical Morawetz multiplier for the wave equation and of an elliptic
multiplier. This combination allows us to control both the local L2 norm
of {u and, by an elliptic effect, the local L2 norm of u: the negative terms
arising from this elliptic estimate are controlled by a Morawetz type multi-
plier. The second improvement is as follows. The usual differential operator
in Morawetz multiplier x|x| } { is not adapted to the control we wish for
large radii. It is better to use that of Lions and Perthame x(C+|x|:)&1: } {.
But its lack of homogeneity makes it inappropriate and we use in fact the
limiting case :=. The deep relation between the dispersive equations
and the kinetic equations, and in particular the microscopic interpretation
of the multipliers, can be understood through the Wigner transform as in
Lions and Perthame [11], Collin [5], and Gasser, Markowich, and Perthame
[6]. Notice that the analogy between these multipliers is related to the
compatibility of the estimate with the high frequency limit which is a
kinetic type of equation (Liouville equation), see Ge rard et al. [7] or Lions
and Paul [10] for dispersive evolution equations. The case of Helmholtz
equation is treated by Benamou et al. [2].
The paper is organized as follows. We present in Section 2 the general
multiplier method. Then, we describe in Section 3 the particular estimates
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we need for our purposes. In Section 4 we give some variants of the main
theorem. The special case of dimension two is treated in Section 5. Finally,
in Section 6 we study the classical application to a nonlinear wave equation.
2. THE MULTIPLIER METHOD
In this section we present the two basic multipliers that we will use to
derive the main theorem. We prove the following lemma.
Lemma 2.1. The solution to the Helmholtz equation (1.2) satisfies the
following three identities, for smooth real valued functions 9, .,
&|
Rd
.(x) |{u(x)| 2+ 12 |
Rd
2.(x) |u(x)|2+|
Rd
.(x) n(x) |u(x)|2
=Re |
Rd
.(x) u (x) f (x). (2.1)
= |
R d
.(x) |u(x)|2&Im |
Rd
{.(x) } {u(x) u (x)
=Im |
R d
f (x) u (x) .(x), (2.2)
|
R d
[{u (x) } D29(x) } {u(x)& 142
29(x) |u(x)| 2+ 12 {n(x) } {9(x) |u(x)|
2]
=&Re |
Rd
f (x)({9(x) } {u (x)+ 1229(x) u (x))
&= Im |
R d
{9(x) } {u (x) u(x). (2.3)
Proof. The proof of (2.1) is simple. Multiplying the Helmholtz equation
(1.2) by .u and integrating yields
i= |
Rd
. |u|2&|
Rd
. |{u| 2&|
Rd
{. } {u u +|
R d
.n |u|2=|
R d
.fu .
It remains to add the conjugate equality to obtain (2.1). The imaginary
part gives (2.2). The proof of (2.3) uses the Morawetz-type multiplier
{9 } {u + 12u 29. Taking the real part yields
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Im = |
Rd
{9 } {u u
&|
R d
{u D29{u& 12 |
R d
{9 } {( |{u|2)& 14 |
R d
{(29) } { |u|2
& 12 |
Rd
29 |{u| 2+ 12 |
Rd
n(x)[{9 } {( |u| 2)+29 |u| 2]
=Re |
Rd
{9 } {u + 12 |
R d
29u f.
Which gives (2.3) after integrations by parts. K
3. THE MORREYCAMPANATO TYPE ESTIMATES
In this section, we derive from the above lemma the proof of the main
theorem of the Introduction. We use the following special functions 9, .,
for R>0, given by
{9={xR(x|x| )
for |x|<R,
for |x|R,
(3.1)
.={120
for |x|R,
for |x|R.
(3.2)
We will also need the following formulas which hold in the distributional
sense
D2ij9={$ijR($ij |x| 2&xix j)|x|3
for |x|R,
for |x|R,
(3.3)
29={dR(d&1)|x|
for |x|R,
for |x|R,
(3.4)
and a simple calculation gives
1
4 |R d v 2(2.&29)
d&1
4R |S(R) v d_R . (3.5)
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The multiplier 9 is the limit as :   of the multiplier introduced in
[11] for the Schroedinger equation, {9=X(1+(|x|R):)1:. The multi-
plier . is specific to the Helmholtz equation and allows some singularities
cancellation as we show now. Adding the identity (2.1) to (2.3) gives for
this choice of 9, .,
1
2 |B(R) |{u|
2+R |
|x|>R \ |{u|2& }
x
|x|
} {u }
2
+<|x|
+
d&1
4R |S(R) |u|
2 d_R+
1
2 |B(R) (n(x)+x } {n(x)) |u|
2
+
R
2 | |x|>R
x
|x|
} {n(x) |u|2
 &Re _|B(R) f (x) \x } {u +
d&1
2
u +
+R |
|x|>R
f (x) \ x|x| } {u +
d&1
2 |x|
u +&
&=Im _|B(R) x } {u u +R | |x|>R
x
|x|
} {u u & . (3.6)
We rewrite this identity, dividing it by R2, keeping some terms in the
right-hand side, and discarding the tangential derivative term (second term
in the above inequality) which we do not see how to use. Also, we use
|{9|R to get
1
R |B(R) |{u|
2+
d&1
2R2 |S(R) |u|
2 d_R+
1
R |B(R) (n(x)+(x } {n)+) |u|
2
C |
Rd
| f (x)| |{u|+C |
Rd
| f (x)|
|u|
|x|
+
1
R |Rd ({9 } {n)& |u|
2
+C
=
R |B(R) |x| |{u| |u|+= ||x|>R |{u| |u|. (3.7)
Next, we estimate separately the various terms in the right-hand side of
this inequality. We begin by the four terms containing f. After a Cauchy
Schwarz inequality, we obtain for all $>0
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|
Rd
| f (x)| |{u| :
j # Z
|
C( j)
| f (x)| |{u|
 :
j # Z \
1
2 j+1 |C( j) |{u|
2+
12
\2 j+1 |C( j) | f (x)|2+
12
sup
R \
1
R |B(R) |{u|
2+
12
:
j # Z \2
j+1 |
C( j)
| f (x)|2+
12
$ _{u_2+C$N( f )2. (3.8)
|
R d
| f (x)|
|u|
|x|
 :
j # Z \2
& j |
C( j)
|u|2
|x|2+
12
\2 j |C( j) | f (x)|2+
12
\supR
1
R2 |S(R) |u|
2 d_R+
12
:
j # Z \2
j |
C( j)
| f (x)| 2+
12
$ sup
R
1
R2 |S(R) |u|
2 d_R+C$N( f )2. (3.9)
This completes the estimate of the terms containing f in (3.7). We turn to
the term containing n. We have, as before,
1
R |R d ({9 } {n)& |u|
2
 :
j # Z
|
C( j)
n |u|2
(x } {n)&
|x| n
\supR
1
R |B(R) n |u|
2+ :j # Z supC( j) 2
j+1 (x } {n)&
|x| n
. (3.10)
Therefore,
1
R |R d ({9 } {n)& |u|
2;1 sup
R
1
R |B(R) n |u|
2.
This completes the treatment of the terms containing n and those with =
remain. We first notice that from the Helmholtz equation one deduces
= |
Rd
|u|2|
R d
| fu |,
|
R d
|{u|2|
R d
n |u| 2+|
R d
| fu |
|
Rd
n2 |u|2+|
R d
| fu |+&n1&d2 &{u&2L 2 .
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With the assumption (1.6) we obtain
|
R d
|{u|2C \|Rd n2 |u| 2+|R d | fu |+ .
Hence we can control the last term of (3.7) using the CauchySchwarz
inequality and the above inequalities:
= |
Rd
|{u| |u|C=12 \|R d n2 |u| 2+|R d | fu |+
12
\|Rd | fu |+
12
C=12 |
Rd
| fu |+C \= sup |n2 | |Rd | fu | |Rd |u|2+
12
C(=+sup |n2 | )12 |
Rd
| fu |
C(=+sup |n2 | )12 _n12u_ N \ fn12+
$ _n12u_2+C$(=+sup |n2 | ) \N \ fn12++
2
.
All this together proves the main theorem in choosing $>0 small enough
depending on the values of ;1 .
4. VARIANTS
We now present some variants on the assumptions on n for the main
theorem. They are of two types of extensions of the assumption (1.8). The
first extension consists in distinguishing between the local singularity at
origin and the decay to a constant at infinity. We assume there exists R0
such that
2 :
jJ
sup
x # C( j)
(x } {n)&
n(x)
:=;1<1, with 2J+1=R0 , (4.1)
1
R0 |
R0
0
sup
S(r)
(x } {n)& r2 dr;2<
d&1
2
. (4.2)
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The second type of extension of (1.8) assumes a decomposition
n=n~ 1+n~ 2
2 :
j # Z
sup
x # C( j)
(x } {n~ 1)&
n(x)
:=;1<1, (4.3)
1
R |
R
0
r2 sup
S(r)
(x } {n~ 2)& dr+|

R
r sup
S(r)
(x } {n~ 2)& dr :=;2
<
d&1
2
, \R>0. (4.4)
As one can see, for instance, from the first set of assumptions, they allow
a singularity at the origin like |x|&: with :2. On the other hand, the
long range behavior can be as nrn(x|x| )+0( |x|&:) for any :>0, as
long as the perturbation of n has small amplitude and does not oscillate.
Here a stronger restriction comes from oscillations at infinity as in the Von
NeumannWigner example. An example in the same spirit which falls in
our assumptions is
n=n(x|x| )+=
sin |x|
(1+|x| ) ln2 |x|
.
The additional term ln2 |x| comes from the sum over j in (4.1), (4.3) and
is the price for allowing a variable value for n .
With these assumptions, we prove the
Theorem (Variant of the main theorem). For dimensions d3, assume
(1.7), (1.91.11), and in place of (1.8) either (4.14.2) or (4.34.4). Then, the
solution to the Helmholtz equation (1.2) satisfies the inequality (1.12), with
a constant C(;1 , ;2).
Proof assuming (4.14.2). The proof of the main theorem applies and
one readily checks that the only inequality (3.10) uses the assumption (1.8).
In the case at hand, we argue as follows.
1
R |R d ({9 } {n)& |u|
2|
Rd \
x
|x|
} {n+& |u|2. (4.5)
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Then, we decompose this integral in two terms to use separately the infor-
mation on the sphere and on n |u|2. We have, as in (3.10),
|
|x|R0 \
x
|x|
} {n+& |u|2 :jJ |C( j) n |u|
2 (x } {n)&
|x| n
2 sup
R
1
R |B(R) n |u|
2 ;1 . (4.6)
And,
1
R0 ||x|R0 (x } {n)& |u|
2
1
R0 |
R0
0 \|S(r)
|u|2
r2
d_(r)+ supS(r) (x } {n)& r2 dr
sup
r
|
S(r)
|u|2
r2
d_(r) ;2 . (4.7)
The end of the proof of the main theorem remains unchanged.
Proof assuming (4.34.4). We use the same method but we estimate the
term with n~ 1 as in (4.6) and the term with n~ 2 as in (4.7). We skip the
corresponding inequalities which are easy variants of the above. K
We now turn to another type of extensions through perturbation theory.
We therefore assume that n=n~ 1+n~ 2 , where the term n~ 1 will play the role
of n in the main theorem and
:
j # Z
2 j sup
x # C( j)
n~ 2
n~ 121
;3 , (4.8)
(=+&n2&)12 :
j # Z
2 j sup
x # C( j)
n~ 2
n~ 1
;3 . (4.9)
Theorem (Perturbation). For dimensions d3, assume that n~ 1 satisfies
(1.7), (1.91.11), (4.14.2), and that n~ 2 satisfies (4.84.9) with ;3 small
enough. Then, the solution to the Helmholtz equation (1.2) satisfies the inequality
(1.12), with a constant C(;1 , ;2 , ;3).
Proof of the perturbation theorem. In the method of the proof above, we
consider the term n~ 2 u as a source that we let in the right-hand side of the
equation with f. Then n~ 1 replaces n and, in (1.12), it remains to bootstrap
the additional terms as follows:
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N \n~ 2un~ 121 +C :j # Z _2
j |
C( j)
n~ 22n~ 1 |u|
2
n~ 21
dx&
12
C _n~ 121 u_ :
j # Z _2
j sup
C( j)
n~ 2
n~ 1& .
This term, which comes with the weight (=+&n2&)12 in (1.11), can be
absorbed through the assumption (4.9).
The additional term N(n~ 2u) is treated similarly due to the assumption
(4.8). K
5. TWO DIMENSIONAL HELMHOLTZ EQUATIONS
In dimension 2, the method fails because of the sphere term which
cannot appear with the same scaling. More technically, the inequality (3.5)
for the multipliers does not hold true, there is a negative correction, and we
have
2(2.&29)&C
1
|x|3
.
Because of this singularity at 0, we cannot recover the full result (1.11) and
we cannot reach the right behavior close to 0. We get a weaker result
which is still compatible with the high frequencies and gives a bound equiv-
alent to the 3 dimensional result, for the high frequency limit. It only
concerns large values of the radius R in the estimates of the main theorem.
Such a restriction was already found in some estimates by Brezis, Merle,
and Rivie re [3], and seems rather fundamental. It is also closely related to
a similar phenomenon for the Morawetz estimate: in two dimensions, it
only provides an estimate on the tangential derivative while in higher
dimension it also provides an estimate on zero order terms; see [11].
The bound we prove below holds for radii R large enough. We thus
introduce some radius \, and : small enough, related by
1
n
:\2. (5.1)
This allows us to define variants of the MorreyCampanato norms:
_u_2\ := sup
R>\
1
R |B(R) |u|
2 dx, (5.2)
N\( f ) = :
jJ _2
j+1 |
C( j)
| f |2 dx&
12
+\\ |B(\) f 2 dx+
12
. (5.3)
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Here J is defined by 2J\<2J+1. The two norms are again in duality as
mentioned in the Introduction. They allow the treatment of the common
terms (in f, ({n)& and =), but control them without the sphere term which
is only useful for small radii.
Our assumptions on n are also a little stronger; we assume that
n0, (5.4)
and we define ;1 , ;2 , as
2 :
jJ
sup
C( j)
(x } {n)&
n(x)
:=;1 ,
sup
R 2
(x } {n)&
n(x)
:=;2 ,
then we will need
;1+;2 :=;<1. (5.5)
Theorem (Two dimensional case). Assume (5.1), (5.45.5) and (1.101.11).
Then, the solution to the Helmholtz equation (1.2) satisfies the Morrey
Campanato estimates, with a constant independent of =,
_{u_2\+_n12u_2\+_(x } {n)12+ u_2\
C(;) _(=+&n2&) N\ \ fn12+
2
+N\( f )2& . (1.11)
Proof. The proof follows that of the main theorem and makes use of
the same multipliers. But it differs in several points. First of all, we only
consider R\ and its several terms of (3.7) have to be estimated differently.
The term containing f has to be treated more precisely and we come
back to the more precise formulas for 29u f in (3.6). We have
1
R |B(R) | f u|_
1
R |B(R) n |u|
2 :
\2
R |B(R) | f |
2&
12
_n12u_\ :12N\( f ).
|
|x|>R
| f u|
|x|
 :
jJ _
1
2 j |C( j) |u|
2 n 2 j |
C( j)
| f | 2
n |x| 2&
12
_n12u_\ :12N\( f ).
The next term which has to be treated differently is that containing
{9 } {n, we have
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1
R |B(R) (x } {n)& |u|
2;2 _n12u_2\ ,
|
|x|>R
(x } {n)&
|x|
|u| 22 :
jJ _
1
2 j+1 |C( j) n |u|
2 sup
C( j)
(x } {n)&
n &
;1 _n12u_2\ .
The other terms of (3.7) can be treated as in Section 3. This concludes
the proof of the theorem. K
6. WAVE EQUATION
We finally illustrate our method in the case of the wave equation, the
original equation for Morawetz multipliers method [13]. We also illustrate
another variant which is often used; for nonlinear potentials: we consider
the case of n=|u| p, but the method also works in the same way for a
Coulomb potential (see [6]).
Therefore, we consider the equation, for u # R,
utt&2u+|u| p u=0, (6.1)
and we denote u0=u(t=0), u1=ut(t=0). This equation admits an energy
which is conserved
|
Rd \ |{u(t)| 2+|ut(t)| 2+2
|u| p+2
p+2 + dx=E independent of time.
We prove the following inequality as a variant of the multiplier method
of Sections 2 and 3.
Lemma.
1
2R |
T
0
|
B(R)
( |{u|2+|ut | 2) dx dt+
d&1
4R2 |
T
0
|
S(R)
|u|2 d_R dt
+
1
2R
dp& p&2
p+2 |
T
0
|
B(R)
|u| p+2 dx dt
+
p(d&1)
2( p+2) |
T
0
|
|x| >R
|u| p+2
|x|
dx dt+
d 2&1
4R2 |B(R) |u(T)|
2
+
(d&1)(d&3)
8 ||x|>R
|u(T )| 2
|x|2
dxE. (6.2)
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Proof. The method of proof uses exactly the same multipliers 9 and .
as in Section 2. It gives the identity
|
R d
{u } D29 } {u+|
R d
|ut |2 .&|
Rd
|{u|2 .
&
1
4 |R d |u|
2 2(29&2.)+|
Rd
|u| p+2 \ p2( p+2) 29&.+
=&
d
dt |R d ut \{u } {9+u \
29
2
+.++ . (6.3)
After integrating this equality between 0 and T, dividing by R, and
expliciting 9 and ., the time integral terms arise from the left-hand side of
(6.3). The right-hand side gives two terms like
1
R |R d u
1 \{u0 } {9+u0 \292 +.++

1
2R2 |Rd _R2(u1)2+|{u0 } {9|2+(u0)2 \
29
2
+.+
2
+{((u0)2) } {9 \292 +.+&

E
2
+
1
2R2 |Rd (u
0)2 _\292 +.+
2
&29 \292 +.+
&{9 } { \292 +.+& .
After computing explicitely the bracket, the terms in Rd (u
0)2 [ } } } ] are
negative. When applied to the second term in u(T ) it gives the remaining
term in the left-hand side of (6.2). Hence, we have obtained the full expres-
sion (6.2).
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