In this paper, we consider scheduling problems with general truncated job-dependent learning effect on unrelated parallel-machine. The objective functions are to minimize total machine load, total completion (waiting) time, total absolute differences in completion (waiting) times respectively. If the number of machines is fixed, these problems can be solved in 
Introduction
In modern planning and scheduling problems, there are many real situations where the processing time of jobs may be subject to change due to learning effect. An extensive survey of different scheduling models and problems with learning effects could be found in Biskup [1] . More recently, Janiak et al. [2] studied a single processor problem with a S-shaped learning model. They proved that the makespan minimization problem is strongly NP-hard. Lee [3] considered scheduling jobs with general position-based learning curves. For some single machine and a two-machine flowshop scheduling problems, they presented the optimal solution respectively. Lee [4] considered single-machine scheduling jobs with general learning effect and past-sequence-dependent setup time. For some single machine scheduling problems, they presented the optimal solution respectively. Lee and Wu [5] , and Wu and Lee [6] considered scheduling jobs with learning effects. They proved that some single machine and flowshop scheduling problems can be solved in polynomial time respectively. Lee et al. [7] considered a single-machine scheduling problem with release times and learning effect. Lee et al. [8] considered a makespan minimization uniform parallel-machine scheduling problem with position-based learning curves. Lee and Chung [9] , Sun et al. [10] [11], and Wang et al. [12] considered flow shop scheduling with learning effects. Wu et al. [13] , Wu et al. [14] , Wu et al. [15] and Wang et al. [16] a ≤ is the job-dependent learning index of job j J , and b is a truncation parameter with 0 1 b < < . In this paper, we study scheduling problems with general truncated jobdependent learning effect on unrelated parallel-machine. The objective is to minimize total machine load, total completion (waiting) time, total absolute differences in completion (waiting) times respectively.
Problems Description
There are n independent jobs 
, the total absolute differences in completion (waiting) times ( ) 
Main Results
Let ij p denote the actual processing time of a job when it is scheduled in position j on machine
Lemma 1. For a given permutation
If the vector ( ) 
Proof. As discussed above, to solve the problem Rm Y Z , polynomial number (i.e., ( ) 
Note that if the number of machines m is fixed, then the problem Rm Y Z can be solved in polynomial time. Based on the above analysis, we can determine the optimal solution for the problem Rm Y Z via the following algorithm: Algorithm 1
Step 1. For each possible vector ( ) 1 2 , ,..., m n n n , solve the assignment problem (2)- (5). Then, obtain the optimal schedule and the corresponding objective function Z .
Step 2. The optimal solution for the problem is the one with the minimum value of the objective function Z , where { }
The following example illustrates the working of Algorithm 1 to find the optimal solution for the problem Table 1 (the bold value is the optimal solution of the assignment problem (2)- (5)).We solve the assignment problem (2)-(5) to 1 1 339.65119. Table 2 . We solve the assignment problem Table 3 . We solve the assignment problem (2)- (5) to obtain that the optimal schedule on machine Table 4 . We solve the assignment problem (2)- (5) to obtain that the optimal schedule on machine Table 5 . We solve the assignment problem (2)- (5) to obtain that the optimal schedule on machine Table 6 . We solve the assignment problem (2)-(5) to obtain that the optimal schedule on machine 
