Introduction
Lately there has been much interest in the fuzzy relation equations1'2'3 that form the functional basis of most fuzzy neural networks consisting of max-min units. Fuzzy relation equations apply in fuzzy system analysis, fuzzy decision-making, fuzzy control, approximate reasoning, knowledge engineering, system identification, medical diagnosis and pattern classification. Any fuzzy system can be represented by a set of fuzzy relational equations. System theoretical approaches require that there be exact solutions and therefore approximation methods are generally required/. Most of the emphasis to date has been on solving maxmin fuzzy relation equations. Loetamonphong5 mentions that the max-min composition is however " suitable only when a system allows no compensatability among the elements of a solution vector". Bourket says that the max-product compositional operator gives better results in control than the traditional max-min operator. Therefore others7'8 have studied the solution of a system of max-product fuzzy relation equations. Here we look at the solution methods for a set of relational equations with tolerance and at a max-product threshold unit ( maptu ) that is the same as a single perceptron except that summation is replaced by maximization. This leads to a system of max-product fuzzy relation inequalities. In terms of its architecture one might say that maptu is a cross between between a max-min threshold unit and a dot-product threshold unit or perceptron. It is a maxmin threshold unit with min replaced by product and it is a perceptron with summation replaced with maximization. We begin with a review of the standard max-product relational equation as described in the literature. Next the conditions for a solution are relaxed and the equality is replaced with an approximation. Finally the relational equation is replaced by two systems of inequalities. The latter leads to a description of a proposal for a maxproduct threshold unit. The threshold unit is considered for pattern classification and simulation using benchmark data shows that it is very effective.
Notation
Following are some of the functions used in this document. The newness of the notation used here is outweighed by the conciseness that the notation introduces. The functions are from the J notational system9'1°'11 that permit whole arrays to be manipulated. reported in Michie12 in this case ranges from 67.6% to 77.3%. According to Michie12, backpropagation produced a classification accuracy of 75.2%. Logdisc provided the best test accuracy at 77.7 % and the worst of 67.6 % was provided with k-NN. The results obtained by Brouwer15 using a fuzzy recursive artificial neural network was a classification accuracy of 72.8%. Following in Table 4 . are the results obtained using maptu. In this case the results using maptu are comparible to the results obtained by more complex methods such as backpropagation. The seperability factors are 0.059 and 0.011 with a maximum of 0.059 (C8) for the seperability index. Therefore designating class 1 as class -is optimal. 
Classification of iris data set
A third data set consists of the well known Iris data set. There are 3 classes of Iris that are Setosa, Versicolor and Virginica. The 4 features that are used are petal width and length and sepal width and length. There are 50 feature vectors available for each class. The results obtained using maptu are as shown in Table 5 . below This paper has demonstrated how a single threshold unit based on the max-product fuzzy function can be used quite effectively to classify feature vectors. The results obtained are often equal to or better than those obtained with more complex methods. The training required is comparatively speaking very short. For classification to work it is not required that the training data be "maxproduct separable"
