From a given sequence of numbers (S i ) of length n, we consider the longest weakly increasing subsequence, namely i 1 < i 2 < · · · < i m with S i k ≤ S i k+1 and m maximal. The Erdős-Szekeres Theorem states that there is either a weakly increasing or a weakly decreasing subsequence of length √ n. When the elements S i are i.i.d. uniform random variables, Vershik and Kerov, and Logan and Shepp proved that with high probability the longest increasing sequence has length (2 + o(1)) √ n. We consider the case when S n is a simple random walk on Z. As a main result of our paper, we prove an upper bound of n 1/2+o(1) with high probability, establishing the leading asymptotic behavior. It is easy to prove that √ n is a lower bound with high probability. We improve this by giving a lower bound of c √ n log n. * University of British Columbia, angel@math.ubc.ca, supported in part by NSERC.
Introduction
For a function S, its restriction to a subset A of its domain is denoted S| A . We say that S| A is increasing if S(a) ≤ S(b) for all a, b ∈ A with a ≤ b. Let [a, b) = {x ∈ Z : a ≤ x < b} for all a, b ∈ Z. Define LIS(S| [0,n) ) = max{|A| : A ⊂ [0, n), S| A is increasing}.
The main goal of the paper is to investigate LIS(S| [0,n) ) when S : N → Z is a simple random walk.
The famous Erdős-Szekeres Theorem [4] implies that S| [0,n) must contain either an increasing or a decreasing subsequence of length √ n. This is sharp in general, and it is easy to see that there are n step walks on Z for which this is achieved. By symmetry, increasing and decreasing subsequences have the same length distribution, but this does not immediately imply any bound in high probability.
In random settings, there have been extensive studies of the longest increasing subsequence in a uniformly random permutation σ ∈ S n . This is easily equivalent also to the case of a sequence (S i ) of i.i.d. (non-atomic) random variables, and is closely related to last passage percolation. It was proved by Vershik and Kerov [11] and by Logan and Shepp [8] that LIS(σ) is typically 2 √ n. In this case, much more is known. Baik, Deift and Johansson [1] proved that the fluctuations of LIS(σ) scaled by n 1/6 converge to the Tracy-Widom F 2 distribution, first arising in the study of the Gaussian Unitary Ensemble. We refer the reader to Romik's book [10] for an excellent survey of this problem.
On the other hand, it appears that in the context of simple random walks, this problem has not been studied so far. Note that if we seek strictly increasing subsequences then LIS(S| [0,n) ) is at most the size of the range of S, hence is of order √ n (with well known distributional statements). Thus we consider increasing (non-decreasing) subsequences. Taking the set of hitting times τ i of i ∈ N, or alternatively the 0-set of S both yield increasing subsequences of length of order √ n. It is not immediate how to do any better. Taking the set of visits to the most visited value only improves this by a constant factor. See Figure 1 for the longest increasing subsequence in one random walk instance.
On some reflection, one finds a number of arguments that yield the weaker bound LIS(S| [0,n) ) ≤ n 3/4+ε . For example, first one can show that with high probability, in any interval I ⊂ [0, n), any value v is visited at most C log n |I| times. Assume A ⊂ [0, n) is such that S| A is increasing. For each v ∈ S(A) define the interval I v = [a v , b v ], where a v ∈ A is the first (and b v ∈ A is the last) time t ∈ A such that S(t) = v. By monotonicity the intervals I v are disjoint. The length of the subsequence is then bounded by v C log n |I v |, where the number of intervals is at most R = |S([0, n))|. As R ≤ n 1/2+ε with high probability, the Cauchy-Schwarz inequality gives the upper bound C √ nR log n ≤ n 3/4+ε . However, going beyond the exponent 3/4 requires more delicate arguments.
Restriction theorems for the Brownian motion can be found in a paper of Balka and Peres [2] , but the methods used there are not powerful enough to prove Theorem 1. For the continuous, deterministic case see Elekes [3] , Kahane and Katznelson [6] , and Máthé [9] .
The main goal of the paper is to prove the following theorem.
. Then for all large enough n we have
Therefore, LIS(S| [0,n) ) ≤ n 1/2+ε with probability 1 − o(1).
Denote by Med(n) the median of LIS(S| [0,n) ). Augmenting Theorem 1 we prove an exponential tail estimate.
Theorem 2. For all n, ∈ N + we have
Consequently, for n large enough E LIS(S| [0,n) ) ≤ n 1/2+ε .
While our proofs can clearly be tightened in several places to improve the minimal value of c, it remains an open problem to reduce the gap between the lower and upper bounds. 
In the other direction, we show that with high probability there are increasing subsequences somewhat longer than the trivially found ones.
Theorem 3. For any ε > 0 for all n ≥ n(ε) we have
Consequently, for all large enough n we have
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Upper bound
First we prove Theorem 2.
Proof of Theorem 2. Fix n ∈ N + and let M = Med(n). Let τ 0 = 0. Assume by induction that τ is already defined and let τ +1 be the minimal integer t so that LIS(S| (τ ,t] ) ≥ M . Since LIS(S| [τ,t) ) increases by at most 1 when incrementing t, we actually have LIS(S| (τ ,τ +1 ] ) = M . By the strong Markov property at τ , we see that τ +1 − τ are i.i.d. copies of τ 1 . However, LIS(S| (0,n] ) ≥ M implies τ ≤ n which requires all increments to be at most M , with probability 2 − .
The main goal of this section is to prove Theorem 1. The key is a multiscale argument, and we switch to an exponential scale. The time up to 4 n is split into 4 k intervals, and we consider the number of these intervals that intersect our set A, as well as the sizes of intersections. Repeating this allows us to get (inductively) better and better bounds. The dependence on the randomness of the walk is done through some estimates on the local time, which we derive in the following subsection.
Scaled local time estimates
Definition 2.1. Let m, p ∈ N and q ∈ Z. A time interval of order m is of the form
A value interval of order m is of the form
The scaled local time S m,k,p,q is the number of order m−k intervals in I m,p,k in which S takes at least one value in J m−k,q :
Our intermediate goal is to prove the following proposition.
Proposition 2.3. There exists α ≥ 1 so that for n large enough we have
We begin with an estimate on the expectation of a single scaled local time. Let E x and P x denote the expectation and probability for a random walk started at x. Lemma 2.4. For some absolute constant c and any m, k ≥ 0 and any p, q we have
Proof. By the Markov property and translation invariance it suffices to consider p = q = 0. Note that the interval I m−k,0 contributes at most 1 to S m,k,0,0 . Fix i > 0, and let Q be the random variable defined by S(i4
for some constant c 1 , and hence for all i > 0 and q ∈ Z we have
The event that I m−k,i contributes to S m,k,0,0 is split according to the value of Q. Conditioned on Q ∈ {0, ±1}, the probability that I m−k,i contributes to S m,k,0,0 is at most 1, for a total of
. If |Q| > 1, then the probability that I m−k,i contributes to S m,k,0,0 is at the probability that a random walk of length 4 m−k changes by at least (|Q| − 1)2 m−k which is at most c 2 e −Q 2 /2 for some constant c 2 , see for example [5, (2.17) ]. Thus
for some constant c 3 . Thus
where c = 1 + 2c 3 . The proof is complete.
Next we estimate the tail of a single scaled local time.
Lemma 2.5. There is an absolute constant C such that for all m, k, p, q, we have
Proof. Let C = 2c, where c is the constant of Lemma 2.4. By Markov's inequality we have
, establishing the claim for = 1. Assume that the claim holds for some ≥ 1. Observe the walk starting at p4 m either until we reach (p + 1)4 m or until C 2 k sub-intervals of order m − k contribute to S m,k,p,q . The latter happens with probability at most 2 − . By the strong Markov property the conditional probability that there are C2 k additional sub-intervals contributing to S m,k,p,q is at most 1/2, proving the claim for + 1.
Proof of Proposition 2.3. Let α = 6C where C is the constant of Lemma 2.5. We apply Lemma 2.5 with = 6n to each of the relevant m, k, p, q. Since 0 ≤ k ≤ m ≤ n, there are n + 1 choices for each of m and k. Since p ∈ [0, 4 n−m ), there are at most 4 n options for p. Clearly q with |q| > 4 n contribute nothing. Thus for all large enough n we get
Clearly we may assume that α ≥ 1.
No long increasing subsequence
Next, we use Proposition 2.3 to rule out existence of very long increasing subsequences in the random walk. We need the following definition.
Definition 2.6. Let S be a function and let A = {a 1 , . . . , a k } be a finite set such that a 1 < a 2 < · · · < a k . The variation of S restricted to A is defined as
Note that if S| A is increasing then ∇(S| A ) 1 is bounded by the diameter of S(A). The upper bound of Theorem 1 follows from the following proposition.
Proposition 2.7. Fix n = mk. If a walk S on Z is such that the event of Proposition 2.3 occurs with constant α ≥ 1, and the range of S| [0,4 n ) has size at most n2 n , then 
By our assumption on the range of S we have ∇(S| A ) 1 ≤ n2 n ≤ αn2 n . Thus
Inequalities (2.1) and (2.2) imply that
Using |D | = p i and dividing (2.3) by 2(αn2 k+1 ) −1 yields
where we have used that n, α ≥ 1. As d 0 = 1, the above inequality implies that
for every ≤ m. In particular we get for = m
Finally, we use Proposition 2.7 to derive an estimate on the likelihood of long increasing subsequences in a random walk. In order to prove Theorem 1 it is clearly enough to show the following proposition.
Proposition 2.8. Fix c > 3. For any n large enough, we have
Proof. Given N = 4 n , take k = n log 2 n and m = n/ log 2 n , where · denotes rounding up. With probability 1 − 2 −(n+1) the event of Proposition 2.3 occurs. By the reflection principle and the Chernoff bound for the simple random walk (see also [5, (2. 17)]), for all n large enough
Thus with probability at least 1 − 2 −n Proposition 2.7 applies to mk. Since LIS (S| [0,N ) ) is increasing in N , this gives
The proposition follows.
Lower Bound
The goal of this section is to prove Theorem 3.
Definition 3.1. Let τ n denote the hitting time of n by the random walk. Let ord 2 (x) be the 2-order of x ∈ Z, the number of times it is divisible by 2.
Lemma 3.2. Consider a random walk from x − s conditioned to hit x + s before returning to x − s, and then stopped. Let a, b be the times of the first and last visits to x. Then:
1. The number of visits to x is geometric with mean 2s − 1.
2. The walk on [0, a] is a walk conditioned to hit x before returning to x−s and then stopped.
3. The walk on [b, τ x+s ] is a walk from x conditioned to hit x + s and stop without returning to x.
4. The two sub-walks and the geometric variable are independent.
Proof. Clearly the walk must reach x without returning to x − s. At that point, an unconditioned walk has probability 1/(2s) of hitting each of x ± s before returning to s, and (s − 1)/s of returning to x without hitting x ± s, at which time another excursion from x begins. The conditioning amounts to saying that the first excursion to hit x ± s is to x + s. Thus each excursion returns to x with probability (2s − 2)/(2s − 1) and hits x + s with probability 1/(2s − 1). Therefore the number of visits to x is geometric. Note that the partition into excursions around x does not give any information on the trajectory within each excursion, except for its type, and the other claims follow.
Lemma 3.3. For all n we have that
and for any ε > 0,
Proof. We construct an increasing subsequence of S| [0,τ 2 n ) as follows. Informally, we take some times i to be in our index set, greedily in decreasing order of the 2-order of S(i). The increasing subsequence constructed for Lemma 3.3 in a random walk stopped at 16. All visits to 8 are used, then all compatible visits to 4,12, followed by 2, 6, 10, 14 and a single visit to each odd value. There exist longer subsequences of length 42 in this case.
The intervals are such that if x < y then b x < a y . Given such intervals, we have that S is increasing along A ⊂ [0, τ 2 n ), where
We start by setting I 0 = [0, b 0 ], where b 0 is the last visit to 0 before τ 2 n and I 2 n = [τ 2 n , τ 2 n ] = {τ 2 n }. Let k ≤ n − 1 and 0 < x < 2 n be such that ord 2 Assuming ord 2 (x) = k, we show that the law of S restricted to [b x , a x ] is that of a simple random walk started at x − 2 k , stopped when hitting x + 2 k , and conditioned to hit x + 2 k before returning to x − 2 k . This is seen inductively using Lemma 3.2, and since the random walk after the last visit to 0 before τ 2 n cannot return to 0.
From the above, we deduce that the number of visits to x in I x is geometric with mean 2 k+1 − 1, and these are all independent. The number of visits to 0 is geometric with mean 2 n+1 . Since there are 2 n−k−1 values x ∈ (0, 2 n ) with ord 2 (x) = k we get that E|A| = 2 n+1 + n−1 k=0 2 n−k−1 (2 k+1 − 1) = n2 n + 1.
For any geometric X we have Var X = EX(EX −1), so the variance of the number of visits to 0 is 2 n+1 (2 n+1 − 1) ≤ 2 2n+2 . Since our geometric random variables are all independent, we obtain that
The second claim now follows by Chebyshev's inequality.
Proof of Theorem 3. Fix 0 < ε. For large enough n ∈ N let m = m(n) be an integer such that 1 5 m2 m ≤ ε √ n log 2 n < 1 2 m2 m .
Then we have that P LIS(S| [0,n) ) < ε √ n log 2 n ≤ P LIS(S| [0,τ 2 m ) ) < Since log 2 n m → 1, plugging the previous bounds in (3.1) gives for n large enough P LIS(S| [0,n) ) < ε √ n log 2 n ≤ 24 m 2 + 60ε log 2 n m ≤ 64ε.
