Abstract. There are various formulations of the linear complementarity problem as a Kakutani fixed point problem, a constrained optimization, or a nonlinear system of equations. These formulations have remained a curiosity since not many people seriously thought that a linear combinatorial problem should be converted to a nonlinear problem. Recent advances in homotopy theory and new mathematical software capabilities such as HOMPACK indicate that continuous nonlinear formulations of linear and combinatorial problems may not be farfetched. Several different types of continuous homotopies for the linear complementarity problem are presented and analyzed here, with some numerical results. The homotopies with the best theoretical properties (global convergence and no singularities along the zero curve) turn out to also be the best in practice.
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A more recent development was the formulation of the linear complementarity problem as a differentiable nonlinear system of equations [33] , and the solution of this system of equations by a globally convergent homotopy method [66] . This approach has remained a curiosity because few people took seriously the formulation of a linear combinatorial problem (like the LCP) as a highly nonlinear problem. Recent advances in homotopy theory and mathematical software for nonlinear systems of equations [68] - [69] , and new nonlinear formulations of linear, discrete, and combinatorial problems ([33] , [53] , [54] , [66] , [67] ) suggest that nonlinear formulations of the linear complementarity problem should be investigated further.
The present paper proposes and analyzes several nonlinear homotopies for the linear complementarity problem. The [65] , Let E n denote n-dimensional, real Euclidean space and let E nxn be the set of real n x n matrices. The ith component of a vector v E E ' is denoted by vi, and for a matrix A E Enxn, Ai. A C 2 (twice continuously differentiable) function F E n E m is said to be transversal to zero if the m x n Jacobian matrix DF(x) has rank m on F-l(0). The theoretical justification for modern probability-one homotopy methods rests on a result from differential geometry, known as a parameterized Sard's theorem [65] (1, 2) , where 2 is a zero of U(z).
Although it was not stated in [66] , the proof of Notice that a positive definite matrix is also a P-matrix, a P-matrix is strictly semimonotone by the sign-reversal property of P-matrices [13] , and a strictly copositive matrix is clearly strictly semimonotone. Hence, Lemmas 6. [53] .) However, in keeping with the philosophy of the "pure" homotopy approach of the current work, we do not solve the optimization problem (Step 1), but instead use the above equations T(,k, w, z, f, 0, #, r/) 0 as a "pure" homotopy. Logarithmic barrier potential functions are hardly new [5] , and have been used recently by Kojima et al. [26] , [27] and Mizuno et al. [38] to extend the ideas of Karmarkar to obtain polynomial-time algorithms for the LCP. The exact details of how the barrier parameter, step size selection, concomitant numerical linear algebra, and initial point computation are handled are crucial to the practical utility of such methods, and in practice are far more significant than theoretical polynomial complexity. It is reasonable that the pure expanded Lagrangian homotopy (without the optimization step) would behave significantly differently from other logarithmic barrier homotopies [26] , [27] , [38] , which include a Phase 1 step equivalent to Step 1 here. These latter homotopies of Kojima et al. are certainly not globally convergent, since they require a nontrivial preliminary computation to get a special starting point at which to begin the homotopy. 8 . Absolute Newton method. The method of this section is not a homotopy method, but is presented for the sake of comparison and as an example of what can be done with a Newton-type iterative scheme (see also [1] and [35] [39] , [40] , [41] , and [68] . It suffices to note here that F(x) is a polynomial system with a particularly simple structure.
The Jacobian matrix of F is DF(x) diag(z,...,zn) diag(w,...,wn) a 2n x 2n marN. The absolute New,on iteration is 
The following theorem shows that this is a reasonably good homotopy map, at least for P-matrices. since diag(wl,...,wn)+ diag(zl,..., zn)M is also a P-matrix (it is easily verified that the principal minors remain positive after multiplying by and adding a positive diagonal matrix). Thus rank DK(A, w, z) 2n for 0 <-A < 1 and w > 0, z > 0. By the Implicit Function Theorem, there is a zero curve /of K emanating from (0, w () z()), and the Jacobian matrix DK(A, w, z) has full rank along /for 0 -< A < 1 since w > 0, z > 0 along /by continuity and the definition of K. "7 can be parametrized by arc length s, giving A A(s), w w(s), z z(s) along /. Furthermore, the last 2n columns of Dg(A(s), w(s), z(s)) being independent means that w w(A), z z(A), and dA/ds > 0 along "7 (this is well known, see [65] , for example). Thus [70] . The main observations from those experiments are summarized here: The probability-one homotopies Pa and a work for everything that the theory predicts.
The computational complexity of Pa and a, measured by the number of steps along the zero curve, is relatively insensitive to n. This is in direct contrast to pivoting methods, which can exhibit exponential complexity in the number of steps [47] [26] , [27] , and [38] , which are both less stable numerically and less generally applicable than probability-one homotopies like a.
There are numerous fixed point iterative schemes for the LCP [2] , [3] , [8] , [18] , [35] , [50] , [51] 
