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1 Abstract 
The purpose of this paper is to shed light on an area of study not usually focused 
on in mathematics. My hope is to help bridge the gap between the mathematical and 
social sciences. Love, marriage, and relationships are usually thought of in a more social 
sense, in Psychology, Sociology, Anthropology, etc. Here, I would like to direct attention 
towards the more concrete side of things, studying theoretical mathematical models for 
explanation of relationships. In this paper, I will compare and contrast the different 
models in use already, proposing changes or additions later on. I will delve into modeling 
nonlinear dynamical systems, studying catastrophe theory, performing stability analysis, 
finding null clines and influenced set points, and performing phase plane and portrait 
analysis. 
2 Introduction 
It is a known fact that the divorce rate in the US has reached a new high, now 
telling us that more than half of all marriages will end in divorce. What we are not always 
certain ofis why this happens. Dr. John Gottman of the Gottman Institute has been 
researching this for years. After successfully being able to accurately predict divorce and 
marriage stability through conversations between couples on an area of conflict within 
the marriage, Gottman began searching for mathematical connections and ways to build a 
model for his work. 
For my project, I would like to fully examine and investigate multiple 
mathematical models of marriage and relationships. Using mathematics to model social 
interactions, I will introduce myself to the world of mathematical modeling, review and 
solidify my knowledge of differential equations, and dig deeper into the models already 
in use to compare and contrast them, as well as propose improvements or additions to 
them. I believe that this topic will help to bring together my knowledge in the areas of my 
major, mathemati~s, and my minor, psychology. Not only is this topic of interest to me, 
but it should be of interest to auyone in a relationship, whether married or not. Although I 
will be employing some mathematics already learned, many new topics will be covered. 
In order to build or understand a model, there is much background information 
necessary. First, there must be a general understanding of Calculus, or the mathematics of 
change. This is essential as there is much change in each relationship, especially over a 
period of time. Building from here, I will then familiarize myself with Nonlinear 
Dynamic Modeling with two equations. Catastrophe Theory will also be introduced. In 
this approach, I will focus on sudden changes brought on by a small change in the 
parameters of a model, as often happens in relationships. Stability analysis is essential to 
these models and is something I will learn how to perform on two dimensional systems. 
This knowledge can then be expanded to learning phase plane and portrait analysis. My 
background in modeling is limited to calculus, differential equations, linear algebra, etc. 
Besides this, I willleam the basics of modeling, specifically those pertaining to modeling 
in the social sciences. 
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Using mainly Gottman's model to increase knowledge and understanding, I will 
also consult similar models by Steven Strogatz and Jose Manuel Rey. In each model, 
there must first be a measurable quantity to model before theoretical expressions can be 
made. Here, we will provide a brief introduction to the equations of Gottman's model, to 
be explained in further detail later on. In Gottman's model, deciding that each person 
influences his or her own and his or her own spouse's behavior, equations can be 
introduced. Using difference equations to show behavior, we get 
w,+l = f(W,, H,J, 
H,+t = g (W,+t• H,). (2.1) [1] 
With these equations, we represent the Husband and Wife's behavior scores, H, 
and W,, at timet. Equations in (2.1) are made with the assumption that each of the 
behavior scores, H, and W,, is a function of both the husband's and wife's behavior 
scores. These equations represent the simplest situation, and depend on the. functions f 
and g. After making many assumptions, and considering influenced and uninfluenced 
behavior, we come up with the full equations: 
W,+1=/HW (H,) +r1 W, +a, 
Ht+1 = IWH (W,+1) + r 2 H, +b. (2.2) [I] 
Here, we now look at both the husband's influence on the wife(/ HW), as a 
function of the husband's beha~or H,, as well as the wife's influence on the husband(/ 
WH ) , as a function of the wife's behavior on the husband. The function IHW is a function 
of H, while the function IWH is a function of W t+l· The variable r looks into emotional 
inertia, or the person's tendency to remain in the same emotional state for a certain period 
of time. Variables a and b give us constants specific to the individuals. AB one may 
notice, the equations seem almost identical in form. The difference is that the first 
equation contains an H, in parentheses and the second equation contains a W t+l in 
parentheses, not a W, to match the first equation. This is because the model assumes the 
wife always speaks first in any interaction. Specifically, we assume she speaks first in the 
discussion on an area of conflict. During this discussion, speech is taken in turns, so that 
the conversation proceeds with W1, H1. W1, H2, etc. Behavior, both physical, 
physiological, facial, etc is monitored to come up with behavior scores at each time t for 
each spouse. From here, we estimate parameters and fit the influence functions, find the 
null clines and the influenced set points (in section 6), look into steady states and stability 
(in section 8), and examine catastrophes (in section 9). 
Through my project, math modeling in the social sciences will be explored, 
connecting topics not usually found in conjunction with one another. 
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3 Intro to Modeling 
When we use the term ''modeling," there can be many different meanings. In this section, 
we will define terms and introduce a general understanding of the process of modeling. 
Theoretical models are one specific type in the modeling world. These models 
are most commonly seen in scientific research and are used to explain some observed 
occurrence using a hypothetical process. In many types of observations, multiple 
different models can be built [3] 
Logical models use more of an abstract way of thinking and mathematics. 
Commonly, these models begin with undefined terms, definitions, axioms, and standard 
rules of inference. Using these rules, theorems can be created. These theorems can then, 
with the system of definitions and axioms, provide us with a mathematical theory. A 
logical model is then the concrete representation of any abstract system. [3] 
Mathematical models are an intertwining of both theoretical and logical models. 
These models attempt to take some realistic situation and represent it using numbers, 
mathematical concepts, symbols, and relations. These models may or may not contain 
sets of equations, although most commonly they do. When a model contains no 
equations, other resources such as charts, tables, diagrams, or graphs are commonly used 
to represent situations. [3] 
Mathematical models can be studied analytically, geometrically, or 
computationally. Models as such can be constructed for many different reasons. Some 
may want to build a model to fit observed behavior and others may want to build a model 
to both fit observed behavior and predict future behavior. How can we tell if a model 
created is successful? For this to occur, a successful model will carry out its purpose. 
Therefore, if it was built to fit an observation, it will be successful if it is a good fit If it 
was built to predict, it can be judged to be successful based on the accuracy of its 
predictions. With these standards, Gottman has built a quite successful model, both fittil)g 
observed data and accurately predicting future behavior. 
Steps to building a mathematical model 
1. Simplify the real world situation 
This is an attempt to identify the most important parts of the situation 
being modeled, assuming parts can be neglected for the time being or 
assuming parts to be simpler than reality tells us they are. Here, we want 
to arrive at a clear understanding of all words and concepts to be used. 
This step is usually referred to as constructing a real model. [3] 
2. Study the real model and attempt to identify the operative processes at work 
with the goal of expressing the entire situation symbolically. 
This may result in one or more representations. Each representation may 
then have its positive and negative attributes, contributing to the · 
understanding of different aspects of the situation. In many situations, 
using only one model may not account for all parts of the problem being 
modeled. The result of this step is a mathematical model. 
3. Study the mathematical system · 
We want to produce not new mathematics but new understandings or 
information about the situation being studied. In this step, mathematical 
s 
theories or techniques are applied to the system in order to make 
conclusions or predictions. 
4. Compare conclusions and predictions made from the model with the real 
world situation being modeled. 
Here, a successful model will match the real world situation so that 
everything actually observed is accounted for in the conclusions of the 
model. Predictions the model makes are then verified by experimentation 
or new data. If this step is not reached, one must go back and examine the 
model, making necessary changes to produce higher rates of continuity 
between the model and the situation. 
The steps described above can be simplified into the following diagram, Figure 
1.1. The red lines describe the above directions while the green lines describe 
additional steps that may be taken if using a computer to simulate information in 
themodel. · . 
~
Real"-~odd k-al 
Probl~ru "'o"~l 
(OirluliODI 
Fig 3.1 [3] 
. Within the category of mathematical models, there are two definite types called 
stochasdc and determiniJdc. In a stochastic model, probabilities and expected values of 
numerical outcomes of events are predicted. In these types of situations, no matter how 
much we know about the situation, we are unable to make a specific predictio~ as 
uncertainty is inherent. This is similar to the models of love we will be examining. 
Bee~ we are modeling the social sciences, our predictions can never be certain. 
Deterministic models are in opposition to stochastic ones. In these types of models, as 
long as we know the parameters of the situation then predictions can be made in specific 
terms with little to no uncertainty of the results. 
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ht many situations, a model can only be studied after certain parameters are 
agreed upon. Parameters may represent different things from model to model, but in our 
models of love, the most important parameters seem to be uninfluenced behavior of the 
husband and wife, influences of each on the other, and each individual's emotional 
inertia. In order for the model to move towards predictions, numbers must be assigned to 
each parameter. In general, estimating realistic values for parameters can present quite a 
problem. Many possibilities must sometimes be tried in order to find the most realistic set 
of parameters. On first thought, one might confuse parameters with variables, but looking 
to equation 3.1 below we can visually see the differences. 
j{x) = td- + bx + c (3.1) 
In equation (3.1 ), we see a quadratic function,/(X), where x is the input variable 
changing to produce changes in the function output, and a, b, and c are parameters with 
fixed values. While we may choose to change parameters over time to better fit a model, 
we usually use the same parameters for a specified period of time. 
Now that we have sufficiently described the modeling process, let's try an 
example. Since we will eventually be describing systems of paired nonlinear dynamic 
difference equations, let's start with a simple case. In the following example, we will 
model the love affair of Romeo and Juliet, using a simple linear model of difference 
equations. 
In our first step to build the model, we simplify the situation. We shall assume 
that the love that Romeo holds for Juliet depends on his initial feelings for her, his · 
amount of reactivity to her feelings, and his amount of reactivity to his own feelings. This 
same pattern shall be true of Juliet's love for Romeo. Now that we have simplified the 
situation, we attempt to build a model. Referencing the words we have just used, we can 
describe their love as below: 
R,+l = R, + aR, + bJ, 
Jt+I = J, + cR, + dl, (3.2) 
As we can see from the equations (3.2), we have a starting value for timet and 
add a growth of decline of feelings. Our parameters here are a, b, c, and d, describing the 
romantic styles of each lover. Parameter a describes how much Romeo is influenced by 
his own feelings and likewise parameter d describes how much Juliet is influenced by her 
own feelings. Parameter b describes how much Romeo is influenced by Juliet's feelings 
and likewise parameter c describes how much Juliet is influenced by Romeo's feelings. 
Romeo's feelings for Juliet are described by R1 and Juliet's feelings for Romeo are 
described by J,. To find values of these equations, we must first decide on initial values 
for Ro and Jo, which tell us how Romeo is feeling towards Juliet initially and how Juliet is 
feeling towards Romeo initially. After this, we must decide on values for our parameters. 
We may then use these values to see trends in the relationship. We can change initial 
values or parameters and observe how this changes the dynamics of the system. Oiven 
below are a few examples using our above equations (3.2). [7] 
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EL 3~1: Assume both Romeo and Juliet are eager beavers in their style oflove, 
encouraged both by their own feelings and the feelings of others. Here, all parameters 
would be positive. Let's also assume they both feel positively about each other from the 
beginning. To make things simple, we'll make all parameters and initial values, including 
Ro and Jo, 1. Using Microsoft Excel to make tables and graphs, here is the result that 
follows: 
7E+1<4 
6E+1<4 
5E+14 
4E+1-4 
3E+14 
2E+14 
1E+14 
The Patt.m of Love 
0-----------------------
4 7 10 13 18 19 22 25 28 31 
- RomeoLCM 
- Juliet· L<M 
Fig3.2 
As we can see, this produces a love that is on the rise. Although the love appears 
to stay at a constant value for much of the relationship, we must recall the scale of our 
axis. With this information, we see that the love is increases at an increasing rate towards 
the end. Both parties are feeling the same way, as indicated by the lines overlapping. 
EL 3.2: Let's try another example. Here, let's take the opposite case as before. 
Now, Romeo will be a narcissistic nerd, discouraged by both his own feelings and the 
feelings of another. Juliet will stay an eager beaver. This means her parameters will be 
positive while Romeo's will be negative. Let's assume Juliet starts out with a positive 
iriitial reaction and Rorileo starts out indifferent. To keep things simple, Romeo will have 
parameters of ·I and an initial feeling of 0 while Juliet will have parameters of 1 and an 
initial feeling of 1. How will their love turn out with such opposite styles of romance? 
The results .are shown below: 
40 
30 
20 
10 
0 
The Pattern of Love 
Fig3.3 
8 
As we can tell by this graph, Romeo's love and Juliet's love are on completely 
different paths. Although they started off at a similar point, Romeo's quickly took a 
negative trend, demonstrating no longer love but hate. Juliet's positivity resulted in still 
loving Romeo, but because of their path's differences, this relationship probably won't 
end up working out. Notice that the slopes of each line appear identical, although 
Romeo's is negative and Juliet's is positive. 
Ex. 3.3: Let's try another example. Here, Romeo will be a robot, neither 
encouraged nor discouraged by both his own feelings and the feelings of another. Juliet 
will stay an eager beaver. This means her parameters will be positive while Romeo's will 
be zero. Let's assume Juliet starts out with a positive initial reaction and Romeo starts out 
indifferent. To keep things simple, Romeo will have parameters ofO and an initial feeling 
of 0 while Juliet will have parameters of 1 and an initial feeling of 1. How will their love 
turn out with such opposite styles of romance? The results are shown below: 
2500000000 
2000000000 
1500000000 
1000000000 
500000000 
The Pattern of Love 
1 4 7 10 13 16 19 22 25 28 31 
1
- Romeolow 
- Juliet low 
Flg3.4 
As we can see, this situation brings a love from Juliet's side that is on the rise, and 
perhaps no change in Romeo's love. Romeo's love seems to stay at a constant rate, but 
recalling the scale of the axis we see this may not be the case. He is a robot with no 
feelings and therefore no change in these feelings. Because the two lines are following 
such a different pattern. near the end, this relationship will probably not work out. 
Interestingly enough, we can compare this graph to the one from example 3.1 above, 
noticing that not much changes besides behavior near the end although Romeo's love 
style is completely different. 
Ex. 3.4 Assume both Romeo and Juliet are hermits in their style of love, discouraged 
both by their own feelings and by the other's feelings. Here, all parameters would be 
negative. Let's also assume they both feel negatively about each other from the 
beginning. To make things simple, we'll make all parameters and initial values, including 
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Ro and Jo, -1. Using Microsoft Excel to make tables and graphs, b.Crc is the result that 
follows: 
The Pattern of Love 
1.5 
1 
0.5 
- Romeo l..ole 1- .ulet Lowe 0 
.0.5 
-1 
-1.5 
Fig3.5 
Here, we see that both parties are feeling the same way, indicated by the lines 
overlapping. Although feelings are mutual, the pattern of love is tumultuous, oscillating 
quickly back and forth between love and hate. Because of the quick variations in feelings, 
the outcome of this 'relationship is unknown. Seeing bate happen so often could be a bad 
sign, but the fact that both parties feel the same way is a reassurance. 
If we compare figures 3.2 through 3.5, we can see that the scales of the graphs 
differ drastically. Figures 3.2 and 3.4 require a much larger scale than 3.3 and 3.5 in order 
to see any changes. If all graphs were to be on the same vertical scale, we would need to 
use the larger scale, although this would make figures 3.3 and 3.5 much harder to see. 
4 Nonlinear Dynamic Modeling 
Nonlinear dynamic modeling is the main math Gottman uses in his model. Von 
Bertalanffy was the pioneer of this type of work. His book, General System Theory 
provided an attempt to view biological and other complex organizational units across a 
wide variety of sciences in terms of the interaction of these units. His focus was complex 
interaction systems, and his work provided a platform for modeling to follow. He 
believed a system's interaction could be characterized by a set of values changing over 
time and that it could best be described using ordinary differential equations. These 
equations contained time derivatives on the left and functions of the variables on the 
right. He believed the equations would generally be nonlinear. [1] 
In Gottman's equations, he expresses a proposed system of change over tiine, not 
a statistical approach to modeling. Because difference equations describe change, they 
are ideal to use. Within the study of difference equations, linear equations assume that the 
rates of change follow a straight line function of the variables. The problem here is that 
linear models don't always take in enough information from the situation and are often 
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unstable in that the solutions depend critically on the initial conditions. As a result, it is 
necessary to involve nonlinearity. Nonlinearity represents more complexity, which we 
know is a part of many systenis. Making our equations nonlinear doesn't have to make 
everything more complicated; we can still model with few parameters. The downside to 
nonlinear equations is that they are generally not solvable in closed functional 
mathematical form. In~ we rely on qualitative methods as well as visual ones. Using 
qualitative mathematical modeling, we search for solutions that have similarly shaped 
phase space plots. Numerical and graphical methods are also used, which is where phase 
space plots come into play, something on which we will get into more detail later. [1] 
. In this type of modeling, after building a model, our first job is to find the steady 
states, as we want to know when, where, and under what conditions the rate of change 
dN/dt = 0. Generally, if the differential equation is dN/dt = f(N), we solve for the steady 
states by setting/ (N) equal to 0 (section 6). After steady states are found, we must 
determine the stability of each steady state (section 8). Next, we describe the behavior of 
the model near each steady state as parameters vary, which usually comes out of studying 
catastrophe theory (section 9). After this, we look to what the model is telling us 
qualitatively and whether it compares with the observation. If the comparison is good, we 
can then use tho model for predictions. [1] 
5 The Models Used Today 
Today, there are many different models in place to represent the dynamics of 
love, marriage, and divorce. As we have already seen in the model with Romeo and Juliet 
[7], systems can be linear but as previously discussed, complexity within systems is 
better dealt with using nonlinear equations. John Gottman uses difference equations. He 
describes a discrete system using old values to calculate new values. Jose Manuel Rey 
uses differential equations, describing a continuous system where rates of change are 
defined in terms of the other variables in the system. His equations contain derivatives of 
unknown functions. 
5.1 GoUman'• Model 
In Gottman's model, we have a set of two equations, describing the husband and 
wife's behavior scores at a certain timet. This model uses equations based on a theory 
that each person influences his or her own, as well as his or her own spouse's, behavior. 
Following this theory, we can assume that each person's behavior score at time t is 
determined by their own behavior score and their partner's behavior score at time t-1. 
This tells us we will be using difference equations to model the system. [1] 
One interesting thing about this model was that it was built in a way not usually 
implemented in modeling. Starting with a model and parameters to be estimated, the team 
took data on band from different couples and used that to estimate parameters. Statistical 
analysis was then used to see if the chosen parameters significantly predicted the 
outcome data for that couple. Usually in the social sciences, one will find a curve that 
best fits the data and then consider that curve as theory. Far from usual, the team went in 
the opposite direction, using data to estimate parameters of a hypothesized curve, which 
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was developed first. Although this approach is different, it yielded a model with real 
meaning behind it. [1] 
This model is deterministic, meaning that each score is seen as being fully 
determined by previous scores and not by chance. Because time represeDts turns of 
speaking, this model uses only integer values for t, thus measuring the level of positivity 
or negativity at each turn of speech. [1] 
Let's go back to the information established in the introduction. Deciding that 
each person influences his or her own and his or her own spouse's behavior, equations 
can be introduced. Using difference equations to show behavior, we get 
w,.t = f(W, , H,J. 
H,+t = g (W,.t, H,). (5.1.1) 
With these equations, we represent the husband and wife's behavior scores, Ht+1 
and W t+ b at time t+ 1. We assume that each of the behavior scores, Ht+ 1 and W t+ 1, rely on 
previous behavior scores. Equations in (5.1.1) show the simplest solution, while we can 
define functions later on to add complexity. We can see that the set of equations (5.1.1) 
are almost identical, although asymmetry can be seen with W t+ 1 in the function g, 
compared to W, in the function/. Recall, this comes from the assumption of the model 
that the wife speaks fust, giving u8 turns of speech W1• H1. W.z. H.z. etc. [1] 
In order to come up with functions/and g, we must consider our first assumption 
about behavior scores. We are assuming that each behavior score of each individual 
partner is determined by the previous behavior scores of both partners. For this, we need 
the last two scores, one from each partner, to make a formula for the next person's score. 
We can assume that these scores contribute separately and that the effects from each can 
be added to obtain the final score. Using this information, we get two terms, one 
describing influence between partners and the other describing the individual's own 
dynamics. This gives us one term of influenced behavior and one term of uninfluenced 
behavior. Uninfluenced behavior then depends on each individual's previous score, while 
influenced behavior depends on the score for the partner's last turn of speech. We can 
think of the influenced behavior as behavior one exhibits when influenced by their 
partner, and of the uninfluenced behavior as behavior one would exhibit if not influenced 
by one's partner. [1] 
Before building our full equations, we must consider influenced and uninfluenced 
behavior separately. First, we will consider uninfluenced behavior. We can assume that 
people differ in their temperaments, that some will be more negative on their own 
whereas others will be more positive on their own. This can be thought of as the 
individual's "baseline temperament" and can also be referred to as the individual's 
uninflueneed set point or uniDflueneed steady state, which will be denoted P. With 
this, we assume that limP, = P. We can assume that this "baseline temperament" is the 
·--temperament that the individual will always return to eventually, no matter how happy or 
sad a previous interaction made them. With this information, we can write an equation to 
model this uninfluenced behavior, represented by P, given below. [1] 
(5.1.2) 
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In equation (5.1.2), P, represents the Gottman-Levenson variable. This variable 
consists of positive minus negative behaviors at each tum of speech during the 
conversation. Because the equation is modeling uninfluenced behavior, it might make 
more sense to think of P, as the individual's uninfluenced behavior score at timet. 
Additionally, the constant r, represents emotional inertia, or the rate at which the 
individual will return to their "baseline temperament", and a is a constant specific to the 
individual. Because r, describes the intensity at which the individual returns to their 
uninfluenced steady state, we call this variable the emotional inertia parameter. This 
parameter is very important to the system. The higher this inertia, the more likely the 
person is to stay in the same state for a prolonged period of time. [1] 
We know that the uninfluenced set point P is the steady state of equation (5.1.2). 
To find the steady state, we usually set the derivative equal to zero as the derivative is the 
rate of change of the variable. Because time is discrete, the rate of change can be 
estimated by the change in the variable per unit of time, which in thiS case is Pt+I-Pt. It is 
this change that we want to set equal to zero so we can then solve for P. This can be done 
through the following steps . 
.P, •• -P, = 0 
.P,.t = P, 
Since Pt+1=P,, let's let Pt+1=P1=P. Now, 
P=r;P+a 
P-r1P=a 
P(l-rJ =a 
a P=-
1-r I 
(5.1.3) 
Equation (5.1.3) gives us the uninfluenced set point, which can be thought of as 
the emotional state that each person brings into the relationship without influences from 
the partner. Any two of P, a, ·,, determine the third, but it can be seen through the 
meanings of variables that a and r, are easiest to determine. This set point P may be a 
function of past interactions, individual characteristics, or other events. The steps above 
show how to solve equation (5 .1.2), for the set point P. We can also solve equation 
(5.1.2) exactly for P, if we consider the iteration of the equation. [1] 
If we let Po be the starting state of the equation when t = 0, then we have 
~ =ljP0 +a 
P2 =r1~.+a=1j[r1P0 +a]+a=1j2Po +r1a+a=r/Po +a(r, +1) 
~ = r,P2 +a = ... = r/ Po + a(r/ + r1 + 1) 
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Here, if we let S1= 1 + 'i + 'i 2 + ... + r, t-l, we can find the summation of the r, series 
in a more compact form. Multiplying through by r1 on each side, we get 
.C' 2 1-1 I r~1 =r1 +1j + ... +lj +r1 • 
Now, we can subtract this equation from the equation for S, giving us 
S S (1 2 t-1) ( 2 t-1 I ) ,-r, 1 = +r,+r, + ... +r1 - r,+r1 + ... +r, +r1 
S1 (1-r,) = 1-r/ 
1- r.' 
S, =--1 ,r; *1 
1-r, 
We can now plug this last equation for S1 into our last shown equation for P., to get 
P,=r,P0 +a--1 ,1f*1 I (1-r.1J 1-r, (5.1.4) 
With equation (5.1.4), we can see that the value ofr;is important to the solutions 
of equation (5.1.2). Emotional inertia in these equations can be positive or negative. If 
jr1j > 1, we can see that jr,j' will grow without bound. Because P1 is then unbounded, the 
system approaches no steady state. This means we want lrtl < 1, so that lrl tends towards 
zero, making lrtf Po tend towards zero as well. This tells us that our equation P, tends 
towards equation (5.1.3), P = ~ . This makes sense, as it was previously found to be 
1-r, 
our steady state. In this case, regardless of the starting value Po, the system will tend 
towards the steady state, showing that our steady state is a stable one. Because we want 
the natural uninfluenced steady state here to be a stable one, we will only consider cases 
where lrtl < 1. [1] 
As we have covered uninfluenced behavior, we will now move on to examining 
influenced behavior. In order to determine the mathematical form ofthe influence 
functions, we start sketching qualitative graphs. On the horizontal axis, we put the range 
of values of the behavior variable for one spouse, either H, or W,. On the vertical axis we 
put the average value of the influence of the one spouse on the other. Two common 
shapes of graphs can be made to represent influenced behavior, which Gottman and his 
team refer to as the bilinear influence function and the ojive influence function. Ojive 
functions refer to step function! rather than straight lines. These graphs are shown below. 
[1] 
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The bilinear influence function is depicted in Fig 5.1.1 while the ojive influence 
function is shown in Fig 5.1.2. On each ~ T and T+ have been placed. In Fig 5.1.1 
this is only to indicate where negative and positive values of H, lie, whereas in fig 5 .1 .2, 
these markers indicated thresholds, to be explained further below. 
There are two assumptions used to build the bilinear influence fimction. First, we 
can 8ssume that positive behaviors have a positive influence and negative behaviors have 
a negative influence. The second assumption is that the relationship is linear, shown in 
the name, with a constant slope in each half of the graph. The more negative the behavior 
variable the more negative the influence and the more positive the behavior variable the 
more positive the influence. It is easy to tell that the slope on the negative half of the 
behavior axis is steeper tban the slope on the positive half of the behavior axis. This is 
backed up by the research literature concerning shapes of influence functions, which has 
found that in marital interactions, negative affect by one partner has a greater impact on 
the spouse tban positive affect, making influence functions asymmetric. As shown in the 
graph ofthe·bilinear influence function, behavior and influence can be unboundedly 
positive or negative, leading us to the conclusion that every behavior, no matter how 
small or large, has influence attached. [1] 
Somewhat different assumptions are used to build the ojive influence function. In 
opposition to the bilinear influence function, here behaviors are assumed to have 
thresholding properties. Positive behaviors still have positive influences and negative 
behaviors still have negative influences, but in this function there are limits to the 
positivity or negativity. Positive or negative behaviors of one spouse, below or above a 
certain threshold, either T+ or T. respectively, have a constant intermediate positive or 
negative influence on the other spouse. The thresholds represent how negative or how 
positive one spouse has to act in order to start having an even larger (more positive or 
negative), but still constant, impact on the other spouse. The specific values of the 
thresholds T.or T+ and the parameters of this influence function, as well as the 
parameters of the bilinear influence function, will vary from couple to couple and depend 
on cultmal differences, the nature of each marriage, overall marital satisfaction, stress 
levels, and many other factors. [1] 
With these ideas in mind, we can denote the influence functions by /.4/J(AJ, 
representing the influence of person A's state at time t on person B' s state at time t+ 1, 
giving us the equation below. Recall that I is a function of H, or W t+l• 
(5.1.5) 
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Now, after making many assumptions, and considering influenced and 
uninfluenced behavior, we come up with the full equations 
Wt+t =]HW (H,) + rt W, +a, 
H,+t = IWH (Wt+,) + r2 H, +b. (5.1.6) 
Here, we now look at both the husband's influence on the wife(/ awJ as well as 
the wife's influence on the husband(/ WH). The parameter r measures emotional inertia, 
or the person's tendency to remain in the same emotional state for a certain period of 
time. Parameters a and b give us constants specific to the individuals. As one may notice, 
the equations seem almost identical in form. The difference is that the influence function 
in the first equation is a function of H, while the influence function in the second equation 
is a function of W t+J, not W1 to match the first equation. Again, w.e recall that this is 
because the model assumes the wife always speaks first in any interaction. [I] 
From equation (5 .1.6), we can see that there are four parameters to estimate, a, b, 
r1, and r2- These parameter estimates are different from couple to couple. In order to 
determine the four uninfluenced behavior parameters, we must look at the pairs of scores 
for each spouse in which the intervening score of the partner was zero, where the partner 
had no influence. This means that simultaneously, IWH(O)=O and IHW(O)=O. We can use 
this constraint to rewrite our equations. 
Wt+l =]HW (H,) + r 1 W, +a 
H,+1 =IWH (W,+J + r 2 H, + b 
W,.1=law (0) +r1 W, +a 
H,.1=/WH (0) +r2 H, +b 
wt+l = 0 + r 1 w. + a 
H,+1 = 0 + r 2 H, + b 
wt+l = rl w, +a 
H,.1 = r 2 H, + b 
As we can~' using by doing so, our system in equations (5.1.6) is made much 
simpler and now resembles equation (5.1.2). At this point, the method ofleast squares 
regression can be used to estimate unknown constants. Uninfluenced steady states can 
also be computed from equations of the form in (5.1.3) using the newly found parameters 
a and r1 to find the wife's uninfluenced steady state and band r2 to find the husband's 
uninfluenced steady state. If we were estimating parameters, we would have to have a set 
of data to estimate from. This means that we would know behavior scores of each partner 
already. After findjng uninfluenced steady states, knowing the full behavior score and 
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uninfluenced part of that score, we can find the observed influence component by 
subtracting the uninfluenced component from the full score as follows. [ 1] 
lmr(H,)=W,.1 -(1jW, +a) 
IWH(W,.t) = H,+l -(r2Ht +b) 
(5.1.7) 
For each value of the husband's score during the conversation, it is likely that 
there will be a range of observed values of the influence on the wife. We can then plot 
scores to create a scatter plot of his influence function and after picking a form of 
influence function, either bilinear or ojive, a fitting procedure can be used to determine 
parameters. [1] 
Additionally, we need to estimate the influence functions IJVH and law. In these 
functions, different things are important for each function, bilinear or ojive. For the 
bilinear influence function, the different slopes serve as parameters. For the ojive 
influence function, there are two sets of parameters: the heights of the function before 
and after the thresholds, and the values of the thresholds themselves. There will be two 
threshold parameters and four influence parameters obtained for each spouse. (1] 
5.2 Rey's Model 
To understand Jos6 Manuel Rey's model of marital dissolution, a little 
background information is necessary. In stark con1rast to Gottman's model, the couple 
here is taken as a unit. Here, no inside interaction or influences between the couple are 
taken into consideration. The couple acts as one. The model proposed is based on optimal 
control theory assuming rational p18llning. It acts as a control problem, with energy m the 
form of effort playing the role of the control variable. The model involves a couple in a 
long term relationship, and it assumes that the couple in question is homogeneous. In this, 
they are assumed to have similar characteristics, not in their personalities, but in their 
emotions. [ 6] 
Rey makes four claims or assumptions that arc built into his model and help 
contribute to the understanding of it. First is the claim that there is an epidemic fiillure in 
love relationships. This is important because it gives a concrete reason for l.ooking into 
the mathematics of this usually sociological topic. Second is the fact that couples pursue 
a relationship that lasts and think theirs will stand the test of time. Because this is not 
usually true, we have another reason for investigation. Thirdly, the subjective well being 
of partners decreases after maniage. This claim is the main reason for the negative 
symbol in front of the feeling variable, which will be examined later on. Last is the claim 
that couple disruption is the outcome of a gradual deterioration process and that, when 
effort is relaxed, this deterioration comes easily. Later on in the model, we will see that 
the level of effort that keeps the happy relationship going is always greater than the effort 
level that would be chosen if only the present counted. These claims together represent a 
failure Paradox, specifically that a sentimental relationship meant to last will most likely 
break down. The model proposed investigates this process. [6] 
As said before, the model assumes weak homogamy in the couple as a decision 
unit the model also assumes that feeling fades but that this can be counteracted with 
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conscious practices. Within the model, all parameters, variables, and utility refer to the 
couple. We will now describe and define the variables and parameters. [6] 
· A very important variable is x(t), a function representing the state of the 
relationship aftime 1 ~ 0. This is the state variable or the feeling variable. With x(t), 
specific values are uninformative. Instead, we would want to compare the values at 
different times t; for example, comparing x(l/) with x(l,). At t=O, x(O)=xo is assumed 
large. The relationship is unsatisfactory when x(t) falls below a certain threshold xlllhf>O, 
which varies for each couple. Related is parameter r, giving us a positive constant for the 
strength of changing feelings ofthe relationship. [6] 
·Another important variable is c(t), representing effort at time I~ 0, assumed to be 
piecewise continuous. As previously mentioned, this is the control variable in the 
scenario of optimal control theory. Related is variable a, giving us a positive constant for 
the efficiency of effort being put into the relationship. [6] 
Our first differential equation, Jjnking control and state variables together, is 
referred to as the state equation. Given below, we have 
dx = -rx(t) + ac(l) for t 2!: 0 with r>O, a>O 
dt 
(5.2.1) 
As we can see from equation (5.2.1), when c(t)=O, x(t) fades at a constant rater 
specific to each relationship. Effort is a recovery term, meaning that a positive a and a 
positive ·c(t) will counteract the decreasing of x(t). Effort efficiency is represented by a. 
Equation (5.2.1) tells us that x(t) changes smoothly, and therefore x(t) is differentiable, 
except at effort discontinuities. Effort, c(t) can be decided by partners, while x(li cannot. 
[6] 
In order to analyze any part of the model, we must first solve the equation (5.2.1) 
for x(t). To decide the method with which to solve it, we need to classify the type of 
equation. Looking to the derivative, we can see this equation is first order. It is also 
linear. Is it separable? 
Separable equations would be of the form dx = f ( x) g (I) where f(x) -::fo 0. Our 
dt 
equation is not of this form, so it is not separable. Because our differential equation 
involves addition, we can solve it by using an integrating factor. This method is laid out 
in steps given below. 
Step 1: Usingp(t) = e fP<t)dt, we want to solve dx + P(t)x = Q(t) 
. dt 
Putting our equation into this form, we now have 
dx 
dt + rx = ac(t). (5.2.2) 
From this, we know p(t) = e I"* = e"' . 
Step 2: Now we multiply our differential equation by the integrating factor p(l). 
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We now have e" (: + n) =elf ac(t ). (5.2.3) 
This can be distributed through to get 
dx 
e" dt + re" x = aelf c(t). (5.2.4) 
Now we simplify to .!.[e"x] = ae"c(t). (5.2.5) 
dt 
Integrating both sides of the equation, we have 
elf x = Jae11 c(t)dt . (5.2.6) 
Multiplying through by e _,. in order to get x by itself, we now have 
x(t) = e-" Jae"c(t)dt. (5.2.7) 
Simplifying again, we have the final equation 
x(t) = ae-lf Je" c(t)dt. (5.2.8) 
With this equation, we now have something we can use to calculate the state of 
the relationship, knowing constants and the c(t) function. 
Using the simplest situation, we can let c(t)=O, telling us that there is no effort put 
into the relationship and giving us the equation x(t) = ae_,.,. We know that a, effort 
efficiency, and r, strength of changing feelings must both be positive. Let's look at four 
different examples. In each p8ir, we will keep one variable constant and change the other 
to see how the graphs change. First, let's assume a high effort efficiency and a low 
strength of changing feelings, letting a= 10 and r=2. Second, let's assume the same 
strength of changing feelings and a low effort efficiency, letting a= 1 and r=2. Changing 
our strength of changing feelings now to high, let a= 10 and r= 1 0. Keeping this high 
strength of changing fcc~ let's now look at a low effort efficiency, letting a= 1 and 
keeping r= 10. Below are shown the corresponding graphs, plotted using Winplot, with 
equations to match. 
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As we can see from Fig 5.2.1, in our equation x(t) = ae-rt, keeping strength of 
changing feelings (r) constant and making effort efficiency (a) larger shifts our graph to 
the right. This makes sense because as effort efficiency is increased, the relationship 
sustains itself at a higher level longer. This is seen as the red curve hits the t axis before 
the blue curve. Keeping effort efficiency constant and making strength of changing 
feelings larger produces a steeper slope. This also makes sense because as feelings 
change more easily and the relationship is on a downhill curve, it will sustain itself for a 
lesser period of time. This is seen as the black curve bits the t axis before the blue curve. 
Making the situation a little more complicated, we can let c(Q=8, telling us that 
there is some effort put into the relationship. We will give another example where 
c(t) =86, telling us that there is a lot of effort put into the relationship. Let's look at four 
different examples for each effort function. In each pair, we will keep one variable 
constimt and change the other to see how graphs change. As before, let's assume a high 
effort efficiency and a low strength of changing feelings, letting a=lO and r=2. Second, 
let,'s again assume the same strength of changing feelings and a low effort efficiency, 
letting a= 1 a:D.d r=2. Changing our strength of changing feelings now to high, let a= 10 
and r= 10. Keeping this high strength of changing feelings, lets now look at a low effort 
efficiency, letting a=l and keeping r=lO. Letting c(t) be a constant function c, our x(t) 
becomes 
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Realizing this, these functions become obsolete to graph. Each graph would be of 
a constant function. Plugging in our values for a, r, and c, with C=O, yields the following 
functions. 
x(t) = 10(8) = 80 = 40 2 2 
1(8) 8 
x(t)=-=-=4 
2 2 forc(~=8 
x(t) = 1 0(8) = 800 = 80 
10 10 
x(t) = 1(8) = _! = .8 
10 10 
x(t) :;; 1 0(86) = 80 = 430 
2 2 
x(t) = 1(86) = 86 = 43 
2 2 for c(0=86 
10(86) 860 
x(t)=--=-=86 
10 10 
x(t) = 1(86) = 86 = 8.6 
10 10 
As we can see, using a higher constant for effort leads to a higher value for x(t). 
Keeping a constant and increasing r decreases x(O. Keeping r constant and decreasing a 
decreases x(O. For any given a and r, we see here that x(~ will be a constant function 
when c(~ is a constant function. 
To get to a second equation of the system, describing change in effort over time, 
requires many steps. First, we must remember that this model is based on optimal control 
theory and will be used to solve for the optimal levels of variables under the decision 
maker's control, namely the control variables. What we mean is we want to solve for the 
levels of variables that produce optimal levels of total satisfaction, what we want to 
optimize. Here, energy in tbe form of effort is the control variable. What we want from 
the system is the highest amount of happiness. This is where utility comes into play. We 
can define utility as given below. [ 6] 
Definition 5.2.1: Utility is overall happiness, well being, or life satisfaction. [ 6] 
In our model, utility depends on two independent sources: the level of feeling of 
attachment and the consequence of the intensity of effort. [6] 
Our next task is to perform a cost benefit valuation of feeling variables, which 
will help us model utility. Thinldng about this sociologically, we can assume that effort is 
emotionally rewarding up to a certain level but costly beyond that. Additionally, we can 
assume that increasing the level of attachment increases feeling utility, but only to a point 
where it then levels off with additional attachment. [6] 
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Now, we break down utility. First, we shall examine utility from feeling of 
attachment Because our feeling is described by the variable x, we will call this utility 
U(x) and put conditions on this differentiable function. Thinking sociologically again, we 
can assume that happiness increases as level of attachment inC:reases, but that this · 
happiness increases at a decreasing rate and eventually levels off. This can be described 
by lim U' (x) = 0, telling us that the slope of the graph of U(x) approaches zero, or the 
~-
utility from feeling levels off as feeling x approaches infinity. Going along with our 
assumption above, we can assume that increasing our level of attachment increases 
happiness. This can be described by U'(x)>O, so that utility from feeling is an increasing 
function. Last, we need to describe the concavity of U(x), which can be done with 
U''(x)<O, making it so the slope of U(x) is ~ming less steep and the graph is concave 
down. We need to make clear that we choose these math functions and their properties to 
fit our sociological descriptions. The graph of this function we have described has the 
standard shape of the utility graph assumed in the social sciences. See Fig. 5.2.2. [6) 
feeUng utility 
u ~ 
v 
0 feellngx 
Fig 5.2.2 [6] 
Now, we describe utility from effort. Most social seientists, including Rcy, seem 
to prefer to model disutility from effort, D, and then use its negative, -D, to describe 
utility. Thinking about this utility from effort, it makes most sense to sidestep the 
disutility portion. From our assumption, we know that effort is rewarding, but only to a 
certain point, which we shall call c•, after which additional effort becomes costly to the 
individual. Because effort is described with the variable c, we shall call this utility -D(c) 
and put similar conditions on this differentiable function. Thinking sociologically, we 
want effort satisfaction to reach its absolute maximum level at some c • and would like 
marginal satisfaction to decrease without bound as effort increases beyond c•, meaning 
that the higher the effort you put in, the less happiness you are getting out of it each time. 
Ncar or before the point c•, a small additional effort increases happiness, but as that point 
c• is passed, additional effort makes one -less happy, and the more effort exuded past this 
point, the chance that happiness is an outcome becomes smaller and smaller. The desired 
behavior tells us the properties D'(c) and D"(c) must have. We know we will have -D(c) 
such that -D"(c)<O for all c ~ so the graph is concave down; -D'(c*)=O for some c~, 
making it so there is a maximum ate~ and lim-D'(c) =--«>,so that the slope of-D(c) is 
c ....... 
becoming steeper and satisfaction decreases without bound as effort increases. We know 
-D(c) increases to c• and then decreases, which tells us that D'(c)>O for 0 :5 c :S c., -
D'(c*)=O for c=c•, and D'(c)<O for c>c•. We can see the graph of the function -D we 
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have just described, as well as the function D representing disutility from effort, 
displayed below in Fig 5.2.3. Keep in mind, we can negate all conditions given·above on 
-D(c) in order to describe D(c) if necessary. [6] 
effort disutility 
-D 
,.---- ... 
c* 
0 effort c 
Fig 5.2.3 [6] 
As we can see from looking at the graph of -D, effort increases happiness. up to a 
point After this, any extra effort then works to decrease happiness. As long as our 
functions U and D satisfy all conditions given above, it is not necessary to have specific 
functions U or D. 
Functions U and D will help us to solve for our next equation in the system, 
involving : , but in order to do this, we must first take a look into optimal control. Next, 
we will describe the usual way optimal control problems are handled in differential 
equations modeling. · 
5.2.1 Optimal Control 
In any optimal control problem, it is important to define variables and decide 
whether each variable represents a state variable or a control variable. Control variables 
are the variables you can control in the situation. In our case, we may not be able to 
control the state of the relationship, but we can control the amount of effort put into the 
relationship. State variables are then things we cannot control completely but that are 
nevertheless affected by what we choose our controls to be. In our case, we cannot 
control the state of the relationship, but this state is affected by the amount of effort we 
are putting forth. In optimization problems, we want to solve for control variables at 
every point of timet. State variables can show up in the objective function, whiCh we will 
define below, or in the constraints, but will be determined by the control variables. [8] 
The general form of optimal control problems will be given below. Because 
optimization is most commonly used in economic problems, we will use an economic 
example and then apply our information and situation afterwards. 
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Eumple 5.2.1 
Say a firm wants to maximize its total profits over some period of. time. At any 
date t, it will have inherited a capital stock from its ·past behavior. Call this stock k(t). 
Given k(t), the firm can make a decision x(t) regarding price, output, or something else. 
Given k(t) andx(t), the firm derives a flow of benefits per unit oftime. This flow can be 
denoted by u(k(t). x(t). t). Looking carefully at our problem, we can see that k(t) is our 
state variable and x(t) is our control variable. [8] 
The" problem is now r u(k(t),x(t),t)dt' with (J representing our starting time and 
T representing our ending time. The function within the integral signs is always organized 
with state variable followed by control variable. This equation is subject to some 
k'(t)=f(k(t),x(t).t), a derivative involving both control and state variables with respect to 
another variable, usually time. [8] 
For any optimization problem that can be presented as an integral subject to some 
derivative using the same variables, we can form what is called the Hamiltonian equation. 
This equation then representS the current total flow of benefits plus an increase or 
decrease in value due to change in the state variable. It is also a convenient tool used to 
solve our optimization problem. The Hamiltonian can be set up as follows. [8] 
H(k,x,).,) = u(k(t),x(t),t) +A.(t)f(k(t),x(t),t) (5.2.1.1) 
In the above equation, A. is the co-state variable. The Hamiltonian, expressed in 
terms of the state, control, and co-state variables, is then always of the form of the 
function u added to the function/multiplied by the co-state variable. [8] 
here. 
This equation comes with conditions, specifically 
0:: = 0 , showing that His constant with respect to x, 
8H showing that the derivative of H with respect to k is the 
ak =-A.' (t)' negative derivative of the co-state variable, 
aH = k'(t) = f(k(t),x(t),t), showing that the derivative of Hwith respect to 1.. 
eA. gives back the derivative to which our problem is 
subject. 
Beeause this setup includes all we need to know for our problem, we will stop 
Now, we apply the set-up above to our model and situation. We know that xis our 
state variable and c is our control variable. Our problem is given as follows. Assuming 
equation (5.2.1), dx = -rx(t) + ac(t) fort;:?:: 0, and utility as previously described, we start 
dt 
with mutual feeling x(O)=xo>>l. Using this infonnation, we want to find an effort plan 
c'l(t)~ for t ~ that maximizes total discounted net utility W, .given below, so evolution 
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of feeling and effort are sustainable in the long run. Turning this into an equation, we 
have total satisfaction given by 
00 
W = Je-Jif (U(x(t))- D(c(t)))dt 
0 
where e-F is an impatience factor under the condition p>O. This is our problem. Unlike 
the example above, we multiply our function by e-F because of the problem's infinite 
horizon qualities. Time goes on forever, and we take the integral until then. In this case, 
we want to discount future happiness, and we do so with the exponential term. We use 
the impatience factor with p>O to show that impatience over a significant amount of time 
affects happiness over that time period. · 
Like the example above, our problem is subject to some derivative; in this case it 
is equation (5.2.1), : = -rx(t)+ac(t). Knowing these two equations, Wand :, we 
can now work to set up our Hamiltonian. As in all Hamiltonians, we need a co-state 
variable. This we will call m(t). Following the:: example above, we set up our Hamiltonian 
below. 
H(x, c, m) = u(x(t),c(t),t) + m(t)f(x(t),c(t),t) 
= U(x(t))- D(c(t)) + m(tX -rx(t) + ac(t)) 
= U(x)-D(c)+m(-rx+ac) 
The Hamiltonian H now represents our current total happiness, or utility, plus an 
increase or decrease in value due to change in the state variable. Like the example above, 
there are conditions we are subject to. These are as follows. 
0: = 0 is our first condition. Substituting, we get - D' (c)+ am = 0 . 
an dm Next, we have-=--+ pm. 
Ox dt 
(5.2.1.1) 
(5.2.1.2) 
In the above equation, we add a term, pm, to the equation given in our example. 
This accounts for the infinite horizon quality of our problem, whereas the problem before 
was for a finite time period. In infinite horizon problems, this is the usual format of the 
8econd condition, accounting for our impatience factor p in the problem. 
an dx Last, we have -=-=-rx+ac . 
Om dt 
(5.2.1.3) 
Our main goal here is to derive an equation for de . To do this, we can first take 
dt 
the time derivative of(5.2.1.1) as follows. 
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-D'(e)+am = 0 
am=D'(e) 
1 
m=-D'(e) 
a 
dm = !n"(e) de 
dt a dt 
(5.2.1.4) 
Now we have an equation in terms of both de and dm. Solving (5.2.1.2), we can 
dt dt 
get another equation in terms of dm . This can be done as follows. 
dt 
oH dm 
-=--+pm 
Ox dt 
dm oH 
-=--+pm 
dt Ox 
.=-(U'(x)+m(-r))+ pm 
= -(U'(x)- mr) + pm 
= -U'(x)+mr+mp 
=-U'(x)+m(r+ p) (5.2.1.5) 
Now we have two equations for dm , one including de . We can now set these 
dt dt 
two equations (5.2.1.4) and (5.2.1.5) equal to each other and solve for de to obtain our 
dt 
second equation ofthe system. Note that we use equation (5.2.Ll), am= D'(e), in the 
last step. 
1 de 
-D"(e)-=--U'(x)+m(r+ p) 
a dt 
de 
D'(c) dt =a(-U'(x)+m(r+ p)) 
de D"(e) dt =-aU'(x)+am(r+ p) 
de 1 
dt = D"(e) (-aU'(x)+am(r+ p)) 
de 1 1 } dt = D"(e) l(r + p)D'(c)- aU'(x) (5.2.1.6) 
Equation (5.2.1.6) gives·us the law of variation for optimal effort, with time~. 
Now, we. have a system of differential equations that will allow us to describe optimal 
levels of feeling corresponding to effort trajectories, denoted (x¥((},c•(QJ.Our system of 
equations is finally given below: 
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dx 
-=-rx+ac 
dt 
de= 1 1(r+ p)D'(c)-aU'(x)} 
dt D"(c) 1; 
6 Null Clines and Influenced Set Points 
(5.2.1.7) 
When finding the equilibrium ofany system, one must set time derivatives equal 
to 0 and solve. If we have a system of equations involving two variables u and v and set 
dv = f = 0 and du = g = 0, we are finding conditions under which both v and u are 
dt dt 
unchanging. Solving these equations, if they are especially nice differential equations,. we 
can then find the entire curve along which.f-=0 and, similarly, the curve along which g=O. 
For each curve, we will know that on one side of the curve f<O and on the other side />0, 
and similarly for g. The curves then divide the region into areas where u and v are either 
increasing or decreasing. These curves along which the time derivatives are equal to 0 are 
called the null eUnes. To find equilibrium, we want to know where both variables are 
unchanging, and this is then the intersection of null clines. At these points, both.f-=0 and 
g=O, telling us both variables u and v are unchanging. We want to solve for /=0 and g=O, 
separately, and then find the intersection, wheref=g=O. This leads us to a steady state of 
the system, or equilibrium, at these intersections. [1] 
6.1 NuU Clines and lnflueneed Set Points of Gottman'• Model 
In Gottman's model, we refer to the steady states of the phase plane as the 
influenced set points. We can think of an influenced set point as a sequence of pairs of 
scores. We will refer to this discrete function asP, which will ~en have values we will 
call P,. One score will be from the husband and the other will be from the wife. These 
scores will be repeated infinitely. If the steady state is stable, the sequences of scores will 
tend to a partiCular pair of scores over time. This means that the sequence P then has a 
constant limit, which we~ call P•. [1] 
In order to find the steady states of the system, we want to find the intersection of 
the null clines. The equations of the syStem, first seen in (5.1.6), are given again below. 
wt+l =IIIJY (11,) + Tl w, +a, 
Ht+l =I WH (Wt+l) + T2 H, +b. 
It is. easy to see that there are no derivatives here that we can set to zero. Ins~ 
we can estimate the rate of change of the variable by Wt+J-Wt or Ht+rlft so it is this 
change that we want to set equal to zero so we can then solve for H or W. 
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w,+l -w, =0 
W,.t =W, =W 
Ht+1 -H, =0 
H,.1 =H, =H 
Now, we want to substitute back into the original equations, giving us the 
following. 
W = IHW(H)+r1W +a 
W -r1W =lHW(H)+a 
W(l-r1) = IHW(H)+a 
W= IHW(H)+a 
l-1j 
This last equation describes a curve in the ( W, H) plane in which W, is 
unchanging. This tells us that the wife's behavior score here, W, is constant. We assumed 
that Wand H were constant to get the above formula. It may seem that we are thinking of 
H here as a variable, but really we are considering the influence function, looking at the 
husband's influence on the wife's behavior, in which/nw is a function of H,. [1] 
This same pioceSs can be repeated for the husband as shown below. 
H = IWH(W)+r2H +b 
H ~r'}.H = IWH(W)+b 
H(l-r2)=IWH(W)+b 
H= IWH(W)+b 
l-r2 
This equation shown above gives us an. equation describing a curve in tJ:le (W,H) 
plane in which H, is unchanging, telling us that the husband's behavior score here is 
constant. Again, we assumed that Wand H were constant to get the above formula. It 
may seem that we are thinking of Where as a variable, but really we are considering the 
influence function, looking at the wife's influence on the husband's behavior, in which 
Irm isafunctionofWt+J· (1] 
These last two equations we have come up with represent the null clines of the. 
system. They are the null clines of the wife and husband, respectively. We can write these 
null clines as given below. 
W(H,) = JHW(H,)+a 
1- 'i 
H(W,) = /WH(W,)+b 
l-r2 
(6.1.1) 
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The equations in (6.1.1) represent the husband's null cline by Nmrand the wife's 
null cline by NWH. It is interesting to note that the shapes of the null clines are very much 
determined by the shape of the chosen influence function. The similarity between null 
clines and influence functions tells us that each null cline represents an influence function 
that is shifted by a constant, either a or b depending on which null cline is being 
described, and scaled or streiched by another constant, either (1-rJ) or (1-r2) depending 
on which null Cline is being described. [1 1 
Figures 6.1.1 and 6.1.2 remind us of the bilinear influence function and the ojive 
influence function in Figures S .1.1 and 5.1.2. Depending on which influence function or 
shape we use, we will find null clines as in the cases shown below. 
w, 
Fig 6.1.1 Nnw"••••••• Fig 6.1.2 
In each figure shown above, each point corresponds to a consecutive pair of 
scores (W, HJ. If we choose the bilinear influence function's shape, we will find null 
clines such as those shown in Fig 6.1.1. If we choose the ojive influence tunction's shape, 
using steps and thresholds, we find null clines such as those shown in Fig 6.1.2. In each 
depiction, the null cline for the husband is represented with a dotted line whereas the null 
cline for the wife is represented with a solid line. The situations shown above illustrate 
the maximum number of possible null cline intersections. Intersections, marked 
approximately where the circles on each graph occur, represent steady states. Stable 
steady states are represented by black circles and unstable steady states are represented 
by white circles. We can see that in the bilinear null clines, both intersections represent 
steady stable states. In the ojive null clines, intersections alternate in being stable and 
unstable steady states. Those steady states that we find are stable are then referred to as 
the influenced set points of the model. It is easy to notice that none of the null clines 
shown above pass through the origin, whereas each influence function passes through the 
origin. The reason these null clines do not pass through the origin is because of the 
shifting and stretching of the influence functions to tum them into representations of the 
null clines. [1 1 
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6.2 Null Clines of Rey'• Model 
To find the null clines of this model, we must set time derivatives equal to zero. 
Referring back to equations (5.2.1. 7), we have the following. 
dx 
-=-rx+ac 
dt 
de 1 
-= f(r+ p)D'(c)-aU'(x)} 
dt D"(c) l' 
When dx = 0, we can easily solve this equation. Now, 0=-rx+ac, telling us that 
dt 
the line where ac-rx=O or rx=ac is our vertical null cline, since we're plotting effort c 
versus feeling x. · 
When de = 0, we can also solve this equation. Following steps below, we have 
dt 
1 
0 = D"(c) {(r + p)D'(c)- aU'(x)} 
0 = l{(r + p)D'(c)-aU'(x)} 
0 = (r-+: p)D'(c)- aU'(x) 
aU'(x) = (r + p)D'(c) 
The last line of calculations gives us our horizontal null cline, where 
aU'(x)=(r+p)D'(c). If we describe this null cline as an implicit function c =cy(x), then 
we can differentiate with respect to x and o~ (r + p)D''(c)c'H (x) = aU''(x). From our 
descriptions of utility and disutility, we know U"(x)<O and D"(c)>O. Since r, p, and a are 
positive constants, this tells us that c'H(x)<O. We can solve our horizontal null cline 
equati.onforD'(cJ, tellingusnowthat D'(cH(x))= aU'(x). Sinceweknowfromour (r+ p) 
utility function that U'(x)>O, we.knowthat D'(cH(x)) = aU'(x) > 0 and since D'(c*)=O 
(r+p) 
from our utility functions as well, we can say that D'(cH(x)) = aU'(x) > 0 = D'(c*). 
(r+ p) 
This tells us that cH(x)>c*. We can also deduce this from the fact that D'(c)>O, since 
D'(cH(x))>O, telling us we are on the uphill part of the graph of D, where c>c*. From 
this, we know that our horizontal null cline cH(x) is above the line c=c*. We can also 
remember that lim U' (x) = 0 , telling us that lim D' ( c H (x)) = 0 . This means that as x 
.1:-+CII %-+CII 
approaches infinity, our null cline cH(x) asymptotically approaches the line c=c*, because 
c* is the only value for which D'(c)=O. If we assume that U'(x) tends towards infinity as 
x approaches 0, then we can similarly say cH(x) approaches infinity as x approaches 0. If 
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it is the case that U'(O)<ex>, then we can graph the horizontal null cline, as well as the 
vertical null cline, as follows. [6] 
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We can see in the graph above that the equilibrium of the system is then located at 
the intersection of the null clines, namely the point (x8", c11"). This solution works as long 
as x8 ">xmJ, and the effort gap c." -c • is tolerable. Further analysis on this graph will be 
provided in the next section. [ 6] 
In this system, the relationship will stay at equilibrium if we choose our constant 
effort plan to be c(t)=cs"· Because the effort gap of c,"-c*>O, this extra effort required to 
close the gap may not be tolerable to all couples. For this reason, the system may not stay 
in equilibrium if the couple decides the extra effort is not worth it [ 6] 
7 Phase Plane and Portrait Analysis 
In differential equations, a phue plane is a visual display of the system's 
characteristics, usually allowing us to visually find places of equilibrium. A phue 
portrait is a geometric representation of the trajectories in that system. In a system where 
there is one variable, we can create a phase space plot, showing all possible values of the 
variable, by plotting the change in that variable against itsel£ For a system with two 
variables, we can plot these variables as functions of each other. Using this graph, we can 
look to trajectories to tell us about the stability of any equilibrium. Some graphs, such as 
the one in Figure 6.2, can be both a phase plane and a phase portrait. (5] 
7.1 Gottman's Model 
In this model, we can describe a point in the plane as a pair representing the 
husband's and wife's behavior scores. As time goes on, this point might move from one 
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spot to another in the phase plane, giving us a visual trajectory of behavior score 
progressions. It can be shown that these trajectories always move away from unstable 
steady states that may exist and towards stable steady states that may exist. If a couple is 
perturbed away from a stable steady state, they will be drawn back to it. We can illustrate 
consecutive points in time approaching a steady state in the phase plane shown below. [1] 
-----t--+~·--W 
• 
• 
• • 
• 
•••• • •••• 
• 
• 
• r-.......  D • ••• 
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Looking back to Fig 6.2, we can say something about the stability of this equilibrium. 
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Shown in Fig 7.2 is the phase plane or phase portrait ofRey's model. The Roman 
numerals are used to divide the graph into regions corresponding to divisions by the null 
clines. In each region, the derivatives are behaving in a different way, corresponding to 
the trajectories shown. Let's let de = f and dx = g. Above the vertical null cline g = 0, g dt dt 
is positive, shown by an arrow pointing up. Below the vertical null cline, g is negative, 
shown by an arrow pointing down. To the left of the horizontal null cline/= 0,/is 
negative, shown by an arrow pointing left. To the right of the horizontal null cline,fis 
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positive, shown by an arrow pointing right Combining the arrows in each region of the 
graph, each region has its own trajectory, some pointing towards the steady state and 
some not. In region I, our arrows combine to point towards the steady state. In region II, 
our arrows combine to point away from the steady state. In region m, our arrows 
combine to point somewhat towards the steady state, while in region IV, our arrows 
combine to point away from our steady state. Our arrows, representing the net 1rajectory 
of each region, point in other directions than the steady state and from this we can 
conclude that the steady state is an unstable one. Further ways to demonstrate this will be 
presented later. [6] 
8 Stability Analysis 
We have previously shown one way to test the stability of a steady state, using 
arrows representing the net force in each region. Now we will introduce a second method, 
using matrices. The Jacobian matrix is a useful tool to us for Rey's Model. Given any 
system x'=f(x,y) andy'=g(x,y), we can write the Jacobian matrix A as given below. 
This matrix can then be evaluated at any fixed point, (x*,y*). Jacobians for the 
models in this paper will always be 2x2, seeing as there is always a system of two 
equations, with each equation having two variables. Estimating the determinant of this 
matrix at some fixed point is then refeued to as linearizing the model at that point. We 
can do this at any equilibrium point to learn more about the stability of that steady state. 
[9] 
Eigenvalues come into play here, which makes sense thinkjng about the definition 
Ax= .Ax, where A is the matrix, A. is the eigenvalue, and x is the associated eigenvector. For 
our Jacobian matrix A, we can find eigenvalues by setting the determinant of the matrix 
A-U equal to 0 and solving for A.. The characteristic equation, is then 
a-A. b =O 
c d-A. 
where a= ! , etc. 
The number of eigenvalues obtained will be equal to the number of state 
variables. This means for our models, we will always have 0, 1, or 2 eigenvalues. 
Eigenvalues can be real or complex numbers, depending on the model. Whether positive 
or negative, these values will tell us about the stability of the system. For a solution to be 
stable, all eigenvalues must have a positive real part. A necessary, but not sufficient, 
condition for stability is then that the product of the real· parts of the eigenvalues is 
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positive. Because we know that the sign of the determinant of any matrix is equal to the 
sign of the product of its eigenvalues, we can then say that for any solution to be stable 
the sign of the determinant must be positive. Additionally, if the determinant of the 
matrix is negative, it will then describe an unstable steady state. [1 0] 
8.1 Gottman's Model 
In this model, to determine the stability of steady states, we can consider a small 
perturbation from any steady state. Because this model does not use derivatives as Rey' s 
model does, we will approach stability in a slightly different manner than described 
above, although we will still use matrices. 
Let's refer to our steady state as (W& H~ and our perturbation (w& h,). Here, we 
assume that both w, and h1 are small. The cases we will consider are as follows. 
W,=Ws + w, 
H,=Hs+ h, 
We can substitute the above equations into our system of equations. Doing this, 
we obtain the equations shown below, where we approximate /HW(Hs + h,) by expanding 
it in a Taylor series and keeping only the linear terms. 
W,+l = Ws + w, ... t 
=lmr(H8 +h1)+r1(W8 +w,)+a 
,_, lmr(H8 )+h,I'HW (H8 )+1jW8 +r1w1 +a 
We can recall the fact that Ws = IHW(H~+rJWs+a and simplify the above 
approximation even further. Now, we obtain the following. 
Ws +w,+t ,_, Imr(Hs)+h,F HW (Hs)+rtWs +rtw, +a 
W8 +w,..,1 ,_,(/HIV(H8 )+r1W8 +a)+h,Fmr(H8 )+r1w, 
w,..,1 = r1 w, + h,I'mr (H s) 
This same process can be followed with the husband's equations, giving us a 
similar equation to the one above. 
H, ... t = Hs +h,+l 
= /WH(Ws +w,...l)+r2(Hs +h,)+b 
,_, IWH CWs) + w,+t/'WJJ CWs) + 72H s + r2ht + b 
Hs .+h,+l "'IIVH(Ws)+w,+ll'WH CWs)+r2Hs +r2h, +h 
Hs +h,+l "'(JWH(Ws)+r2Hs +h)+w,+t/'WH (Ws)+r2h, 
h, ... l = r2h, + wt+l/1WH CWs> 
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Now, since we have solved for Wt+J. we can substitute this into the equation above. 
This gives us the following. 
h,+t = r2ht + (rt w, + h,l'HW (H s) ]l•WH (Ws) 
=r2h, +1jw,l'WH (W8)+h,l'HW (H8)/'WH (W8) 
h,+1 = 71 w,l'WH (W8) + h, (r2 + ['HW (H s )/'WH (W8 )) 
From this, we now have two linear coupled difference equations for the perturbations 
w,andht. 
wt+1 = r1 w, + h,l'HW (H 8 ) 
h,+l =r1w,l'WH (Ws)+h,[r2 +l'HW (Hs)I'JYH <Ws>J (8.1.1) 
We can represent the system of equations shown in (8.1.1) in matrix form as shown 
below. 
(8.1.2) 
In the matrix equation (8.1.2), we refer to Mas the stability matrix. Now, we need 
to find solutions to the system. To do this, one would generally look for solutions w, and 
h1 proportional to powers of eigenvalues 'J../. [1] 
Our goal is to find the eigenvalues A-1 and Aa· Because our system consists of two 
equations, we call it second order. As a result, there will generally be two eigenvalues. To 
investigate the stability of our eigenvalues once found, we will look to their magnitudes. 
Solutions will be considered stable if the magnitude of both eigenvalues is less than I. 
This comes as a result of the fact that for any eigenvalue A. with a magnitude less than 1, 
A-1 will tend to zero as t increases. If either eigenvalue is greater than 1, we will see an 
increase in w, and h, with each increase in t, showing an instability of solutions. [1] 
Knowing we want solutions in the form described previously, with a system of 
equations represented in the matrix form seen in (8.1.2), we can see that solutions here 
can be obtained from the following characteristic equation.. [1] 
1j-A /'HW(~) =0 
T1 I' HW (Ws) T2 + I' WH (Ws )/' HW (.if s) - A · (8.1.3) 
To find the determinant of the matrix in (8.1.3), we perform the following steps. 
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('i -A.Xr2 +l'WH CWs)l'Hff' (Hs)-A,)...:.('il'Hff' CWs)Xl'HW (Hs)) = 0 
r1r2 + r1l'WH CWs)l' HfY (Hs)- r.lA. -r2A.- rWH (Ws)l'Hif' (Hs)A.+ A2- 'irWH CWs)l'HW (Hs) = 0 
(A.)2 -(r1 +r2 + l'wn (Ws)l'HW (Hs))A.+ rll'WH (Ws)l' HW (Hs)-'il'WH CWs)l' HW (Hs)+'ir2 = 0 
(A.) 2 -(rl +r2 +l'WH(Ws)l'HW(Hs))A.+'ir2 =0 
Now, we have a quadratic in )., that we can solve. 
(8.1.4) 
The solutions for this can then be given in matrix form in the following fashion, 
where A and B are constant column matrices. 
[ ::] = .U,' + BA,' 
Because we know that stability requires that the magnitude of our eigenvalues i..1 
and i..2 be less than one, we know that each i..1 and ~ must meet the following conditions 
in order to be a stable solution. 
(8.1.5) 
For a steady state to be stable, there must be certain conditions on each variable. 
Comparing our interpretation of each eigenvalue ).,1 and l.2 from (8.1.4) with the 
conditions given above in (8.1.5), we can find the conditionS on the variables which will 
guarantee stability. It becomes clear then that the numerator of (8.1 .4) must be less than 2 
and greater than -2. [1] 
It can also be shown that another condition of stability of the steady state is as 
follows. 
(8.1.6) 
From (8.1.6), it is easy to see that we must evaluate derivatives of the influence 
functions in order to determine stability of any steady state. 
Recall from the previous section on null clines the following equations for the 
influence functions. 
W(H,) = IHW(H,)+a 
1-1j 
H(W,) = IWH(W,)+b 
1-r2 
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Taking the derivatives of the above equations, we obtain the following results. 
W'= l'HW (H,) 
1-r1 
H'= l'WH (W,) 
1-r2 
Using this information, along with the stability condition given in (8.1.6), we can 
simplify that condition to the following. 
l'WH (W8 )l'mv (H8 ) < (l-r1)(1-r2 ) 
(
/'rm (Ws)Xl'mv (Hs)J < 1 
1-r2 1-'i 
As we have previously' chosen the vertical axis to represent Wand the horizontal 
axis to represent H, our last condition guaranteeing stability is as follows. 
( /'WH (Ws)J >(l'HW (H8 )J 1-r1 1-r2 
These conditions tell us that the product of the gradients at each steady state must 
be less than 1. Now, we must evaluate the gradients at each steady state and then stability 
or instability will be attained. 
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If we recall our figure above, ( 6.1.1) and ( 6.1.2), we can see that the gradients at 
those stable states meet the requirements and have a product of less than one. At the open 
circle steady states the gradients are infinite, while at the closed circle steady states the 
gradients are zero. 
A corollary to the null cline intersection rule, that steady state will occur at null 
cline intersections, is that stable arid unstable steady states must alternate when using the 
ojive influence function. [1] 
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8.2 Rey's Model 
Applying the above information, we can begin to construct the Jacobian matrix 
for Rey's model. We are given our system of equations as below. 
dx dt =-rx+ac=f(x,c) 
: = D'~(c) {(r + p)D'(c) -aU'(x)} = g(x,c) 
From this, we can find partial derivatives Of , Of , og , og . Given our system of 
Ox ac ax ac 
equations shown above, we can calculate our partial derivatives as follows, assuming that· 
D"'(c) =0. 
Of =-r 
Ox 
at 
-=a 
oc 
8g -aU"(x) 
-=--~ 
fJx D"(c) 
ag = (r+ p)D"(c) (r+ p) 
& D"(c) 
This gives us our Jacobian matrix A=(-alir,(x) (r: p)J. which leads us to 
D"(c) 
(
-aU"(x)J a2U"(x) detA = (-r)(r + p)-(a) = -r(r + p)+ . This determinant can be 
· D"(c) D"(c) 
evaluated at our equilibrium, givmg usdetAE = -r(r + p)+ a2 U"(x,) < 0. We .know 
D"(c,) 
that the determinant will be negative by reconsidering our utility functions. Because r, p, 
and a are positive constants, then -r(r+p) will be negative. We know a'2 is positive and 
also that U"(x)<O, as well as the fact that D"(c)>O. This makes our fraction a negative 
over a positive, resulting in a negative. Multiply this by a positive and we still have a 
negative. This tells us our determinant is one negative added to another negative, m.aldng 
the entire determinant negative, which tells us that this steady state is unstable, 
confirming our conclusion from our work considering trajectories in the phase plane. [6] 
Whether the determinant of the Jacobian is positive or negative, and whether the 
eigenvalues are positive or negative, tell us about the shape of our system. If eigenvalues 
are real and distinct as well as have the same signs, giving a positive determinant, the 
phase plane will be a node, meaning we will have a single point of equilibrium. If both 
eigenvalues are negative or zero, the node will be stable, shown below in Fig 8.2 part (a). 
If both eigenvalues are positive, the node will be unstable, with some or all arrows 
pointing away from the steady state. If eigenvalues are real and distinct and have 
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different signs, giving a negative determinant, the phase plane will be a saddle, shown 
below in Fig 8.2 part (b). Saddles are always unstable. When complex eigenvalues are 
involved, where i..=a±fJi and {#0, if o;:f:.O the phase plane will be a spiral. This spiral will 
be stable if a is negative and unstable if a is positive. A stable spiral is shown in Fig 8.2 
part (c). With complex eigenvalues when a=O, the phase plane is a center, which is 
neutrally stable. This is shown in Fig 8.2 part (d). If eigenvalues are not distinct and equal 
each other, we have either a node of type II which is shown in Fig 8.2 part (e) and can 
either be stable or unstable, or a star as shown in Fig 8.2 part (t) and can be stable or 
unstable. [1] 
Having a negative determinant tells us that the eigenvalues of this system must be 
a positive and a negative, which leads to the fact that our system is represented by a 
saddle. 
(a) 
r 
-
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(b) 
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9 Catastrophes in a Marriage Model 
Fig 8.2 [1] 
In this section, we will show how a small change in a model's parameter can have 
a large effect on the outcome of the relationship. For this, we will use an example from 
Gottman's model. To demonstrate the catastrophic change that will occur, we will pick 
one variable in the model to change. 
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Recall the system of difference equations for this model. 
wt+l = IHW (H,) + 71 w, +a, 
Ht+l = IWH (Wt+l) + '2 H, +b. 
Let's pick parameter b, a constant specific to the husband. Let's say we change 
this constant, making it more positive than ·previously. As we can recall, our influence 
functions as well as our null clines are based on many variables, including this variable b. 
Recall the equations for the null clines, especially the equation involving our changed 
parameter b, given below. [I] 
W(H,) = IHw(H,)+a 
1- 'i 
H (W,) = I WH (W,) + b 
1-r2 
We Can. recall that the variable b controls how far our influence function shifts to 
the left or right along the H, axis to become our the null cline. Therefore, by making our b 
more positive, we make the husband's uninfluenced set point more positive. This change 
results in a shift in the positive direction, or to the right, in.the husband's uninfluenced 
steady state and a shift to the right of his null cline. Depending on the wife's 
uninfluenced steady states and the couple's steady states, this can have different 
implications. Perhaps a shift in one null cline will keep the same number of steady states 
as before, only slightly altered in position. Alternately, steady states can be lost in this 
kind of a shift. Below is a representation of what might occur, where the wife's null cline 
is rep~sented with a bolded line and the husband's null cline is represented with a non 
bolded line. [ 1] 
Wi Wi 
--------~~---+------- Ht ----------~-~---------+----& 
Fig 9.1 
As we can see, our only positive steady state has been lost. This means that no 
matter how the conversation starts, the couple will be drawn to a negative but stable 
steady state. This tells us that every conversation the couple will have about conflict 
resolution in the relationship will lead to a negative experience. [1] 
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10 Similarities and Differences 
After taking an in-depth look at the components of each model in this paper, it 
becomes necessary to make comparisons. As we can see, there are certain areas where the 
models are similar and other areas where they are quite different. Additionally, although 
the models share similar components, many ideas must be evaluated in very different 
manners. 
The first difference between the two models is the type of equations used. While 
GOttman uses difference equations, Rey uses differential equations. Although both types 
of equations deal With rates of change, they do so differently. Gottman uses difference 
equations to describe a discrete system using old values to calculate new values. Rey uses 
differential equations to describe a continuous system where rates of change are defined 
in terms of the other values in the system. Additionally, Rey's equations contain 
derivatives of unknown functions. While both equations model dynamical systems, 
looldllg at change over time, discrete systems and continuous systems are quite different. 
With discrete systems, time is measured in steps and the variable being measured, in 
Gottman's case the behavior score, is represented by a sequence of scores. In our case, 
we have W1, H1, W21 H,. etc. Discrete systems use difference or recurrence equations, like 
we do in this paper. With continuous systems, time is measured continuously and we 
represent the variable being measured, in Rey' s case the amount of love, with a 
continuous equation x(t). The equation x(t) will be continuous because it is differentiable, 
whereas dx is not necessarily continuous. In Rey's system, we say dx = f(x,t), e.g. 
~ ~ 
dx = -rx(t) + ac(t), is a differential equation for x(t) and this is because its solution is 
dt 
x(t). Generally, it is easier to discover how a discrete system is behaving than to discover 
how a continuous system is behaving. This can be seen in the work presented in this 
paper. For many of the sections, Rey's model required more work to get to a certain 
answer or observation. 
Although_ the models use different types of equations, they both still describe a 
dynamical system of change. Both models use two different equations to do so, although 
Gottman presents his two equations near the beginning, requiring a small amount of work 
to refine them from som~ general into something more specific. Rey starts with one 
equation, a differential equation for the rate of change in feeling over time. In the 
beginning, we are given only this equation and are required to perform much algebra, 
analysis, and effort to get to the second equation of the system, which, perhaps fittingly, 
is for effort. This gives us much to do before we can start describing the changes in the 
system over time, as two equations are needed for this. Both models use certain 
assumptions to drive their equations, although these assumptions differ a bit in nature. 
Gottman assumes ideas ·about the makeup of current behavior, how it is based on certain 
past events, influence functions, uninfluenced functions, and specific constants. Rey 
assumes ideas about relationships, how there is a flaw of failure in relationships, that 
couples look for relationships they think will last, how relationships deteriorate after 
marriage, and the fact that effort is necessary to keep a relationship at ease. The 
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assumptions that each model makes are very important to the development of the 
equations for each system. 
One important similarity is that each model is built from general properties of 
functions. In Gottman's model, he comes up with the idea and shapes for two different 
influence functions. These functions would then be fit with the couple's data to find 
specific slopes, thresholds, and other values, although general shape will stay constant. 
The influence function chosen at this point of the model changes the results from that 
point on. A model using the.ojive influence function will have very different looking 
results than a model using the bilinear influence function. In Rey' s model, he uses 
general shapes to describe utility and disutility functions. These functions might be 
modified from couple to couple, but the Shape will stay constant. Much of Rey's model 
stems from the shapes of these graphs, just as much of Gottman's model stems from the 
shapes of the graphs of his influence functions. 
Another connection we can make from the two models is that each equation is 
made up from multiple parts. In Gottman's system, each equation for a behavior score is 
made up from a combination of influence functions and uninfluenced functions. Rey' s 
first equation, describing the rate of change in feeling over time, is made up of a 
combination of previous feeling and of effort. Each model also uses a constant specific to 
the individual or to the couple. This brings us to a significant difference between the 
models regarding how the relationship is looked at. In Gottman's model he considers the 
dynamics of the system to be based on both the husband and the wife. Each spouse has an 
equation representing their behavior score at time t+ 1, based on a previous behavior 
score at time t. In Rey's model, the couple is seen as a whole entity. There is no 
distinguishing between the husband and the wife; they are considered one. Variables 
described in Rey' s equations concern the amount of love in the relationship between the 
husband and wife and the amount of effort put into the relationship. Because the 
differential equation in this system looks at the couple as a whole, we are then forced to 
see the effort put into the relationship as a combination of effort from each spouse. 
Nowhere in the model does Rey distinguish between the total amount of effort put in and 
the amount of effort put in by each spouse. 
Because of the differences in types of equations used in the models, different 
steps must be taken in each system to evaluate the same ideas. For instance, when 
discussing null clines of each system, time derivatives must be set to zero. In Gottman's 
model, this idea must be modified as derivatives are not present in the system. Upon 
finding null clines for Gottman's model, we see that they depend specifically upon the 
influence function chosen for the system. General shape from this chosen function is 
retained, while stretching and shifting occurs. The null clines of this system help to show 
us where steady states occur, but tell us little else about the system. We come to the 
conclusion that there may be multiple steady states, but they may not all be stable. In 
Rey' s model, the null clines do not resemble a similar shape to any other function we 
have encountered in the system. Their intersection shows us where a steady state occurs. 
Unlike Gottman's model, we have only one steady state in Rey's model, which we prove 
is an unstable one. In Gottman's model, the choice of influence function changes the 
number of steady states, stable or not Choosing the bilinear influence function leads to a 
system with no unstable steady states in stark comparison to Rey's model with only an 
unstable steady state. Rey' s model here is interesting in the fact that finding the null 
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clines and their intersection tells us more about the variables in our system. After much 
analysis of the components of one equation of the system, we learn new information 
about the effort variable, specifically that the optimal effort level for the steady state is 
higher than anticipated previously. this gap in optimal effort and desired effort makes the 
dynamics of the system more complicated, as equilibrium will never be reached unless 
the couple is willing to put in that extra effort and tolerate the effort gap. Conclusions on 
a similar scale from Gottman's model are not drawn through the null cline process. 
Phase planes and portrait analysis are helpful in both models. Although we cannot 
use portrait analysis in Gottman'~ model to talk about stability as we can in Rey's model, 
· it is still helpful to see visual representations of each system. In Gottman's model, we can 
use phase planes to help see visual trajectories of the score progressions. Because the null 
clines are have more complicated shapes than in Rey's model and because of the 
differences in types of equations used, we cannot plot specific trajectories for Gottman's 
model. Instead, we can show a potential path for tl;le sequence of scores around a steady 
state, as shown. As there as multiple intersections and more complicated shapes, we do 
not divide the phase plane into sections in Gottman's model as we do in Rey's. 
Stability analysis for each model is handled in separate ways. Although analysis 
on each model includes consideration of matrices, eigenvalues, and determinants, 
Gottman's model requires much more analysis than Rey's in order to show whether a 
steady state is stable or not Because Rey's system uses differential equations, we are able 
to use a simple rule to plug derivatives into a matrix and find its determinant. Calculating 
the determinant to be negative using what we know about our assumption functions for 
utility and disutility, it is easy to see that the steady state of the system is an unstable one, 
reinstating our findings with trajectories. In Gottman's model, we once again run into the 
problem of having no derivatives. This means we cannot simply plug certain derivatives 
into a matrix and calculate the determinant. Additionally, there are many different steady 
states of the system to analyze instead of the one steady state in Rey' s system. Because 
difference equations are used in Gottman's model, we instead use a technique that 
considers behavior of the system if small perturbations are taken from the steady state. 
After much algebraic work, we again come to the same place as in Rey's model, where 
we· examine the determinant of the system. Instead of looking to whether this determinant 
is positive or negative, we think about the values in our system and make restrictions 
connected to the restrictions we have on our variables. These lead us to the idea of 
gradients, which we can easily use to show whether a steady state is stable or not. In the 
end, it is a simple step, but one which requires far more background work than Rey' s 
model. 
Both Rey and Gottman have come up with clever ways to tie mathematics to 
subject matter not normally thought about in such concrete terms. While their approaches 
are different, we come up with some of the same conclusions from each model about 
steady states in a relationship. With sufficient data on couples, each model may be used 
to both analyze present behavior and predict future behavior. Because of time constraints 
and data insufficiency, future predictions of the relationships will not be dealt with in this 
paper. 
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-11 Criticisms and Proposed Changes or Additions 
Both models capture the sociological properties of love and relationships quite 
nicely when translating them to mathematical terms. With this being, said, there are many 
windows for improvement in each model. In this section, I will discuss my own criticisms 
of the models, while adding suggestions that would better each model or any certain part. 
11.1 Gottman's Model 
What is most ideal about this model is that the husband and the wife are dealt with 
separately, each having their own equation representing the changes in behavior with 
time, in a sequence represented by difference equations. The assumptions that make up 
the model seem completely realistic. The equations then simply follow as we put 
numbers or letters to real world assumptions. 
Almost everything about this model makes sense. The main criticism I have starts 
with the idea of emotional inertia. Emotional inertia is seen as the rate at which the 
individual will return to their baseline temperament. Here, higher inertia implies more 
stable emotions and more resistance to internal and external influences. Lower inertia 
would then imply the individual being more susceptible to emotional changes, with more 
likeliness to be influenced by environmental or psychological demands and more 
responsiveness to regulatory controls. In GOttman's model, each equation contains an 
emotional inertia term as seen below. 
wt+l = IHW (H,J + 7 1 w, +a. 
Ht+l = IWH (Wt+l) + '2 H, + b 
Recall that in the above equations, the emotional inertia parameter is represented 
by Tj, (i = 1, 2, ... ),where each spouse has their own r1 or 1'2· Examining the equations, 
we can see that the emotional inertia parameter is attached to either the husband or wife's 
previous behavior score, to help make up their current behavior score. When emotional 
inertia is introduced, Gottman claims that it can be a positive or a negative number. With 
further analysis, we find that the values of r that interest us are those where jr1j<l. This 
tells us that the values of r can range from ·1 to 1. When we think about these restrictions 
in the physical or psychological sense, they don't always make sense. 
Inertia is the resistance of an object to a change in its state of motion or rest. 
Higher inertia means higher resistance and lower inertia means lower resistance. With 
this definition, negative inertia does ·not make physical sense. Negative inertia would then 
mean negative resistance, but the opposite of resistance is compliance. Thinking in this 
sense, negative inertia would mean that the object _would comply with changes in its state 
of motion or rest. This does not make sense. It would be easier to describe compliance 
with change as low resistance. In light of this concern, the change I would make to 
Gottman's model in this category would be that emotional inertia would specifically be 
positive. This would then translate to a new restriction for r, where O<r<l. This change· 
in the model would not produce any large or catastrophic changes later on. All values of r 
would still be consistent with any previous restrictions, and so the outcomes of the model 
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would remain unchanged. This is because new r values will still fit with old restrictions, 
giving the same conclusions, and because 0 < r1 < 1, Wie 9t and !r1l < 1, Wie 9t give the 
same set of values. 
A second change I would make to Gottman's model concerns the influence 
functions. I agree with the assumptions behind each, and fully support each function 
introduced, but believe it would be beneficial to consider another option. This new 
influence function would be a slight modification ·to the bilinear function. Instead of a 
bilinear graph, I propose that a bicubic graph be a third option for an influence function. 
The assumptions behind this new influence function would be very similar to those 
behind the bilinear model. Positive behaviors would have positive influence, while 
negative behaviors would have negative influence. Negative affect would still have a 
greater impact than positive affect, producing asymmetry within the function. Values 
would be able to become unboundedly positive or negative, showing that each behavior 
has influence attached. The main difference would be the nonlinearity, so that increasing 
the positivity or negativity of a behavior would increase the rate at which the amount of 
influence changes. Like the bilinear function, there would be no thresholding properties. 
The graph for this new influence function would look as follows. 
IHW 
T_ 
H, 
Fig 11.1 
Having a new influence function would mean that choosing this function would 
produce different looking null clines and steady states. A null cline for this influence 
function might look as follows. 
Fig 11.2 
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This would mean that there would be a total of 3 possible steady states, as 
compared to the bilinear function with a total of 2 possible steady states. This additional 
steady state is not at the origin as the steady states of other null clines have never been at 
the origin. Although influence functions do cross the origin, null clines come from 
shifting and stretching these influence functions, making it so ~ origin is not crossed. 
This addition of another steady state is interesting in the fact that it would be another 
positive steady state. One would need to then decide the stability of all states, but more 
positive steady states leads to the higher chance of a positive outcome of the interaction. 
Because the stability of these steady states is undetermined, we will leave them white. 
11.2 Rey'1 Model 
Although this model also depends on many logical assumptions, there is one 
assumption it is based on which I believe is flawed. Because the couple is represented by 
one equation in the system as a whole, it is assumed that the couple has similar 
characteristics in their emotions. This is not always true. Because this is a main 
assumption in the construction of the model, Rey's model may not be as accurate as 
Gottman's inodel. 
Many of my other concerns about this model are based on the fact that the couple 
is considered as one. Relationships are tricky, and people are very different. Those people 
that choose to join in a relationship together may or may not have similar characteristics 
in their emotions or otherwise. Many parts of this model call for a choice to be made "by 
the couple" on parameters or variables. If the couple is too different, how are these 
choices then made? For example, let's discuss when the relationship is unsatisfactory. In 
his paper, Rey contends that the relationship will be unsatisfactory when .x(t) falls below 
a certain threshold, x,,>,, as decided on by the couple. When a couple makes decisions, 
rarely does each partner choose the exact same thing. With this idea, we would assume 
that Xmtn(H)#mtn(W)· Would x,,. then be the max of x,,(H) and Xmtn(W)? 1bis same line of 
questioning would then extend to picking an effort plan, deciding on the value of variable 
a, effort efficiency, etc. The overall criticism here is that people are different and have 
different ideas. How does one consolidate two differing ideas, especially as the 
relationship spirals downward and the two drift apart? 
My proposal of change to this model concerns the effort variable c(t). this 
variable is assumed to be piecewise continuous. Related is variable a, giving us a positive 
constant for the efficiency of effort being put into the relationship. Our first differential 
equation is given below. 
: = -rx(t) + ac(t) fort~ 0 with r>O, a>O 
AB we can see from this equation, when c(O=O, x(O fades at a constant 1'f:l'te r 
specific to each relationship. Effort is a recovery term, ~caning that a positive a and a 
positive c(O will counteract the decreasing of x(O. Effort efficiency is represented by a. 
The equation tells us that x(O changes smoothly except at effort discontinuities. Effort, 
c(O, can be decided by partners, while x(O cannot. 
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Within his paper, Rey proposes that the optimal effort plan is a cOnstant. This is 
not made clear until the graphs shown later, where the horizontal line c=c* is plotted, 
shown below. 
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F....,. 2.. Sentimental equilibrium. 
Although c(t) is represented as a constant in this model, I propose that it would be 
more logical if we picked an effort function that changed over time. During the course of 
a relationship, effort will not always be constant. The amount of effort required to keep 
the relationship happy and healthy will change from time to time. It is argued that effort 
is necessary to keep a relationship going. In the beginning, the relationship is in a 
"honeymoon" stage, where less effort will be needed. As time goes on, the relationship 
will require more effort to keep the same amount of happiness or feeling as before. Based 
on this assumption, it would be ideal to pick an effort plan that increased with time. 
Because the amount of effort would not be constantly increasing, as the couple could not 
constantly continue to increase effort over time, it would be logical to pick a function 
such that an increase over time would level off as time passed. With these assumptions, it 
would seem that either c(t)=..Jt, c(t)=tan"1W, or c(t)=A-e-kt (where A and lc are constants) 
would be logical, as all three functions follow the general shape described for t ~. While 
the graph of the square root function is concave down, the function values increase 
without bound as x increases. The other two functions do not continue to increase without 
bound; they have horizontal asymptotes at y = pi/2 andy =A, respectively. The problem 
here is that choosing either of the first two proposed functions would make integration 
problematic. To calculate x(t), we use the following. 
x(t) = ae-11 Je11c(t)dt 
When putting in either c(t)=.Vt or c(t)=tan"1(0. integration becomes difficult. 
Inte8rating the square root fult(ition, the error function is introduced into the equation. 
Integrating the inverse tangent function, imaginary numbers and exponential integrals are 
introduced. Either way, the results are not pretty. Therefore, although using either c(t)=..Jt 
or c(t)=tan"1W as a function for c(t) would be more logical, its consequences would make 
the model much more difficult to deal with. 
47 
When using c(t)=A-e-kt, the integral turns out nicely. Our function for x(t) would 
be as follows. 
x(t) = ae-" Je"c(t)dt 
= ae-" Je" (A- e-.tt )dt 
=ae" +C _ (e'<,.-k>(a(k-r)eAt+r) J 
r(k-r) 
= ae-"(ert-lrl (a(k- r)ekt + r) .+ cJ 
r(k-r) 
-rt(e" e-At (a(k- r)e• + r) cJ 
=ae + 
r(k-r) 
=a +e (
e-lrl(a(k-r)elrl +r) _,cJ 
r(k-r) 
= +e"C {e-Ata(k-r)e~r~ +e-~r~r _ J r(k-r) 
(t) a
2(k-r)+ae-Atr) _,C 
x = +ae 
r(k-r) 
This new x(t) seems to work nicely. We can recall from previous sections that a, 
effort efficiency, and r, strength of changing feelin~ must both be positive. Now, 
choosing different values for a, r, and k, we can examine the graphs of this function, 
letting C=O. 
Let's look at four different examples. In each pair, we will keep one variable 
constant and change the other to see how the graphs change. Recall from section 5.2 
where we did this with our function x(t) when c(t)=O. We will use those same values for a 
and r and let k=S for all examples. First, let's assume a high effort efficiency and a low 
strength of changing feelings, letting a= 10 and r=2. Second, let's assume the same 
strength of changing feelings and a low effort efficiency, letting a= 1 and r=2. Changing 
our strength of changing feelings now to high, let a=10 and r=lO. Keeping this high 
strength of changing feelings, let's now look at a low effort efficiency, letting a= 1 and 
keeping r= 10. Below are shown the corresponding graphs, plotted using Winplot, with 
equations to match. 
x(t) =50+ 10 e_,, ( 1own in red) 
3 
x(t) = .5 + 10 e_,, (shown in blue) 
3 
x(t) = 10-2e-s' L_"" • ~een) 
x(t) = .1- 2e-" (shown in black 
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Fig 11.2.2 
Examining Fig 11.2.2, we see that using our new function c(t)=A-e-lct, 
relationships remain constant over time. Depending on the values of a and r we pick, 
some relationships sustain at a higher constant than others. Keeping r, strength of 
changing feelings, fixed and decreasing effort efficiency a, we can compare red and blue 
curves on the graph. With these changes, slope stays the same but the relationship is 
sustained at a lower level with lower effort efficiency. Keeping effort efficiency a fixed 
and increasing r, strength of changing feelings, we can compare blue and black curves on 
the graph. With these changes, we have graphs that look like reflections of each other. 
The blue curve is decreasing at an increasing rate, so the slope is becoming less and less 
negative and is approaching zero. The black curve is increasing at a decreasing rate, so 
the slope is becoming less and less positive and is approaching zero. The blue curve 
represents a relationship sustained at a slightly higher level than the black curve. The 
black curve represents a relationship which is sustained at a level that is barely positive. 
Examining the above process, this new function c(t)=A-e-k1 seems like a positive 
choice for our effort function. 
12 Conclusion 
Through this project, I hope that readers will have now developed a stronger 
understanding about the concrete mathematics behind such an abstract subject. Although 
love and relationships are usually thought about in the fields of Psychology or Sociology, 
this paper is meant to remind readers that mathematics can be applied to almost anything, 
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giving us a whole new look on love. I hope that this work can be shown to have helped 
close the gap between the mathematical and social sciences. 
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