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Abstract
For each λ ∈ N∗, we consider the integral equation:∫ λx
λy
f(t) dt = f(x)− f(y) for every (x, y) ∈ R2+,
where f is the concatenation of two continuous functions fa, fb : [0, λ] → R along a word
u = u0u1 · · · ∈ {a, b}
N such that u = σ(u), where σ is a λ-uniform substitution satisfying some
combinatorial conditions.
There exists some non-trivial solutions ([BD]). We show in this work that the dimension of
the set of solutions is at most two.
1 Introduction
For each positive integer λ ≥ 2 and each integer δ ∈ Z∗, we consider the integral equation:∫ λx
λy
f(t) dt = δ
(
f(x)− f(y)
)
for every (x, y) ∈ (R+)
2. (Eλ,δ)
This equation is a particular case of the pantograph equation:
f ′(x) = af(τx) + bf(x) with (a, b) ∈ R2 and τ ∈ R+ for x ≥ 0.
We refer to [BDMO], [SD], [Yo06] and [Yo07] for more details on the pantograph equation.
We prove in [BD] that we can extend each continuous function f defined on [1, λ] such that
f (n)(1) = f (n)(λ) = 0 for every non-negative integer n, into a continuous solution of (Eλ,δ). Therefore
the set of continuous solutions of (Eλ,δ) is an infinite-dimensional vector space.
Moreover, we prove in [BD] that the non-identically zero solutions are not periodic. It seems
natural to look for the simplest solutions of (Eλ,δ). The periodic functions are the repetition of the
same motif. We study the functions which are the repetition (not periodically) of two functions. This
leads us to the following notion of concatenation of two functions along a word.
Definition 1.1. Let λ ≥ 2 be a positive integer and fa, fb : [0, λ] → R be two functions. For each
finite word u = u0 · · · un−1 ∈ {a, b}
n of length n, we define a function fu : [0, nλ] → R called the
concatenation of fa and fb along u by:
fu(x+ λk) := fuk(x) for x ∈ [0, λ] and k ∈ {0, . . . , n− 1}.
We extend this definition to infinite words.
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Our main result is the following theorem. We recall in Section 2 some notions of combinatorics
on words requisite to fully understand this result.
Theorem 1.2. We consider a λ-uniform substitution σ, satisfying some combinatorial conditions
(Relations (1) and (3)) and u = u0u1 · · · ∈ {a, b}
N an infinite word such that u = σ(u).
We consider the integral equation:
∫ λx
λy
f(t) dt = f(x)− f(y) for every (x, y) ∈ (R+)
2. (Eλ)
We denote by Sλ the set of solutions f of (Eλ) which are the concatenation of two continuous
functions fa, fb : [0, λ] → R along the word u. Then Sλ is a vector space of dimension at most 2.
We prove in [BD] that Sλ is of dimension at least 1. To construct a non-trivial solution, we
renormalized some iterated Birkhoff sums. The technique used to prove Theorem 1.2 (in Section 5) is
very different. It is based on the relation between the values taken by the functions and their moments.
This brings us back to the historical first non-trivial solution associated to the Prouhet-Thue-Morse
substitution (a→ ab and b→ ba) constructed by Fabius ([Fa]) as a cumulative distribution function.
We do not have examples of substitutions for which the dimension of Sλ is two.
We will use the two following basic results (see [BD]).
Remark 1. Let f be as in Theorem 1.2, then for every finite word v of length n:
∫ λx
λy
fσ(v)(t) dt = fv(x)− fv(y) for every (x, y) ∈ [0, nλ]
2.
Remark 2. We have fa(0) = fa(λ) = fb(0) = fb(λ).
2 Some notions about combinatorics on words
We consider the alphabet {a, b} consisting of two letters a and b. We denote by {a, b}∗ the set of
finite words. Endowed with the concatenation, it is a free monoid and an endomorphism is called a
substitution. If u is a finite word, we denote by |u| its length and |u|α the number of occurrences of
the letter α for α ∈ {a, b}.
A substitution σ is said to be λ-uniform if λ := |σ(a)| = |σ(b)|. We only consider λ-uniform
substitutions σ such that:
λa := |σ(a)|a = |σ(b)|a and λb := |σ(a)|b = |σ(b)|b. (1)
We have of course λa + λb = λ. The next notion takes care of the order of apparitions of the letters
in σ(a) and σ(b). If u = u0 · · · un−1 is a finite word with n > 1, we define the set of strict prefixes by
pref(u) := {u0 · · · uk; 0 ≤ k < n− 1} and
δ
(1)
a∈σ(a) :=
∑
v∈pref(σ(a))
|v|a and δ
(1)
a∈σ(b) :=
∑
v∈pref(σ(b))
|v|b. (2)
We assume that:
δ := δ
(1)
a∈σ(a) − δ
(1)
a∈σ(b) = 1. (3)
We fix for the rest of this work such a substitution σ.
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Lemma 2.1. Let α ∈ {a, b} be a letter and χα be the function defined for a word (finite or infinite)
v = v0v1 · · · by:
χα(v) = 1 if v0 = α and χα(v) = 0 otherwise.
If u = u0u1 · · · is a word (finite or infinite), we define the (left) shift by S(u) = u1u2 · · · . The terms
δ
(1)
α∈σ(a) are double Birkhoff sums:
δ
(1)
α∈σ(a) =
λ−1∑
k=0
(λ− k − 1)χα
(
Sk ◦ σ(a)
)
=
λ−1∑
k=1
k−1∑
i=0
χα
(
Si ◦ σ(a)
)
for every α ∈ {a, b}. (4)
Definition 2.2. We generalize Equation (4) to every positive integer ℓ by:
δ
(ℓ)
α∈σ(β) :=
1
ℓ!
λ−1∑
k=0
(λ− k − 1)ℓχα
(
Sk ◦ σ(β)
)
for two letters (α, β) ∈ {a, b}2. (5)
These terms are closed but different from the iterated Birkhoff sums over σ(α) introduced in [BD]
if ℓ > 2. By convention, we define δ
(0)
a∈σ(a) := λa and δ
(0)
b∈σ(a) := λb. It is clear that for every positive
integer ℓ and every letter α ∈ {a, b}:
δ
(ℓ)
a∈σ(α) + δ
(ℓ)
b∈σ(α) =
1
ℓ!
λ−1∑
k=0
(λ− k − 1)ℓ. (6)
Note that it does not depend on the substitution.
3 Definition of normalized moments
Definition 3.1. Let σ be a λ-uniform substitution satisfying (1) and (3). Let f be a solution of (Eλ)
which is the concatenation of two continuous functions fa, fb : [0, λ]→ R along a word u = u0u1 · · · ∈
{a, b}N such that u = σ(u). We define the ℓ-th moment for ℓ ∈ N by:
m(ℓ)α :=
∫ λ
0
(
λ− x
)ℓ
· fα(x)dx for α ∈ {a, b}.
We also define the ℓ-th normalized moment for ℓ ∈ N by:
m˜(ℓ)α :=
1
ℓ!
1
λℓ
m(ℓ)α =
1
ℓ!
1
λℓ
∫ λ
0
(
λ− x
)ℓ
· fα(x)dx for α ∈ {a, b}.
Lemma 3.2. For every non-negative integer ℓ ∈ N and every letter α ∈ {a, b}:
ℓ+1∑
q=0
(−1)q
(
δ
(ℓ+1−q)
a∈σ(α) m˜
(q)
a + δ
(ℓ+1−q)
b∈σ(α) m˜
(q)
b
)
= −
1
ℓ!
λℓ+2 f (0) + λℓ+1m˜(ℓ)α . (7)
Proof of Lemma 3.2. We fix a letter α ∈ {a, b} and a non-negative integer ℓ ∈ N. From Remark
1, the function F (x) = λ fα
(
x
λ
)
is a primitive function of fσ(α). We calculate the following integral,
recalling that fσ(α)(0) = fα(0) = f(0) (Remark 2):∫ λ2
0
(
λ2 − x
)ℓ+1
· fσ(α)(x)dx =
[(
λ2 − x
)ℓ+1
· F (x)
]λ2
0
+ (ℓ+ 1)
∫ λ2
0
(
λ2 − x
)ℓ
· F (x)dx
= −λ2(ℓ+1) · λ fα
(
0
λ
)
+ (ℓ+ 1)
∫ λ2
0
(
λ2 − x
)ℓ
· λ fα
(x
λ
)
dx
= −λ2ℓ+3 · f(0) + (ℓ+ 1) · λ2
∫ λ
0
(
λ2 − λx
)ℓ
· fα (x) dx
= −λ2ℓ+3 · f (0) + (ℓ+ 1) · λℓ+2m(ℓ)α . (8)
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We write σ(α) = v0 · · · vλ−1 and with Definition 1.1:
∫ λ2
0
(
λ2 − x
)ℓ+1
· fσ(α)(x)dx =
λ−1∑
k=0
∫ (k+1)λ
kλ
(
λ2 − x
)ℓ+1
· fσ(α)(x)dx
=
λ−1∑
k=0
∫ λ
0
(
λ2 − x− kλ
)ℓ+1
· fvk(x)dx.
It remains to express (λ2−x−kλ)ℓ+1 in the basis ((λ−x)q; 0 ≤ q ≤ ℓ+1). To do this, we derive q
times the polynomial function (λ2−x−kλ)ℓ+1 and we estimate it at x = λ. We fix k ∈ {0, . . . , λ−1}:
(
λ2 − x− kλ
)ℓ+1
=
ℓ+1∑
q=0
a
(ℓ+1)
q,k (λ− x)
q,
where a
(ℓ+1)
q,k =
(ℓ+1)!
q! (ℓ+1−q)! (−1)
q
(
λ2 − λ(k + 1)
)ℓ+1−q
for 0 ≤ q ≤ ℓ+ 1. In particular:
a
(ℓ+1)
ℓ+1,k = (−1)
ℓ+1, a
(ℓ+1)
ℓ,k = (ℓ+ 1) · (−1)
ℓ · λ ·
(
λ− k − 1
)
, . . .
Therefore we have:∫ λ2
0
(
λ2 − x
)ℓ+1
· fσ(α)(x)dx =
λ−1∑
k=0
ℓ+1∑
q=0
a
(ℓ+1)
q,k
∫ λ
0
(
λ− x
)q
· fvk(x)dx. (9)
With Equations (8), we find:
ℓ+1∑
q=0
λ−1∑
k=0
a
(ℓ+1)
q,k m
(q)
vk
= −λ2ℓ+3 f (0) + (ℓ+ 1)λℓ+2m(ℓ)α .
The normalized relation is:
ℓ+1∑
q=0
(−1)q
(ℓ+ 1− q)!
λ−1∑
k=0
(
λ− k − 1
)ℓ+1−q
m˜(q)vk = −
1
ℓ!
λℓ+2 f (0) +
1
ℓ!
λm(ℓ)α .
We simplify this expression with Definition 2.2 of δ
(ℓ+1−q)
β∈σ(α) :
ℓ+1∑
q=0
(−1)q
(
δ
(ℓ+1−q)
a∈σ(α) m˜
(q)
a + δ
(ℓ+1−q)
b∈σ(α) m˜
(q)
b
)
= −
1
ℓ!
λℓ+2 f (0) + λℓ+1m˜(ℓ)α .
4 A technical lemma
Lemma 4.1. Let λ be a positive real number and f be a continuous function which is solution of
(Eλ). Then for every n ∈ N and ℓ ∈ N:
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
=
ℓ∑
k=0
1
(k + 1)!
1
λ(k+1)(ℓ−
k
2)
f
( n
λℓ−k
)
+ I(ℓ+1)n , (10)
where the remainder integral I
(ℓ)
n is:
I(ℓ)n :=
1
λℓ(ℓ+1)/2
1
ℓ!
∫ λ
0
(λ− u)ℓf(u+ λn)du. (11)
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Remark 3. Let σ be a λ-uniform substitution satisfying (1) and (3). We suppose that f is a solution
of (Eλ) which is the concatenation of two continuous functions fa, fb : [0, λ] → R along a word
u = u0u1 · · · ∈ {a, b}
N such that u = σ(u).
Then for every n ∈ N and ℓ ∈ N, I
(ℓ)
n depends only on un and ℓ. With Definition 3.1 of moments,
Relation (10) can be rewritten as follows:
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
=
ℓ∑
k=0
1
(k + 1)!
1
λ(k+1)(ℓ−
k
2 )
f
( n
λℓ−k
)
+
1
λℓ(ℓ−1)/2
m˜(ℓ)vn . (12)
Proof of Lemma 4.1. We fix two non-negative integers n and ℓ. From Equation (Eλ):
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
=
∫ (n+1)/λℓ
n/λℓ
f(t)dt.
Still according to Equation (Eλ), the values of the function at n · λ
−ℓ and t ∈ R+ satisfy:
∀t ∈ R+, f(t) = f
( n
λℓ
)
+
∫ λt
n/λℓ−1
f(s1)ds1.
The two previous relations involve:
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
=
1
λℓ
f
( n
λℓ
)
+
∫ (n+1)/λℓ
n/λℓ
∫ λt
n/λℓ−1
f(s1)ds1dt.
We can iterate the process using the relation:
for s1 ∈ R+, f(s1) = f
( n
λℓ−1
)
+
∫ λs1
n/λℓ−2
f(s2)ds2.
The goal is to continue this process (like Taylor series) and to express f
(
n+1
λℓ+1
)
− f
(
n
λℓ+1
)
as a
linear combinaison of {f(n·λ−k); 0 ≤ k ≤ ℓ} and an integral on [kλ, (k+1)λ]. To do this, we introduce
the following terms:
Vk :=
∫ (n+1)/λℓ
n/λℓ
∫ λt
n/λℓ−1
∫ λs1
n/λℓ−2
· · ·
∫ λsk−1
n/λℓ−k
dsk · · · ds1dt for k ∈ {0, . . . , ℓ}, (13)
I :=
∫ (n+1)/λℓ
n/λℓ
∫ λt
n/λℓ−1
∫ λs1
n/λℓ−2
· · ·
∫ λsℓ
λn
f(sℓ+1)dsℓ+1 · · · ds1dt. (14)
Continuing the process described above, we have:
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
=
ℓ∑
k=0
Vkf
( n
λℓ−k
)
+ I. (15)
It remains to calculate the values of (Vk)0≤k≤ℓ and I.
— We fix k ∈ {0, . . . , ℓ} and we calculate Vk defined in (13). We put ui = λ(λ
ℓ−isi − n) for
i ∈ {1, . . . , k − 1} and v = λ(λℓt− n):
Vk =
k∏
i=0
1
λℓ−i+1
∫ λ
0
∫ v
0
∫ u1
0
· · ·
∫ uk−1
0
duk · · · du1dv.
=
1
λ(k+1)(ℓ+1)
(
k∏
i=0
λi
)
λk+1
(k + 1)!
=
1
(k + 1)!
λ(k+1)(
k
2
−ℓ). (16)
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— We make the substitution u+ λn = sℓ+1 in Equation (14):
I =
∫ (n+1)/λℓ
n/λℓ
∫ λt
k/λℓ−1
∫ λs1
n/λℓ−2
· · ·
∫ λsℓ
λn
f(u+ λn)dudsℓ · · · ds1dt.
If we put ui = λ(λ
ℓ−isi − n) for i ∈ {1, . . . , ℓ} and v = λ(λ
ℓt− n):
I =
ℓ+1∏
i=0
1
λℓ−i+1
∫ λ
0
∫ v
0
∫ u1
0
· · ·
∫ uℓ−1
0
f(u+ λn)duduℓ · · · du1dv
=
ℓ+1∏
i=0
1
λi
∫ λ
0
(∫
u<uℓ<···<u1<v<λ
dvdu1 · · · duℓ
)
f(u+ λn)du
=
1
λ(ℓ+1)(ℓ+2)/2
∫ λ
0
(λ− u)ℓ+1
(ℓ+ 1)!
f(u+ λn)du = I(ℓ+1)n . (17)
Lemma 4.1 is proved by combining Relations (15), (16) and (17).
5 Proof of Theorem 1.2
Let σ be a λ-uniform substitution satisfying (1) and (3). We denote by Sλ the set of solutions of
(Eλ) which are the concatenation of two continuous functions [0, λ] → R along a word u = u0u1 · · · ∈
{a, b}N such that u = σ(u).
We prove that the map from Sλ into R
2 defined by f 7→
(
f(0), f(1)
)
is an injective morphism.
We fix a function f ∈ Sλ such that f(0) = f(1) = 0.
1. From Equation (Eλ):
m(0)u0 = m˜
(0)
u0 =
∫ λ
0
f(t)dt = f(1)− f(0) = 0.
We calculate the following integral for every non-negative integer n:
∫ nλ2
0
f(t)dt =


n−1∑
k=0
λ−1∑
i=0
∫ k2λ+(i+1)λ
k2λ+iλ
f(t)dt =
n−1∑
k=0
(
λam
(0)
a + λbm
(0)
b
)
= n
(
λam
(0)
a + λbm
(0)
b
)
,
f(nλ)− f(0).
We divide this expression by n and since f is bounded:
λam
(0)
a + λbm
(0)
b =
1
n
f(nλ)−
1
n
f(0) −→
n→+∞
0.
So we have m
(0)
a = m
(0)
b = 0 and for every n ∈ N:
f(n) = f(0) +
∫ nλ
0
f(t)dt = f(0) +
n−1∑
k=0
∫ λ
0
f(t)dt = f(0) +
n−1∑
k=0
m(0)uk
= f(0) + |u0 · · · un−1|a ·m
(0)
a + |u0 · · · un−1|b ·m
(0)
b = 0.
2. We show by induction on ℓ ≥ 1 that m
(i)
α = 0 for every α ∈ {a, b} and every 0 ≤ i ≤ ℓ.
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We suppose that m
(i)
α = 0 for α ∈ {a, b} and 0 ≤ i ≤ ℓ. We recall Relation (7) in Lemma 3.2
for α = a:
ℓ+1∑
q=0
(−1)q
(
δ
(ℓ+1−q)
a∈σ(a) m˜
(q)
a + δ
(ℓ+1−q)
b∈σ(a) m˜
(q)
b
)
= −
1
ℓ!
λℓ+2 f (0) + λℓ+1m˜(ℓ)a .
By induction hypothesis, we have:
λam˜
(ℓ+1)
a + λbm˜
(ℓ+1)
b = 0. (18)
We use Relation (7) for the positive integer ℓ+ 1 with α = a and α = b:

ℓ+2∑
q=0
(−1)q
(
δ
(ℓ+2−q)
a∈σ(a) m˜
(q)
a + δ
(ℓ+2−q)
b∈σ(a) m˜
(q)
b
)
= −
1
(ℓ+ 1)!
λℓ+3 f (0) + λℓ+2m˜(ℓ+1)a ,
ℓ+2∑
q=0
(−1)q
(
δ
(ℓ+2−q)
a∈σ(b) m˜
(q)
a + δ
(ℓ+2−q)
b∈σ(b) m˜
(q)
b
)
= −
1
(ℓ+ 1)!
λℓ+3 f (0) + λℓ+2m˜
(ℓ+1)
b .
⇐⇒


ℓ+2∑
q=ℓ+1
(−1)q
(
δ
(ℓ+2−q)
a∈σ(a) m˜
(q)
a + δ
(ℓ+2−q)
b∈σ(a) m˜
(q)
b
)
= λℓ+2m˜(ℓ+1)a ,
ℓ+2∑
q=ℓ+1
(−1)q
(
δ
(ℓ+2−q)
a∈σ(b) m˜
(q)
a + δ
(ℓ+2−q)
b∈σ(b) m˜
(q)
b
)
= λℓ+2m˜
(ℓ+1)
b .
When we subtract these two relations, the coefficients of m˜
(ℓ+2)
a and m˜
(ℓ+2)
a vanish:
(−1)ℓ+1 ·
(
δ
(1)
a∈σ(a)−δ
(1)
a∈σ(b)
)
m˜(ℓ+1)a +(−1)
ℓ+1·
(
δ
(1)
b∈σ(a)−δ
(1)
b∈σ(b)
)
m˜(ℓ+1)a = λ
ℓ+2
(
m˜(ℓ+1)a −m˜
(ℓ+1)
b
)
.
(19)
We recall that δ
(1)
a∈σ(a) − δ
(1)
a∈σ(b) = 1. Moreover from (6),
δ
(1)
a∈σ(a) + δ
(1)
b∈σ(a) = δ
(1)
a∈σ(b) + δ
(1)
b∈σ(b).
Then δ
(1)
a∈σ(b) − δ
(1)
a∈σ(a) = −1. We can rewrite (19):
(−1)ℓ+1m˜(ℓ+1)a − (−1)
ℓ+1m˜(ℓ+1)a = λ
ℓ+2
(
m˜(ℓ+1)a − m˜
(ℓ+1)
b
)
,
so we find:
m˜(ℓ+1)a − m˜
(ℓ+1)
b = 0. (20)
Combining Equations (18) and (20): m˜
(ℓ+1)
a = m˜
(ℓ+1)
b = 0.
3. We show by induction on ℓ ∈ N that f(nλ−i) = 0 for every n ∈ N and 0 ≤ i ≤ ℓ.
For every n ∈ N, we recall Equation (12):
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
=
ℓ∑
k=0
1
(k + 1)!
1
λ(k+1)(ℓ−
k
2 )
f
( n
λℓ−k
)
.
It is easy to verify by induction that for every n ∈ N:
f
(
n+ 1
λℓ+1
)
− f
( n
λℓ+1
)
= 0.
Since f(0) = 0, therefore f
(
n
λℓ+1
)
= 0 for every n ∈ N.
4. We have seen that f vanishes at λ-adic points (i.e. the points nλ−k for n, k ∈ N). These points
form a dense subset of R+ and f is a continuous function, therefore f is the identically zero
function.
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