Let A be a cosemisimple Hopf * -algebra with antipode S and let Γ be a left-covariant first order differential * -calculus over A such that Γ is selfdual (see Section 2) and invariant under the Hopf algebra automorphism S 2 . A quantum Clifford algebra Cl(Γ, σ, g) is introduced which acts on Woronowicz' external algebra Γ ∧ . A minimal left ideal of Cl(Γ, σ, g) which is an A-bimodule is called a spinor module. Metrics on spinor modules are investigated. The usual notion of a linear left connection on Γ is extended to quantum Clifford algebras and also to spinor modules. The corresponding Dirac operator and connection Laplacian are defined. For the quantum group SL q (2) and its bicovariant 4D ± -calculi these concepts are studied in detail. A generalization of Bochner's theorem is given. All invariant differential operators over a given spinor module are determined. The eigenvalues of the Dirac operator are computed.
Introduction
Noncommutative geometry has been invented in the eighties as a new field by the pioneering work of A. Connes [4] . Nowadays it is commonly expected that it will provide new mathematical tools and methods for applications in theoretical physics (quantum gravity, physics at small distances). On the other hand, quantum groups also arose in the eighties as new classes of noncommutative non-cocommutative Hopf algebras [10] . A general framework for bicovariant noncommutative differential calculi over Hopf algebras has been provided by S. L. Woronowicz [21] . In the meantime a deep algebraic theory of such calculi has been developped (see, for instance, [16] , Chapter 14) . Unfortunately, the bicovariant differential calculus on quantum groups does not fit into the realm of the noncommutative geometry of A. Connes. As a first step to connect both theories one needs spin structures and Dirac operators on quantum groups. In this paper we study whether covariant differential calculi permit the setup of a spin geometry. The bridge to A. Connes' noncommutative geometry will be considered in a forthcoming paper.
The theory of spin and related structures for (pseudo)riemannian manifolds has its origin in Dirac's relativistic theory of the electron (1928) . Comprehensive introductions into the subject can be found (for instance) in the books by E. Cartan [3] , A. Crumeyrolle [5] , and H. B. Lawson and M.-L. Michelsohn [17] . Recently some attempts have been made to generalize these structures to noncommutative algebras. Connections on bimodules of differential one-forms have been examined by several authors [6] , [9] , [2] , [7] , [13] . In the paper of R. Bautista et. al. [1] quantum Clifford algebras are constructed in the case where the braiding on the tensor product of one-forms satisfies the Hecke relation.
The aim of this paper is to present generalizations of certain well-known structures of the spin geometry to left-covariant differential * -calculi on quantum groups.
Throughout we deal with a cosemisimple Hopf * -algebra A and with a selfdual S 2 -invariant left-covariant differential * -calculus over A. A definition of the corresponding quantum Clifford algebra and its main involution is given. It is proved that the quantum Clifford algebra has a representation on Woronowicz' external algebra. Spinor modules are defined as left ideals and A-subbimodules of the quantum Clifford algebra. Conditions for the extension of a connection on the differential calculus to the latter objects are given. The connection Laplacian and the Dirac operators are constructed. The symmetry of the Dirac operator with respect to metrics on spinor modules is analyzed. After a discussion of the general situation the quantum group SL q (2) (with three non-isomorphic * -structures) and the two 4-dimensional bicovariant differential calculi on it are studied in detail.
It is proved that there exists a minimal spinor module S 0 of the quantum Clifford algebra. We introduce a Hopf * -algebraÃ which contains A = O(SL q (2)) as a Hopf subalgebra. Then one can define a right coaction ofÃ on S 0 which is compatible with the Clifford multiplication and the original right coaction of the differential calculus. ThereforeÃ can be interpreted as the function algebra of a covering of the quantum group SL q (2) . Also the uniqueness of the metric on S 0 is proved. It is important to emphasize that this metric is hermitean and nondegenerate but it is not positive definite. Connections on the quantum Clifford algebra and on S 0 are found. It turns out that with our definitions there exists no torsion free connection on the differential one-forms. Finally all invariant differential operators on the spinor module S 0 are determined. The eigenvalues of the Dirac operator are computed and a generalization of Bochner's theorem is proved. The paper is organized in the following way. In Section 1 the definition and some properties of cosemisimple Hopf * -algebras are given. In Section 2 we collect the assumptions on the differential calculus over the Hopf * -algebra. In Section 3 we introduce and study quantum Clifford algebras, spinor modules and metrics on it. In Section 4 we investigate linear connections on differential forms, quantum exterior and quantum Clifford algebras and on spinor modules. We introduce a duality of left connections which makes the definition of the connection Laplacian possible. In Section 5 the Dirac operator is defined and some of its properties are proved. In Section 6 we apply the general theory developped in the preceding sections to the 4-dimensional bicovariant differential calculi on the quantum groups SU q (2), SU q (1, 1) and SL q (2, R). All structures are worked out in great detail. Quantum spin groups for the differential structures on these quantum groups and metrics and connections on the spinor module S 0 are determined. In Section 7 we use generalized ℓ-functionals and Clebsch-Gordan coefficients to obtain all invariant differential operators on the spinor module S 0 and on one of its subbimodules S + 0 . One of our main results (Theorem 7.2) states that the algebra of invariant differential operators on S + 0 is commutative and generated by two elements and one relation (92). In Section 7 we also compute the eigenvalues of the Dirac operator and prove a generalization of Bochner's theorem (Theorem 7.5). In two appendices some properties of the Hopf algebras O(SL q (2)) and U q (sl 2 ) and a corresponding graphical calculus for the morphism spaces are recalled.
Let us fix some notation. If not otherwise stated, we follow the definitions and conventions of the monograph [16] . In this paper A denotes a cosemisimple Hopf * -algebra over the complex numbers with coproduct ∆, counit ε and antipode S. We use Sweedler's notation ∆(a) = a (1) ⊗a (2) . The symbol Mor(v, w) denotes the vector space of intertwiners T of corepresentations v and w of A. Throughout we use Einstein's convention to sum over repeated indices. The author is grateful to K. Schmüdgen for suggesting the subject of this paper and H. B. Rademacher for hints to clarify the commutative case.
Cosemisimple Hopf * -algebras
A Hopf algebra A is called a Hopf * -algebra if A is a * -algebra with involution * : A → A such that ∆(a * ) = ( * ⊗ * )∆(a) for any a ∈ A. A Hopf algebra
A is called cosemisimple, if any corepresentation of A is a direct sum of simple corepresentations. If not otherwise stated, A always denotes a cosemisimple Hopf * -algebra.
One of the most important properties of cosemisimple Hopf algebras is the existence of a unique left-and right-invariant functional (the Haar functional)
h on A such that h(1) = 1. Moreover, the Haar functional is left-and right-regular, i. e. b ∈ A and h(ab) = 0 (h(ba) = 0) for any a ∈ A implies b = 0.
Since the functional h ′ on A, defined by h ′ (a) := h(a * ) for all a ∈ A is also left-and right-invariant and h ′ (1) = 1, we have h ′ = h and therefore h(a * ) = h(a)
for any a ∈ A. It is well known that there is an automorphism ρ of A such that h(ab) = h(bρ(a)) for any a, b ∈ A. More precisely, if w = (w ij ) is a simple corepresentation of A and F = (F kl ) ∈ Mor(w, w cc ), F = 0, then F is an invertible matrix with complex entries, TrF = 0, TrF −1 = 0 and
Let us define a mapping β : A → A by β(a) := ρ(a) * . Then we have h(ab) = h(bβ(a) * ) for any a, b ∈ A and β becomes an algebra involution of A. Indeed, β is an antilinear antiendomorphism of A and
for any a, b ∈ A. Hence a = β 2 (a) for any a ∈ A. Lemma 1.1. For the algebra involution β of A the following formula holds:
Proof. Both sides of (3) are antilinear mappings from A to A ⊗ A. Hence it suffices to prove the lemma for a = w ij , where w kl are matrix elements of an irreducible corepresentation of A such that ∆(w ij ) = w ik ⊗ w kj . Let F be an invertible morphism of the corepresentations w and w cc . For the left hand side of (3) we obtain
by (1) . Since ∆ is a * -homomorphism, the latter is equal to
) and (3) follows from ( * ).
S

-invariant differential calculi
Let A be a cosemisimple Hopf * -algebra and (Γ, d) a left-covariant first order differential * -calculus over A. Let X denote the quantum tangent space of Γ . Since S 2 is a Hopf algebra automorphism of A, there is a left-covariant first order differential calculus (Γ ′ , d ′ ) with quantum tangent space X ′ := S 2 (X ) (see [11] ).
In this article all first order differential calculi are assumed to be
. . , n = dim X } be a basis of X and let {θ i | i = 1, . . . , n} be the dual basis of the vector space of left-invariant 1-forms Γ L . This means that for the differential mapping d : A → Γ the formula the antisymmetrizer A k is a twosided ideal in
If we now define
Let us call a FODC (Γ, d) self-dual, if there exists a braiding σ of Γ and a leftcovariant σ-metric g : Γ ⊗ A Γ → A [12] . More exactly, the mapping g should be a homomorphism of left-covariant A-bimodules, be non-degenerate, and should satisfy the equations gσ = g on Γ ⊗ A 2 and g 12 σ
compatibility with the involution we assume that 
Proof. First recall that
Using (10) , gσ = g and left-covariance of g it follows that
The other direction of the assertion can be shown similarly.
Now if Γ is an S 2 -invariant left-covariant FODC then we additionally require that left-covariant σ-metrics g on Γ have to satisfy (12) . This in turn implies that g(S 2 (ρ)) = S 2 (g(ρ)) holds for ρ ∈ Γ ⊗ A Γ . In this article we always assume that the first order differential calculus (Γ, d) is self-dual.
Remark.
The property (12) of the σ-metric g will be used only in the proof of Proposition 5.3. However, the requirement gS 2 = S 2 g is essential for the existence of the algebra involution β of the quantum Clifford algebra Cl(Γ, σ, g), see Proposition 3.2.
Suppose for a moment that A is a coquasitriangular Hopf algebra and there is a simple corepresentation u of A such that the contragredient corepresentation u c is isomorphic to u. For example, this is the case for A = O(SL q (2)) and u the fundamental corepresentation of A. In [12] it was proved that in this setting there exists a bicovariant first order differential calculus (Γ (u), d) over A which is self-dual. Moreover, there exists a bicovariant σ-metric on Γ (u). This example will be considered in detail in Section 6.
Quantum Clifford algebras
Let (Γ, d) be a FODC over A, σ a braiding and g a σ-metric of Γ . Similarly to the construction in [12] one can define a contraction mapping ·, · :
Differing from the notation therein we set ρ, ρ
and retain the formulas
where
proposed the notion of a quantum Clifford algebra. Adapting their ideas to the present situation and having the classical situation in mind we introduce the following definition.
Definition 3.1. Let I denote the two-sided ideal of the tensor algebra Γ ⊗ A generated by the elements
The algebra Γ ⊗ A /I is called the quantum Clifford algebra for the left-covariant A-bimodule Γ and the σ-metric g. We denote it by Cl(Γ, σ, g).
Let m Cl denote the canonical mapping m Cl :
Similarly to the classical case, Cl(Γ, σ, g) can be equipped with a Z 2 -grading such that deg
), η ∈ {+, −}, denote the subspace of homogeneous elements of degree η.
Since g is left-covariant, there exists a natural left coaction of A on Cl(Γ, σ, g).
In the classical situation, the Clifford algebra has a representation over the exterior algebra. Now we should prove that this is valid also in the quantum case.
Proposition 3.1. The formulas
where a ∈ A, ρ ∈ Γ ∧ and ω ∈ Γ , define a representation of Cl(Γ, σ, g) over Γ ∧ .
Proof. Since ·, · is a homomorphism of the left A-modules Γ ⊗ A Γ ∧ and Γ ∧ , it is easy to see that (15) gives a well-defined action of the A-bimodule Γ on Γ ∧ . Hence this action can be extended to an action ⊲ on Γ ∧ of the algebra Γ ⊗ A . Now we only have to prove that the elements in (14) act trivially on Γ ∧ .
Suppose that a ij
Since a ij θ i , θ j , ρ k = a ij θ i ∧ θ j , ρ k , the first and fourth summands of the above expression vanish. By formula (39) in [12] the second summand can be written as
The first summand of ( * * ) is the same as the last one in ( * ). Therefore ( * ) becomes
, and so a ij = b ij for any i, j = 1, . . . , n. This means that ( * ) vanishes for any ρ k ∈ Γ ∧k .
Remark. Since ρ ⊲ 1 = ρ for any ρ ∈ A ⊕ Γ , ρ = 0 in Cl(Γ, σ, g) implies that ρ = 0 in A ⊕ Γ . Hence A and Γ can be naturaly embedded in Cl(Γ, σ, g). Proof. We have to show that if (id−σ)ρ 2 = 0 for
). Since ker(id − σ) is a left-covariant left A-module, we can assume that a ij ∈ C. By definition we have
). But the latter is equal to β(g(ρ 2 )) because of gS 2 = S 2 g and the requirement (11) .
Similarly to the classical situation a left-covariant left ideal S of Cl(Γ, σ, g) is called a spinor module if S is an A-bimodule, too. By Theorem 4.1.1. in [20] it follows that S is a free left A-module and there exists a left-invariant A-module basis of S. Let m Cl,S denote the left action m Cl,S : Γ ⊗ A S → S of Γ on the spinor module S.
One of the most important aims of this article is to introduce a (hermitean non-degenerate) metric on spinor modules S. In order to do this let S c denote the complex conjugate of the vector space S, that is S c = S as sets and λψ c = (λψ) c for λ ∈ C, ψ ∈ S. We define a left coaction ∆ L and an A-bimodule structure on the vector space S ⊗ S c by
and * is the involution of A. To simplify the notation we will write aψ, bψ ′ for aψ, (bψ ′ ) c . But remember that the metric is antilinear in the second component.
for any a, b ∈ A and ψ, ψ ′ ∈ S. Then it is left-covariant if and only if ψ, ψ ′ 0 ∈ C for any ψ, ψ ′ ∈ S L . Hence, if ·, · is a metric on S then ·, · 0 can be reconstructed by the setting aψ, bψ 
for all a ∈ A and ψ, ψ ′ ∈ S.
Of course, metrics on spinor modules always exist. In this paper interesting metrics will also have to satisfy the equation
for u ∈ Cl(Γ, σ, g) and ϕ, ψ ∈ S (see Proposition 5.2). A similar construction as in Section 8.2.1 in [5] gives the existence of such a metric on "minimal" spinor modules (minimal left ideals).
. This means that the mapping ·, · is hermitean. For an arbitrary element u ∈ Cl(Γ, σ, g) we get
and therefore uψ, ψ
Finally we have to prove the non-
L . This means that there are bases {ψ i } and {ψ
Suppose now that ψ ∈ S \ {0}. Then ψ = ψ i a i , a i ∈ A, and we can assume that a := a 1 = 0. There exists b ∈ A such that h(ba (1)f (a (2) )) = 0. We conclude that 
Connections
Let C be an A-bimodule and (Γ, d) a first order differential calculus over A.
Following [2] we call a map ∇ : C → Γ ⊗ A C a left connection on C if it satisfies the rule
for any a ∈ A and any
Unfortunately, in general it is not possible to extend a connection on an Abimodule C to the tensor product
was given in which case such an extension can be made. The definition therein yields that a left connection is extensible if and only if there exists a bimodule homomorphismσ :
holds for all a ∈ A and ρ ∈ C. In this case, following Mourad's definition [19, 9] , ∇ is called a linear left connection on the A-bimodule C. Let ∇ be a linear left connection on C. One defines the left connection ∇ :
for ρ ∈ C and
for ρ ∈ C, ρ ′ ∈ C ′ and a ∈ A.
Let C be a left-covariant A-bimodule and let
is a linear left connection on C if and only if
for any α, β = 1, . . . , M, i = 1, . . . , n.
Proof. Recall that {θ i ⊗ A η β } and {η α } are free bases of the left A-modules Γ ⊗ A C and C, respectively. Hence by (20) any left connection on C is uniquely determined by elements Γ iβ α ∈ A. Moreover, left-covariance of ∇ is satisfied if and only if Γ iβ α ∈ C for any α, β = 1, . . . , dim C and i = 1, . . . , n. By the above considerations and because of da = a (1) S(a (2) )da (3) , ∇ is a linear left connection if and only if the mappingσ, given bỹ
ρ i ∈ C, a i ∈ A, is well defined. On the left hand side the expressioñ
) appears which is zero for linearly independent ρ i if and only if a i ∈ R Γ + C · 1. This gives thatσ is well-defined if and only if ε(a)∇(ρ) − ∇(ρS(a (1) ))a (2) = 0 for any a ∈ R Γ + C · 1 and ρ ∈ C L . Now let us compute this expression for ρ = η α .
The second summand of ( * ) can be reformulated as
For the third summand of ( * ) one computes
Together we obtain
for any a ∈ A and α = 1, . . . , M. Finally, recall that f ∈ A ′ , f (a) = 0 for any
Definition 4.1. Let C be an A-bimodule algebra with multiplication •. Then a linear mapping ∇ :
Let C be an A-bimodule algebra and S a left C-module with left action ⊲. Then a mapping ∇ S : S → Γ ⊗ A S is called a linear left connection on S if there is a left connection ∇ on C such that
for any a ∈ C and ϕ ∈ S. Let us call a FODC (Γ, d) over A inner, if there exists an ω ∈ Γ such that da = ωa − aω for any a ∈ A. 
Moreover, any linear left connection on C is given in this manner.
Remark. For C = Γ the assertion of the lemma was already proved in [2, Prop. C.3]. Since the proof of this lemma is similar, we omit it.
For inner first order differential calculi Γ over A the following proposition holds. Proof. First one checks with (22) that
Proposition 4.3. Suppose that (Γ, d) is an inner FODC and ∇ is a linear left connection on
Suppose that σ 23σ12σ23 =σ 12σ23 σ 12 . Then for any i ∈ N, 1 < i ≤ k we have
Similarly, if g 23σ12σ23 = g 12 and k ≥ 2 then for any i ∈ N,
Hence ∇ is a well-defined connection on Γ ∧ .
Let now ρ ∈ Γ ⊗ A be an element of the ideal I in Definition 3.1. Without loss of generality we may assume that
and the first summand is an element of Γ ⊗ A I. Now it suffices to show that
But (33) follows from σ k+2,k+3σ =σσ k+1,k+2 and σρ 2 = ρ 2 and (34) is proved by g k+2,k+3σ =σg k+1,k+2 . respectively, such that
Proof. It is enough to compare both sides of (28) for a ∈ Γ and ϕ ∈ C. The left hand side becomes ω⊗ A aϕ − τ (aϕ⊗ A ω) + V (aϕ). The right hand side takes the form
Both sides are equal if and only if (36) holds.
Let Γ ∧ be a differential calculus over A with first order part Γ . Let ∇ be a left connection on Γ . The mapping T : Γ → Γ ∧2 , defined by the formula
then T is a homomorphism of A-bimodules if and only if
Suppose that Γ ∧ is an inner differential calculus over A, that is there exists
If the torsion T of ∇ fulfills (37) then T (ρ) = 0 for all ρ ∈ Γ . Let S be a spinor module, ·, · a metric on S and let ∇ and ∇ S be linear left connections on Cl(Γ, σ, g) and on S, respectively. Generalizing the notion of Definition 3.2, we use the symbol aψ, bψ
is a left connection on S. It is called the connection dual to ∇ S (see also [2] ).
The connection dual to ∇ * S , denoted by ∇ * * S , is again ∇ S itself. Indeed, applying the involution * onto (38) and having Remark 1 after Definition 3.2 in mind we obtain
Hence
Remark. It is not clear whether the connection dual to ∇ S is linear or/and compatible with the left multiplication of the quantum Clifford algebra. The examples in Section 6 show that this can be the case, but ∇ S and ∇ * S are not necessarily compatible with the same linear connection on Cl(Γ, σ, g).
The mapping ∇ * ∇ S : S → S, given by
is called the connection Laplacian associated to the connection ∇ S on S.
Dirac operators
Let C be a finite dimensional left-covariant A-bimodule with basis
. . , n} and <X> denote the tangent space of a left-covariant FODC (Γ, d) over A and the unital complex subalgebra of A • generated by X , respectively. Observe that <X> can be equipped with a filtration such that deg X j = 1 for all j = 1, . . . , n.
. . , p with respect to the given filtration of <X>.
Let (Γ, d) be a FODC over A, Cl(Γ, σ, g) a corresponding quantum Clifford algebra and S a spinor module. Let ∇ and ∇ ′ be linear left connections on Cl(Γ, σ, g) and S, respectively, which are compatible with the multiplication of the quantum Clifford algebra. Then we define the Dirac operator D on Cl(Γ, σ, g) by D := m Cl ∇ and on S by D := m Cl,S ∇ ′ . Equation (20) gives that the Dirac operators on Cl(Γ, σ, g) and on S are first order left-invariant differential operators. At the end of this section it will be shown that the connection Laplacian on S is a second order differential operator.
Lemma 5.1. For all a, b ∈ A and X ∈ X the equation
holds.
Proof. Since both sides of the equation are linear in X it suffices to prove the lemma for X = X i , i = 1, . . . , dim X . We obtain
Since the Haar functional is right-invariant, we have hX l (c) = h(c)X l (1) = 0 for c ∈ A and therefore the first summand of the last expression vanishes. On the other hand, formula (5) gives
from which the assertion follows.
Suppose that ·, · : S ⊗ S c → C is a hermitean metric on S. Recall that β is an involution of the algebra Cl(Γ, σ, g).
Proposition 5.2. The Dirac operator D on S is symmetric with respect to the metric ·, · if and only if
Dϕ, ψ = ϕ, Dψ for any ϕ, ψ ∈ S L and equation (19) is fulfilled for u ∈ Cl(Γ, σ, g) and ϕ, ψ ∈ S.
Proof. Let a, b ∈ A and ϕ, ψ ∈ S L . Then
by Definition 3.2 and formulas (20) and (4). Applying Lemma 5.1 and using formula (5) it follows that ( * ) is equal to
( * * )
Suppose that Dϕ, ψ = ϕ, Dψ for any ϕ, ψ ∈ S L and (19) is fulfilled. Since any element of S is a linear combination of elements aϕ, a ∈ A, ϕ ∈ S L , we obtain Dϕ, ψ = ϕ, Dψ for any ϕ, ψ ∈ S by ( * * ).
For the other direction of the assertion of the lemma we suppose that D(aϕ), bψ − aϕ, D(bψ) = 0 for a, b ∈ A and ϕ, ψ ∈ S L . Then trivially Dϕ, ψ = ϕ, Dψ for any ϕ, ψ ∈ S L . Moreover, from ( * * ) = 0 we obtain
for a, b ∈ A and ϕ, ψ ∈ S L . Since the Haar functional ist left-regular, we conclude
Evaluating ε on this expression and setting b := b k , where
, we obtain θ k ϕ, ψ − ϕ, β(θ k )ψ = 0 for any ϕ, ψ ∈ S L . Since the elements of A and the set {θ k } generate Cl(Γ, σ, g), (19) holds for any u ∈ Cl(Γ, σ, g) and ϕ, ψ ∈ S L . Finally, by Remark 4 after Definition 3.2 we have u(aϕ), bψ = (β(b)ua)ϕ, ψ = ϕ, β(a)β(u)bψ = aϕ, β(u)bψ for any a, b ∈ A, ϕ, ψ ∈ S L and u ∈ Cl(Γ, σ, g). Proof. By the defining equation (40),
Let us reformulate both summands of the expression on the right hand side. Using (12) and Lemma 5.1 we obtain
Further, applying (38) we get
From this, equation (42) and since ·, · is non-degenerate we conclude that
for all a ∈ A and ψ ∈ S L .
In classical differential geometry the connection Laplacian and the Dirac operator (corresponding to the torsion-free euclidean connection) are related by the famous theorem of Bochner [17] . In the present setting, without any requirement on the torsion, only a weak form of this assertion holds. For a stronger result for the quantum group SL q (2) see also Theorem 7.5. 
Assume that ker(id
is a first order left-invariant differential operator on S.
Proof. Since D = m Cl,S ∇ S , from (20) it follows that the operator D 2 acts on S by the formula
for a ∈ A, ψ ∈ S. On the other hand, ∇ * ∇ S satisfies the equation (43). Hence by Definition 5.1 we have to show that the mapping ∂ : S → S, defined by
On the other hand, the second requirement on the braiding on page 7 ensures that
This means that ∂ is a first order left-invariant differential operator on S.
6 The quantum group SL q (2). An example.
Let A denote the Hopf algebra O(SL q (2)) with generators u i j . We use the symbolŝ R = (R ij kl ),Č = (Č ij ) andĈ = (Ĉ ij ) for the matrices with entrieŝ 
Equivalently, the right multiplication of the differential 1-forms θ ij by the generators u k l of A are given by
where ν 0 = ±, depending on the sign of the differential calculus. The element θ := q 1/2Č ij /q θ ij of Γ is biinvariant and the differential d : A → Γ can be defined by da := θa − aθ for any a ∈ A. The dual basis to {θ ij } of the quantum tangent space X is
For these functionals we have
We consider three involutions * of A. Let † denote the involution of O(SU q (2)), ⋆ the one of O(SU q (1, 1) ) and ♯ the one of O(SL q (2, R)). In all three cases the involution of A can be uniquely extended to an involution * of Γ such that d(aX
Hence the matrices B = (B 
respectively. For the involution of Γ we obtain the formulas
Recall that the braiding σ of Γ (defined by (10) 
Proof. Usual methods (see e. g. [13] ) give that g is a bicovariant mapping if and only if g(θ ij ⊗ A θ kl ) = λĈ ijĈkl + µĈ jkĈil , λ, µ ∈ C. Equation (46) implies that g is of the form (53) with c 1 ∈ C. Using (51), from the compatibility with the involution we conclude in all three cases that c 1 ∈ R. Finally, non-degeneracy of g gives that c 1 ∈ R × . The proof of the property gσ = g is an easy computation.
The other requirements are fulfilled for each homomorphism of the the bicovariant A-bimodules Γ ⊗ A Γ and A (see [15] ).
Let us now fix such a σ-metric g. The nonzero entries of the matrix (g ij,kl ), g ij,kl := g(θ ij ⊗ A θ kl ) are 
Setting |θ ij | = 3 − i − j and |u (46) and (55) we directly obtain that the algebra Cl(Γ, σ, g) becomes a graded algebra with grading | · |. Proof of the Proposition. For the first assertion it is enough to show that there are no non-trivial left-covariant ideals J of Cl(Γ, σ, g).
Suppose that J is a nonzero left-covariant ideal of Cl(Γ, σ, g). Then J is a free left A-module with a left-invariant basis. Since Cl(Γ, σ, g) is finite dimensional, J is so, too. Let ρ be a nonzero left-invariant element of J . We show that then 1 ∈ J , from which J = Cl(Γ, σ, g) follows.
1. If θ 11 ρ = 0 then ρ = θ 11 ρ ′ for a ρ ′ ∈ Cl(Γ, σ, g). Otherwise θ 11 ρ = 0. Hence there exists ρ 1 ∈ J \ {0} such that ρ 1 = θ 11 ρ ′ .
2. If ρ 1 θ 11 = 0 then |ρ 1 | = 1. Otherwise ρ 1 θ 11 = 0 and we get |ρ 1 θ 11 | = 1. Hence there exists ρ 2 ∈ J \ {0} such that |ρ 2 | = 1.
3. Let ρ 2 ∈ J \ {0}, |ρ 2 | = 1. Then ρ 2 is a linear combination of the elements θ 11 , θ 11 θ 12 , θ 11 θ 21 and θ 11 θ 12 θ 21 . If ρ 2 θ 21 = 0 then there are λ 1 , λ 2 ∈ C such that ρ 3 := ρ 2 = θ 11 (λ 1 + λ 2 θ 12 )θ 21 . Otherwise ρ 2 θ 21 = 0 and there are λ 1 , λ 2 ∈ C such that ρ 3 := ρ 2 θ 21 = θ 11 (λ 1 + λ 2 θ 12 )θ 21 . Again ρ 3 ∈ J \ {0}.
4.
We have θ 21 ρ 3 = −λ 2 (1 + q −2 )c 1 θ 11 θ 21 . If θ 21 ρ 3 = 0 then λ 2 = 0 and hence ρ 3 is a nonzero multiple of θ 11 θ 21 . Otherwise θ 21 ρ 3 = 0 and therefore θ 21 ρ 3 is a nonzero multiple of θ 11 θ 21 .
5. We obtained that ρ 4 := θ 11 θ 21 ∈ J . Then J ∋ θ 12 ρ 4 = −q 2 θ 11 θ 12 θ 21 . We also have J ∋ ρ 4 θ 12 = −θ 11 θ 12 θ 21 +(1+q −2 )c 1 θ 11 , hence θ 11 ∈ J . Therefore θ 11 θ 22 ∈ J and J ∋ θ 22 θ 11 = −θ 11 θ 22 − (1 + q 2 )c 1 . Hence 1 ∈ J . Now we turn to the proof of the second assertion. Using (55) one can easily see that Cl(Γ, σ, g)S 0 ⊂ S 0 . Moreover, since the dimension of the algebra of left-invariant elements of Cl(Γ, σ, g) is 16, each minimal left-covariant left ideal of Cl(Γ, σ, g) is 4-dimensional.
With help of the relations (55) of Cl(Γ, σ, g) one can easily determine the left action of the generators θ ij on S 0 . We obtain the following table.
Equivalently we can write
The following lemma proves that S 0 is a spinor module of Cl(Γ, σ, g). Proof. By Proposition 6.2, S 0 = Cl(Γ, σ, g)ψ
for all a ∈ A, we have (uψ
) and a ∈ A.
By Lemma 6.3 there exists a matrixf = (f
for any a ∈ A and i = 1, 2, where the sum is running over j = 1, 2. Similarly to the proof of the lemma one can compute the matrix elementsf i j . Using the commutation relations (55) of Cl(Γ, σ, g) and (45) one gets
For the generators u i j of A this means that
where the notation ν + := 1, ν − := ν 0 = ±1 (depending on the sign of the differential calculus) is used. Let χ denote the algebra automorphism of A defined by χ ⊲ u 
Recall the definition of a Doi-Hopf module in [8] . This theorem gives reason to think aboutÃ as the function algebra of the quantum spin group corresponding to the quantum Clifford algebra Cl(Γ, σ, g).
χ for a ∈ A, η ∈ {+, −} and i = 1, 2. Then compatibility of ∆ R with the right action of A on S 0 means that ∆ R (ψa) = ∆ R (ψ)∆(a). From (59) we conclude that
For the second assertion it suffices to prove the formula
The statement for η = − can be shown similarly.
One can ask whether the introduced * -structures on A can be extended to the left-covariant A-bimodule S 0 . Such an extension is not unique in general. One calls the involutions * and * ′ of S 0 equivalent if there exists an automorphism ϕ of the left-covariant A-bimodule S 0 , ϕ(aψb) = aϕ(ψ)b for a, b ∈ A, ψ ∈ S 0 , such that ϕ(ψ * ) = ϕ(ψ) * ′ for all ψ ∈ S 0 . To determine the involutions of S 0 , we use the necessary conditions
which stem from the compatibility of the involution with the left coaction and the bimodule structure of S 0 , respectively. Here we used the notation ψ i = ψ 
Theorem 6.5. For each one of the given involutions * of A there exists a left-covariant (hermitean non-degenerate) metric ·, · on S 0 which satisfies (19) . Moreover, this metric is unique up to a nonzero real factor c 2 . The explicit formula for the metric is given by
for the involutions †, ⋆ and ♯, respectively.
Observe that non of the obtained metrics is positive definite.
Proof. Since Cl(Γ, σ, g) is a simple left-covariant algebra by Proposition 6.2, the existence of such a metric follows from Proposition 3.3. To obtain the given formulas for the metric, one should choose the elements x = −q [2] Now we prove the uniqueness of the metric for the involution †. For the other involutions the proof is analogous. Since S is a minimal left ideal, each vector ψ ∈ S L \ {0} is cyclic. Hence because of (19) the numbers ψ 
and (η i , η Remark. None of left connections ∇ in Proposition 6.6 satisfies (37). For example, we have
Proof of the Proposition. We only have to show that the assumptions of Proposition 4.3 are fulfilled. This is very easily done for νσ (2) = νσ and νσ (3) = νσ −1 . Let us verify them for νσ (1) . From (46) follows that νσ (1) defines a homomorphism of the A-bimodule Γ ⊗ A Γ . Indeed, the coefficient of u r t θ xy ⊗ A θ zw of the expression νσ (1) 
or in the graphical calculus. This is zero because of the Yang-Baxter equation.
Inserting the matrices (52) and (66) into the formulas σ 23σ12σ23 =σ 12σ23 σ 12 and g 23σ12σ23 = g 12 , we obtain the requirements But these formulas are also satisfied. Hence by Proposition 4.3, the linear left connection ∇ on Γ given by νσ (1) , ν ∈ {1, −1}, is compatible with the multiplication of Cl(Γ, σ, g). Now let us look for linear left connections ∇ S on the spinor module S 0 which are compatible with the right coaction ofÃ on S 0 . This means that ∇ S should satisfy the equation ∆ R (∇ S ψ) = (∇ S ⊗ id)∆ R ψ for all ψ ∈ S 0 . Since Γ is an inner FODC, by Lemma 4.2 it suffices to determine all homomorphisms τ : S 0 ⊗ A Γ → Γ ⊗ A S 0 and V : S 0 → Γ ⊗ A S 0 of left-covariant bimodules, which are compatible with ∆ R . Let V :
. Using now (59) and (46), one can determine whether V is a homomorphism of right A-modules. An equivalent criterion is that the matrixV := (V ijk l ) satisfies the equation
SinceV ∈ Mor(u, u ⊗ u ⊗ u), this implies that 
The solutions of this equation correspond to the mappings τ given by
Finally, to obtain a linear left connection on the spinor module S 0 compatibility with the left action of Cl(Γ, σ, g) has to hold. This can be checked by Proposition 4.4. Observe that because of equations (69) and (71), for ψ ∈ S η 0 , η ∈ {+, −}, the first and second summand of (36) is an element of Γ ⊗ A S −η 0 and Γ ⊗ A S η 0 , respectively. Hence both summands have to vanish. Inserting formula (66) forσ and equation (57) and using the graphical calculus the following equations have to hold.
where i ∈ {1, 2, 3, 4} and ν ∈ {+, −}. We obtain the solutions V = 0 and
γ ∈ C. These considerations prove the first part of the following theorem. For some computations it is necessary to know ∇ S in the more explicit form
Proof of (ii).
Because of Proposition 5.2 we only have to show that Dϕ, ψ = ϕ, Dψ for all ϕ, ψ ∈ (S 0 ) L . From (76) and (57) we easily compute that
Inserting this into (64) we obtain that D is symmetric if and only if γ satisfies the given condition.
Invariant differential operators on S 0
In Section 5 it was shown that the Dirac operator and the connection Laplacian on S 0 are left-invariant differential operators. In this section we will prove that they are compatible with the right coaction
On the other hand, sums, complex multiples and products of invariant differential operators ∂ 1 and ∂ 2 on S 0 ,
where λ ∈ C, are again invariant differential operators on S 0 . Hence the set of invariant differential operators on S 0 forms an algebra D(S 0 ). Now we want to find out whether the Dirac operator and the connection Laplacian are generic in the algebra D(S 0 ) in some sense.
Let ∂ be a left-invariant differential operator on S 0 ,
Then ∂ is invariant if and only if ∆ R ∂(aψ
) for η ∈ {+, −}, i = 1, 2, a ∈ A. This is equivalent to the equation
a ∈ A, i, l = 1, 2, η, η ′ ∈ {+, −}. Multiplying by S(u i m ) from the right, applying S ⊗ id and then multiplying both factors of the tensor product we obtain
a ∈ A, l, m = 1, 2, η, η ′ ∈ {+, −}. In particular, ∂ is the sum of four invariant i,j are elements of the unital subalgebra <X ± > of U q (sl 2 ) generated by X kl , k, l = 1, 2. Evaluating a functional f ∈ A
• on both sides of equation (82) yields that
for all l, n = 1, 2, f ∈ A • , a ∈ A. Moreover, since A • separates the elements of A (see [16, Theorem 11 .22]), equation (83) 
and (83) implies that
for all f ∈ A • , i = 1, 2, 3. (86) gives that ∂ ′ commutes with ∂. Therefore (88) follows from the definition of I.
By the general theory (see e. g. (14.39) in [16] ) the equation 
Then obviously ad R (f )D 
are invariant. 
Proof. First we compute θ 2 aψ 
Multiplying and settingR
kl the latter becomes
Moreover, ( * ) is equivalent to
From this equation (92) easily follows. In [14] was proved that the locally finite part F (A • ), defined by
is isomorphic to the vector space
Because of da = θa − aθ, a ∈ A, we get
This together with Theorem 4.1 in [14] (or direct computation) gives that ε ± ℓ(u 1/2 ) = Lin{X ij + q 1/2Č ij /qε} for the 4D ± -calculus. Then Proposition 2.6
in [14] gives that
. Therefore p i,j can be written as a finite sum of functionals p (n)
i,j , n ∈ 1/2N 0 , and each differential operator corresponding to the functionals p
is an irreducible corepresentation, F (n) is invertible and unique up to a complex factor. Now let us define the mappingsl :
From (85) with l 1 = l 2 = n we obtain the formula and hence
for all r, n and all t = 0, 1, . . . , 2n. This proves that for each n ∈ 1/2N 0 there exists a unique 1-dimensional complex subspace V (n),1 of u (n) and a unique 3-dimensional one V (n),3 with basis {v (n),1 0 } and {v ) becomes the quantum Casimir element Z q of A
• . Recall that there is no nontrivial polynomial function p(·) with complex coefficients such that p(ε ± Z q ) ≡ 0. Therefore, sincẽ
) is a polynomial function of the element ε ± Z q of degree 2n. Further, Z q ∈l(u (1/2) ) implies that
for all n ∈ N. This means that for all n ∈ N there exists a polynomial P n (·) of de-
))) by ∂, the latter equation and Lemma 7.1 give
Let (e 1 , e −1 ) be a fixed basis of C 2 .
Corollary 7.3. The algebra of invariant differential operators D(S
where α, α ′ , β, β ′ ∈ {e 1 , e −1 }, ∂, ∂ ′ ∈D(S + 0 ). By the defining equation (38) and by Theorem 6.7 we are able to determine explicitly the left connection ∇ * S dual to ∇ S . Surprisingly the computations result in the formula ∇ * S (ψ) = θ⊗ A ψ − τ * (ψ⊗ A θ) for ψ ∈ S 0 , where
Comparing these formulas with (76) it turns out that the left connection ∇ * S is a linear left connection on the spinor module S 0 . However, for q ∈ R, ∇ S and Proof. The assertion follows at once if we have shown that the formulas
hold, where
for q ∈ R and
for |q| = 1. By equation (20) we obtain D(aψ) = a (1) X kl (a (2) )θ kl ψ + aDψ for a ∈ A, ψ ∈ S 0 . Inserting (78) and (57) and using the mappings∂ 0 and∂ 1 defined before (94) this gives
Similar computations for D(aψ − m ) and the transformation formulas (94) yield (108).
For the computation of (109) we use (43). First, the equation g(θ⊗ A θa) − g(θ⊗ A θ)a = 0 gives
and hence a (1) (X kl X mn )(a (2) )g(θ kl , θ mn ) = −2q −1/2 c 1 /qa (1)Ĉkl X kl (a (2) ). Consider the case when q ∈ R. From (77) we derive that
These together with (94) give the first summand for the connection Laplacian. The other one, corresponding to ∇ * ∇ S ↾S − 0 , and the formula for |q| = 1 can be determined similarly.
Let q ∈ R. Suppose that ∇ S is one of the linear left connections on S 0 from Theorem 6.7 such that ν = 1,γ = γ and η i = η 
is an invariant differential operator of order zero.
Proof. Using equations (108) and (92) we obtain that D 2 = e 1 ⊗ x ⊗ e 1 + e −1 ⊗ x ⊗ e −1 (in the notation of Corollary 7.3), where x denotes the operator
Setting ν = 1 and η
On the other hand, inserting ν = 1,γ = γ and η are non-isomorphic irreducible bicovariant vector spaces. Since∂ 0 and∂ 1 are invariant differential operators, by Schurs lemma they act by multiplication with a scalar on these vector spaces. Because of (115) we have S + 0 = n∈N/2 V n , and hence∂ 0 and∂ 1 are commonly diagonalizable.
For the computation of the eigenvalues of∂ 0 and∂ 1 on the eigenspaces V ± m , m ∈ 1/2N 0 , we use the canonical embedding of u (m) into the 2m-fold tensor product of the corepresentation u (1/2) . Let P (2m) denote the unique covariant projection of (u (1/2) ) ⊗2m onto its subcoalgebra u (m) . Of course we havê C i,i+1 P (2m) = P (2m)Či,i+1 = 0 andR i,i+1 P (2m) = P (2m)Ri,i+1 = q 1/2 P (2m) for 1 ≤ i < 2m. Therefore the vector spaces V 
respectively. The definition da = θa − aθ, θ = i,j q 1/2Č ij /qθ ij , and formula (46) 
A On the quantum group SL q (2)
Let O(SL q (2)) denote the algebra generated by the elements u 
where u (n) is the linear span of the matrix elements of the unique irreducible 2n + 1-dimensional corepresentation of O(SL q (2)). Let {u (n) ij | i, j = −n, −n + 1, . . . , n}, n ∈ N 0 /2, denote the basis of u (n) given in [18] . Then we have • q ∈ R; (u ik , a (1) )r(a (2) , u
are called the generalized ℓ-functionals. Let U q (sl 2 ) denote the algebra generated by the elements E, F, K and K
−1
and relations
We denote the unit element in U q (sl 2 ) by ε + . In this paper we consider the central extensionŨ q (sl 2 ) = U q (sl 2 ) ⊗ ε − of U q (sl 2 ). The algebraŨ q (sl 2 ) can be equipped with a Hopf structure such that ∆(E) = E ⊗ K + K −1 ⊗ E, ε(E) = 0, S(E) = −qE,
There exists a dual pairing between the Hopf algebrasŨ q (sl 2 ) and O(SL q (2)) such that for their generators the following formulas hold (the matrix entries for f ∈Ũ q (sl 2 ) are f (u 
HenceŨ q (sl 2 ) is a Hopf subalgebra of the dual Hopf algebra O(SL q (2))
• of O(SL q (2)). The real forms of O(SL q (2)) induce * -structures onŨ q (sl 2 ). They are uniquely given by the pairing of O(SL q (2)) andŨ q (sl 2 ) and by equation (5) . The explicit formulas are
