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COHOMOLOGY GROUPS INVARIANT UNDER CONTINUOUS
ORBIT EQUIVALENCE
YONGLE JIANG
Abstract. We show that certain bounded cohomology groups of an action in-
troduced in [3] and certain homology groups related to uniformly finite homology
of the action introduced in [4] are invariants for topological free actions under
continuous orbit equivalence in the sense of [14].
1. Introduction
We continue our study of continuous orbit equivalence introduced by Li [14]. In
this paper, we focus on certain (co)homology groups for a continuous group action
Gy X . Let us first review the introduction of these (co)homology groups.
Let G be a countable and discrete group. There are two remarkable character-
izations of amenablility of G. One, given by Johnson-Ringrose [13], says that G
is amenable if and only if the first bounded cohomology group with coefficients
in ℓ10(G)
∗∗ vanishes, i.e. H1b (G, ℓ
1
0(G)
∗∗) = 0, where ℓ10(G) denotes the argumen-
tation ideal, i.e. kernel of the summation map from ℓ1(G) to R. By contrast,
Block and Weinberger [2] described amenability in terms of non-vanishing of the
0-dimensional uniformly finite homology of G, i.e. Huf0 (G,R) 6= 0. For a short,
unified proof of these two results, see [5]. In particular, it was observed there that
Huf∗ (G,R) = H∗(G, ℓ
∞(G)) if G is finitely generated.
The notion of amenable actions of a group on a topological space generalizes the
concept of amenability and appears in many areas of mathematics. For example, a
group acts amenably on a point if and only if it is amenable, while every hyperbolic
group acts amenably on its Gromov boundary. For more on amenable actions, see
[1, 10, 11, 18].
Parallel to these characterizations, people also found two similar characterizations
for the amenablity of group actions in the topological sense. To do this, the key step
is to find appropriate coefficient modules associated to a continuous action Gy X .
More precisely, Brodzki, Niblo, Nowak and Wright considered the standard mod-
ule W0(G,X) and its submodule N0(G,X) := C(X, ℓ
1
0(G)). Note that W0(G,X)
∗
and N0(G,X)
∗∗ reduce to ℓ∞(G) and ℓ10(G)
∗∗ respectively when X is a point. Natu-
rally, they considered the bounded cohomology groups with coefficients inN0(G,X)
∗∗
[3] and also the uniformly finite homology of an action, Hufn (Gy X) as the group
homology with coefficients in W0(G,X)
∗, i.e. Hufn (G y X) := Hn(G,W0(G,X)
∗)
Date: July 3, 2018.
1
2 YONGLE JIANG
[4]. They succeeded in characterizing amenability of actions using these (co)homology
groups, generalizing the above results of Johson-Ringrose and Block-Weinberger for
group case. A similar approach was also taken by Monod in [17].
In [2] (see also [15]), among other results, Huf∗ (G,R) is shown to be an invariant
for groups under coarse equivalence, i.e. quasi-isometry if the groups are finitely
generated. Hence it is natural to ask whether the above (co)homology groups for
actions are also invariants under some “coarse equivalence” for actions.
In this paper, we show this is indeed true if we take “coarse equivalence” to be
continuous orbit equivalence, and actions are assumed to be topological free.
Let us recall the definition of continuous orbit equivalence, for known results on
this notion and its connection to geometric group theory, see [7–9, 12, 14, 15].
Given two continuous actions G y X and H y Y , where G, H are countable
discrete groups and X , Y are compact Hausdorff spaces, following [14], we say they
are continuous orbit equivalent (abbreviated as COE) if there are homeomorphisms
φ : X ≈ Y , ψ : Y ≈ X and continuous maps c : G × X → H , c′ : H × Y → G
such that φ(gx) = c(g, x)φ(x) and ψ(hy) = c′(h, y)ψ(y) hold for all g ∈ G, h ∈ H ,
x ∈ X and y ∈ Y . If these two actions are topological free, i.e. points with trivial
stabilizers are dense, then both c and c′ are cocycles [14, Lemma 2.8]. Recall that
c : G × X → H is a cocycle if c(g1g2, x) = c(g1, g2x)c(g2, x) for all g1, g2 ∈ G and
x ∈ X .
Now, we can state our main theorems. Note that all acting groups are assumed
to be countable discrete and spaces are assumed to be compact Hausdorff.
Theorem 1.1. Let G y X and H y Y be topological free actions. If these two
actions are COE. Then Huf0 (G y X) ∼= H
uf
0 (H y Y ) and Hn(G,N0(G,X)
∗) ∼=
Hn(H,N0(H, Y )
∗) for all n ≥ 0.
Theorem 1.2. Let G y X and H y Y be topological free actions. If these two
actions are COE. Then Hpb (G,N0(G,X)
∗∗) ∼= H
p
b (H,N0(H, Y )
∗∗) for all p ≥ 0.
Corollary 1.3. Let Gy X and H y Y be topological free actions which are COE.
If G y X is topological amenable and the homological dimension hdR(G) < ∞.
Then Hufn (Gy X)
∼= Hufn (H y Y ) for all n > hdR(G).
Proof. First, observe that H y Y is also topological amenable. This can be checked
easily using [4, Definition 7] and the map π defined in Lemma 3.2 below. Or one
can apply Remark 5.1 and [3, Theorem 1].
Note that hdR(H) = hdR(G) by [15, Corollary 3.3, Remark 3.4], [20, Section 4]
or [15, Corollary 4.42]. Then by [4, Corollary 5], Hufn (G y X)
∼= Hn(G,R) ⊕
Hn(G,N0(G,X)
∗). The proof is finished by Theorem 1.1 since Hn(G,R) = 0 for all
n > hdR(G). 
The paper is organized as follows.
Besides the introduction, in §2, we review the definition of group (co)homology
and certain coefficient modules used in this paper. In §3, we state two lemmas and
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one observation that are crucial for the whole proof. Then we prove Theorem 1.1, 1.2
in §4, §5 respectively. The detailed proof would be given only for lower dimensional
cases to both illustrate the main ideas and avoid cumbersome notations, and the
proof of the general case would also be sketched. We conclude the paper with several
remarks in §6 to discuss the necessity of the assumptions in the theorems and other
related work.
Following the convention in [3, 4, 17], all Banach spaces are assumed to be real.
2. Preliminaries
2.1. Group (co)homology. We briefly recall the definition of group homology and
(bounded) group cohomology using bar resolutions, see [15, §4.3], [6, Chapter III,
§1] and [16].
Let G be a group and L be a ZG-module. Let (C∗(L), ∂∗) be the chain complex
. . .
∂3→ C2(L)
∂2→ C1(L)
∂1→ C0(L) with C0(L) = L, Cn(L) = Cf (G
n, L), where Cf
stands for maps with finite support, and ∂n =
∑n
i=0(−1)
i∂(i)n , where
∂(0)n (f)(g1, . . . , gn−1) =
∑
g0∈G
g−10 f(g0, g1, . . . , gn−1),
∂(i)n (f)(g1, . . . , gn−1) =
∑
g,g¯∈G
gg¯=gi
f(g1, . . . , gi−1, g, g¯, gi+1, gn−1) for 1 ≤ i ≤ n− 1,
∂(n)n (f)(g1, . . . , gn−1) =
∑
gn∈G
f(g1, . . . , gn−1, gn).
Then we define Hn(G,L) := ker(δn)/Im(δn+1).
Let (C∗(L), ∂∗) be the cochain complex C0(L)
∂0
→ C1(L)
∂1
→ C2(L)
∂2
→ . . . with
C0(L) = L, Cn(L) = C(Gn, L) for all n ≥ 1, and ∂n =
∑n+1
i=0 (−1)
i∂n(i), where
∂n(0)(f)(g0, . . . , gn) = g0f(g1, . . . , gn),
∂n(i)(f)(g0, . . . , gn) = f(g0, · · · , gi−1gi, . . . , gn) for 1 ≤ i ≤ n,
∂n(n+1)(f)(g0, . . . , gn) = f(g0, . . . , gn−1).
Then we define Hn(G,L) := Ker(∂n)/Im(∂n−1).
If we replace C∗(L) by C∗b (L), where C
n
b (L) := Cb(G
n, L) and Cb stands for uni-
formly bounded maps, then the group cohomology we get is the bounded cohomology
group, written as Hnb (G,L).
2.2. Coefficient modules. The module L we are interested in are N0(G,X)
∗,
W0(G,X)
∗ and N0(G,X)
∗∗ associated to a continuous action G y X . They are
dual or double dual spaces of certain Banach spaces. Let us recall their definition
below [3, 4].
The space C(X, ℓ1(G)) of continuous ℓ1(G) valued functions on X is equipped
with the sup-ℓ1 norm
||ξ|| = sup
x∈X
∑
g∈G
|ξg(x)|.
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Here, for ξ ∈ C(X, ℓ1(G)), we write ξg(x) := ξ(x)(g). In this notation, the Banach
space C(X, ℓ1(G)) is equipped with a natural action of G,
(g · ξ)h(x) = ξg−1h(g
−1x),
for each g, h ∈ G and x ∈ X .
The summation map on ℓ1(G) induces a continuous map σ : C(X, ℓ1(G))→ C(X),
where C(X) is equipped with the ℓ∞ norm. The space N0(G,X) is defined to be the
pre-image σ−1(0) which we identify as C(X, ℓ10(G)). Then we define W0(G,X) :=
σ−1(R), where R is regarded as constant functions on X . Note that W0(G,X) =
N0(G,X)⊕ R, where R is identified as constant Rδe-valued functions on X , here e
is the neutral element in G. Obviously, N0,W0 are invariant subspaces under the
above G-action since σ is G-equivariant. Also recall that if V is a G-module, then
V ∗ is also a G-module with the action of G given by (gφ)(ξ) = φ(g−1ξ) for φ ∈ V ∗
and ξ ∈ V .
3. Lemmas
From now on, we use the notations when defining COE, i.e. φ : X ≈ Y and
ψ : Y ≈ X are homeomorphisms; c : G × X → H and c′ : H × Y → G are maps
satisfying certain identities. Concerning COE between topological free actions, the
following property would be used frequently.
Lemma 3.1. [14, Lemma 2.10] Let G y X and H y Y be topological free ac-
tions that are COE. Then c′(c(g, x), φ(x)) = g for all g ∈ G, x ∈ X. Similarly,
c(c′(h, y), ψ(y)) = h for all h ∈ H, y ∈ Y .
Clearly, this implies that for all x ∈ X , G ∋ g 7→ c(g, x) ∈ H is a bijection.
The starting point for our proof is the following lemma.
Lemma 3.2. Let G y X and H y Y be topological free actions which are COE.
Then there exists an isometry between Banach spaces π : C(Y, ℓ1(H)) ∼= C(X, ℓ1(G)).
Moreover, π(W0(H, Y )) = W0(G,X), π(N0(H, Y )) = N0(G,X) and π(R) = R,
where R is identified as constant Rδe-valued functions on X.
Proof. We define π : C(Y, ℓ1(H)) → C(X, ℓ1(G)) by setting π(ξ) = ξ′, where
ξ′g(x) := ξc(g,g−1x)(φ(x)). Now we check the following.
(1) π is a well-defined isometry.
Note that for all x ∈ X , G ∋ g 7→ c(g−1, x)−1 ∈ H is a bijection. A calculation
shows that
∑
g ξ
′
g(x) =
∑
h ξh(φ(x)) for all x ∈ X and hence ||ξ|| = ||ξ
′||.
Now we check ξ′ ∈ C(X, ℓ1(G)). For any fixed x ∈ X and ǫ > 0, we need to find
a small δ > 0 such that if x′
δ
≈ x, then
∑
g∈G |ξ
′
g(x)− ξ
′
g(x
′)| < ǫ.
Since ξ ∈ C(Y, ℓ1(H)), we may find δ′ > 0 such that if y′
δ′
≈ φ(x), then
∑
h∈H |ξh(y
′)−
ξh(φ(x))| < ǫ/4. We can also find a finite set F ⊆ H such that
∑
h 6∈F |ξh(φ(x))| < ǫ/4.
This implies that if y′
δ′
≈ φ(x), then
∑
h 6∈F |ξh(y
′)| ≤
∑
h 6∈F |ξh(y
′) − ξh(φ(x))| +∑
h 6∈F |ξh(φ(x))| ≤ ǫ/2.
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Then, we take δ > 0 small enough such that if x′
δ
≈ x, then φ(x′)
δ′
≈ φ(x) and
c(g−1, x) = c(g−1, x′) for all g ∈ K, where K := {g ∈ G : c(g−1, x)−1 ∈ F}. Note
that g ∈ K iff c(g−1, x)−1 ∈ F iff c(g−1, x′)−1 ∈ F .
Hence,
∑
g∈G
|ξ′g(x)− ξ
′
g(x
′)| =
∑
g∈K
|ξ′g(x)− ξ
′
g(x
′)|+
∑
g 6∈K
|ξ′g(x)− ξ
′
g(x
′)|
≤
∑
h∈F
|ξh(φ(x))− ξh(φ(x
′))|+
∑
h 6∈F
|ξh(φ(x))|+
∑
h 6∈F
|ξh(φ(x
′))|
≤ ǫ/4 + ǫ/4 + ǫ/2 = ǫ.
(2) π(W0(H, Y )) ⊆ W0(G,X), π(N0(H, Y )) ⊆ N0(G,X) and π(R) ⊆ R. These
are easy to check.
By symmetry, we can define another isometry L : C(X, ℓ1(G))→ C(Y, ℓ1(H)) by
setting L(η) = η′, where η′h(y) := ηc′(h,h−1y)(ψ(y)). It is straightforward to check that
L is the inverse of π. Indeed, this boils down to the fact that c(c′(h, y), ψ(y)) = h
and c′(c(g, x), φ(x)) = g, see Lemma 3.1. 
In the proof of the main theorems, we would use the following observation:
Under the assumptions in the main theorem, for any given g ∈ G, let us list
the elements in the finite set c(g,X) as h1, . . . , hn. Then define Xi := {x ∈ X :
c(g−1, x) = h−1i }. Clearly, X = ⊔iXi and each Xi is clopen since c is continuous.
Note that N0(G,X) = C(X, ℓ
1
0(G)) = ⊕iC(Xi, ℓ
1
0(G)). For each ξ
′ ∈ C(X, ℓ10(G)),
write ξ′|Xi to be the i-th component with respect to the above decomposition, i.e.
(ξ′|Xi)g(x) = ξ
′
g(x) if x ∈ Xi and zero otherwise. Clearly, ξ
′|Xi ∈ C(X, ℓ
1
0(G)). For
each m ∈ N0(G,X)
∗, define mi ∈ N0(G,X)
∗ by setting mi(ξ
′) = m(ξ′|Xi). Then,
we have that ξ′ =
∑
i ξ
′|Xi and m =
∑
imi. Note that the above decomposition is
not G-equivariant, i.e. gmi 6= (gm)i.
4. Proof of Theorem 1.1
By [4, Corollary 10], it suffices to show the second part, i.e. Hn(G,N0(G,X)
∗) ∼=
Hn(H,N0(H, Y )
∗) for all n ≥ 0.
We would construct maps Sn : Cf (G
n, N0(G,X)
∗) → Cf(H
n, N0(H, Y )
∗) and
check ∂nSn = Sn−1∂n for each n, and to show it is an isomorphism, we use symmetry
to define converse maps Tn. Clearly, this would give us the desired isomorphism
between homology groups.
We give the detailed proof when n = 0, 1 to illustrate the main ideas.
Case: n = 0. Clearly, the map π : N0(H, Y ) → N0(G,X) as used in Lemma 3.2
induces a map, denoted by π∗, on the dual spaces. Define S0 := π
∗.
Let f ∈ Cf(G,N0(G,X)
∗), we define S1(f) ∈ Cf(H,N0(H, Y )
∗) by setting S1(f) =
f ′, where
f ′(h1)(ξ) :=
∑
j
f(gj)(π(ξ)|Xj).
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Here ξ ∈ N0(H, Y ), c
′(h1, Y ) = {gj}, Xj = {x ∈ X : c(g
−1
j , x) = h
−1
1 }. Strictly
speaking, it is better to use notationXgj ,h1 forXj , but we often simply the subscripts
if no confusion arises. In the same way, Xg,h := {x ∈ X : c(g
−1, x) = h−1}.
Clearly, S0, S1 are well-defined.
(a) we check ∂1S1 = S0∂1.
Recall ∂1(f
′) =
∑
h1∈H h
−1
1 f
′(h1)−
∑
h1∈H f
′(h1). So, we need to show
∑
g∈G
π∗((g−1f(g)))−
∑
g∈G
π∗((f(g))) =
∑
h1∈H
h−11 f
′(h1)−
∑
h1∈H
f ′(h1).
It suffices to check∑
h1∈H f
′(h1) =
∑
g∈G π
∗(f(g)) and
∑
h1∈H h
−1
1 f
′(h1) =
∑
g∈G π
∗(g−1f(g)).
Take any ξ ∈ N0(H, Y ), write ξ
′ = π(ξ), then
∑
h1
f ′(h1)(ξ) =
∑
h1
∑
j
f(gj)(π(ξ)|Xj) =
∑
g
∑
h1,h1∈c(g,X)
f(g)(π(ξ)|Xg,h1)
=
∑
g
f(g)(π(ξ)) =
∑
g
π∗(f(g))(ξ).
The last equality holds since X = ⊔h1,h1∈c(g,X)Xg,h1 for every g.
Similarly,
∑
h1
h−11 f
′(h1)(ξ) =
∑
h1
f ′(h1)(h1ξ) =
∑
h1
∑
j
f(gj)(π(h1ξ)|Xj)
=
∑
g
∑
h1,h1∈c(g,X)
f(g)(π(h1ξ)|Xg,h1 ).
Since
∑
g∈G π
∗(g−1f(g))(ξ) =
∑
g∈G f(g)(gπ(ξ)), it suffices to show for all g ∈ G,
gπ(ξ) =
∑
h1,h1∈c(g,X)
π(h1ξ)|Xg,h1 .
Take any (g0, x) ∈ G×X , since X = ⊔h1,h1∈c(g,X)Xg,h1, we may assume x ∈ Xg,h1
for some h1. Then (gπ(ξ))g0(x) = ξc(g−1g0,g−10 x)
(φ(g−1x)) = ξh−1
1
c(g0,g
−1
0
x)(h
−1
1 φ(x)) =
π(h1ξ)g0(x) = [
∑
h1,h1∈c(g,X) π(h1ξ)|Xg,h1 ]g0(x).
(b) S0 is an isomorphism.
Recall in the proof of Lemma 3.2, there exists some map L : N0(G,X)→ N0(H, Y )
defined by setting L(η) = η′, where η′h(y) := ηc′(h,h−1y)(ψ(y)). By symmetry, it also
induces a well-defined map T0 := L
∗ : N0(H, Y )
∗ → N0(G,X)
∗. Clearly, π∗L∗ = id
and L∗π∗ = id.
Case: n = 1. Write c′(h0, Y ) = {gi}, c
′(h1, Y ) = {gj}, c
′(h2, Y ) = {gk}, c
′(h, Y ) =
{gs} and c
′(h¯, Y ) = {gt}. Then write Xi := {x : c(g
−1
i , x) = h
−1
0 }, Xj := {x :
c(g−1j , x) = h
−1
1 }, Xk := {x : c(g
−1
k , x) = h
−1
2 }, Xs := {x : c(g
−1
s , x) = h
−1} and
Xt := {x : c(g
−1
t , x) = h¯
−1}.
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Strictly speaking, it is better to use the notation Xgi,h0, Xgj ,h1, Xgk,h2, Xgs,h, Xgt,h¯
for Xi, Xj, Xk, Xs, Xt respectively, but we often simply the subscripts if no confusion
arises.
Let θ ∈ Cf(G
2, N0(G,X)
∗), we define S2 : Cf(G
2, N0(G,X)
∗)→ Cf(H
2, N0(H, Y )
∗)
by setting θ′ = S2θ, where for any ξ ∈ N0(H, Y ),
θ′(h0, h1)(ξ) :=
∑
i,j
θ(gi, gj)(π(ξ)|giXj∩Xi).
Write f = ∂2θ and f
′ = S1f , from the definition of ∂2, we know
f(g1) =
∑
g0
g−10 θ(g0, g1)−
∑
g,g¯,gg¯=g1
θ(g, g¯) +
∑
g2
θ(g1, g2).
(a) we check S1∂2 = ∂2S2.
We need to show the following identity holds.
f ′(h1) =
∑
h0
h−10 θ
′(h0, h1)−
∑
h,h¯
hh¯=h1
θ′(h, h¯) +
∑
h2
θ′(h1, h2).
Let ξ ∈ N0(H, Y ), a calculation shows:
f ′(h1)(ξ)
=
∑
j
f(gj)(π(ξ)|Xj)
=
∑
j
[
∑
g
θ(g, gj)(g(π(ξ)|Xj))−
∑
g,g¯
gg¯=gj
θ(g, g¯)(π(ξ)|Xj) +
∑
g
θ(gj, g)(π(ξ)|Xj)].
[
∑
h0
h−10 θ
′(h0, h1)−
∑
h,h¯
hh¯=h1
θ′(h, h¯) +
∑
h2
θ′(h1, h2)](ξ)
=
∑
h0
θ′(h0, h1)(h0ξ)−
∑
h,h¯
hh¯=h1
θ′(h, h¯)(ξ) +
∑
h2
θ′(h1, h2)(ξ)
=
∑
h0
∑
i,j
θ(gi, gj)(π(h0ξ)|giXj∩Xi)−
∑
h,h¯
hh¯=h1
∑
s,t
θ(gs, gt)(π(ξ)|gsXt∩Xs)
+
∑
h2
∑
j,k
θ(gj, gk)(π(ξ)|gjXk∩Xj ).
Then, we claim the following identities hold, this would finish the proof.
∑
j
∑
g
θ(g, gj)(g(π(ξ)|Xj)) =
∑
h0
∑
i,j
θ(gi, gj)(π(h0ξ)|giXj∩Xi),(1)
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∑
j
∑
g,g¯
gg¯=gj
θ(g, g¯)(π(ξ)|Xj) =
∑
h,h¯
hh¯=h1
∑
s,t
θ(gs, gt)(π(ξ)|gsXt∩Xs),(2)
∑
j
∑
g
θ(gj, g)(π(ξ)|Xj) =
∑
h2
∑
j,k
θ(gj, gk)(π(ξ)|gjXk∩Xj ).(3)
To check (1), one can first check that π(h0ξ)|giXj∩Xi = gi(π(ξ)|Xj∩g−1i Xi
).
Then, RHS of (1) =
∑
j
∑
h0,i θ(gi, gj)(gi(π(ξ)|Xj∩g−1i Xi
)).
Now we claim that for every j,
∑
h0,i
θ(gi, gj)(gi(π(ξ)|Xj∩g−1i Xi
)) =
∑
g
θ(g, gj)(g(π(ξ)|Xj)).
First, recall that g−1i Xi = {x : c(gi, x) = h0}, which we denote by Zgi,h0.
Clearly, for every g ∈ G,X = ⊔h0∈c(g,X)Zg,h0, so
∑
h0,i θ(gi, gj)(gi(π(ξ)|Xj∩g−1i Xi
)) =∑
g
∑
h0∈c(g,X) θ(g, gj)(g(π(ξ)|Xj∩Zg,h0 )) =
∑
g θ(g, gj)(g(π(ξ)|Xj)).
To check (2), first, observe that we have a bijection/reordering between the two
index sets:
{(h, h¯, gs, gt) : hh¯ = h1, gs ∈ c
′(h, Y ), gt ∈ c
′(h¯, Y ), gsXgt,h¯ ∩Xgs,h 6= ∅}
and
{(gj, g, g¯, h, h¯) : hh¯ = h1, gg¯ = gj , gj ∈ c
′(h1, Y ), h ∈ c(g,X), h¯ ∈ c(g¯, X), gXg¯,h¯∩Xg,h 6= ∅}
Indeed, one can define a bijection as follows: gs 7→ g, gt 7→ g¯, h 7→ h, h¯ 7→ h¯.
Then we have the following.
RHS of (2) =
∑
h,h¯
hh¯=h1
∑
s,t
θ(gs, gt)(π(ξ)|gsXgt,h¯∩Xgs,h)
=
∑
j
∑
g,g¯
gg¯=gj
∑
h,h¯,hh¯=h1
h∈c(g,X),h¯∈c(g¯,X)
θ(g, g¯)(π(ξ)|gXg¯,h¯∩Xg,h)
=
∑
j
∑
g,g¯
gg¯=gj
θ(g, g¯)(π(ξ)|Xj) = LHS of (2).
The 2nd last equality holds since for every g, g¯ with gg¯ = gj,
Xj =
⊔
h,h¯,hh¯=h1
h∈c(g,X),h¯∈c(g¯,X)
(gXg¯,h¯ ∩Xg,h),
which can be checked easily.
To check (3), observe for every j,
∑
h2,k
θ(gj, gk)(π(ξ)|gjXk∩Xj ) =
∑
g
∑
h2
h2∈c(g,X)
θ(gj , g)(π(ξ)|gjXg,h2∩Xj )
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=
∑
g
θ(gj, g)(π(ξ)|Xj).
The last equality holds since X = ⊔h2 s.t. h2∈c(g,X)gjXg,h2 for every g.
(b) S1 is an isomorphism.
Recall L : N0(G,X) → N0(H, Y ) is the inverse of π. Then we may define a map
T1 : Cf(H,N0(H, Y )
∗)→ Cf(G,N0(G,X)
∗) by setting T (f ′) = f ′′, where
f ′′(g1)(η) :=
∑
j
f ′(hj)(L(η)|Yj).
Here η ∈ N0(G,X) and Yj := {y ∈ Y : c
′(h−1j , y) = g
−1
1 }.
Then f ′′(g1)(η) =
∑
j
∑
i f(gi)(π(L(η)|Yj)|Xi) =
∑
j,i f(gi)(η|Xi∩ψ(Yj)), where Xi :=
{x ∈ X : c(g−1i , x) = h
−1
j }. Then, one can check that Xi ∩ ψ(Yj) = ∅ unless gi = g1.
Hence, f ′′(g1)(η) =
∑
j f(g1)(η|{x: c(g−1
1
,x)=h−1
j
}) = f(g1)(η).
So T1S1 = id. By symmetry, S1T1 = id.
General case. For all n ≥ 2, let θ ∈ Cf(G
n, N0(G,X)
∗), define Sn(θ) = θ
′ ∈
Cf(H
n, N0(H, Y )
∗) by setting for any ξ ∈ N0(H, Y ),
θ′(h0, . . . , hn−1)(ξ) :=
∑
t0,...,tn−1
θ(gt0 , . . . , gtn−1)(π(ξ)|[t0,...,tn−1]).
Here, c′(h−1i , Y ) = {g
−1
ti : ti ∈ Ti} for some finite set Ti for all i = 0, · · · , n − 1,
Xti := {x : c(g
−1
ti , x) = h
−1
i } and [t0, . . . , tn−1] := Xt0∩gt0Xt1∩· · ·∩(gt0 · · · gtn−2)Xtn−1 .
Again, we would use the notation Xgti ,hi instead of Xti when necessary and we re-
serve the notation gi to denote an arbitrary element in G.
The following proof would be sketched.
First, we claim ∂nSn = Sn−1∂n.
Write f = ∂nθ, f
′ = Sn−1f , we need to prove that for all (h1, . . . , hn−1) ∈ H
n−1
and all ξ ∈ N0(H, Y ),
∂n(θ
′)(h1, . . . , hn−1)(ξ) =
∑
t1,...,tn−1
f(gt1 , . . . , gtn−1)(π(ξ)|[t1,...,tn−1]).(4)
From the definition of ∂n, we know
∂n(θ
′)(h1, . . . , hn−1) =
∑
h0∈H
h−10 θ
′(h0, . . . , hn−1)
+
n−1∑
i=1
(−1)i
∑
h,h¯∈H
hh¯=hi
θ′(h1, . . . , hi−1, h, h¯, hi+1, . . . , hn−1)
+ (−1)n
∑
hn∈H
θ′(h1, . . . , hn).
Plug in θ′ = Snθ, we deduce that LHS of (4) is equal to
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∑
h0∈H
〈
∑
t0,...,tn−1
θ(gt0 , . . . , gtn−1), π(h0ξ)|[t0,...,tn−1]〉
+
n−1∑
i=1
(−1)i
∑
h,h¯∈H
hh¯=hi
〈
∑
t1,...,ti−1,s
k,ti+1,...,tn−1
θ(gt1 , . . . , gti−1, gs, gk, gti+1, . . . , gtn−1), π(ξ)|[t1,...,ti−1,s,k,ti+1,...,tn−1]〉
+ (−1)n
∑
hn∈H
〈
∑
t1,...,tn
θ(gt1 , . . . , gtn), π(ξ)|[t1,...,tn]〉.
Here, we use 〈−,−〉 to denote the evaluation. Again, let us recall some notations
used here: Xs := {x : c(g
−1
s , x) = h
−1}, Xk := {x : c(g
−1
k , x) = h¯} and
[t1, . . . , ti−1, s, k, ti+1, . . . , tn−1] := Xt1∩gt1Xt2∩· · ·∩(gt1 · · · gti−2)Xti−1∩(gt1 · · · gti−1)Xs
∩ (gt1 · · · gti−1gs)Xk ∩ · · · ∩ (gt1 · · · gti−1gsgkgti+1 · · · gtn−2)Xtn−1 .
Since f = ∂nθ, it is enough to check the following hold.
(a) π(h0ξ)|[t0,...,tn−1] = (gt0π(ξ))|g−1t0 [t0,...,tn−1]
.
(b)
∑
h0∈H
〈
∑
t0,...,tn−1
θ(gt0 , . . . , gtn−1), π(h0ξ)|[t0,...,tn−1]〉
=
∑
t1,...,tn−1
∑
g0∈G
〈(g−10 θ(g0, gt1 , . . . , gtn−1), π(ξ)|[t1,...,tn−1]〉.
(c) For 1 ≤ i ≤ n− 1,
∑
h,h¯∈H
hh¯=hi
〈
∑
t1,...,ti−1,s
k,ti+1,...,tn−1
θ(gt1 , . . . , gti−1, gs, gk, gti+1, . . . , gtn−1), π(ξ)|[t1,...,ti−1,s,k,ti+1,...,tn−1]〉
=
∑
t1,...,tn−1
∑
g,g¯∈G
gg¯=gti
〈θ(gt1 , . . . , gti−1 , g, g¯, gti+1 , . . . , gtn−1), π(ξ)|[t1,...,tn−1]〉.
(d)
∑
hn∈H
〈
∑
t1,...,tn
θ(gt1 , . . . , gtn), π(ξ)|[t1,...,tn]〉
=
∑
t1,...,tn−1
∑
gn∈G
〈θ(gt1 , . . . , gtn−1 , gn), π(ξ)|[t1,...,tn−1]〉.
Note that in the proof of (c), one uses the following two facts:
(Fact 1) There is a bijection between the index sets:
{(t1, . . . , ti−1, ti+1, . . . , tn−1, s, k) : hh¯ = hi, [t1, . . . , ti−1, s, k, ti+1, . . . , tn−1] 6= ∅, gs ∈
c′(h, Y ), gk ∈ c
′(h¯, Y )} and {(t1, . . . , tn−1, g, g¯) : h ∈ c(g,X), h¯ ∈ c(g¯, X), gg¯ =
gti , hh¯ = hi, gti ∈ c
′(hi, Y ), [t1, . . . , tn−1] 6= ∅}.
(Fact 2) For all g, g¯ ∈ G with gg¯ = gti, we have⊔
h,h¯,hh¯=hi
h∈c(g,X),h¯∈c(g¯,X)
(gt1 · · · gti−1)Xg,h ∩ (gt1 · · · gti−1g)Xg¯,h¯ ∩ (gt1 · · · gti−1gg¯)Xti+1
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= gt1 · · · gti−1Xti ∩ gt1 · · · gtiXti+1 .
Second, to show Sn−1 is an isomorphism, one uses symmetry to define a map Tn−1 :
Cf(H
n−1, N0(H, Y )
∗)→ Cf (G
n−1, N0(G,X)
∗) by setting Tn−1(f
′) = f ′′, where
f ′′(g0, . . . , gn−2)(η) :=
∑
s0,...,sn−2
f ′(hs0, . . . , hsn−2)(L(η)|[s0,...,sn−2]).
Here, η ∈ N0(G,X), [s0, . . . , sn−2] := Ys0 ∩ hs0Ys1 ∩ · · · ∩ (hs0 · · ·hsn−3)Ysn−2 and
Ysi := {y ∈ Y : c
′(h−1si , y) = g
−1
i }.
Then it is routine to check Tn−1Sn−1 = id using the following facts.
(Fact 1) π(L(η)|[s0,...,sn−2])|[t0,...,tn−2] = η|[t0,...,tn−2]∩ψ([s0,...,sn−2]).
(Fact 2) [t0, . . . , tn−2] ∩ ψ([s0, . . . , sn−2]) = ∅ unless gti = gi for all 0 ≤ i ≤ n− 2.
When these conditions hold, the intersection equals [t0, . . . , tn−2].
5. Proof of Theorem 1.2
Similar to last section, we construct S : Cb(H
n, N0(H, Y )
∗∗)→ Cb(G
n, N0(G,X)
∗∗)
and prove directly S induces group homomorphisms on the bounded cohomology
groups, then we use symmetry to define the converse of S for each n. It would be
clear from the proof we are actually checking ∂n−1Sn−1 = Sn∂n−1 implicitly.
We first give the detailed proof for n = 0, 1, 2.
Case: n = 0. It is clear that
H0b (G,N0(G,X)
∗∗) = (N0(G,X)
∗∗)G.
Here, the RHS denotes the G-fixed points in N0(G,X)
∗∗. Then, it is easy to check
π∗∗ : (N0(H, Y )
∗∗)H ∼= (N0(G,X)
∗∗)G. Indeed, one just uses (g−1mi)π = h
−1
i (miπ)
for each i, where mi = m|Xi , c(g,X) = {hi} and Xi = {x ∈ X : c(g
−1, x) = h−1i }.
Case: n = 1. Recall that
H1b (G,N0(G,X)
∗∗) =
{f ′ : G→ N0(G,X)
∗∗ : f ′ is a bounded 1-cocycle}
{f ′ : G→ N0(G,X)∗∗ : f ′ is a (bounded) 1-coboundary}
.
We still define π : N0(H, Y ) → N0(G,X) as we did before. And we write Xi =
{x ∈ X : c(g−1, x) = h−1i }, where c(g,X) = {hi}.
Now, we define a map S : H1b (H,N0(H, Y )
∗∗) → H1b (G,N0(G,X)
∗∗) by setting
S([f ]) = [f ′], where
f ′(g)(m) :=
∑
i
〈π∗∗(f(hi)), mi〉.
Here m ∈ N0(G,X)
∗ and mi := m|Xi.
We check the following.
(a) f ′ is bounded.
Since 〈π∗∗(f(hi)), mi〉 = f(hi)(miπ), it suffices to show that
∑
i ||mi||/||m|| is
bounded (and independent of the choice of g, {Xi} and n := #c(g,X)).
For any ǫ > 0, take ai ∈ N0(G,X) with ||ai|| = 1 and ||mi|| ≤ |mi(ai)| + ǫ/n for
all i.
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Then
∑
i ||mi|| ≤
∑
i |mi(ai)| + ǫ =
∑
im(ai|Xi · λi) + ǫ = m(
∑
i(ai|Xi · λi)) + ǫ,
where λi ∈ {±1} is the sign of mi(ai).
Observe that
∑
i(ai|Xi ·λi) ∈ N0(G,X) and ||
∑
i(ai|Xi ·λi)|| ≤ 1. Hence,
∑
i ||mi|| ≤
||m||+ ǫ for all ǫ > 0. So,
∑
i ||mi|| ≤ ||m||.
(b) S maps coboundaries to coboundaries.
If f(h) = hξ − ξ for some ξ ∈ N0(H, Y )
∗∗ and all h ∈ H . We need to show
f ′(g) = gη − η for some η ∈ N0(G,X)
∗∗.
For each m ∈ N0(G,X)
∗, f ′(g)(m) =
∑
i〈π
∗∗(hiξ − ξ), mi〉, and (gη − η)(m) =∑
i〈gη − η,mi〉. It suffices to find η such that 〈π
∗∗(hiξ − ξ), mi〉 = 〈gη − η,mi〉 for
all i.
Take η = π∗∗(ξ). We need to check that 〈π∗∗(hiξ)− gη,mi〉 = 0.
Calculation shows the following.
〈π∗∗(hiξ), mi〉 = 〈hiξ, π
∗(mi)〉 = 〈hiξ,miπ〉 = ξ(h
−1
i (miπ)).
〈gη,mi〉 = 〈gπ
∗∗(ξ), mi〉 = 〈π
∗∗(ξ), g−1mi〉 = ξ((g
−1mi)π).
To check h−1i (miπ) = (g
−1mi)π, take any a ∈ N0(H, Y ), then we deduce
(g−1mi)π(a) = mi(gπ(a)) = m((gπ(a))|Xi) and h
−1
i (miπ)(a) = m((π(hia))|Xi).
We are left to check (gπ(a))|Xi = (π(hia))|Xi.
For each x ∈ Xi and g0 ∈ G,
(gπ(a))g0(x) = (π(a))g−1g0(g
−1x) = ac(g−1g0,g−10 gg−1x)
(φ(g−1x))
= ac(g−1,x)c(g0,g−10 x)
(c(g−1, x)φ(x)) = ah−1
i
c(g0,g
−1
0
x)(h
−1
i φ(x)).
(π(hia))g0(x) = (hia)c(g0,g−10 x)
(φ(x)) = ah−1
i
c(g0,g
−1
0
x)(h
−1
i φ(x)).
Hence, (gπ(a))|Xi = (π(hia))|Xi.
(c) S maps cocycles to cocycles.
Let f be a 1-cocycle, we need to show that f ′(g1g2) = f
′(g1) + g1f
′(g2) for all g1,
g2 ∈ G.
For each m ∈ N0(G,X)
∗, f ′(g1g2)(m) =
∑
j〈π
∗∗(f(hj), mj〉. Recall that here,
Xj = {x ∈ X : c(g
−1
2 g
−1
1 , x) = h
−1
j } and mj = m|Xj . Define Xk = {x ∈ X :
c(g−11 , x) = h
−1
k } and Xl = {x ∈ X : c(g
−1
2 , x) = h
−1
l }. From the cocycle identity,
we know that Xj = ⊔(k,l)∈Ij (g1Xl ∩Xk), where Ij := {(k, l) : hj = hkhl}.
Hence, we have the following.
f ′(g1g2)(m)
=
∑
j
〈π∗∗(f(hj)), mj〉
=
∑
j
〈π∗∗(f(hj)),
∑
(k,l)∈Ij
m|g1Xl∩Xk〉
=
∑
j
∑
(k,l)∈Ij
〈π∗∗(f(hk) + hkf(hl)), m|g1Xl∩Xk〉
=
∑
j
∑
(k,l)∈Ij
〈π∗∗(f(hk)), m|g1Xl∩Xk〉+
∑
j
∑
(k,l)∈Ij
〈π∗∗(hkf(hl)), m|g1Xl∩Xk〉
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=
∑
k
∑
(j,l)∈Ik
〈π∗∗(f(hk)), m|g1Xl∩Xk〉+
∑
l
∑
(j,k)∈Il
〈π∗∗(hkf(hl)), m|g1Xl∩Xk〉
=
∑
k
〈π∗∗(f(hk)), m|Xk〉+
∑
l
〈f(hl),
∑
(j,k)∈Il
h−1k (m|g1Xl∩Xkπ)〉
= f ′(g1)(m) +
∑
l
〈f(hl),
∑
(j,k)∈Il
h−1k (m|g1Xl∩Xkπ)〉.
Here, Ik := {(j, l) : hj = hkhl} and Il := {(j, k) : hj = hkhl}. And the 2nd last
equality holds since Xk = ⊔(j,l)∈Ikg1Xl ∩Xk for each k.
Since (g1f
′(g2))(m) = f
′(g2)(g
−1
1 m) =
∑
l〈f(hl), (g
−1
1 m)|lπ〉, we are left to show
that (g−11 m)lπ =
∑
(j,k)∈Il h
−1
k (m|g1Xl∩Xkπ) for each l.
Let ξ ∈ N0(H, Y ), then h
−1
k (m|g1Xl∩Xkπ)(ξ) = m(π(hkξ)|g1Xl∩Xk). Now we claim
that π(hkξ)|g1Xl∩Xk = [g1π(ξ)]|g1Xl∩Xk .
To check this, take any x ∈ g1Xl ∩Xk and g0 ∈ G,
π(hkξ)g0(x)
= (hkξ)c(g0,g−10 x)
(φ(x)) = ξh−1
k
c(g0,g
−1
0
x)(h
−1
k φ(x))
= ξc(g−1
1
,x)c(g0,g
−1
0
x)(c(g
−1
1 , x)φ(x)) = ξc(g−1
1
g0,g
−1
0
x)(φ(g
−1
1 x))
= ξc(g−1
1
g0,(g
−1
1
g0)−1g
−1
1
x)(φ(g
−1
1 x)) = (π(ξ))g−1
1
g0
(g−11 x)
= (g1π(ξ))g0(x).
Then the proof is finished by noticing the following.
∑
(j,k)∈Il
h−1k (m|g1Xl∩Xkπ)(ξ) =
∑
(j,k)∈Il
m|g1Xl∩Xk(g1π(ξ)) = m|g1Xl(g1π(ξ))
= (g−11 m)|Xl(π(ξ)) = (g
−1
1 m)lπ(ξ).
Here, the 2nd equality holds since g1Xl = ⊔(j,k)∈Ilg1Xl ∩Xk.
(d) S is an isomorphism.
Let L : N0(G,X)→ N0(H, Y ) be the inverse of π as before. Then using this L, we
define a map T : H1b (G,N0(G,X)
∗∗) → H1b (H,N0(H, Y )
∗∗) by setting T ([z]) = [z′],
where z′(h)(n) :=
∑
i〈L
∗∗(z(gi)), ni〉. Here n ∈ N0(H, Y )
∗, ni = n|Yi , Yi = {y :
c′(h−1, y) = g−1i }.
Now, we check TS = id and ST = id.
Take any [f ] ∈ H1b (H,N0(H, Y )
∗∗), h ∈ H and n ∈ N0(H, Y )
∗,
(TSf)(h)(n) =
∑
i
〈L∗∗(f ′(gi)), ni〉 =
∑
i
〈f ′(gi), niL〉
=
∑
i
∑
j
〈π∗∗(f(hj)), (niL)j〉 (Here (niL)j = (niL)|Xj , Xj = {x : c(g
−1
i , x) = h
−1
j })
=
∑
i
∑
j
〈f(hj), (niL)jπ〉.
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Now, we claim that (niL)jπ = n|ψ−1Xj∩Yi. To see this, take any ξ ∈ N0(H, Y ), then
(niL)jπ(ξ) = (niL)(π(ξ)|Xj) = n([L(π(ξ)|Xj)]|Yi).
Write ξ′ = π(ξ), then
L(ξ′|Xj)h(y) = (ξ
′|Xj)c′(h,h−1y)(ψ(y)) =


ξ′c′(h,h−1y)(ψ(y)) if ψ(y) ∈ Xj
0 otherwise
=


ξh(y) if y ∈ ψ
−1(Xj)
0 otherwise
Hence, L(ξ′|Xj ) = ξ|ψ−1(Xj), and so (niL)jπ = n|ψ−1(Xj)∩Yi . Note that ψ
−1(Xj)∩Yi =
Yi if h = hj and ∅ otherwise. Therefore, (TSf)(h)(n) =
∑
i
∑
j〈f(hj), (niL)jπ〉 =∑
i〈f(h), ni〉 = 〈f(h),
∑
i ni〉 = f(h)(n). So, TS = id. By symmetry, ST = id.
Case: n = 2. Recall that
H2b (G,N0(G,X)
∗∗) := {f : G2 → N0(G,X)
∗∗ : f is a bounded 2-cocycle}/
{f : G2 → N0(G,X)
∗∗ : f = ∂1h for a bounded h : G→ N0(G,X)
∗∗}.
Now, we construct a homomorphism: S : H2b (H,N0(H, Y )
∗∗)→ H2b (G,N0(G,X)
∗∗).
Write Xi = {x : c(g
−1
0 , x) = h
−1
i }, Xj = {x : c(g
−1
1 , x) = h
−1
j }, Xk = {x :
c((g0g1)
−1, x) = h−1k }, Xs = {x : c((g1g2)
−1, x) = h−1s } and Xl = {x : c(g
−1
2 , x) =
h−1l }.
Given [f ] ∈ H2b (H,N0(H, Y )
∗∗), we define S([f ]) = [f ′], where for each m ∈
N0(G,X)
∗,
f ′(g0, g1)(m) :=
∑
i,j
〈f(hi, hj), m|g0Xj∩Xiπ〉.
Now, we check
(a) f ′ is uniformly bounded. The proof is similar to case n = 1. We omit it here.
(b) S maps cocycles to cocycles.
To check f ′(g0, g1)+f
′(g0g1, g2) = g0f
′(g1, g2)+f
′(g0, g1g2), take anym ∈ N0(G,X)
∗,
we calculate as follows.
f ′(g0, g1)(m) + f
′(g0g1, g2)(m)
=
∑
i,j
〈f(hi, hj), m|g0Xj∩Xiπ〉+
∑
k,l
〈f(hk, hl), m|g0g1Xl∩Xkπ〉.
f ′(g1, g2)(g
−1
0 m) + f
′(g0, g1g2)(m)
=
∑
j,l
〈f(hj, hl), (g
−1
0 m)|g1Xl∩Xjπ〉+
∑
i,s
〈f(hi, hs), m|g0Xs∩Xiπ〉.
From the decomposition Xk = ⊔(i,j)∈Ikg0Xj ∩Xi, where Ik = {(i, j) : hk = hihj},
we know
∑
k,l
〈f(hk, hl), m|g0g1Xl∩Xkπ〉
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=
∑
k,l
∑
(i,j)∈Ik
〈f(hihj , hl), m|g0g1Xl∩g0Xj∩Xiπ〉
=
∑
k,l
∑
(i,j)∈Ik
〈−f(hi, hj) + hif(hj , hl) + f(hi, hjhl), m|g0g1Xl∩g0Xj∩Xiπ〉.
Then we just need to check that
∑
i,j
〈f(hi, hj), m|g0Xj∩Xiπ〉 =
∑
k,l
∑
(i,j)∈Ik
〈f(hi, hj), m|g0g1Xl∩g0Xj∩Xiπ〉,(5)
∑
i,s
〈f(hi, hs), m|g0Xs∩Xiπ〉 =
∑
k,l
∑
(i,j)∈Ik
〈f(hi, hjhl), m|g0g1Xl∩g0Xj∩Xiπ〉,(6)
∑
j,l
〈f(hj, hl), (g
−1
0 m)|g1Xl∩Xjπ〉 =
∑
k,l
∑
(i,j)∈Ik
〈hif(hj, hl), m|g0g1Xl∩g0Xj∩Xiπ〉.(7)
To check (5), observe that
∑
k,l
∑
(i,j)∈Ik
〈f(hi, hj), m|g0g1Xl∩g0Xj∩Xiπ〉
=
∑
k
∑
(i,j)∈Ik
〈f(hi, hj),
∑
l
m|g0g1Xl∩g0Xj∩Xiπ〉
=
∑
k
∑
(i,j)∈Ik
〈f(hi, hj), m|g0Xj∩Xiπ〉
=
∑
i,j
〈f(hi, hj), m|g0Xj∩Xiπ〉.
The last equality holds since g0Xj ∩Xi 6= ∅ implies (i, j) ∈ Ik for some k.
To check (6), use Xs = ⊔(j,l)∈Isg1Xl ∩Xj , where Is = {(j, l) : hs = hjhl} to see∑
i,s
〈f(hi, hs), m|g0Xs∩Xiπ〉
=
∑
i,s
∑
(j,l)∈Is
〈f(hi, hjhl), m|g0g1Xl∩g0Xj∩Xiπ〉
=
∑
k,l
∑
(i,j)∈Ik
〈f(hi, hjhl), m|g0g1Xl∩g0Xj∩Xiπ〉.
The last equality holds since we have a bijection between the index sets:
{(i, s, j, l) : hs = hjhl, g0g1Xl ∩ g0Xj ∩Xi 6= ∅}
and
{(k, l, i, j) : hk = hihj , g0g1Xl ∩ g0Xj ∩Xi 6= ∅}.
To check (7), one can first check that
(g−10 m)|g1Xl∩Xjπ =
∑
im|g0g1Xl∩g0Xj∩Xi(g0π(·)) =
∑
i h
−1
i (m|g0g1Xl∩g0Xj∩Xiπ).
Hence,
∑
j,l
〈f(hj, hl), (g
−1
0 m)|g1Xl∩Xjπ〉
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=
∑
j,l
∑
i
〈f(hj, hl), h
−1
i (m|g0g1Xl∩g0Xj∩Xiπ)〉
=
∑
l
∑
i,j
〈hif(hj, hl), m|g0g1Xl∩g0Xj∩Xiπ〉
=
∑
l,k
∑
(i,j)∈Ik
〈hif(hj, hl), m|g0g1Xl∩g0Xj∩Xiπ〉.
(c) S maps coboundaries to coboundaries.
Assume f(g0, g1) = θ(g0)+g0θ(g1)−θ(g0g1) for some uniformly bounded function
θ : G → N0(G,X)
∗∗. Then we define θ′(g)(m) :=
∑
i θ(hi)(miπ), for any m ∈
N0(H, Y )
∗. We claim that f ′(g0, g1) = θ
′(g0) + g0θ
′(g1)− θ
′(g0g1).
For any m ∈ N0(G,X)
∗, we have
f ′(g0, g1)(m)
=
∑
i,j
〈f(hi, hj), m|g0Xj∩Xiπ〉
=
∑
i,j
〈θ(hi) + hiθ(hj)− θ(hihj), m|g0Xj∩Xiπ〉
=
∑
i,j
〈θ(hi), m|g0Xj∩Xiπ〉+
∑
i,j
〈hiθ(hj), m|g0Xj∩Xiπ〉 −
∑
i,j
〈θ(hihj), m|g0Xj∩Xiπ〉
=
∑
i
〈θ(hi), m|Xiπ〉+
∑
i,j
〈θ(hj), h
−1
i (m|g0Xj∩Xiπ)〉 −
∑
i,j
〈θ(hihj), m|g0Xj∩Xiπ〉.
And
[θ′(g0) + g0θ
′(g1)− θ
′(g0g1)](m)
=
∑
i
θ(hi)(miπ) +
∑
j
θ(hj)((g
−1
0 m)jπ)−
∑
k
θ(hk)(mkπ).
Now, we are left to check that
∑
i,j
〈θ(hj), h
−1
i (m|g0Xj∩Xiπ)〉 =
∑
j
θ(hj)((g
−1
0 m)jπ),(8)
∑
i,j
〈θ(hihj), m|g0Xj∩Xiπ〉 =
∑
k
θ(hk)(mkπ).(9)
To check (8), it suffices to check that
∑
i h
−1
i (m|g0Xj∩Xiπ) = (g
−1
0 m)jπ for every j.
This is clear since for any ξ ∈ N0(H, Y ),
∑
i
h−1i (m|g0Xj∩Xiπ)(ξ) =
∑
i
m(π(hiξ)|g0Xj∩Xi) =
∑
i
m((g0π(ξ))|g0Xj∩Xi)
=
∑
i
m(g0(π(ξ)|Xj∩g−10 Xi)) = (g
−1
0 m)jπ(ξ).
To check (9), split Xk as ⊔(i,j)∈Ikg0Xj ∩ Xi, where Ik = {(i, j) : hk = hihj} so∑
k θ(hk)(mkπ) =
∑
k
∑
(i,j)∈Ik θ(hihj)(m|g0Xj∩Xiπ) =
∑
i,j〈θ(hihj), m|g0Xj∩Xiπ〉.
(d) S is an isomorphism H2b (H,N0(H, Y )
∗∗) ∼= H2b (G,N0(G,X)
∗∗).
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Let L be the inverse of π. We define T : H2b (G,N0(G,X)
∗∗)→ H2b (H,N0(H, Y )
∗∗)
by setting T [f ′] = [f ′′]. Here f ′′(h0, h1)(n) =
∑
i,j〈f
′(gi, gj), n|h0Yj∩YiL〉, where Yi :=
{y ∈ Y ; c′(h−10 , y) = g
−1
i }, Yj := {y ∈ Y ; c
′(h−11 , y) = g
−1
j }.
Take any [f ] ∈ H2b (H,N0(H, Y )
∗∗), n ∈ N0(H, Y )
∗, we check f ′′(h0, h1)(n) =
f(h0, h1)(n).
A calculation shows f ′′(h0, h1)(n) =
∑
i,j
∑
s,t〈f(hs, ht), (n|h0Yj∩YiL)|giXt∩Xsπ〉 =∑
i,j
∑
s,t〈f(hs, ht), n|h0Yj∩Yi∩φ(giXt∩Xs)〉. Here, Xs = {x ∈ X : c(g
−1
i , x) = h
−1
s } and
Xt = {x ∈ X : c(g
−1
j , x) = h
−1
t }.
One can check that h0Yj ∩ Yi ∩ φ(giXt ∩Xs) = ∅ unless (hs, ht) = (h0, h1). If this
condition holds, then h0Yj ∩ Yi ∩ φ(giXj ∩Xi) = h0Yj ∩ Yi.
Hence,
f ′′(h0, h1)(n) =
∑
i,j
〈f(h0, h1), n|h0Yj∩Yi∩φ(giXj∩Xi)〉 =
∑
i,j
〈f(h0, h1), n|h0Yj∩Yi〉
= 〈f(h0, h1), n〉.
General case. Now, we define a map S : Hnb (H,N0(H, Y )
∗∗)→ Hnb (G,N0(G,X)
∗∗).
One can check it is an isomorphism.
Write c(g−1j , X) = {h
−1
tj }, c((gigi+1)
−1, X) = {h−1si }, Xtj := {x ∈ X : c(g
−1
j , x) =
h−1tj } and Xsi := {x ∈ X : c((gigi+1)
−1, x) = h−1si }.
Note that Xsi = ⊔(ti,ti+1)∈∆iXti ∩ giXti+1 , where ∆i := {(ti, ti+1) : hsi = htihti+1}.
Given [f ] ∈ Hnb (H,N0(H, Y )
∗∗), S([f ]) := [f ′] ∈ Hnb (G,N0(G,X)
∗∗), where
f ′(g0, . . . , gn−1)(m) :=
∑
t0,...,tn−1
〈f(ht0 , . . . , htn−1), m|[t0,...,tn−1] ◦ π〉
for all gi ∈ G and m ∈ N0(G,X)
∗.
Here, [t0, . . . , tn−1] := Xt0 ∩ g0Xt1 ∩ g0g1Xt2 ∩ · · · ∩ (g0 · · · gn−2)Xtn−1 .
It is routine to check f ′ is uniformly bounded if f is.
To check S maps n-coboundaries to n-coboundaries, say f = ∂n−1(θ), then we
check f ′ = ∂n−1(θ′), where
θ′(g0, . . . , gn−2)(m) :=
∑
t0,...,tn−2
〈θ(ht0 , . . . , htn−2), m|[t0,...,tn−2] ◦ π〉.
Here [t0, . . . , tn−2] := Xt0 ∩ g0Xt1 ∩ g0g1Xt2 ∩ · · · ∩ (g0 · · · gn−3)Xtn−2 .
Note that checking S maps n-coboundaries to n-coboundaries uses the same ar-
gument as showing it maps (n− 1)-cocycles to (n− 1)-cocycles.
So, we briefly sketch the proof to show S maps n-cocycles to n-cocycles.
Let f be an n-cocycle, i.e.
0 = h0f(h1, . . . , hn)+
∑n
i=1(−1)
if(h0, . . . , hi−1hi, . . . , hn)+(−1)
n+1f(h0, . . . , hn−1).
We need to show
0 = g0f
′(g1, . . . , gn)+
∑n
i=1(−1)
if ′(g0, . . . , gi−1gi, . . . , gn)+(−1)
n+1f ′(g0, . . . , gn−1).
Take any m ∈ N0(G,X)
∗, by the definition of f ′, it is equivalent to show the
following holds.
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0 =
∑
t1,...,tn
〈f(ht1 , . . . , htn), (g
−1
0 m)|[t1,...,tn]π〉
+
n∑
i=1
(−1)i
∑
t0,...,ti−2,
si−1,ti+1,...,tn
〈f(ht0 , . . . , hti−2 , hsi−1 , hti+1 , . . . , htn), m|[t0,...,ti−2,si−1,ti+1,...,tn]π〉
+ (−1)n+1
∑
t0,...,tn−1
〈f(ht0 , . . . , htn−1), m|[t0,...,tn−1]π〉.
Here, c(gi−1gi, X) = {hsi−1}, Xsi−1 = {x : c((gi−1gi)
−1, x) = h−1si−1} and
[t0, . . . , ti−2, si−1, ti+1, . . . , tn] := Xt0∩g0Xt1∩· · ·∩(g0 · · · gi−2)Xsi−1∩(g0 · · · gi−2gi−1gi)Xti+1
∩ · · · ∩ (g0 . . . gn−1)Xtn .
To prove this, just observe the following facts.
(Fact 1) (g−10 m)|g−1
0
Xt0∩[t1,...,tn]
π = h−1t0 (m|[t0,...,tn]π) holds and hence∑
t1,...,tn〈f(ht1, . . . , htn), (g
−1
0 m)|[t1,...,tn]π〉 =
∑
t0,...,tn〈h
−1
t0 f(ht1 , . . . , htn), m|[t0,...,tn]π〉.
(Fact 2) From Xsi−1 = ⊔(ti−1,ti)∈∆i−1Xti−1 ∩ gi−1Xti , we get
∑
si−1
〈f(ht0 , . . . , hti−2 , hsi−1, hti+1 , . . . , htn), m|[t0,...,ti−2,si−1,ti+1,...,tn]π〉
=
∑
si−1
∑
(ti−1,ti)∈∆i−1
〈f(ht0 , . . . , hti−2 , hti−1hti , hti+1 , . . . , htn), m|[t0,...,tn]π〉
=
∑
ti−1,ti
〈f(ht0, . . . , hti−2 , hti−1hti , hti+1 , . . . , htn), m|[t0,...,tn]π〉.
The last equality holds since [t0, . . . , tn] 6= ∅ only if (ti−1, ti) ∈ ∆i−1 for some si−1.
(Fact 3)
∑
t0,...,tn−1
〈f(ht0 , . . . , htn−1), m|[t0,...,tn−1]π〉 =
∑
t0,...,tn
〈f(ht0 , . . . , htn−1), m|[t0,...,tn]π〉.
The proof is finished by these three facts and f is an n-cocycle.
To check S is a bijection, one can define the obvious inverse T by symmetry.
Indeed, for [f ′] ∈ Hnb (G,N0(G,X)
∗∗), define [f ′′] := T ([f ′]) as follows:
f ′′(h0, . . . , hn−1)(θ) :=
∑
i0,...,in−1〈f
′(gi0, . . . , gin−1), θ|[i0,...,in−1] ◦ L〉.
Here, θ ∈ N0(H, Y )
∗, [i0, . . . , in−1] := Yi0 ∩ h0Yi1 ∩ · · · ,∩(h0 · · ·hn−2)Yin−1 and
Yij := {y : c
′(h−1j , y) = g
−1
ij
}.
Then to show TS = id, one can calculate as follows.
f ′′(h0, . . . , hn−1)(θ)
=
∑
i0,...,in−1
〈f ′(gi0, . . . , gin−1), θ|[i0,...,in−1] ◦ L〉
=
∑
i0,...,in−1
∑
t0,...,tn−1
〈f(ht0 , . . . , htn−1), (θ|[i0,...,in−1] ◦ L)|[t0,...,tn−1]π〉.
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Here, [t0, . . . , tn−1] := Xt0 ∩ gi0Xt1 ∩ · · · ∩ (gi0 · · · gin−2)Xtn−1 and Xtj := {x :
c(g−1ij , x) = h
−1
tj }.
Then the proof is finished by noticing the following facts.
(Fact 1) (θ|[i0,...,in−1] ◦ L)|[t0,...,tn−1]π = θ|[i0,...,in−1]∩φ([t0,...,tn−1]).
(Fact 2) [i0, . . . , in−1] ∩ φ([t0, . . . , tn−1]) = ∅ unless htj = hj for all 0 ≤ j ≤ n− 1.
When these conditions hold, the intersection equals [i0, . . . , in−1].
Remark 5.1. It is routine to check that the isomorphism S constructed in the
proof preserves the Johnson classes [3, Definition 20] and the fundamental classes
[4, Definition 3] for the two actions, which were introduced to study amenability of
group actions.
6. Concluding remarks
(1) We could not hope to prove thatHufn (Gy X)
∼= Hufn (H y Y ) for n ≥ 1 using
our method. Indeed, we use crucially the decomposition of elements in N0(G,X)
as a finite sum of elements in N0(G,X) with respect to a finite partition of X into
clopen subsets. The summands do not belong toW0(G,X) anymore if we decompose
an element in W0(G,X). This may be interpreted as saying W0(G,X) is not res-
invariant (w.r.t. X), following [15, Definition 4.1] in spirit or reflecting the fact
W0(G,X) is not a (G,X)-module in the sense of [17].
In fact, the following suggests the above isomorphism may fail in general. To
see this, by [4, Corollary 5], we know that if G y X is a topologically amenable
action, then Hufn (G y X)
∼= Hn(G,R)⊕Hn(G,N0(G,X)
∗). Since we have proved
that Hn(G,N0(G,X)
∗) ∼= Hn(H,N0(H, Y )
∗) for two COE topological free actions,
it is natural to expect that a candidate isomorphism between Hufn (G y X) and
Hufn (H y Y ) should identify Hn(G,R) with Hn(H,R). But this is impossible in
general. Indeed, note that F2 is quasi-isometric, and hence bilipschitz equivalent
(by [21]) to F3, which is equivalent to F2 y ∂F2
coe
∼ F3 y ∂F3 by [15]; while
H1(Fk,R) ∼= R
k for all k ≥ 1; hence H1(F2,R) 6∼= H1(F3,R).
Since H0(G,R) ∼= R, H
uf
0 (G y X) ∼= H
uf
0 (H y Y ) is reasonable in view of
[4, Corollary 10].
(2) (Co)homology groups associated to many coefficient modules are proved to be
invariants under COE for two topological free actions in [15, Theorem 3.1, 3.5], but
as far as I can see, the (co)homology groups considered in this paper are not covered
by these theorems. It seems plausible one may also prove our theorems using the
method in [15], i.e. try to interpret the (co)homologies for G as (co)homologies for
the transformation groupoid, but one may need to extend unitary representations
of e´tale locally compact groupoid ([15, §3.2], [19]) to linear isometric representa-
tions on Banach spaces. In fact, for two COE topological free actions G y X and
H y Y , it may be possible to show there is a one to one correspondence between
(G,X)-modules of type M in the sense of [17], say E, and (H, Y )-modules of type
M , say F , and under this correspondence, H∗b (G,E
∗) ∼= H∗b (H,F
∗). Theorem 1.2
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may be thought of as an evidence for this. We do not address this question here.
Acknowledgement: We thank Prof. Piotr Nowak for helpful discussion related
to this paper.
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