Abstract-In this paper, we study the capacity scaling of wireless ad hoc networks considering the effect of a finite wavelength, which gives a unified view on two seemingly contradictory results on the capacity scaling. Recently, it was shown that the orderoptimal linear throughput scaling is achievable for some networks using hierarchical cooperation (HC) byÖzgür et al., but later it was proved to violate the physical limit by Franceschetti et al. The cause of such a contradiction is the idealized channel model in the former that does not capture the channel correlation due to the finite wavelength. Taking into account such an effect of the finite wavelength, we construct a modified HC scheme and analyze its throughput scaling in terms of both the number of nodes and wavelength. Our result is consistent with the physical limit while recovering the linear throughput scaling asymptotically as the wavelength tends to zero.
I. INTRODUCTION
Consider a wireless ad hoc network with n randomly distributed source-destination pairs. Single-letter capacity characterization is still open even for the 3-node relay network in [1] . As an alternative to the exact capacity characterization, the study of scaling laws was initiated by Gupta and Kumar [2] .1 2 . These achievable throughput scaling laws are within n 2 from the corresponding upper bounds. The throughput using HC scheme for finite n was maximized by optimally choosing the number of hierarchy levels and corresponding cluster sizes taking into account the effect of pre-constant in [4] .
The linear capacity scaling in n for dense network and for extended network with α = 2 is notable in a sense that each node can transmit to its destination as if there were no interference. A key component of the HC scheme to achieve such a scaling is the cooperative multiple-input multiple-output (MIMO) between two clusters of nodes whose size is comparable to that of the network. If the penalty to form such a virtual MIMO is negligible, the classical MIMO results [5] , [6] make the linear scaling possible. By clustering and performing MIMO transmissions hierarchically, such an overhead is indeed shown to be arbitrarily small. In the HC scheme, each cluster forms a virtual antenna array using the MIMO transmission between the small scale clusters inside it. Similarly, each small scale cluster forms a virtual antenna array by the MIMO transmissions between even smaller clusters inside it. This builds up a hierarchy and a plain time division multiple access (TDMA) is performed at the bottom hierarchy.
To guarantee such a linear throughput scaling using the HC scheme, it is crucial to have the cooperative MIMO rate linear in the number of nodes in the cluster. In practice, such a gain of MIMO is drastically affected by the channel correlation. An interesting scenario is when the area of the antenna array is limited. For a 3-dimensional spherical antenna array, the number of degrees of freedom is limited by the product of its effective aperture and the angular spread [7] . Due to such limits, it may affect achievable degrees of freedom of a network. Franceschetti et al. showed using Maxwell equations that the maximum degrees of freedom available for communication from n nodes inside a circular area of n to nodes outside is asymptotically proportional to the circumference n 1 2 of the area divided by the wavelength λ as n tends to infinity in [8] .
The physical limit [8] and the linear throughput scaling using HC scheme [3] appear to be in conflict with each other for the extended network with α = 2 when n exceeds the order of λ −2 . The cause of such a conflict is from the idealized channel model used in [3] in which the channel phase between two nodes is assumed to be independent and uniformly distributed over [0, 2π]. As n grows, the angular spread of cooperative MIMO in HC scheme becomes smaller and the channel correlation becomes stronger, which makes the independent and identically distributed (i.i.d.) channel phase model inappropriate.
In this paper, we construct a modified HC scheme for a channel model capturing such channel correlation and analyze its throughput in terms of both n and λ. For sufficiently small λ compared to for dense and extended networks, respectively, the throughput scales as in [3] as if the channel correlation does not exist, thus recovering the results of [3] . For a fixed λ, the throughput is limited by the physical limit as n tends to infinity. For the dense network, the throughput using our scheme converges to the order of 1 λ as n tends to infinity. For the extended network with α = 2, the throughput behaves as n 1 2 λ as n tends to infinity. Note that these two throughput orders do not violate the physical limit given by the network aperture λ for the dense and extended networks, respectively. In summary, our result shows exactly how the throughput scaling of the HC scheme is degraded due to the effect of finite λ. Furthermore, it is now consistent with the physical limit characterized by Franceschetti et al. while recovering the linear capacity scaling results byÖzgür et al. asymptotically as λ tends to zero.
The organization of this paper is as follows. In Section II, we present our system model. In Section III, we give the achievable MIMO rate between clusters, which is the key factor to analyze our scheme. In Section IV, the main result and its proof are given.
II. SYSTEM MODEL There are n nodes uniformly and independently distributed in a square of unit area (called dense network) or a square of area n (called extended network). Every node plays roles both as a source and a destination. The source-destination pairs are determined randomly. Every source node wants to send a message at a same rate of R(n, λ) to its destination node. The aggregate throughput T (n, λ) of the system is given by T (n, λ) = nR(n, λ).
We assume frequency-flat channel of bandwidth W around f c , which satisfies f c W . We consider line-of-sight channels only, i.e., no multi-path fading. 1 The baseband channel gain between nodes k and i at time m is given by
Here, d ik [m] is the distance between nodes k and i at time m, α ≥ 2 is the path-loss exponent, and G is given by G = λ 2 G l 16π 2 for α = 2 by Friis' formula, where G l is the product of the transmit and receive antenna gains. 2 The channel gain (1) is based on the far-field assumption that is valid for λ much smaller than the node separation. Thus, we implicitly assume that λ is smaller than the orders of n − 1 2 and 1 for the dense and extended networks, respectively. We assume that node locations are fixed during the transmission and channel state information (CSI) is available at receivers.
The received baseband signal by node i at time m is given as follows:
where
≤ P , and the noise Z i [m] at node i is circularly symmetric complex Gaussian with zero mean and variance of N 0 . We will omit the time index for convenience from now on. 
III. COOPERATIVE MIMO BETWEEN TWO CLUSTERS
Consider two square areas with side length D. They are horizontally aligned, and the distance between the centers of them is L. To avoid singularity, we assume L ≥ 2D. N nodes are independently and uniformly distributed on each of the areas. The clusters C T and C R of N nodes in the two areas form cooperative transmit and receive antenna arrays, respectively. See Fig. 1 .
C T transmits an N × 1 complex vector X, i.e., the ith element X i of X is the transmitted signal of the node i of C T , to C R with the power constraint 
. The achievable rate of the MIMO transmission between C T and C R is given in the following theorem whose proof is in the full version of this paper [9] .
Theorem 1: The capacity C(H) of the MIMO channel between C T and C R is lower-bounded as follows:
where G M is given in the following:
where K 1 , K 2 , and K 3 are positive constants.
3 3 Note that a more general version of Theorem 1 was shown previously in Theorem 1 in [10] where multiple antennas per node were assumed. The
Lλ in (3) in Theorem 1 corresponds to the fourth term in the minimum of (4) in [10] , which was obtained based on an approximation and therefore differs slightly from the corresponding term in (3). In deriving Theorem 1, however, no approximation is used and therefore the result is now exact.
Note that the achievable rate between two clusters in Theorem 1 is not linear in N when the product of the normalized cluster aperture 
IV. MAIN RESULT
Let us give the main theorem on aggregate throughputs for dense and extended networks.
Theorem 2: Consider a network of unit area with n nodes. For any > 0, there exists a scheme that achieves an aggregate throughput
with probability approaching 1 as n tends to infinity where K 1 and K 1 are positive constants independent of both n and λ. Consider a network of area n with n nodes. For any > 0, there exists a scheme that achieves an aggregate throughput
with probability approaching 1 as n tends to infinity where K 2 and K 2 are positive constants independent of both n and λ. Theorem 2 gives achievable aggregate throughputs in terms of both n and λ for dense and extended networks. Let us first consider the case in which the first terms in the min operation in (4) and (5) are not the bottleneck, i.e., nλ log λ for dense and extended networks respectively are bounded above by constants as n tends to infinity. In this case, the aggregate throughputs given by (4) and (5) for dense and extended networks respectively become exactly the same as those in [3] .
The case of fixed λ is especially interesting since it can capture the effect of channel correlation on the aggregate throughput. Let us consider the dense network with n larger than the order of 1 λ . 4 For this case, the throughput (4) becomes the order of λ , which meets the upper bound on the capacity scaling of the extended network [8] .
We note that a similar result as Theorem 2 was also independently shown in [11] recently based on the same channel model as in [10] . Since we maximize the throughput of our modified HC scheme by optimally choosing the set of cluster sizes at each hierarchy level for given n and the total 4 Note that, as mentioned in Section II, it is assumed that n is smaller than the order of number of hierarchy levels, a better performance than in [11] is expected using our scheme when the number of hierarchy levels is given.
Let us construct the scheme that achieves the promised aggregate throughput in Theorem 2. Since the throughput order of n 1 2 is achieved by the multihop via percolation theory, we focus on the construction of the schemes that achieve the second terms in the max operation in (4) and (5).
A. Dense network
We need to modify the HC scheme according to the decreased MIMO gain between clusters due to channel correlation. In our modified HC scheme, only a subset of nodes instead of all nodes in each cluster participates in the MIMO transmission to guarantee a MIMO rate linear in the number of transmitting nodes.
Let us show how to construct the modified HC scheme consisting of h hierarchy levels. Consider a hierarchical structure of the network such that the square area of n k n is divided into smaller square areas of
where n h = n and n k−1 ≤ n k for 1 ≤ k ≤ h. Lemma 4.1 in [3] says that the order of n k nodes are inside the area of n k n with probability approaching 1 as n tends to infinity when n k = n β where 0 < β ≤ 1. To simplify the description of the scheme, we assume that exactly n k nodes form a cluster in each square area of n k n . At the kth hierarchy level for k ∈ [1, h], we consider the cluster of n k nodes as a network having n k source-destination pairs. The transmission from each source to its destination in the network of n k nodes is done by the MIMO transmission between the clusters of n k−1 nodes. Let us get an achievable MIMO rate between clusters of n k−1 nodes inside the network of n k nodes using Theorem 1. At the kth hierarchy level, let D and L ij denote the side length of the clusters of n k−1 nodes and the distance between the centers of clusters i and j of n k−1 nodes inside the network of n k nodes, respectively. The following relationship holds for all clusters i and j 5 :
From the above relationship, Theorem 1 indicates that the achievable MIMO rate between clusters of n k−1 nodes inside the network of n k nodes increases at least linearly in
Let us define h * as follows:
Note that h * ∈ [1, h] means that the achievable MIMO rate (6) is dominated by the second term in the min operation at the hierarchy level larger than or equal to h * and h * = h + 1 means that it is linear in the number of nodes in the cluster at every hierarchy level.
To form such virtual antenna arrays of n k−1 nodes, each node in the cluster of n k−1 nodes needs to exchange some parts of its message with some nodes in the same cluster and this can be done by regarding the clusters of n k−1 nodes as a smaller network. In the following lemma, we give the throughput of the network of n k nodes in terms of the throughput of the network of n k−1 nodes, which is the key factor to analyze our modified HC scheme. Before we pose the lemma, let us note that the clusters of n k−1 nodes in the network of n k nodes operate according to the 9-TDMA scheme used in [3] and each node follows the power control of the original HC scheme. From Lemma 4.2 in [3], we conclude that node i inside the network of n k nodes receives the external interference signal I i with zero mean and variance P i < K I1 for α > 2 or P i < K I2 log n for α = 2 with positive constants K I1 and K I2 . Let us assume I i and I j for i = j are i.i.d. Now we present the lemma.
Lemma 1: Let us assume there exists a scheme for the network of n k−1 nodes that yields an aggregate throughput T h * ,k−1 (n, λ) for any source-destination pairing with probability approaching 1 as n k−1 tends to infinity and this scheme operates using power P n per node. Then for any source-destination pairing of the network of n k nodes, we can construct a scheme that yields aggregate throughputs (8) and (9) for the cases α > 2 and α = 2, respectively, with probability approaching 1 as n k tends to infinity. Here K 1 and K 2 are positive constants independent of both n and λ. This scheme also operates with power P n per node.
Proof: As in the HC scheme, forming virtual antenna arrays of n k−1 nodes and performing MIMO transmission consist of three phases. Each cluster of n k−1 nodes sets up transmit cooperation by exchanging messages among nodes inside it in Phase 1, performs MIMO transmission in Phase 2, and cooperates to decode by forwarding the received observation from the MIMO transmission to intended destinations in Phase 3. In contrast to the original HC scheme, we send G k sub-blocks per node instead of n k sub-blocks. Let us first consider the case α > 2. For a simple description, let us ignore the 9-TDMA operation and long coding blocks in this paper. In Phase 1, each cluster operates simultaneously. Each source in a cluster distributes its G k bits to G k randomly chosen nodes among n k−1 nodes in the cluster in such a way that each node has G k bits from G k nodes, i.e., 1 bit per node, after Phase 1. By setting up G k subphases where n k−1 sourcedestination pairs are assigned for each subphase and using the existing scheme for the network of n k−1 nodes, Phase 1 needs a total of G k n k−1 /T h * ,k−1 (n, λ) time slots. In Phase 2, pairs of clusters communicate one after another. The message of G k bits of a source is transmitted from G k nodes in the same cluster, each of which has 1 bit of the message, to the cluster containing its destination. It takes one time slot since the MIMO rate is at least linear in G k . Since we have n k sources, a total of n k time slots are needed for Phase 2. In Phase 3, each cluster operates simultaneously. Note that each node has n k−1 observations of MIMO transmissions. For a destination inside a cluster, G k nodes randomly chosen among n k−1 nodes in the same cluster quantize the observation from the MIMO transmission intended for the destination and forward the quantized observation to the destination. As in Lemma 4.3 in [3] , each node can quantize its observation to Q bits such that the resultant G k × G k quantized MIMO channel has the achievable rate at least linear in G k . Similarly as in Phase 1, a total of QG k n k−1 /T h * ,k−1 (n, λ) time slots are needed for Phase 3 by setting up G k subphases.
Thus, a total of
time slots are needed to transport n k G k bits in three phases, which yields an aggregate throughput of (10). 6 By multiplying both denominator and numerator of (10) by
and substituting G k by (6), we can obtain (8) . For the case α = 2, the network of n k nodes is subject to external interference of power proportional to log n and thus the quantized MIMO rate between clusters at the kth hierarchy level increases at least linearly in G k log n , which can be proved similarly as in Lemma 4.6 of [3] . Thus, the codeword length for the MIMO transmission in Phase 2 increases by log n, and the number of bits to represent the observation in Phase 3 also increases log n times, which results in (9) . Now let us give the achievable throughput using our modified HC scheme by using Lemma 1 recursively. We focus on the case α > 2. The case α = 2 proceeds similarly as in the case α > 2. By optimizing n k−1 that maximizes the throughput (8) in Lemma 1 recursively starting from the lowest hierarchy level, we can obtain the aggregate throughput T h (n, λ) using our modified HC scheme of h hierarchy levels in the following lemma. The proof is in the full version of this paper [9] .
Lemma 2: Consider a dense network of n nodes with α > 2. The modified HC scheme of h hierarchy levels yields the following aggregate throughput:
with probability approaching 1 as n tends to infinity for λ < n − 1 2 from the far-field assumption. Here, C h is a positive constant independent of both n and λ and δ h * ,h and τ h * ,h for h * ∈ [1, h + 1] are defined as follows: (n, λ)
To compare the scaling law of the throughput using the modified HC scheme with that of (4) in Theorem 2, let T 0 h (n, λ) and T 0 (n, λ) denote the following:
Note that T 0 h (n, λ) and T 0 (n, λ) denote the throughput scaling using our modified HC scheme of h hierarchical levels and the throughput scaling in Theorem 2 for dense network with α > 2, i.e., (11) and (4) without constants, respectively. In Fig. 2 , we can see that T 0 h (n, λ) approaches T 0 (n, λ) as h increases. In fact, T 0 h (n, λ) is shown to be arbitrarily close to T 0 (n, λ) as h increases in the full version of this paper [9] , which proves Theorem 2 for the dense network with α > 2.
B. Extended network
Let us extend the result for the dense network to the extended network. Note that the MIMO rate (3) is dependent on the cluster size and the distance between clusters. For the extended network, the following relation holds for all clusters i and j inside the network of n k nodes at the kth hierarchy level:
2λ .
From the above relation, the achievable MIMO rate between clusters of n k−1 nodes inside the network of n k nodes can be shown to increase at least linearly in G k compared to the dense network with the same transmit power. As in the HC scheme [3] , we use a bursty version of the modified HC scheme, i.e., use the modified HC scheme with operating power P n fraction of time slot and keep silent for the remaining fraction of time slot, which gives the same order of received power as in the dense network and satisfies the average operating power P per node.
Proof of Theorem 2 for the extended network: Note that the aggregate throughput order of n 1 2 is achievable using the multihop via percolation theory. Using operating power P n α 2 −1 per node achieves the same aggregate throughput (4) for the dense network except that G k is now replaced by G k . Since we use the modified HC scheme with operating power P n 
