Introduction
In recent years, the demands for high-speed performance, low energy consumption and low cost have been motivating the use of lightweight robot manipulators in industrial applications. The rigid structure of current industrial manipulators has made compliance impossible and limited the robotics use in automation tasks. The use of lightweight flexible links, however, has led to a challenging problem in end-point trajectory control. Due to the flexibility distributed along the robot arms, an improved control scheme is required to track the desired trajectory while simultaneously suppressing the vibrational transients in the arm.
This control problem has attracted significant attention in the literature. A flexible manipulator control must achieve the motion tracking objectives ͑similar to that of rigid one͒ while stabilizing the transient vibrations in the arm. Several control methods have been developed for flexible arms: optimal control ͓1,2͔; finite element approach ͓3,4͔; model reference adaptive control ͓5͔; adaptive non-linear boundary control ͓6͔; and several other techniques including variable structure control ͑VSC͒ methods ͓7-9͔. Most of these methods concentrate on model-based controllers design. Some of these controllers, however, may not be easy to implement due to the uncertainties in the design model, large variations of the loads, ignored high frequency dynamics and high order of the designed controllers. In view of these methods, VSC is particularly attractive due to its simplicity of implementation and robustness to parameter uncertainties. Successful applications of this method in practical systems are numerous ͓͑10-12͔ are just a few͒.
Generally, a flexible robot is governed by partial differential equations ͑PDE͒ as a system of distributed-parameter and therefore possesses infinite number of dimensions. Due to the complexity of these equations and in order to facilitate the application of control strategies, discretization techniques are typically used to construct a finite-dimensional reduced model. Based on the resulting approximate model ͑assumed mode model ͑AMM͒ or finite element method ͑FEM͒, for instance͒ several controller design approaches are then applied ͓4,5͔, and ͓13͔.
The problem associated with these model-based controllers is the truncation procedure used in the approximation. Due to ignored high frequency dynamics ͑related to control spillovers͒ and high order of the designed controller ͑related to increased number of flexible modes utilized in the model͒, severe limitations occur in implementation of these controllers. To overcome these shortfalls, alternative approaches based on infinite dimensional distributed ͑IDD͒ partial differential models of flexible arms have been developed. A direct strain feedback control strategy was proposed to control vibration of flexible arm ͓9͔, while an exponentially stable VSC controller is utilized for flexible robot systems with translational base ͓14͔.
A common difficulty appears in all these IDD-base controller design, which is the complexity of the control implementation. For instance, the control strategy developed in ͓14͔ requires measurements of displacement, velocity and acceleration of the arm tip as well as the shear force at the root end of the link. Although the VSC controller is inherently insensitive to parameter variations, feasible measurements are required for a successful implementation of the controller. This is the reason why experimental verification of these algorithms is progressing with a much slower pace than the theoretical compartment. For more complex flexible systems ͑multi-link arms, for instance͒ these approaches become very hard in practical implementation.
It is, therefore, highly desirable to seek a simple and yet practical technique for control of flexible arms. To this end, an improved IDD-base controller is proposed to eliminate the disadvantages associated with the traditional truncated-model-base controllers. It is specifically intended to further relax the measurement requirements for the flexible arm and simplify the controller design. Only the tip deflection and angular position of the flexible arm are required to develop the new controller proposed here. The remaining measurements, the ever-present unmodeled dynamics and other parameter uncertainties are all combined to a single term and estimated through an on-line perturbation estimation process ͓15,16͔. This additional perturbation estimation will compromise the robustness and trajectory tracking accuracy.
Mathematical Modeling
We consider regulation of the angular displacement of a onelink flexible arm. As shown in Fig. 1 , one end of the arm is free and the other end is rigidly attached to a vertical gear shaft, driven by a DC motor. Thus, the effect of gravity is neglected. Uniform cross section is considered for the arm, and we make the EulerBernoulli assumptions. The control torque , acting on the output shaft, is normal to the plane of motion. Viscous frictions and the ever-present unmodeled dynamics of the motor compartment are to be compensated via a perturbation estimation process, as explained later in the text.
Since the dynamic system considered here has been utilized in literature quite often, we present only the resulting partial differential equation ͑PDE͒ of the system and refer the interested readers to ͓17,18͔ for detailed derivations. The system is governed by
͓x ͑ t ͒ϩÿ ͑ x,t ͔͒ϩEly ٞЈ ͑ x,t ͒ϭ0
with the corresponding boundary conditions y͑0,t ͒ϭ0,
yЈ͑0,t ͒ϭ0,
yЉ͑L,t ͒ϭ0,
yٞ͑L,t ͒ϭ0
where is the arm liner mass density, L is the arm length, E is the Young's modulus of elasticity, I is the cross-sectional moment of inertia, I h is the equivalent mass moment of inertia at the root end of the arm, and I t ϭI h ϩL 3 /3 is the total inertia. Equation ͑1͒ represents the motion of the arm base, while ͑2͒ describes the vibration of the arm.
Using global variable z͑x,t ͒ϭx͑ t ͒ϩy͑ x,t ͒
the differential equations and boundary conditions can be expressed in the global coordinates as
z͑x,t ͒ϩEIz ٞЈ ͑ x,t ͒ϭ0
with the corresponding boundary conditions z͑0,t ͒ϭ0,
zЈ͑0,t ͒ϭ͑ t ͒,
zЉ͑L,t ͒ϭ0,
zٞ͑L,t ͒ϭ0
Clearly, the arm vibration equation ͑9͒ is a homogenous PDE but the boundary conditions ͑10-13͒ are nonhomogenous. Therefore, the closed-form solution is very tedious to obtain, if not impossible. Using the application of VSC, these equations and their associated boundary conditions can be converted to a homogenous boundary value problem, as discussed next.
Variable Structure Controller
The control objective is to track the arm angular displacement from an initial angle, d ϭ(0), to zero position, (t→ϱ)ϭ0, while minimizing the flexible arm oscillations. To achieve the control insensitivity against modeling uncertainties, the nonlinear control routine of Sliding Mode Control with an additional Perturbation Estimation ͑SMCPE͒ compartment is adopted here ͓15,16͔. The method of SMCPE presented in ͓15͔ has many attractive features, but is suffers from the disadvantages associated with the truncated-model-base controllers. On the other hand, the IDD-base controller design, proposed in ͓14͔, has practical limitations due to its measurement requirements in addition to the complex control law. We propose a new scheme to overcome these shortfalls.
Controller Design.
Initiating from the idea of IDD-base controller, we propose a new controller design approach in which an on-line perturbation estimation mechanism is integrated with the controller to relax the measurement requirements. As utilized in ͓14͔, for the tip vibration suppression, it is further required that the sliding surface enable the transformation of nonhomogenous boundary conditions ͑10-13͒ to homogenous ones. To simultaneously satisfy vibration suppression and robustness requirements, the sliding hyperplane is selected as a combination of tracking ͑regulation͒ error and arm flexible vibration as sϭẇ ϩw (14) where Ͼ0 is a control parameter and
with the scalar being selected later. When ϭ0, controller ͑14͒ reduces to sliding variable for rigid-link manipulators ͓16,19͔. The motivation for such a sliding variable is to provide a suitable boundary condition for solving the beam equation ͑9͒ as will be discussed next. Theorem 3.1 For the system described by (1) and (9), if the variable structure controller is given by
where ext is an estimate of the beam flexibility effect 
Substituting ͑20͒ into ͑19͒ and utilizing ͑7͒ yields
Noting ͑1͒, Eq. ͑21͒ becomes
Substituting controller ͑16͒ into ͑22͒ yields
Invoking condition kу(1ϩ)͉Ϫ est ͉/I t , Eq. ͑23͒ reduces to
As shown in ͓20͔, inequality ͑24͒ implies that the system will reach the sliding mode sϭ0 in a finite time, which is smaller than ͉s(tϭ0)͉/k, and then remain in the sliding mode. Therefore, from ͑14͒, the system's motion, after reaching the sliding mode, will slide along sϭ0 toward wϭ0 exponentially with a time constant equal to 1/.
It should be noted that condition kу(1ϩ)͉Ϫ est ͉/I t is based on the assumption that ͉Ϫ est ͉р est where is experimentally determined ͓21͔. In order to assure robustness, k is selected as
The discontinuity in the controller due to the signum function can be smoothened by replacing it with the saturation function
in order to avoid control chatter ͓22͔. However, if the forced oscillations of the s-dynamic display high frequencies, then the corresponding ͑saturation function͒ control component manifest equally high frequency dither, which is not desirable either. Therefore, a ''low pass filter'' mode, P in controller ͑16͒, was introduced to subdue the effects of high frequency components ͓15͔.
Once the system enters the sliding phase, the s-dynamics take the form of a low pass filter against ͉Ϫ est ͉ as ͑see Eq. ͑23͒͒
We have proven that the system's motion converges to wϭ0 exponentially. To prove the exponential stability of the closedloop system, it will be sufficient to show that the flexible arm stops at the final equilibrium position z(x,t)ϭ0 provided that w ϭ0 ͓14͔. Since →0 as t→ϱ, based on ͑14͒ same holds for ͑i.e., →0͒. Notice, from Eq. ͑15͒, wϭ0 implies that
Substituting ͑28͒ into boundary condition ͑11͒, transforms the nonhomogenous boundary value problem ͑9-13͒ into a homogenous one. Specifically, the boundary condition ͑11͒ is recast in the homogenous form of
which fulfills our objective. By properly selecting variable , it is shown, next, that the arm can be stopped at the final position.
Solution to Homogenous Boundary Value Problem.
In the derivation of the controller, we shall assume that the system can be variable-separated, i.e., z(x,t) can be represented by
where (x) is the transverse modal shape of the flexible arm and Q(t) is the corresponding generalized coordinate. Note that the derivation of the controller does not require any modal reduction, i.e., the controller, theoretically, can handle the original infinitedimensional system ͓14͔. Substituting Eq. ͑30͒ into ͑9͒ yields
Consequently, we obtain two ordinary differential equations ͓18͔
with the boundary conditions
Љ͑L͒ϭ0, 
By substituting boundary conditions ͑34 -37͒ into equation ͑41͒, a set of four homogenous linear algebraic equations in terms of coefficients C i (iϭ1, . . . ,4) is rendered. Using MAPLE software package ͓23͔, the determinant of the coefficients matrix is found to be
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In order to force C i ϭ0, we need to show that ⌬ 0. Using MAPLE package, it can be shown that condition Ϫ1.2ϽϽ35 will render ⌬Ͼ0 regardless of the value of aL ͑notice, aL 0 in this case͒. Case III: KϾ0. Letting Kϭ 2 , the general solution to ͑33͒ can be expressed in the form
Similarly, substituting boundary conditions ͑34-37͒ into Eq. ͑43͒ and taking the determinant of the coefficients yields
Utilizing MAPLE again, it can be shown that regardless of value of ( 0) in this case, ⌬ 0. Notice, in this case ␤ 0. The values of Ͼ2.3 will render ⌬Ͻ0 and values of ϽϪ0.45 will result ⌬Ͼ0.
Recalling all the three cases, one can see if satisfies the inequality
then ⌬Ͼ0, and that results in (x)ϭ0 and ultimately z(x,t) ϭ0. This is the same condition given in Theorem 3.1. Now, we can conclude that wϭ0 implies that the flexible beam and consequently arm angular displacement stop at the final equilibrium position z(x,t)ϭ0 and (t)ϭ0. Consequently, because w→0 exponentially in the sliding mode, the system motions also converges to z (x,t) 
Controller Implementation
In the preceding section, it was shown that by properly selecting control variable , the motion exponentially converges to w ϭ0 with a time-constant 1/, while the arm stops in a finite time. Although, the discontinuity nature of the controller introduces a robustizing mechanism, we have further made the scheme insensitive to parametric variations and unmodeled dynamics by reducing the required measurements and hence easier control implementation. The remaining measurements and ever-present modeling imperfection effects have all been estimated through an on-line estimation process. To realize the variable structure controller ͑16͒, we need to feedback the following quantities:
, and ÿ (L,t). As stated before, in order to simplify the control implementation and reduce the measurement effort, the effect of all uncertainties including flexibility effect (͐ 0 L xÿ (x,t)dx) and the ever-present unmodeled dynamics is gathered into a single quantity named perturbation, , as given by ͑17͒.
Noting ͑1͒, the perturbation term can be expressed as
where requires the yet unknown control feedback . In order to resolve this dilemma of causality, the current value of control torque is replaced by the most recent control (tϪ␦), where ␦ is the small time-step used for the loop closure. This replacement is justifiable in practice, since such algorithm is implemented on a digital computer and the sampling speed is high enough to claim this. Also, in the absence of measurement noise, (t)Х cal (t) ϭ͓ (t)Ϫ (tϪ␦)͔/␦. Therefore, an estimate of perturbation is utilized as
Alternatively, the bending moment of the beam at its base can be obtained as ͓17,18͔
Then, the flexibility term used in perturbation expression can be expressed as
which can be measured in practice by attaching a strain gauge at the base of the flexible arm for yЉ(0,t) and approximating (t) with cal (t) as described above. Due to the additional robustizing feature, perturbation estimation, the following approximations can be utilized at the control stage implementation ͑Section 6͒:
where
In practice and in the presence of measurement noise, appropriate filtering may be considered and combined with these approximate derivatives. This technique is referred to as ''switched derivatives.'' This backward differences is shown to be effective when ␦ is selected small enough and the controller is run on a fast DSP ͓24,25͔. Also, ÿ (L,t) can be obtained by attaching an accelerometer at arm tip position. All the required signals are therefore measurable by currently available sensor facilities and the controller is thus realizable in practice. Although these signals may be quite inaccurate, it should be pointed out that the signals, either by measurements or estimation, need not to be known very accurately since robust sliding control can be achieved if k is chosen large enough to cover the error existing in the measurement/signal estimation ͓10͔.
Numerical Simulations
In order to show the effectiveness of the proposed controller, a lightweight flexible arm is considered ͑hӷb in Fig. 1͒ . For numerical results, we consider d ϭ(0)ϭ/2 for the initial arm base angle, with zero initial conditions for the rest of the state variables.
The system parameters are listed in Table 1 . Utilizing assumed mode model, the arm vibration equation ͑9͒ is truncated to 3 modes and used in the simulations. It should be noted that the controller law, Eq. ͑16͒, is based on the original infinite dimensional equation, and this truncation is utilized only for simulation purposes.
We take the controller parameter ϭϪ0.66, which satisfies inequality ͑45͒. The other control parameters are chosen as P ϭ7.0, kϭ5, ⑀ϭ0.01 and ϭ0.8. In practice, is selected for maximum tracking accuracy taking into account unmodeled dynamics and actuator hardware limitations ͓21͔. Although such restrictions do not exist in simulations ͑i.e., ideal actuator, high sampling frequency and perfect measurements͒, this selection of was decided based on the actual experiment conditions ͑see Section 6͒.
The sampling rate for the simulations is ␦ϭ0.0005 sec, while data are recorded at the rate of only 0.002 sec for plotting purpose. The system responses to the proposed control scheme are shown in Fig. 2 . The arm base angular position reaches the desired position ϭ0 in about 4 -5 s, which is in agreement with the approximate settling time of t s ϭ4/ ͑Fig. 2͑a͒͒. As soon as system reaches the sliding mode layer ͉s͉Ͻ⑀ ͑Fig. 2͑d͒͒, the tip vibrations stop ͑Fig. 2͑b͒͒, which demonstrates the feasibility of the proposed control technique. The control torque exhibits some residual vibration as shown in Fig. 2͑c͒ . This residual oscillation is expected since the system motion is not forced to stay on sϭ0 surface ͑instead it is forced to stay on ͉s͉Ͻ⑀͒ when saturation function is used. The sliding variable s is also depicted in Fig.  2͑d͒ .
To better demonstrate the feature of the controller, the system responses are displayed when ϭ0 ͑Fig. 3͒. As discussed, ϭ0 corresponds to the sliding variable for the rigid-link. The undesirable oscillations at the arm tip are evident ͑see Figs. 3͑b͒ and 3͑c͒͒.
Control Experiments
In order to better demonstrate the effectiveness of the controller, an experimental setup is constructed and used to verifying the numerical results and concepts discussed in the preceding sections. It is specifically intended to demonstrate the robustizing feature of the controller in the presence of unmodeled dynamics in the actuator ͑frictional torque in the motor͒, the arm payload and measurements imperfections.
Experimental Setup.
The experimental setup is shown in Fig. 4 . The arm is a slender beam made of stainless steel, with the same dimensions used in the simulations. The experimental setup parameters are listed in Table 1 . One end of the arm is clamped to a solid clamping fixture, which is driven by a high quality DC servomotor. The motor drives a built-in gearbox (N ϭ14:1) whose output drives an anti-backlash gear. The antibacklash gear, which is equipped with a precision encoder, is utilized for measuring the arm base angle as well as to eliminate the backlash. For tip deflection, a light source is attached to the tip of the arm which is detected by a camera mounted on the rotating base.
The DC motor can be modeled as a standard armature circuit. That is, the applied voltage v to the DC motor is
where R a is the armature resistance, L a is the armature inductance, i a is the armature current, K b is the back-EMF ͑electro- Fig. 2 Analytical system responses to controller with inclusion of arm flexibility, i.e., ÄÀ0.66; "a… arm angular position, "b… arm tip deflection, "c… control torque, and "d… sliding variable s 
The motor dynamics thus become
where C v is the equivalent damping constant of the motor, and I e ϭI m ϩI L /N 2 is the equivalent inertia load including motor inertia, I m , and gearbox, clamping frame and camera inertia, I L . a is the available torque from the motor shaft for the arm.
Utilizing the gearbox from the motor shaft to the output shaft and ignoring the motor electric time constant (L a /R a ), one can relate the servomotor input voltage to the applied torque ͑acting on the arm͒ as
where I h ϭN 2 I e is the equivalent inertia of the arm base used in the derivation of governing equations ͑see Eq. ͑1͒͒. By substituting this torque into the control law, the reference input voltage V can be obtained for experiment.
6.2 Experimental Results on Regulation Control. As stated before, only arm base angular position and tip deflection are to be measured. The remaining required signals for the controller ͑16͒ are determined as explained in Section 4. The control torque is applied via a digital signal processor ͑DSP͒ with sampling rate of 10 kHz, while data are recorded at the rate 500 Hz ͑for plotting purpose only͒. The DSP runs the control routine in a single inputsingle output mode as a free standing CPU. Most of the computations and hardware commands are done on the DSP card. For this setup, a dedicated 500 MHz Pentium III serves as the host PC, and a state-of-the-art dSPACE® DS1103 PPC controller board equipped with Motorola Power PC 604e at 333 MHz, 16 channels ADC, 12 channels DAC as microprocessor.
The experimental system responses are shown in Figs. 5 and 6 for similar cases discussed in the numerical simulation section. Figure 5 represents the system responses when controller ͑16͒ utilizes the flexible arm ͑i.e., ϭϪ0.66͒. As seen, the arm base reaches the desired position ͑Fig. 5͑a͒͒, while tip deflection is simultaneously stopped ͑Fig. 5͑b͒͒. The good correspondence between analytical results ͑Fig. 2͒ and experimental findings ͑Fig. 5͒ is noticeable from vibration suppression characteristics point of view. It should be noted that the controller is based on the original governing equations, with arm base angular position and tip deflection measurements only. The unmodeled dynamics such as payload effect ͑due to the light source at tip, see Table 1͒ , viscous friction ͑at the root end of the arm͒ are being compensated through the proposed on-line perturbation estimation routine. Similar responses are obtained when the controller is designed based on the rigid-link only, i.e., ϭ0. The system responses are displayed in Fig. 6 . Similarly, the undesirable arm tip oscillations are obvious. The overall agreement between simulations ͑Figs. 2 and 3͒ and that of experiment ͑Figs. 5 and 6͒ is one of the critical contributions if this work. 
Conclusions
An exponentially stable variable structure controller has been applied to regulation of the angular displacement of a lightweight one-link flexible robot arm. The governing equations with the corresponding boundary conditions have been derived, and the controller was designed based on the original distributed system. An additional on-line perturbation estimation has been introduced and integrated with the control routine to overcome the effect of unmodeled dynamics and measurement imperfections. Numerical simulations along with experimental validations have been provided to demonstrate the superior features of the controller. Utilizing only the arm base angular position and tip deflection in the experiment, it has been shown that the proposed technique is capable of tracking arm while simultaneously suppressing transient vibration at the arm. ͓1͔ Sinha, A., 1988 
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Introduction
The orientation of a rigid body is determined by integrating the differential equations for one of the several sets of parameters available to describe its orientation. One such set of orientation parameters are the Euler parameters, which are related to by ͑Wittenburg ͓1͔͒:
Here x , y , and z are the components in body fixed coordinates xyz of the angular velocity vector and the Euler parameters are defined as
where ␣ is the angle that the body must rotate about the direction nϭ͓n x ,n y ,n z ͔ t to reach its current position from the reference configuration. The Euler parameters satisfy the following normalization condition:
The present paper is concerned with the calculation of the Euler parameters from ͑1͒, assuming that the angular velocity is known with sufficient accuracy at one or several previous time instances, from numerical solution of the rotational equations of motion or otherwise. A straightforward approach is to solve the differential equation ͑1͒ for the Euler parameters numerically by some established method of high accuracy such as Runge-Kutta, typically fourth order, or Adams-Bashforth, typically third order. In the derivation of these methods it is assumed that the sought function is several times continuously differentiable. However, in cases with impulsive forces, such as rigid body frictional impact, the angular velocity is discontinuous, resulting in a discontinuous first derivative of the Euler parameters and thus removing the basis of these methods. In, for example, Johansson and Klarbring ͓2͔ and Johansson ͓3,4͔ problems of this type are studied.
The closed-form solution for the Euler parameters for a constant angular velocity has been used to calculate the Euler parameters, assuming a piecewise constant angular velocity, Whitmore et al. ͓5͔ although this does not seem to be common; some authors feel that this approach is not accurate enough, e.g., Stevens and Lewis ͓6͔. An obvious idea would be to calculate solutions assuming higher order variations of the angular velocity. However, while solutions are available for more general variations of the angular velocity, these are unattractively complicated, see Morton et al. ͓7͔ .
In the present paper, the case where a piecewise constant assumption for the angular velocity is implemented in a leapfrog type algorithm is studied. Thus, the angular velocity is assumed to be available at the midpoints between the points where the Euler parameters are computed. Sections 2 and 3 are concerned with the properties of this method when the angular velocities are smooth, i.e., between impacts, so that it can be assumed that the Euler parameters are smooth. It is seen that the approximation is better than might be expected from the piecewise constant assumption; if the angular velocity has constant direction the proposed method corresponds to assuming a piecewise linear variation of its magnitude while in the case when the angular velocity does not have constant direction, the proposed method will still work as a globally second-order accurate computation method for the Euler parameters. This last point can be considered the main point of the present paper. Finally, in Section 4, numerical examples are given where the present method is compared to other methods when applied to discontinuous angular velocities.
The Constant Angular Velocity Solution
If Q is constant and the Euler parameters are known at some time, say tϭt 0 , the solution to ͑1͒ can be written in closed form as
An approximate method for time varying Q is obtained by choosing T as a time interval, short compared to the total time interval of interest, and assuming that Q(t) is constant at its value at the midpoint of the interval. The Euler parameters at time tϭT/2 can then be computed as
and the process is repeated to cover the desired time interval, giving a leapfrog type computational scheme based on approximating the angular velocity as piecewise constant. Since this scheme is based on the closed-form solution for a special case, the normalization condition ͑2͒ will be satisfied exactly ͑within the limits of computer accuracy͒. Here and elsewhere in this paper a subscript will denote the value of a quantity at a certain time so that q Ϫ1/2 ϭq(ϪT/2) etc. Equation ͑4͒ will be called the uncorrected 1-point formula. It will be seen below that this equation also gives the exact solution for a the case of an angular velocity with piecewise linearly varying magnitude but constant direction. The case of an angular velocity with changing direction will be treated in Section 3. Due to the special structure of Q the matrix exponential in ͑4͒ can be calculated from, c.f. Whitmore et al. ͓5͔:
where ͉͉ϭͱ x 2 ϩ x 2 ϩ x 2 is the length of the vector from which Q is constructed, c.f. Eq. ͑1͒, and 1 is the unit matrix. It is tempting to try to derive more accurate schemes by assuming that Q is a piecewise linear function of time, or piecewise quadratic etc. Unfortunately, the closed-form solution ͑3͒ to ͑1͒ cannot be generalized in a straightforward manner, since q͑t ͒ϭe
is not in general a solution to ͑1͒. It is a solution to ͑1͒ if Q(t) has the commutative property:
see Lukes ͓8͔, where a slightly more general case is treated, and Byers and Vadali ͓9͔. This condition is fulfilled if the angular velocity from which Q(t) is constructed has constant direction, c.f. Section 3. It then holds that
t Q͑s ͒ds ϭQ͑t ͒e
Accepting the ͑rather strong͒ assumption of ͑7͒ we note that ͑4͒ will also be exact for a piecewise linear variation of since the midpoint rule of integration
is exact for a linear variation of Q(t), c.f. Dahlquist et al. ͓10͔, so that ͑4͒ is then recovered from ͑6͒. This result is given, in a slightly different context, by Byers and Vadali ͓9͔. It is thus seen that for the case of constant direction , the scheme based on ͑4͒ amounts to approximating as piecewise linear and compute the closed form solution to this approximation. Cases where has constant direction and piecewise linear direction with jumps could also be computed exactly ͑within the limits of computer accuracy͒ in this way if the jumps are situated precisely at the points where the Euler parameters are evaluated.
The Non-Commutative Case
In this section the behavior of the algorithm based on Eq. ͑4͒ will be studied for the case when the angular velocity is smooth but otherwise general i.e., Eq. ͑7͒ is not satisfied. It will be seen that a globally second-order accurate numerical scheme is obtained for this case.
To develop a correction for the case when (t) is allowed to change direction as well as magnitude, Q(t) is written
where Q ʈ (t) satisfies ͑7͒ and Q Ќ (t) does not. Such a decomposition can be constructed by selecting a constant direction n and writing the angular velocity from which Q(t) is constructed as
If Q ʈ (t) is taken to be the part of Q(t) corresponding to ʈ ϭ f (t)n, it is a scalar function of time multiplied by a constant matrix, which will satisfy ͑7͒. Using this decomposition, ͑1͒ can be written
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with
Inserting ͑11͒ into ͑10͒ gives, using ͑8͒,
Setting t 0 ϭϪT/2 and using a central difference and averaging discretization we have from ͑13͒:
Note that the fourth time derivative of q Ќ is required to exist in this step, Vandergraft ͓11͔
From ͑14͒, ͑11͒, and ͑12͒ we obtain the Euler parameters at time tϭT/2 as
where the inverse
see Omelyan ͓12͔, has been used. In Eq. ͑15͒ the first term to the right is the exact solution if the angular velocity has constant direction, the second term is a correction if it has not and the third term is the truncation error of the correction. It is immediately observed that if we put
that is, if we decide to take the direction of at time tϭ0 as the direction on which the split of in ͑9͒ is based then
and ͑15͒ becomes
The first term to the right of Eq. ͑18͒ provides us with a globally second-order accurate scheme for the Euler parameters if it is used repeatedly to cover the time interval of interest ͑or the exact solution if it so happens that Q Ќ (t)ϭ0͒. Next, we turn to the evaluation of the integral in Eq. ͑18͒. By the midpoint rule we have, c.f. Dahlquist et al. ͓10͔:
where ͑17͒ has been used.
Inserting ͑19͒ into ͑18͒ gives
which will be called the corrected 1-point formula. Note that the detailed form of the truncation error O (T 3 ) changes in the last equality. The second equality holds because a constant matrix satisfies the commutative property, c.f. Lukes ͓8͔.
It is noted that the corrected 1-point formula ͑20͒ is the same as the uncorrected 1-point formula ͑4͒, apart from the O (T 3 ) term. It has thus been established that if the formula for piecewise constant Q(t) is implemented as a leapfrog method it gives a globally second order accurate solution for a general variation of Q(t). For the case when the orientation is described using the components of the transformation matrix rather than the Euler parameters a corresponding result is established by Omelyan ͓13͔, using a different line of thought for the derivations.
Keeping ͑16͒, Eq. ͑18͒ can be used with other numerical integration rules, with the same level of approximation for the part Q Ќ (t) of Q(t) not fulfilling ͑7͒. For example, a corrected 3-point formula based on a piecewise quadratic variation of Q(t) is
Numerical Examples
In this section the 1-point method is tested on some examples with discontinuous angular velocity. The results using fourthorder Runge-Kutta and third-order Adams-Bashforth ͑see e.g. ͓10,6,11͔͒ are included for comparison; as expected these latter methods doesn't work well since they cannot be expected to handle the discontinuities well.
Two different angular velocities are used. In both cases x and y are zero, while z varies as shown in Fig. 1 . Physically the case with an alternating piecewise constant z might be a bouncing so-called superball, see Vu-Quoc et al. ͓14͔, while the increasing piecewise constant z might correspond to a ball bouncing with friction on a surface whose speed is increasing. In both these cases closed form solutions can be computed.
The error to be studied is computed as
Obviously, for a numerical method to be accurate, this error should be small compared to 1. It can be noted that, because of the normalization condition ͑2͒, ͉q exact ͉ϭ1. If the numerical solution also fulfills this condition, which the 1-point formula does, the error can never be larger than 2. The timesteps used below are 0.051 and 0.0051 seconds. These are selected to avoid putting the discontinuities at an integral number of timesteps, in which case the 1-point method under investigation would give a closed form solution to the examples and the only errors would be related to computer accuracy. In Fig. 2 the results for a piecewise constant stepwise increasing z is shown for a timestep of 0.051 seconds. It is seen that the 1-point method gives reasonably small errors while the RungeKutta and Adams-Bashforth methods manages to follow the solution for a while but then breaks off to unacceptable errors. The Adams-Bashforth solution in fact becomes numerically unstable after a while. Figure 3 shows the results using a smaller timestep to avoid this instability, but the observation that Runge-Kutta and Adams-Bashforth methods eventually breaks of to unacceptable errors still holds true.
Fig. 1 Variation of z in the examples
In Fig. 4 the results for alternating piecewise constant z are shown. This figure shows the maximum error occurring up to and including a certain time instant rather than the error at each time. Again it is seen that the Runge-Kutta and Adams-Bashforth methods tends to break away to large errors, although the advantage of the 1-point method is not quite as pronounced as in the previous example.
Discussion
In this paper the solution of the differential equation for the Euler parameters have been discussed. The closed form solution for piecewise constant angular velocity is attractive for motion with discontinuous angular velocity, but a more accurate method is desirable if such motion is combined with long intervals of motion with smoothly varying angular velocity.
Unfortunately, there are no simple closed-form solutions for higher order variation of the angular velocity, unless the direction is constant. This paper is therefore concerned with the implementation of the piecewise constant solution in a leapfrog type algorithm. This method works well for discontinuous angular velocities, as indicated by the numerical examples, and provides a second order accurate algorithm for cases with smooth but otherwise general variation of the angular velocity. The method is also exact for cases of constant angular velocity and constant direction angular velocity with linearly varying magnitude, which makes it attractive for spinning objects such as flywheels. In conclusion, the proposed method should be appropriate for problems with large numbers of impacts, such as that studied in Johansson ͓4͔ or problems with occasional impacts and periods of free flight with high angular velocity with constant direction, such as in Johansson ͓3͔. 
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Introduction
On/off jet thrusters have often been used for vibration suppression in large flexible space structures, see e.g., ͓1,2͔ where empirical control switching strategies have been adopted or ͓3,4͔ where the Variable Structure Control ͑VSC͒ technique has been applied. When a bang-bang control action is not sufficient, piezoelectric rods can be used as both structural and actuation elements, see e.g., ͓5,6͔. An interesting technological solution can include both jet thrusters for the suppression of large vibrations and piezoelectric actuators for the damping of residual vibrations. This configuration has been considered here for the control of the large flexible experimental space structure shown in Fig. 1 .
The space structure is located at the Department of Aerospace Engineering at the Politecnico di Milano and has been already considered in ͓2,4,7͔. It is a modular truss with mass of 75 Kg, length of 19 m, built with commercial PVC elements for a total of 54 cubic bays. The truss is suspended by three pairs of steel springs ensuring a satisfactory decoupling of rigid and elastic bending modes. It has been designed so that the bending modes in the horizontal and in the vertical plane are independent, although closely spaced in frequency. Hence, the controller can be designed and implemented in the horizontal plane only.
The truss is equipped with six pairs of on-off air jet thrusters, each one delivering a non-modulable force of about 2.1 N when supplied with air at 3 bar. Thrust is generated with a delay of about 12 ms after the transmission of the control command, and the actuators do not operate properly at switching frequencies greater than 40 Hz. The structure includes also six active piezoelectric rods substituting symmetric passive PVC elements and providing a maximum traction force of 700 N and a maximum compression force of 3000 N, with input voltage range ͓0 V, 100 V͔. Standard amplifiers provide high bandwidth gain and bias the piezoelectric actuators at their midpoint. The rods also exhibit an hysteresis which has been considered in the simulation model, but which has not been included into the linear model used in the preliminary control synthesis phase. The horizontal motion of the truss is measured by six accelerometers, whose outputs are processed by analog and digital filters, so that only the first eight natural modes in the horizontal plane can be considered in the control problem. These filters introduce a phase lag equivalent to a delay of about 60 ms at the sampling frequency of 200 Hz.
Mathematical Model
Let be the vector of the amplitudes of the vibration modes, u J and u P be the control variables associated with the jets and the piezoelectric actuators, respectively, y be the vector of acceleration measurements. Moreover, denote by ⌽ the matrix of the modal shape vectors, by ⍀ and ⌶ the matrices of natural frequencies and damping coefficients and by I the identity matrix of appropriate size. Neglecting the nonlinearities mainly due to the actuators, the linear mathematical model of the structure is ͑see ͓7͔͒
where xϭ͓Ј Ј͔ЈR 1320 , u J R 6 , u P R 6 , yR 6 and
In ͑2͒ M s transforms x into the vector of sensor displacements and M aJ ,M aP represent the influence of u J ,u P on the structure. For simulation and control design purposes, it is advisable to neglect high frequency modes. Hence, a model with 54 state variables suitable for preliminary simulation studies has been derived. Then this model has been further reduced to obtain a model with 16 state variables, which has been used in the control synthesis phase. The natural frequencies n and the damping coefficients of the corresponding eight modes are reported in Table 1 .
Switching Control Design
Two different VSC control laws, namely VSC J and VSC P , for the jet thrusters and for the piezoelectric rods have been designed assuming that one type of actuator is inactive when the other one is used, that is by alternatively setting u P ϭ0 and u J ϭ0. In both cases, adjacent and symmetric pairs of actuators have been controlled jointly, so avoiding their simultaneous switching in opposite directions. This introduces a functional dependence between the elements of u J and u P , so that only three control variables have to be independently chosen in both cases and reduced input vectors ū J R 3 and ū P R 3 must be considered. According to ͓8͔, the sliding surfaces J (x)ϭ0, P (x)ϭ0 have been computed by minimizing the cost function
The elements of the diagonal matrices QϭQ J and QϭQ P have been chosen by extensive simulation experiments. Then, the following control laws have been determined:
where the gains K J and K P depend on the maximum force delivered by the actuators. Concerning the control laws 4, the following assumption is in order.
Assumption A1: For the control laws VSC J and VSC P there exist closed sets X J and X P containing the origin as interior point such that: 1 for any initial state x(0)X J (x(0)X P ) the state trajectory reaches J (x)ϭ0 ( P (x)ϭ0) in a finite time upperbounded by t J (t P ); 2 for any x(0)X J പ J (x)ϭ0 (x(0)X P പ P (x)ϭ0) and any tу0, there exist positive constants a and b such that ʈx͑ t ͒ʈрae Ϫbt ʈx͑ 0 ͒ʈ (5)
Remark 1. The previous assumption is readily verified in the context of VSC, see ͓9͔, where a proper control law design can guarantee both a finite time reaching of the sliding surface and the exponential stability on it.
The adopted switching control strategy consists of using the jets for damping both rigid and elastic modes when an ''energy function'' E(x)ϭxЈP c x, P c ϭdiag͕⍀ 2 ,I͖ of the truss is beyond a prescribed threshold C, that is when xX c ϭ͕x:E(x)ϾC͖, while commuting to the piezoelectric rods for the elimination of residual elastic vibrations when E(x)рC. A priori, this strategy leads to a switched system whose stability properties cannot be guaranteed. For this reason, it is advisable to define a ''dwelling time'' as the time which must be elapsed from the last control switching before a new switching can occur, see ͓10͔.
Theorem 1 Proof: Define tϭmax(t J ,t P ) and let ϭ tϩ , where Ͼ0 is the minimum time which must be spent on J (x)ϭ0 or P (x)ϭ0 even if the system state has moved outside the region where the corresponding control law should be used. Note that there exists a positive constant ␥ such that ʈe At ʈр␥,᭙tр t, and a positive constant h such that
where K J and K P are two vectors with the dimensions of K J and K P and whose elements have the same absolute value of the corresponding ones of K J and K P with any combination of sign. Now assume that x(0)X J and x(0) J (x)ϭ0. Then VSC J is used and, at a time t 1 р t, ʈx͑ t 1 ͒ʈр␥ʈx͑ 0 ͒ʈϩh with x(t 1 ) J (x)ϭ0. Until time t 2 ϭt 1 ϩ the state trajectory is on J (x) and ʈx͑ t 2 ͒ʈрae Ϫb ʈx͑ t 1 ͒ʈр␥ae Ϫb ʈx͑ 0 ͒ʈϩae Ϫb h
At tϭt 2 , the control law commutes to VSC P provided that x(t 2 )X P . Following the same arguments and assuming that there are n commutations between VSC J and VSC P , it is possible to verify that ʈx͑ t 2nϩ1 ͒ʈр͑ ␥ae
Provided that Ͼlog(a␥)/b, the right hand side of this inequality tends, for n→ϱ, to ϭh(1Ϫ␥ae Ϫb ) Ϫ1 . Denoting by min (P c ) the minimum eigenvalue of P c , if CϾC ϭ 2 min (P), then the state tends to a point on P (x) and inside X P , so that no other commutation occurs. Finally, observe that both and C can be computed from the problem data by means of the previous expressions.
Implementation Issues
The switching control law has been implemented in digital form with a sampling interval of 5 ms. A standard Kalman predictor has been used, see ͓2͔. It predicts the first eight natural modes 15 steps onward ͑75 ms͒ so as to reduce the effect of the phase lag due to the adopted anti-aliasing filters.
When using VSC J , a dead band has been introduced on the sliding surface to reduce chattering phenomena. The amplitudes of the dead zones have been related to the allowed residual movement at the end of the control action, as discussed in ͓4͔. The use of the local dead band is such that the sliding mode on the sliding surface is not ideal, and is usually called a ''quasi-sliding mode,'' see ͓11͔. As for the rods, their static characteristic is of linearsaturated type, not suitable for an on-off control strategy. Then, the VSC P control law has been implemented by resorting to the concept of ''equivalent control,'' see ͓8͔, according to which the VSC action is obtained by passing the computed control variable through a low-pass filter.
Finally, in order to reduce energy consumption, a maximum acceptable amount of residual movement has been determined and all the control actions have been switched off when the truss energy is below a given threshold. Transactions of the ASME An extensive preliminary simulation study has been performed to tune the unknown design parameters. The bending modes of interest were excited separately or jointly so as to consider a large number of experimental cases. For brevity, only the results referring to the joint excitation of the four bending modes (M 1 ϪM 4) at low frequencies are here reported. Specifically, the local velocities at the end of the excitation phase were v M 1 ϭ0.12 m/s, v M 2 ϭ0.12 m/s, v M 3 ϭ0.03 m/s, v M 4 ϭ0.03 m/s. Figures 2͑a͒ and  2͑b͒ ͑which is a zoom of Fig. 2a͒ compare the transient of the tip speed with VSC J only to that achieved with the proposed switching strategy. The effect of the rods is evident in the second part of the response, when the jets are switched off and the control action provided by the rods damps the tip oscillations. The corresponding control actions are shown in Fig. 3 , where it is apparent that in this case only one transition occurs from the control law VSC J to VSC P . For comparison, further simulations have been performed starting from the same initial conditions and using only the rods ͑control law VSC P ͒ or the jets ͑control law VSC J with smaller deadzones͒ in all the operating range. The corresponding transients are reported in Figs. 4͑a͒ and 4͑b͒ , which clearly show that the rods are unable to provide an effective vibration suppression, while an excessive use of the jets causes an useless fuel consumption without any performance improvement.
In all the performed experiments on the real truss, the initial conditions were set using an electromagnetic shaker connected to one end of the structure which brought the truss to a steady oscillation via excitation of one or a combination of its natural frequencies. Then, the shaker was automatically disconnected when the predetermined initial condition was reached. In the results reported here, the excitation of a combination of the first four bending modes was planned in order to mimic as much as possible the previous simulations. Then at the end of the excitation phase, the switching controller was activated. Figures 5͑a͒ and 5͑b͒show the experimental tip speed during excitation (t Ͻ16.67s) and during the control action (tу16.67s). The corresponding control variables are reported in Fig. 6 . The comparison of Figs. 2 and 5͑b͒show a good agreement between the simulation and the experimental results. In fact, the 90% settling time is reached after about 1s in simulation and 1.2s in the real experiments. This small discrepancy can be due to an approximate estimation of the damping factors of the bending modes, as well as to the nonlinear dynamics of the actuators.
Conclusions
The switching control strategy proposed here for vibration suppression allows to optimize the control performance and to reduce the energy consumption. This is fundamental in space applications, where fuel availability is limited. An extensive experimental phase has witnessed the potentialities of this approach, the theoretical properties of which have also been investigated. 
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Introduction
Researchers at the University of Texas Center for Electromechanics ͑UT-CEM͒ have been involved in the development of active suspension systems for off-road military vehicles since 1993 ͓1͔. A major contribution of this research has been the development of linear electromechanical ͑EM͒ actuators that serve as force control elements in active suspensions ͓2͔. These EM actuators were designed to retrofit into the existing suspension space of a military HMMWV, and are installed in parallel with a soft spring for static load support ͑Fig. 1͒. They are electronically controlled to provide bidirectional forces within a nominal range of Ϯ2000 lb. These high-performance actuators introduce considerable opportunities for improving the ride quality, handling performance, and safety of off-road vehicles through the control of suspension forces.
The design of controllers for active vehicle suspensions has been the focus of numerous research publications in recent years ͓1,3-12͔. Typically, these research contributions are theoretical in nature and rely on linear, time-invariant suspension models for controller design and simulated performance evaluation. However, suspension forces are inherently nonlinear, particularly for offroad vehicles. Off-road vehicles experience large suspension displacements, where the nonlinear kinematics and damping characteristics ͑Fig. 2͒ are significant.
These nonlinearities tend to degrade the performance of active suspension systems, introducing harshness to the ride quality and reducing off-road mobility. In addition, the dynamic characteristics of suspension components are not time-invariant, but are subject to change during a vehicle's life cycle. In light of these facts, it is worthwhile to consider a control approach that accounts for dynamic nonlinearities and responds to time-varying parameters.
While there are many techniques available for estimating the parameters of linear system models using input/output data, there are considerably fewer techniques available for estimating the structure of nonlinear systems ͓13,14͔. A common approach is to assume a model structure that is nonlinear in the states, but is 
determine the unknown model parameters from system data ͓13-15,5,10͔. A major drawback of this approach is that the structure of each nonlinearity must be specified in advance, using physical modeling or intuition. Another common approach is to treat the nonlinear dynamics as a ''black box,'' and use high-order regression or Artificial Neural Networks ͑ANNs͒ to emulate their effects ͓7,8,13,14͔. In the first case, an accurate physical model may be difficult to derive for nonlinear, time-varying systems. In the second case, the black box structure provides little or no physical insight into the system dynamics. Therefore, it is worthwhile to utilize a technique that combines the physical insight of linear, lumped-parameter modeling with the flexibility of the nonlinear black box approach. This paper describes an Intelligent Feedback Linearization ͑IFL͒ controller that ''learns'' the nonlinear dynamics of a vehicle suspension and uses this information to control suspension forces. The nonlinear dynamics are modeled using a linear parameter varying ͑LPV͒ model structure. The parameters of this model are estimated on-line, and are used to update the controller gains at each time step. The result is a high-performance, real-time control algorithm that impoves the ride quality and predictability of the suspension response.
II Intelligent Control
Intelligence, as defined by Webster's Dictionary ͓16͔, implies the ability to respond successfully to a new experience and learn or understand from previous experiences. For a control system to be intelligent, it must possess two distinct characteristics:
• the ability to successfully adapt ͑or respond͒ to changes in its environment ͑time-varying plant parameters, unmodeled plant dynamics, etc͒ such that overall system performance is improved • the ability to retain ͑or learn͒ this adaptive information for future reference
Thus, an intelligent controller can be defined as an adaptive controller with the ability to retain or ''learn'' information related to previous adaptive experiences. Artificial Neural Networks ͑ANNs͒ are frequently used to provide this learning capability, though it is important to note that not all ANN-based control systems satisfy this definition of intelligence. ANNs are highly interconnected data processing elements typically used for function approximation and pattern recognition ͓17͔. They are documented as being self-adapting ''universal approximators'' because of their ability to model any nonlinear function to any desired level of accuracy, given enough neurons ͓18,19͔. In the context of intelligent control, ANNs can be used to estimate the parameters of a dynamic model in real-time, even if the plant is highly nonlinear and time-varying.
One specific type of ANN, the Radial Basis Function Network ͑RBFN͒, is well suited to the task of real-time system identification for two reasons. First, the network uses localized activation functions ͑radial basis functions͒, and thus learns information in a very localized fashion. As a result, parameter estimates obtained from a small region of the plant operating space do not adversely affect estimates from other operating regions. Second, the interconnection weights ͑which are self-adjusted during learning͒ are applied linearly on the output side of the network. This feature results in significantly reduced computational requirements for the RBFN, making it well-suited for real-time implementation.
A Indirect Adaptive "Self-Tuning… Intelligent Control. A large number of control architectures satisfy the definition of intelligence presented earlier in this section. One such architecture, the Indirect Adaptive Intelligent Controller ͑Fig. 3͒, is essentially an extension of the self-tuning adaptive controller described by Å ström and Wittenmark ͓15,20͔.
This controller is adaptive, as controller gains are updated online so that overall system performance is improved. The term ''indirect'' refers to the fact that gains are adapted as an indirect result of updated model parameters. The controller is intelligent, as model parameters are estimated and ''learned'' by an ANN. At each sample time, the ANN re-estimates the model parameters, using new and previously learned information. These parameters are used to recompute the controller gains, which are implemented in the controller.
III Intelligent Suspension Control Via Feedback Linearization
A standard assumption in the design of controllers for active vehicle suspension systems is that the vertical suspension dynamics can be modeled using four independent quarter-car models ͑Fig. 4͒ ͓4͔. Although these models are typically assumed to be linear ͓4͔, the intelligent controller development presented here assumes that the stiffness and damping term k s and b s depend nonlinearly on the relative suspension travel, ⌬ϭy w Ϫy b , and relative suspension velocity, ⌬ ϭẏ w Ϫẏ b . Transactions of the ASME One means of addressing the kinematic and damping nonlinearities in the design of active suspension controllers is through the application of Feedback Linearization ͓21͔. A Feedback Linearizing controller is designed in three basic steps:
1 Identify the nonlinearities in the system 2 Cancel the nonlinearities 3 Apply a control action that gives a desired linear system response Thus, Feedback Linearization transforms a system with nonlinear dynamics into one with linear dynamics so that more tractable linear techniques can be used to design the controller. The development of a Feedback Linearizing controller for the fourth-order, quarter-car suspension model is described next.
A Standard Feedback Linearization. Consider a nonlinear dynamic system described by differential equations in controllable canonical form ͓21͔:
where xϭ͓x,dx/dt,...d nϪ1 x/dt͔ is the n-dimensional state vector, y is the scalar input, f (x) and g(x) are nonlinear functions of the state vector, g(x) is invertable. It is easy to show ͓21͔ that the input u that linearizes the above system is:
Resulting in the transformed linear system:
where u L is the linear control input used to specify the desired dynamics of the system. In other words, the control input u is composed one term that cancels the nonlinear plant dynamics and another provides the desired linear dynamics. Now consider the dynamics of a fourth-order, nonlinear, quarter-car model ͑Fig. 4͒:
This system, with a relative damping coefficient that depends nonlinearly on suspension velocity b s (⌬ ) and a relative stiffness coefficient that depends nonlinearly on suspension travel k s (⌬), is an ideal candidate for Feedback Linearization. Let the scalar actuator force F a be composed of two parts, F a ϭF a1 ϩF a2 . If the constitutive relations b s (⌬ ) and k s (⌬) are known exactly, the nonlinear forces associated with these parameters can be canceled with the actuator control force:
The last step is to define the desired suspension dynamics via actuator force F a2 , which corresponds to the u L term in Eq. ͑3͒. F a2 can be constructed to implement a variety of linear control laws commonly used in active suspension systems ͓3-12͔. For the implementation presented in this paper, the actuator force F a2 was chosen to be a linear combination of absolute sprung mass velocity ͑a ''skyhook'' damping term ͓3͔͒ and relative displacement ͑an ''effective spring rate'' term ͓9,11͔͒. For a given control law, the stability of the suspension's internal dynamics ͑i.e., the wheel hop mode͒ can be verified by analysis of the system eigenvalues ͓21,22͔.
B Intelligent Feedback Linearization "IFL….
The IFL controller combines on-line, ANN-based parameter estimation with the standard Feedback Linearization control law of Eq. ͑6͒. The structure of this intelligent controller, as it relates to the active vehicle suspension system, is shown in the block diagram of Fig.  5 .
The nonlinear suspension parameters b s (⌬ ) and k s (⌬) are estimated ͑''learned''͒ in real-time using the Radial Basis Function Networks ͑RBFNs͒ described earlier. At each sample time, the values of ⌬ and ⌬ are measured, the RBFNs are trained, and instantaneous parameter estimates b s (⌬ ) and k s (⌬) are used to compute the cancellation forces according to Eq. ͑5͒. Obviously, the computed cancellation forces will not be accurate when the system is initialized. However, with adequate training and sufficient excitation, the RBFNs will generate increasingly accurate parameter estimates, and the IFL controller will do a better job of canceling system nonlinearities.
IV Intelligent System Identification: Derivation of Equations
Previously, a fourth-order dynamic model, Eq. ͑4͒, was presented for the quarter-car model of Fig. 4 . The first equation, representing the sprung mass dynamics y b (t), is rewritten to facilitate the derivation of parameter estimation equations:
This equation has tractable appeal because it represents a linear dynamic model with state-dependent parameters k s (⌬) and b s (⌬ ). Additionally, relative displacement ⌬(t), relative velocity ⌬ (t), and sprung mass acceleration ÿ b (t) are all easily acquired using inexpensive sensing equipment. Although k s (⌬) and b s (⌬ ) are assumed to be nonlinear functions of relative displacement and velocity, these constitutive relations could have been formulated using any measurable system data. Before implementing Eq. ͑7͒ for real-time parameter estimation, it is important to understand the limitations on its use. While the inclusion of actuator force F a is necessary for identification purposes, it can be a liability when based on output feedback. If this control force is solely dependent on relative suspension displacement or velocity, the parameter estimation equations can become indeterminate. For this reason, the actuator force input should be sufficiently independent, so that it is not strongly correlated to either the relative displacement or velocity.
Separate RBFNs were constructed to learn the constitutive relations of each parameter ͑Fig. 6͒, leading to a naturally modular or ''structured'' neural network ͓17,23͔, which combined the in- Because there are two distinct networks in the structured model of Fig. 6 , two distinct weight update equations were implemented for training. In each case, the update equations were formulated so that training proceeds in the negative gradient of the error cost function J(e), which is defined based on the error between the actual sprung mass accelerations ÿ b (kT) and the predicted sprung mass accelerations ÿ b (kT):
The output weights w 1 and w 2 are associated with the k s (⌬) and b s (⌬ ) networks, respectively. The activation functions associated with each RBFN are distributed uniformly across the input range for each network. For each discrete-time sample (⌬(kT)),⌬ (kT), the structured RBFN's outputs are:
Errors e(kT) are backpropagated to obtain the weight update equations:
V Intelligent System Identification: Off-Line Experimental Results
As stated in the introductory sections, this research was conducted as part of the University of Texas Center for Electromechanics ͑UT-CEM͒ Electromechanical Suspension ͑EMS͒ program, which is developing electromechanical actuators for active vehicle suspension systems ͓1,2,9,11,12͔. Currently, UT-CEM has a quarter-car test rig to test advanced EMS control algorithms. The test rig, shown in Fig. 7 , was designed to have dynamic characteristics comparable to a military HMMWV.
For the experimental evaluations, data collected from the test rig was used to quantify the effectiveness of the intelligent system identification algorithm. Specifically, dynamic measurements from the test rig were used to train the RBFN's off-line ͑Eqs. ͑11͒-͑13͒͒, and determine the nonlinear variations in suspension damping b s (⌬ ) and suspension stiffness k s (⌬). First, the quartercar test rig was excited using a hydraulically-actuated terrain input y g (kT), and the resulting suspension displacement ⌬(kT) and sprung-mass acceleration ÿ b (kT) were acquired at a sampling rate of 200 Hz. A swept sinusoid input profile, with a frequency range of 0.1 рf g р25.0 Hz and 0.025 m amplitude, was selected for the terrain input to ensure adequate excitation of the system's vertical dynamics. The data revealed a resonant frequency for the sprung mass at 1.4 Hz, and a resonant frequency for the unsprung mass at approximately 5.0 Hz ͑Fig. 8͒.
Next, the experimental vehicle response data was sub-sampled to obtain input/output training and testing data for the RBFN's. The RBFN training equations ͑Eqs. ͑11͒-͑13͒͒ were implemented using the experimental response data. The RBFN weights and the adaptation parameters 1 and 2 were initialized to ensure rapid, yet stable, convergence during training. The initial ͑untrained͒ error cost function J(e) of the testing data was 0.030. Training continued until the error cost function leveled off at 0.007 after 1000 training epochs. Transactions of the ASME At this point, the network's predictions of sprung mass acceleration ÿ b (kT) were very reasonable approximations to the ''actual'' measured accelerations ÿ b (kT), as shown in Fig. 9 . Figure  10 compares the estimated variation of suspension stiffness with ''actual'' measurements made on the quarter-car test rig. Because the range of suspension travel was relatively small ͑Ϯ0.03 m͒, the spring rate was relatively constant. The wide spread in measured stiffness is primarily due to hysteresis in the suspension, as stiffness magnitudes were found to be dependent on the direction of suspension travel ͑which was not an input to the RBFN͒. Figure  11 shows the estimated variation of damping as a function of relative suspension velocity. No suitable technique could be devised to experimentally validate this variation, but the trend is in agreement with characteristics reported in the literature ͓24͔.
The results of this intelligent system identification experiment illustrates two main points. First, they demonstrate that the structured RBFNs can accurately model the nonlinear dynamics of a quarter-car suspension system. More importantly, they provide very reasonable estimates of parameter variations on an actual suspension with unknown characteristics. Although this demonstration was performed off-line, the next section details the extension to real-time, closed-loop identification
VI Intelligent Feedback Linearization: Real-Time Experimental Results
In the previous section, the effectiveness of off-line intelligent parameter estimation was demonstrated. Although the results were promising, the real potential of this technique lies in its application to real-time control. In this section, experimental results are presented for real-time, closed-loop intelligent control. The consequences of ''closing the loop'' and performing system identification at 1000 Hz presented two new technical challenges. First, the presence of output feedback tended to destabilize the estimation process, especially when the control signal was a linear combination of the input data ͑suspension displacement and velocity͒. Second, completing the estimation and control calculations in less than 1 millisecond required highly specialized control hardware and software.
To experimentally assess the performance of real-time intelligent suspension control, the UT-CEM quarter-car test rig ͑Fig. 7͒ was again used. The IFL control law of Eqs. ͑5͒ and ͑6͒ was combined with a real-time implementation of the RBFN training equations ͑Eqs. ͑11͒-͑13͒͒ to create a self-adapting active suspension controller. In this configuration, the RBFN provided instantaneous estimates of suspension stiffness and damping, so that nonlinear dynamics could be canceled and replaced with the desired linear dynamics. The effectiveness of this approach was measured by comparing sprung mass response to terrain inputs using standard ͑nonintelligent͒ and intelligent control laws.
The quarter-car test rig was equipped with dSpace ® hardware and software to manipulate amplifier current for the EM actuator. A baseline control law was designed using a combination of skyhook damping ͓3͔ and sprung mass proportional control, resulting in a ProportionalϩDerivative ͑PD͒ control of sprung mass position. This control law was programmed in Simulink ® , compiled and downloaded to the dSpace ® hardware, and executed at a ''real-time'' rate of 1000 Hz.
Next, the quarter-car test rig was excited using a hydraulicallyactuated terrain input y g (kT), chosen to simulate 0.07 m ͑2.75 in.͒ peak-to-peak off-road conditions at 64.5 kph ͑40 mph͒ ͑Fig. 12͒. The resulting suspension displacement ⌬(kT) and sprung mass acceleration ÿ b (kT) were acquired as part of the controller implementation. Sprung mass position y b (kT) was measured using a linear encoder, and was acquired and differentiated for control purposes.
The baseline controller gains were tuned to achieve an absolute ͑skyhook͒ damping rate of 15277 N•s/m ͑87 lb•s/in͒ and an absolute sprung rate of 97736 N/m ͑558 lb/in͒. These gains resulted in very significant reductions in sprung mass response ͑less than 0.0125 m ͑0.5 in.͒ peak-to-peak, an 81% amplitude reduction͒, as shown in the first 30 seconds of Fig. 13 . While the baseline algorithm was controlling the active suspension system, the intelligent system identification algorithm was allowed to train using realtime input/output data. Thus, at each control interval, the RBFN training equations ͑Eqs. ͑11͒-͑13͒͒ were executed using instantaneous measurements of suspension displacement ⌬(kT), suspen- sion velocity ⌬ (kT), actuator force F a (kT), and sprung mass acceleration ÿ b (kT). The RBFN weights and the adaptation parameters 1 and 2 were initialized to ensure rapid, yet stable, convergence during training. Finally, after 5 minutes of real-time training, the IFL controller was activated using the same controller gains as the baseline ͑fixed-gain͒ controller. Figure 13 shows the dramatic improvement in sprung mass response when the IFL controller was activated at 30 seconds. The IFL controller exhibited an additional 60% reduction in sprung mass displacement when activated. Recall that only difference in the two control laws was the cancellation of learned system nonlinearities by the IFL controller.
The results of this closed-loop experiment clearly demonstrate the improvements in performance that can be achieved using IFL, even for baseline PD control. The IFL controller significantly reduced the transmission of high-frequency forces to the sprung mass, translating to better ride quality for passengers and equipment. Also, these results provide conclusive evidence that the intelligent identification algorithm runs effectively in real-time and may be feasible for full-vehicle applications.
VII Intelligent Feedback Linearization: Real-Time HMMWV Implementation
As explained in the introductory sections of this paper, a military HMMWV was retrofitted with electromechanical actuators at each suspension element to improve ride quality and mobility for off-road terrains. The extension of quarter-vehicle system identification and control algorithms to a full-vehicle implementation was complicated by several factors. Most notably, the vertical dynamics at each corner of the sprung mass are coupled to other corners through rigid body modes ͑heave, pitch, and roll͒. Clearly, the utilization of quarter-vehicle algorithms ͑which neglect this coupling͒ on full-vehicle platforms is a simplification of the true vehicle dynamics, and will result in reduced performance. However, extensive computer simulations conducted at UT-CEM using full-vehicle, half-vehicle, and quarter-vehicle models suggested that such performance reductions ͑particularly those related to ride quality͒ were not substantial and could be justified by the reduced complexity of implementation. These findings are consistent with previous research, and resulted in implementation of these quarter-car algorithms. Current research at UT-CEM is investigating the adoption of a fully coupled dynamic model ͑14th-order͒ for system identification and control, particularly with respect to handling performance.
Preliminary field evaluations focused on parameter estimation and IFL control ͑based on quarter-car algorithms͒ to improve ride quality, as measured by the U.S. Army ''absorbed power'' index ͑AMM-75 Ground Mobility Model͒ ͓25͔. This ride quality standard uses weighted filtering of sprung mass acceleration to quantify the rate of energy absorbed by human occupants, and limits this value to 6.0 W. For these tests, two military HMMWVs, one equipped with a standard passive suspension and one equipped with the active electromechanical suspension, were driven over a variety of off-road test courses at the U.S. Army's Yuma Proving Ground. The baseline control law was a nonadapting, independent ͑nonmodal͒ combination of skyhook damping ͓3͔ and spring cancellation ͓1,9,11,12͔. Over a period of several hours, real-time data was collected from all four suspension elements and used to train the RBFNs. Thus, at each control interval, the RBFN training equations ͑Eqs. ͑11͒-͑13͒͒ were executed using instantaneous measurements of suspension displacements ⌬ i (kT), suspension velocities ⌬ i (kT), actuator forces F ai (kT), and sprung mass accelerations ÿ b (kT). These parameter estimates were updated at each control interval and utilized by the IFL control law ͑Eqs. ͑5͒ and ͑6͒͒. Figure 14 compares the vertical acceleration measurements ͑at the sprung mass center of gravity͒ for the HMMWV with standard passive suspension ͑top͒ and active suspension ͑bottom͒. Each HMMWV was professionally driven across a straight-line washboard terrain ͑0.04 m RMS͒ at 24.1 kph ͑15 mph͒. The passive response exhibits peak accelerations in excess of 80 m/s 2 , and absorbed power of 6.64 W, which exceeds the 6.0 W threshold ͓25͔. Peak accelerations for the active suspension are below 3.0 Transactions of the ASME m/s 2 , and the absorbed power is an incredibly low 0.35 W ͑a 95% reduction͒. Figure 15 is a similar comparison for 40.2 kph ͑25 mph͒. The passive response ͑top͒ exhibits peak accelerations in excess of 15.0 m/s 2 , and absorbed power of 13.85 W, more than twice the limiting threshold ͓25͔. Peak accelerations for the active suspension are below 5.0 m/s 2 , and the absorbed power is a remarkably low 1.49 W ͑an 89% reduction͒.
VIII Conclusions and Recommendations
This paper details the development and real-time implementation of intelligent parameter estimation and Intelligent Feedback Linearization ͑IFL͒ to improve the ride quality and handling performance of off-road active suspension systems. The IFL controller combines Radial Basis Function Networks ͑RBFNs͒ with an adaptive control strategy to cancel undesired nonlinearities, thus facilitating the use of linear control laws. Experimental results from a quarter-car test rig demonstrate 60% improvements in ride quality relative to a baseline ͑non-adapting͒ controllers. Additional, field trial results from a HMMWV implementation clearly demonstrate the performance of quarter-vehicle parameter estimation and control algorithms for improved ride quality. 95% reductions in absorbed power and 65% reductions in peak sprung mass acceleration have been documented using this IFL approach.
The IFL controller design followed a logical progression from concept and computer simulation ͓26͔, to real-time experiment, to full-vehicle implementation. Testing and refinement of the fullvehicle controller, currently installed on a HMMWV, is still underway. Current research at UT-CEM is addressing full-vehicle ͑dynamically coupled͒ control algorithms and bump-stop avoidance algorithms, as the energy transmitted to occupants relies heavily on avoiding the shocks associated with travel space exhaustion.
The typical identification experiment that can be performed at step 1 might consist of applying a torque impulse to the motor and analyzing the oscillatory response of the load. From the evaluation of the frequency and of the decay ratio of the response, the stiffness constant and the damping ratio can be straightforwardly determined.
Parameter determines the velocity of the descent to the minimum and the precision in determining k* and c*. It is easy to adapt it in order to have a fast descent to the minimum at the beginning and then increasing the accuracy once we are closed to it ͑for example, on the practical grounds, can be initially fixed to 0.05͒. Remark 1. It is very important to stress that the resulting optimal parameters do not necessarily coincide with the real values of the parameters of the physical system. In other words, minimizing the residual vibration does not mean in general that we have accurately identified the stiffness constant and the damping ratio of the system, since nonlinear effects, which are inevitably present in the system, are not included in the simple model ͑1͒.
Experimental Setup and Results
The experimental setup consists of a testbed, depicted in Fig. 2 , in which two carts, linked by a spring, slide on a stainless steel rectilinear guide ͑see Fig. 3 for a detail of the two carts͒. The first cart is connected to a belt which is moved through some pulleys by means of a brushless motor configured in torque mode, i.e., the signal given to the drive by the controller is a torque command. The overall reduction rate of the transmission system is known and therefore, we assume that the input reference function y(t) is the position of the first cart, rather than the position of the motor shaft.
Then, the position y(t) of the first cart is measured by means of an incremental encoder, mounted on the motor shaft, whose resolution is 4•1000 impulses per motor revolution. The second cart, whose mass is 0.8 kg, is not actuated and its position x(t) is measured with an incremental linear scale with a resolution of 40 m.
The control system is implemented in a PC with I/O boards and the control frequency is 1 kHz. The position of the first cart is controlled by a standard Proportional-Integral-Derivative ͑PID͒ controller which has been accurately tuned by a trial and error procedure, in order to guarantee a very low positioning error during the motion.
A simple identification experiment, in which a torque impulse was applied to the first cart and the oscillatory response of the second cart has been analyzed, has been initially performed. The Ϫ1 and a nominal damping ratio of 0.10. Then, a load motion of qϭ0.2 m to be accomplished in ϭ0.3 s was planned ͑see Fig. 4͒ . The value of the motion time have been selected in order to exploit the full dynamics of the actuator, without saturating. A polynomial output function of fifth order (h ϭ2) has been adopted, in order to guarantee the continuity of the input function until the first order, i.e., discontinuities in the acceleration reference signal are allowed. Thus, we have: Fig. 5 , where it is compared with the input function obtained by inverting the nominal system with k 0 and c 0 . The actual load motions for both the nominal and optimal dynamic inversion are plotted in Fig. 6 , where it appears that significant improvement is achieved by using the OIP procedure. Note that the objective function J is reduced from 2.7•10 Ϫ3 m to 0.6•10 Ϫ3 m. Moreover, the steady-state value of 0.2 m is attained at tϭ0.4 s for the optimal case and at tϭ0.54 s for the nominal one.
Conclusions
In this paper we have presented an important development in the system-inversion-based technique for the reduction of the residual vibration in point-to-point motion of mechanical servosystems endowed with elastic transmissions. It has been shown that the use of the dynamic inversion methodology provides flexibility in the motion planning design, as it allows to easily cope with the actuator limits. Moreover, the identification phase can be kept at a very simple level, as the use of the polynomial functions ensure an inherent robustness to the system and the OIP procedure allows achieving high performances straightforwardly. Indeed, despite the simple modeling of the system and the simple adopted optimization procedure, significant results have been obtained and the improvement with respect to the previously defined systeminversion-based methodology is evident. The readiness of the overall methodology makes it very suitable to be adopted in industrial environments, as demonstrated by the experimental results. 
