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Abstract 
It has recently been shown in (M. Barnabei, L.B. Montefusco, Linear Algebra and 
applications 274 (1998) 367-388) that the algebraic-combinatorial notion of recursive 
matrix tan fruitfully be used to represent and easily handle the basic operations of filter 
theory, such as convolution, up-sampling, and down-sampling. In this Paper we show 
how the recursive matrix reinterpretation of two-channel FIR filter bank theory leads to 
a notable simplification in language and proofs, together with an easy and immediate 
generalization to the M-channel case. For example, in both 2-channel and M-channel 
cases, perfett reconstruction and alias concelation conditions tan be restated in an al- 
gebraic language, thereby obtaining an easy and constructive proof using the funda- 
mental properties of recursive matrices. 0 1998 Elsevier Science Inc. All rights 
reserved. 
1. Introduction 
Some fundamental operations of digital Signal processing, such as filtering, 
decimation, and expansion, tan be described by means of banded Toeplitz and 
Hmwitz matrices. 
In a previous Paper [ 11, such matrices have been discussed in the context of a 
more general theory, namely, the theory of recursive matrices, thus better 
describing their algebraic properties. In particular, explicit descriptions of 
products of Toeplitz and Hutwitz matrices and their transposes, are given. 
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Moreover, the purely algebraic language of that approach allowed us to give 
full mathematical justification of several computational rules widely used in 
practical applications. 
In the present Paper, we reinterpret the analysis and Synthesis Operators in 
the previous algebraic setting, giving an explicit and computationally efficient 
description of their action. Moreover, we show that the Operator describing an 
analysis/synthesis System is associated with a block Toeplitz matrix, and that 
the alias cancelation condition is equivalent to requiring that such a matrix is 
also a “scalar” Toeplitz matrix. In this way, we manage to obtain a simple 
algebraic characterization for alias-free and perfett reconstruction analysisl 
Synthesis Systems, handling with equal ease the 2-and M-channel cases. 
The present approach is closely connected with the widely used polyphase 
representation (See, e.g., [2,3]). Both methods permit great simplification of the 
theoretical results and lead to computationally efficient implernentations of 
basic operations of an M-channel filter bank. 
However, in our opinion, the algebraic framework in which our results are 
presented has the advantage of being more efficient and rigorous, due to the 
mathematical tools that it allows us to use. Therefore, we tan prove our results 
in a purely algebraic form, without making use of the Fourier transform. 
The outline of this Paper is the following. In Section 2 we review some facts 
about Laurent polynomials and recursive matrices, mentioning only the main 
definitions and results of [l]. Section 3 translates the basic operations of filter 
theory in algebraic notation. The basic results are given in Section 4, which 
contains an algebraic description of the linear Operator representing an M- 
channel filter bank System. Finally, Sections 5 and 6 are devoted to an alge- 
braic characterization of alias free and perfett reconstruction properties. 
2. Preliminaries 
In the following, the Symbol K will denote a field, and K” the K-vector space 
of bi-infinite sequences in K, (ai), with i E Z. Given a sequence (ai)iEE, its 
generating jiinction is the series 
M := CCZit, 
iEZ 
where t is a formal variable. For every index i, the ith coefficient ai of CI will also 
be denoted by (ilu). The correspondence between a sequence in KZ and its 
generating function is a bijection. Hence, we shall often identify sequences in 
KZ and formal series. Moreover, if a is a formal series, we shall denote by [E] 
the bi-infinite column matrix whose elements are the coefficients of CI. 
We recall that a Laurent series is a formal series c( in which an index h exists 
such that 
M. Barnabei et al. I Linear Algebra and its Applications 284 (1998) 3-17 5 
i < h =S (ilcc) = 0. 
The minimum index d such that ad # 0 is the degree deg CI of the Laurent series 
c1. 
The set P of all Laurent series turns out to be a field with respect to the 
operations of sum and convolution product. In particular, the identity elements 
for sum and product are the Zero-series [ = Ei Ot’ and the one-series 
u = Ei &j, respectively. 
Let CI := Ciaifi, fi := xj bjtj be Laurent series such that b has positive 
degree; the composition c1 o /? is defined as the Laurent series 
U(ß) = CI 0 ß := Cq,’ = Cai Cbjtj . 
I 1( )I i 
The identity element with respect to composition is the series t. 
The set 9 of all Laurent polynomials, namely those Laurent series with only 
a finite number of non-Zero coefficients, is a subring of .P. 
If 
0. := kCliti 
i=h 
is a Laurent polynomial, the dual polynomial ~1’ is defined as 
a* := CaPiti = Caifei. 
i=-k i=h 
Let JA? be the K-vector space of bi-infinite matrices over the field K, and let 
A = [aij] be a matrix in A’. For every i E 27, the generating function of the ith 
row of A will be denoted by A(i): 
A(i) = Caijtj. 
For every non-Zero Laurent series c(, ß the (a, ß)- recursive matrix is the unique 
matrix A E ~2’ such that the generating function of the ith row of A is given by 
the product of the ith power of c1 by the series ß, which is the generating 
function of the 0th row of A; in Symbols 
A(i) = c2ß for every integer i. 
In the other words, each row of the (a, ß)-recursive matrix tan be obtained 
from the previous one by convolution with the sequence of coefficients of ~1. 
The matrix A will be denoted by the Symbol R(a, ß), where c1 is called the 
recurrence rule of A, and ß the boundary value. We Point out that, for every 
Laurent series c( = C, ajti, the recursive matrix R(t, LX) is the Toeplitz matrix 
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with generating function ~1, namely, the bi-infinite matrix T = [cij] such that 
Cij = aj-i. 
Similarly, the matrix R(P, U) (where M is a fixed integer, M 3 2) turns out 
to be the Hurwitz matrix with “Step M” and generating function CI, namely, the 
matrix H = [h,] such that h, = aj_M,. 
We explicitly note that, given a Laurent series a, both the Toeplitz matrix 
R(t, U) and the Hurwitz matrix R(P’, CX) are banded matrices whenever CI is a 
Laurent polynomial. 
We now recall the main property of recursive matrices, namely, the fact that, 
under suitable conditions, they tan be multiplied and their product is again a 
recursive matrix, whose recurrence rule and boundary value tan be explicitly 
computed in terms of the corresponding series of the original matrices. 
Theorem 2.1 (Product rule). Let CI, ß, y, 6 be non-Zero Laurent series, and let y 
have positive degree. Then, 
Na,ß) x R(Y,~ =R(aoy7(ßoy)4. 17 
The product rule yields the following factorization theorem. 
Theorem 2.2. Let a, ß be non-Zero Laurent series. Then the recursive matrix 
R(a, ß) admits the following factorization: 
R(a, ß) = R(a, v) x R(t, ß). ??
In other words, every recursive matrix tan be Seen as the product of a recursive 
matrix with boundary value u, and a Toeplitz matrix. 
In particular, every Hurwitz matrix R(p, a) tan be factorized as follows: 
R(p, CX) = R(p, u) x R(t, a). 
An example of the application of this factorization is an immediate proof of the 
two Noble Identities, as shown in [l]. 
3. Basic Operators of filter theory 
In this section we Show the connection between banded recursive matrices 
and some linear Operators frequently used in filter theory. This connection 
emphasizes the algebraic properties of such Operators, hence leading to a 
simple and general description, together with a computationally efficient im- 
plementation of their combined action. 
In the following we will recall some results proved in a previous Paper. The 
interested reader is referred to ([l], Section 4) for a more detailed and in depth 
description. 
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Filters: Let F be a finite-length (FIR) filter, namely, a linear Operator on the 
vector space 9 such that, for every o E 9,F(o) = ct*u, where 01* is a fixed 
Laurent polynomial. The action of a filter is usually represented by the fol- 
lowing scheme: 
It is known that the matrix associated with the filter F is the Toeplitz matrix 
R(t, u). 
M-expanders: Let M be a fixed integer, M 2 2. The A4-expander (or M-up- 
sampling) Operator 
is defined as follows: if o = (~,),~z E 9, 
M-l M-l M-l M-l 
PA% --n 
(TM)o=(..O . . . . . . OS-~ 0 . . . . . . Os00 ..,... Os, 0 . . . . . . O...). 
This is equivalent to the composition of 0 with the series fl, namely, 
6 = CJ o P. Hence, by the product rule, we get 
[(T W4 = W’+)T x kl. 
In other words, the matrix associated with the M-expander is the transposed 
Hurwitz matrix R(t”‘, u)~. 
M-decimators: Another family of recursive Operators is related to the con- 
struction of A4-decimated (or M-downsampled) polynomials of a given Lau- 
rent polynomial o. We recall that if 0 = Ei sit’ is a Laurent polynomial, and M 
a fixed integer, M 3 2, the M-decimated polynomials relative to o are the M 
polynomials 00, ol , . . . , ~~-1, defined as follows: 
u .- r .- c SMi+rti = C(Mi + rlU)t’, 
i 
forr=O,l,..., M-l. 
We Point out that the original polynomial tan be recovered from its deci- 
mated polynomials, as follows: 
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0 = 00 0 P + . . . + f(O, 0 P) + . . . + P’(b&, 0 P). 
The M-decimated polynomials of o tan be seen as the images of o under M 
linear Operators Dy(r = 0, 1, . . . ,M - l), namely, 
It has been shown in [l] that the matrix associated with the Operator Dy is the 
Hurwitz matrix R(P, P), for r = 0, 1, . . . ,M - 1. 
The Operator Dt, which corresponds to the matrix R(P, u), is usually called 
the M-decimator, and is represented as 
It is worthwhile noting that the M-decimator commutes with the duality 
Operator, while, for the Operators p(r = 1,2, . . . ,M - l), the following 
identities hold for every Laurent polynomial o: 
(cr,)* = t(a*),_, 
Analysis Operators: In most applications, the M-decimator is preceded by a 
filter, according to the following scheme: 
The combined action of the two Operators is also called analysis Operator. If 
R(t, y) is the Toeplitz matrix associated with the filter F, by the product rule, the 
analysis Operator corresponds to the Hurwitz matrix R(p, 7). 
The recursive matrix tool set enables us to give an explicit expression of the 
action of this Operator. We recall that, if /? is any Laurent polynomial, the 
generating function of the 0th column of the Hutwitz matrix R(P, 8) is given 
by the Laurent polynomial (/?*). = w(/?*). Since the sequence 6 = F((1 M)a) 
coincides with the 0th column of the matrix 
R(6 Y) x R(t, a*) = R(t YO*), 
it follows that its generating function is 
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6 = Df(yo*)* = Dfcy*g). 
This last polynomial tan be written as 
M-l 
’ = w(Y*O) = (Yo)*aO + C(Y,&-i)*OMj. 
i=l 
This yields a computationally efficient and easily parallelizable description of 
the action of an FIR analysis Operator. 
Synthesis operators: Lastly, we describe the action of a Synthesis Operator, 
namely, the combined action of the expander followed by a filter: 
If R(t, a*) is the Toeplitz matrix associated with the filter G, once again by the 
product rule, the Synthesis Operator corresponds to the matrix 
qt, M*) x R(P, Zl)’ = lqt, Cl)’ x R(tM, v)’ 
= (R(tM, v) x R(t, u))’ = R(tM, x)‘. 
Hence, the Laurent polynomial 6 = G(f M) o is the generating function of the 
0th column of the recursive matrix 
R(tM, u)’ x R(t, 0)’ = R(tM, (0 o t”)cc)‘, 
that is, 
a = (fs 0 P)a. 
Recalling that 
M-l 
c( = CIO 0 P + Ct’(cq 0 P), 
i=l 
we get the following algebraic expression for the output of a Synthesis Operator: 
M-l 
6 = (C0Zo)(OP) + Cti((CJMi)(OP)). 
kl 
This expression turns out to be particularly efficient for practical applications, 
both due to its reduced computational complexity and because of its inherent 
parallel structure. 
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4. M-channel filter bank Systems 
Our next aim is to take advantage of the preceding considerations for de- 
scribing an M-channel maximally decimated filter bank FIR System, in re- 
cursive notation, in Order to get explicit conditions for alias cancelation and 
perfett reconstruction properties. 
For the Sake of simplicity, we begin with the two-channel case. 
A two-channeljlter bank analysislsynthesis System tan be represented by the 
following scheme. 
- Analysis Operators-- ’ - Synthesis Operators- 
L 
As we remarked in Section 3, when the filters of the preceding scheme have 
finite length, the analysis and Synthesis Operators tan be described by means of 
recursive matrices. 
More precisely, the analysis Operators are associated with the banded 
Hurwitz matrices C = R(t2, y) and D = R(t2, 6), y, 6 E 9. Hence, 
[cq = R(t2, y) x [CJ], 
[cr(‘)] = R(?, 6) x [o]. 
Similarly, the Synthesis Operators are associated with the transposed banded 
Hurwitz matrices AT = R(t2, u)~,B~ = R(t2, b)T, GC, p E 9. 
We tan therefore characterize the 2-channel analysis/synthesis filter bank 
described above by the 4-tuple of Laurent polynomials (y, 6, ~1, /3). 
The linear Operator L : r~ -+ 6, which describes the combined action of the 
analysis and Synthesis Operators, corresponds to the matrix 
ATxC+BTxD. 
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Such a matrix turns out to be a (2 x 2)-block Toeplitz matrix. In fact, we recall 
the following characterization of the product of a transposed Hurwitz matrix 
and a Hurwitz matrix of the same step (see [1], Section 5). 
Theorem 4.1. Let CI, ß be non-Zero Laurent polynomials, and M a$xed integer, 
M 3 2. Set A := R(t“‘, LX), C := R(p, y). Then theproduct AT x C is a (M x AI)- 
block Toeplitz matrix, whose generating function is the Laurent polynomial 
Ei Qit’ - with (M x M)- matrices as coefficients ~ where 
(il(aO)*Yo) . wo)*Yu-I) 
Qi = . . . . . . . . . . ??
(il(ckI)*yo) ... (il(h.P1)*yM_,) 1 
We Point out that the generating function of the block Toeplitz matrix AT x C 
coincides with the polynomial matrix 
(ao)* (Q)*Yo (ao)*?, (~o)*Y,%I 
(NI 1* (Ul )*Yo (Q )‘i’, (XI )*Y&I 
x [YO>Y, . ..YM-11 = . 
_(&w)*_ _ (Q-1 )*Yo (Q-1 )*Yl . (aM-,)*y,_, - 
The preceding result yields an explicit description of the matrix associated 
with the linear Operator L, which will be crucial in the following. 
Theorem 4.2. Let A = R(t2, cc),B = R(t2, ß), C = R(t2, y),D = R(t2, 6), be banded 
Hurwitz matrices. The matrix 
ATxC+BTxD 
is as (2 x 2)-block Toeplitz matrix, whose generating function is the Laurent 
polynomial li’ = Ei St’, with matricial coeficients given by 
p, = M(~o)*Yo + (ßo)*SO) (il(ao)*y, + Wo)*&) t 
[ 1 Gl(a1)*70 + (ßl)*S0) Gl(~l)*y, + (BI)*&) 
The polynomial IT tan be equivalently expressed as 
We now extend the previous considerations to the M-band case. We recall 
that an M-channel maximally decimated filter bank System, (M 3 2), is rep- 
resented by a scheme of the form 
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_--- Analysis Operators _ Synthesis Operators__ 
L 
For i = 0, 1,. . . ,M - 1, we denote the generating function of the analysis 
filter Hi by y(‘) E 9, and the generating function of the Synthesis filter Fi by 
c#* E 9. Hence for every i = 0,. . . ,M - 1, the analysis Operator 
is associated with the banded Hurwitz matrix Ci := R(P, y(‘)), and the Synthesis 
Operator 
is associated with the transposed banded Hutwitz matrix 
AT = R(P, a(‘))T. 
The A4-channel filter bank is therefore uniquely represented by the 2M-tuple of 
Laurent polynomials 
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In this case, the linear Operator L : a -+ 0 corresponds to the matrix 
A~xC~+A;xC,+...+A~_,xC~_r, 
which, according to Theorem 4.1, is an (M x M)-block Toeplitz matrix, whose 
generating function is given by the following immediate generalization of 
Theorem 4.2. 
Theorem 4.3. Let Ai = R(p, EC’)), Ci = R(fl, y(‘)), i = 0, 1, . . . , M - 1, be banded 
Hurwitz matrices. The matrix 
is an (M x M)-block Toeplitz matrix, whose generating function is the polyno- 
mial matrix given by 
(ao”)* 
(crj”)* 
. . . 
. . . 
- (0) 
YO 
(0) 
Yl ... 
(0) - 
YM-1 
(1) 
YO 
(1) 
Yl ... 
(1) 
YM-1 
X 0 
(M-1) 
-Yo 
W-1) 
Yl 
(M-1) . YM-1 - 
5. Alias-free Operators 
We now restate in algebraic language the definition of alias-free property for 
a linear Operator on 9. 
Let T : ~9’ + 9’ be a linear Operator, mapping Laurent polynomials into 
Laurent polynomials. If a E 9, a # 0, set 0 := Ta. 
The linear Operator T will be called alias-free if and only if there exists a 
Laurent polynomial r such that 
0 = ra. 
Equivalently, T is alias-free if and only if it is a filter, namely, its associated 
matrix is a banded Toeplitz matrix. In this case, the Laurent polynomial t will 
be Said to be the distortion function of the Operator T. 
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We note that, when T is the linear Operator describing the combined action 
of the analysis and Synthesis Operators of an M-channel filter bank System, the 
preceding definition gives the usual notion of alias-free System, as given for 
example, in [4]. 
An explicit characterization of alias-free Systems tan easily be obtained by 
means of the following result: 
Theorem 5.1. Let A be an (M x M)-block Toeplitz matrix whose generating 
function is the polvnomial matrix Il. The matrix A is a (scalar) Toeplitz matrix if 
watrix, namely, it has the 
_ . 
and only if the polynomial matrix Il is a t-circulant 
form 
7&0) j,&l) 7P) . . . @-l) 
t+-1) 71(o) 761) . . . &-2) 
17 = &w t@-‘) 71(o) . . . 7p-3) 
tni’l t& :. . .lOl tnW’) 
If this is the case, the generating function of the scalar Toeplitz matrix A is given 
b y 
f$ = n(O)(oP) + t7O(oP) + ‘. . + P’Pl)(OP), 
that is, for i=O,l,..., M- 1, 
Proof. The proof of the first assertion is straightforward. The explicit 
expression of the generating function C#I is an immediate consequence of the 
fact that the generating function of the 0th row of the matrix A is given by 
C((ils(‘))t’ + (il#))ti+l + . . . + (iln(“-‘))~+M-‘) 
I 
= dO)(ot”) + td’)(oP) + ” * + P-‘7P-‘yoP). 0 
We are now able to characterize alias-free Systems and give an explicit ex- 
Pression of their distortion function. 
Theorem 5.2. Let L be the linear Operator describing the action of an M-channel 
jilter bank relative to the ZM-tuple 
(+o) y(‘) > 3”‘) yWl), &X, ($1) 7”‘) awl)). 
The Operator L is alias-free if and only if the matrix 
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1 (M-1) YO (M-1) Yl (M-‘1 . YM-1 J 
is t-circulant. In this case, the distortion function of L is the Laurent polynomial 
M-l 
z = C($ 0 P)(y(l))*. 
i=O 
Proof. The first Statement is an immediate consequence of Theorems 4.3 and 
5.1. We Point out that, in the alias-free case, by Theorem 5.1, the generating 
function of the scalar Toeplitz matrix is given by 
M-l M-l 
4 = Ctj~(@)“(0P)(y~~) 0 P), 
j=O i=O 
or, equivalently, 
M-l M-l M-l 
r$ = ~(&~‘)*(oP)~tj(y~’ 0 P) = C((ao”,* 0 P)y”‘. 
i=O j=O i=O 
Hence, the distortion function is 
M-l 
z = q5* = C(ar;’ 0 P)(p)*. 0 
SO 
6. Perfett reconstruction Operators 
Let L be the linear Operator describing the action of an M-channel filter 
bank System relative to the 2M-tuple 
(y(o), y(*), . ) p-y $Y, @U) >.“, (.p-])). 
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It is well-known that the Operator L has the perfett reconstruction property 
whenever a coefficient k and an integer h exist such that 
for every Laurent polynomial cr. This is equivalent to the fact that L is alias-free 
and its associated matrix is the Toeplitz matrix R(t,@). Theorem 5.2 imme- 
diately yields the following algebraic characterization of perfett reconstruction 
Systems: 
Theorem 6.1. Let L be the linear Operator describing the action of an A4-channel 
jilter bank relative to the 2M -tuple 
(y(o), .+‘I,. . . ) pw, @), ‘& >“‘> uw’)). 
The Operator L has the perfett reconstruction property if and only if both the 
following conditions are satisfed. 
1. The matrix 
- (at’)’ (#‘)’ . . . (p)' 
n= ($')' (ay')* . . . (cty-'))* 
_<$i,>* (Mjj,>' . . . . (aMM_I")* 
- (0) 
YO 
(0) 
Yl ... 
(0) - 
YM-1 
YO 
(1) ym ('1 
I . . . YM-1 
X 
(M-1) 
-YO 
(M-1) 
Yl 
(M-1) . . YM-l - 
is t-circulant; 
2. The following identity holds: 
M-l 
~((~8')' o tM)y"' = kth, 
i=O 
that is, setting h = qh4 + r, with 0 < r < M, 
M-l 
~(rg))*yj4 = 0 forj # r, 
i=O kt4 forj=r. 0 
In other words, the perfett reconstruction condition is equivalent to requiring 
that the matrix ll above is t-circulant and the elements of its first row are all 
zero polynomials, except one, which must be a monomial. 
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