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An explicit criterion for the determination of the numbers and multiplicities of the
real/imaginary roots for polynomials with symbolic coe–cients is based on a Complete
Discrimination System (CDS). A CDS is a set of explicit expressions in terms of the
coe–cients that are su–cient for determining the numbers and multiplicities of the real
and imaginary roots. Basically, the problem is considered on a total real axis and a total
complex plane. However, it is often required in both practice and theory to determine
the number of real roots in some interval, especially (0;1) or (¡1; 0). This article is
mainly devoted to solving the case in an interval, but some global results are reviewed
for understanding. It is shown, with examples, how useful the CDS can be in order
to understand the behaviour of the roots of an univariate polynomial in terms of the
coe–cients.
c° 1999 Academic Press
1. Introduction
It is of theoretical and practical signiflcance to determine the number of roots in a
certain range of a polynomial by an explicit criterion. The classical Sturm Theorem
is an on-line algorithm e–cient for determining the numbers of real roots of constant
coe–cient polynomials, but very inconvenient for those with symbolic/literal coe–cients.
This shortcoming prevents computer implementations of Tarski’s and other methods in
automated theorem proving wherein Sturm’s algorithm is employed. After all, Sturm’s
algorithm is not an explicit criterion based on a complete discrimination system.
One knows that a discriminant of a polynomial is an explicit expression in terms of the
coe–cients, which is used to decide whether the given polynomial has repeated roots or
not. For example, the discriminant of ax2 + bx+ c is b2¡ 4ac. However, a single discrim-
inant could not give more detailed information about the roots of a polynomial with a
higher degree. A Complete Discrimination System (CDS) is a set of explicit expressions
in terms of the coe–cients, which is su–cient for determining the numbers and multiplici-
ties of the real and imaginary roots, namely, determining the complete root classiflcation.
One can flnd from some articles, e.g. Arnon (1988), a complete root classiflcation based
on a CDS for a quartic polynomial with symbolic coe–cients. Arnon used that result to
derive the conditions on real numbers p; q; r such that
(8x 2 R)x4 + px2 + qx+ r ‚ 0;
that is, to flnd the conditions under which the quartic polynomial is positive semideflnite.
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This is one of the benchmark problems and has been studied extensively by various au-
thors, e.g. Arnon (1988), Arnon and Mignotte (1988), Arnon and Smith (1983), Collins
and Hong (1991), Gonz¶alez-Vega (1998), Lazad (1988), Weispfenning (1994) and Wu
(1992).
It follows a root classiflcation for a quartic polynomial with general coe–cients,
a0x
4 + a1x3 + a2x2 + a3x+ a4; (a0 6= 0):
The following table gives the numbers of real and imaginary roots and multiplicities of
repeated roots in all cases:
(1) D4 > 0 ^D3 > 0 ^D2 > 0 f1; 1; 1; 1g
(2) D4 > 0 ^ (D3 • 0 _D2 • 0) f g
(3) D4 < 0 f1; 1g
(4) D4 = 0 ^D3 > 0 f2; 1; 1g
(5) D4 = 0 ^D3 < 0 f2g
(6) D4 = 0 ^D3 = 0 ^D2 > 0 ^ E = 0 f2; 2g
(7) D4 = 0 ^D3 = 0 ^D2 > 0 ^ E 6= 0 f3; 1g
(8) D4 = 0 ^D3 = 0 ^D2 < 0 f g
(9) D4 = 0 ^D3 = 0 ^D2 = 0 f4g,
where
D2 = 3a21 ¡ 8a2a0;
D3 = 16a20a4a2 ¡ 18a20a23 ¡ 4a0a32 + 14a0a3a1a2 ¡ 6a0a4a21
+ a22a
2
1 ¡ 3a3a31;
D4 = 256a30a
3
4 ¡ 27a20a43 ¡ 192a20a3a24a1 ¡ 27a41a24 ¡ 6a0a21a4a23
+ a22a
2
3a
2
1 ¡ 4a0a32a23 + 18a2a4a31a3 + 144a0a2a24a21
¡ 80a0a22a4a1a3 + 18a0a2a33a1 ¡ 4a32a4a21 ¡ 4a31a33
+ 16a0a42a4 ¡ 128a20a22a24 + 144a20a2a4a23;
E = 8a20a3 + a
3
1 ¡ 4a0a1a2:
These four polynomials form a discrimination system which is su–cient for the root
classiflcation of a quartic polynomial.
The right column of the table describes the situations of the roots. For example,
f1; 1; 1; 1g means four real simple roots and f2; 1; 1g means one real double root plus
two real simple roots. It is necessary to point out that there are no real roots both in
case (2) and (8), no repeated roots in case (2) while there are two imaginary double roots
in case (8).
The above result is one of the direct corollaries of a general criterion for a complete
root classiflcation which will be reviewed in the next section.
It was pointed out by Arnon (1988) that such an explicit list of root classiflcation
for the cases of degrees greater than 4 had never been compiled in general like that for
quartic one as above, but this issue has been thoroughly studied since then, and one can
flnd, especially from Yang et al. (1996), the complete root classiflcation lists for quintic
and sextic polynomials. See also the appendices.
There are difierent methods to determine the number of the distinct real roots of
polynomials with symbolic coe–cients, e.g. using the Sturm{Habicht sequence (Habicht,
1948; Gonz¶alez-Vega et al., 1989, 1998; Roy, 1996) which can also be used to solve some
quantifler elimination problems (Gonz¶alez-Vega, 1998).
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Most recently, Liang and Zhang (1999) gave a CDS and hence solved the problem of
complete root classiflcation for polynomials with complex coe–cients. It is remarkable
that they made the algorithm obtained into a generic program in MAPLE, which enables
the CDS and the complete root classiflcation to be automatically generated by computer,
without any human intervention. This work will not be expounded here in detail.
Generally the root classiflcation problem is considered on a total real axis or a to-
tal complex plane. However, it is often required in various applications to determine
the number of real roots in some interval, especially in (0;1) or (¡1; 0), for a given
polynomial with real (symbolic) coe–cients.
This article is mainly devoted to the issue considered in an interval. We will expound
ity in Section 3, but some material reviewed in Section 2 is necessary for understanding
the contents of Section 3.
2. Review of Some Global Results on Root Classiflcation
The following deflnition of \Discrimination Matrix" is little difierent from the well-
known resultant matrix of f(x) and f 0(x).
Definition 2.1. (Discrimination Matrix) Given a polynomial with general symbolic
coe–cients,
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
the following (2n+ 1)£ (2n+ 1) matrix in terms of the coe–cients,2666666666664
a0 a1 a2 ¢ ¢ ¢ an
0 na0 (n¡ 1)a1 ¢ ¢ ¢ an¡1
a0 a1 ¢ ¢ ¢ an¡1 an
0 na0 ¢ ¢ ¢ 2an¡2 an¡1
¢ ¢ ¢ ¢ ¢ ¢
¢ ¢ ¢ ¢ ¢ ¢
a0 a1 ¢ ¢ ¢ an
0 na0 ¢ ¢ ¢ an¡1
a0 a1 ¢ ¢ ¢ an
3777777777775
;
is called the discrimination matrix of f(x), and denoted by Discr(f):
By dk or dk(f) denote the determinant of the submatrix of Discr(f), formed by the
flrst k rows and the flrst k columns, for k = 1; : : : ; 2n+ 1. The principal minor sequence
of the discrimination matrix,
fd1; d2; : : : ; d2n+1g;
plays a very important role in this paper.
Definition 2.2. (Discriminant Sequence) Let Dk = d2k for k = 1; : : : ; n. We called
the n-tuple
fD1; D2; : : : ; Dng
the discriminant sequence of polynomial f(x).
yThis part appeared flrst time in a talk by Lu Yang at IMACS’96: Applications of Computer Algebra,
Linz, Austria, July 1996, see also Yang and Xia (1997).
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Sometimes, we denote it by a more detailed notation to specify f(x):
fD1(f); D2(f); : : : ; Dn(f)g:
These Dk’s were usually called \subdiscriminants" or \principal subresultants of f and
f 0" in literatures.
Definition 2.3. (Sign List) We call the list
[sign(D1); sign(D2); : : : ; sign(Dn)];
the sign list of a given sequence fD1; D2; : : : ; Dng, where
sign(x) =
( 1 if x > 0,
0 if x = 0,
¡1 if x < 0.
Definition 2.4. (Revised Sign List) Given a sign list [s1; s2; : : : ; sn], we construct a
new list
["1; "2; : : : ; "n]
(which is called the revised sign list) by replacing some of 0’s in the former list with 1 or
¡1 according to the following regulation:
† If [si; si+1; : : : ; si+j ] is a section of the given list, where
si 6= 0; si+1 = si+2 = ¢ ¢ ¢ = si+j¡1 = 0; si+j 6= 0;
then, we replace the subsection
[si+1; si+2; : : : ; si+j¡1]
with [¡si;¡si; si; si;¡si;¡si; si; si;¡si; : : :] keeping the number of terms.y As a
result, the revised section does no longer contain 0’s.
† Otherwise, let "k = sk, i.e. no changes for other terms.
Example 2.1. The revision of the sign list
[1; 1; 0; 0; 0; 0; 1;¡1; 0; 0; 0; 0; 0; 1; 0; 0; 0;¡1;¡1; 1; 0; 0; 0]
is
[1; 1;¡1;¡1; 1; 1; 1;¡1; 1; 1;¡1;¡1; 1; 1;¡1;¡1; 1¡ 1;¡1; 1; 0; 0; 0]:
The concept of revised sign list is what most of the arguments in this paper concern.
The sign-revising regulation is very easy to remember for one need only remember a
simple sequence: ¡¡+ +¡¡+ +¡¡+ + ¢ ¢ ¢ : This is virtually the same converting the
subresultant sequence into the Sturm{Habicht sequence.
Now, if we want to know only the number of the distinct real or imaginary roots,
without regarding the multiplicities, then the following theorem is su–cient for such a
purpose.
yIn other words, let "i+r = (¡1)
h
r+1
2
i
¢ si for r = 1; 2; : : : ; j ¡ 1.
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Theorem 2.1. Given a polynomial f(x) with real coe–cients,
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
if the number of the sign changes of the revised sign list of
fD1(f); D2(f); : : : ; Dn(f)g
is ”, then, the number of the pairs of distinct conjugate imaginary roots of f(x) equals ”.
Furthermore, if the number of non-vanishing members of the revised sign list is l, then,
the number of the distinct real roots of f(x) equals l ¡ 2”.
A direct proof of this theorem was appeared in Yang et al. (1996), while an earlier proof
can be found in the chapter 15, volume 2 of Gantmacher (1959) with some material from
the chapter 10, volume 1 of the same book on Hankel forms, though the name of revised
sign list was not used there.
Example 2.2.
f(x) = x18 ¡ x16 + 2x15 ¡ x14 ¡ x5 + x4 + x3 ¡ 3x2 + 3x¡ 1;
the sign list of the discriminant sequence of f(x) is:
[1; 1;¡1;¡1;¡1; 0; 0; 0;¡1; 1; 1;¡1;¡1; 1;¡1;¡1; 0; 0];
hence the revised sign list:
[1; 1;¡1;¡1;¡1; 1; 1;¡1;¡11; 1;¡1;¡1; 1;¡1;¡1; 0; 0];
whereof the number of sign changes is seven, so f(x) has seven pairs of distinct conjugate
imaginary roots. Moveover, it has two distinct real roots and two repeated roots.
The following deflnition is no more than that of subresultant polynomial sequence of
f and f 0.
Definition 2.5. (Multiple Factor Sequence) Let M = Discr(f), the discrimina-
tion matrix of an n-degree polynomial f(x). By Mk denote the submatrix formed by the
flrst 2k rows of M , for k = 1; : : : ; n; and M(k; i) denote the submatrix formed by the
flrst 2k¡ 1 columns and the (2k+ i)-th column of Mk, for k = 1; : : : ; n; i = 0; : : : ; n¡ k.
then, construct polynomials
¢k(f) =
kX
i=0
det(M(n¡ k; i))xk¡i;
for k = 0; 1; : : : ; n¡ 1. We call the n-tuple
f¢0(f); ¢1(f); : : : ;¢n¡1(f)g
the multiple factor sequence of f(x).
Lemma 2.1. If the number of the 0’s in the revised sign list of the discriminant sequence
of f(x) is k, then, ¢k(f) = gcd(f(x); f 0(x)). Thus, the gcd(f; f 0) is always in the multiple
factor sequence of f(x).
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This lemma is a special case of a general result on subresultant polynomial squence,
see, e.g. Loos (1983).
Definition 2.6. (Complete Discrimination System) By U denote the union of
ff(x)g; f¢k(f)g; f¢j(¢k(f))g, f¢i(¢j(¢k(f)))g; : : :, etc., that is, all the multiple factor
sequences at difierent levels. Every polynomial of U has a discriminant sequence, and all
of them form a \complete discrimination system"of f(x), denoted by CDS(f).
Definition 2.7. (Repeated Part and ¢-Sequence) For convenience, by ¢(f) de-
note gcd(f(x); f 0(x)) and call it the \repeated part of f(x)". Let
¢0(f) = f;¢j(f) = ¢(¢j¡1(f));
for j = 1; 2; : : :. We call
f¢0(f);¢1(f);¢2(f); : : :g
the ¢-sequence of f(x).
In fact, for determining the number and multiplicities of the real/imaginary roots
of f(x), we need not use the entire discrimination system CDS(f); the discriminant
sequences of those polynomials in the ¢-sequence of f(x) is certainly enough.
Lemma 2.2. If ¢j(f) has k real roots with multiplicities n1; n2; : : : ; nk and ¢j¡1(f)
has m distinct real roots, then ¢j¡1(f) has k real roots with multiplicities n1 + 1; n2 +
1; : : : ; nk + 1 and m¡ k simple real roots.
And the same argument is applicable to the imaginary roots.
an algorithm for root classification
The following algorithm (Yang et al., 1996), consisting of 4 steps, tells us how to deter-
mine the numbers and multiplicities of real and imaginary roots for a given polynomial
f(x).
Step 1. Find the discriminant sequence of f(x),
fD1(f); : : : ; Dn(f)g;
and the revised sign list; compute the number of sign changes of the latter to
determine the numbers of the distinct imaginary and real roots. If the revised
sign list contains no 0, stop.
Step 2. If the above revised sign list contains k 0’s, in this case, ¢(f) = ¢k(f), that can
be found by the deflnition of multiple factor sequence. Then, for ¢(f) do what
we did for f(x) in Step 1.
Step 3. Do in this way for ¢2(f);¢3(f); : : : ; until for some j that the revised sign list
of the discriminant sequence of ¢j(f) contains no 0.
Step 4. Compute the numbers of the distinct imaginary and real roots of ¢j(f) (using
Theorem 2.1), then, compute the numbers with multiplicities of the real/imag-
inary roots for ¢j¡1(f) (using Lemma 2.2), and then for ¢j¡2(f), etc., until we
obtain the complete root classiflcation for f(x) at last.
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Example 2.3. Find the condition on a; b; c such that
(8x 2 R) x6 + ax2 + bx+ c ‚ 0:
Its discriminant sequence is (up to a positive factor)
f1; 0; 0; a3; D5; D6g;
where
D5 = 256a5 + 1728a2c2 ¡ 5400ab2c+ 1875b4;
D6 = ¡46656c5 ¡ 13824a3c3 + 43200a2b2c2 ¡ 22500ab4c¡ 1024a6c+ 256a5b2 + 3125b6:
So, the condition we want is that one of the following cases occurs:
(i) D6 < 0 ^D5 ‚ 0
(ii) D6 < 0 ^ a ‚ 0
(iii) D6 = 0 ^D5 > 0
(iv) D6 = 0 ^D5 = 0 ^ a > 0
(v) D6 = 0 ^D5 = 0 ^ a < 0 ^ E2 > 0
(vi) D6 = 0 ^D5 = 0 ^ a = 0,
where E2 = 25b2 ¡ 96ac, which is a discriminant of ¢2(f).
More examples including the explicit lists of root classiflcation for quintic and sextic
polynomials can be found in the appendices.
3. Determine the Number of Roots in an Interval
The determination of the number of distinct real roots in an interval can be also
accomplished by using Sturm{Habicht sequence, but here it is only employed the principal
minor sequence of the discrimination matrix of the polynomial with a change of variable.
Given a polynomial with real coe–cients,
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
we consider how to compute the number of the roots in an interval (a; b), from the
viewpoint of explicit criterion. Let
'(x) = (1 + x)nf
µ
b+ ax
1 + x
¶
;
“(x) = (1¡ x)nf
µ
b¡ ax
1¡ x
¶
;
where both ' and “ are polynomials in x with parameters a0; : : : ; an; a; b, then we have
the following obvious fact.
Lemma 3.1. The number of the roots of a real polynomial f(x) in a interval (a; b), with
f(a) 6= 0 and f(b) 6= 0, is equal to the number of the positive roots of '(x), and also that
of negative roots of “(x), where '(x) and “(x) are deflned as above.
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By f(a;b) denote the number of roots of f(x) in (a; b), then, Lemma 3.1 means
f(a;b) = '(0;1) = “(¡1;0):
Alternatively, sometimes we prefer the following procedure to compute f(a;b) in prac-
tice.
† By Na; Nb denote the numbers of the roots of f in intervals (a;1), (b;1), respec-
tively. Obviously, f(a;b) = Na ¡Nb.
† The problem of flnding number Na or Nb can be reduced (by a translation) to that
of determining the number of positive roots of a polynomial.
† Find a more e–cient algorithm, an explicit criterion, to determine the number of
the positive roots.
So, whichever approach we take, we’d better flnd an e–cient algorithm to determine
the number of positive or negative roots at flrst.
Now, let ~h(x) = f(x2); h(x) = f(¡x2). Assume f(0) 6= 0, we have
f(0;1) =
1
2
~h(¡1;1); f(¡1;0) =
1
2
h(¡1;1):
We can make use of the results of Section 2 to compute the number of real roots of h(x)
or ~h(x), but both the polynomials are of degree 2n while f(x) is of degree n. This may
cause more di–culties when related determinants need be expanded. So, we consider
a better method with which to construct the discriminant sequence of h(x) from the
discrimination matrix of f(x) directly.
Definition 3.1. (Negative Root Discriminant Sequence) By fd1; d2; : : : ; d2n+1g
denote the principal minor sequence of Discr(f), the discrimination matrix of polyno-
mial
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
we call the 2n-tuple
fd1d2; d2d3; : : : ; d2nd2n+1g
the negative root discriminant sequence, and denoted by n:r:d:(f).
Theorem 3.1. Let fd1; d2; : : : ; d2n+1g be the principal minor sequence of Discr(f), the
discrimination matrix of polynomial
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
and let h(x) = f(¡x2). Assume a0 6= 0. Then, the discriminant sequence of h(x),
fD1(h); D2(h); : : : ; D2n(h)g;
is equal to n:r:d:(f),
fd1d2; d2d3; : : : ; d2nd2n+1g;
i.e. Dk(h) = dk(f)dk+1(f), up to a factor of the same sign as a0, for k = 1; 2; : : : ; 2n:
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This proposition is equivalent to the following one:
Theorem 3.2. Let fd1; d2; : : : ; d2n+1g be the principal minor sequence of Discr(f), the
discrimination matrix of polynomial
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
and let ~h(x) = f(x2). Assume a0 6= 0. Then, for each term of the discriminant sequence
of ~h(x),
fD1(~h); D2(~h); : : : ; D2n(~h)g;
we have
Dk(~h) = (¡1)[ k2 ]dk(f)dk+1(f);
up to a factor of the same sign as a0.
The equivalence of the two propositions comes from the following lemma:
Lemma 3.2. Given a polynomial
f(x) = a0xn + a1xn¡1 + ¢ ¢ ¢+ an;
let ~f(x) = f(¡x), and by fd1; d2; : : : ; dng and f ~d1; ~d2; : : : ; ~dng denote the principle minor
sequences of Discr(f) and Discr( ~f), respectively. Then, we have
~dk =
‰
dk for k is even,
(¡1)[ k2 ]dk for k is odd,
for k = 1; 2; : : : ; n.
The proof of this lemma is simple. As dk and ~dk both are determinants, whereof one
can be obtained from another by multiplying some rows and columns by ¡1, we need
only count how many times of this kind of operations are required.
Now, let us give a proof to Theorem 3.2:
(i) If k is even, say, k = 2j; (1 • j • n), then,
Dk(~h) =
flflflflflflflflflflflflflfl
a0 0 a1 0 ¢ ¢ ¢ a2j¡1 0
0 2na0 0 2(n¡ 1)a1 ¢ ¢ ¢ 0 2(n¡ 2j + 1)a2j¡1
a0 0 a1 ¢ ¢ ¢ 0 a2j¡1
2na0 0 ¢ ¢ ¢ 2(n¡ 2j + 2)a2j¡2 0
..
.
..
.
..
.
..
.
. . .
. . . 0
0 ¢ ¢ ¢ a0 ¢ ¢ ¢ ¢ ¢ ¢ 0 aj
0 ¢ ¢ ¢ 0 2na0 ¢ ¢ ¢ 2(n¡ j + 1)aj¡1 0
flflflflflflflflflflflflflfl
4j£4j
= 2ka0
flflflflflflflflflflflflflfl
na0 0 (n¡ 1)a1 0 ¢ ¢ ¢ 0 (n¡ 2j + 1)a2j¡1
a0 0 a1 0 ¢ ¢ ¢ 0 a2j¡1
0 na0 0 (n¡ 1)a1 ¢ ¢ ¢ (n¡ 2j + 2)a2j¡2 0
0 a0 0 a1 ¢ ¢ ¢ a2j¡2 0
...
...
...
...
. . .
. . .
...
¢ ¢ ¢ ¢ ¢ ¢ a0 ¢ ¢ ¢ ¢ ¢ ¢ 0 aj
¢ ¢ ¢ ¢ ¢ ¢ 0 na0 ¢ ¢ ¢ (n¡ j + 1)aj¡1 0
flflflflflflflflflflflflflfl
Now, in the last determinant, we move in order the 2nd, 4th, 6th, : : : and (4j ¡ 2)th
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columns to the flrst (2j¡1) columns, and then, move in order the 3rd, 4th, 7th, 8th, : : :,
(4j ¡ 5)th, (4j ¡ 4)th and (4j ¡ 1)th rows to the flrst (2j ¡ 1) rows. We have
Dk(~h) = (¡1)– ¢ 2k ¢ a0 ¢
flflflfl A 00 B
flflflfl ;
where
– = (2¡ 1) + (4¡ 2) + (6¡ 3) + ¢ ¢ ¢+ (4j ¡ 2¡ 2j + 1) + (3¡ 1) + (4¡ 2) + (7¡ 3)
+(8¡ 4) + ¢ ¢ ¢+ (4j ¡ 1¡ 2j + 1)
· 1 + 2 + 3 + ¢ ¢ ¢+ (2j ¡ 1) (mod 2)
· j (mod 2);
A =
flflflflflflflflflflflflflfl
na0 (n¡ 1)a1 ¢ ¢ ¢ ¢ ¢ ¢ (n¡ 2j + 2)a2j¡2
a0 a1 ¢ ¢ ¢ ¢ ¢ ¢ a2j¡2
na0 ¢ ¢ ¢ ¢ ¢ ¢
...
a0 ¢ ¢ ¢ ¢ ¢ ¢
...
...
...
. . . . . .
...
na0 ¢ ¢ ¢ (n¡ j + 1)aj¡1
flflflflflflflflflflflflflfl
(2j¡1)£(2j¡1)
and
B =
flflflflflflflfl
na0 ¢ ¢ ¢ ¢ ¢ ¢ (n¡ 2j + 1)a2j¡1
a0 ¢ ¢ ¢ ¢ ¢ ¢ a2j¡1
...
...
. . .
...
¢ ¢ ¢ a0 ¢ ¢ ¢ aj
flflflflflflflfl
2j£2j
:
Noting
A =
1
a0
flflflfl a0 00 A
flflflfl = 1a0 d2j ; B = 1a0
flflflfl a0 00 B
flflflfl = 1a0 d2j+1;
we obtain
Dk(~h) = (¡1)j ¢ 2
k
a0
¢ d2j ¢ d2j+1:
Remembering k = 2j, we have
Dk(~h) = (¡1)[ k2 ]dk(f)dk+1(f);
up to a factor of the same sign as a0.
(ii) If k is odd, say k = 2j + 1; (0 • j • n¡ 1), making almost the same argument as
that in case (i), we have
Dk(~h) = (¡1)j ¢ 2
k
a0
¢ d2j+1 ¢ d2j+2;
so it still holds that
Dk(~h) = (¡1)[ k2 ]dk(f)dk+1(f);
up to a factor of the same sign as a0.
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The above two theorems make it possible to determine the number of negative or
positive roots of f(x) by means of its discrimination matrix Discr(f), without using
those of h(x) and ~h(x) which are of much higher degrees.
As a corollary of Theorem 3.1, we have
Theorem 3.3. Let fd1; d2; : : : ; d2n+1g be the principal minor sequence of Discr(f), the
discrimination matrix of polynomial f(x) with f(0) 6= 0. Denote the number of sign
changes and the number of non-vanishing members of the revised sign list of sequence
fd1d2; d2d3; : : : ; d2nd2n+1g
by „ and 2m, respectively. Then, the number of the distinct negative roots of f(x) equals
m¡ „.
Example 3.1. Find the number of the positive roots of x11 ¡ 3x8 + 2x3 ¡ 5x+ 6.
This is equivalent to flnd the number of the negative roots of
f(x) = x11 + 3x8 + 2x3 ¡ 5x¡ 6:
By computing the principle minor sequence of Discr(f), fd1; d2; : : : ; d23g, we know that
the sign list of sequence fd1d2; d2d3; : : : ; d22d23g is
[1; 0; 0; 0; 0; 1; 1; 0; 0; 1; 1;¡1;¡1;¡1; 1;¡1; 1;¡1;¡1;¡1;¡1;¡1];
and the revised sign list is
[1;¡1;¡1; 1; 1; 1; 1;¡1;¡1; 1; 1;¡1;¡1;¡1; 1;¡1; 1;¡1;¡1;¡1;¡1;¡1];
whereof the number of sign changes and the number of non-vanishing terms are 9 and
22, respectively. So, using Theorem 3.3, f(x) has two distinct negative roots, hence, the
original polynomial has two distinct positive roots. No repeated roots exist in this case
because D11(f) = d22 6= 0.
Example 3.2. Find the condition on a; b; c such that
(8x > 0) x5 + ax2 + bx+ c > 0:
This is equivalent to flnd the su–cient and necessary condition such that polynomial
f(x) = x5 ¡ ax2 + bx¡ c
has no negative roots. Computing the principal minor sequence of Discr(f), we obtain
d1 = d2 = 1;
d3 = d4 = d5 = 0;
d6 = ¡a2;
d7 = a3;
d8 = ¡27a4 ¡ 300abc+ 160b3;
d9 = ¡27a4b+ 225c2a2 ¡ 720cab2 + 256b4;
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d10 = ¡27b2a4 + 108a5c¡ 1600acb3 + 2250a2bc2 + 256b5 + 3125c4;
d11 = ¡c ¢ d10; y
up to a positive factor each term.
Using Theorem 3.3, by a thorough and detailed analysis on the sign list of the sequence
fd1d2; d2d3; : : : ; d10d11g, we conclude that
(8x > 0) x5 + ax2 + bx+ c > 0
ifi one of the following 11 cases occurs:
(1) c > 0 ^ a > 0 ^ (d8 ‚ 0 _ d9 • 0 _ d10 > 0)
(2) c > 0 ^ a • 0 ^ d8 > 0 ^ (d9 ‚ 0 _ d10 < 0)
(3) c > 0 ^ a < 0 ^ d8 = 0 ^ d9 < 0 ^ d10 < 0
(4) c > 0 ^ a < 0 ^ d8 • 0 ^ d9 > 0 ^ d10 > 0
(5) c > 0 ^ a = 0 ^ d8 = 0 ^ d10 6= 0
(6) c > 0 ^ a = 0 ^ d8 < 0 ^ (d9 • 0 _ d10 > 0)
(7) c > 0 ^ a > 0 ^ d8 = 0 ^ d10 = 0
(8) c > 0 ^ a ‚ 0 ^ d8 < 0 ^ d9 < 0 ^ d10 = 0
(9) c > 0 ^ d8 > 0 ^ d9 > 0 ^ d10 = 0
(10) c ‚ 0 ^ b ‚ 0 ^ a ‚ 0
(11) c = 0 ^ d10 > 0,
where only the signs of a; b; c; d8; d9; d10 are used.
Example 3.3. Given a reduced septic polynomial,
f(x) = x7 + px5 + qx4 + rx3 + sx2 + tx+ u;
in which x2 is substituted for x, we have
~h(x) = f(x2) = x14 + px10 + qx8 + rx6 + sx4 + tx2 + u:
Find the discriminant sequence of ~h(x),
fD1(~h); D2(~h); : : : ; D14(~h)g:
The computation using Deflnition 2.2 to obtain this sequence on a PC 586/120 with
MAPLE 5.2, including determinant-expanding, spends 4385 s. In contrast, for creating
the principal minor sequence of Discr(f),
fd1(f); d2(f); : : : ; d15(f)g;
including determinant-expanding, the total time spent is about 2 s only, on the same
computer. We know from Theorem 3.2 that,
Dk(~h) = (¡1)[ k2 ]dk(f)dk+1(f);
up to a positive factor, for k = 1; : : : ; 14.
yIn fact, obviously, d2n+1 = an ¢ d2n for a general polynomial of degree n.
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Example 3.4. Compute the number of the roots in (¡1; 1) for a quartic polynomial
f(x) = x4 + ax3 + bx2 + cx+ d;
where assume f(¡1) 6= 0 and f(1) 6= 0.
we may flrst compute that of real roots of the polynomial
g(x) = (1 + x2)4f
µ
1¡ x2
1 + x2
¶
= (1¡ a+ b¡ c+ d)x8 + (2a+ 4d¡ 4¡ 2c)x6 + (6¡ 2b+ 6d)x4
+(¡2a+ 4d¡ 4 + 2c)x2 + 1 + a+ b+ c+ d;
then, half the number of real roots of g is what we want.
If we compute the discriminant sequence of Discr(g) by Deflnition 2.2 directly, we have
to expand the determinants of size up to 16£ 16. It spends a CPU time of 3 minutes. By
Lemma 3.1 and Theorem 3.1, a much more e–cient way is to compute the negative root
discriminant sequence of the polynomial
ˆ(x) = (1¡ a+ b¡ c+ d)x4 + (¡2a¡ 4d+ 4 + 2c)x3 + (6¡ 2b+ 6d)x2
+(2a¡ 4d+ 4¡ 2c)x+ 1 + a+ b+ c+ d
instead. That way, the time spent is only 3 s.
A more complicated example can be found in Zou (1997), where the number of roots
of a parametric polynomial of degree 12 was determined in difierent cases by means of
the results obtained from this section.
To obtain a complete root classiflcation in an interval for f(x), we need only flnd all
the numbers of distinct roots (in this interval) of f;¢(f); : : : ;¢j(f) until the last one
has no repeated roots, and then sum it up by using Lemma 2.2, which is also applicable
to determining the numbers with multiplicities of real roots in an interval.
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Appendix A: A Root Classiflcation for a Quintic Polynomial
The following table gives the numbers of real and imaginary roots and multiplicities
of repeated roots of polynomial g5 = x5 + px3 + qx2 + rx+ s in all cases:
(1) D5 > 0 ^D4 > 0 ^D3 > 0 ^D2 > 0 f1; 1; 1; 1; 1g
(2) D5 > 0 ^ (D4 • 0 _D3 • 0 _D2 • 0) f1g
(3) D5 < 0 f1; 1; 1g
(4) D5 = 0 ^D4 > 0 f2; 1; 1; 1g
(5) D5 = 0 ^D4 < 0 f2; 1g
(6) D5 = 0 ^D4 = 0 ^D3 > 0 ^ E2 6= 0 f2; 2; 1g
(7) D5 = 0 ^D4 = 0 ^D3 > 0 ^ E2 = 0 f3; 1; 1g
(8) D5 = 0 ^D4 = 0 ^D3 < 0 ^ E2 6= 0 f1g
(9) D5 = 0 ^D4 = 0 ^D3 < 0 ^ E2 = 0 f3g
(10) D5 = 0 ^D4 = 0 ^D3 = 0 ^D2 6= 0 ^ F2 6= 0 f3; 2g
(11) D5 = 0 ^D4 = 0 ^D3 = 0 ^D2 6= 0 ^ F2 = 0 f4; 1g
(12) D5 = 0 ^D4 = 0 ^D3 = 0 ^D2 = 0 f5g,
where
D2 = ¡p;
D3 = 40rp¡ 12p3 ¡ 45q2;
D4 = 12p4r ¡ 4p3q2 + 117prq2 ¡ 88r2p2 ¡ 40qp2s+ 125ps2 ¡ 27q4 ¡ 300qrs+ 160r3;
D5 = ¡1600qsr3 ¡ 3750ps3q + 2000ps2r2 ¡ 4p3q2r2 + 16p3q3s¡ 900rs2p3 + 825q2p2s2
+144pq2r3 + 2250q2rs2 + 16p4r3 + 108p5s2 ¡ 128r4p2 ¡ 27q4r2 + 108q5s+ 256r5
+3125s4 ¡ 72p4rsq + 560r2p2sq ¡ 630prq3s;
E2 = 160r2p3 + 900q2r2 ¡ 48rp5 + 60q2p2r + 1500rpsq + 16q2p4 ¡ 1100qp3s
+625s2p2 ¡ 3375q3s;
F2 = 3q2 ¡ 8rp;
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These six polynomials form a discrimination system which is su–cient for the root clas-
siflcation of the quintic polynomial above.
The right column of the table describes the situations of the roots. For example,
f1; 1; 1; 1; 1g means flve real simple roots and f2; 2; 1g means two real double roots plus
one real simple root. There is only one real simple root both in case (2) and (8), however,
no repeated roots in case (2) while two imaginary double roots in case (8).
Appendix B: A Root Classiflcation for a Sextic Polynomial
As one more example making use of our algorithm, we give here in detail the root
classiflcation for a sextic polynomial of the reduced form,
g6 = x6 + px4 + qx3 + rx2 + sx+ t:
In the following table, r.s.l. stands for \revised sign list" and f g means no real root.
1. f1; 1; 1; 1; 1; 1g, iff r.s.l. is [1; 1; 1; 1; 1; 1].
2. f1; 1; 1; 1g, iff r.s.l. is one of [1;¡1;¡1;¡1;¡1;¡1], [1; 1;¡1;¡1;¡1;¡1],
[1; 1; 1;¡1;¡1;¡1], [1; 1; 1; 1;¡1;¡1], [1; 1; 1; 1; 1;¡1].
3. f1; 1g and no imaginary repeated roots, iff r.s.l. is one of [1;¡1; 1; 1; 1; 1],
[1;¡1;¡1; 1; 1; 1], [1;¡1;¡1;¡1; 1; 1], [1;¡1;¡1;¡1;¡1; 1], [1; 1;¡1; 1; 1; 1],
[1; 1;¡1;¡1; 1; 1], [1; 1;¡1;¡1;¡1; 1], [1; 1; 1;¡1; 1; 1], [1; 1; 1;¡1;¡1; 1],
[1; 1; 1; 1;¡1; 1].
4. f g and no imaginary repeated roots, iff r.s.l. is one of [1;¡1; 1;¡1;¡1;¡1],
[1;¡1; 1; 1;¡1;¡1], [1;¡1; 1; 1; 1;¡1], [1;¡1;¡1; 1;¡1;¡1], [1;¡1;¡1; 1; 1;¡1],
[1;¡1;¡1;¡1; 1;¡1], [1; 1;¡1; 1;¡1;¡1],[1; 1;¡1; 1; 1;¡1], [1; 1;¡1;¡1; 1;¡1],
[1; 1; 1;¡1; 1;¡1].
5. f1; 1; 1; 1; 2g, iff r.s.l. is [1; 1; 1; 1; 1; 0].
6. f1; 1; 2g, iff r.s.l. is one of [1;¡1;¡1;¡1;¡1; 0], [1; 1;¡1;¡1;¡1; 0], [1; 1; 1;¡1;¡1; 0],
[1; 1; 1; 1;¡1; 0].
7. f2gand no imaginary repeated roots, iff r.s.l. is one of [1;¡1; 1; 1; 1; 0],[1;¡1;¡1; 1; 1; 0],
[1;¡1;¡1;¡1; 1; 0], [1; 1;¡1; 1; 1; 0], [1; 1;¡1;¡1; 1; 0], [1; 1; 1;¡1; 1; 0].
8. f1; 1; 2; 2g, iff r.s.l. is [1; 1; 1; 1; 0; 0] and r.s.l. for ¢(g6) is [1; 1].
9. f1; 1; 1; 3g, iff r.s.l. is [1; 1; 1; 1; 0; 0] and r.s.l. for ¢(g6) is [1; 0].
10. f2; 2g, iff r.s.l. is one of [1;¡1;¡1;¡1; 0; 0], [1; 1;¡1;¡1; 0; 0], [1; 1; 1;¡1; 0; 0] and
r.s.l. for ¢(g6) is [1; 1].
11. f1; 3g, iff r.s.l. is one of [1;¡1;¡1;¡1; 0; 0], [1; 1;¡1;¡1; 0; 0], [1; 1; 1;¡1; 0; 0] and
r.s.l. for ¢(g6) is [1; 0].
12. f1; 1g and with imaginary repeated roots, iff r.s.l. is one of [1;¡1;¡1;¡1; 0; 0],
[1; 1;¡1; ¡1; 0; 0], [1; 1; 1;¡1; 0; 0], and r.s.l. for ¢(g6) is [1;¡1].
13. f g and 2 imaginary double roots, iff r.s.l. is one of [1;¡1; 1; 1; 0; 0], [1;¡1;¡1; 1; 0; 0],
[1; 1;¡1; 1; 0; 0].
14. f2; 2; 2g, iff r.s.l. is [1; 1; 1; 0; 0; 0] and r.s.l. for ¢(g6) is [1; 1; 1].
15. f1; 2; 3g, iff r.s.l. is [1; 1; 1; 0; 0; 0] and r.s.l. for ¢(g6) is [1; 1; 0].
16. f1; 1; 4g, iff r.s.l. is [1; 1; 1; 0; 0; 0] and r.s.l. for ¢(g6) is [1; 0; 0].
17. f4g, iff r.s.l. is [1;¡1;¡1; 0; 0; 0] or [1; 1;¡1; 0; 0; 0], and r.s.l. for ¢(g6) is [1; 0; 0].
18. f2g and 2 imaginary double roots, iff r.s.l. is [1;¡1;¡1; 0; 0; 0] or [1; 1;¡1; 0; 0; 0],
and r.s.l. for ¢(g6) is [1;¡1;¡1] or [1; 1;¡1].
19. f3; 3g, iff r.s.l. is [1; 1; 0; 0; 0; 0], those for ¢(g6) and ¢2(g6) are [1; 1; 0; 0] and [1; 1].
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20. f2; 4g, iff r.s.l. is [1; 1; 0; 0; 0; 0], those for ¢(g6) and ¢2(g6) are [1; 1; 0; 0] and [1; 0].
21. f1; 5g, iff r.s.l. is [1; 1; 0; 0; 0; 0] and r.s.l. for ¢(g6) is [1; 0; 0; 0].
22. f g and 2 imaginary triple roots, iff r.s.l. is [1;¡1; 0; 0; 0; 0].
23. f6g, iff r.s.l. is [1; 0; 0; 0; 0; 0].
According to Deflnition 2.2, the discriminant sequence of g6, fD1; : : : ; D6g, is given
below:
D1 = 1; D2 = ¡p; D3 = 24rp¡ 8p3 ¡ 27q2;
D4 = 32p4r ¡ 12p3q2 + 96p3t+ 324prq2 ¡ 224r2p2 ¡ 288ptr ¡ 120qp2s+ 300ps2 ¡ 81q4
+324tq2 ¡ 720qsr + 384r3;
D5 = ¡4p3q2r2 ¡ 1344ptr3 + 24p4q2t+ 144pq2r3 + 1440ps2r2 + 162q4tp¡ 5400rts2
+1512prtsq + 16p4r3 ¡ 192p4t2 + 72p5s2 ¡ 128r4p2 + 256r5 + 1875s4 ¡ 64p5rt
+592p3tr2 + 432rt2p2 ¡ 616rs2p3 + 558q2p2s2 + 1080s2tp2 ¡ 2400ps3q ¡ 324pt2q2
¡1134tsq3 + 648q2tr2 + 1620q2s2r ¡ 1344qsr3 + 3240qst2 + 12p3q3s¡ 1296pt3
¡27q4r2 + 81q5s+ 1728t2r2 ¡ 56p4rsq ¡ 72p3tsq + 432r2p2sq ¡ 648rq2tp2
¡486prq3s;
D6 = ¡32400ps2t3 ¡ 3750pqs5 + 16q3p3s3 ¡ 8640q2p3t3 + 825q2p2s4 + 108q4p3t2
+16r3p4s2 ¡ 64r4p4t¡ 4352r3p3t2 + 512r2p5t2 + 9216rp4t3 ¡ 900rp3s4
¡17280t3p2r2 ¡ 192t2p4s2 + 1500tp2s4 ¡ 128r4p2s2 + 512r5p2t+ 9216r4pt2
+2000r2s4p+ 108s4p5 ¡ 1024p6t3 ¡ 4q2p3r2s2 ¡ 13824t4p3 + 16q2p3r3t
+8208q2p2r2t2 ¡ 72q3p3str + 5832q3p2st2 + 24q2p4ts2 ¡ 576q2p4t2r
¡4536q2p2s2tr ¡ 72rp4qs3 + 320r2p4qst¡ 5760rp3qst2 ¡ 576rp5ts2 + 4816r2p3s2t
¡120tp3qs3 + 46656t3p2qs¡ 6480t2p2s2r + 560r2qp2s3 ¡ 2496r3qp2st
¡3456r2qpst2 ¡ 10560r3s2pt+ 768sp5t2q + 19800s3rqpt+ 3125s6 ¡ 46656t5
¡13824r3t3 + 256r5s2 ¡ 1024r6t+ 62208prt4 + 108q5s3 ¡ 8748q4t3 + 729q6t2
+34992q2t4 ¡ 630prq3s3 + 3888prq2t3 + 2250rq2s4 ¡ 4860prq4t2 ¡ 22500rts4
+144pr3q2s2¡ 576pr4q2t¡ 8640r3q2t2 + 2808pr2q3st+ 21384rq3st2 ¡ 9720r2q2s2t
¡77760rt3qs+ 43200r2t2s2 ¡ 1600r3qs3 + 6912r4qst¡ 27540pq2t2s2 ¡ 27q4r2s2
+108q4r3t¡ 486q5str + 162pq4ts2 ¡ 1350q3ts3 + 27000s3qt2:
In cases 8 » 13:, ¢(g6) = ¢2(g6) is of degree 2, and its discriminant sequence is
fE(2)1 ; E(2)2 g, where
E
(2)
1 = 1;
E
(2)
2 = (¡4p3rq + 24p4s+ 48qpr2 ¡ 172rp2s¡ 36qp2t+ 180stp¡ 27rq3 + 126q2ps
¡225s2q ¡ 216trq + 240sr2)2 ¡ (¡12p3q2 + 32p4r + 96p3t+ 324prq2 ¡ 224r2p2
¡288ptr ¡ 120qp2s+ 300ps2 ¡ 81q4 + 324tq2 ¡ 720qsr + 384r3)(¡4qp3s+ 64p4t
+48rpsq ¡ 384rp2t¡ 20s2p2 ¡ 27q3s+ 324q2tp¡ 540tsq + 576tr2):
In cases 14 » 18:, ¢(g6) = ¢3(g6) is of degree 3, and its discriminant sequence is
fE(3)1 ; E(3)2 ; E(3)3 g, where
E
(3)
1 = 1;
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E
(3)
2 = ¡32rp5 + 12q2p4 + 288p4t+ 96r2p3 ¡ 480qp3s+ 36rp2q2 + 300s2p2 ¡ 864rp2t
+972q2tp+ 360rpsq + 432r2q2 ¡ 1215q3s;
E
(3)
3 = 656100r
2s2q4¡ 512r3p9 ¡ 2460375q5s3 ¡ 14348907q6t2 ¡ 1728s2p10 + 373248p6t3
+54000p5s4 + 291600p4s2t2 ¡ 9920232p3q4t2 ¡ 129600p6s3q + 144r2p8q2
¡432p8sq3+ 5184r4p4q2¡ 2519424r3q4t+ 13824p8r2t+ 1728p8rs2+ 14256p7s2q2
+13968p6r2s2 ¡ 124416p7t2r + 77760p7s2t¡ 4199040pr2tq3s+ 1296p6q3sr
+44064p7tq2r ¡ 13536p7r2sq ¡ 108864p8tsq ¡ 11664p6q4t¡ 41472p6r3t
¡1667952p6t2q2 + 373248p5t2r2 + 64152p4q4s2 ¡ 1119744p4t3r ¡ 1239300p3q3s3
+1259712p3q2t3 + 455625p2q2s4 + 155520p5r2tq2 + 1536r4p7 + 1728p9rsq
+10628820q5str + 616896p6rtsq ¡ 11664p5q3ts¡ 84888p5rq2s2 + 12096p5r3sq
+583200p5st2q ¡ 298080p5s2tr ¡ 31104p4r2sq3 ¡ 52488p4rq4t+ 6018624p4q2t2r
¡1195560p4q2ts2 ¡ 637632p4r2tsq + 178200p4rs3q + 272160p3r2q2s2
¡933120p3r3tq2 + 5161320p3q3trs+ 729000p3tqs3 ¡ 2799360p3rst2q
+708588p2q5ts¡ 43740p2q4rs2 + 23328p2r3q3s+ 2361960p2q3st2
¡874800p2q2rts2 ¡ 3359232p2r2t2q2 ¡ 314928p2r2q4t+ 17006112pq4t2r
¡2952450pq4ts2 + 1093500pq3rs3:
In cases 19 » 22:, ¢(g6) = ¢4(g6) is of degree 4, and its discriminant sequence is
fE(4)1 ; E(4)2 ; 0; 0g, where
E
(4)
1 = 1; E
(4)
2 = 27q
2 ¡ 64rp:
In cases 19 » 20:, ¢2(g6) = ¢2(¢(g6)) is of degree 2, and its discriminant sequence
is fF1; F2g, where
F1 = 1;
F2 = ¡4096rp2t+ 1200s2p2 ¡ 160rpsq + 1728q2tp+ 48r2q2 ¡ 135q3s:
As an application of the above root-classiflcation table, we can easily resolve a problem
which is more general than Example 2.3. That is, flnd the conditions on real numbers
p; q; r; s; t such that
(8x 2 R) g6 = x6 + px4 + qx3 + rx2 + sx+ t ‚ 0:
It is obvious that g6 has no real roots or its every real root has an even multiplicity,
i.e. g6 is positive semideflnite, ifi the revised sign list of the discriminant sequence of g6
belongs to one of the ten cases: 4, 7, 10, 13, 14, 17, 18, 20, 22, 23.
Appendix C: An Application Problem
Show that the following bivariate polynomial with 49 terms is positive deflnite,
f(x; y) = x6y6+ 6x6y5¡ 6x5y6 + 15x6y4¡ 36x5y5 + 15x4y6 + 20x6y3¡ 90x5y4 + 90x4y5
¡20x3y6 + 15x6y2 ¡ 120x5y3 + 225x4y4 ¡ 120x3y5 + 15x2y6 + 6x6y ¡ 90x5y2
+300x4y3 ¡ 300x3y4 + 90x2y5 ¡ 6xy6 + x6 ¡ 36x5y + 225x4y2 ¡ 400x3y3
+225x2y4 ¡ 36xy5 + y6 ¡ 6x5 + 90x4y ¡ 300x3y2 + 300x2y3 ¡ 90xy4 + 6y5
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+15x4 ¡ 120x3y + 225x2y2 ¡ 120xy3 + 15y4 ¡ 20x3 + 90x2y ¡ 90xy2 + 20y3
+16x2 ¡ 36xy + 16y2 ¡ 6x+ 6y + 1:
We flrst regard f(x; y) as a polynomial in x, while y as a parameter. In this case, the
discriminant sequence is given accordingly:
D1 = (y + 1)12; D2 = 0; D3 = 0; D4 = (y + 1)30;
D5 = (y + 1)30(108y10 + 648y9 + 486y8¡ 4644y7¡ 14757y6¡ 18234y5¡ 7407y4 + 5856y3
+8361y2 + 3798y + 649);
D6 = ¡(y + 1)30(729y22 + 8748y21 + 51759y20 + 204120y19 + 608715y18 + 1466748y17
+2966301y16 + 5155488y15 + 7822170y14 + 10468440y13 + 12438414y12
+13169952y11 + 12439386y10 + 10460448y9 + 7795503y8 + 5120982y7
+2948848y6 + 1471992y5 + 619998y4 + 209678y3 + 52888y2 + 8844y + 745):
Without loss of generality, assume y + 1 6= 0, (otherwise, f(x;¡1) = 1 + x2 is positive
deflnite obviously), then, the sign list of fD1; : : : ; D6g is
[1; 0; 0; 1; sign(D5); sign(D6)]:
Put h(y) = D6=(y + 1)30, clearly sign(h(y)) = sign(D6). The sign list and revised sign
list of the discriminant sequence of h(y) is
[1;¡1;¡1; 0; 0; 0; 0; 1; 1; 1;¡1; 1; 1; 1;¡1; 1; 1; 1;¡1;¡1; 1;¡1];
[1;¡1;¡1; 1; 1;¡1;¡1; 1; 1; 1;¡1; 1; 1; 1;¡1; 1; 1; 1;¡1;¡1; 1;¡1];
respectively. The number of sign changes of the latter is 11, so h(y) has no real roots, it
is negative deflnite, and sign(D6) = ¡1.
Thus, the r.s.l. of fD1; : : : ; D6g is
[1;¡1;¡1; 1;§1;¡1];
where of the number of the sign changes is 3, so f(x; y) has no real roots and it is positive
deflnite.
This example suggests a heuristic method to determine some multivariate polynomial
to be deflnite/semideflnite or not, but it is not an algorithm in general.
