Medical imaging theory for x-ray CT and PET is based on image reconstruction from projections. In this paper a novel vector entropy imaging theory under the framework of multiple criteria decision making is presented. We also study the most frequently used image reconstruction methods, namely, least square, maximum entropy, and filtered back-projection methods under the framework of the single performance criterion optimization. Finally, we introduce some of the results obtained by various reconstruction algorithms using computergenerated noisy projection data from the Hoffman phantom and real CT scanner data. Comparison of the reconstructed images indicates that the vector entropy method gives the best in error (difference between the original phantom data and reconstruction), smoothness (suppression of noise), grey value resolution and is free of ghost images.
Introduction
The problem of image reconstruction from projections is commonly encountered in many scientific fields, such as computerized tomography (CT) with x-ray and ultrasound, computerized positron emission tomography (PET), radio astronomy, synthetic aperture radar, optical interferometry and electron microscopy. Hence, many reconstruction methods have been developed to tackle this problem. There are two basic kinds of algorithms commonly used to solve the image reconstruction problem. The first class of algorithms seeks to solve this problem via Radon transform based methods (Bracewell and Riddle 1967, Pan and Kak 1983) . The second class attempts to solve this problem via solving simultaneous linear equations (Gordon et al 1970 , Herman 1980 , Gilbert 1972 , Van Der Sluis and Van Der Vorst 1990 , Lakshminarayanan and Lent 1979 .
The first attempt to use an optimization method for image reconstruction was made by Kashyap and Mittal (1975) . Herman and Lent (1976a, 1976b) have shown that a variety of such methods for image reconstruction are actually special cases of a general quadratic optimization problem. Rangayyan and Gordon (1982) have modified ART into a constrained optimization problem, seeking to minimize the difference between pixels belonging to adjacent rays, subject to the constraints set by the given ray sums. An adaptive neighbourhood filter was formulated for each pixel based on three directional contrast measures to perform streak prevention, edge enhancement, or correction as per ART. Their method was successful in preventing fine streaks without causing blurring.
Until recently, most optimization models for image reconstruction from projections have been formulated in terms of minimizing (or maximizing) a scalar-valued criterion function (Censor and Herman 1987, Censor 1983) . A number of different choices of objective functions that have been studied for image reconstruction from projections in the past are reviewed by Herman and Lent (1976b) , Censor and Herman (1987), and Censor (1983) , for example: (i) quadratic minimization, (ii) entropy maximization and (iii) likelihood maximization. Today, however, there is a growing trend towards formulating these problems in terms of multiple criteria (Wang and Weixue 1989 , 1991 , 1963 . Doubtless, there are many reasons for this change, but two key factors have been most influential in fostering this new approach. First, in many instances, we have more than one objective in the decision making process. For instance: (i) we want a reconstruction which minimizes multiple objective functions simultaneously; (ii) in a multi-objective problem, an acceptable reconstruction should satisfy different objectives.
In image reconstruction from projections under multiple criteria, we are required to minimize the squared error function between the original projection and re-projection data derived from the reconstructed image, and simultaneously to minimize the cross entropy between the projection and the re-projection and also the peakedness function of the image etc. We extend the optimal image reconstruction problem into a multi-criterion decision making problem. In a typical deterministic vector decision problem (VDP), the decision maker (DM) must choose an action from a set of feasible alternative actions while considering a number of possibly conflicting criteria.
In this paper we consider VDP, which can be expressed mathematically: both the set of feasible action and the criteria can be described by mathematical equations. We will refer to such problems, following Rosenthal (1985) , as vector optimization problems (VOP).
The main distinction between a VOP and a traditional single-criterion optimization problem in image reconstruction from projections is that, due to the conflicting criterion functions in the VOP, there is usually no explicit ranking of the alternative actions. Thus, even though a valuation function, which completely ranks the alternatives, may exist, it can be observed that, in many cases it is difficult to assess. The criteria, therefore, must be traded off. In VOP we attempt to find a 'best compromise' solution which will satisfy the decision maker (Rosenthal 1985) . In this paper we discuss a multi-criterion decision model for image reconstruction from projections. At the same time, we describe a novel vectorimaging algorithm, based on the weighted sum of all the objective functions. We discuss the principle of a decision making process, present its mathematical formulation, propose solution techniques and show some results. This paper is organized as follows: section 2 provides a single-objective entropy optimization based model for image reconstruction. Section 3 gives a vector entropy optimization based model and an algorithm for image reconstruction. Finally, we demonstrate the efficiency of our vector entropy method over the traditional reconstruction techniques based on computer-generated noisy projections and real scanner data.
Single-criterion entropy imaging theory
We begin by introducing the notation. Let x denote the image to be reconstructed. If the picture is divided into n pixels, x is an n-dimensional image vector, whose [(i − 1)q + j]th component denotes the density in the pixel in the ith row and jth column. Let A be an m × n projection matrix, whose (k, l)th element denotes the normalized coefficients of the contribution of the lth pixel to the kth ray with
Thus, Ax is the vector of the ray sums in the various rays. If y is an m-dimensional vector of our actual measurement of the ray sums, then
where e is an m-dimensional vector of the errors which are due to the inaccuracy of the physical measurement. Assume that e is represented independently of zero mean, σ 2 i (i = 1, . . . , m) the variance Gaussian noise term. The reconstruction problem is to find methods for estimating the image vector x from the measurement vector y. Since we obviously do not know e, in general, this is accomplished by selecting a solution that optimizes the chosen criterion. For instance, we may want to minimize the square of the norm:
A typical weighted least-squares method tries to determine those values x 1 , x 2 , . . . , x n which minimize g(x). This is introduced in a kind of algebraic reconstruction method called SIRT (Gilbert 1972 , Van Der Sluis and Van Der Vorst 1990 , Lakshminarayanan and Lent 1979 . Rather than doing this, we seek those x 1 , x 2 , . . . , x n which optimize the entropy functions subject to the constraint
The motivation for this constraint comes from the central limit theorem in probability theory, which states that with probability one
Thus, provided that m is large, we expect the true value of x to satisfy this condition. The condition g(x) = m/2 now determines the set of feasible images x which passes the given statistical test for consistency with the actual projection data y.
One can define a regularized solution to this problem (3) by minimizing a functional (Mohammad-Djafari and Demoment 1988)
where H (x) is a negative entropy function, which is represented as
and λ is a regularized parameter.
Vector entropy imaging model
First, in any image reconstruction problem there are typically many criteria that need to be considered. It is an attempt to find a reconstructed image which (1) has a maximum entropy, (2) has relatively small peaks and nonuniformity, (3) has the least cross entropy between the original projection data and the re-projection data due to the reconstructed image, and (4) is consistent with the original projections. In order to meet these four criteria simultaneously (some of them are in conflict), we suggested a multi-criterion approach to incorporate these criteria. Previously, only one criterion has been considered in formulating this problem, whereas all other criteria have been incorporated as constraints with maximum tolerance level or have been made commensurable with the specified criterion by weighting factors (Herman 1980) . The difficulty with the single-criterion approach is that it obscures the true character of the problem by focusing only on some aspect and fails to express the noncommensurability of the conflicting criteria. Second, with the advent of more sophisticated computing techniques, it is possible to apply multi-criterion methodologies to the image reconstruction problem in order to carry out the above-mentioned idea in image reconstruction from projections. Here the image reconstruction problem is formulated as the following three-criteria optimization problem:
where
x is an n-dimensional image vector of the decision variables, A = [a ij ] is the n × m projection matrix and S = [s ij ] is an n × n nonuniformity (Herman 1980) . x is an n-dimensional image vector of the decision variables, y = (y 1 , y 2 , . . . , y m ) T is an m-dimensional projection data vector, and γ 1 , γ 2 , γ 3 are the normalized coefficients for various objective functions respectively.
The first objective function f 1 (x) is the global smoothness of the image. Minimizing f 1 (x) would entail maximizing −f 1 (x). Hence, this objective function should be minimized. The second objective function f 2 (x) is a measure of the cross-entropy function between the original projection data and re-projection data due to the reconstructed image. This function is always 0 and has a global minimum value of zero when the projection and re-projection values are identical. This function is also a measure of the divergence between projection and re-projection data. Divergence is a measure of 'distance' or dissimilarity between two classes of projections. It is a more abstract concept of distance. Divergence is to be used as an objective function for reconstruction of an optimal image and might be minimized so as to adjust the reconstructed image when it is projected. The third objective function is the sum of the square norm of the image and nonuniformity, which is a measure of the level of the peaks and local smoothness of the reconstructed image and should be minimized so as to decrease the level of the peaks of the image and preserve the local smoothness of the reconstructed image.
Vector entropy optimization based image reconstruction from projections is described as the following vector optimization problem (VOP): min
where X is a feasible region in the decision space. For image reconstruction from projections X is defined as the form of
Here x is an n-dimensional image vector to be reconstructed, y is an m-dimensional projection data, A is an m × n projection matrix, and is an m × m diagonal matrix of projection error variance σ 2 . The basic idea of assigning weights to the various objective functions, combining them into a single-objective function, and parametrically varying the weights to generate the noninferior solutions was first proposed by Zadeh (1963) . It can be shown that the weighting method follows directly from the Kuhn-Tucker conditions for a noninferior solution (Chankong and Haimes 1983) .
Mathematically, the weighted method can be stated as follows:
which can be thought of as an operational form of equation (6). In other words, a multicriterion problem has been transformed into a single-criterion optimization problem for which many solutions exist. The coefficient w i operating on the ith criterion function, f i (x), is called a weight and can be interpreted as 'the relative weight or worth' of that criterion when compared to the other objectives. If the weights of the various criteria are interpreted as representing the relative preferences of some decision maker, the solution to (8) is equivalent to the best compromise solution (Chankong and Haimes 1983) . How do we select the weights for multiple criteria? The selection for various criteria is based on a novel idea that a superplane L with normal vector w = (w 1 , . . . , w p )
T is a criterion function space F that can be described as
where c is a constant. The minimization of (8) can be interpreted as moving the superplane with fixed weighting vector w in a positive direction as far as possible from the origin, but keeping the intersection of the sets L and F. The point for which L is tangent to F will be the minimum of (8).
Before we try to answer the question 'how should an optimal weight vector be determined?' let us explain two terms. First, consider the so-called ideal solution. In order to determine this solution we have to find separately attainable minima for all the objective functions. Assuming these minima can be found, let
T be a vector of variables which minimizes the ith objective function f i (x) . In other words, vector 
In order to find the weighting vector w we have to solve a set of equations (11). The multiobjective optimization based image reconstruction is usually of the form (8). Here, the first objective function is f 1 (x), which is a negative entropy of an image. The second objective function f 2 (x) is a measure of the cross-entropy function between the original projection data and re-projection data due to the reconstructed image. The third objective functionf 3 (x) is the sum of the square norm of the image and nonuniformity. The associated unconstrained problem that we consider is
where λ is a Lagrange multiplier. We can consider the general gradient method
A summary of the weighted sum method for multiobjective image reconstruction is described below. Initialization step: choose a termination scalar ε > 0, an initial point x o , a parameter λ o > 0, α k > 1, and γ q = 1/f q (x), q = 1, 2, 3. Let k = 0 and go to the main step. Main step:
(i) Let w = (1/3, 1/3, 1/3) be an initial weighting vector. Starting with x k , begin the following iteration:
(
q (x k+1 ), q = 1, 2, 3, and go to step (iii) (iii) If α k ∇ϕ < ε stop; otherwise, let α k+1 = 5 k · α k , k = k + 1, return to (i).
Experimental results
It is interesting to see how non-rigorous mathematical thinking has played a major role in comparing different algorithms. The most widely used technique for comparing algorithms is to compare the reconstructions when applied to data from real human subjects. Another technique is to use what physicians call 'phantoms': this means taking data from a physical object of known structure instead of a human subject. This is useful because we know what the true object is. Errors in the reconstruction, however, may be due to errors in the data or in the algorithm. To separate these, we introduce a Hoffman brain phantom, with intensity 4 in the grey matter, 1 in the white matter and 0 in the background, discretized on a 128 × 128 grid with a 1 mm square pixel. This involves simulating a head section. In a phantom there is no measurement error, so any errors in reconstruction are due to the algorithm. Furthermore, any desired type of measurement error can be simulated to study its effects, which is very useful in the design of the newer high-speed scanning machines. Figure 1 shows a Hoffman phantom, which is a reasonable imitation of a slice through the human head. The reconstruction region, a square of size with 128 pixels, completely containing the object, is assumed to be centred at the origin and the source on a circle with its centre at the origin and radius equal to size of the object at equally spaced angles and the corresponding detectors, as tangents to this circle at diametrically opposite ends of the circle. The centre of the object and the detector array lie on the central ray of each beam. We chose equally spaced projections in which rays are parallel lines with uniform spacing finer than the side of a pixel. For each ray I and pixel j, c ij is the intersection of the ith ray with the jth pixel. We defined, for all i and j,
This ensures that (1) is satisfied. Using this a ij and phantom x, we generated projection measurement y by
Here we only consider a monochromatic acquisition model. The parallel projection data from 257 equally spaced views and 257 rays in each view were generated for the simulation. The noisy projection data are generated aŝ
where the m-dimensional vector y means accurate projection data and N µ 0 , σ 2 means a Gaussian probability distribution with the mean µ 0 and the variance σ 2 ; set
For comparison, the images reconstructed from the same projection data by the vector entropy method with γ 1 = −0.24, γ 2 = 10.94, γ 3 = 29 789.09, least-squares methods, single-objective entropy optimization method, and convolution algorithm are shown in figures 2(a)-(d) respectively, each image being obtained after many iterations. The image quality has been evaluated by a normalized error measure e, which is defined as
where x 0 is the Hoffman phantom andx is the reconstruction,x 0 is the mean of the original image, and n is the total pixel number. The numerical results for the above algorithm are shown in table 1.These results were calculated on an IBM-Pentium IV-1.4 GHz microcomputer. To test the performance of the vector entropy method in reconstructing from Siemens Somaton DR CT scanner data, we present some experimental results obtained from real fan-beam projection data. The re-binning of the fan-beam data for 512 rays in each of 720 projections over 360
• yields uniformly spaced parallel beam data for 257 rays in each 257 projections over 180
• . The images with digitization of 256 × 256 reconstructed by the vector entropy method and the convolution method with the Shepp-Logan filter are shown in figures 3(a) and (b), respectively.
Conclusion
In this paper, we have proposed a vector entropy optimization method using the weighted sum problem in order to deal with image reconstruction from projections. In our scheme, after determining the objective functions, a satisfactory solution of the decision maker can be derived by updating the weighted coefficients simultaneously with a trade-off between the objective functions. Furthermore, the non-inferiority of the generated solution in each iteration is guaranteed. As has been shown, the vector entropy optimization based on the image reconstruction approach is superior to the least-square, maximum entropy and convolution methods. We can say that the vector entropy approach makes the traditional image reconstruction from projections flexible and robust to uncertainty and multiplicity of reconstruction objectives.
We are convinced that the proposed algorithm and its extension will be an efficient method in image reconstruction from projections.
