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Abstract
Self-organisation of mixtures of biological polymers and molecular motors
provides a fascinating manifestation of active matter. Microtubules re-oriented
by the molecular motors can form far-from-equilibrium cell-scale structures,
such as the mitotic spindle apparatus. It is believed that different motor types
favour formation of distinct patterns: clustering motors control the formation
of spindle poles and asters, while microtubule-sliding motors organise antipar-
allel bundles presenting in the spindle central part.
The link between individual microscopic motor-induced interactions of fil-
aments and the macroscopic dynamics at cell-size scales is poorly understood.
Here we enhance our understanding of this problem and formulate a theoret-
ical approach, based on a Boltzmann-like kinetic equation, to describe pattern
formation in two-dimensional mixtures of microtubular filaments and molec-
ular motors.
In the first part of the thesis, we derive hydrodynamic equations that gov-
ern the collective behaviour of microtubules in the presence of clustering mo-
tors. We build on a kinetic method developed earlier by Aranson and Tsimring
and model the motor-induced reorientation of microtubules as collision rules.
The procedure of coarse-graining yields a set of equations for local density and
orientation of the microtubules. We study its behaviour by performing a linear
stability analysis and direct numerical simulations. We discuss the observed
patterns including asters and chaotic stripe-like structures and consider the
ensuing phase diagram.
In the second part of this study, we consider molecular motors which can
push apart antiparallel microtubules and cluster parallel ones. Using the de-
veloped approach, we obtain a set of equations for the microtubular density,
orientation, and tensor of alignment. Through numerical simulations, we show
that this model generically creates either stable stripes with the antiparallel ar-
rangement of filaments inside them or an ever-evolving pattern where stripes
periodically form, rotate, self-extend and then split up. We derive a minimal
model which displays the same instability as the full model and clarifies the
underlying mechanism. We argue that our minimal model unifies various pre-
vious observations of chaotic behaviour in the dry active matter into a general
universality class.
Finally, we discuss obtained models, compare them to identify common
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Immanuel Kant defined life as a “self-organised, self-reproducing” process in
1790 [1]. Nowadays this definition becomes more and more profound, and the
origin of ordered states and associated functions is one of the most fundamen-
tal problems in biology [2].
The self-organisation in biological systems is dynamic; it emerges from the
collective behaviour of the active ‘agents’ and usually implies energy dissipa-
tion. Note, that dynamics is defined by the character of interaction between
agents rather than by the properties of agents themselves. This phenomenon
can be found at all levels of the biological hierarchy, including cellular and
intracellular structures such as the microtubular cytoskeleton.
Microtubular cytoskeleton plays a crucial role in all eukaryotic cells. It not
only helps to shape the cell and provides tracks for the intracellular trans-
port but also orchestrates many spatiotemporal processes in the cell. Self-
organization in this case arises from the collective behaviour of microtubules
(MTs) and molecular motors (MMs) [3] with the energy input obtained from
the hydrolysis of adenosine triphosphate (ATP). Microtubules can be organ-
ised into many special structures that are connected with different cellular
functions. For example, during mitosis, MTs, molecular motors work coop-
eratively to construct a mitotic spindle [4].
Microtubules control intracellular traffic of molecular motors. In turn, MTs
transport and orientation are themselves controlled by the heterogeneous dis-
tribution of molecular motors. Because of this feedback, the dynamics of the
microtubular cytoskeleton can be considered as a new type of pattern forma-
tion process [3].
Spontaneous transitions to various ordered states and patterns has been ex-
tensively studied in several in vitro experiments with cell extracts [5, 6] and in
the reconstituted systems with purified components, such as quasi 2-dimen-
sional motor-microtubule solution [7–11]. These well-controlled in vitro assays
recapitulate the formation of microtubular structures with a polar [7–9] or ne-
matic [10, 11] order, and provide a promising platform for an investigation of
the pattern formation in MT cytoskeleton. The motivation for this work is to
enhance the understanding of self-organisation processes in the MT cytoskele-
ton from the bottom up, and it is this type of systems will be considered further
in the current thesis.
It is currently believed that different types of motors enable distinctive rules
of interaction between microtubules. The details of such interactions are un-
derstood to a certain degree [12], e.g. motors can cluster parallel filaments and
push apart antiparallel ones, or prefer one of these interactions. However, it is
presently unclear how the particular interaction type gives rise to the partic-
9ular macroscopic pattern formation. Consequently, the theoretical description
of microtubule-motor mixtures is stymied by the paucity of approaches able to
connect individual microscopic motor-induced interactions of filaments to the
macroscopic dynamics. The main goal of this thesis is to create an adequate
mean-field formalism and computational tools to bridge these to scales.
The fundamental principles by which a group of interacting agents evolves
to a particular dynamic spatial pattern are intensively investigated in the ac-
tive matter physics [13, 14]. This framework provides a promising tool for a
theoretical investigation of collective behaviour including the self-organisation
processes in MT-MM mixtures, and inherent instabilities.
Multiple approaches had been developed in the active matter physics to ad-
vance our understanding of the dynamics typical of microtubule-motor mix-
tures. Besides direct agent-based simulations [8, 15], mean field equations have
been derived first on the basis of symmetry considerations [16–18], and from
the detailed microscopic rules of interaction [19–22]. The latter avenue is use-
ful as it allows one to determine the effective parameters of the continuum
theory in terms of the geometrical and physical quantities appearing in the
microscopic model.
In the kinetic approach employed by Aranson and Tsimring [19, 23, 24],
pairwise motor-mediated interactions of microtubules were treated as instan-
taneous collisions. These authors considered plus-directed clustering motors,
which can align microtubules in a parallel way. Hydrodynamic equations
for slow variables, filament concentration and orientation, were derived by
coarse-graining of the corresponding Boltzmann-type equation for the proba-
bility distribution function (PDF).
In this thesis we revisit this technique. Firstly, we develop our formalism
and consider mixtures of MTs and clustering motors; then we use our theory
to derive equations governing the pattern formation in microtubules in the




In Chapter 1, we introduce ingredients of our model and provide the analy-
sis of literature. We describe microtubules, multivalent molecular motors, and
their mechanochemical cycle. Then we consider motor-induced interactions
between the microtubules. We catalogue microtubular structures experimen-
tally observed in vivo and in vitro. Next, we concentrate on the MM-MT mix-
tures and associated instabilities. We also discuss MT pattern formation in
terms of the active matter physics and introduce the brief classification of ac-
tive matter models of the MT cytoskeleton. Finally, we justify the choice of dry
kinetic model for the MT-MM mixtures investigation.
In Chapter 2, we derive hydrodynamic equations that govern the collective
behaviour of microtubules in the presence of clustering motors. We build on a
kinetic method developed earlier by Aranson and Tsimring [19, 23] and model
the motor-induced reorientation of microtubules as collision rules. We intro-
duce our kinetic model, re-derive the hydrodynamic equations obtained in [19]
and critically discuss the approximations used in this derivation. We demon-
strate that the model exhibits bundling instability and argue for the need to
include excluded volume effects and present the derivation of such excluded
volume terms. Then we discuss the evaluation of the interaction integrals. Our
equations of motion are presented in the Section 2.5: these are derived accord-
ing to two different types of closure. We perform a stability analysis of the
equations of motion corresponding to both these closure schemes, present the
corresponding phase diagrams, and provide the results of numerical simula-
tions. The last section contains a discussion of the obtained model.
In Chapter 3, we consider molecular motors which can push apart antipar-
allel microtubules and cluster parallel ones. Using the approach developed
in Chapter 2, we obtain a set of equations for the microtubular density, ori-
entation, and tensor of alignment. Through the numerical simulationst we
show that this model generically creates either stable stripes with the antipar-
allel arrangement of filaments inside them or a never-settling pattern where
stripes periodically form, rotate and then split up. We derive a minimal model
which displays the same instability as the full model and dissect the underly-
ing mechanisms. We argue that our minimal model unifies various previous
observations of chaotic behaviour in the dry active matter into a general uni-
versality class. The last Section contains a discussion of the obtained model.
Finally, in a short Summary we briefly recapitulate the results. We discuss
the common features and discrepancies between obtained models, draw the
contours of possible advances, and highlight the sphere of application.
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Chapter 1. Aspects of active MT cytoskeleton
Abstract
In this Chapter, we introduce ingredients of our model and provide the anal-
ysis of literature. We describe microtubules, multivalent molecular motors,
and their mechanochemical cycle. Then we consider motor-induced interac-
tions between the microtubules. We catalogue microtubular structures exper-
imentally observed in vivo and in vitro. Next, we concentrate on the MM-MT
mixtures and associated instabilities. We also discuss MT pattern formation
in terms of the active matter physics and introduce the brief classification of
active matter models of the MT cytoskeleton. Finally, we justify the choice of
dry kinetic model for the MT-MM mixtures investigation.
Microtubules
151.1 Microtubules
Microtubules can be found in all dividing eukaryotic cells, most of the dif-
ferentiated cell types [1]. They are formed by the polymerisation of tubulin
heterodimers [2]. Individual tubulin consists of two monomers called α- and
β-subunits [3]. Within a MT tubulins arrange in linear protofilaments keep-
ing “orientation”: α-subunit of one tubulin always attaches to the β-subunit of
another one.
Protofilaments in turn associate side by side to form hollow cylindrical
structure [4]. MTs assembled in vitro can contain 10-15 protofilaments, how-
ever MTs obtained in vivo have mostly 13 protofilaments. The outer diameter
of such “straw-like” macromolecule is about 25 nm; inner diameter is 14 nm,
the length can reach tens of µm. It is the largest and the stiffest type of cy-
toskeletal biopolymers: persistence length of the filament may be as much as
few µm (Fig. 1.1).
One of the most interesting properties of MTs is their “polarity” - anisotropy,
created by the head-to-tail polymerisation of tubulin. The two ends of micro-
tubule are distinguishable since they have different tubulin subunits pointing
outside. The end of an MT corresponding to the β-subunit is called “+”-end;
the other one is denoted as “−”-end. Moreover, the orientation of MT can be
distinguished at each point, e.g. by the head of directed cytoskeletal motor. By
analogy with the electrostatics, the orientation vector is set to point from the
“−”-end to the “+”-end.
Polarity plays a crucial role in MT cytoskeleton, enabling directed trans-
port, cell motility and chromosome segregation. It also provides a rich be-
haviour during the formation of large-scale patterns such as mitotic spindle
apparatus.
Besides polarity, MTs also possess chiral symmetry. Since protofilaments
constituting the “tube” are shifted in respect to each other, they form the left-
handed pseudo-helix [5]; however, the chirality of MTs is usually neglected.
The individual filament can stochastically switch between states of assem-
bly and disassembly. This non-equilibrium phenomenon involving the GTP
molecules hydrolysis is known as “dynamic instability” [1]. Change of length
can take place at both MT ends, but in vivo growth and shrinkage occur faster
at the “+”-end, while the “−”-end is usually stabilised by the “γ”-tubulin ring.
The dynamic instability can be blocked by “+”-end cap proteins [6] or drugs
such as taxol, and the length of some MTs may remain fixed for hours both in
vivo and in vitro. For simplicity and better control, in vitro experiments often
involve filament of fixed length. Moreover, data are indicating that MT stabil-
isation does not prevent cell mitosis [7].
This research will be restricted to the stabilised filaments. The ability of
16
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Figure 1.1: Structure of microtubule biofilament. 13 protofilaments surround a
hollow centre forming a tube-like structure. The ring depicts a microtubule in
cross-section
individual MT to grow consuming energy from the hydrolysis of Guanosine
triphosphate, and associated with that active behaviour, will be left outside
the scope. By the activity we will mean the nonequilibrium behaviour of the
MT cytoskeleton caused by the motor-induced interaction between filaments.
Molecular motors necessary for that type of activity are discussed in the fol-
lowing section.
1.2 Molecular motors
Motors can perform mechanical work by consuming energy. By analogy, pro-
tein machines able to convert chemical energy into the motion are called bi-
ological molecular motors. Unlike macroscopic motors, they operate on the
microscopic scale, which makes thermally induced fluctuations significant.
The cytoskeletal motor is an example of a protein able to move along fil-
aments using ATP hydrolysis. Different types of motors are associated with
different types of cytoskeletal filaments. MT-following proteins of kinesin [8]
and dynein families can walk along MT filaments, transport cargo along them,
or significantly change their respective position and orientation. It is that type
of proteins that will be called molecular motors in the following text.
Kinesin motors form a superfamily, in this Chapter we use standardised
nomenclature [9] containing 14 subfamilies. Describing motors, we will call
Molecular motors
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Figure 1.2: Comparison of kinesin and dynein motors structure.
them by the family name (e.g., “kinesin-1 motor” or just “kinesin-1” instead of
“members of kinesin-1 subfamily”).
Both kinesin and dynein molecular motors usually have the length of few
tens of nm (Fig. 1.2), exert forces of several pN, their velocity depends on ATP
concentration and varies from few tens to few hundreds of um per second [10–
12]. Kinetics of motors binding, their processivity (parameter, describing how
long individual motor can “walk” along the MT) vary among different motor
types.
Motors prefer to walk along MT track in one direction. Most of the pro-
cessive kinesins move toward the “+”-end while all dyneins and kinesin-14
motors, being an exception, go toward the “−”-end. In this work, we will refer
to them as plus-directed and minus-directed motors, respectively.
Typical kinesin (e.g. kinesin-1) is a homodimer (Fig. 1.2) of two heavy
chains, each chain, in turn, has three important parts [13, 14]:
1. catalytic motor domain (head), also referred to as the “head”. Each head
is characterised by the presence of two binding sites, one for ATP and
one for the MT. With some exceptions, the motor domain is located at the
N-terminus and is followed by neck linker,
2. a long (60–80 nm) part with alternating flexible and coiled segments called
“stalk”,
3. cargo-binding domain, typically situated at the C-terminus. This globu-
lar part determining the cargo type is called “tail”. In different motors,
this domain can bind vesicles, organelles, protein complexes, or another
MT.
Dynein motors have a slightly different structure (Fig. 1.2). Catalytic Mo-
tor domains of dynein are connected with large motor heads by the “stalks”.
Motor heads, in turn, are linked to the cargo-binding domain.
18
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1.2.1 Mechanical cycle of molecular motors
So how does MT-following MM move or generate a force? Existing models can
be reduced to two explanations: conformational change (or so-called “lever
arm”) mechanism and Brownian ratchet; and both of them may take place.
Experimental data demonstrate that mechanical cycle of stepping MMs
usually contains 4 phases [15]: diffusional search, binding, conformational
change, and release (Fig. 1.3). Moreover, this cycle is driven by the ATP hy-
drolysis [11, 12].
To illustrate the mechanical cycle of MM, consider the existing model of
stepping kinesin:
• initial configuration: one motor head (head 1) of a dimer is associated to
the tubulin heterodimer, the unbound one (head 2) is in ADP associated
state,
• phase 1: the binding of head 1 with the ATP releases free motor head
(head 2) and it starts the diffusional search,
• phase 2: free motor head (head 2) binds adjacent tubulin heterodimer and
releases ADP; it should complete it before head 1 finishes the hydrolysis
of ATP.
• phase 3: conformational changes in linkers and occurring strains modify
catalytic properties of heads, e.g. preventing ATP binding in the front
head (head 2),
• phase 4: head, initially associated with MT (head 1), releases it and put
front head (head 2) in an ATP-waiting state.
Experiments with optical traps [16] have demonstrated that “step” of ki-
nesin motors equals 8nm, it corresponds to the size of tubulin heterodimer.
Their velocity depends on the concentration of ATP molecules and the load.
Velocity can vary from tens of nm per second to hundreds of µm per sec-
ond [11].
Individual motors can exert the force of pN order. The stall force, maximal
load above which motor cannot walk any more, ranges from 2 to 7 pN.
Mechanochemical properties of the dynein motors appear to be similar [12].
1.2.2 Multivalent motors and motor-induced interactions
Multivalent motors are proteins able to associate with two MTs simultane-
ously. Multivalent MMs are essential for the following research since they use
the local input of energy and move MTs in respect to each other, driving the MT
cytoskeleton out of equilibrium. The event of translocation and reorientation
of two MTs by the group of MMs will be called motor-induced interaction.
Interaction with two MTs at the same time can be implemented in several
ways: 1) dimeric motor stepping along one MT can use the other one as a
cargo, 2) one motor being tetrameric, and therefore having two pairs of motor
Molecular motors
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Figure 1.3: Mechanism of the kinesin movement. Phases of the mechanical cy-
cle: initial configuration, diffusional search, binding, conformational change,
release.
domains, walks along the two MT the same time. Exotic scenario, involving
one dimeric motor, stepping along two MTs simultaneously [17], is left outside
the scope.
To illustrate discussed mechanisms, one can consider two important mul-
tivalent kinesin families – kinesin-14 dimeric motors and kinesin-5 tetrameric
motor – and discuss associated motor-induced interactions. It is currently be-
lieved that these motor types play crucial role in the self-organisation of the
bipolar mitotic spindle [18, 19].
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Dimeric motors kinesin-14
Kinesin-14 proteins (e.g., Drosophila melanogaster NCD) are dimeric multiva-
lent motors having motor domains at C-terminus [20] and the MT-binding
non-motor domains at the N-terminus (Fig. 1.4). Proteins of this family walk
toward the microtubule “−”-end, as it was mentioned previously.
Figure 1.4: A) schematic structure of kinesin-14. Kinesin-14 is the minus-
directed dimeric multivalent motor, containing motor heads at the N-terminus
and microtubule-associated non-catalytic tails at the C-terminus; b) interaction
between two MTs via minus directed motors of the kinesin-14 family. Mo-
tors cross-link diverging MTs and rapidly align them. When microtubules are
aligned, dimeric motors start to move along the MT track keeping the oppo-
site MT as a cargo. Dimeric motors work cooperatevely; depending on the
orientation of MT rods, they either cluster two parallel MTs or push apart the
anti-parallel ones, providing MT sliding.
Being multivalent motor, kinesin-14 can associate with one MT by the tail
domains and move along the other one utilising the energy of ATP by the cat-
alytic heads [21]. Kinesin-14 proteins operate in teams since the group of such
motors can move continuously. Motor domains can release the microtubule,
Molecular motors
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Thus, two MTs can be mutually reoriented and translocated by the group
of kinesin-14 proteins, in particular, they can align diverging MT rods and pro-
duce MT sorting [20].
After the alignment, MTs can obtain either parallel or anti-parallel configu-
ration. Anti-parallel MTs slide apart with their “+”-end pointing out; popula-
tions of motors situating on both MTs walk to the ‘−”-end and therefore forces
applied by both populations to one MT are pointing the same direction. MTs
in the parallel arrangement, in principle, can be locked by the two populations
of kinesin-14 motors, since they can produce a “tug-of-war”; however, broken
balance leads to polar clustering, during which “−”-ends of MTs are focused
by motors (the term “focusing” means that eventual positions of “−”-ends co-
incide). The latter phenomenon is also known as “pole focusing”, but term
polar clustering will be used instead to emphasise, that after such interaction
MTs obtain the same orientation and almost the same position (in case of equal
MT lengths).
Kinesin-14 is just one of multivalent dimeric proteins. Another example of
such proteins is the plus-directed kinesin-12 motor [22].
Tetrameric motor kinesin-5
Kinesin-5 motors are plus-directed tetrameric motors consisting of two ho-
modimers that are arranged in an antiparallel manner so that pairs of heads
project from each end, forming a multivalent motor [23, 24]. Kinesin-5 are
relatively slow processive motors; they can walk 100 nm without disassocia-
tion. Processivity and the presence of two pairs of motor domains enable the
individual motor of kinesin-5 family to rearrange MTs. Though, they can act
cooperatively as well.
These kinesins can align diverging MTs as well. Depending on the con-
figuration, kinesin-5 tetramers lock parallel microtubules and slide apart an-
tiparallel ones [24]. At least the latter mechanism participates in the centro-
some/spindle pole separation and spindle bipolarity organisation [25].
Sliding of anti-parallel MTs occurs in the direction opposite to one gener-
ated by kinesin-14 family motors, which is consistent with the antagonistic
behaviour of these kinesins during spindle formation [18, 19].
In case of parallel MTs kinesin-5 motors walk toward the “+”-ends of both
MTs. Stepping of the group of motors has a stochastic nature and generates
alternating back and forth total forces [26]. If filaments are of different length,
it can lead to the oscillatory motion of shorter rod along the longer one. If
MT rods have equal length, one can assume that entropic forces should even-
tually cluster parallel MTs tending to increase the overlapping length, in the
manner known for the passive cross-linkers [27]. So far experimental works
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Figure 1.5: A) schematic structure of kinesin-5. Kinesin-5 is the plus-directed
tetrameric multivalent motor. Because kinesin-5 motor has two catalytic heads
at each side (4 all together), it can walk along two microtubules simultaneously
toward their “+”-ends; b) action of the kinesin-5 family member. Plus directed
motors crosslink MTs and push apart antiparallel ones.
revealed no clear evidence of directional motion of parallel MTs. However, it
was demonstrated that the group of kinesin-5 motors generate brake-like re-
sistance against relative filament sliding [26].
1.2.3 Generalisation of the motor-induced interaction
To sum up, both plus- and minus-directed molecular motors being dimeric or
tetrameric proteins can align MT filaments. After the alignment arrangement
of MTs can be either parallel or antiparallel. The parallel MTs are clustered,
while antiparallel ones are pushed apart by motors [28]. For definiteness we
consider plus-directed motors in this work. The first interaction type is re-
ferred to as polar clustering (or just clustering for brevity), while the latter one is
Molecular motors
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depicted in Fig. 1.6.
Figure 1.6: Generalised rule of the motor-induced interaction between micro-
tubules. a) polar clustering of MTs, b) antiparallel sliding of MTs (in case of
plus-directed motors).
One can assume that the type of interaction depends on the initial angle
between the intersecting MTs. So polar clustering occurs when ω is smaller
than some critical value ωcr (Fig. 1.6), while antiparallel sliding happens when
ω > ωcr. Critical value ωcr can vary for different motors.
For some reason, the two discussed interactions are not equivalent for some
motors. For example, kinesin-12 motors “prefer” the clustering of the parallel
MTs [22], while MT sliding is preferable option for the kinesin-5 motors [23,
24, 29]. However, the mechanism of such an imbalance is poorly understood.
The probability of each outcome can also vary but this fact is disregarded in
the current work.
Therefore different motors can be classified according to the type of inter-
action they prefer: we will use the term clustering or sliding motors, depending
on the preferred interaction. If motors are able to provide both interactions
and have no preference, we will refer to them as sliding/clustering motors.
In terms of the generalised motor-induced interaction rule, formulated in
Fig. 1.6, small ωcr is related to clustering motors, large ωcr corresponds to slid-
ing motors, for the sliding/clustering motors ω ≈ π/2.
We discuss clustering motors in Chapter 2 and sliding/clustering motors
in Chapter 3 of this thesis.
1.2.4 Distribution of motors along the MTs
MMs can associate, disassociate, and move along the MT filament. With these
assumptions, the motor distribution along individual microtubules can reach
an equilibrium profile. Such equilibrium motor distribution was investigated
experimentally [30, 31]. For plus-directed motors, it was shown that the motor
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density stays low and approximately constant in the vicinity of the minus-
end of the microtubules until it rises sharply and saturates at another con-
stant value close to the plus-end. This behaviour is corroborated by 1D non-
equilibrium models [30–33] that relate this distribution to the formation of traf-
fic jams at the plus-end, or to the dependence of motor speed on their concen-
tration.
Figure 1.7: Distribution of motors along the individual MT a) cartoon depicting
inhomogeneous distribution plus-directed motors along the individual MT. b)
cartoon of the coarse-grained distribution, c) experimentally measured distri-
bution of kinesin motors along the MT taken from [31], notations LD and HD
denote low and high density of motors.
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251.3 MT Patterns
1.3.1 In vivo MT patterns
In vivo microtubules can form a number of characteristic intracellular struc-
tures [34] that are associated with distinct functions.
In non-dividing cells, e.g. in fibroblasts (Fig. 1.8 a i) , microtubules are
usually nucleated from a centrosome, forming a radial array or aster. All
in vivo asters have “+”-ends growing outwards. In dividing animal cells,
two centrosome-nucleated asters combine with an antiparallel overlap zone
to build a mitotic spindle – apparatus crucial for cell division and responsible
for the chromosome segregation (Fig. 1.8 a ii). Female meiotic spindles [35] and
plant spindles [36] possess no centrosomes (Fig. 1.8 a ii-iii). In this case, molec-
ular motors play an important role sorting microtubule ends and forming the
antiparallel overlap of “+”- ends in the midzone, and two focused poles of
“−”- ends on each side.
Finally, antiparallel bundles of MTs can be found in proximity of the cortex
of plant cells (Fig. 1.8 a iv), where they control unidirectional cell growth. In
the dendrites of neurons (Fig. 1.8 a v), antiparallel MTs organise bidirectional
transport of vesicles, while in the axons parallel MT bundles provide long-
distance transport [37].
Figure 1.8: A) In vivo MT structures. Left to right: i) fibroblast, ii) mitotic spin-
dle, iii) meiotic spindle, iv) plant cell, v) neuron. Red circles illustrates centro-
some organised asters, orange circles are for self-organised asters, green and
blue segments depict areas with parallel and antiparallel MT arrays. Picture
is taken from [34]. b) classes of MT structures: aster, parallel array, and anti-
parallel array (array with mixed orientation of MTs). Arrows depict polarity
of the MTs.
All patterns mentioned above may be roughly divided into three types :
asters, parallel arrays, and anti-parallel arrays (Fig. 1.8 b). Some in vivo micro-
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tubular structures can contain all three pattern classes, e.g. the mitotic spindle.
The details of the spindle assembly and architecture vary across species and
cell types, however, some common features can be identified: i) in the centre
of the spindle (midzone) MTs are bundled by motors and cross-linkers and
form antiparallel overlap of “+”-ends; ii) at the pointed ends (spindle poles)
microtubules “−”-ends are focused. It is known, that various motors partici-
pate in this complex pattern formation organising different spindle zones.
Figure 1.9: Spindle morphology. a) In the schematics, from top to bottom:
C. elegans spindle , X. laevis meiotic spindle, the spindle in HeLa cells, plant
spindle of Arabidopsis thaliana. Astral MTs are green, interpolar MTs are grey, k-
fibers (MT structures connected to chromosomes) are brown. The illustration is
taken from [38]. b) schematic representation of centrosomal and acentrosomal
spindle. The “+”-ends of the microtubules project away from the spindle pole,
while the “−”-ends are anchored at the spindle poles, which are organised by
centrosomes or by MT-associated motors. On can recognise all three types of
MT patterns: asters, parallel and anti-parallel arrays.
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271.3.2 In vitro MT patterns
Self-organised formation of spindle-like structures has been reconstructed via
in vitro experiments with cell extracts (Fig.1.10). Such cell-free assays repro-
duce the formation of asters growing out from artificial centrosomes; these
asters can meet and organise antiparallel overlap zones [39, 40]. Objects sim-
ilar to the meiotic spindle can self-assemble around the beads seeded in the
Xenopus laevis egg extract [41, 42]. Self-organisation in such assays does not
depend on any underlying cell cycle, but still the systems contain a huge num-
ber of components.
Figure 1.10: Reconstitution of the MT spatial organization in the cell-free sys-
tem. a) formation of asters, b) spindle-like structure self-assembly in the Xeno-
pus laevis egg extract.
However, the fundamental principles of the pattern formation in MTs can
be investigated in the reconstituted system. This thesis is devoted to such sys-
tems, in particular, quasi 2-dimensional mixtures of stabilised microtubules,
purified motors, and agents necessary for the activity of the motors, such as
ATP.
These simplified experimental assays give us general insights into the func-
tioning of the cytoskeleton. They recapitulate spontaneous transitions to vari-
ous ordered states and formation of complex structures including asters, vor-
tices, and spirals [28, 43, 44], or structures with anti-parallel MT arrangement
[45, 46]. Note, that antiparallel arrangement of MTs is obtained in the presence
of depletion agents, such as polyethylene glycol (PEG). Depletion agents (or
depletants) are globular molecules playing several roles. They can facilitate
the formation of the MT bundles, e.g. recently it was demonstrated that PEG
yields apolar clustering of microtubules due to the entropic forces [47].
It is believed that different types of motors favour formation of distinct pat-
terns (Fig.1.11): some motors provide the formation of network of coarsening
asters [28], while microtubule-sliding motors organise MTs into anti-parallel
bundles. Such extensile networks of MTs exhibit repeating cycles in which
microtubular bundles self-extend, rotate, fracture and disappear in the back-
28
Chapter 1. Aspects of active MT cytoskeleton
Figure 1.11: Examples of patterns observed in MT-MM mixtures: a-b) forma-
tion of asters, vortices and spirals [44]; c-d) formation of structures with mixed
polarity [48, 49]. Plots a-b) correspond to the experiments with thick layer of
MT-MM mixture, plot d) represents thin layer.
ground [48].
Note, that in some cases the spatial distribution of the MTs is homogeneous,
while in other cases they form distinct clusters.
In the experimental systems with two motor types [28, 44] some additional
structures can be observed, such as network of poles interconnected by bun-
dles with and without antiparallel overlaps. Mixtures of MTs and MMs are also
actively investigated in the assays with confined geometry (microfabricated
rigid chambers [50] or lipid droplets [51, 52]) and at curved surfaces [53]. Fi-
nally, motility assay exhibit formation of various moving structures including
vortices [54, 55], however, in this case, MTs are moved by the non-multivalent
motors fixed on the substrate, and therefore always possess a velocity, while
this work is devoted to pattern formation in non-self propelled MT biofila-
ments.
1.4 Active matter
A suspension of cytoskeletal filaments and molecular motors is a paradigmatic
class of active matter.
Active matter is a type of matter consisting of large numbers of active par-
ticipants, each of which can consume energy in order to move or to exert me-
chanical forces [56, 57]. In case of MT cytoskeleton or MT-MM mixtures local
input of energy is provided by the MMs, which convert chemical energy stored
in ATP to move MTs in respect to each other.
The study of active matter has seen a dramatic surge of interest over the
last few years. Nowadays this topic covers collective behaviour of microscopic
and macroscopic objects of biological and artificial nature. The former include
motor driven cytoskeletal filaments [44, 45, 58], self-propelled microorganisms
[59], migrating cells [60], active colloids and synthetic self-propelled particles
[61]; the latter involve groups of animals [62], such as schooling fishes [63] or
flocking birds [64], and so on [65].
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induced phase separation are phenomena which are intensively investigated
within the framework of active matter. Theory has strived to identify scaling
laws and universality classes within which to catalogue the physics of active
materials [56, 66]. However, the inherent nonequilibrium nature of the active
matter renders this programme much more challenging than in passive sys-
tems.
1.5 Classification of active matter models
In this Section, we provide a simplified classification of active matter systems
and models used for its description. Along the way, we will determine the
place of our theory within this classification.
Current active matter models can be categorised according to the breaking
symmetries (or inherent order parameters), the overdamping level, compress-
ibility, motility of the particles, level of coarse-graining and method of deriva-
tion.
1.5.1 Order parameters and interaction symmetries
An order parameter is a measure of the degree of order. Since spherical parti-
cles are outside the scope of this thesis, let us focus on ordered states associated
with elongated objects. Natural order parameters for such objects are: i) a polar
order parameter (polarity, orientation) which can be described by a vector of
the mean orientation of particles pi, ii) a nematic order parameter (or nematic
alignment tensor) which describes the alignment of objects disregarding their
orientation [56]. Usually the tensor Qij from the Landau - de Gennes theory is
used to describe the nematic order.
If we associate a unit vector ni with each elongated polar particle, vector pi
will describe average 〈ni〉 in some physical volume (or surface element), while
the nematic alignment the tensor Qij will correspond to 〈ninj − δijnknk/2〉.
Note, that the Q-tensor is invariant under the reflection (n→ −n). It is also
traceless and symmetric: Qyy = −Qxx and Qyx = Qxy, thus Q-tensor has only
two independent components.
Elongated particles can be polar or apolar depending on whether their ends
are distinguishable or not (apolar particles are head-tail symmetric). Polar or-
der arises when polar particles are oriented along the same direction on aver-
age. If long axes of particles are roughly parallel, system has nematic order. It
can arise with aligned apolar particles or with parallel polar particles pointing
into opposite directions (Fig. 1.12).
Besides the symmetry of particles themselves, the type of interaction be-
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Figure 1.12: Polar particles can exhibit the polar order (left) or nematic order
(centre). Apolar active particles are head-tail symmetric and can exhibit the
nematic order (right). Cartoon is taken from [56]
tween active units can lead to an ordered state. For example, self-propelled
(polar) agents can order in a nematic state if they undergo nematic interactions
[67].
As it was discussed above, because the MT biopolymers have intrinsic
anisotropy, if they interact via the directed molecular motors their polarity can
be distinguished. On the other hand steric interactions or MTs are generally
apolar. Usually, active matter models consider a single order parameter, ei-
ther polar or nematic one; while the coexisting polar and nematic states in MT
patterns imply the presence of both parameters in a model (the term “mixed
symmetry” is used to describe such models [56]).
1.5.2 “Wet/dry” models and compressibility
In respect to momentum conservation, active matter models can be roughly
divided into two groups: “dry” [65, 68] and “wet” [69, 70].
Active particles are usually surrounded by viscous fluid. If it can be treated
as an inert medium providing friction only, we can neglect it and consider
overdamped dynamics of particles separately. In such “dry” systems momen-
tum conservation is not necessary [33].
If particle movement is able to cause significant fluid flow or if fluid affects
particle movement, hydrodynamics must be included into the model. The dy-
namics in such “wet” models is such that and momentum is conserved. For
example, fluid with particles can be treated as one material; the simplest ap-
proximation is an incompressible viscoelastic fluid [69]. This approach is in-
tensively used for the bacterial swimmers investigation. Models with more
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gels.
However the “dry/wet” classification concerns theoretical frameworks of
choice rather than systems themselves. The choice between dry and wet mod-
els should be based on particular system properties such as the fluid viscosity
and particle drag coefficient, particles density and so on.
One more property defining the model is the system compressibility. As
it was mentioned, microscopic active agents are usually surrounded by fluid.
The system “agents plus fluid” is almost incompressible, but the concentration
of agents can vary in space. Thus, the concentration of active particles (or
number density ρ) can be inhomogeneous, and therefore we can treat it as
compressible.
The vast majority of active biofilaments models describes such systems
as momentum-conserving (“wet”) incompressible “active gels” [70–72] with
near-uniform filament density. In contrast, the models we develop in this the-
sis are both compressible and “dry” (i.e., non-momentum conserving). Com-
pressibility is an essential step towards a more realistic description of both bi-
ological and synthetic systems, as MT density varies substantially both in the
spindle and in the hierarchical active matter assembled in vitro [45, 46]. Ad-
ditionally, within the intracellular milieu, hydrodynamic flows are typically
quenched and relatively unimportant in the cell, so the dry limit is the most
relevant one.
1.5.3 Self-propulsion
Some models involve self-propulsion of particles [64, 68, 73–76]. It means
that particles have their own (typically constant) velocity. The most explored
example of the theory with self-propulsion of particles is the Vicseck model
[73]. Such models are applicable for motility assays [54, 58] but cannot be ex-
tended directly to the case of simple MT-MM mixtures, where filaments can
only change position and orientation due to either thermal diffusion, motor-
mediated or steric interactions.
1.5.4 Level of the coarse-graining and method of derivation
Theoretical models of the active matter can be roughly divided into three classes
based on the coarse-graining level: microscopic, mesoscopic, and macroscopic
approaches.
Microscopic approaches are based on direct agent-based simulations and
do not usually provide any analytical description.
Mesoscopic and macroscopic models do not consider discrete particles, but
instead operate with evolution equations of coarse-grained field variables, such
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as order parameters or density, and differ in the way they are derived. Meso-
scopic theories are built on coarse-graining of some microscopic model, while
macroscopic (or hydrodynamic) ones initially consider the system at a higher
level. They are mostly phenomenological and are often based on general sym-
metry arguments. Both classes can be referred to as mean-field theories. They
allow one to obtain similar continuous equations for a set of slow variables as
a final result.
We here are not concerned with microscopic investigation of the MT cy-
toskeleton [44, 77] and focus on the continuous models.
While the continuous description of overdamped active MT biofilaments
can be obtained on symmetry grounds [78–80], it can be also derived by rig-
orously coarse-graining a specific underlying microscopic model [33, 81–85].
This approach is very useful as it allows us to determine the effective param-
eters of the continuum theory in terms of geometrical and physical quantities
appearing in the microscopic model. In this thesis, we follow this approach to
describe a suspension of MTs interacting via molecular motors.
Mesoscopic theories describing active MTs take into account properties of
MT-motor interactions, i. e. they are based on some interaction model or
interaction rules. Usually, they provide hydrodynamic equations by coarse-
graining of the equation for the probability distribution function (PDF). This
equation can be written in different manners: Boltzmann kinetic method usu-
ally assumes the instantaneous interactions and immediate changes in the PDF
[33, 82, 84], while the Smoluchowski approach incorporates the probability
fluxes (and involves so-called Doi equation) [83, 86, 87]. As a result, both
approaches predict the macroscopic behaviour of the system starting from
the microscopic details of the interaction between MTs and provide similar
results, the discrepancies between the continuous models obtained in both
frameworks are discussed in [88].
The Smoluchowski approach was used by the group of Kruse et al and
Marchetti et al [83, 85–87]. In these works MMs exchange forces and torques
among the pairs of MTs, therefore yielding active contributions to the rota-
tional and translational velocities of biofilaments. Note that such models in-
volve at least three parameters describing mutual velocities of MTs during the
interaction. However, it is difficult to measure these three parameters exper-
imentally. It is also worth to mention, that in [83, 86] it was argued that di-
rected motion of molecular motors along the microtubules can create a flow in
the surrounding fluid that would result in microtubule self-propulsion, and,
hence, the position of the centre of mass of two bundles can change during an
interaction event.
In the kinetic approach employed by Aranson and Tsimring [33, 82, 89],
pairwise motor-mediated interactions of microtubules were treated as instan-
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33taneous collisions. These authors considered plus-directed clustering motors,
which can align and bundle microtubules. Hydrodynamic equations for the
two field variables, filament concentration and orientation, were derived by
coarse-graining of the corresponding Boltzmann-type equation for the PDF.
Their model successfully recapitulated such phenomena as spontaneous or-
dering, bundling and formation of asters and vortices. Under this model, the
interaction retains the position of the centre of mass of the pair of MTs, and
hence no self-propulsion is involved, which is more realistic.
1.5.5 Our model
All the described approaches should be used for a comprehensive description
of the phenomena that occur in the MT cytoskeleton. Since microscopic models
just reproduce the existing phenomena and usually do not provide the expla-
nation of underlying physics, we will focus on the continuous models.
The major aim of this work is to connect the specific microscopic interaction
of MTs to the large scale patterns, therefore we refuse the general hydrody-
namic approaches and concentrate on the mesoscopic models, since they can
be based on biologically relevant rules of interaction.
We observe that models derived using the Smoluchowski approach implic-
itly include self-propulsion, and therefore decide to follow the Boltzmann ki-
netic method.
Thus, in this thesis, we develop mesoscopic dry kinetic theory involving
mixed symmetry and describing the pattern formation in reduced in vitro as-
says containing the mixture of non-self-propelling MTs and MMs.
In the first part of the thesis, we revisit the technique proposed by Aranson
and Tsimring and test our theory considering polar clustering of MTs by MMs.
In the second part of this thesis, we use our theory to investigate the pattern
formation in the case of sliding/clustering interaction between MTs.
The biological realism of the considered collision rules can be experimen-
tally motivated. For example, recent experimental data and agent-based sim-
ulations [28, 90] emphasise that the generalised interaction rules we introduce
in Subsection 1.2.3 are crucial for the formation of nematic and polar structures
in MT cytoskeleton. The work of Roostalu and co-workers [90] points out the
role of anisotropy of motor distribution along the individual MT.
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[72] F. Jülicher, K. Kruse, J. Prost, and J. Joanny, “Active behavior of the Cytoskeleton,”
Phys. Rep., vol. 449, pp. 3–28, 2007.
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Chapter 2. Polar clustering of MTs
Abstract
In this chapter we formulate a theoretical approach, based on a Boltzmann-
like kinetic equation, to describe pattern formation in two-dimensional mix-
tures of microtubular filaments and molecular motors. Following the previous
work by Aranson and Tsimring [Phys. Rev. E 74, 031915 (2006)] we model
the motor-induced reorientation of microtubules as collision rules, and de-
vise a semi-analytical method to calculate the corresponding interaction inte-
grals. This procedure yields an infinite hierarchy of kinetic equations that we
terminate by employing a well-established closure strategy, developed in the
pattern-formation community and based on a power-counting argument. We
thus arrive at a closed set of coupled equations for slowly varying local density
and orientation of the microtubules, and study its behaviour by performing
a linear stability analysis and direct numerical solutions. By comparing our
method with the work of Aranson and Tsimring, we assess the validity of the
assumptions required to derive their and our theories. We demonstrate that
our approximation-free evaluation of the interaction integrals and our choice
of a systematic closure strategy result in a rather different dynamical behaviour
than was previously reported. Based on our theory, we discuss the ensuing
phase diagram and the patterns observed.
Kinetic theory
432.1 Kinetic theory
The setup of our problem follows that of [1]. We consider a two-dimensional
collection of microtubules, which we treat as slender rigid rods of length L,
and the plus-directed clustering molecular motors.
Since microtubules are polar objects, we describe their local orientation by
a vector n that points from the “−”- to the “+”-end of a microtubule. We
introduce a Cartesian coordinate system (x, y), and parametrise the orientation
vector by a single angle – i.e., n = (cosφ, sinφ).
Following [1] pairwise motor-mediated interactions of microtubules are
treated as instantaneous collisions. Collision rule specific for clustering motors
is depicted on Fig. 2.1: we assume that after a re-orientation event both MTs
align along the bisector of the original angle between them, while their centre
of mass does not move in the process.
We note that a motor simultaneously attached to both MTs applies a pair of
equal and opposite forces to the system – i.e., it behaves as a force-dipole. Since
the total force applied to the centre of mass is zero, its position is conserved.
This assumption is in contrast with the work reported in [2–5].
To describe spatial and orientational inhomogeneities in the system, we
introduce the probability distribution function P (r, φ, t), defined in the usual
way: P (r, φ, t)drdφ gives the number of microtubules in a small volume of the
phase space drdφ which are at position r and possess an orientation given by
φ at time t.
Figure 2.1: Collision rule employed in Eq. (2.3). Two colliding microbutules
are re-oriented by the action of the molecular motors to assume a common
orientation along the bisector of the original angle between them. Their centre
of mass does not move in the process.
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The Boltzmann-like kinetic equation
Following [1], the time-evolution of the probability distribution function is as-
sumed to be governed by a Boltzmann-like kinetic equation:
∂tP (r, φ) = Dr∂
2
φP (r, φ) +∇iDij∇jP (r, φ) + Iint(r, φ). (2.1)
The first two terms in Eq. (2.1) describe thermal rotational and translational
diffusion of individual microtubules, while the last term is interaction integral
representing motor-mediated interactions between microtubules. ∇i = ∂/∂xi,
xi are the Cartesian components of r, and we use the Einstein summation
convention; from now on we suppress the explicit time-dependence of P for
brevity.






































−W (r, φ; r− ξ, φ− ω)P (r, φ)P (r− ξ, φ− ω)
]
, (2.2)
where ξ is a separation vector (the distance between centres of mass of two
MTs) and ω is angle between MTs before the interaction (derivation of this
expression can be found in Appendix A).
The first integral in Eq. (2.1) is a gain (source) term, which accounts for
events where two microtubules (or microtubule bundles) with different posi-
tions and orientations are re-oriented by the motors to assume position and ori-
entation (r, φ). The specific form of this term encodes our assumptions about
the interaction rule, in this Chapter we assume that motors induce polar clus-
tering; the details of such interactions are summarised in Fig. 2.1.
The second integral in Eq. (2.2) is a loss (sink) term, describing the process
by which a bundle with the position and orientation (r, φ) leaves that con-
figuration due to an interaction event with another bundle. The rate of both
motor-induced processes is given by the function W discussed below.
Finally, it is important to underscore that the pair-wise nature of the inter-
action terms in Eq. (2.2) is not related to a dilute-limit assumption, as is often
the case in Boltzmann-like kinetic theories, but rather stems from the fact that
a multivalent molecular motor can only simultaneously attach to two micro-
tubules [6, 7]. However, three-rod interactions are considered in Section 2.3
during the derivation of terms representing the excluded volume effect.
Kinetic theory
45Thus, the eventual form of Kinetic Boltzmann-like equation reads:
∂tP (r, φ) = Dr∂
2





































−W (r, φ; r− ξ, φ− ω)P (r, φ)P (r− ξ, φ− ω)
]
. (2.3)
It is worth to mention that later the additional term, describing excluded vol-
ume effect, will be introduced.
Long-wavelength expansion
To proceed, we observe that without loss of generality the probability distri-
bution function can be expanded in Fourier harmonics





where P ∗−n(r) = Pn(r), since P is real, and ’∗’ denotes complex conjugation.
Next, we note that motor-mediated interactions between microtubules are short-
ranged, and the integrand in Eq. (2.3) is non-zero only when |ξ| . L, indepen-
dent of the particular form of the interaction strength W . Since we are inter-
ested in patterns that evolve slowly on scales comparable to L, we perform
a gradient expansion of P and keep terms up to fourth order. Projecting the
resulting equation on the s-th Fourier harmonic yields the following equation,
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where







e−isφ (. . . ) , (2.6)
and
Ai,nm = Pn∇iPm − Pm∇iPn,
Aij,nm = Pn∇i∇jPm − 2 (∇iPn) (∇jPm)
+ Pm∇i∇jPn,
Aijk,nm = Pn∇i∇j∇kPm − 3 (∇iPn) (∇j∇kPm)
+ 3 (∇i∇jPn) (∇kPm)− Pm∇i∇j∇kPn,
Aijkl,nm = Pn∇i∇j∇k∇lPm − 4 (∇iPn) (∇j∇k∇lPm)
+ 6 (∇i∇jPn) (∇k∇lPm)− 4 (∇i∇j∇kPn) (∇lPm)
+ Pm∇i∇j∇k∇lPn.
























































































































W2 ≡ W (r, φ; r− ξ, φ− ω).
Eq. (2.5) comprises an infinite hierarchy of equations for the Fourier harmonics
Pn(r, t). Its practical application relies on a strategy to reduce the number of
relevant fields to just a few harmonics, and on the ability to calculate the inter-
action integrals for a particular function W . Our approach to both these issues
is discussed below in Sections 2.5.1 and 2.5.2, and in Section 2.1, respectively.
Diffusion terms
The diffusion coefficients in Eq. (2.3) are approximated by their values for a
single rod of length L and diameter d moving in an infinite, three-dimensional






Dij = D‖ni(φ)nj(φ) +D⊥ [δij − ni(φ)nj(φ)] , (2.10)
where Dr is coefficient of rotational diffusion, while Dij describes translational
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Here, T is the temperature of the solution, and kB is the Boltzmann constant.
Note that Dr is four times larger than the value given by Doi and Edwards [8]
due to the difference in our choice of the angular variable (i.e. φ rather than n).
Using Eq. (2.10) in Eq. (2.5), and projecting onto the s-th Fourier harmonics,
leads to the following contributions to the equations of motion















∇2x + 2i∇x∇y −∇2y
)
Ps+2(r) + · · · , (2.11)
where ’· · · ’ denotes contributions from the interaction integrals discussed be-
low.
Formally, Eqs. (2.9) and (2.10) limit the scope of Eq. (2.5) to rather dilute
suspensions far away from liquid-solid boundaries, while both assumptions
are routinely violated in experiments [9–12]. As we will see below, the kinetic
theory equations that we are going to derive will only depend on the ratios
D‖/Dr and D⊥/Dr that are less sensitive to the local density of other micro-
tubules and proximity of a boundary. We note, however, that a proper study
of this effect is outside the scope of this work.
Interaction kernel
Within our kinetic theory, molecular details of motor-microtubules interactions
are encoded at a coarse-grained level in the interaction function W . Its phys-
ical interpretation is given by Eq. (2.3), which identifies W (r1, φ1; r2, φ2) as a
rate at which two microtubular rods at (r1, φ1) and (r2, φ2) are displaced and
re-oriented by molecular motors. These changes in the rods positions and ori-
entations occur when a molecular motor is attached to both MTs and moves
along them. Therefore, a motor-induced re-orientation event can only take
place when the shortest distance between the MTs is not larger than the size of
the motors. Since the latter is significantly smaller than the length of individ-
ual microtubules, or the typical size of the patterns formed by the suspension,
see e.g. [6, 9], we consider motors to be point-like. Under this assumption, W
is non-zero only when the MTs intersect in their original configuration.
The experimental system we model is a thin quasi-2D layer of MT-MM
mixture. In such systems one of the MTs leaves the xy-plane of the suspension
and deviates slightly into the third dimension. Such deviations are small com-



















Figure 2.2: Intersection of two MT rods in 2D.








where the left- and right-hand side of this equation is the position of the inter-
section point written with respect to the centre of mass (middle point) of either
the first or the second MT, i.e. r1 or r2. The microtubule orientation is given by
ni = (cosφi, sinφi), i = 1, 2. Here we have introduced the dimensionless con-
tour lenghts τ1,2 that parametrise the position along each microtubule: τ = −1
corresponds to the “−”-end, and τ = 1 to the “+”-end of the microtubule. By
taking the cross product of Eq. (2.12) with either n1 or n2, the contour-length





(r2 − r1)× n2
)
· ez






(r2 − r1)× n1
)
· ez
(n1 × n2) · ez
, (2.14)
where ez is a unit vector perpendicular to the xy-plane. Since |τ1,2| should be
smaller than unity, the intersection condition can equivalently be written as
Θ(1− |τ1|) Θ(1− |τ2|) 6= 0, where Θ is the Heaviside step function.
Having established the condition for MT rods intersection, we turn to mod-
elling their re-orientation rate. Following Aranson and Tsimring [1], we take
this rate to be proportional to the local motor density at the intersection point.
In the following we assume that the motors are abundant in the solution, and
their dynamics of association/dissociation with the microtubules are much
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faster than the typical pattern-formation time. This was the case in several
in-vitro experiments (see [13], for example).
m(τ)
τ
Figure 2.3: Model anisotropic distribution of the molecular motors along a
microtubular filament.
With these assumptions, the motor distribution along individual micro-
tubules instantaneously reaches its equilibrium profile (as it is discussed in
the previous Chapter). For plus-directed motor density stays low and approx-
imately constant in the proximity of the “−”-end of the microtubule, and rises
sharply and saturates at another constant value close to the “+”-end. The equi-
librium motor distribution m(τ), which gives the motor density at the contour
length position τ , can therefore be approximated by
m(τ) = m− + (m+ −m−)Θ(τ − τ0), (2.15)
where m− and m+ are the motor densities at the minus- and plus-ends, corre-
spondingly, and τ0 sets the position of the transition between those values; see
Fig.2.3 for details.
The re-orientation rate can finally be written as













Θ(τ1 − τ0) + Θ(τ2 − τ0)
]}
︸ ︷︷ ︸
dependence on the local MM density
.
(2.16)
where Ξ = (m+ − m−)/(2m−), and τ1,2 are given by Eqs. (2.13) and (2.14).
The constant G is proportional to the motor properties, such as its processivity
along the microtubules [6, 14], and varies with the motor type. However, as we
will demonstrate below,G can be removed from the model by a rescaling of the
dynamical fields. While its value would be important to map the parameter
values used in the equations of motion back to dimensional units, it plays no
role in determining the phase diagram of our model. Indeed, the interaction
function W depends on two dimensionless parameters, τ0 and Ξ, where the
latter quantifies the mismatch between the motor densities at the two ends of a
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51microtubule. While it would be tempting to ignore this complexity and set Ξ =
0 for simplicity, previous work suggests this to be a crucial ingredient of the
theory. As was shown by Aranson and Tsimring [1] for their model, there is no
interesting pattern formation taking place in the absence of the motor density
mismatch, and only a trivial instability is present in that case (see below). A
similar conclusion was reached by Marchetti, Liverpool and co-workers [2–
5], where the analogous parameter was the motor speed anisotropy along a
microtubule. We, therefore, consider Ξ > 0 below.
Experimental data show that (m+ − m−)/m− (mismatch between the low
motor density and high motor density) rarely exceeds 3 (look e.g. Fig. 2.3c). In
our model we restrict its maximal value to 2, which corresponds to Ξmax = 1.
Thus, we vary parameter Ξ in the following range 0 < Ξ < 1.
Parameter τ0 does not play any crucial role in the model; the results pre-
sented below correspond to τ0 = 0 either τ0 = 0.5.
2.2 Approximations in the Aranson-Tsimring the-
ory
In this section we review the approximations used by Aranson and Tsimring
in [1] to evaluate the integrals in Eqs. (2.7) and (2.8), and to terminate the in-
finite hierarchy of coupled equations in Eq. (2.5). Here, we sketch their argu-
ment in some detail as it will be important in the further discussion.
The first step involves replacing the exact interaction kernel W in Eq. (2.16)
with an effective simplified kernel, which is given by













(r1 − r2) · (n1 − n2)
]
, (2.17)
where b ∼ L is a lengthscale, and G̃ is a motor-related constant, similar to
G in Eq. (2.16). This expression replaces the complicated spatial and angular
dependence of Eq. (2.16) with a Gaussian cut-off that, essentially, allows any
interactions as long as the bundle centres of mass are separated by a typical
distance set by b; the term in the brackets can be seen as the first terms of the
Fourier expansion of the true angular dependence in Eq. (2.16). The parameter
β is a measure of how anisotropic the motor distribution is along individual
microtubules, and is analogous to Ξ in Eq. (2.16). The obvious benefit of this
approximation is that the integrals in Eqs. (2.7) and (2.8) can now be evaluated
analytically. In [1] it is claimed that while not exact, Eq. (2.17) retains the main
features of Eq. (2.16). We demonstrate in the next Sections that together with
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the choice of the parameter b made in [1], the approximation in Eq. (2.17) leads
to a different phase diagram with respect to that obtained when the original
kernel Eq. (2.16) is retained.
The second approximation developed in [1] concerns the way to terminate
the infinite hierarchy in Eq. (2.5). To illustrate this strategy, we neglect spa-
tial variations of the probability distribution and keep only its angular depen-
dence. This approximation implies that the dominant mechanism of the in-
stability in this system should be the appearance of orientational order, while
the density fluctuations are assumed to be subdominant. The validity of this
approximation will be re-assessed after the same methodology is applied to
the full system of equations with both the spatial and angular dependencies
included. Using Eq. (2.17) in Eq. (2.5), and setting β and the spatial gradients
to zero, we obtain







2m− s Ps−mPm. (2.18)
Keeping only the first three Fourier harmonics in the expansion, this system of
equations reads
∂tP0 = 0, (2.19)




∂tP2 = −4DrP2 + 2πG̃
(
P 21 − P0P2
)
, (2.21)
where the first equation is the direct consequence of the total probability con-
servation. The isotropic solution of these equations is given by P1 = P2 = 0,
while the evolution of small perturbations around this state, δp1 and δp2, is
governed by the following equations,
∂tδp1 = λ1δp1, ∂tδp2 = λ2δp2, (2.22)
where λ1 = −Dr + G̃ (8− 2π)P0 and λ2 = −4Dr − 2πG̃P0; here, P0 is a con-
stant. The isotropic solution becomes unstable with respect to perturbations
δp1 when λ1 becomes positive, while perturbations in the second mode, δp2,
are decaying since λ2 is always negative. Therefore, close to the instability
threshold the dynamics of the second mode P2 is enslaved to the dynamics of
the linearly unstable field P1 [15], and P2 can only acquire a non-zero value due
to the non-linear forcing by the P 21 term in Eq. (2.21). Thus, P2 quickly relaxes
Approximations in the Aranson-Tsimring theory




P 21 . (2.23)
As can be shown from Eq. (2.18), the same holds for all higher modes Pm with
m > 1, where Pm ∼ O (Pm1 ). Since close to the instability threshold the satu-
rated value of P1 is small, all higher harmonics are significantly smaller, and
can be neglected. Therefore, the authors of Ref. [1] restricted the infinite hierar-
chy Eq. (2.5) to contain only the first three modes, P0, P1 and P2, where the lat-
ter does not possess its own dynamics but is assumed to be well-approximated
by the adiabatically-adjusted value given in Eq. (2.23), even in the presence of
spatial variations and non-zero β.
These approximations allow for Eq. (2.5) to be converted into a system of
partial differential equations for the hydrodynamic (i.e., slowly varying) fields




















Here, ρ(r) is the local density of microtubules, and p(r) is proportional to their
local orientation; note that p is not a unit vector.
Using Eqs. (2.24) and (2.25) we can connect the field variables and corre-
sponding Fourier harmonics:









The evolution equation for the s-th Fourier harmonic ∂tPs = ... is defined by
Eq. (2.5).
To render equations dimensionless, time, space and the slow fields ρ and p
are scaled by D−1r , L and G̃L2/Dr, respectively. The final dimensionless equa-
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where ρ0 is the conserved average density, B = b/L, H = βB2, and ρ̃cr =
π/(4 − π); the constant Ã0 = 16π/(3(ρ0 + 4)) and the corresponding term in
Eq. (2.30) arise from the dimensionless version of Eq. (2.23).
In addition to the approximations developed above, Eqs. (2.29) and (2.30)
entail some additional assumptions. First, the only non-linear terms (i.e. terms
proportional toH) kept in these equations correspond to the lowest order non-
zero terms in the gradient expansion (cubic and linear in gradients in the equa-
tions for ρ and p, respectively). This is done to ensure that both equations
are coupled to each other. Additionally, Eq. (2.30) contains a series of terms
quadratic in the gradient that are linearised around ρ0, giving rise to the last
term in that equation. This linearisation is justified if there are only small den-
sity variations close to the instability threshold. Finally, to ensure the absence
of short-wavelength-instability, the fourth-order terms in the gradient expan-
sion are again linearised around ρ0 to yield the biharmonic term in Eq. (2.29).
The analysis presented in the Aranson-Tsimring theory suggests that Eqs.
(2.29) and (2.30) exhibit two linear instabilities: an isotropic-polar transition at
ρ0 = ρ̃c, where the system acquires a global orientation p(r) = const, while
ρ(r) = ρ0, and the bundling transition at ρ0 = ρ̃b ≡ 1/ (4B2) with p(r) = 0,
where the linearised diffusion-like term in Eq. (2.29) becomes negative indi-
cating the tendency of the system to accumulate disordered microtubular bun-
dles in localised clusters; both instabilities are long-wavelength and set in at
the scale of the system size. By setting B such that ρ̃c < ρ̃b, Aranson and Tsim-
ring could show numerically that for ρ̃c < ρ0 < ρ̃b Eqs. (2.29) and (2.30) exhibit
a disordered quasi steady-state array of vortex and aster-like structures, dom-
inated by vortices, at low H , and by asters, at larger H . For ρ0 > ρ̃b, there is a
competition between vortices, asters, and disordered high-density clusters at
high values of H .
Below we systematically examine the assumptions leading to Eqs. (2.29)
and (2.30). First, we devise a semi-analytical strategy to evaluate the integrals
in Eq. (2.5) with the exact interaction kernel Eq. (2.16) instead of the effective
approximation Eq. (2.17). We will demonstrate that, as a result, the bundling
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55transition sets in at lower density than the instability towards a globally or-
dered state, substantially changing the phase diagram. This can already be
seen from comparing Eq. (2.17) with Eq. (2.16): since L is the only lengthscale
that appears in the true interaction kernel, the parameter b of the approximate
kernel should only differ from L by a factor of order unity, which implies
ρ̃b ≈ 1/4 < ρc. Next we note that the terms that appear in Eqs. (2.29) and
(2.30) were selected on the basis of approximations whose validity is difficult
to control a priori: as a result, close to the instability threshold the final equa-
tions combine terms which effectively are of different orders (in terms of the
degree of smallness). We show how to systematically keep terms of the same
order and that this requires modification of the closure given by Eq. (2.23). Fi-
nally, we observe that in the absence of anisotropy in the interaction kernel,
i.e. H = 0, Eq. (2.29) exhibits pathological behaviour for ρ0 > ρ̃b, since there
are no non-linear terms that can cut-off exponential growth of the linearly-
unstable modes. The same problem persists at small values of H , while at
large H the non-linear coupling to the orientation field limits the instability
growth, as shown in [1]. To cure this problem, which is more severe when
ρ̃b < ρ̃cr, here we explicitly account for excluded volume interactions between
the microtubular bundles that stabilise the dynamics even in the absence of the
orientation field.
2.3 Excluded Volume Interactions
In this Section, we incorporate the excluded volume interactions between mi-
crotubular bundles into the dynamic equation for the density.
Excluded volume interactions can be introduced directly in the Boltzmann-
like equation [16], but this is more cumbersome.
Another approach is to start from the Smoluchowski equation, similarly to
the work by Ahmadi et al. [4] and Baskaran and Marchetti [17], and then incor-
porate obtained terms into the dynamical equations that we derived from the
Boltzmann-like Eq. (2.3). This method is provided in [18]. Formally, the two
approaches are expected to be equivalent, but note their detailed comparison
by Bertin et al. [16].











The two terms in this expression are coming from the second and third ir-
reducible integrals [19] that correspond to two-rod and three-rod interactions,
respectively. As was shown by Ahmadi et al. [4], the first term leads to a contri-
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bution to the density equation proportional to∇2ρ2. When added to Eq. (2.29),
for example, this contribution can limit the growth of the density fluctuations
only for certain values of the parameter B, the three-rod term leads to a con-
tribution proportional to∇2ρ3 and provides a stabilisation mechanism for any
density and any values of the parameters.
The first term in the equation above was discussed by Ahmadi et al. [4],
and the three-dimensional version of the second term was discussed by Stra-
ley [20].











where Dij is given by Eq. (2.10). Using Usc for the external potential (see
Eq. (2.31)), projecting onto the zeroth Fourier mode (the procedure of projec-
tion is defined by Eq. (2.6)), and selecting only the terms containing the density,
we arrive at the following contribution of the excluded volume effects to the











+ . . . . (2.33)
While the ρ3 term provides stabilisation against the otherwise unbounded growth
of the bundling instability, resolving the competition between the ρ2 and ρ3
terms numerically requires fine temporal resolutions, as at large timesteps the
quadratic term can still lead to a finite-time blow-up due to an insufficient
time for the qubic term to curb that growth. We, therefore, introduce a fur-
ther approximation that allows us to avoid working with small timesteps by




L4ρ(r)3 + · · · ≈ L2ρ(r)2e 16L2ρ(r), (2.34)
where we added an infinite number of higher-order terms that mimic the ef-
fect of the higher order virial coefficients; their influence is small for suffi-
ciently small densities, and their main function is to safe-guard against very
fast growth of local density fluctuations in our numerical solutions presented
below. Finally, the contribution of the excluded volume interactions to the




∇2L2ρ(r)2e 16L2ρ(r) + . . . , (2.35)
where . . . denote the diffusion terms from Eq.2.11, and the terms originating
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57from the interaction integrals are discussed next.
2.4 Evaluation of interaction integrals
In this Section we proceed by evaluating the interaction integrals from Eqs. (2.7)
and (2.8) with the exact kernel Eq. (2.16). As an example, we calculate the value
of I(1)j,nm which contains the same technical features shared by all other interac-
tion integrals, whose values are given in Appendix A.
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Figure 2.4: B(1)ani1,1 as a function of τ0.
are functions of Ξ and τ0. The structure of Eq. (2.37) suggests that each of these
integrals can be split into two contributions





where B(k)isom,s is a number associated with the isotropic Ξ-independent part of
the kernel Eq. (2.16) (superindex isomeans isotropic), whileB(k)anim,s is a function
of τ0 (superindex aniso means anisotropic). We evaluate these contributions
numerically, as explained below.
We illustrate our method by calculating B(1)1,1 . In this case, numerical inte-
gration on a grid with ∆ζ = ∆ω = ∆χ = 0.01 gives B(1)iso1,1 = 0. We note, how-
ever, that in general the isotropic contributions to this and other integrals are
not necessarily zero for all values of the indices. To evaluate the anisotropic
part B(1)ani1,1 (τ0), we perform a similar numerical integration for a range of τ0
from the interval [−1, 1], and plot the resulting values in Fig.2.4 (solid circles).
We observe that these values are well-approximated by
B
(1)ani










as can be seen from Fig.2.4 (solid line). We therefore obtain
B
(1)











All other integrals I’s and J ’s, Eqs. (2.7) and (2.8), are evaluated in the same
way. For all these integrals, the anisotropic contributions are simple polyno-
mials in τ0 that are readily guessed, while their prefactors and the isotropic
contributions are well approximated by ratios of simple integers.
Hydrodynamic equations
592.5 Hydrodynamic equations
We now have all the ingredients to formulate our version of the equations of
motion for the hydrodynamic fields. As mentioned above, our approach dif-
fers from the work of [1] in several important ways, and we will show that
this significantly changes the phase diagram of the system. In order to be able
to attribute the changes observed to a particular aspect of our theory, we use
the following approach. First, we use our values of the interaction integrals
calculated with the exact kernel in Eq. (2.5) combined with a closure strategy
employed in [1], see Eq. (2.23). Then we repeat the same derivation but with a
different closure devised to keep only the terms that are relevant in the vicinity
of the instability onset. In both cases we add the excluded volume terms to the
equation for the density to be able to resolve the dynamics in the presence of a
bundling instability, as discussed in Section 2.3.
2.5.1 Aranson-Tsimring Closure
Here, we repeat the derivation from Section 2.2 with our values of the inter-
action integrals. The equations are rendered dimensionless by scaling time,
space and the Fourier harmonics of P by D−1r , L and GL2/Dr, respectively. In
Eq. (2.5), we keep only the first Fourier harmonics, P0, P±1, and P±2, but drop
any gradient of P±2. For the second Fourier harmonics, Eq. (2.5) is an algebraic
equation that is solved by P±2 = A0P 2±1, similar to the closure Eq. (2.23), while





























+ 2∂i (∂jρ∂jpi − ∂iρ∂jpj)
]
, (2.43)
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and
a1 = Ξ (1− τ0) ,




























In Eq. (2.43), the term proportional to α is the dimensionless version of the
excluded volume contribution from Eq. (2.35), where α = Dr/G. This quan-
tity can be understood as a ratio of two timescales, tm/tr, where tm ∼ G−1 is
a typical time over which a MT changes its orientation due to the activity of
molecular motors, while tr ∼ D−1r is a typical re-orientation time due to rota-
tional diffusion. In the absence of motor activity, α becomes very large, and
the excluded volume term prevents formation of any significant density fluc-
tuations. In the motor-activity-dominated regime, α is small, and this regime
is the focus of the rest of this work.
We also note that apart from the ∇ (p · p) term and the excluded volume
contribution, Eqs. (2.43) and (2.44) have the same tensorial structure as the
equations in the Aranson-Tsimring theory, Eqs. (2.29) and (2.30). Perhaps sur-
prisingly, though, the differences in their dependence on the parameters of the
kernel, and different numerical prefactors are sufficient to produce a rather
different phase diagram, as we discuss in Section 2.6.
2.5.2 Self-consistent closure and Q-tensor
The inherent problem of the previous closure is that it combines terms that are
of various orders (equivalently, degrees of smallness) close to the instability
threshold. Dropping spatial gradient in the equation for the second Fourier
harmonics of P implies that, to obtain a coupled system, the density equa-
tion should contain third-order spatial gradients, whilst only first-order terms
are sufficient in the orientation equation. To address this inconsistency, we
employ a systematic procedure of deriving hydrodynamic equations that was
originally developed for Ginzburg-Landau-like amplitude equations in pat-
tern formation [15] and was recently applied in the context of self-propelled
rods [21, 22] and microtubule-motor mixtures [23].
Similar to Eq. (2.30), Eq. (2.44) suggests that a uniformly polarised state
becomes stable above some ρcr, given by the time- and spatially-independent
version of Eq. (2.44). If we introduce ε2 = ρ0 − ρcr, balancing the terms in
Eq. (2.44) implies that |p| ∼ ε, ∇ ∼ ε, ∂t ∼ ε2, and the deviation of the density
ρ(r, t) from its average value ρ0 scales as δρ(r, t) ≡ ρ(r, t)−ρ0 ∼ ε2. Using these
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61scalings we can see that the coupling terms, i.e. the terms proportional to a4, in
Eq. (2.43) contain a term proportional to ρ0∇2 (∇ · p) ∼ ε4, while the rest of the
coupling terms are ∼ ε6. Moreover, this scaling implies that ignoring spatial
gradients of P2 or spatial gradients in the equation for P2 is not justified as,
for example, the term ∇ipj is of the same order as pipj , used in the algebraic
closure above. Therefore, here we re-derive the equation for P2 keeping all the
terms that are ∼ ε2.
To simplify the notation, we introduce the Q-tensor that is proportional to












P (r, φ)dφ. (2.47)
where n = (ni, nj) = (cosφ, sinφ). The two independent components of the








As it was mentioned in the previous Chapter, Qyy = −Qxx and Qyx = Qxy as
the Q-tensor is traceless and symmetric. Keeping the terms proportional to ε2















∂ipj + ∂jpi − δij(∇ · p)
}]
, (2.49)
which, in the absence of spatial gradients, is the same as the closure used
above. Similarly, keeping the leading terms in ε, which are proportional to

































a4ρ0∇2 (∇ · p) , (2.50)
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In Eq. (2.50) we kept several terms that are inconsistent with this approxi-
mation scheme. While being of higher order than the rest of the equation, they
represent the lowest order terms responsible for a particular effect. Thus, we
keep the term that causes the bundling instability and the excluded volume
term that saturates it, and we follow Aranson and Tsimring [1] in keeping the
bilaplacian term that selects the lengthscale of the bundling instability. This
system of equations is the central result of this Chapter.
2.6 Results
In this Section we present analysis of the dynamical behaviour exhibited by
the models derived above. For convenience, we will be referring to Eqs. (2.43)
and (2.44) as the Aranson-Tsimring-closure (ATC) model, and to Eqs. (2.50)
and (2.51) – as the Q-tensor-closure (QC) model. First, we perform a linear
stability analysis of the homogeneous and isotropic base state for both models
and determine the regions of the parameter space where non-trivial behaviour
can be expected. Then we perform direct numerical solutions of the ATC and
QC models in these parts of the parameter space and discuss the resulting
patterns.
2.6.1 Linear stability analysis
We start by observing that both models support exact solutions in the form of a
homogeneous state with ρ(r, t) = ρ0 and p(r, t) = P, as was already mentioned
above. In both cases, the evolution equation for P is given by
∂tPi =
[










where P = |P|. Trivially, P = 0 is always a solution to this equation for any





the isotropic solution loses its stability, as Eq. (2.52) suggests, and another so-

















and a random orientation selected through a spontaneous symmetry breaking.
We refer to this solution as the globally-ordered state.
The homogeneous and isotropic state with ρ(r, t) = ρ0 and p(r, t) = 0 is
Results
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Figure 2.5: Regions of existence of the bundling instability for τ0 = 0 and var-
ious values of Ξ. The solid lines are solutions to Eq. (2.56), while the shaded
regions indicate where the homogeneous and isotropic state is unstable with
respect to density fluctuations (the bundling instability). The solid lines can
therefore be seen as spinodal lines, and the shaded areas as regions of phase
separation.
also unstable with respect to density fluctuations, as was already mentioned
above; there, it was referred to as a bundling instability. Assuming small spatial
variations of the density profile ρ(r, t) = ρ0 + δρ(t)ei(kxx+kyy) and the absence of
orientation fluctuations, the linear dynamics of the density perturbations are

















(1 + a5) ρ0k
4, (2.55)
and k2 = k2x + k2y . For a selected wavevector, density perturbations grow when
λb(k) becomes positive, which can only happen when the coefficient of k2 is
positive, since the prefactor of k4 is negative for realistic values of τ0. Therefore










6 (12 + αρb) = 0, (2.56)
which in the absence of the excluded volume, α = 0, becomes ρb = 3π/(4(1 +
a3)), similar to the expression obtained in [1].
In Fig.2.5, we plot the solutions of Eq. (2.56) as a function of the excluded
volume strength α for fixed values of the asymmetry parameter Ξ. For any
value of Ξ, there exist two regions of this parameter space. For large values of
α there is no bundling instability as strong excluded volume effects preclude
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growth of any density variations. Instead, for smaller values of α there is a
band of density values (the shaded regions in Fig.2.5), where the bundling




Figure 2.6: The data from Fig.2.5 replotted as Ξ vs. ρ0 graph for τ0 = 0 and
various values of α. The dotted black line is the onset of global order, given by
Eq. (2.53). Green circles indicate point for which we perform direct numerical
solutions with the ATC and QC models: τ0 = 0, α = 0.35, Ξ = 0.2 and Ξ = 0.5
with ρ0 = 2, 3, . . . , 12.
Since α sets the strength of the excluded volume interactions we fix its
value, and treat Ξ and ρ0 as the control parameters. In Fig.2.6, we plot the
instability boundaries found above in terms of these control parameters. The
dotted black line in Fig.2.6 is the critical density ρcr, given by Eq. (2.53), while
the solid lines, given by Eq. (2.56), enclose the region of the bundling insta-
bility (shaded regions in Fig.2.6). As α increases, the bundling instability is
pushed towards larger values of Ξ, but is always present. We, therefore, se-
lect a representative case of α = 0.35 (blue line and the blue shaded region in
Fig.2.6), and perform direct numerical solutions of the ATC and QC models
for a range of densities and fixed motor asymmetry parameter Ξ = 0.2 and
Ξ = 0.5. The former case exhibits only the instability towards a globally or-
dered state, while the latter case has both types of instability. The densities we
use in our simulations are denoted by green circles in Fig.2.6.
Finally, we note that a full linear stability analysis (see below) shows that
the transition to global order and the bundling instability are the only instabil-
ities of the homogeneous and isotropic state for both models.
Results
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Figure 2.7: Instantaneous snapshots from the direct numerical solutions of the
ATC model with τ0 = 0, α = 0.35, and Ξ = 0.2: a) ρ0 = 5, b) ρ0 = 12. MT
density is represented by colour map.
2.6.2 Direct numerical solutions
To explore the nonlinear behaviour of the ATC and QC models, we perform
direct numerical solutions of Eqs. (2.43) and (2.44), and of Eqs. (2.50) and (2.51)
in the parts of the parameter space identified above.
To solve PDE equations, we used our own FDM (Finite difference method)
solver written in C language. We use a 2-dimensional grid of points, discretise
spatial derivatives by second-order finite-differences, and employ a second-
order predictor-corrector method for time integration [25]. For a finite differ-
ence approximations to derivatives at grid points we use five-point stencils
[24]. Our computations are performed on square domains 150× 150 with peri-
odic boundary conditions. The domain has a topology of torus, which means
that bottom border of the grid corresponds to the upper border, while the left
border corresponds to the right one. We use spatial resolution ∆h = 0.5, where
the unit length is chosen to be the microtubular length (see Section 2.5 for de-
tails of our dimensional units); the time step is set to ∆t = 0.005. Unless explic-
itly stated, we set α = 0.35 and τ0 = 0, as discussed above. Initial conditions
correspond to the constant density ρ0 with the white noise (the amplitude of
noise equals 0.05) and we set the initial orientation equal to 0 (p = 0). The
range of execution time of individual computation varies from 1 hour to 24
hours.
Below we present our results in composite images showing simultaneously
the local density profile ρ(r) (colour) and the orientation vector field p(r) (ar-
rows), normalised by its magnitude in the globally-ordered state, Eq. (2.54). To
visualise our results we use the free matplotlib Python library.
We start by examining the behaviour of the ATC model for Ξ = 0.2 where,
according to Fig.2.6 one should expect a transition to global polar order for
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Figure 2.8: Same as Fig.2.7 but with Ξ = 0.5 a) ρ0 = 5, b) ρ0 = 7, c) ρ0 = 12. MT
density is represented by colour map.
sufficiently high densities. For ρ0 = 2 and 3, there exists no instability of the
homogeneous and isotropic state, and any random initial condition in our sim-
ulations quickly returns to that state. For densities above the global-instability
threshold (black dotted line in Fig.2.6), we observe rapid formation of a glob-
ally oriented state with a large number of defects, as can be seen from Fig.2.7 a
for ρ0 = 5. These defects consist of vortices, inward-pointing asters that cor-
respond to an increase of the local density, and spatially-distributed defects
of the opposite topological charge that correspond to the minima of the local
density. After sufficiently long simulation times, these defects annihilate leav-
ing behind a uniform, globally polarised state. The same behaviour persists at
higher densities, the only difference being that there are now sharper density
gradients around topological defects. We also observe that the typical time for
all defects to annihilate grows quickly with ρ0. In Fig.2.7 b, for instance, we
show the final snapshot of a long run for ρ0 = 12, which continued to coarsen
over the course of the whole simulation.
At Ξ = 0.5 the behaviour of the ATC model changes considerably. Accord-
ing to Fig.2.6, as the density is increased, the bundling instability is the first
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67one to set in. For larger densities, the bundling instability co-exists with the
globally polarised state, while at yet large densities, one should again expect
uniform polar order throughout the system. This scenario is supported by
our direct numerical solutions. Below the bundling instability threshold, the
system always returns to the homogeneous and isotropic state. At higher den-
sities, we observe the following dynamical structures. For ρ0 = 5 and ρ0 = 7,
(Figs.2.8 a and 2.8 b, respectively), the bundling instability competes with the
emergence of global order, and the ensuing high-density clusters tend to elon-
gate to keep local orientation aligned. Such elongated clusters often end up in
yet-higher-density regions with inward-pointing asters. Even after a long time,
the system does not settle into a steady-state; instead its dynamics comprise
slow re-arrangements of the high-density clusters, mostly along the direction
set by the local orientation, punctuated by fast re-orientation waves that align
locally the orientation vector with the density gradient. A similar behaviour is
observed in simulations with ρ0 = 3, which is within a narrow range of den-
sities that are below the global instability threshold, but above the bundling
instability one. In this case the system first develops clusters of high den-
sity dispersed in a low-density background until the local density inside the
clusters exceeds the global instability threshold, after which the dynamics re-
semble its higher-density counterpart discussed above. At yet higher density,
above the bundling instability region (ρ0 = 12, see Fig.2.8 c), the system does
not exhibit global order as predicted by the linear stability analysis (Fig.2.6).
Instead it forms high-density clusters, which tend to merge into large-scale
structures at very long times, see Fig.2.8 c. Each cluster contains orientation
field in the form of inward-pointing asters. Perhaps, this state may be viewed
as an example of microphase separation, as clusters do not coarsen indefinitely
but appear to reach a self-limiting size. However, we do not know whether it
survives at yet longer simulation times or in larger systems.
Now we compare these observations against the results of our direct nu-
merical solutions of the QC model. Since the linear stability properties of the
homogeneous and isotropic state are the same for both models, one might ex-
pect the QC model to exhibit a dynamical behaviour similar to the ATC one.
Surprisingly, the two models are instead substantially different. As for the ATC
model, the cases of ρ0 = 2, with Ξ = 0.2 and 0.5, and of ρ0 = 3, with Ξ = 0.2,
yield no instabilities, and the system returns to the homogeneous and isotropic
state. Above the global instability threshold, the QC model exhibits the same
type of dynamics for both Ξ = 0.2 and Ξ = 0.5 (see Fig.2.9 and Fig.2.10, re-
spectively). Although visually these structures appear to be similar to the ATC
patterns at Ξ = 0.5 (see Figs.2.8 a and 2.8 b, for instance), their dynamical sig-
natures are very different. While the high-density clusters of the ATC model
exhibit slow, largely coarsening-type dynamics with the orientation quickly
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Figure 2.9: Instantaneous snapshots from the direct numerical solutions of the
QC model with τ0 = 0, α = 0.35, and Ξ = 0.2: a) ρ0 = 5, b) ρ0 = 11. MT density
is represented by colour map.
adjusting to slowly evolving local density gradients, here the density and ori-
entation evolve on comparable timescales, never settle down, and appear to
be chaotic for any value of Ξ and ρ0 in Figs.2.9 and 2.10. Even in the regions of
approximately homogeneous local density, the orientation field exhibits signif-
icant time dependence, suggesting that the globally polarised state is linearly
unstable for these parameters.
To validate this statement, we performed a linear stability analysis of the
globally polarised state for the ATC and QC models, see Appendix A. First,
this analysis confirms that the homogeneous and isotropic state, P = 0, of
both models does not have any other instability than the bundling and global-
order instabilities, discussed above. Next, we observe that while the globally
polarised state is always linearly stable for the ATC model, for the QC model
there is a range of parameters where it becomes unstable with respect to cou-
pled orientation and density fluctuations. In Fig.2.11 we plot the results of both
types of linear stability analysis of the QC model. There, the black dotted line
and the blue dashed line (both taken from Fig.2.6) correspond to the instability
boundary of the globally-oriented state and the region of the bundling insta-
bility, respectively. The solid brown line marks the boundary above which
the globally ordered state is linearly unstable. Additionally, within that re-
gion there are two possible instability modes. The first one is characterised by
a modulation in the density and orientation along the direction of the global
order (magenta shaded region) and provided by several effects including the
effective conractile flux of MTs; the second has modulations both perpendicular
and parallel to that direction (brown shaded region). We, therefore, speculate
that when there is global order (i.e., above or to the right of the dotted black
line in Fig.2.11), the QC model exhibits three types of behaviour that cannot
co-exist: (i) the tendency to create global orientation with a uniform density
Results
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Figure 2.10: Same as Fig.2.9 but with Ξ = 0.5, a) ρ0 = 4, b) ρ0 = 8, c) ρ0 = 12.
MT density is represented by colour map.
profile, (ii) the bundling instability, and (iii) the instability of the global order.
The interaction between these three instabilities is what leads to irregular dy-
namics, as we see in Figs.2.9 and 2.10.
As we can see from Fig.2.11, for ρ0 > 3, all our simulations (green circles)
belong to the unstable region of the parameter space. We therefore performed
additional simulations (not shown) of the QC model for Ξ = 0.2 with ρ0 = 20
and Ξ = 0.5 with ρ0 = 25, that both lie outside the unstable region (brown line),
and confirmed the absence of chaotic-like behaviour at long times. Instead,
both systems settled into a globally polarised state interlaid with topological
defects, similarly to the case of the ATC model.
The non-trivial dynamics presented above relies on the simultaneous exis-
tence of at least two types of instability for the same values of Ξ and ρ0. Fig.2.5
suggests that for moderate values of Ξ, the bundling instability only exists for
small values of α. To study the dynamics of both models outside of this regime,
we set α = 0.6 and considered Ξ = 0.2 and Ξ = 0.5, as before. The linear sta-
bility analysis of the globally polarised state suggests that both the ATC and
QC models are linearly stable in that regime, and the only instability thresh-
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modulated          along
polar order
Figure 2.11: Linear stability diagram of the QC model for τ0 = 0 and α = 0.35.
As in Fig.2.6, the dotted black line is the onset of global order, given by
Eq. (2.53), and the dashed blue line delineates the region of the parameter space
where the homogeneous and isotropic state exhibits the bundling instability
(the same as the solid blue line in Fig.2.6). The brown solid line indicates the
region where a homogeneous, globally-ordered state becomes linearly unsta-
ble. Inside this line we also specify the instability mode: magenta-shaded re-
gion corresponds to the density and orientation fluctuations modulated along
the direction of the global order, while the brown-shaded region corresponds
to modulations both perpendicular and parallel to that direction.
old is given by Eq. (2.53). Our simulations confirm that both models exhibit
rather simple dynamics, similar to the case of the ATC model with Ξ = 0.2
and α = 0.35: below ρcr, the system returns to the homogeneous and isotropic
state, while above ρcr, it goes through a series of long-lived topological defects
before, eventually, settling into the homogeneous and isotropic state. At the
highest density considered, ρ0 = 12, the system gets trapped into a state with
an apparently stable (or long-lived metastable) arrangement of topological de-
fects (see Fig.2.12). The main difference between the two models, however, is
that the inward-pointing asters of the ATC model correspond to local density
enhancement, while similar topological defects in the QC model lead to local
density minima.
The two situations presented above, α = 0.35 and α = 0.6, seem to com-
prehensively cover the behaviour of the ATC and QC models, and we have
not observed any other dynamical structures besides the patterns presented
above. As mentioned at the beginning of this Section, we restricted our simu-
lations to a realistic, albeit arbitrary, case of τ0 = 0. Another value of τ0 would
lead to a quantitative effect on the instability boundaries, while the qualitative
behaviour is still the same. This is only the case for 1+a5 > 0, as Eq. (2.55) sug-
gests, which is always true for Ξ < 1. When 1 +a5 < 0, the bilaplacian terms in
Discussion
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Figure 2.12: Comparison between the long-time dynamics of the ATC (a) and
QC (b) models with τ0 = 0, α = 0.6, Ξ = 0.5 and ρ0 = 12. MT density is
represented by colour map.
Eqs. (2.43) and (2.50) do not result in the lengthscale selection for the bundling
instability, and a yet higher-order gradient has to be added to the equations in
that case.
2.7 Discussion
The main goal of this Chapter was to revisit the kinetic theory of microtubule-
motor mixtures originally derived in [1], as well as its coarse-graining into a
set of dynamical equations for (slowly-varying) density and orientation fields,
Eqs. (2.29) and (2.30). We also studied (by linear stability analysis and direct
numerical solutions) the resulting equations, and analysed the corresponding
pattern formation dynamics.
In particular, we considered the validity of the effective interaction kernel,
Eq. (2.17), used in [1]. To address this issue, we developed a semi-analytical
method that allowed us to calculate the interaction integrals, Eqs. (2.7) and
(2.8), exactly. We also studied the closure relationship, Eq. (2.23), used in [1],
and compared it to a closure method routinely used in Ginzburg-Landau-type
theories of pattern formation [15, 21–23]. We derived two dynamical systems
of equations, which we respectively called ATC model and QC model, that
utilise our approximation-free values of the interaction integrals, but use var-
ious closure relations. While the ATC model uses the same closure as [1], the
QC model uses the self-consistent closure derived in Section 2.5.2. Together
with the original equations of Aranson and Tsimring, Eqs. (2.29) and (2.30)
(which we refer to as the original Aranson-Tsimring model), these models
allowed us to assess the importance of each of the assumptions mentioned
above.
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We used a linear stability analysis and direct numerical solutions to com-
pare these three models. For the parameters of the effective kernel chosen by
Aranson and Tsimring [1], the model predicts three types of behaviour: (i) the
homogeneous and isotropic state for low densities, (ii) the globally-polarised
state with various topological defects for intermediate densities, and (iii) the
bundling instability leading to the formation of high-density clusters at high
densities. Our analysis with the exact kernel demonstrated that under simi-
lar assumptions the order of the phases is different, with the bundling insta-
bility often setting in before the globally-polarised state. Therefore, in order
to fully resolve the dynamics at late times, the equations of motion should
have a physical mechanism that limits the otherwise unchecked growth of the
bundling instability. The original Aranson-Tsimring model simply relies on
the non-linear coupling terms (i.e., terms proportional to H) in Eq. (2.29) to
cut the growth of density fluctuations – however this is a viable route only
for sufficiently large values of H . To cure this problem we introduced steric
repulsion between the microtubular rods: this has to be calculated up to the
third virial coefficient or higher in order to provide a stabilisation mechanism
that works for any density. This procedure allowed us to resolve the dynamics
of our models in the region of the parameter space where the bundling and
global instabilities co-exist. Our main conclusion here is that the usage of the
exact kernel significantly alters the positions of the instability boundaries and,
unless the exclusion volume parameter α is rather large, the bundling instabil-
ity co-exists with the global order, leading to patterns absent from the original
Aranson-Tsimring model [1]. When the bundling instability is absent, the ATC
model exhibits the transition to a globally-polarised state, mediated by a vari-
ety of topological defects, similar to the original Aranson-Tsimring model [1].
Additionally, by comparing the ATC and QC models, we concluded that
the self-consistent closure employed in the latter model, changes the stability
properties of the globally-polarised state in the region of the parameter space
where it co-exists with the bundling instability, leading to seemingly chaotic
patterns. Also, the topological defects observed for this model in the absence
of the bundling instability are of rather different nature than the corresponding
defects in the ATC or original Aranson-Tsimring models.
We, therefore, conclude that out of the three sets of equations we compared,
the QC model more faithfully reproduces the long-wavelength dynamics of
Eq. (2.5) with Eq. (2.16). When either the effective kernel Eq. (2.17) or a closure
similar to Eq. (2.23) is employed, the resulting phase diagram differs signifi-
cantly from the phase diagram of the QC model. This suggests that it might
be of interest to analyse how the results in previous studies on microtubule-
motor mixtures such as [26] may be affected by the use of the QC equations of
motion.
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73We would like to point out that there is another additional remarkable dif-
ference between the QC and the other two models: in the absence of anisotropy
of interaction i.e., for Ξ = 0 – the density and the orientation equations of the
Aranson-Tsimring and the ATC models decouple from each other, while this is
not the case in the QC model, which still exhibits dynamical, seemingly chaotic
patterns, similar to the Ξ 6= 0 case (not shown).
Since QC model is self-consistent and provides coupling between equations
for density and polar order even in the absence of anisotropy, we assume that
this closure better approximates the exact solution of the Boltzmann-like equa-
tion Eq. (2.3). However, to check this statement one should solve it exactly.
Unfortunately, the high dimensionality of the phase space makes this problem
extremely difficult from both the theoretical and computational points of view.
Additionally, there is a need to understand the role that potential micro-
tubular self-propulsion, discussed by Liverpool, Marchetti and co-workers [2–
5], might play in the dynamics of microtubules-molecular motor mixtures. We
plan to address some of these questions in our future work.
Finally, we note that as the main goal of this study was to hone the tech-
niques required to derive consistent hydrodynamic equations, we adopted
a simple set of collision rules, formulated in Fig.2.1, that are the basis for
Eq. (2.3), and the expression for the interaction kernel, Eq. (2.16). Detailed
studies of the interactions between microtubular rods suggest that considered
interaction rule does not cover all kinesin motors; that is why we consider
more sophisticated rule in the next Chapter.
References
[1] I. S. Aranson and L. S. Tsimring, “Theory of self-assembly of microtubules and
motors,” Phys. Rev. E, vol. 74, p. 31915, 2006.
[2] T. B. Liverpool and M. C. Marchetti, “Instabilities of Isotropic Solutions of Active
Polar Filaments,” Phys. Rev. Lett., vol. 90, p. 138102, 2003.
[3] T. B. Liverpool and M. C. Marchetti, “Bridging the microscopic and the hydrody-
namic in active filament solutions,” EPL, vol. 69, no. 5, p. 846, 2005.
[4] A. Ahmadi, M. C. Marchetti, and T. B. Liverpool, “Hydrodynamics of isotropic
and liquid crystalline active polymer solutions,” Phys. Rev. E, vol. 74, p. 061913,
2006.
[5] M. C. Marchetti, J.-F. Joanny, S. Ramaswamy, et al., “Hydrodynamics of soft active
matter,” Rev. Mod. Phys., vol. 85, no. 3, p. 1143, 2013.
[6] J. Howard, Mechanics of Motor Proteins and the Cytoskeleton. Sinauer Associates,
Publishers, 2001.
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Chapter 3. Sliding and clustering of MTs
Abstract
In this Chapter we study the dynamics and phase behaviour of a dry suspen-
sion of microtubules and plus-directed sliding/clustering molecular motors.
We obtain a set of continuum equations by rigorously coarse-graining a micro-
scopic model where motor-induced interactions lead to parallel or antiparallel
ordering. Through numerical solutions, we show that this model generically
creates either stable stripes, or a never-settling pattern where stripes periodi-
cally form, rotate and then split up. We derive a minimal model which dis-
plays the same instability as the full model, and clarifies the underlying phys-
ical mechanism. The necessary ingredients are an extensile flux arising from
microtubule sliding and an interfacial torque favouring ordering along density
gradients.
Kinetic model of sliding and clustering MTs
793.1 Kinetic model of sliding and clustering MTs
As it was described in the introduction, the kinesin motors can provide both
clustering of parallel MT filaments and sliding of antiparallel ones. In this
Chapter, we use the kinetic model defined in Chapter 2 and study the dy-
namics of pattern formation in two-dimensional solutions of microtubules and
plus-directed sliding/clustering molecular motors inducing both interaction
types, whereas the previous Chapter was solely focused on the case of cluster-
ing.
MT-MM mixtures are relevant to both biological and synthetic instances of
active matter. On the one hand, they incorporate the essential ingredients of
the mitotic spindle [1–3], on the other hand, they closely mirror the so-called
“hierarchical active matter”, which can be self-assembled in the lab from MTs
and MMs [4–6]. Sliding of antiparallel MTs plays important role in both men-
tioned cases.
Specifically, in this Chapter we consider the following sliding/clustering
interaction rule: if the initial relative angle between rods exceeds π/2 then MTs
first align in an anti-parallel way and then slide apart; otherwise, MTs cluster























Figure 3.1: (a) Collision rule including MT sliding (i) and MT clustering (ii), ac-
cording to the incidence angle. (b) Steady-state motor distribution considered
in the anisotropic case (with inhomogeneous MT coverage by plus-directed
motors).
Again within our model, MTs are covered by a steady-state static distri-
bution of motors. Motor coverage may either be homogeneous or inhomoge-




and τ0 (Fig. 3.1 b) introduced previously. In what follows, we work in two-
dimensional Cartesian coordinates.
Assuming that motor-induced rearrangements of MTs are fast with respect
to diffusion, we treat them as instantaneous collisions and start our model from
the following Boltzmann-like kinetic equation.
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3.2 Kinetic Equation
The probability distribution function, P (r, φ, t), for a MT to be at a position r
with an orientation n = (cosφ, sinφ), given by the angle φ, at the time t obeys
the following Boltzmann-like kinetic equation (for the sake of brevity we omit
the time dependence in the following notations):
∂tP (r, φ) = Dr∂
2
φP (r, φ) +∇iDij∇jP (r, φ) + Iint(r, φ). (3.1)
The first two terms on the r.h.s. of Eq. (3.1) represent contributions from dif-
fusion, where Dr is the rotational diffusion coefficient and Dij are components
of the translational diffusion tensor [9, 10]. The last term is the interaction in-
tegral that encodes our collision rules between MTs, and includes clustering
and sliding, see Figure 3.1 a. Note, that this time we do not consider excluded
volume contribution.
3.2.1 Interaction Integral
Interaction integral corresponding to the collision rules depicted in Fig. 3.1

















































dωW (r, φ; r− ξ, φ− ω)P (r, φ)P (r− ξ, φ− ω) . (3.2)




tations φ1 = φ− ω2 , and φ2 = φ+ ω2 . Here ξ is a separation vector between MTs,
ω is angle between MTs before the interaction, and parameter η determines the
final relative displacement of MTs after sliding – henceforth we consider η = 1,
corresponding to the full separation.
The first integral in Eq. 3.2 is a gain (or source) term, which in turn consist
of two parts. First part describes polar clustering, the only distinction from the
analogous term in Eq. 2.2 is the limits of integration. The second one encodes
active separation of MTs.
The second integral in Eq. 3.2 is a loss (sink) term, describing the process
by which a MT with the position r and orientation φ leaves that point of phase
Long-wavelength expansion
81space due to a motor-induced interaction with another MT. We denote the rate
of the motor-induced processes as W.
3.2.2 Interaction kernel
The interaction functions W determine the rates at which two microtubules at
(r1, φ1) and (r2, φ2) are displaced and reoriented by molecular motors. We use
exact form of the interaction rate function introduced in the previous Chapter:













Θ(τ1 − τ0) + Θ(τ2 − τ0)
]}
︸ ︷︷ ︸
dependence on the local MM density
.
(3.3)
The constant G is proportional to the motor properties, and will be eventually
removed from the model by rescaling. The product of the Heaviside functions
gives the geometric probability of two MT intersecting in 2D: since we assume
MMs to be rods of negligible thickness, τ1,2 are the positions of the intersection
point along the two MTs. We parametrise these position such that τ = 0 at the
MT centre and τ = ±1 corresponds to the “+”/“−”-ends, respectively. The
derivation of Eq. (3.3) is provided in the previous Chapter.
Eq. (3.3) can be written in terms of ξ, ψ, φ, and ω as
W (r1, φ1; r2, φ2) = GΘ
(
































where ξ = ξ (cosψ, sinψ) = r2−r1 is the separation vector between MT centres,
and ω = φ2 − φ1 is the angle between their orientations; L is the MT length.
For the sake of brevity, we introduce the following notations, which are









































W2 ≡ W (r, φ; r− ξ, φ− ω) . (3.5)
3.3 Long-wavelength expansion
Following the kinetic model introduced previously we expand P in Fourier
harmonics. We also perform a gradient expansion, however this time we keep
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terms up to second order.
Projecting the resulting equation on the s-th Fourier harmonic yields the
following equation:


























































































∇i∇jPm + · · ·
]
, (3.6)
where overline denotes the projection onto the s-th Fourier mode







e−isφ (. . . ) , (3.7)
and we introduce the following notation for expressions containing Fourier
harmonics Pn’s and Pm’s and corresponding space derivatives:
Ai,nm = Pn∇iPm − Pm∇iPn,
Aij,nm = Pn∇i∇jPm − 2 (∇iPn) (∇jPm) + Pm∇i∇jPn,
Bi,nm = Pn∇iPm + Pm∇iPn,
Bij,nm = Pn∇i∇jPm + 2 (∇iPn) (∇jPm) + Pm∇i∇jPn,
Cij,nm = Pn∇i∇jPm − Pm∇i∇jPn + (∇iPn) (∇jPm)− (∇iPm) (∇jPn) . (3.8)
In Eqs. 3.8 all Fourier harmonics Pn’s and Pm’s are functions of r and t.











































































































































Where ξi and ni are the Cartesian components of the vectors ξ and n.
3.4 Evaluation of interaction integrals
Consider contribution to the s-th Fourier mode from the motor-induced inter-
actions. It can be represented as a sum of six members, each of which collects
terms of the same order of ξ and n:



























ij,nm ∝ ξ1n1. (3.14)
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Evaluation of these integrals is performed using the semi-numeric tech-
nique presented in the Section 2.4 of the previous Chapter. Details of calcula-




We proceed by applying a rigorous coarse-graining procedure developed in
the previous Chapter to Eq. (3.6) to derive a system of mean-field equations for
the following fields: (i) the density of filaments ρ, (ii) their mean orientation pi,
and (iii) a tensorial field Qij quantifying the nematic (apolar) ordering of MTs.
These variables are defined as the first three moments of probability distru-






















P (r, φ)dφ, (3.16)
again n = ni = (cosφ, sinφ). As it was mentioned, the hydrodynamic variables
Results


















So in Eq. (3.6), we keep the first Fourier harmonics, P0, P±1, and P±2; we
also keep harmonics P±3 and P±4 but drop any gradient of them. For the 3d
and 4th Fourier harmonics, Eq. (3.6) is an algebraic equation that is solved
by P3 = A3P1P2 and P4 = A4P 22 . Note, that following the logic described in
[11, 12] we also keep the 4th power of gradients for the Fourier harmonic P0; it
eventually provides the biharmonic operator in the density equation.
To make equations dimensionless we rescale time, space and the Fourier
harmonics of P by D−1r , L and GL2/Dr, respectively.
The final set of equations, which we refer to as the ”full model” in this
Chapter, is provided below. These equations can be written in a more compact
form in terms of complex fields and the Wirtinger derivatives ∇ = ∂x + i∂y
and ∇∗ = ∂x − i∂y, where ∗ denotes complex conjugation. However, we find
the resulting equations more difficult to read and prefer to keep the standard
notation (∂i = ∂/∂xi), the indices refer to the two-dimensional Cartesian com-
ponents and the Einstein summation convention is employed; we use standard
symbol for the laplacian ∇2 = ∂k∂k, and we introduce the following operator
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((∂iρ)(∂kpk)− ρ∂i(∂kpk) + ∂i(pk∂kρ))− 61pi∂k∂lQkl
+ 49(pk∂k)(∂jQij) + 31pk∂i∂lQkl + 10Qkl∂i∂kpl + 28Qil∂l(∂kpk)

























































(∂i(ρpj) + ∂j(ρpi)− δij∂k (ρpk))−
ρ
24π



























































Dijρ2 − ∂i∂j(pkpk)− 2∇2(pipj)
− 5
6






Coefficients A3 and A4 are coming from the adiabatic elimination of higher





















87We also use the following anisotropy functions that depend on Ξ and τ0
and vanish if Ξ = 0 or τ0 = ±1:
















We perform a linear stability analysis of the full model, Eqs. (3.18), (3.19) and
(3.20). Firstly, we assume that the base state has a uniform density ρ0 and there
is no nematic or polar order. We introduce infinitesimal perturbations to the ρ
field:
ρ(r, t) = ρ0 + δρe
ik·reσ̂t,
Qxx(r, t) = Qxy(r, t) = 0, (3.23)
where kx and ky set the lengthscale of the perturbation, and σ̂ is a temporal
eigenvalue. A linear stability analysis shows that the uniform isotropic state is
linearly unstable towards the emergence of a globally-ordered nematic state,
when the initial density of MTs ρ0 exceeds critical value (predicted phase dia-
gram is provided in Figs. 3.2 and 3.3d):
ρ0 > ρcr =
6π





Investigating the dispersion curve corresponding to this instability we observe
that it has a long wavelength (k = 0).
Figure 3.2: Liner stability of the full model. Stability of the homogeneous
isotropic state, green triangles and red squares represent stable and unstable
solutions obtained in the numerical solutions.
Additionally, stability analysis of the homogeneous nematic state (Qxx(r, t) =
Q0, Qxy(r, t) = 0) demonstrates that this state is itself unstable; however, it be-
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comes stable again at very high density. This analysis contains cumbersome
equations and is not provided in the text.
Numerical solutions
To study the dynamics predicted by the full model Eq. (3.18), we solve equa-
tions numerically and discuss representative results below. We discretise spa-
tial derivatives by second-order finite-differences and use a second-order predictor-
corrector method integrating over time. Our computations are performed on
square domains 150×150 or 50×50 with periodic boundary conditions. Spatial
resolution ∆h = 0.5, the unit length is chosen to be the microtubular length the
timestep is set to t = 0.005. Unless explicitly stated, simulations are initialised
from an isotropic uniform MT suspension with an overall density ρ0 and a
small amount of noise.
We present our simulation results in composite images showing simultane-
ously the local density profile ρ(r) (colour), orientation vector field pi(r) (black
arrows), and tensorial nematic orderQij (grey segments). When we depictQij ,
we plot the largest eigenvector normalised by the corresponding eigenvalue.
In accordance with the linear stability analysis, our simulations demon-
strate that above the critical MT density ρcr uniform isotropic state becomes
unstable with respect to small perturbation, and we observe the emergence of
regions with a nematic state.
The latter instability leads to co-existence between high-density, nematically-
ordered elongated domains and a low-density isotropic background (Fig. 3.3
a). The outcome of this phase separation at late times depends on the value
of the anisotropy parameters, Ξ and τ0; however, the latter plays a minor role.
We observe that without the loss of generality we can set τ0 = 0.5, and vary
only Ξ and ρ0. For small Ξ, domains coarsen to leave a single static band
(Fig. 3.3a), the minimal and maximal densities depend on the parameters. In-
side the band, MTs are ordered nematically, with residual polar order confined
at the interface with the isotropic phase.
For large enough Ξ, we instead observe an ever-evolving pattern (Fig. 3.3b).
In this case, microtubular bands periodically form, self-extend, rotate, split
up and disappear in the isotropic background. This behaviour is superficially
reminiscent of “active turbulence” [13] in wet active gels. By analogy, call this
spatiotemporal pattern observed in our model dry active turbulence.
We plot the time evolution of the domain size `, computed via the first mo-
ment of the structure factor (Fig. 3.3f). First, we compute the structure factor,
S = 〈ρ(t,k)ρ(t,−k)〉, by averaging the output of the simulation at late times.
The typical length scale of the domain is inversely proportional to the average















where k = |k|.
We also plot the Fourier transform of the domain size (Fig. 3.3h). It is ap-
parent that there is a selected lengthscale in the isotropic case, while the dy-
namics in the anisotropic case appear to be chaotic (as the Fourier transform in
Fig. 3.3h contains all frequencies). Our findings are summarised in the phase
diagram in Figure 3.3d. As we discuss later an analogous dynamical pattern
was observed at the level of kinetic theory for a very different physical system,
a suspension of flocking self-propelled particles with nematic alignment.
To identify the fundamental mechanism leading to pattern formation in our
system, we now search for a minimal model. The details of the minimal model
construction are provided below.
3.5.2 Minimal model
We define the minimal model as a set of simple equations, which simultane-
ously satisfies two conditions. First, it needs to have qualitatively similar dy-
namics as the full model (Figs. 3.3a and b): it should retain both a transition
between a uniform and a phase separated nematic state, as well as a regime
with chaotic dynamics. In small domains, it should exhibit features similar to
Figure 3.3c. Second, we require that the location of the phase boundaries in the
minimal and full models (Figs. 3.3d and e), is quantitatively similar.
As a first step, we exploit the observation that polar order plays a minor role
(Fig. 3.3c), and adiabatically eliminate pi in favour of ∂iρ and ∂jQij Eq. (3.19).
If we introduce parameter ε ∼ ρ0 − ρcr, balancing the terms in Eq. (3.20)
implies that Qij ∼ ∂t ∼ ε, pi ∼ ∂t ∼ ε2. So we can rewrite Eq. (3.19) keeping
only terms ∼ ε2.
Then, we systematically switched off each term individually in the result-
ing equations, and computed the resulting phase diagram in each case. The
term was reinstated only if it significantly changed the position of the phase
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Figure 3.3: (A-c) Numerical solutions of the full model. (a) Formation of a
stable band (Ξ = 0, ρ0 = 1.1ρcr, 150 × 150). (b) Chaotic dynamics for Ξ 6= 0
(Ξ = 0.1, τ0 = 0.5, ρ0 = 1.1ρcr, 150 × 150). (c) Same as (b), but for system size
equal 50; snapshots t1 − t2 − t3 show the evolution of a nematic band. In (a-c)
colormaps represent the MT density, black arrows are for polar order field, and
gray segments illustrate the largest eigenvector of the Qij-tensor. Scale bar: 10
L. (d,e) Phase diagram for the full (d) and minimal (e) model. (f,g) Domain
size ` versus time for the full (f) and minimal (g) model. (h) Fourier transform
of ` versus frequency.
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(∂i(ρpj) + ∂j(ρpi)− δij∂k (ρpk))−
1
24π
ρ (∂ipj + ∂jpi − δij(∂kpk))
]










































where we again use the operator Dij = ∂i∂j − (1/2)δij∂k∂k.
After that we put expression (3.27) for the polar order pi into the simplified
equation for nematic alignment tensor (3.28). And finally, we linearise den-













Qij − λ∇2 (QklQkl) , (3.29)
∂tQij =
[
4 (ρ/ρcr − 1)− αQklQkl + κ∇2
]
Qij + ζDijρ
− β1Dij (QklQkl)− β2QklDijQkl. (3.30)
All eight parameters – µ, χ, λ, α, κ, ζ , β1, β2 – are essential to get quantitative
agreement with the full model; their expressions in terms of the microscopic
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Figure 3.4: Dependence of the minimal model parameters on Ξ (ρ0 =
1.1ρcr, τ0 = 0.5).
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Within this set, ζ is the only parameter that can change sign – the others are
always positive (Fig. 3.4).
Numerical solutions
Numerically simulating minimal model we use the same technique as for the
full model. Since from the beginning we require the similarity between the
Results
93full and minimal model, it indeed reproduces main features including the for-
mation of steady bands in case of small Ξ and chaotic bands for increased Ξ
(Fig. 3.5 a).
The phase diagram corresponding to the minimal model is given in Fig-
ure 3.3e. It mirrors the transition between stable and unstable isotropic states
(has the same ρcr), as well as a regime with chaotic dynamics; in small do-
mains, it demonstrates features similar to Figure 3.3c, and the location of the
phase boundaries in the minimal and full models (Figs. 3.3d and e) is similar .
Figure 3.5: Pattern formation within the minimal model. (a) Chaotic dynamics
similar to Figure 2b (Ξ = 0.1, τ0 = 0.5). (b) Chaotic dynamics for larger system
size and anisotropy (Ξ = 0.3, τ0 = 0.5). (c) Non-equilibrium phase separation
with β1,2 = ζ = 0 (Ξ = 0). (d) Chaotic dynamics with ζ = 0 (Ξ = 0). (e)
Interfacial undulation and chaos with β1,2 = 0 (Ξ = 0). For all plots ρ0 = 1.1ρcr,
scale bar: 10 L.
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Linear stability analysis
Here we perform a linear stability analysis of the minimal model, Eqs. (3.29)
and (3.30). Without loss of generality, we assume that the base state has a
uniform density ρ0 and a uniform nematic order Q0, oriented along the x-
direction. We introduce infinitesimal perturbations to the ρ and Qij fields
ρ(r, t) = ρ0 + δρe
ik·reσ̂t,
Qxx(r, t) = Q0 + δQxxe
ik·reσ̂t,
Qxy(r, t) = δQxye
ik·reσ̂t, (3.32)
where kx and ky set the lengthscale of the perturbation, and σ̂ is a temporal
eigenvalue. We substitute these expressions into Eqs. (3.29) and (3.30), and
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4Q0
ρcr
− ζk̄2/2 −4αQ20 + (2β1 + β2)Q0k̄2 − κk2 0










where k2 = k2x + k2y , and k̄2 = k2x − k2y . We proceed by studying the linear
stability of various base states.
Stability of the homogeneous and isotropic state
Linear stability of the homogeneous and isotropic state is determined by the
eigenvalue problem, Eq. (3.33) with Q0 = 0. Explicitly solving the eigenvalue
problem, yields
σ̂ = 4 (ρ0/ρcr − 1)− κk2 (3.35)
for the most unstable eigenvalue. The instability sets in at k = 0 and ρ0 =
ρcr, corresponding to the transition to a globally-ordered nematic state (see
Fig. 3.6 (left)).
Results
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For ρ0 > ρcr, the homogeneous and isotropic state is unstable towards the for-
mation of a global nematic phase with the amplitudeQ0, given by the spatially-











Using this value in Eq. (3.33) yields an eigenvalue problem that is too com-
plicated to analyse analytically, and, instead, we study it numerically using
Wolfram Mathematica. First, we observe that the globally oriented nematic
state is always linearly unstable for ρcr < ρ0 < ρN (i.e., the region between
the blue and orange lines in Fig. 3.6 (right)), where the upper phase boundary
ρN is determined numerically. The most unstable perturbations correspond to
kx = 0, with the eigenvector in the form (δρ, δQxx, 0). This instability results in
the modulation of the density and nematic order in the direction perpendicu-
lar to the nematic direction and indicates the formation of the nematic bands.
Figure 3.6: Liner stability of the minimal model: (left) stability of the homo-
geneous isotropic state, green triangles and red squares represent stable and
unstable solutions obtained in the numerical solutions; (right) stability of the
nematic phase. The region between the blue and orange lines is unstable to
phase separation; the region above the black dots denote the second instabil-
ity described in the text (the gray line is the analytical approximation for this
instability based on Eq. (3.37)). Green circles and red squares represent sta-
ble and unstable solutions obtained in the numerical solutions. For both cases
η = 1 and τ0 = 0.5.
Second Linear Instability of the Nematic State
As discussed in the main text, for densities significantly larger than ρcr, there
exists another linear instability of the global nematic state, which is different
from the one discussed above. Numerical analysis shows that the correspond-
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ing eigenvector has a significant δQxx component, and a very small density
modulation δρ. To get an insight into the nature of this instability, we set δρ to
zero in Eq. (3.33) to obtain a simple problem with the most unstable eigenvalue
given by
σ̂ = 4 (ρ0/ρcr − 1)− 6αQ20 + (2β1 + β2)Q0k̄2 − κk2. (3.37)
For all the values of parameters discussed in this work, the coefficient in front
of k2y is always negative, and we conclude that the most unstable eigenvalue
corresponds to ky = 0. This eigenvalue becomes positive when (2β1 + β2)Q0 >
κ. For the parameters used in our analysis, η = 1 and τ0 = 1/2, this condition
can be satisfied for Ξ > 0.49, and the corresponding densities above which
the instability arises are given in Fig. 3.6 (right) as black circles (the analyti-
cal approximation for the instability boundary, Eq. (3.37), is shown as a grey
line). As Eq. (3.37) suggests, our minimal model does not predict a selected
lengthscale for this instability due to the lack of higher-order spatial gradients
in Eqs. (3.29) and (3.30), and, instead, the fastest growth is observed at the
smallest scale available. This instability exists only for relatively large values
of Ξ and ρ0 and is superseded by the main instability.
3.5.3 Coarsening
As was mentioned in the Subsections 3.5.1 and 3.5.2, in the case where the
interaction rates are isotropic (Ξ = 0), nematic domains undergo a coarsening
process and tend to form one band in the steady state. (It is valid for both full
and minimal models, and below we consider the minimal one).
To characterise the way in which domains coarsen, we here quantify how
the typical domain length scale ` grows with time. Simulations to compute `
as a function of time t are initialised with a system with uniform density and
nematic order, with a small amount of noise.
After a brief transient period (not shown) we observe that the length scale
` of nematic domains grows as ` ∼ tθ, where θ ≈ 0.25 (Fig. 3.7a), in line
with numerical results obtained for the growth of passive nematic droplets
[14]. We note that the value of the exponent is also numerically close to the
one observed for the growth of droplets of spherical self-propelled particles
in motility-induced phase separation[15]. We also observe that the width of
eventual band scales with the system size (Fig. 3.7b).
In the regime where we observe dry active turbulence, domains transiently
coarsen to form one or few bands; however they undergo subsequent instabil-
ities according to the mechanism described later.
Results
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Figure 3.7: a) plot of the characteristic lengthscale ` as a function of time. Blue
and orange circles are numerical result corresponding the systems of different
size (minimal model, Ξ = 0, ρ0 = 1.1ρcr); the solid line is the power-law fit
` ∼ tθ. b) the width of the band W scales with the system size.
3.5.4 Main mechanisms
We now discuss the physical meaning of each term in Eqs. (3.29) and (3.30).
First, µ and λ determine the non-equilibrium chemical potential of our mix-
ture: their main role is to set the values of the densities in the isotropic and
nematic phases. Next, α is a non-equilibrium Landau coefficient setting the
magnitude of order in the bulk (together with the term 4 (ρ/ρcr − 1)Qij), while
κ is the nematic elastic constant. Similar terms are also present in a purely pas-
sive Model C [16] describing, for instance, phase separation in passive liquid
crystals. The key qualitative ingredients that produce chaotic behaviour in our
model are the “active” terms proportional to χ, ζ , β1 and β2. Among them,
χ is the “extensile flux”, whose role is similar to that of extensile stress in ac-
tive gels [17, 18]. This term enhances diffusion along the direction of the local
nematic order (i.e., the eigenvector of Qij corresponding to its positive eigen-
value), and decreases it along the perpendicular direction (Fig. 3.8a). Second,
ζ creates an effective torque at the interface, as the associated term depends on
density gradients, which are largest at the interface (Fig. 3.8b). When ζ is pos-
itive (negative), it tends to orient MTs parallel (perpendicular) to an isotropic-
nematic interface. Finally, β1 and β2 create modulation of the nematic ordering
(i.e., the positive eigenvalue of Qij). These terms promote activity-induced
disorder and act similarly to a negative elastic constant in conventional liquid
crystals. Additionally, they contribute to the interfacial torque at the boundary
of a nematic band, where QklQkl drops sharply to zero, following the density
field (Fig. 3.8b).
The minimal model obtained above is simple enough for us to dissect the
mechanisms underlying pattern formation. The kinetic pathway leading to
non-equilibrium phase separation proceeds as follows. Starting from a uni-
form disordered solution with ρ > ρcr, MTs rapidly acquire an orientational
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order, through the Landau coupling in Eq. (3.30). At this point, the extensile
active flux, arising from MT sliding, enhances diffusion along the nematic di-
rection and hinders it perpendicularly. When this effect is strong enough, the
perpendicular diffusion becomes effectively negative, causing MT bundling
and the formation of one or more nematically ordered high-density bands (see
Fig. 3.3). Although the phase separation is driven by a non-equilibrium phe-
nomenon (MM activity), the kinetic growth laws resemble phase separation
in passive mixtures of liquid crystalline and isotropic fluids [14, 16], as it was
discussed above (see Fig. 3.7).
When the anisotropy in motor-induced alignment, measured by Ξ is suffi-
ciently large, the β1,2 terms dominate over both the restoring elastic constant κ
and the ζ term: the associated torque rotates the MTs at the nematic-isotropic
interface, so that they tend to orient perpendicular to the band border. This in-
terfacial alignment conflicts with the direction of the nematic order within the
bulk of the band; it couples to the extensile flux to yield locally synchronous
rotation (and stretching) of nematic bands as observed in our simulations. This
cycle repeats, creating a never-settling pattern, as seen in our simulations in the
dry active turbulent regime (Figs. 3.3 and 3.5a). The direction of the emerging
band rotation (clockwise or anticlockwise) is selected by spontaneous symme-
try breaking, it may be different in different regions of our simulation domain,
yielding a chaotic pattern (Fig. 3.5b). Measuring the time evolution of the do-
main size in this regime yields statistically the same results as for the full model
(Figs. 3.3g and h).
There is also a second mechanism that can destabilise a homogeneous ne-
matic state, again dependent on β1,2. A linear stability analysis starting from
the uniform nematic phase (Section 3.5.2) shows that when these terms are
large enough, they trigger the development of modulation in Qij – in the di-
rection parallel to that of the nematic order, for β1,2 > 0. This instability is in-
dependent of density fluctuations and ultimately fragments the nematic phase
into infinitely small microdomains. This pathway to chaos is related to that
identified in [19, 20] for the dry active matter with near-uniform density. How-
ever, in our model, this instability is only relevant for ρ0  ρcr, and for lower
ρ0 is superseded by the turbulent phase separation dynamics discussed above.
3.5.5 Phenomenological model
While our minimal model is the result of a systematic coarse-graining, we can
view Eqs. (3.29) and (3.30), more generally, as a phenomenological model that
contains the lowest terms of the correct tensorial nature [21]. Upon coarse-
graining, a microscopic model within the same universality class as the one
studied here would, therefore, provide the expressions for the parameters in
Results
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Figure 3.8: Cartoons depicting corresponding mechanisms. a) extensile flux;
b-c) destabilisation of the band due to the effective torque at the interface: b)
our instability, c) bending instability observed in the phenomenological model.
Eqs. (3.29) and (3.30), but would not generate extra terms. Indeed, setting
β1,2 = λ = µ = 0 shows that our equations, in this limit, reduce to the min-
imal model for flocking of self-propelled particles with nematic order [22–25].
We, therefore, propose Eqs. (3.29) and (3.30) as a unifying model for dry ac-
tive systems with nematic order. Recently, similar arguments were used to
propose active versions of Models B and H [15, 26] in Hohenberg-Halperin
classification [16]. We follow this analogy and refer to Eqs. (3.29) and (3.30)
as active Model C. This model is in a different universality class with respect
to active gel theory [18], which exhibits instabilities in an active nematic fluid
with constant density, whereas in our case patterns are always associated with
non-equilibrium phase separation. We want to stress that while previous work
reported types of chaotic behaviour similar to the limiting cases of our model,
either based on hydrodynamic [22, 23] or kinetic theories [24], active Model C
unifies all this into a general universality class.
Analysis of active Model C with phenomenological coefficients re-enforces
our physical interpretation of the instability modes. First, nematic-isotropic
phase separation also occurs with ζ = β1,2 = 0, confirming that this phe-
nomenon relies solely on a non-zero extensile flux, χ 6= 0 (Fig. 3.5c). Second,
setting χ = 0 whilst retaining β1,2 and ζ only leads to a uniform nematic phase,
confirming that χ is necessary for any patterning. Third, switching off only ζ
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leads to chaotic dynamics for a much wider parameter range, including Ξ = 0
(Fig. 3.5d), as now β1,2 only need to compete with the elastic constant κ. Fourth,
switching off only β1,2 whilst retaining ζ > 0 does not lead to chaotic dynamics
as in Fig. 3.3b and 3.5 a,b, as there is no competition between the orientational
order in bulk and at the interface. This case, however, yields another inter-
esting instability associated with interfacial undulations and an elastic bend
deformation in the nematic order (Figs. 3.5e and 3.8c). The ensuing patterns
may also be chaotic for sufficiently large ζ , and are similar to the structures
seen experimentally in microtubule-kinesin mixtures [5].
Thus, the essential physics of active Model C is the following: 1) evolution
equation for scalar parameter (density) contains a generalised chemical poten-
tial and term responsible for the extensile flux, (eventually these two terms
govern the phase separation in density), 2) evolution equation for the ten-
sor parameter (Qij) consists of classic Landau terms organising the isotropic-
nematic transition and terms proportional to β1,2 and ζ , that eventually cause
the instability of MT bands. The type of instability depends on the values
of parameters β1,2 and ζ , in our minimal model we observe only one type of
instability but in phenomenological model the additional instability (bending
instability) can be realised.
One should notice, that we use term Model C just to emphasise the analogy
to the Hohenberg-Halperin classification of passive systems, while the system
we consider is active. Unlike the usual Model C we cannot construct a free
energy functional able to provide our field equations after the taking the Euler-
Lagrange functional derivative.
For various values of its parameters, active Model C serves as a catalogue
of patterns in dry active systems. As mentioned above, a subset of terms in
Eqs. (3.29) and (3.30) was obtained in models of flocking of self-propelled parti-
cles with nematic order [22–25]. Within those models, rigorous coarse-graining
shows that χ and ζ are both positive, and, accordingly, the generic outcome
found by numerical solutions [22–25] is non-equilibrium phase separation and
chaos through band undulations (as in Fig. 3.5e). Based on our phenomeno-
logical model and interpretation, we also expect dry active turbulence with
contractile active flux, χ < 0, and interfacial torques favouring parallel align-
ment at the interface, as would occur when ζ , or β1,2 are positive. This scenario
may be relevant for pattern formation in MT-MM mixtures where the under-
lying microscopic collision rules differ from those in Figure 3.1, e.g., where the
critical angle below which there is polar ordering differs from π/2.
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In this Chapter, we built on the kinetic theory of microtubule-motor mixtures
and methods of coarse-graining developed in the previous Chapter. We started
with the kinetic equation encoding sliding/clustering interaction motor-indu-
ced interaction between MTs, in accordance with the current view of kinesin
motors. This equation was coarse-grained into a set of dynamical equations
for the density field, polar and nematic alignment order parameters. We call
resulting set of equations the “full model”.
With the linear stability analysis and direct numerical solutions, we studied
the full model, analysed the corresponding pattern formation and instabilities
and obtained a phase diagram.
For the explored range of parameters, the full model exhibited the forma-
tion of high-density clusters at high enough densities, with ensuing formation
of bands with nematic order in the bulk (and polar order at the interface). De-
pending on the anisotropy parameters these structures appeared to be either
stable or unstable.
To establish the mechanism of pattern formation in the full model we ob-
tained a simpler set of equations (minimal model), recapitulating general prop-
erties of the full model.
The linear stability analysis and numeric simulations of the minimal model
demonstrated that its phase diagram is similar to the full one. Thus, comparing
full and minimal sets of equations we conclude that within the relevant range
of parameters the minimal model reproduces the long-wavelength dynamics
of the full model, and assume, that behaviour of both sets of equations can be
explained with the same physical mechanism.
The minimal model allowed us to elucidate this mechanism and detect the
following necessary ingredients: an extensile flux and interfacial torque pro-
viding ordering along the gradients of densities. We also determined the phys-
ical meaning of each term of the minimal model.
Finally, we investigated our minimal model with phenomenological coef-
ficients, and arrived at a conclusion, that this model provides an active case
of Model C [16]. By analogy to the active turbulence [27] we offered the term
dry active turbulence and assumed that our model may constitute a general uni-
versality class shared between nematically ordered microtubules and flocking
self-propelled particles. However, further work is required to identify the cri-
teria for a microscopic model to belong to the universality class of our active
Model C.
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Using our kinetic theory of the pattern formation in MT-MM mixtures we de-
rived two continuous models, describing two types of motor-induced interac-
tion between microtubules.
For the sake of brevity let us introduce short names and denote the model
devoted to the polar clustering of MTs as “Model 1” (see Chapter 2) and the
model investigating sliding/clustering interaction of MTs as “Model 2” (see
Chapter 3); corresponding interaction rules are depicted in Fig. S1. In this
summary, we discuss the features that unify these two models and emphasise
the discrepancies between them (Fig. S1).
Figure S1: Two models provided in the work: a) Model 1 devoted to polar
clustering of MTs, b) Model 2 devoted to polar sliding/clustering of MTs.
Since the obtained models are based on different microscopic rules, they
yield the formation of distinct complex patterns. We observe that the polar
clustering considered in Model 1 gives rise to structures with a polar order,
while sliding/clustering interaction in Model 2 eventually leads to the forma-
tion of the patterns with a nematic symmetry.
Both models demonstrate that initially three slow variables should be taken
into account: the MT density field ρ, orientation pi and nematic alignment ten-
sorQij . In both cases, one variable can be eventually enslaved, namely nematic
alignment Qij in case of Model 1(QC) and orientation pi in Model 2.
In both cases, the homogeneous isotropic distribution of MTs becomes un-
stable with respect to small perturbations, and at densities exceeding the criti-
cal one, systems acquire an orientational state (polar for Model 1 and nematic
for Model 2). This spontaneous ordering is induced by the Landau-like cou-
pling in the evolution equations for the corresponding order parameter. As
one can see, Landau terms are present in the equation for orientation in our
Model 1 and in the equation for nematic alignment in Model 2.
In both scenarios we observe the formation of domains with increased den-
sity; however, the reasons for this phase separation are different. Generally, we
found two mechanisms of the density “demixing”: 1) “bundling instability”,
which can be reduced to the effective negative diffusion in the equation the MT
105density; 2) extensile (or contractile) MT flux, which enhances diffusion along
the nematic direction, and hinders it perpendicular direction (or vice versa in
case of contractile flux). The first mechanism takes place in Model 1; the sec-
ond one is implemented in both models; extensile flux is considered in Model
2, while term responsible for the contractile flux can be found in the density
equation of Model 1 (QC). Note, that “bundling instability” is an isotropic pro-
cess, while fluxes, whose roles are analogue to that of the active stresses in
active gels, are intrinsically anisotropic (Fig. S2).
Figure S2: Motor-induced MT fluxes can be isotropic/nematic or extensile/-
contractile. Effective diffusion is isotropic extensile flux, term yielding the
“bundling instability” represents isotropic contractile flux, extensile and con-
tractie fluxes ∂ij(ρQij) have anisotropic (nematic) nature.
Finally, at least within some range of the parameters space, both mod-
els produce ever-evolving chaotic bands with the polar (Model 1) or nematic
(Model 2) order in bulk. To some extent, we can say that both models provide
an example of the dry active turbulence.
Regarding the basic MT patterns discussed in Chapter 1, our models suc-
cessfully reproduce formation of asters, parallel arrays (see results of Model 1)
and mixed arrays (see results of Model 2).
Thus, we obtained a kinetic theory able to bridge two scales – macroscopic
dynamics of the active cytoskeleton and the underlying microscopic interac-
tions of MTs provided by MMs. However, several open questions remain, and
we hope to address some of them in future work.
First of all, in our model we used quite oversimplified collision rules, how-
ever nowadays interaction between biofilaments are actively investigated, and
therefore new quantitative data can be used in the future for more realistic
rules of interaction.
In the developed theory molecular motors enter the model implicitly by
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specifying the interaction rules. It means that the distribution of accessible
motors is homogeneous. We plan to introduce an additional variable for the
concentration of motors and investigate the role of spatial inhomogeneity of
motors. This improvement is more relevant to the formation of structures with
polar order since in the nematic MT arrangement motors jump between an-
tiparallel filaments, so they change direction stochastically, and hence their
global advection is suppressed.
This step would allow us to explore MT pattern formation in the pres-
ence of two types of motors, e.g. minus-directed clustering motors and plus-
directed sliding motors. Two evolving populations motors can help to address
the problem of formation of the mitotic spindle and other self-organising in
vivo structures.
Additionally, the computational part of this thesis could be improved by
switching to the Fourier spectral methods.
It would be interesting to determine the role of confinement (or boundary
conditions) and the dynamics of MT pattern formation processes on curved
surfaces.
Other exciting directions include the addition of motors fixed to the sub-
strate. Introduction of such motors could connect our model and existing the-
ories devoted to motility assays.
Finally, our models make some predictions that could be experimentally
verified. E.g. we predict that phase diagram of MT-MM mixture depends
on the anisotropy of motor distribution along the individual MT. This fact was
mentioned in several experimental works but have never been studied directly.
In Model 2, we observe polar order at the interface of nematic domains, which
has not previously been mentioned in experimental studies.
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Kinetic equation derivation
Rule of interaction between MTs imposes the conditions for initial configura-
tion (rbi ,nbi) necessary for the interaction, and determine resulting arrangement
(rai ,n
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It is convenient to rewrite the angular part of the interaction rule in angles.
Let us introduce relative angle between the MTs ω = φb2 − φb1. Because of 2π
periodicity of angular space different collision rules should be defined for two











, if |φb2 − φb1| ∈ (0, φ0)
φa1 + π = φ
a






, if |φb2 − φb1| ∈ (2π − φ0, 2π).
(A2)
For area C2 substitution φa1 → φa1 + π, φa2 → φa2 − π has been used to pick
a smaller angle between rods. In the following φ0 is assumed to be equal π,
therefore integration regions C1 and C2 correspond to |ω| ∈ (0, π) and |ω| ∈
(π, 2π) respectively. Interaction integral reads:
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(A3)
Introducing the following substitutions:
x = φ1 + φ2, ω = φ2 − φ1 (φ1 = x/2− w/2, φ2 = x/2 + w/2) (A4)



































−W(r1, r2;φ− ω, φ)P (r1, φ− ω)P (r2, φ)δ(r2 − r)
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, (A5)































dωW (r1, r;φ− ω, φ)P (r1, φ− ω)P (r, φ)
]
. (A6)
And finally, performing the coordinate transformation:
r1 = r −
ξ
2
, dξ = 4dr,
r1 = r − ξ, dξ = dr, (A7)








































Below we describe evaluation of the interaction integrals necessary to derive
hydordynamic equations from Eq 2.5 in the Chapter 2. All integrals are ex-
pressed in terms of auxiliary variables χ = ψ− φ and ζ = ξ/L. The interaction


















































































































































Evaluating these integrals numerically, we observe that their joint contribution
to the equation of motion for the probability distribution function P , Eq.2.5 of











PnPm + · · · = GL2 (1 + a1)
∑
m
Ps−mPmIs−m,m + · · · ,
(A16)
where ’· · · ’ denotes contributions from other terms, a1 = Ξ(1 − τ0), and the
constants Is−m,m for the relevant values of s and m are given by
s
m −2 −1 0 1 2
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where hyphens denote coefficients that correspond to higher-order terms,
neglected within both the ATC and QC closures. The contribution of the first-
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(4)
s,mδn,s−m−2 − 2B(5)s,mδn,s−m +B(6)s,mδn,s−m+2
4
, (A39)
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where hyphens denote coefficients that correspond to higher-order terms, ne-
glected within both the ATC and QC closures. The contribution of the second-
order integrals to the evolution equation for P is given by
∂tPs =L






















































































































We do not need to calculate all of these integrals as most of them correspond
to high-order terms, neglected within both the ATC and QC closures. As can




only contribute to the
density equation, i.e., we only need to evaluate them for s = 0. Performing
projection on the s = 0 mode yields straightforward but cumbersome expres-
sions that we omit here. Inserting the results of the projection into Eq.2.5 of the
main text and re-arranging the terms gives the following expression for the
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, and we have omitted terms proportional to






















































and the relevant values are








: coefficient of the bilaplacian
term















































































As noted in the main text, the only purpose of keeping such high-order terms
is to ensure that there is a lengthscale selection for the density instability, which
is provided by the bilaplacian term in Eqs.(50) and (57) of the main text. There-
































































































































































































New closure with Qij (QC)
∂tδρ =Aδρ+Bimi + CijδQij,
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Below we describe evaluation of the interaction integrals necessary to derive
hydordynamic equations from Eq.3.6 in Chapter 3. All integrals are expressed
in terms of auxiliary variables χ = ψ − φ and ζ = ξ/L. The interaction kernels
W1 W̃1 and W2, defined in Chapter 3, can, therefore, be written as
W1 =GΘ
(




















































































































. Again, all integrals are expressed in
terms of auxiliary variables χ = ψ − φ and ζ = ξ/L.
































































































































where a1 = Ξ(1− τ0), and the constants Is−m,m for the relevant values of s and
m are given by
s
m −4 −3 −2 −1 0 1 2 3 4
0 0 0 0 0 0 0 0 0 0
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where hyphens denote coefficients that correspond to higher-order terms, ne-
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where a2 = Ξ (1− τ 20 ). Numerical evaluation of the coefficients Sks,m for the

































































































The contribution of described integrals to the evolution equation for Ps can
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. Numerical evaluation of the coefficients Sks,m for
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where a1 = Ξ(1 − τ0), and Sks,m are just coefficients. Numerical evaluation of















The contribution of described integrals to the evolution equation for Ps can








































































































































= −L2G(1 + a1)
S
(1)
s,mδn,s−m−2 − 2S(2)s,mδn,s−m + S(3)s,mδn,s−m+2
4
. (B22)
where a1 = Ξ(1− τ0), and the coefficients Sks,m are given by Numerical evalua-
















































































































































(terms proportional to (eiχ − e−iχ) are excluded from the previous expression
since they eventually disappear).





























= −L3G(1 + a1)
S
(1)
s,mδn,s−m−2 − 2S(2)s,mδn,s−m + S(3)s,mδn,s−m+2
4
. (B27)
where a2 = Ξ (1− τ 20 ). Numerical evaluation of these coefficients Sks,m for the





































The contribution to the evolution equation for Ps is given by
T
(5)
ij,nm =
L4η
4
Ga2
∑
n,m
[
S(1)s,mδn,s−m−2
(
Cxx,nm − Cyy,nm
4
+
Cxy,nm + Cyx,nm
4i
)
+ S(2)s,mδn,s−m
Cxx,nm + Cyy,nm
2
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+ S(3)s,mδn,s−m+2
(
Cxx,nm − Cyy,nm
4
+
Cxy,nm + Cyx,nm
4i
)]
.
(B28)
