Background. fMRI provides spatial resolution that is unmatched by any non-invasive 25 neuroimaging technique. Its temporal dynamics however are typically neglected due to the 26 sluggishness of the hemodynamic based fMRI signal. 27
Introduction
signal. However, to fully exploit the potential neuro-temporal information carried by the BOLD 105 time-course, MR hardware and software (e.g. pulse sequences) developments have to be 106 paired with suitable analytical tools that maximize the sensitivity to BOLD temporal information. 107
Thus far, the majority of temporal analyses have only examined univariate temporal differences 108 between stimuli or stimulus conditions (i.e., latency differences on average amplitude). While 109 such data is useful for understanding the propagation of neural activation throughout the brain 110 as a function of time, it fails to capture the representational content as conveyed by multivariate 111 patterns as well as how these representations transform over time. Multivariate approaches to 112 analyzing fMRI data offer a different, albeit complementary outlook on the neural information 113 carried by the BOLD signal (Kriegeskorte & Bandettini, 2007) . It has been suggested that 114 multivoxel pattern analysis, or MVPA (Haxby et al., 2001; Kamitani & Tong, 2005) , has the 115 ability to optimally probe neuronal information existing in voxel populations with conventional 116 fMRI methods (Carlson et al., 1999; Cox & Savoy, 2003; Haxby et al., 2005; Kriegeskorte & 117 Bandettini, 2007; Strother et al., 2002) . Even at 3T, where voxels traditionally measure 2-3 mm 118 isotropic resolutions, MVPA can successfully extract neural information -such as orientation 119 preference (Kamitani & Tong, 2005) -which exists at a much finer spatial scale than the 120 resolution of single voxels. These approaches are believed to increase the sensitivity to such 121 fine-grained information present in lower resolution images by exploiting the micro-feature-122 selective biases of single voxels that stem from the variability of the distribution of cortical 123 columns or their vascular architecture (Beeck, 2010; Freeman et al., 2011; Kamitani & Tong, 124 given stimulus evolves over time. This enables the creation of Single Trial Representational 133 Dissimilarity Matrices (stRDMs), which allows assessing the temporal evolution of the 134 (dis)similarity of these activity patterns. 135
As previously shown on real data (Ramon et al., 2015) , here we demonstrate on 136 synthetically generated data that our approach can detect multivariate differences over time in 137 the absence of univariate amplitude modulations across conditions. As such, our temporal 138 multivoxel pattern analysis (tMVPA) offers a different albeit potentially complementary approach 139 to examining BOLD temporal dynamics. We further present a sliding window statistical analysis 140 of these stRDMs that allows quantifying the precise temporal window displaying the effect of 141 interest. We estimate the power and sensitivity of the technique using Monte Carlo simulations. 142 143 realistic signal properties. Thus, within the context of this paper, the original purpose and the 147 hypothesis of the experiment are irrelevant. 148 149 Participants. 20 healthy right-handed subjects (age range: 18-31) participated in the study. Of 150 these, 10 were WC (5 females; mean age, 24) and 10 were EA (4 females; mean age, 22). 151
Three participants (1 WC 2 EA) were excluded from the analysis due to excessive motion during 152 scanning (details below). All subjects had normal, or corrected vision and provided written 153 houses (Husk et al., 2007) and textures of noise, respectively. Noise texture stimuli were created 161 by combining the mean amplitude spectrum across faces and houses with random phase 162 spectra sampled from a Gaussian distribution, thereby lending them to contain the same 163 amplitude spectrum as the face and house stimuli. For the main slow event-related experiment, 164 a different set of images used in previous studies (Michel et al., 2006) was utilized which also 165 consisted of 20 front-view gray scale photographs of WC and EA (again 5 identities × 2 genders 166 cropped to remove external features; none had particularly distinctive features and male faces 168 were clean-shaven. The stimuli were centered in a 52 x 52 cm background of average 169 luminance (25.4 cd/m2, 23.5-30.1). All images were equated in terms of luminance, contrast and 170 spatial frequency content by taking the average of the amplitude spectra of all stimuli and 171 combining that average spectrum with the original phase spectra to reconstruct each individual 172 stimulus. The root mean square contrast (i.e. the standard deviation of the pixel intensities) was 173 also kept constant across stimuli. Stimuli were projected from the back of the scanner on a 174 round screen situated in the scanner tunnel and occupying the whole width of the tunnel (i.e. 60 175 cm of diameter). Participants viewed the images through a mirror placed on the head coil. 176
All participants completed two runs of the block design face localizer fMRI experiment to 177 define the areas responding preferentially to faces (~12 min/run), and three runs of the main 178 event-related design experiment aimed at measuring the neural activity elicited by individual SR 179 and OR identities (~16 min/run). 180
181
Face localizer. Face localizer runs involved presentation of blocks of WC or EA faces, houses 182 and noise textures. Each run began with presentation of black fixation cross displayed on grey 183 background for 20 sec and consisted of 24 randomly presented blocks of images. Each block (6 184 blocks/category; separated by a 12 sec fixation) involved presentation of 10 different stimuli 185 randomly presented for 800 ms, separated by a 400 ms ISI. To minimize attentional confounds 186 on the BOLD signal related to the race of the stimuli, we implemented an orthogonal task. 187
Participants were instructed to respond to red or green stimuli which (10% of the images, i.e. 188 one red or green stimulus per block), by pressing a button on a response pad held in their right 189 hand. 190 20 seconds fixation and consisted of 80 events (10 identities per race x 2 races x 4 repetitions 193 per identity). Face stimuli were displayed for 850 ms followed by a 11.15 sec fixation cross; 194 participants were instructed to maintain fixation on a central fixation cross throughout each 12 195 sec event. As for the face localizer scans, an orthogonal task was employed with participants 196 responding to a change in the color of the fixation cross (red or green, for 200-1200 ms at a 197 random time within an event, before reverting to its original color) by pressing a button. anatomical images were obtained using an MPRAGE sequence (192 slices; TR, 1900 ms; FOV, 207 256 x 256 mm; flip angle, 9°; TE, 2.52 ms; spatial resolution, 1 mm isotropic voxels). For 208 participants who were re-scanned due to movement artifacts, separate anatomical scans were 209 recorded for each scanning session to facilitate realignment of the functional data. 210 211 MRI data preprocessing. fMRI data were preprocessed in native space using BrainVoyager QX 212 version 2.1 (Brain Innovation). Functional images were slice-scan time corrected, three-213 dimensional motion corrected with reference to the functional volume taken just before the 214 anatomical scan, high-pass filtered using a Fourier basis set of three cycles per run (including 215 smoothed with a full-width at half-maximum of 4 mm. 218 219 Functional ROI definition. Five functional ROIs were identified from the localizer runs. Individual 220 participants bilateral FFA, bilateral OFA, and right AIT were identified by performing F-tests on 221 all the voxels in the brain and determining the peak voxel of the activation clusters identified by 222 the contrast (WC + AC) faces > (Houses +Noise) located in the bilateral fusiform and inferior 223 occipital gyrus, respectively. To control for type I errors, False positive Discovery Rate (FDR) 224 was implemented as a multiple comparison correction. The significance threshold was set to 225 q<.05 for all ROIs and participants. The corresponding masks for these ROIs were exported into 226 MATLAB (MathWorks) for subsequent analyses. Across all participants from both groups (WC 227 and EA), we identified 86 ROIs in total. While bilateral FFA and right OFA were identified in all 228 participants, a few subjects did not have a clear definition of left OFA and right AIT. The average 229 number of voxel across all ROIs was 47.9 (std: 16.7). 230 231 BOLD percent signal change and epochs definition. For each voxel, we computed BOLD 232 percent signal change by dividing the raw BOLD time course by its mean. We then defined the 233 epochs of interest as those portions of the whole BOLD time series ranging from 1 TR prior to 234 14 TRs after stimulus onset. For each single trial we extracted these 15-TR long time-courses 235 from all the voxels within each ROI of every subject. These BOLD percent signal change 236 epochs were saved as a matrix that we used to generate synthetic data using Monte Carlo 237 simulations (details below). 238
239
In this paper, we developed a novel multivariate temporal analysis for the BOLD time-241 course, inspired by representational similarity analysis (Kriegeskorte & Kievit, 2013) . This 242 approach assesses the temporal evolution of the degree of dissimilarity of neural 243 representations -defined as the pattern of BOLD response across all voxels -elicited by 244 different time points (Ramon et al., 2015) . It involves computing Single Trial Representational 245 Dissimilarity matrices (stRDMs) within a selected ROI between two conditions (e.g., baseline 246 and treatment condition). We compute stRDMs on the BOLD percent signal change 247 independently per subject and condition as follows: for each condition, we iteratively correlated 248 (Pearson r) the values of all the voxels at one time point with all the remaining ones amongst 249 the epochs of two different trials (e.g. the time course elicited by trial 1 and that elicited by trial 250
2) and calculated the correlation distance (i.e. 1-r; see Figure 1 ). This procedure was repeated 251 across all possible trial pair combinations. The resulting matrices were fisher-z transformed to 252 render the skewed Pearson-r distribution approximately normal. We then averaged (10% 253 trimmed mean) the single trial correlational distance matrices to obtain the single subject 254 stRDM. 255 To test for statistically significant differences between the stRDMs from different 267 conditions (i.e., baseline and treatment condition), we implemented an expanding sliding 268 window approach. We started by computing a simple subtraction between the stRDMs of the 2 269 conditions of interest. We then centered a 2x2 pixel window (figure 2) on the first point of the 270 diagonal of the matrix. We then computed the 10% trimmed mean across the values within the 271 window. We divided this mean by the standard error of the values within the window. Given that 272 the standard error is a function of the variance weighted by the number of data points, this 273 procedure was implemented to partially account for the relative difference in terms of data 274 points and variance across windows of different sizes. We then performed (1-alpha) bootstrap 275 confidence interval (CIs) analyses by sampling subjects with replacement 500 times. 276 Importantly, we adjusted the threshold (alpha above) for determining high and low CIs as a 277 function of the total number of windows to account for multiple comparison problems (i.e. 278
Bonferroni correction). The analysis was repeated on increasingly larger windows that 279 expanded by 1 pixel in each direction (when applicable), centered on each point of the diagonal 280 (figure 2). Differences between conditions were inferred when the btCIs did not include zero. 
Synthetic Data Generation and Validation

290
The following sections describe the procedure we implemented for the synthetic data 291 generation process and the approach we adopted to estimate the power and Family-wise error 292 rate (FWER) of our proposed multivariate temporal analysis. In brief, we employed Monte Carlo 293 (MC) simulation on synthetic data to estimate the FWER and the statistical power of our 294 proposed method, explicitly manipulating a number of parameters (see the Manipulated 295 parameters paragraph). In order to reproduce realistic fMRI noise and signal properties, we 296 generated synthetic data starting from the BOLD signal recorded during the event-related 297 experiment. We created a complete dataset comprised of 2 conditions (i.e. Baseline and 298 Treatment). Importantly, we generated Baseline and Treatment conditions under 2 distinct ideal context to measure our approach's FWER, as any statistical difference detected by our 301 approach would be a false positive; and 2) under H1 (i.e. artificially introducing multivariate 302 pattern differences between conditions -see synthetic multivariate effect) to test our approach's 303 power (see below for more details). 304 305 Synthetic data generation. Starting from the single trial BOLD time course matrix (see the BOLD 306 percent signal change and epochs definition paragraph), we extracted single trial epochs from 307 one of the 20 conditions for one participant across one run and using just a single ROI. We 308 saved the extracted BOLD values in a 3D Raw_singletrials_BOLD matrix with dimensions 309
[number of trials * number of voxels * number of time points]. From the Raw_singletrials_BOLD 310 matrix we calculated the mean and the variance across voxels, and then saved these 2 metrics 311 in 1D vectors of size [number of time points]. We refer to these vectors, representing 312 respectively the average HRF for a given ROI and the voxel-wise variance within that same 313 ROI, as mu_BOLD(time point) and var_BOLD(time point). We then calculated the residual 314 between the single trials epochs and their mean (across trials) for each voxel and time point, 315 and then saved these values in a [number of trials * number of voxels * number of time points], 316 a 3D matrix that we refer to as sigma_BOLD(trial, voxel, time point)). 317 318 We repeated the procedure described above for all conditions, runs, ROIs, and subjects. 319
The resulting mu_BOLD, var_BOLD, and sigma_BOLD were flattened and saved in 2 320 The raw BOLD signal was thus fully represented in matrices E, V, and S. To generate synthetic 330 data for one subject we randomly sampled one row vector from E and V and generated a 2D 331
[number of voxel * number of time points] matrix, representing the mean (across trials) time 332 course for all voxels within a given ROI. We then injected the trials' variation from their mean by 333 randomly sampling from S (see below for details). Similar to the baseline conditions, we generated an nv*ntp*ntrial MT Treatment condition matrix 391 for each subject following the same 9 steps. 392 393 When no effect was introduced in the Treatment condition (i.e. FWER estimation, see 394 below), the MT matrix creation began directly at step 7 (through to 9), starting from the same 395 MP and sv generated for the Baseline condition using steps 1 to 6. Thus, the MT mean and 396 variance across trials satisfies mean(MT) = Mp and var(MT) = svt. 397 398 Synthetic multivariate effect. Our procedure to introduce multivariate differences between the 399 baseline and treatment conditions consisted of rendering the voxel response for some selected 400 time points in the treatment condition highly correlated across trials. To achieve this, we first 401 the single trials and average across trials for each voxel, time-point, and trial; and MT', 405 containing the single trials' BOLD time courses for all voxels within a given ROI. We therefore 406 and variance across trials for MT' also satisfies mean(MT') = Mp' and var(MT') = svt'. 422 423 1 Note that correlational distance 1-r can be conceptualized as distance between 2 points in a multidimensional space. In the same vein, we can think of increase in correlation (and therefore decrease in correlational distance) between these 2 points as a rotation of axis of the the multidimensional space for point 1 subject. We repeated the above 9 steps to generate k (number of subject) MB and MT' 425 matrices. We therefore implemented our TMPVA analysis to test for multivariate differences 426 between the treatment and baseline conditions. We repeated this MC simulation 1000 times for 427 each combination of parameters (details below). unique parameter combination, we computed 95% bootstrap CI based on 500 bootstraps, and 462 repeated this procedure 1000 times. 463 power we varied the percentage of subjects in which we introduced correlation across voxels 467 (i.e. the synthetic multivariate effect). In the single subject validation setting, the target power 468 was instead manipulated by varying the percentage of trials in which the multivariate pattern 469 was introduced (i.e. 50%, 65% or 80% of the trials). 470 471 FWER estimation. To estimate the FWER, we performed tMVPA analysis to test for multivariate 472 differences between the time courses of the baseline and treatment conditions, prior to 473 introducing correlation across voxels at selected time points. We thus counted the number of 474 significant events detected by our approach. We repeated this procedure 1000 times. Since 475 baseline and treatment conditions were created under H0 (i.e. no differences between them), 476 significant differences detected by our approach were considered to be false positives (i.e. type 477 II error). The FWER was thus computed as the total number of significant time windows divided 478 by 1000 (i.e. the total number of MC simulation). 479 480 Statistical power estimation. For statistical power estimation we, instead, generated 1000 481 treatment conditions following a procedure similar to the generation of the baseline condition 482 (i.e. steps 1 to 9 as described earlier). We additionally introduced multivariate differences 483 between conditions (see Synthetic multivariate effect) in a number of subjects by manipulating 484 the pattern of voxels within a given ROI over some selected time points (see Manipulated 485 parameters for more details). Importantly, no univariate differences (i.e. no differences between 486 the time courses averaged across voxels -see figure 3 and 4) between the two conditions 487 existed over these time points. The target power of the tMVPA approach was represented by 488 the percentage of subjects for whom we introduced multivariate differences between conditions. 489
For example, if we introduced correlation across voxels in 80% of the subjects, we expected the
Results
95% bootstrap confidence intervals (btCIs) computed across our MC simulations 495
showed that manipulating the number of time points at which we introduced the synthetic 496 multivariate effect did not significantly (p>.05) impact FWER and power estimations (see 497 supplementary section). Additionally, we observed that the distribution from which we sampled 498 the synthetic noise did not significantly (p>.05) modulate FWER and power estimations (see 499 supplementary section). We therefore only report the results for synthetic data with a 500 multivariate effect over 3 time-points, generated by sampling noise from a normal distribution. 501
Figures and results for the remaining levels of these 2 parameters as well as detailed tables 502 reporting mean and bootstrap CIs can be found in the supplementary section. 503
In the following paragraph we report the mean across all MC simulations and standard 504 deviation (std) of the peak amplitude of the BOLD % signal change time course. We further 505 report the mean std across voxels, trials, and time course. In the MC simulations for the group 506 study, the mean peak amplitude (across subjects and MCs) of the generated synthetic BOLD % 507 signal change was 1.222 (std = .531), while a mean std across time 0.353 (std = .137). 508
Moreover, the average std across voxels was 2.815 (std = 2.643) and the average std across 509 trials 1.343 (std = .348). As for the MC simulation for the single subject study, the generated 510 synthetic data set had a mean (across MCs) peak amplitude of 1.247 (std = .533) , with a mean 511 std across time 0.357 (std = .106). The mean std across voxels was 2.996 (std = 2.409), and the 512 mean std across trials was 1.364 (std = .362). 513 (btCIs). We infer robust statistical significance (p<.05) when the error bars do not overlap. Our 517 analyses revealed no significant univariate amplitude differences across the whole time course manipulations (see manipulated parameters). Importantly, this absence of univariate amplitude 520 differences persisted even after we synthetically introduced multivariate effects at selected time-521 points. Our tMVPA approach, thus, crucially revealed robust genuine multivariate differences 522 across conditions that are not evident in univariate amplitude differences. Note that the 523 introduced multivariate effect is visible by computing the stRDM, as shown in Figure 4f the frequency of significant outputs detected by our approach across MC settings, before 536 introducing the multivariate effect. As explained earlier, prior to introducing correlation across 537 voxels over a number of selected time points, we generated the synthetic baseline and 538 treatment data under H0 (i.e. no differences between conditions). We were, therefore, in the 539 ideal context to estimate FWER, as statistically significant differences between conditions were 540 mere type I errors. 541
Group-level analysis 542 95% bootstrap confidence intervals (btCIs) show that FWERs were significantly below 543
.05 in all MC simulation with sample size > 6 ( Figure 5 ). For N=6 the mean of the estimated 544 FWER was, instead, consistently above .05 (mean FWER: .058), regardless of the number of 545 trials. The 95% btCIs (mean btCIs [.044 .073], however, indicated that even for N=6, FWER are 546 not significantly larger than .05 (see figure 5 ). While according to Westfall and Young (1993) this 547 still suggests the group analysis is valid, we would recommend caution using our tMVPA with 548 only 6 subjects. This is because the FWER for N=6 were significantly larger than those 549 estimated for all other sample size (6 subjects simulation lowest mean FWER and btCIs: .056; for all trials pairs, we iteratively cross-correlate the multivoxel pattern of BOLD % change across 619 all possible time points combinations and we calculate its correlation distance (1-r). We then 620 implemented a robust expanding sliding window approach to identify the temporal loci where 621 statistically significant differences between conditions can be inferred (see methods). We 622 validated this method for group and single subject analyses on data that were synthetically 623 generated using noise (e.g. std across voxels, trials and time points) and signal (e.g. the BOLD 624 time course) parameters derived from real fMRI data. Our validation analysis revealed 2 main 625 findings: 1) our tMVPA approach reached the desired FWER (<=.05) for both the group and 626 single subject approach; and 2) Our power analysis showed that: a) for the group scenario, the 627 tMVPA approach reached the desired power with a sample size of 18 subjects, each with 12 628 trials or more, when 80% of the participants displayed the desired multivariate effect. In all other 629 contexts (i.e. < 18 subjects, < 12 trials and < 80% of subjects showing the effect), our method 630 tends to be relatively underpowered and b) similarly, for the single subject scenario, our 631 approach reached the desired power with at least 12 trials, when the multivariate effect of 632 interest was present in 80% of them. All other simulation scenarios failed to reach the target 633 power. These findings are discussed in detail below. 634 635 Group analysis. Simulation results indicate that when the sample size is less than 8 subjects, 636 regardless of the number of trials per condition or percentage of effect introduced, our technique 637 is significantly (p<.05) below the lower margin of the desired FWER (.05) (Figure 7) . Thus, a for N=6, FWER is not significantly larger than .05, a finding which advocates the validity of the 640 group analysis (Westfall, P. H., & Young, 1993; Westfall et al., 1993 ) (at least in terms of false 641 positive rate). Nonetheless, we observe that when N=6, the estimated FWERs are significantly 642 larger than all other samples and MC simulations (see figure 5 ), which may significantly inflate 643 the occurrence of Type I errors for this specific sample size. 644 Furthermore, the results of our power analysis suggest that a minimum of 18 subjects 645 with at least 12 trials per condition is required to achieve adequate statistical power. While a 646 sample size of 18 subjects could be regarded as sufficient for the majority of current fMRI 647 studies, low N is considered one of the main culprits for the so called "replication crisis" (Button trial pairs leads to a distribution of single trial RDMs (stRDMs), which allows one to carry out 659 second order inferential statistics at the single subject level. This procedure permits full 660 exploitation of the trial-by-trial variability, which is lost in the group-level approach due to 661 averaging. It is worth noting that, while still not significantly larger than the desired FWER of .05, 662 the single subject validation procedure indicates that the 4 trial scenario produces significantly 663 more FWER than all other trials groups. Not surprisingly, the peak statistical power is achieved higher statistical power than its 4 and 8 trials counterparts. Crucially, when the multivariate 666 effect of interest is present in at least 80% of the trials, our approach achieves the desired 667 power with 12 trials or more. With a minimum of 12 trials across runs, our approach reaches the 668 desired power and FWER. This finding makes our tMVPA appealing and powerful, not only to 669 carry out single subject statistics, but to investigate issues that have thus far been elusive to the 670 world of cognitive neuroscience, such as individual differences in the BOLD response. 671
Moreover, the ability to conduct single subject statistics is additionally advantageous for both 672 piloting experimental designs and for analyzing experiments which are limited by low subject 673 numbers due to, amongst other things, the time required in preprocessing and by-hand analysis 674 (e.g., 7T laminar/columnar studies). Importantly, we show that we can carry out single subject 675 analysis with a relatively parsimonious experimental design, which does not require a large 676 number of trials. 677 678 General considerations on FWER and power analysis. Though tMVPA was underpowered in 679 simulations where 65% or fewer data points contained the effect of interest for both the group 680 and single subject analyses, we argue that this is a potential strength rather than a weakness of 681 our approach. While more likely to incur Type II errors (i.e. failing to reject H0), we would 682 question the sensitivity, validity, and especially the generalizability of a method reporting 683 statistical significance when only 65% or fewer data points display the effect being claimed. This 684 argument becomes even more relevant in light of the recent emphasis of the scientific 685 community on producing highly replicable studies, following the so called "replication crisis" 686 (Schooler, 2014). We advocate the use of relatively more conservative statistical approaches, 687 as we believe that overpowered statistical approaches can be regarded as one of the causes of 688 the aforementioned replication crisis (Anderson & Maxwell, 2017). Furthermore, it is worth 689 noting that the values estimated here (and the considerations that follow) are specific to our experimental settings and image acquisition parameters. We chose a stimulation paradigm (i.e. 691 850 ms visual stimulation; 4 trials per run) that is likely to lead to low evoked BOLD amplitude 692 and, consequently, low experimental SNR (i.e. BOLD amplitude over trials measurement error). 693
Under different stimulation regimes, such as longer stimulus presentation or block design 694 experiments, we would expect higher statistical power or lower N to achieve the desired power. 695
Moreover, at higher fields (i.e. 7T or above) the increase in both temporal and image SNR 696 (Ugurbil, 2014) Bhattacharyya, R., Yacoub, 2016) . 721
These observations highlight the growing interest in the temporal dynamics of the BOLD 722 signal, motivating the need for novel analytical tools specifically tailored to extract BOLD 723 temporal information. Within this context, the method we developed is highly advantageous in 724 that it incorporates the multivariate dimension in the temporal analysis of the BOLD signal, 725 rendering potentially unexplored temporal features accessible. This mulitvariate dimension 726 comes from considering the spatial pattern of BOLD activity across the voxels population within 727 a given ROI at every time-point. As such, tMVPA extends the power of fMRI, which has 728 historically been in the spatial domain, to the much less studied temporal dimension. techniques, as we did not observe significant differences between the average (across voxels 756 and trials) BOLD time courses of familiar and unfamiliar faces. Accordingly, our simulations 757 were carried out on synthetic data that were carefully generated with the absence of univariate 758 amplitude differences across conditions (figure 3). We thus replicated what we originally showed 759 in Ramon et al. (Ramon et al., 2015) , namely, the ability of the tMVPA approach to detect 760 genuine temporal multivariate effects or ones not driven by mere univariate amplitude 761
differences. 762
It must be noted that the differences between this work and Ramon et al. paradigm where a face stimulus was kept on screen for a duration of approximately 19 to 21 datasets our technique uncovered effects that were not detected when using traditional 770 univariate methods focusing on amplitude differences between average time courses. 771 772 Validation on synthetic versus real data. It is important to consider that the multivariate data 773 used to assess this technique were generated synthetically (see methods). Our technique was 774 initially conceived for use with experimentally derived data (Ramon et al., 2015) . As the goal of 775 the present study is to assess the experimental parameters and conditions under which our 776 technique is most useful, the ability to manipulate these variables is crucial and thus synthetic 777 data is ultimately necessary. As previously mentioned, in an effort to generate a synthetic data 778 set with realistic signal and noise properties, we used noise and signal estimates from real fMRI 779 data. We approximated the fMRI signal by averaging BOLD time courses across voxels, trials, 780 and conditions, and the amount of noise by measuring the variability (i.e. standard deviation) 781 across voxels, trials and time-points. Hybrid approaches to synthetic data generations, such as 782 the one implemented here, are highly beneficial (Welvaert & Rosseel, 2013). They provide full 783 control over the data set, while preserving realistic signal to noise estimates and, according to 784 (Welvaert & Rosseel, 2013), may represent the ideal data generation procedure for statistical 785 validation. Our data generation approach, however, builds upon random sampling of variance 786 and signal properties across voxels, ROIs, conditions, and subjects (see methods). This 787 procedure effectively impairs the original temporal and spatial autocorrelation present in fMRI 788 data. In the present study, we did not attempt to reinject temporal and spatial autocorrelation in 789 the synthetic data. The reason behind this choice is twofold. Firstly, fMRI has multiple sources 790 of noise (e.g. thermal, physiological, motion, task), each of which is characterized by different 791 distributions and parameters, making it difficult to accurately and comprehensively model all 792 noise sources. As such, an exhaustive model that allows generation of realistic fMRI noise has 793 yet to be formulated. In order to introduce synthetic but realistic spatio-temporal auto-correlated noise model. However, the quest for an exhaustive model for fMRI data (including noise) 796 generation is challenging enough to require a study in and of itself tailored to tackle this specific 797 endeavor (Davis et al., 2014) and, as such, is well beyond the scope of this article. Additionally, 798
given the lack of a "ground-truth" noise model, noise estimates may be inaccurate or 799 misrepresent the contribution of difference noise sources and, as such, noise injection may 800 have a negative impact on the validation procedure as a whole. Secondly, we argue that the 801 impact of spatio-temporal auto-correlated noise is minimal within these specific settings. The 802 structure of the stRDMs when considering real, as opposed to synthetic, data can be seen in 803 figure 1. Patches of similarity (cool colors) and dissimilarity (warm colors) exist in clusters of 804 approximately 3-4 TRs. Such structure is due to the inherent spatiotemporal autocorrelation 805 present in the BOLD signal, which is not dependent on experimental manipulations. Rather, it is 806 a direct outcome of the HRF response properties. Specifically, BOLD activation for all voxels will 807 synchronously rise for approximately the first 6 seconds after stimulus onset (varying depending 808 on stimulus presentation time), and then decrease for the following 6 seconds, thus generating 809 the structure visible in the matrices in figure 1. This structure will therefore be shared across 810 conditions and subtracted out when performing the linear contrast between the stRDMs across 811 conditions (see methods). As such, the inherent presence of autocorrelation in fMRI data, which 812 is shared across conditions, becomes irrelevant in evaluating the validity of our validation 813 procedure. 814 815 fMRI data as a function of time, whereby enabling the investigation of the temporal evolution of 818 neural representation. The method, that builds upon fMRI most recognized strength -namely its 819 spatial resolution -to analyze BOLD temporal dynamics, consists of creating Single Trial 820
Representational Dissimilarity Matrices (stRDMs) to measure the dissimilarity between the 821 neural representations elicited by each acquired time point of a BOLD time course. We also 822 introduced an expanding, sliding window method for inferring statistical significance. We 823 validated our temporal multivariate pattern analysis (tMVPA) in both group and single subject 824 settings using synthetically generated data. Our results show that we achieve adequate power 825 FWER in both contexts. Along with the addition of a multivariate dimension to BOLD temporal 826 analyses, tMVPA permits performing single subject's inferential statistics by considering single 827 trial distributions. Importantly, single subject analysis can be reliably implemented with a 828 parsimonious experimental design that requires as little as 12 trials per condition across all runs. 829 Furthermore, we show that, both in simulated as well as real settings (see Ramon 
