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INTERACTIONS OF SEMILINEAR PROGRESSING WAVES IN TWO OR
MORE SPACE DIMENSIONS
ANTOˆNIO SA´ BARRETO
Abstract. We show that singularities form after the interaction of three transversal semilinear
conormal waves. Our results hold for space dimensions two and higher, and for arbitrary C∞
nonlinearity. The case of two space dimensions in which the nonlinearity is a polynomial was
studied by the author and Yiran Wang.
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1. Introduction
When singularities of nonlinear waves interact, they will produce additional singularities in a way
which in general is very hard to predict. When the singularities are conormal, the behavior of the
newly formed singularities is more tractable. We study this phenomenon when three transversal
conormal waves interact in dimensions greater than or equal to three, and we show that this will
produce new singularities on the hypersurface emanating from the submanifold where the three
waves interact, unless some degeneracy occurs. We also show that the new singularities do contain
information about the nonlinear term, raising the possibility this will find applications in the study
of inverse problems.
We consider solutions to P (y,D)u = Y(y)f(y, u), y ∈ Rn, n ≥ 3, where P (y,D) is a second order
strictly hyperbolic operator, Y ∈ C∞0 , and f ∈ C∞. We assume that for negative times Y = 0 and
that the solution u is the superposition of three elliptic conormal waves intersecting transversally
at a codimension three submanifold Γ, which will intersect the support of the nonlinearity. Bony [7]
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showed that as long as the incoming waves do not have caustics, no new singularities are formed
before the triple interaction; transversal interactions of two waves do not produce new singularities.
Melrose and Ritter [27], and Bony [9, 10] have shown that after a triple interaction occurs on the
support of the nonlinearity, the solution u may have additional singularities on the characteristic
hypersurface Q emanating from Γ, and u will be conormal to Q away from Γ and the incoming
hypersurfaces, see Fig.1. The papers [9, 10, 27] are in fact about the three dimensional case,
however, their methods apply in higher dimensions, as pointed out in [24]. However, unlike the
three dimensional case, the submanifold Γ is not necessarily contained on a level curve of the
time function, so the more appropriate version of the result of Melrose and Ritter and Bony to be
applied in the higher dimensional case is that if the solution u to Pu = f(y, u) is conormal (in a
suitable sense) to Σ1∪Σ2∪Σ3∪Q, for t < 0, then u is also conormal to Σ1∪Σ2∪Σ3∪Q for t > 0.
This result is somewhat contained in [9,10,27], but it is explicitly stated in [33] including the case
Pu = f(y, u,Du).
However, these results do not guarantee that singularities on Q will in fact exist. Examples
of formation of singularities after the triple interaction were given by Rauch and Reed [30] and
Beals [2]. Sa´ Barreto and Wang [36] proved a particular case of Theorem 3.1 below, when n = 3 and
the nonlinear term f(y, u) is a polynomial in u. The purpose of this paper is to extend the results
of [36] to arbitrary C∞ nonlinear terms f(y, u) and higher dimensions. We show that if the initial
data is elliptic of order m, and if (∂3uf)(q, u(q)) 6= 0 for some q ∈ Γ, then there is a neighborhood
Uq ⊂ Γ of q such that u will be elliptic roughly of order 3m along any null bicharacteristics on the
conormal bundle to Q which passes N∗Uq \0, as long as they do not intersect the hypersurfaces and
Q is C∞ in a neighborhood of the ray. In this paper we extend these results to general semilinear
equations and dimensions greater than or equal to three.
Our results show that one can recover (∂3uf)(y, u(y)), for y ∈ Γ, which can be viewed as an inverse
result. Kurylev, Lassas and Uhlmann [20] were the first to use the propagation of singularities
for semilinear equations to study inverse problems. Several other papers have followed, see for
example [11,22,38] and references cited there.
2. The Framework of the Problem and Examples
Let Ω ⊂ Rn, n ≥ 3, be an open subset, let P (y,D) be a second order strictly hyperbolic operator
and assume that Ω ⊂ Rn is bicharacteristically convex with respect to P (y,D). Let t be a time
function for P (y,D) in Ω. This means that there exists an open set U such that Ω ⊂ U ⊂ R×Rn−1
such that
P (t, x,D) = α(t, x)2∂2t −
∑
jk
hjk(t, x)∂xj∂xk , α > 0, in U,(2.1)
and hjk(t, x)ξjξk is positive definite.
Let Σj, j = 1, 2, 3, be C
∞ hypersurfaces which are closed and characteristic for P (y,D). More-
over, we assume that the normals of the surfaces Σj, j = 1, 2, 3, are linearly independent over the
submanifolds
Γjk = Γj ∩ Γk, j 6= k, and Γ = Σ1 ∩Σ2 ∩ Σ3.(2.2)
Let v(y) = v1(y) + v2(y) + v3(y), where vj(y) is a conormal distribution of appropriate order
with respect to Σj, j = 1, 2, 3, and assume that
P (y,D)vj(y) = 0, y ∈ Ω, j = 1, 2, 3.(2.3)
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We will analyze the propagation of singularities of solutions u(y) ∈ Hsloc(Ω), s > n2 , of semilinear
wave equations of the form
P (y,D)u(y) = Y(y)f(y, u(y)), y ∈ Ω,
u(y) = v(y), for t < −1,(2.4)
where t be a time function of P (y,D) in Ω, f ∈ C∞(Ω× R), Y ∈ C∞0 (Ω), Y = 0 when t < −1.
Our results also apply, with minor changes of the proof, to the forcing problem
P (y,D)u(y) = f(y, u(y)) + g(y), y ∈ Ω,
g(y) = u(y) = 0, and f(y, •) = 0 in t < −1,(2.5)
where g(y) = g1(y) + g2(y) + g3(y), gj conormal to Σj , j = 1, 2, 3. This is the form of the equation
used in the applications to the nonlinear inverse problems as in [11,20,22,38].
Let Γ be defined in (2.2) and let N∗Γ \ 0 denote its conormal bundle minus its zero section,
and for each q ∈ Γ, let N∗q Γ \ 0 denote its fiber over q. Let p(y, η) denote the principal symbol of
P (y,D) and let Hp be its Hamilton vector field. For each (q, η) ∈ (N∗q Γ \ 0) ∩ p−1(0), let γ+(q,η)
denote the forward null bicharacteristic for p passing through (q, η) and let
Λq =
⋃
s>0
exp(sHp)
(
(N∗q Γ \ 0) ∩ p−1(0)
)
=
⋃
(q,η)∈(N∗q Γ\0)∩p
−1(0)
γ+(q,η),(2.6)
denote the flow-out of (N∗q Γ \ 0) ∩ p−1(0) by Hp. Since Γ has dimension n − 3, the dimension of
the fiber of N∗q Γ \ 0 is equal to three, and it is well known, see for example [17] that Λq is a three
dimensional C∞ submanifold of T ∗Ω \ 0 which is isotropic, that is the canonical symplectic form
vanishes on its tangent space. The manifold
Λ =
⋃
q∈Γ
Λq,(2.7)
is a C∞ conic Lagrangian submanifold of T ∗Ω \ 0. When n = 3, Γ = {q} and Λq = Λ.
We will need to analyze the projection of the bicharacteristics γ(q,η) and the Lagrangian Λq from
T ∗Ω \ 0 to Ω. As usual, we let
Π : T ∗Ω \ 0 −→ Ω
denote the canonical projection, and for a bicharacteristic γ+(q,η), let
σ(q,η) = Π(γ
+
(q,η)), (q, η) ∈ (N∗q Γ \ 0) ∩ p−1(0),
Qq = Π(Λq) =
⋃
{η: (q,η)∈(N∗q Γ\0)∩p
−1(0)}
σ(q,η),
Q =
⋃
q∈Γ
Qq.
(2.8)
In dimension n = 3, Γ is a point and Qq = Q is the forward light cone for the operator P over Γ,
and σ(q,η) is a characteristic line on the cone. It’s well known that Q \ Γ is a C∞ manifold in a
neighborhood of Γ.
There exists one very important difference between the three and the higher dimensional cases.
In the three dimensional case, the three waves intersect at a point and Q is the light cone with
vertex at this point, this is the only point where the cone Q interacts with the three incoming
waves. In the general case, this is not true, see examples below. Once the three incoming waves
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t = 0t < −1 t > 0
possible new singularities
after the triple interaction
Figure 1. The interaction of three conormal plane waves in two space dimensions.
The only possible singularities created by the triple interaction appear on the sur-
face of the light cone. Fig.2, Fig.4 and Fig.3 below illustrate the higher dimensional
cases.
intersect within the support of Y(y)f(y, u), singularities will form on Q and they will interact with
the three incoming waves. However, since Σ is characteristic for P (y,D), which is given by (2.1),
if locally Σ = {ϕ = 0} with |(∂tϕ, ∂xϕ)| > 0, then
α(t, x)(∂tϕ)
2 −
∑
jk
hjk(t, x)∂xjϕ∂xkϕ = 0,
and so, |∂tϕ| > 0. So we conclude that the vector field ∂t is transversal to Γ. This gives a time
orientation as time increases across Γ.
The singularities produced by the interaction of three waves in R3, two space dimensions, is
shown in Fig.1. The figure shows the configuration for fixed time before and after the triple
interaction. The formation of singularities in Rn, n > 3, is much richer. We give three examples
of the interaction of three plane waves in R4, which illustrate how Γ and Q can look like.
The operator is the Minkowski wave operator in R4 with coordinates (t, x), x = (x1, x2, x3) :
P (t, x) = ∂2t − ∂2x1 − ∂2x2 − ∂2x3 .
In the first example we take three plane waves:
Σ1 = {t = x1}, Σ2 = {t = x2} and Σ3 = {t = 1√
2
(x1 + x2)},(2.9)
which will intersect transversally at
Γ = {t = 0, x1 = 0, x2 = 0}.
The conormal bundle to Γ is
N∗Γ \ 0 = {t = 0, x1 = 0, x2 = 0, ξ3 = 0},
and the flow out of N∗Γ \ 0 is given by
Λ = {(t, x, τ, ξ) : τ = τ0, ξ = ξ0, t = 2τs, x1 = −2ξ1s, x2 = −2ξ2s, x3 = x03, τ = |ξ|, ξ3 = 0}.
The projection of Λ to R4 is given by
Q = {(t, x) ∈ R4 : t = (x21 + x22)
1
2 }.
This can be viewed as a fiber bundle over Γ where the fiber over a point (0, 0, 0, x03) ∈ Γ is the
circle t = (x21+x
2
2)
1
2 . An observer sitting at (0, 0, x3) will see a circular wave expanding with speed
one, see Fig.2.
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x1
x2
x2
1 + x2
2 = t2
Γ = {x1 = x2 = 0}
x3
Figure 2. The dotted line represents an expanding cylindrical wave, generated
by the interaction of three plane waves given by (2.9) in R4, viewed by an observer
in R3 as time increases. The speed in which the radius of the wave expands is equal
to one.
In the second example, we pick three plane waves,
Σj = {t = xj}, j = 1, 2, 3.(2.10)
but in this case they meet at Γ = {t = x1 = x2 = x3}, which is not contained at a level surface of
t. The conormal bundle to Γ is given by
N∗Γ = {(t, x, τ, ξ) : t = x1 = x2 = x3, τ = τ0, ξ = ξ0, τ + ξ1 + ξ2 + ξ3 = 0},
and so the Lagrangian Λ is given by
Λ = {t = a+ 2τs, xj = a− 2ξjs, ξj = ξj0, τ = τ0, τ + ξ1 + ξ2 + ξ3 = 0, τ = |ξ|, a, s ∈ R}.
Its projection to R4 is given by
Q = {(3t − x1 − x2 − x3)2 = (x1 − x2 − x3 + t)2 + (x2 − x1 − x3 + t)2 + (x3 − x2 − x1 + t)2}.
One can check that t − x1 − x2 − x3 = −2a on Q, where the parameter a gives the position of a
point on Γ. So to consider the behavior of Q for a fixed time t, one should restrict the variable
a ∈ [t, A1]. The forward part of Q for fixed t and viewed by an observer in R3 is part of a
cone with axis of symmetry L = {x1 = x2 = x3} and vertex at (t, t, t), bounded by the planes
3t ≤ x1 + x2 + x3 ≤ t+ 2A1, see figure Fig.3.
In the third example we pick three spherical waves centered at at p1 = (0, 0, 0, 0), p2 =
(2a, 0, 0, 0), and p3 = (0, 2b, 0, 0)respectively. These are represented by forward three light cones
with vertices at pj, j = 1, 2, 3 :
t = (x21 + x
2
2 + x
2
3)
1
2 ,
t = ((x1 − 2a)2 + x22 + x23)
1
2 ,
t = (x21 + (x2 − 2b)2 + x23)
1
2 .
These waves will intersect transversally at the hyperbola
Γ = Γa,b = {(t, x) : x1 = a, x2 = b, t = (x23 + a2 + b2)
1
2 },
whose conormal bundle is given by
N∗Γ = {(t, x, τ, ξ) : x1 = a, x2 = b, t = (x23 + a2 + b2)
1
2 , x3τ + tξ3 = 0}
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(t, t, t)
x1
x3
x2
x1 = x1 = x3
Figure 3. Singularities produced by the intersection of three plane waves (2.10).
An observer in R3 sees a conic shaped wave.
The Lagrangian submanifold Λ obtained by the forward flow-out of (N∗Γ \ 0) ∩ {p = 0}, is given
by
for t0 = |x0|, x0 = (a, b, x03), τ0 = |ξ0|, ξ0 = (ξ01, ξ02, ξ03),
ξ1 = ξ01, ξ2 = ξ02, ξ3 = ξ03, τ = τ0, x03τ0 + t0ξ03 = 0,
x1 = a− 2ξ01s, x2 = b− 2ξ02s, x3 = x03 − 2ξ03s, t = t0 + 2τ0s, s ∈ R.
The projection of ΛQ to R
4 is denoted by Q and it is given by
Q = Qa,b = {(t, x) : (x1 − a)2 + (x2 − b)2 =
[
(t2 − x33)
1
2 − (a2 + b2) 12
]2
, x3 = −x03
t0
t},(2.11)
which is again a fibered bundle over Γ whose fibers over the point (t0, x0) = (t0, a, b, x03) ∈ Γ given
by these equations.
One can also think about Qa,b from the point of view of of an observer in R
3. One has three
spherical waves, centered at p1, p2 and p3 and expanding with speed one. They first meet at the
point (a, b, 0) which is equidistant from their centers p1, p2 and p3, at a time t0 = (a
2+b2)
1
2 , which
is equal to the distance between any of the centers to the point of interaction. After that, a wave
centered at the line L = {x1 = a, x2 = b} will form for times t ≥ (a2 + b2) 12 .
For a fixed time t ≥ t0 = (a2 + b2 + x203)
1
2 , t > |x03|, and since x3 = x03t0 t, t > |x3|. This
is consistent with the fact that for fixed t, the three spherical waves intersect along a bounded
segment of the hyperbola and the surface of the newly formed wave is bounded for bounded times,
see Fig.4.
Now, with x3 fixed, and t > x3 increasing, this is an expanding circular wave centered at (a, b)
with radius
R = (t2 − x23)
1
2 − (a2 + b2) 12 ,
and therefore dRdt =
t
(t2−x2
3
)
1
2
≥ 1, which will give the appearance that the circular wave is moving
faster speed than the speed of light.
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b
x1
x2
x3
x3 = 0, radius R = t− (a2 + b2) 12
x3 = (t
2 − a2 − b2) 12 , radius R = 0.
(a, b)
x3 = −(t2 − a2 − b2) 12 , radius R = 0.
Figure 4. The dotted line shows the surface (2.11) as (x1, x2, x3) vary for t fixed.
Unlike the wave formed by the interaction of three plane waves considered above,
which is an infinite cylinder, three spherical waves intersect along a bounded curve
for fixed time. The level sets of this surface for {x3 = c} are circles centered on the
line {x1 = a, x2 = b}.
3. Statements of the Main Results
In Section 5 below we will define spaces of conormal distributions to a submanifold M, which we
shall denote by Im(Ω,M).We also discuss products of conormal distributions conormal to transver-
sal hypersurfaces. We shall prove that if vj ∈ Im(Ω,Σj), j = 1, 2, 3, are conormal distributions to
Σj, j = 1, 2, 3, then
v1v2v3 = vT +
3∑
j,k=1
vjk +
3∑
j=1
wj,(3.1)
where vT is a product-type conormal distribution with respect to the submanifold Γ, vjk is a
product-type conormal distribution associated to Γjk respectively, and wj are conormal distribu-
tions to Σj. By product-type conormal distributions, we mean their symbols are product-type
symbols which are defined below. The results of Melrose and Ritter [27], Bony [9, 10] and Sa´
Barreto [33,34] guarantee that if v satisfies the hypothesis of Theorem 3.1, then the solution u of
(2.4) is conormal (in a suitable sense) to Q∪Σ1∪Σ2∪Σ3. As explained above, one has to be careful
when applying the results of [9, 10,27]. The new wave Q emanating from Γ will interact with the
three original waves. However, if one is just interested in showing that after the interaction, the
singularities of u will be contained in Σ1∪Σ2∪Σ3∪Q, it is enough to assume that u is conormal to
Σ1∪Σ2∪Σ3∪Q (in a suitable way) in the past, and show that it the solution remains conormal to
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the three original surfaces and to Q in a neighborhood of Γ. This is explained in details in Theorem
5.7 below.
Our first result gives the principal part of the singularity of the solution u in a neighborhood
of Γ, microlocally near N∗Q \ 0 and away from N∗Σj, j = 1, 2, 3. In what follows, we define
(∂3uf)(y, u(y))|Γ to be the restriction of (∂3uf)(y, u(y)) to Γ. In local coordinates y = (y′, y′′), y′ =
(y1, y2, y3), where Σj = {yj = 0}, j = 1, 2, 3, and Γ = {(0, 0, 0, y”)}, we have (∂3uf)(y, u(y))|Γ =
(∂3uf)(0, 0, 0, y
′′, u(0, 0, 0, y′′)). The distributions in question here are continuous functions, so there
is no problem defining this operation. We will also show that (∂3uf)(y, u(y))|ΓvT is invariantly
defined modulo smoother terms.
Theorem 3.1. Let Ω, P (y,D), t, f(y, u), Σj ⊂ Ω, 1 ≤ j ≤ 3, Γ and Q be as defined above. Let
vj ∈ Im−n4+ 12 (Ω,Σj), m < −12(n + 7), be conormal distributions to Σj, satisfying P (y,D)vj = 0,
j = 1, 2, 3, in Ω. Let u be the solution to (2.4). For each q ∈ Γ there exists a neighborhood Ωq
of q such that microlocally away from N∗Σj \ 0, j = 1, 2, 3, and N∗Γ \ 0, u ∈ I3m−n4 (Ωq,Q), and
u(y)− E+
([
(∂3uf)(y, u(y))|Γ
]
vT
) ∈ I3m−n4−1(Ωq,Q).
Some remarks about Theorem 3.1:
1. If (∂3uf)(y, u)|Σ = 0, where Σ ⊂ Γ is a relatively open subset, Theorem 3.1 does not give any
information about the leading order singularities of u on the part of Q corresponding to the
flow-out of Σ. The solution may very well be C∞ away from the incoming waves.
2. Sa´ Barreto and Wang [36] proved Theorem 3.1 in the case where n = 3 and f(y, u) is a
polynomial in u with C∞ coefficients.
3. M. Beals [2] proved the local version of this result for n = 3 : Namely, the operator P (y,D) has
constant coefficients, Σj = {yj = 0}, vj = ymj+, m ∈ N0, and f(y, u) = a(y)u3. A modification
of the spaces introduced by Beals in [2] are an important part of this paper and of [36].
We also analyze the global behavior of the singularity at Q, as long as Q remains C∞. The
result of Bony [7] on the propagation of conormal singularity along a C∞ characteristic surface
shows that, away from Γ, and as long as Q remains smooth, u is conormal to Q. We want to
analyze the evolution of the principal symbol of u along Q. This was done by Rauch and Reed [32]
and Piriou [29], and it is straightforward for semilinear equations P (y,D)u = f(y, u). Piriou [29]
studied the evolution of the principal symbol of solutions of fully nonlinear equations which are
conormal to a surface, with the assumption that the surface is a priori known to be C∞. We will
prove the following for the convenience of the reader:
Proposition 3.2. Let Ω ⊂ Rn be open subset and P (y,D) be a C∞ second order strictly hyperbolic
operator. Assume that Ω is bicharacteristically convex with respect to P (y,D) and let t be a time
function for P (y,D). Let Σ ⊂ Ω be a C∞ closed hypersurface that is characteristic for P (y,D). If
u satisfy (2.4) and u ∈ Iµ(Ω∩ {t < 0},Σ), and µ+ n4 − 12 < −1, then u ∈ Iµ(Ω,Σ). Moreover, if a
is the principal symbol of u, and p is the principal symbol of P (y,D), then (LHp + c)a = 0, where
LHp is the Lie derivative with respect to the Hamilton vector field Hp and c is the subprincipal
symbol of P (y,D).
Proof. We know that u ∈ Iµ(Ω,Σ) because of the work of Bony [7]. We are interested in the
evolution of its symbol.
Since u ∈ Iµ(Ω,Σ), we know from a result of Rauch and Reed [32], see Proposition 5.2 below,
that for µ+ n4 < −12 , Iµ(Ω,Σ) is a C∞ algebra and therefore P (y,D)u = f(y, u) ∈ Iµ(Ω,Σ). But
on the other hand, since Σ is characteristic for P (y,D), it follows from Theorem 25.2.4 of [18] that
P (y,D)u ∈ Iµ+1(Ω,Σ) and its principal symbol is equal to (LHp + c)a, where a is the principal
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U
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Q
Figure 5. Propagation of conormality along Q from W˜ and U where Q remains
smooth and W˜ and U do not intersect the hypersurfaces.
symbol of u, LHp is the Lie derivative with respect to the Hamilton vector field Hp and c is the
subprincipal symbol of P (y,D). But since in fact P (y,D)u = f(y, u) ∈ Iµ(Ω,Σ), we conclude that
(LHp + c)a = 0. This ends the proof of the Proposition. 
Since Q is a C∞ hypersurface away from Γ, Proposition 3.2 implies the following result regard-
ing the principal symbol of u on the conormal bundle to Q as time evolves, but away from the
hypersurfaces and before caustics eventually form on Q :
Theorem 3.3. Let Ω, P (y,D), t, f(y, u), Σj ⊂ Ω, 1 ≤ j ≤ 3, Γ, and Q be as defined above. Let
q ∈ Γ and let W ⊂ Ω be a neighborhood of q such that Q is C∞ in W and for any open subset
W˜ ⊂ W such that W˜ ∩ Σj = ∅, j = 1, 2, 3, u ∈ I3m−n4 (W˜ ,Q), 3m < −12 . Suppose for a given
W˜ there exists another open subset U which is bicharacterisically convex and is contained in the
domain of influence of W˜ and U ∩ Σj = ∅, j = 1, 2, 3, see Fig.5. Suppose that Q ∩ U is C∞, then
u ∈ I3m−n4 (U,Q) and its principal symbol a ∈ Sµ(N∗Q,Ω
1
2
N∗Q) satisfies (LHp + c)a = 0 on N
∗Q \ 0,
where LHp is the Lie derivative with respect to Hp, and c is the subprincipal symbol of P.
However, eventually Q may develop caustics and Theorem 3.3 is no longer valid. This can
happen for instance if n = 3 and P (y,D) = D2t −∆g, where ∆g is the Laplacian with respect to
a Riemannian metric g. If the metric g has conjugate points, geodesics emanating from one point
(the tip of the cone) intersect at another point, and this causes a singularity on the cone Q, see
Fig.6. There are results on the propagation of conormal singularities for smilinear wave equations
in the presence of caustics. The case of the cusp caustic was studied by Melrose [25, 26] and
Beals [3], the swallowtail caustic was studied by Delort [13], Joshi and Sa´ Barreto [19], Lebeau [21]
and Sa´ Barreto [35]. Beals [4] and Melrose and Sa´ Barreto [28] analyzed the case of the interaction
of a cusp and a plane.
The remainder of the paper is divided in three sections. In Section 4 we outline the main ideas
of the proof of Theorem 3.1. In Section 5 we introduce the necessary spaces distributions and
we recall the results of Melrose and Ritter [27], Bony [9, 10] and Sa´ Barreto [33, 34] about the
interactions of conormal waves and in section 6 we prove Theorem 3.1.
4. Outline of the Proof of Theorem 3.1
We explain the main ideas of the proof in a simplified version of the theorem. Here we shall
suppose that Ω is small enough that there exist local coordinates
y = (y′, y′′), y′ = (y1, y2, y3) such that Σj = {yj = 0}, j = 1, 2, 3,
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Figure 6. A swallowtail singularity formed in the light cone emanating from
a point in two space dimensions. This can be due to the existence of conjugate
points of the geodesic flow in the case P = D2t − ∆g, g a Riemannian metric in
R
2. The solution to (2.4) would remian conormal to Q away from the caustic, but
other singularities could be generated by the caustic. This figure resembles one
after equation 5.1.24 in Duistarmaat’s book [14].
valid in Ω. We denote F (y, u) = Y(y)f(y, u) and analyze the singularities of the solution of
P (y,D)u = F (y, u),
u = v1 + v2 + v3 for t < −1.(4.1)
If s > n2 , it is well known that H
s
loc(Ω) is a C
∞ algebra – it is closed under composition with C∞
functions. If v ∈ Hsloc(Ω), equation (2.4) can be solved by using a contraction mapping argument
to show that, for small enough Ω, there exists a unique u ∈ Hsloc(Ω) that satisfies
u = v + E+(F (y, u)),(4.2)
where E+ is the forward fundamental solution of P and
E+ : H
s
loc(Ω) −→ Hs+1loc (Ω).
Now to analyze the propagation of singularities, we assume that the solution exists and proceed
as in [2] and [36]. We take advantage of the fact that E+(F (y, u)) is smoother than u, we iterate
this formula and obtain
u = v + E+[F (y, v + E+(F (y, u)))].
We shall appeal to the work of Rauch and Reed [32] and Piriou [29] which show that that if
vj ∈ Im−n4+ 12 (Ω,Σj) with m < −1, and Σj = {yj = 0}, then vj = νj + Ej , where νj = ykjwj ,
k = k(m) is the non-negative integer such that −m − 2 ≤ k(m) < −m − 1, Ej ∈ C∞ and
wj ∈ Im−n4+ 12+k(m)(Ω,Σj). We then write
v = v1 + v2 + v3 = ν + E, ν = ν1 + ν2 + ν3, E ∈ C∞,
W = E+ E+(F (y, u)), and so u = ν + E+ E+[F (y, ν(y) +W)].
(4.3)
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Since ν = 0 at Γ, W = u at Γ. We then expand F (y, ν(y) +W) in Taylor series in ν centered at
W :
F (y, ν(y) +W) = F (y,W) + (∂uF )(y,W)ν +
1
2
(∂2uF )(y,W)ν
2 +
1
6
(∂3uF )(y,W)ν
3+
ν4
6
∫ 1
0
(∂4uF )(y, tW+ (1− t)ν)(1− t)3 dt.
We will work introduce a variation of the spaces introduced by Beals [2], see Definition 5.9. These
spaces will be used to filter singularities and to show that:
Claim 1: The term
R(y) = F (y,W) + (∂uF )(y,W)u+
1
2
(∂2uF )(y,W)ν
2 +
ν4
6
∫ 1
0
(∂4uF )(y, tW+ (1− t)ν)(1− t)3 dt
is smoother than
1
6
(∂3uF )(y,W)ν
3.
Claim 2: We will show that,
1
6
(∂3uF )(y,W)ν
3 = (∂3uF )(y,W)(ν1ν2ν3) + smoother terms.
However, the term (∂3uF )(y,W)(ν1ν2ν3) still does not say vey much about the singularities of u
because of course W depends on u.
Claim 3: We will show that,
(∂3uF )(y,W)(ν1ν2ν3) = (∂
3
uF )(0, 0, 0, y
′′,W(0, 0, 0, y′′))(ν1ν2ν3) + smoother terms.
But according to (4.3), W(0, 0, 0, y′′) = u(0, 0, 0, y′′).
5. Spaces of Distributions
We first recall the definition of the class of conormal distributions to a C∞ closed submanifold
M ⊂ Ω of codimension k. Let VM denote the Lie algebra of C∞ vector fields tangent to Σ.
As in Ho¨rmander [17], we say that u ∈ Im(Ω,M), m ∈ R, and u is a conormal distribution to
M of order m, if for any N ∈ N0,
V1V2 . . . VNu ∈ ∞H loc−m−n
4
(Ω), Vj ∈ VM.
The definition of ∞H loc−m−n
4
(Ω) can be found in Appendix B of [17]. It follows from the definition
of Besov spaces that
Im(Ω,M) ⊂ Im′(Ω,M), m ≤ m′.(5.1)
In general, if W is a Lie algebra and C∞ module of C∞ vector fields, the space of conormal
distributions with respect to W is defined to be
IHsloc(Ω,W) = {u ∈ Hsloc(Ω) : V1V2 . . . VNu ∈ Hsloc(Ω), s ∈ R, Vj ∈W, N ∈ N0}.(5.2)
This can also be defined in terms of Besov spaces, instead of Sobolev ones. We will consider spaces
of conormal distributions related to the interaction of waves.
Let Σj ⊂ Ω j = 1, 2, 3 be closed C∞ hypersurfaces which intersect transversally at Σi∩Σj = Γij
i 6= j, and at Γ = Σ1 ∩ Σ2 ∩ Σ3. Let Q be defined as above. The following Lie algebras and C∞
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modules of C∞ vector fields will play an important role in this paper:
Wj , denotes the C
∞ vector fields tangent to Σj, j = 1, 2, 3,
Wjk denotes the C
∞ vector fields tangent to Σj ∪ Σk, j = 1, 2, 3, j 6= k,
W123 denotes the C
∞ vector fields tangent to Σ1 ∪Σ2 ∪Σ3,
W123,Q denotes the C
∞ vector fields tangent to Σ1 ∪Σ2 ∪ Σ3 ∪ Q.
(5.3)
These Lie algebras are locally finitely generated. In local coordinates y = (y′, y′′), y′ = (y1, y2, y3),
where Σj = {yj = 0}, j = 1, 2, 3, we have
Wj = C
∞ − span of {yj∂yj , ∂yk , k 6= j},
Wjk = C
∞(Ω)− span of {yj∂yj , yk∂yk , ∂ym , m 6= j, k, },
W123 = C
∞(Ω)− span of {y1∂y1 , y2∂y2 , y3∂y3 , ∂ym , m ≥ 4}.
(5.4)
W123,Q is also finitely generated, see [27].
The class of symbols Sr(Rn×Rk) is defined as the space of C∞(Rn×Rk) functions that satisfy
|DαyDβη′b(y, η′)| ≤ Cα,β(1 + |η′|)r−|β|, α ∈ N0n, β ∈ N0k.(5.5)
These spaces satisfy
Sr(Rn−k × Rk) ⊂ Sr′(Rn−k × Rk), r ≤ r′.(5.6)
Theorem 18.2.8 of [17] says that u ∈ Im(Ω,M) if and only if u ∈ C∞(Rn+1 \ M) and in a
neighborhood of any point p ∈M, in local coordinates where
y = (y′, y′′), y′ = (y1, y2, . . . , yk), such that M = {y1 = y2 = . . . = yk = 0},(5.7)
u is given by
u(y) =
∫
Rk
eiy
′·η′a(y, η′) dη′, a ∈ Sm+n−2k4 (Rny × Rkη′).(5.8)
If one multiplies a conormal distribution u ∈ Im(Ω,M) by a C∞ function f which vanishes on
M, fu ∈ Im′(Ω,M), with m′ < m. This is made precise in the following
Proposition 5.1. (Proposition 18.2.3 of [17]). Let M ⊂ Ω be a C∞ submanifold of codimension
k. Let u ∈ Im(Ω,M) and let y = (y′, y′′), be local coordinates as in (5.7). If α ∈ N0k, then
y′αu ∈ Im−|α|(Ω,M).
Therefore, if u ∈ Im(Ω,M) satisfies (5.8), and y = (y′, y′′), satisfy (5.7), its Taylor expansion
about {y′ = 0} satisfies
a(y′, y′′, η′)−
∑
|α|≤k
1
α!
y′
α
∂αy′a(0, y
′′, η′) = O(|y′|k+1),
and therefore, by Borel summation formula,
u(y) =
∫
Rk
eiy
′·η′a(0, y′′, η′)dη′ +
∫
Rk
eiy
′·η′b(0, y′′, η′)dη′ + E, where E ∈ C∞, and
b(0, y′′, η′) ∼
∑
|α|≥1
i|α|
α!
∂αy′∂
α
η′a(0, y
′′, η′) ∈ Sm−1+n−2k4 (Rny × Rkη′).
(5.9)
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The principal symbol of u is defined to be
[a(0, y′′, η′)] ∈ Sm+n−2k4 (Rn−k × Rk)/Sm−n−2k4 −1(Rn−k × Rk),
which is the equivalence class of a(0, y′′, η′) in this quotient.
However, this definition is not coordinate invariant. Following [17], this issue is resolved if one
thinks of conormal distributions as distributions acting on half-densities Γ
1
2
Ω and their principal
symbol as an element of the half-density bundle Γ
1
2
N∗M on the conormal bundle N
∗(M). In local
coordinates (y′, y′′, η′, η′′) this is given by
a(0, y′′, η′)|dy′′| 12 |dη′| 12 ∈ Sm+n4 (N∗M,Γ
1
2
N∗M).(5.10)
One needs to realize that |dη′| 12 is homogeneous of degree k2 , and so this is a symbol of the order
stated above.
We conclude that the principal symbol map is the isomorphism
Sm+
n
4 (N∗M,Γ
1
2
N∗M)/S
m+n
4
−1(N∗M,Γ
1
2
N∗M) −→ Im(Ω,M; Γ
1
2
Ω)/I
m−1(Ω,M; Γ
1
2
Ω)
[a] 7−→ [u].
5.1. Further Properties of Conormal Distributions. First, we recall a result due to Rauch
and Reed, Proposition 2.1 of [32] which is very important in the study of nonlinear equations:
Proposition 5.2. Let Σ ⊂ Ω be a closed C∞ hypersurface, and let uj, j = 1, 2, . . . , N be a family
of distributions in Im−
n
4
+ 1
2 (Ω,Σ), with m < −1. If f(y, x1, . . . , xn) ∈ C∞, then f(y, u1, . . . , uN ) ∈
Im−
n
4
+ 1
2 (Ω,M).
Next we recall properties of conormal distributions established by Rauch and Reed [32] and
Piriou [29]. Let u ∈ Im−n4+ 12 (Ω,Σ), m < −1 where Σ is a C∞ closed hypersurface on Ω and in
local coordinates (5.7), Σ = {y1 = 0}. Then
u(y) =
1
2π
∫
R
eiy1η1a(y′′, η1)dη1 + E, a ∈ Sm(Rn−1 × R), E ∈ C∞.
One can show that if m < −1, and k(m) is the non-negative integer such that −m− 2 ≤ k(m) <
−m− 1, then by modifying the symbol of u on a compact set in η1 we have
u(y) = yk1vk(y) + E, such that E ∈ C∞, and
vk(y) =
∫
R
eiy1η1bk(y
′′, η1)dη1, bk ∈ Sm−
n
4
+ 1
2
+k, 0 ≤ k ≤ k(m).(5.11)
see for example [29], or [36] details. We then define, as in [29,32],
Definition 5.3. Let Σ ⊂ Ω be a C∞ closed hypersurface. For m < −1, the space
o
Im−
n
4
+ 1
2 (Ω,Σ)
consisting of elements u ∈ Im−n4+ 12 (Ω,M) which in local coordinates where Σ = {y1 = 0}, can be
written as u = yk1vk, with vk ∈ Im−
n
4
+ 1
2
−k(Ω,M), k ≤ k(m). As above, k(m) is the only positive
integer in the interval [−m− 2,−m− 1).
And one can prove, see [29,32,36]
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Proposition 5.4. Let Σ ⊂ Ω be a C∞ closed hypersurface, and let u ∈ Im−n4+ 12 (Ω,M), with
m < −1, then
u(y) = v(y) + E, v ∈
o
Im−
n
4
+ 1
2 (Ω,Σ), E ∈ C∞.(5.12)
As a consequence of the definition of
o
Im−
n
4
+ 1
2 (Ω,Σ) and Proposition 5.2 we have:
Proposition 5.5. Let M ⊂ Ω be a closed C∞ hypersurface and let uj ∈
o
Im−
n
4
+ 1
2 (Ω,M), 1 ≤ j ≤ N,
and m < −1. Then u1u2 . . . uN ∈ Im−n4+ 12−(N−1)k(m)(Ω,M). In particular, if u ∈
o
Im−
n
4
+ 1
2 (Ω,M),
then uN ∈ Im−(N−1)k(m)−n4+ 12 (Ω,M)
We introduce spaces of distributions that will be used in the proof of Theorem 3.1.
5.2. Conormal Distributions Associated with Double and Triple Interactions. We briefly
recall the results of Bony [8, 9] and Melrose and Ritter [27] about the evolution of one wave and
the double and triple transversal interactions.
Bony [7, 8] proved the following result regarding the propagation of conormal regularity with
respect to one hypersurface and two transversal hypersurfaces, see also [27]:
Theorem 5.6. Let u ∈ Hsloc(Ω), s > n2 , satisfy P (y,D)u = f(y, u), f ∈ C∞. Let Σ1 and Σ2 be
closed C∞ hypersurfaces in Ω intersecting transversally, and let W1 and Wjk be the Lie algebras
of C∞ vector fields defined in (5.3):
1. If u ∈ IHsloc(Ω,W1) in t < 0, then u ∈ IHsloc(Ω,W1).
2. If u ∈ IHsloc(Ω,W12) in t < 0, then u ∈ IHsloc(Ω,W12).
Let W123 denote the Lie algebra of C
∞ vector fields tangent to Σj, j = 1, 2, 3. The purpose of
this paper is to show that in general
if u ∈ IHsloc(Ω,W123) in t < 0, then u 6∈ IHsloc(Ω,W123),
since singularities will form on Q. One may ask whether
if u ∈ IHsloc(Ω,W123Q) in t < 0 implies that u 6∈ IHsloc(Ω,W123Q),
where W123Q denotes the Lie algebra of C
∞ vector fields tangent to Σj, j = 1, 2, 3, and Q. The
answer is not known to the author, because the Lie algebra W123Q is too degenerate at Γ, but one
can construct smaller spaces which coincide with IHsloc(Ω \ Γ,W123Q), locally in Ω \ Γ, but with
vector fields that are less degenerate at Γ, that do propagate. This can be done by blowing-up Γ
as in [27, 33] or by using second microlocalization as in [9, 10]. As in [33, 34], one can construct a
space of distributions denoted by J(Ω) which satisfies the following
1. IL2loc(Ω,W123) ⊂ J(Ω) ⊂ IL2loc(Ω,W123Q),
2. If Pu = f(y, u) and u ∈ IL2loc(Ω ∩ {|t| > ε},W123Q), then u ∈ J(Ω ∩ {|t| > ε}) for any ε > 0,
and such that
Theorem 5.7. Let u ∈ Hsloc(Ω), s > n2 , satisfy P (y,D)u = f(y, u), f ∈ C∞. Let Σj , j = 1, 2, 3
be closed C∞ characteristic hypersfurfaces intersecting transversally at Γ and let Q be as defined
above. If u ∈ J(Ω ∩ {t < 0}) then u ∈ J(Ω).
The space J(Ω) is defined using blow-up techniques of Melrose and Ritter [27] and microlocal
methods [33]. We do not define it to avoid a lengthy discussion that would not be relevant to the
rest of the paper, and refer the reader to [27,33,34] for more details.
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5.3. Other Spaces Associated with the Triple Interaction. In this section we introduce
a generalization of the spaces defined by Beals [2], which he used to prove Theorem 3.1 in the
particular case where n = 3, f(y, u) = a(y)u3, P (y,D) has constant coefficients and the initial data
is vj = y
m
j+, m ∈ N0. The spaces introduced by Beals were also used by Sa´ Barreto and Wang [36]
to analyze the formation of singularities in the triple interaction when n = 3, P (y,D)u = f(y, u),
where f(y, u) is a polynomial of arbitrary degree in u with C∞ coefficients.
First we need to prove that one can always choose local coordinates y = (y1, y2, y3, y
′′) such that
the surfaces Σj, j = 1, 2, 3 and the operator P (y,D) are simultaneously put in normal form. A
similar result was proved for n = 3 in [36].
Theorem 5.8. Let Ω ⊂ Rn be an open subset, let P (y,D) be a second order strictly hyperbolic
operator in Ω. Let Σj ⊂ Ω, j = 1, 2, 3, be closed C∞ hypersurfaces that are characteristic for
P (y,D) and intersect transversally at Γjk = Σj ∩ Σk and at Γ = Σ1 ∩ Σ2 ∩ Σ3. We have the
following normal forms for Σj and P (y,D) :
NF.1 If q ∈ Σ1 \ (Σ2 ∪ Σ3), there exist local coordinates y = (y1, y′′) near q such that
Σ1 = {y1 = 0} and
P (y,D) =
n∑
j=2
b1j(y)∂y1∂yj +
n∑
j,k=2
bjk(y)∂yj∂yk + L,
(5.13)
where b1j ∈ C∞, ajk ∈ C∞ and L is a differential operator of order one. Similar formulas
hold near Σj, j = 2, 3.
NF.2 For q ∈ (Σ1 ∩ Σ2) \Σ3, there exist local coordinates y = (y1, y2, y′′) near q such that
Σj = {yj = 0}, j = 1, 2, and
P (y,D) = b12(y)∂y1∂y2 +
n∑
j=3
b1j(y)∂y1∂yj +
n∑
j=3
b2j(y)∂y2∂yj +
n∑
j,k=3
bjk(y)∂yj∂yk + L,
(5.14)
where b12, ajk ∈ C∞, b12 6= 0 near Γ12, and L is a differential operator of order one. Similar
formulas hold near (Σ1 ∩ Σ3) \Σ2 and near (Σ2 ∩ Σ3) \ Σ1.
NF.3 For q ∈ Γ there exist coordinates y = (y1, y2, y3, y′′) valid in a neighborhood U of q such that
Σj = {yj = 0}, j = 1, 2, 3 and
P (y,D) = b12(y)∂y1∂y2 + b13(y)∂y1∂y3 + b23(y)∂y2∂y3 +
n∑
j=1,k=4
bjk(y)∂yj∂yk + L,
(5.15)
where L is a differential operator of order one. Since P (y,D) is strictly hyperbolic, bjk 6= 0,
j, k = 1, 2, 3, near Γ.
Proof. The proof of the last case contains the proofs of the other two cases, and we will concentrate
on it. We start by choosing coordinates Y = (Y1, Y2, Y3, Y
′′) near q ∈ Γ such that Σj = {Yj = 0},
j = 1, 2, 3. This can be done because the surfaces intersect transversally. Since Σj, j = 1, 2, 3, are
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characteristic for P (Y,D), we must have
P (Y,D) = a11(Y )Y1∂
2
Y1 + a12(Y )∂Y1∂Y2 + a13(Y )∂Y1∂Y3 + a22(Y )Y2∂
2
Y2 + a23(Y )∂Y2∂Y3+
a33(Y )Y3∂
2
Y3 +
n∑
j=1,k=4
ajk(Y )∂Yj∂Yk + L.
We want to find a change of variables Y = Ψ(Y ) which preserves the hypersurfaces Σj, j = 1, 2, 3,
such that (5.15) holds. We must have
yj = YjXj(Y ), j = 1, 2, 3, |Xj(Y )| > 0 near 0, yj =Wj(Y ), j ≥ 4
and therefore,
∂Y1 = (X1 + Y1∂Y1X1)∂y1 + Y2∂Y1X2∂y2 + Y3∂Y1X3∂y3 ,
∂Y2 = Y1∂Y2X1∂y1 + (X2 + Y2∂Y2X2)∂y2 + Y3∂Y2X3∂y3 ,
∂Y3 = Y1∂Y3X1∂y1 + Y2∂Y3X2∂y2 + (X3 + Y3∂Y3X3)∂y3 ,
∂Yk = Y1∂YkX1∂y1 + Y2∂YkX2∂y2 + Y3∂YkX3∂y3 +
n∑
j=4
∂YkWj∂yk 4 ≤ k ≤ n.
(5.16)
Therefore (5.15) transforms into
P (y,D) =
Z1
X1
y1∂
2
y1 +
Z2
Y2
y2∂
2
y2 +
Z3
X3
y3∂
2
y3 +A12∂y1∂y2 +A13∂y1∂y3+
A23∂y2∂y3 +
n∑
j=1,k=4
Ajk(Y )∂yj∂yk + L˜(y, ∂y),
where L˜ is a differential operator of order one.
Let Θj = Xj + Yj∂YjXj , then
Term.1 : Z1 satisfies
Z1(Y,X1,∇YX1) = a11Θ21 + a12Θ1∂Y2X1 + a13Θ1∂Y3X1 + Y1Y2a22(∂Y2X1)2 + Y1a23∂Y2X1∂Y3X1+
Y1Y3a33(∂Y3X1)
2 +
n∑
k=4
(a1kΘ1 + Y1a2k∂Y2X1 + Y1a3k∂Y3X1)∂YkX1 + Y1
n∑
j,k=4
ajk∂YjX1∂YkX1.
Term.2 : Z2 satisfies
Z2(Y,X2,∇YX2) = Y1Y2a11(∂Y1X2)2 + a12Θ2∂Y1X2 + Y2a13∂Y1X2∂Y3X2 + a22Θ22 + a23Θ2∂Y3X2+
Y2Y3a33(∂Y3X2)
2 +
n∑
k=4
(a2kΘ2 + Y2a1k∂Y1X2 + Y2a3k∂Y3X2)∂YkX2 + Y1
n∑
j,k=4
ajk∂YjX2∂YkX2.
Term.3 : Z3 satisfies
Z3(Y,X3,∇YX3) = Y1Y3a11(∂Y1X3)2 + Y3a12∂Y1X3∂Y2X3 + a13Θ3∂Y1X3 + Y2Y3a22(∂Y2X3)2+
a23Θ3∂Y2X3 + a33Θ
2
3 +
n∑
k=4
(a3kΘ3 + Y3a1k∂Y1X3 + Y3a2k∂Y2X3)∂YkX3 + Y1
n∑
j,k=4
ajk∂YjX3∂YkX3.
Therefore, P (y,D) satisfies (5.15) if and only if X1,X2 and X3 are such that
Z1(Y,X1,∇YX1) = Z2(Y,X2,∇YX2) = Z3(Y,X3,∇YX3) = 0.
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Notice that the system is not coupled, and each equation can be solved independently, and therefore
this case includes the other two cases of the Proposition.
Since a12(Y ) 6= 0, a13(Y ) 6= 0 and a23(Y ) 6= 0 and Θj 6= 0, for |Yj | small enough, j = 1, 2, 3, the
first order PDE for Z1 is non-characteristic with respect to Σ2 or Σ3. Therefore, fixed an initial
data X1(Y1, 0, Y3) (or X1(Y1, Y2, 0)), there exists a unique X1(Y ) which is C
∞ in a neighborhood
of q, satisfying Z1(Y,X1,∇YX1) = 0.
Similarly, the differential equation Z2 is non-characteristic with respect to Σ1 or Σ3 and the
one for Z3, is non-characteristic with respect to Σ1 or Σ2. Therefore, once suitable initial data is
chosen, they have unique solutions near q. 
Now we introduce a variation of the spaces defined by Beals [2].
Definition 5.9. Let Σj ⊂ Ω, j = 1, 2, 3, be C∞ closed hypersurfaces intersecting transversally at
Γjk = Σj ∩Σk and at Γ = Σ1∩Σ2∩Σ3. Given a point q ∈ Ω, fix a neighborhood U of q and fix local
coordinates y in U. We say that u ∈ Hs,k1,k2,k3loc (U, {y}), k1, k2, k3 ∈ R+ and s ∈ R, if u satisfies
the following conditions:
C1. u ∈ Hs+k1+k2+k3loc (U), provided U ⊂ Ω \ (Σ1 ∪ Σ2 ∪ Σ3).
C2. If q ∈ Σ1 \ (Σ2 ∪ Σ3), and y = (y1, y′′) y′′ = (y2, . . . , yn), are local coordinates such that
Σ1 = {y1 = 0}, and P (y,D) satisfies (5.13), u ∈ Hs,k1,k2,k3loc (U, {y}) if it satisfies
〈Dy′′〉k2+k3ϕu ∈ Hs+k1(U), ϕ ∈ C∞0 (U)(5.17)
and similarly for q ∈ Σ2 or Σ3.
C3. If q ∈ (Σ1 ∩ Σ2) \ Σ3, and y = (y1, y2, y′′) y′′ = (y3, . . . , yn) are local coordinates such that
Σj = {yj = 0}, j = 1, 2, and P (y,D) satisfies (5.14), u ∈ Hs,k1,k2,k3loc (U, {y}) if it satisfies
〈Dy1 ,Dy′′〉k1〈Dy2 ,Dy′′〉k2〈Dy′′〉k3ϕu ∈ Hs(U), ϕ ∈ C∞0 (U).(5.18)
Similarly for q ∈ Σ1 ∩ Σ3 or q ∈ Σ2 ∩ Σ3.
C4. If q ∈ Σ1 ∩ Σ2 ∩ Σ3 and in neighborhood U of q and in local coordinates y = (y1, y2, y3, y′′),
y′′ = (y4, . . . , yn), such that Σj = {yj = 0}, j = 1, 2, 3 and P (y,D) satisfies (5.15), u ∈
Hs,k1,k2,k3loc (U, {y}) if it satisfies
〈Dy1 ,Dy′′〉k1〈Dy2 ,Dy′′〉k2〈Dy3 ,Dy′′〉k3ϕu ∈ Hs(U), ϕ ∈ C∞0 (U).(5.19)
The main difficulty with working with these spaces is that they depend on the choice of the
coordinates that satisfy (5.17), (5.18) or (5.19). One should think that the correct way of defining
the spaces Hs,k1,k2,k3loc (Ω) in such that they are invariant, have properties P.1 to P.5 in Proposition
5.10 and satisfy Proposition 5.11 below would be to define them as the family of u ∈ Hsloc(Ω) such
that
W
k1
23W
k2
13W
k3
12 ϕu ∈ Hs(Ω), ϕ ∈ C∞0 (Ω),(5.20)
where Wjk are the Lie algebras of vector fields defined in (5.3). These spaces are, in principle,
smaller than the spaces defined above. This works perfectly for kj ∈ N0, and there would be no need
to put the operator in normal form in the definition or to prove Proposition 5.11 below. However,
working with this invariant formulation and kj ∈ N0, one would only be able to prove Theorem
3.1 for symbols in Sm− instead of Sm, and one would also need to assume that −m − 12 ∈ N0.
This would be less than desirable. To prove Theorem 3.1 one does need the spaces for kj ∈ R+
and there is no obvious way of extending the spaces (5.20) to include kj ∈ R+, and keeping the
properties P.4 and P.5.
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We will show that indeed distributions which are conormal to one hypersurface and are in
Hs,k1,k2,k3loc (U, {y}), kj ∈ N0, for some choice of {y}, also satisfy (5.20) in U. This in particular
shows that Iµ(Ω,Σj) ∩ Hs,k1,k2,k3loc (U, {y}), kj ∈ N0, does not depend of the choice of {y}. This
observation will allow us to circumvent this difficulty for solutions to a semilinear wave equation
(2.4) and which are conormal to Σj, j = 1, 2, 3 for t < −1. We show that the family of elements
of Hs,k1,k2,k3loc (U, {y}) which satisfy (2.4), with v conormal to Σ1 ∪ Σ2 ∪ Σ3 is independent of the
choice of {y}.
It is implicit in our proofs that enough conormal regularity of the solution for {t < −1} propa-
gates to Ω which implies that, at least for solutions of semilinear wave equations and for kj ∈ N0,
these definitions of Hs,k1,k2,k3loc (U
′{y}) coincide.
First we need to establish properties of composition of functions with elements ofHs,k1,k2,k3loc (U, {y})
and we collect them in the following
Proposition 5.10. Let Σj ⊂ Ω, j = 1, 2, 3, be C∞ closed hypersurfaces intersecting transversally
at Γjk = Σj ∩ Σk and at Γ = Σ1 ∩ Σ2 ∩ Σ3. Given a point q ∈ Ω and a neighborhood U of q, and
coordinates y valid in U which satisfy one of the assumptions of Definition 5.9, the corresponding
spaces Hs,k1,k2,k3loc (U, {y}) satisfy the following properties:
P.1 Hs,k1,k2,k3loc (U, {y}) ⊂ H
s′,k′
1
,k′
2
,k′
3
loc (U, {y}), provided s ≥ s′, kj ≥ k′j, j = 1, 2, 3. In view of that
we define
Hs−,k1,k2,k3loc (U, {y}) =
⋂
ε>0
Hs−ε,k1,k2,k3loc (U, {y}),
Hs,∞,k2,k3loc (U, {y})
⋂
k1∈R+
Hs,k1,k2,k3loc (U, {y}), and similarly for other indices.
P.2 If aj > 0 and a1 + a2 + a3 = 1, then
Hs+1,k1,k2,k3loc (U, {y}) ⊂ Hs,k1+a1,k2+a2,k3+a3loc (U, {y}).(5.21)
P.3 If s ≥ 0 and kj > n6 , then
Hs−,k1,k2,k3loc (U, {y}) ⊂ L∞loc(U).(5.22)
P.4 If kj >
n
6 , then H
0−,k1,k2,k3
loc (U, {y}) is closed under multiplication, and for δ > 0 small enough
||ϕuϕv||−δ,k1,k2,k3 ≤ C||ϕu||−δ,k1,k2,k3 ||ϕv||−δ,k1,k2,k3 .(5.23)
P.5 If kj >
n
6 + 1, j = 1, 2, 3, s ∈ N0, and f(y, z) ∈ C∞(U × R),
if u ∈ Hs−,k1,k2,k3loc (U, {y}), then f(y, u) ∈ Hs−,k1,k2,k3loc (U, {y}),
Moreover, if u is supported in a compact subset K ⋐ U, and if
||u|||−δ,k1,k2,k3 ≤ Cδ,
for δ small enough, and ϕ ∈ C∞0 , then there exists a constant C˜, depending on δ, f, ϕ such
that
||ϕf(y, u)|||−δ,k1,k2,k3 ≤ C˜.(5.24)
We will prove this Proposition in an appendix at the end of the paper. The proofs of items
P.1 and P.2 easily follow from the definition. The proof of P.3 and P.4 when n = 3, are left as
exercise for the reader in [2]. The proof for n > 3 is more technical and we include it here for
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completeness. Property P.5 is not stated in [2], even in the three dimensional case. Property P.5
is enough for our purposes, but it is not sharp, s ≥ 0 and kj > n6 , j = 1, 2, 3, should be enough.
Next we establish mapping properties for the fundamental solution of P (y,D) acting on the
spaces Hs,k1,k2,k3loc (U, {y}). The case n = 3 was proved in [36].
Proposition 5.11. Let Σj ⊂ Ω, j = 1, 2, 3, be C∞ closed hypersurfaces intersecting transversally
at Γjk = Σj ∩ Σk and at Γ = Σ1 ∩ Σ2 ∩ Σ3. Let q ∈ Ω, let U be a neighborhood of q and let y
be coordinates in U which satisfy the assumptions of Definition 5.9. for s ∈ R and kj ∈ R+, let
Hs,k1,k2,k3loc (U, {y}) be the corresponding spaces defined in either (5.17), (5.18) or (5.19). Suppose
that U is bicharacteristically convex with respect to P (y,D). If E+ denotes the forward fundamental
solution to P (y,D) and ϕ,ψ ∈ C∞0 (U), then
ψE+ϕ : H
s,k1,k2,k3(U, {y}) −→ Hs+1,k1,k2,k3(U, {y}),(5.25)
is a bounded linear operator in term of the norms given by (5.19).
Proof. We analyze the case where q ∈ Σ1 ∩Σ2∩Σ3. The proofs of the other cases are very similar.
We start by proving this result for kj ∈ N0, j = 1, 2, 3. This is based on a commutator method
due to Bony [7, 8], see also Melrose and Ritter [27]. In this case, the operator P (y,D) is given by
(5.15) and then
[P (y,D), ∂y1 ] = (∂y1b12)∂y1∂y2 + (∂y1b13)∂y1∂y3 + (∂y1b23)∂y2∂y3 +
n∑
j=1,k=4
(∂y1bjk(y))∂yj∂yk + L
∗,
where L∗ is a differential operator of order one. Since P (y,D) is strictly hyperbolic, b23 6= 0, and
using the formula for P (y,D) given by (5.15) we can write
(∂y1b23)∂y2∂y3 =
∂y1b23
b23
(P − b12∂y1∂y2 − b13∂y1∂y3 −
n∑
j=1,k=4
bjk(y)∂yj∂yk −L),
and therefore we obtain
[P (y,D), ∂y1 ] = a1(y)P (y,D) + L11(y,D)∂y1 +
n∑
k=4
L1k∂yk + L˜1.(5.26)
We can argue in the same way to obtain
[P (y,D), ∂ym ] = am(y)P (y,D) + Lm1(y,D)∂y1 +
n∑
k=4
Lmk∂yk + Lm, m = 4, . . . n.(5.27)
Therefore, if P (y,D)u = f, UT1 = (u, ∂y1u, ∂y4u, . . . , ∂ynu) and F
T
1 = (f, ∂y1f, . . . , ∂ynf), one gets
a system
P1U1 = M1F1 ∈ Hsloc(Ω),
where P1 is a matrix of operators with diagonal principal part P (y,D) Id, M1 is a matrix of C
∞
functions. Since P is a strictly hyperbolic system, we conclude that U1 ∈ Hs+1(Ω).
Using the fact that for any three operators (as long as the compositions are well defined),
[A,BC] = B[A,C] + [A,B]C,(5.28)
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we deduce from (5.26) and (5.27) that, for m ≥ 4,
[P (y,D), ∂y1∂ym ] = A1m(y)P +B1m(y)∂y1P + C1m(y)∂ymP + L1(y,D)∂y1 + Lm(y,D)∂ym+
L11(y,D)∂
2
y1 + L1m(y,D)∂y1∂ym +
n∑
k=4
L1k∂y1∂yk +
n∑
k=4
L1k∂ym∂yk .
We can rewrite this as
[P (y,D), ∂y1∂ym ] =
1∑
|β|=0
aβ(y)(∂y1 , ∂ym)
βP (y,D) +
2∑
|β|=0
Lβ(y,D)(∂y1 , ∂y′′)
β ,
where aβ ∈ C∞ and Lβ are differential operators with C∞ coefficients of order one.
Using (5.28) and induction we arrive at
[P (y,D), (∂y1 , ∂y′′)
α] =
|α|−1∑
|β|=0
aβ(y)(∂y1 , ∂y′′)
βP (y,D) +
|α|∑
|β|=0
Lβ(∂y1 , ∂y′′)
β.
Using the same argument, we have
[P (y,D), (∂y1 , ∂y′′)
α1(∂y2 , ∂y′′)
α2(∂y3 , ∂y′′)
α3 ] =
3∑
j=1
|αj |−1∑
|βj |=0
aβ1,β2,β3(y)(∂y1 , ∂y′′)
β1(∂y2 , ∂y′′)
β2(∂y3 , ∂y′′)
β3P (y,D)+
3∑
j=1
|αj |∑
|βj |=0
Lβ1,β2,β3(y,D)(∂y1 , ∂y′′)
β1(∂y2 , ∂y′′)
β2(∂y3 , ∂y′′)
β3 .
If
UT = (u, (∂y1 , ∂y′′)
β1(∂y2 , ∂y′′)
β2(∂y3 , ∂y′′)
β3u) and FT = (f, (∂y1 , ∂y′′)
β1(∂y2 , ∂y′′)
β2(∂y3 , ∂y′′)
β3f),
we obtain a system
PU = F,
where P is a square matrix of differential operators of order two, and its principal part is P (y,D) Id .
So the system is strictly hyperbolic, and conclude that U ∈ Hs+1loc (Ω).
This proves the result for kj ∈ N0, j = 1, 2, 3. The case kj ∈ R+ follows from the Stein-Weiss
interpolation Theorem [37], and we refer the reader to the proof of Proposition 2.13 of [36] for
more details. 
Now we consider the invariance of Hs,k1,k2,k3loc (U, {y}) under change of variables. If U ∩ Σj = ∅,
j = 1, 2, 3, then it is well known that Hs,k1,k2,k3loc (U, {y}) = Hs+k1+k2+k3loc (U) is independent of the
choice of coordinates. The other cases are more subtle and we introduce the following spaces:
Definition 5.12. If U ⊂ Ω is an open subset, we say that u ∈ Hs,k1,k2,k3loc (U) if given any two sets
of local coordinates y and Y which are defined in U and satisfy the same one of the conditions of
Definition 5.9, and Y = Ψ−1(y), u ∈ Hs,k1,k2,k3loc (U, {y}) if and only if Ψ∗u ∈ Hs,k1,k2,k3loc (U, {Y }).
We say that u ∈ Hs,k1,k2,k2loc (Ω) if for every open subset U ⊂ Ω equipped with local coordinates as
in Definition 5.9, ϕu ∈ Hs,k1,k2,k3(U) for all ϕ ∈ C∞0 (U).
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Proposition 5.13. Let Σ1 ⊂ Ω be as above. Then for any U ⊂ Ω which has local coordinates
valid in U such that the condition C.2 of Definition 5.9 holds, u ∈ Iµ(U,Σ1)∩Hs,k1,k2,k3loc (U, {y}) =
H
s,k1,k2,k3
loc (U). In other words, the space u ∈ Iµ(U,Σ1) ∩ Hs,k1,k2,k3loc (U, {y}) is invariant under
change of variables that fix Σ1.
Proof. Let {y} be local coordinate sin U such that Σ1 = {y1 = 0}. A change of coordinates
Y = Ψ(y) in U that fixes Σ1, must satisfy
Y1 = y1X1(y), |X1(y)| > 0, Y ′′ = Y ′′(y), j = 2, 3, . . . , n, or
y1 = Y1Z1(y), |Z1(Y )| > 0, y′′ =W ′′(Y ), j = 2, 3, . . . , n,
(5.29)
and hence
∂y1 = (X1 + y1∂y1X1)∂Y1 + ∂y1Y2∂Y2 + ∂y1Y3∂Y3 ,
∂yj = (
1
X1
∂yjX1)Y1∂Y1 +
n∑
k=2
∂yjYk∂Yk , j = 2, 3, . . . , n.
(5.30)
According to (5.17), if kj ∈ N0, j = 1, 2, 3, u ∈ Hs,k1,k2,k3loc (Ω), if
〈∂y1 , ∂y′′〉k1〈∂y′′〉k1+k2ϕu ∈ Hs, ϕ ∈ C∞0 (U).(5.31)
Notice that if u ∈ Iµ(Ω,Σ1), then u ∈ C∞(Ω \Σ1), so it is in Hs,k1,k2,k3loc (U) for any open subset
U ⊂ Ω \Σ1 and all s, kj ∈ R, j = 1, 2, 3, and in this case the choice of coordinates is irrelevant. So
we may assume that U is small enough so that u is given by an oscillatory integral
ϕu(y) =
∫
R
eiy1η1a(y′′, η1)dη1, a1 ∈ Sµ+n4− 12 (Rn−1 × R),
with a(y′′, η1) compactly supported in y
′′, but then (5.31) is equivalent to that
〈Dy1〉k1u ∈ Hs(U) or a(y′′, η1)(1 + |η1|)k1+s ∈ L2(Rn), α ∈ N0n−1.
But of course, the pull-back of ϕu by Ψ is a conormal distribution to Σ1 and using (5.29) it
would also be given by an oscillatory integral
Ψ∗(ϕu)(Y ) =
∫
R
eiY1Z1(Y )η1a(W ′′(Y ), η1) dη1,
If one sets Z1(y)η1 = ξ, then as in the proof of Theorem 18.2.9 of [17],
Ψ∗u(Y ) =
∫
R
eiY1ξa(W ′′(Y ), (Z1(Y ))
−1ξ)(Z1(y))
−1 dξ =
∫
R
eiY1ξb(Y ′′, ξ)dξ + E,
where E ∈ V∞ and
b(Y ′′, ξ) ∼
∞∑
j=0
1
j!
〈DY ′′ ,Dξ〉ja(W ′′(0, Y ′′), (Z1(0, Y ′′))−1ξ)(Z1(0, Y ′′))−1,
and since there exists a constant C such that 1C ≤ |Z1(0, y′′)| ≤ C, it follows that
a(y′′, η1)(1 + |η|)s+k1 ∈ L2(Rn) if and only if b(Y ′′, ξ)(1 + |ξ|)s+k1 ∈ L2(Rn).
This ends the proof of Proposition 5.13. 
We will need the following result about the inclusion of distributions conormal to a hypersurface
into Hs,k1,k2,k3loc (Ω) :
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Proposition 5.14. Let Ω ⊂ Rn be an open neighborhood of the origin and y = (y1, y2, y3, y′′), be
coordinates in Ω such that Σj = {yj = 0}, j = 1, 2, 3. If vj ∈ Im−n4+ 12 (Ω,Σj), j = 1, 2, 3 and s ≥ 0,
then
vj ∈ Hsloc(Ω), s < −m−
1
2
, j = 1, 2, 3,
v1 ∈ Hr,κ,∞,∞loc (Ω), v2 ∈ Hr,∞,κ,∞loc (Ω) and v3 ∈ Hr,∞,∞,κloc (Ω),
provided κ ≥ 0, r ≥ 0 and κ+ r < −m− 1
2
,
(5.32)
The proof is a very simple application of the Fourier transform and details (for n = 3) can be
found in the proof of Proposition 2.15 of [36].
Next we consider solutions of semilinear wave equations which are in Hs,k1,k2,k3loc (U, {y}).
Proposition 5.15. Let q ∈ Ω ∩ {t = c}, and let U ⊂ U ′ ⊂ Ω be relatively compact open subsets.
Suppose that U is bicharacteristically convex with respect to P (y,D). Moreover, suppose that there
exist local coordinates y in U ′ such that one of the normal forms required in Definition 5.9 holds
in U ′ and let Hs−,k1,k2,k3(U, {y}) denote the restriction of functions u ∈ Hs−,k1,k2,k3loc (U ′, {y}) to U.
Suppose that u ∈ Hsloc(Ω), s > n2 , satisfies (2.4) and u ∈ Hs−,k1,k2,k3(U ∩ {t < c}, {y}), with
s ≥ 0, and kj > n2 + 3, j = 1, 2, 3, then u ∈ Hs−,k1,k2,k3loc (U, {y}).
Proof. Let χ ∈ C∞(R), be such that χ(t) = 1, t > c− δ and χ = 0 for t < c− 2δ, then
P (y,D)(χu) = χf(y, u) + [P (y,D), χ]u.
Notice that [P (y,D), χ]u ∈ Hs−1−,k1,k2,k3loc (U) is supported in t ∈ [c− 2δ, c − δ]. If
P (y,D)v = [P (y,D), χ]u,
v = 0, t < c− 2δ,
it follows from Proposition 5.11 that v ∈ Hs−,k1,k2,k3(U). If one writes u = χu + (1 − χ)u and
χu = v + w, then
P (y,D)w = χf(y,w + ϑ), ϑ = v + (1− χ)u ∈ Hs−,k1,k2,k3(U, {y}),
w = 0, t < c− 2δ.
Suppose that k1 ≤ min{k2, k3}. Since at every point, γ ∈ T ∗Ω, ηj, is elliptic for some j ∈ {1, 2, 3}, it
follows that u ∈ Hs+k1−(U ∩{t < −1}, {y}). Then, since k1 > n2 , standard propagation of Sobolev
regularity for nonlinear wave equation shows that u ∈ Hs+k1−(U). But in view of Property 2 in
Proposition 5.10,
w ∈ Hs+k1−(U) ⊂ Hs−, k13 , k13 , k13 (U, {y}).
But k13 >
n
6 +1, so in view of Property 5 in Proposition 5.10, χf(y,w+ ϑ) ∈ Hs−,
k1
3
,
k1
3
,
k1
3 (U, {y})
and then by Proposition 5.11,
w ∈ Hs+1−, k13 , k13 , k13 (U, {y}) ⊂ Hs−, k1+13 , k1+13 , k1+13 (U, {y}).
We repeat this argument and conclude that w ∈ Hs−, k1+23 , k1+23 , k1+23 (U, {y}), and after finitely many
steps, we conclude that w ∈ Hs−,k1,k2,k3(U, {y}). This proves the Proposition. 
The following is a consequence of Proposition 5.15:
INTERACTIONS OF SEMILINEAR WAVES 23
Proposition 5.16. Let q ∈ {t = c} ∩Ω and let U ⊂ Ω be a relatively compact bicharacteristically
convex neighborhood of q. Suppose that u ∈ Hs(U), s > n2 , satisfies (2.4) and u ∈ Hs−,k1,k2,k3(U ∩
{t < c}), s ≥ 0 and kj > n2 + 3, then u ∈ Hs−,k1,k2,k3(U).
Proof. Suppose y and Y are local coordinates in U satisfying the same one of the conditions
of Definition 5.9 and let Y = Ψ−1(y). Suppose that u ∈ Hs−,k1,k2,k3(U, {y}), then in particular
u ∈ Hs−,k1,k2,k3(U ∩ {t < c}, {y}). But by assumption, Ψ∗u ∈ Hs−,k1,k2,k3(U ∩ {Ψ∗t < c}, {Y }),
and so by Proposition 5.15, Ψ∗u ∈ Hs−,k1,k2,k3(U, {Y }). The same argument shows that if Ψ∗u ∈
Hs−,k1,k2,k3(U, {Y }), then u ∈ Hs−,k1,k2,k3(U, {y}). 
As a consequence of Proposition 5.16 and Proposition 5.13 we have that
Proposition 5.17. Let u ∈ Hsloc(Ω), s > n2 , be a solution to (2.4). Let µ ≥ 0 and kj ≥ n2 + 3,
and suppose that for t < −1, u ∈ Hµ−,k1,k2,k3loc (Ω∩{t < −1}) and that for every q ∈ {t = −1} there
exists a neighborhood U of q such that u ∈ Hµ−,k1,k2,k3(U ∩ {t < −1}). Then u ∈ Hµ−,k1,k2,k3loc (Ω).
Proof. Let U be a neighborhood of q ∈ {t = −1} such that u ∈ Hµ,k1,k2,k3loc (U ∩ {t < −1}). By
shrinking U if necessary, we may assume it is bicharacteristically convex. Then Proposition 5.16
shows that u ∈ Hµ,k1,k2,k3loc (U). Since the support of Y is compact, this shows that the result is true
in Ω∩{t < −1+ ε}, for some ε. We repeat the argument for q ∈ {t = −1+ ε} instead of {t = −1}.
Since the support of Y(y) is compact, we prove the result by repeating this argument finitely many
times. 
The following result will be important in the proof of Theorem 3.1:
Proposition 5.18. Let u ∈ Hsloc(Ω), s > n2 , be a solution to (2.4) and suppose that the initial
data v = v1 + v2 + v3, vj ∈ Im−n4+ 12 (Ω,Σj), m < −12(n+ 7). Then u ∈ H
0−,−m− 1
2
,−m− 1
2
,−m− 1
2
loc (Ω).
Proof. Since vj ∈ Im−n4+ 12 (Ω,Σj), it follows from Proposition 5.13,
v1 ∈ H0−,−m−
1
2
,∞,∞
loc (Ω), v2 ∈ H
0−,∞,−m− 1
2
,∞
loc (Ω) and v3 ∈ H
0−,∞,∞,−m− 1
2
loc (Ω),
and therefore for every q ∈ {t = −1} there exists a relatively compact neighborhood U of q such
that u ∈ H0−,−m− 12 ,−m− 12 ,−m− 12 (U ∩{t < −1}). Sincem < −12(n+7), m− 12 > n2 +3, and therefore
the result follows from Proposition 5.17. 
We recall some results from [36] about products of conormal distributions.
Proposition 5.19. Let Ω ⊂ Rn be an open neighborhood of the origin and y = (y1, y2, y3) be
coordinates in Ω such that Σj = {yj = 0}, j = 1, 2, 3, and let vj ∈ Im−n4+ 12 (Ω,Σj), j = 1, 2, 3,
m < −1. If
a1(η1, y2, y3, y
′′), a2(η2, y1, y3, y
′′), a3(η3, y1, y2, y
′′) ∈ Sm(R ×Rn−1),
are respectively the principal symbols of v1, v2 and v3
then
v1v2 = w12 + E12, v1v3 = w13 + E13, and v2v3 = w23 + E23,(5.33)
24 ANTOˆNIO SA´ BARRETO
where
w12(y) =
∫
R
ei(η1y1+y2η2)a1(η1, 0, y3, y
′′)a2(η2, 0, y3, y
′′) dη1dη2,
E12 ∈ H0−,−m+
1
2
,−m− 1
2
,∞
loc (Ω) +H
0−,−m− 1
2
,−m+ 1
2
,∞
loc (Ω),
w13(y) =
∫
R
ei(η1y1+y3η3)a1(η1, y2, 0, y
′′)a3(η3, 0, y2, y
′′) dη1dη3,
E13 ∈ H0−,−m+
1
2
,∞,−m− 1
2
loc (Ω) +H
0−,−m− 1
2
,∞,−m+ 1
2
loc (Ω),
w23(y) =
∫
R
ei(η2y2+y3η3)a2(η2, y1, 0, y
′′)a3(η3, y1, 0, y
′′) dη2dη3,
E23 ∈ H0−,∞,−m+
1
2
,−m− 1
2
loc (Ω) +H
0−,∞,−m− 1
2
,−m+ 1
2
loc (Ω).
(5.34)
The product of three distributions satisfies
v1v2v3 = V + E, where
V (y) =
∫
R3
ei(y1η1+y2η2+y3η3)a1(η1, 0, 0, y
′′)a2(η2, 0, 0, y
′′)a3(η3, 0, 0, y
′′) dη1dη2dη3,
E ∈ H0,−m+
1
2
,−m− 1
2
,−m− 1
2
loc (Ω) +H
0,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω) +H
0,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω)
(5.35)
One can interpret this result in terms of distributions which are conormal to Γ, but with
product-type symbols. Suppose vj, j = 1, 2, 3 is conormal to Σj, and has principal symbol
aj ∈ Sm(N∗Σj,Ω
1
2
N∗Σj
). Suppose that in local coordinates in which Σj = {yj = 0}, aj is of
the form aj(y
′
j, ηj)|dy′j |
1
2 |dηj | 12 y′1 = (y2, . . . , yn), y′2 = (y1, y3, . . . , yn) and y′3 = (y1, y2, y4, . . . , yn).
We rephrase (5.35) as
v1v1v3 = V + E, where V is a conormal distribution to Γ with a product-type principal symbol
σ(V ) = (a1a2a3)|Γ,
which in local coordinates y = (y1, y2, y3, y
′′), y′′ = (y4, . . . , yn), has the form
σ(V )(y′′, η1, η2, η3) = a1(0, 0, 0, y
′′, η1)a2(0, 0, 0, y
′′, η2)a3(0, 0, 0, y
′′, η3)|dy′′|
1
2 |dη1dη2dη3|
1
2 .
Notice that any transformation that fixes the hypersurfaces Σj = {yj = 0}, j = 1, 2, 3, is of the
form
y˜ = Ψ(y1, y2, y3, y
′′) = (y1F1(y), y2F2(y), y3F3(y), F4(y), . . . , Fn(y)),
and therefore, dy˜1 = (F1(y) + y1∂y1F1(y))dy1, and
∂y1 = (F1(y) + y1∂y1F1(y))∂y˜1 + y2∂y1F2(y)∂y˜2 + y3∂y1F3(y)∂y˜3
Therefore,
(Ψ∗a1a2a3)|Γ = a1(0, 0, 0, y˜′′, η˜1)a2(0, 0, 0, y˜′′, η˜2)a3(0, 0, 0, y˜′′, η˜3)|dy˜′′| 12 |dη˜1dη˜2dη˜3| 12 |,
and we conclude that the restriction aj |Γ is well defined.
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6. The Proof of Theorem 3.1
We follow the strategy of the proof of Theorem 4.1 of [36], which is in part based on the
strategy of the proof of theorem 4.1 of [2]. The main novelty here is that we allow arbitrary C∞
nonlinearities f(y, u), while in [36] the nonlinear term f(y, u) is supposed to be a polynomial in u
with C∞ coefficients.
First we discuss the global behavior of the solution u of (2.4) and later we will analyze the
microlocal behavior of u near Γ in the directions where 〈ηj〉 & 〈η〉, j = 1, 2, 3, and show that new
singularities will exist on Q.
Recall that the initial data of (2.4) is of the form v = v1 + v2 + v3, with vj ∈ Im−n2+ 12 (Ω,Σj)
and m < −12(n+ 7). So we conclude from Proposition 5.18 that u ∈ H
0−,−m− 1
2
,−m− 1
2
,−m− 1
2
loc (Ω).
We recall the formula for the expansion of the triple product v1v2v3 given by (5.35), and moti-
vated by this, we define the following spaces:
K0,m(Ω) = H
0−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω) +H
0−,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω) +H
0−,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω),
K1,m(Ω) = H
1−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω) +H
1−,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω) +H
1−,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω).
To simplify the notation, we will define,
F (y, u(y)) = Y(y)f(y, u(y)),(6.1)
where f(y, u) and Y(y) are as in Theorem 3.1, so F (y, u(y)) is compactly supported and its support
is contained in Ω ∩ {t ≥ −1}.
We use the forward fundamental solution to P (y,D), which we have denoted by E+, and the
fact that P (y,D)v = 0, to write
u = v + E+(F (y, u)),(6.2)
and we use Proposition 5.4 to write
vj = νj + Ej , νj ∈
o
Im−
n
4
+ 1
2 (Ω,Σj), Ej ∈ C∞, and hence v = ν + E,
where E ∈ C∞ and ν = ν1 + ν2 + ν3, νj ∈
o
Im−
n
4
+ 1
2 (Ω,Σj).
(6.3)
To simplify the notation, we use (6.3) to write
u = v + E+(F (y, u(y)) = ν +W, where W = E+ E+(F (y, u)).(6.4)
Later we will need the fact that since u = E+ ν and since ν(0, y′′) = 0,
W(0, y′′) = u(0, y′′).(6.5)
Since m < −12(n + 7), it follows that −m + 12 > n2 + 3, and we deduce from Property C.5 of
Proposition 5.10 that F (y, u) ∈ H0−,−m−
1
2
,−m− 1
2
,−m− 1
2
loc (Ω). Then, it follows from Proposition 5.11
that
E+(F (y, u)) ∈ H1−,−m−
1
2
,−m− 1
2
,−m− 1
2
loc (Ω),(6.6)
and so we conclude that
W = E+ E+(F (y, u)) ∈ H1−,−m−
1
2
,−m− 1
2
,−m− 1
2
loc (Ω).(6.7)
We iterate (6.4) and obtain
u = ν + E+(F (y, ν +W)) + E.(6.8)
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Our first result separates the terms with higher order of regularity of F (y, ν +W) :
Proposition 6.1. Let u, F (y, u) be as above and let V be defined in (5.35). Then
F (y, ν +W)− (∂3uF )(y,W)V ∈ K0,m(Ω).(6.9)
Proof. We begin by taking the Taylor expansion of order three in u of F (y, u) centered at W :
F (y,W+ ν) =
3∑
j=0
1
j!
(∂juF )(y,W)ν
j +
1
3!
ν4
∫ 1
0
(∂4uF )(y,W+ tν)(1− t)3dt.(6.10)
First we consider the third order Taylor polynomial
T3(y) =
3∑
j=0
1
j!
(∂juF )(y,W)ν
j .
We know that
ν2 = ν21 + ν
2
2 + ν
2
2 + 2ν1ν2 + 2ν1ν3 + 2ν2ν3,
ν3 = ν31 + ν
3
2 + ν
3
3 + 3ν
2
1ν2 + 3ν
2
1ν3 + 3ν
2
2ν1 + 3ν
2
2ν3 + 3ν
2
3ν1 + 3ν
2
3ν2 + 6ν1ν2ν3.
Therefore we write
T3(y) = F (y,W) + Θ(y) + (∂
3
uf)(y,W)ν1ν2ν3,
Θ(y) = (∂uF )(y,W)(ν1 + ν2 + ν3) +
1
2
(∂2uf)(y,W)(ν
2
1 + ν
2
2 + ν
2
2 + 2(ν1ν2 + ν1ν3 + ν2ν3))+
1
3!
(∂3uf)(y,W)(ν
3
1 + ν
3
2 + ν
3
3 + 3ν
2
1ν2 + 3ν
2
1ν3 + 3ν
2
2ν1 + 3ν
2
2ν3 + 3ν
2
3ν1 + 3ν
2
3ν2).
First we consider the terms νj, ν
2
i , ν
3
j or νjνk or ν
2
j νk. It follows from Proposition 5.10 that for
αj ≥ 1, αj ∈ N0,
να11 ∈ H
0−,−m− 1
2
,∞,∞
loc (Ω), ν
α2
2 ∈ H
0−,∞,−m− 1
2
,∞
loc (Ω),
να33 ∈ H
0−,∞,∞,−m− 1
2
loc (Ω), ν
α1
1 ν
α2
2 ∈ H
0−,−m− 1
2
,−m− 1
2
,∞
loc (Ω),
να11 ν
α3
3 ∈ H
0−,−m− 1
2
,∞,−m− 1
2
loc (Ω), ν
α2
2 ν
α3
3 ∈ H
0−,∞,−m− 1
2
,−m− 1
2
loc (Ω).
In fact, in view of Proposition 5.5, the terms with αj > 1 are smoother, but we do not need this
now. We know from (6.7) that W ∈ H1−,−m−
1
2
,−m− 1
2
,−m− 1
2
loc (Ω), and since m < −n2 − 72 , it follows
from Property P.5 of Proposition 5.10 that for any j ∈ N0,
(∂juF )(y,W) ∈ H
1−,−m− 1
2
,−m− 1
2
,−m− 1
2
loc (Ω).(6.11)
and therefore from Property P.4 of Proposition 5.10 we conclude that for any j, and αj ≥ 1,
να11 (∂
j
uF )(y,W) ∈ H
0−,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω), ν
α2
2 (∂
j
uF )(y,W) ∈ H
0−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω),
να33 (∂
j
uF )(y,W) ∈ H
0−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω), ν
α2
2 ν
α3
3 (∂
j
uF )(y,W) ∈ H
0−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω),
να11 ν
α3
3 (∂
j
uF )(y,W) ∈ H
0−,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω), ν
α1
1 ν
α2
2 (∂
j
uF )(y,W) ∈ H
0−,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω),
(6.12)
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So we conclude that
T3(y)− (∂3uF )(y,W)ν1ν2ν3 ∈ K0,m(Ω).
But, we know from Proposition 5.19 that if V is given by (5.35), then ν1ν2ν3 − V ∈ K0,m(Ω), and
again from (6.11) and Property P.4 of Proposition 5.10 we conclude that
T3(y)− (∂3uF )(y, u)V ∈ K0,m(Ω).(6.13)
Next we consider the fourth order remainder in the Taylor’s expansion:
Lemma 6.2. Under the hypotheses of Theorem 6.3, for any t ∈ [0, 1], we have
ν4(∂4uF )(y,W+ tν) = B1(t) +B2(t) +B3(t),
B1(t) ∈ H0−,−m+
1
2
,−m− 1
2
,−m− 1
2
loc (Ω),B2(t) ∈ H
0−,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω), and
B3(t) ∈ H0−,−m−
1
2
,−m− 1
2
,−m+ 1
2
loc (Ω)
and moreover for every δ > 0 and ϕ ∈ C∞0 (Ω), there exists
a constant C > 0 such that for all t ∈ [0, 1],
||ϕB1(t)||−δ,−m+ 1
2
,−m− 1
2
,−m− 1
2
≤ C
||ϕB2(t)||−δ,−m− 1
2
,−m+ 1
2
,−m− 1
2
≤ C
||ϕB3(t)||−δ,−m− 1
2
,−m− 1
2
,−m+ 1
2
≤ C.
(6.14)
Proof. We begin by expanding the term ν4 = (ν1 + ν2 + ν3)
4 :
ν4 = ν41 + ν
4
2 + ν
4
3 + 4ν
3
1ν2 + 4ν
3
1ν3 + 4ν
3
2ν1 + 4ν
3
2ν3+
4ν33ν1 + 4ν
3
3ν2 + 12ν
2
1ν2ν3 + 12ν
2
2ν1ν3 + 12ν
2
3ν1ν2 + 6ν
2
1ν
2
2 + 6ν
2
1ν
2
3 + 6ν
2
2ν
2
3 .
We see that
∂y1
[
ν41(∂
4
uF )(y,W+ tν)
]
= (∂y1ν
4
1)(∂
4
uF )(y,W+ tν)+
ν41(∂y1∂
4
uF )(y,W+ tν) + ν
4
1(∂
5
uF )(y,W+ tν)(t∂y1ν + ∂y1W) =
(∂y1ν
4
1)(∂
4
uF )(y,W+ tν) +
t
5
(∂5uF )(y,W+ tν)∂y1ν
5
1
ν41(∂y1∂
4
uF )(y,W+ tν) + ν
4
1(∂
5
uF )(y,W + tν)(t∂y1(ν2 + ν3) + ∂y1W)
(6.15)
Now we appeal to Proposition 5.5 to conclude that
νj1 ∈ Im−(j−1)k(m)−
n
4
+ 1
2 (Ω,Σ1) ⊂ H0−,−m+(j−1)k(m)−
1
2
,∞,∞
loc (Ω).(6.16)
Since m < −n2 − 72 , k(m) ≥ 1 and hence
∂y1ν
4
1 ∈ H
0−,−m+3k(m)− 3
2
,∞,∞
loc (Ω) ⊂ H
0−,−m+ 3
2
,∞,∞
loc (Ω),
∂y1ν
3
1 ∈ H
0−,−m+2k(m)− 3
2
,∞,∞
loc (Ω) ⊂ H
0−,−m+ 1
2
,∞,∞
loc (Ω),
∂y1ν
2
1 ∈ H
0−,−m+k(m)− 3
2
,∞,∞
loc (Ω) ⊂ H
0−,−m− 1
2
,∞,∞
loc (Ω).
(6.17)
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But we also know that
∂y1ν2 ∈ H
0−,∞,−m− 1
2
,∞
loc (Ω),
∂y1ν3 ∈ H
0−,∞,∞,−m− 1
2
,
loc (Ω).
(6.18)
Since ν ∈ H0−,−m−
1
2
,−m− 1
2
,−m− 1
2
loc (Ω) and W ∈ H
1−,−m− 1
2
,−m− 1
2
,−m− 1
2
loc (Ω), and m < −n2 − 72 , we
know from Proposition 5 that
(∂y1∂
4
uF )(y,W+ tν), (∂
5
uF )(y,W+ tν), (∂
4
uF )(y,W+ tν) and
(∂5uF )(y,W + tν) ∈ H
0−,−m− 1
2
,−m− 1
2
,−m− 1
2
loc (Ω)
We also know that ∂y1W ∈ H
0−,−m− 1
2
,−m− 1
2
,−m− 1
2
loc (Ω) and so we conclude that
∂y1
[
ν41(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω), and hence
ν41 (∂
4
uF )(y,W+ tν) ∈ H
0−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω).
(6.19)
The same argument used with respect to y2 and y3 respectively shows that
ν42(∂
4
uF )(y,W + tν) ∈ H
0−,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω) and
ν43(∂
4
uF )(y,W + tν) ∈ H
0−,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω).
(6.20)
Now we consider the terms with ν31 . We again write
∂y1
[
ν31(ν2 + ν3)(∂
4
uF )(y,W+ tν)
]
= (∂y1ν
3
1)(ν2 + ν3)(∂
4
uF )(y,W+ tν)+
ν31(∂y1(ν2 + ν3))(∂
4
uF )(y,W + tν) + ν
3
1(ν2 + ν3)(∂y1∂
4
uF )(y,W+ tν)+
ν31(ν2 + ν3)(∂
5
uF )(y,W+ tν)(t∂y1ν + ∂y1W) =
(∂y1ν
3
1)(ν2 + ν3)(∂
4
uF )(y,W + tν) +
t
4
(ν2 + ν3)(∂
5
uF )(y,W+ tν)(∂y1ν
4
1)+
ν31(∂y1(ν2 + ν3))(∂
4
uF )(y,W + tν) + ν
3
1(ν2 + ν3)(∂y1∂
4
uF )(y,W+ tν)+
ν31(ν2 + ν3)(∂
5
uF )(y,W+ tν)(t∂y1(ν2 + ν3) + ∂y1W).
Using (6.17) we conclude that
∂y1
[
ν31(ν2 + ν3)(∂
4
uF )(y,W + tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω) and therefore
ν31(ν2 + ν3)(∂
4
uF )(y,W+ tν) ∈ H
0−,−m+ 1
2
,−m− 1
2
,−m− 1
2
loc (Ω).
(6.21)
Following this argument with respect to y2 and y3 we also find that
ν32 (ν1 + ν3)(∂
4
uF )(y,W+ tν) ∈ H
0−,−m− 1
2
,−m+ 1
2
,−m− 1
2
loc (Ω) and
ν33 (ν1 + ν2)(∂
4
uF )(y,W+ tν) ∈ H
0−,−m− 1
2
,−m− 1
2
,−m+ 1
2
loc (Ω).
(6.22)
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The terms in ν2j ν
2
k , j 6= k, and ν2j νkνm, j 6= k, j 6= m and k 6= m can be handled in the same way
and we obtain
∂y1
[
ν21ν
2
2(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω),
∂y1
[
ν21ν
2
3(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω),
∂y2
[
ν22ν
2
3(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω),
∂y1
[
ν21ν2ν3(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω),
∂y2
[
ν22ν1ν3(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω),
∂y3
[
ν23ν1ν2(∂
4
uF )(y,W+ tν)
] ∈ H0−,−m− 12 ,−m− 12 ,−m− 12loc (Ω).
The estimates in (6.14) follow by applying (5.24) and (5.23) at each step of the proof. This ends
the proof of Lemma 6.2. 
To finish the proof of the proof of Proposition 6.1 one needs to show that∫ 1
0
ν4(∂4uF )(y,W+ tν)(1− t)3dt ∈ Km,0(Ω).
The integral is a well defined Riemann integral, as all functions here are continuous, the only issue
is the boundedness of the integral in these spaces, but this follows from the estimates in (6.14) for
each Bj(t), j = 1, 2, 3. 
Next we consider the regularity of the solution u near Γ. Let χj ∈ C∞0 (Uj), Uj a small enough
neighborhood of qj ∈ Γ, 1 ≤ j ≤ N, and suppose that
∑N
j=1 χj = 1 in a neighborhood of Γ in the
support of Y(y). It follows from Proposition 5.19 that
(1− χ)V ∈ K0,m(Ω),
We already know that W ∈ H1−,−m−
1
2
,−m− 1
2
−m− 1
2
loc (Ω), and therefore, since m < −12(n2 + 7),
(∂3uF )(y,W) ∈ H
1−,−m− 1
2
,−m− 1
2
−m− 1
2
loc (Ω). Since H
1−,−m− 1
2
,−m− 1
2
−m− 1
2
loc (Ω) is contained in each
factor of K1,m(Ω).
(1−
N∑
j=1
χj)V (∂
3
uF )(y,W) ∈ K0,m(Ω),(6.23)
and therefore, putting this together with (6.9), we find that
F (y,W+ ν)−
N∑
j=1
χj(∂
3
uF )(y,W)V ∈ K0,m(Ω).(6.24)
So we need to discuss the regularity of the terms χjV (∂
3
uF )(y,W) in the region near
N∗Γ \ 0 = {y1 = y2 = y3 = 0, η′′ = 0},
where 〈ηj〉 & 〈η〉, j = 1, 2, 3, so we define a pseudodifferential operator A(D) with symbol
σ(A)(η) = ψ(
η1
〈η〉 )ψ(
η2
〈η〉 )ψ(
η3
〈η〉 ),(6.25)
where ψ(s) ∈ C∞(R), ψ(s) = 0 for |s| ≤ 12 and ψ(s) = 1 for |s| ≥ 1.
30 ANTOˆNIO SA´ BARRETO
We prove the following:
Proposition 6.3. Let Σj, j = 1, 2, 3 and Q satisfy the hypotheses of Theorem 3.3. Let q ∈ Γ,
let U be a neighborhood of q and let y = (y′, y′′), y′ = (y1, y2, y3) be local coordinates in U such
that Σj = {yj = 0}, j = 1, 2, 3 and P (y,D) is given by (5.15). Let χ ∈ C∞0 (U). Suppose that
v = v1 + v2 + v3, vj ∈ Im−n4+ 12 (Ω,Σj), m < −12(n + 7), j = 1, 2, 3. Let
a1(y2, y3, y
′′, η1), a2(y1, y3, y
′′η2), a3(y1, y2, y
′′, η3) ∈ Sm(Rn−1 × R),
be the principal symbols of v1, v2 and v3 respectively, and assume they are elliptic. Let V be the
principal part of the product v1v2v3 given by (5.35). Let u be the solution to (2.4) and let W be
defined in (6.7). If A ∈ Ψ0(Ω) is defined in (6.25), then
Aχ
[[
(∂3uF )(y,W)− (∂3uF )(0, 0, 0, y′′, u(0, 0, 0, y′′))
]
V
] ∈ H−3m− 12+ r2 , provided r ∈ (0, 1 − 2−m− 12 ),
while Aχ
(
(∂3uF )(0, 0, 0, y
′′ , u(0, 0, 0, y′′))V
) ∈ H−3m− 12− \H−3m− 12 .
(6.26)
Proof. This is a consequence of the following Lemma, which was proved in Proposition 4.3 of [36]:
Lemma 6.4. Let α(η) = α1(η1)α2(η2)α3(η3), with αj(ηj) ∈ Sm(R) and m < −52 . Let b(η1, η2, η3)
be such that for all δ > 0,
〈η1〉−m− 12 〈η2〉−m− 12 〈η3〉−m− 12 〈(η1, η2, η3)〉1−δb(η1, η2, η3) ∈ L2(R3).(6.27)
Then in the conic region
Υµ0,µ1 = Υµ0,µ1(η1) ∪Υµ0,µ1(η2) ∪Υµ0,µ1(η3),
Υµ0,µ1(η1) = { µ0 < |η2/η1| < µ1, µ0 < |η3/η1| < µ1} ,
Υµ0,µ1(η2) = {µ0 < |
η1
η2
| < µ1, µ0 < |η3
η2
| < µ1}, Υµ0,µ1(η3) = {µ0 < |
η1
η3
| < µ1, µ0 < |η2
η3
| < µ1}.
the convolution α ⋆ b satisfies
α ⋆ b(η1, η2, η3) = α(η1, η2, η3)
∫
R3
b(η)dη + E(η1, η2, η3), where∫
Υµ0,µ1
∣∣∣〈(η1, η2, η3)〉−3m− 32+r/2E(η1, η − 2, η3)∣∣∣2 dη1dη2dη3 <∞, for r + 2−m− 12 < 1.
(6.28)
By symmetry the same result holds in the regions where either η2 or η3 are elliptic.
Now we can finish the proof of Proposition 6.3. We define b(η1, η2, η3, y
′′) to be the partial
Fourier transform in y′ = (y1, y2, y3) of χ(y)(∂
3
uF )(y,W) :
b(η1, η2, η3, y
′′) = Fy′(χ(y)(∂
3
uF )(y,W))(η1, η2, η3, y
′′) =∫
R3
ei(y1η1+y2η2+y3η3)χ(y1, y2, y3, y
′′)(∂3uF )(y1, y2, y3, y
′′,W(y1, y2, y3, y
′′))dη1dη2dη3.
We know from (5.35) that
Fy′(V ) = a(η1, η2, η3, y
′′) = a1(η1, 0, 0, y
′′)a2(η2, 0, 0, y
′′)a3(η3, 0, 0, y
′′),
and we also know that χ(y)(∂3uF )(y,W)) ∈ H1−,−m−
1
2
,−m− 1
2
,−m− 1
2 (U) and in particular,
〈η1〉−m−
1
2 〈η2〉−m−
1
2 〈η3〉−m−
1
2 〈(η1, η2, η3)〉1−εb(η1, η2, η3, y′′) ∈ L2(R3η1,η2,η3 × Rn−3y′′ ),
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and so we deduce from Lemma 6.4 that
Fy′(χ(y)(∂
3
uF )(y,W)V )(η1, η2, η3, y
′′) =
1
(2π)3
a ⋆ b(η′, y′′) =
a(η1, η2, η3, y
′′)
1
(2π)3
∫
R3
b(ζ1, ζ2, ζ3, y
′′)dζ1dζ2dζ3 + E(η1, η2, η3, y
′′) =
a(η1, η2, η3, y
′′)(∂3uF )(0, 0, 0, y
′′,W(0, 0, 0, y′′))V (y) + E(η1, η2, η3, y
′′),
where E(η1, η2, η2, y
′′) satisfies∫
Rn−2
∫
Υµ0,µ1
∣∣∣〈(η1, η2, η3)〉−3m− 32+r/2E(η1, η2, η3, y′′)∣∣∣2 dη1dη2dη2dy′′ <∞.(6.29)
Let A(D) be the pseudodifferential operator with symbol σ(A)(η) given by (6.25). We conclude
from (6.29) that
A(D)E(y) = F−1(σ(A)(η)Fy′′ (E)(η1, η2, η3, η
′′)) ∈ H−3m− 32+r/2, provided r < 1− 2−m− 12
,
where Fy′′ is the partial Fourier transform in y
′′ and F is the Fourier transform in y = (y′, y′′).
Therefore, we conclude from (6.29) that
A(D)
[
χ(y)(∂3uF )(y,W)V − χ(y)(∂3uF )(0, 0, 0, y′′,W(0, 0, 0, y′′))V (y)
]
=
A(D)E(y) ∈ H−3m− 32+ r2 , provided r < 1− 2−m− 12
.
(6.30)
This concludes the proof of Proposition 6.3 
Now we can finish the proof of Theorem 3.1.
Proof. We know from Proposition 6.1 and from (6.23) that
F (y,W+ ν)−
N∑
j=1
χj(y)(∂
3
uF )(y,W) ∈ K0,m(Ω),(6.31)
If A(D) is a pseudodifferential operator with symbol given by (6.25), it follows from the definition
of K0,m, that
A(D)

F (y,W+ ν)− N∑
j=1
χj(y)(∂
3
uF )(y,W)

 ∈ H3m− 12 (Ω).
But then in view of (6.30),
A(D)

F (y,W+ ν)− N∑
j=1
χj(y)(∂
3
uF )(0, 0, 0, y
′′ ,W(0, 0, 0, y′′)

 ∈ H−3m− 32+ r2 , if r < 1− 2−m− 12 .
But recall that u = v+E+(F (y, ν+W)), and that ν = 0 on Γ and W = u on Γ so ν+W|Γ = u|Γ,
and this means that on Lagrangian submanifold Λ defined in (2.7):⋃
s>0
exp(sHp)
(
N∗(Γ \ 0) ∩ p−1(0) ∩ {〈ηj〉 & 〈η〉, j = 1, 2, 3}
)
,
we have
u− E+ (F (y, u(y))|ΓV ) ∈ H3m−
1
2
+r/2(Ω).
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But we already know from the work of Bony [9,10], Melrose and Ritter [27] and Sa´ Barreto [33,34]
that u is conormal to Q away from Γ. This actually means that the principal part of u on Λ, and
away from Σj , j = 1, 2, 3 and Γ is given by E+((∂
3
uF )(y, u)V ). It remains to find the order of the
symbol of u on N∗Q away from γ.
Since vj ∈ Im−n4+ 12 (Ω,Σj), its principal symbol is of order m. If V is the distribution given by
(5.35), since Γ has codimension three, then in the region where 〈ηj〉 & 〈η〉, V ∈ I3m−n4+ 32 (Ω,Γ).
We apply the results of Greeleaf and Uhlmann [16] about paired Lagrangian distributions. They
prove that E+ is a paired Lagrangian distribution in I
− 3
2
,− 1
2 (N∗Diag,Λ), where
N∗Diag = {(y, η, y′, η′) ∈ T ∗(Ω× Ω) : y = y′, η = −η′},
and Λ is the flow-out of N∗Diag∩{p = 0} under Hp. Proposition 2.1 of [16] shows that away from
Γ, E+(V ) ∈ I3m−n4 (Ω,Q). This concludes the proof of Theorem 3.1. 
7. Appendix: The Proof of Proposition 5.10
First we prove Property P.3.
Proof. Suppose that ϕ ∈ C∞0 (U) and ϕu ∈ H0−,k1,k2,k3(U) with kj > n6 , we want to show that
ϕu ∈ L∞(U) and we just need to show that F(ϕu) ∈ L1(Rn). We define
Wκ(η) = 〈η1, η′′〉k1〈η2, η′′〉k2〈η3, η′′〉k3〈η〉−δ ,(7.1)
and so
||F(ϕu)||L1(Rn) =
∫
Rn
|F(ϕu)(η)|dη =
∫
Rn
[Wκ(η)]
−1|Wκ(η)||F(ϕu)(η)|dη ≤[∫
Rn
[Wκ(η)]−2dη
] 1
2
[∫
Rn
|Wκ(η)|2|F(ϕu)(η)|2dη
] 1
2
= ||ϕu||H−δ,k1 ,k2,k3
[∫
Rn
[Wκ(η)]
−2dη
] 1
2
Notice that, if one sets t = (1 + ρ2)z, then∫
R
(1 + ρ2 + |t|2)kdt = (1 + ρ2)k+1
∫
R
(1 + z2)−mdz = C(1 + ρ2)k+1.
So, by setting ρ = |η′′|, we obtain
∫
Rn
[Wκ(η)]−2dη = C
∫
R3
(1 + η21 + ρ
2)−2k1(1 + η22 + ρ
2)−2k2(1 + η23 + ρ
2)−2k3ρn−4dρdη1dη2dη3 ≤
(7.2)
≤ C
∫
R
(1 + ρ2)−2(k1+k2+k3)+n−1dρ,(7.3)
which converges, since n−2(k1+k2+k3) < 0. So, ||F(ϕu)||L1(Rn) <∞ and hence ϕu ∈ L∞(U). 
Now we prove Property P.4
Proof. The main ingredient in the arguments used below is the following Lemma:
Lemma 7.1. (Rauch and Reed [31]) Suppose K(ξ, η) =
∑k
j=1Kj(ξ, η) and
sup
ξ
∫
|Kj(ξ, η)|2dη <∞ or sup
η
∫
|Kj(ξ, η)|2dξ <∞.(7.4)
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If f, g ∈ L2(Rn) and h(ξ) = ∫ K(ξ, η)f(ξ − η)g(η)dη, it follows that h ∈ L2(Rn) and
||h||L2 ≤ C||f ||L2 ||g||L2 .(7.5)
Let ξ = (ξ1, ξ2, ξ3, ξ
′′) and η = (η1, η2, η3, η
′′). For κ = (k1, k2, k3) and δ > 0, let Wκ(η) be
defined in (7.1) and let
Kκ(ξ, η) =
Wκ(ξ)
Wκ(ξ − η)Wκ(η) .
Then,
F (Wκ(D)uv) (ξ) =
∫
R4
Kκ(ξ, η) (Wκ(ξ − η)û(ξ − η)) (Wκ(η)v̂(η)) dη
So, according to Lemma 7.1 we need to prove thatKκ(ξ, η) can be decomposed as a sumKκ(ξ, η) =∑M
j=1Kκ,j(ξ, η), with Kκ,j satisfying (7.4).
For j = 1, 2, 3, we shall denote,
Ej = {(ξj , ξ′′, ηj , η′′) : |(ξj , ξ′′)− (ηj , η′′)| ≤ 1
2
|(ξj , ξ′′)|}, and
Fj = {(ξ, η) : |(ξj − ηj, ξ′′ − η′′)| > 1
2
|(ξj , ξ′′)|}.
(7.6)
Notice that
1
2
|(ξj , ξ′′)| ≤ |(ηj , η′′)| ≤ 3
2
|(ξj , ξ′′)| on Ej.(7.7)
Let χ
Ej
and χ
Fj
denote the characteristic functions of Ej and Fj respectively. For J = (j1, j2, j3),
M = (m1,m2,m2),with mr, jr = 0, 1. Let
χJ
E
= χj1
E1
χj2
E2
χj3
E3
, χM
F
= χm1
F1
χm2
F2
χm3
F3
,
and write
Kκ(ξ, η) =
∑
jj+mj=1
χJ
E
χM
F
Kκ(ξ, η).
In the case where J = (1, 1, 1) and M = (0, 0, 0), in virtue of (7.7), we have
χJEKκ(ξ, η) ≤
C
Wκ(ξ − η) ,
and hence from (7.3),∫
R4
χGχ
J
EKκ(ξ, η)
2dη ≤
∫
R4
C
W 2κ(ξ − η)
dη =
∫
R4
C
W 2κ(η)
dη <∞,
provided kj >
n
6 and δ is small enough.
Next we consider the case J = (1, 0, 1) and M = (0, 1, 0). First, in virtue of the first inequality
in (7.6), and then because of the definition of Fj , we have
Kκ(ξ, η) =
〈ξ1, ξ′′〉k1〈ξ2, ξ′′〉k2〈ξ3, ξ′′〉k3
〈ξ1 − η1, ξ′′ − η′′〉k1〈ξ2 − η2, ξ′′ − η′′〉k2〈ξ3 − η3, ξ′′ − η′′〉k3〈η1, η′〉k1〈η2, η′〉k2〈η3, η′′〉k3 .
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Therefore, using (7.6) for j = 1, 3,
χJEχ
M
F Kκ(ξ, η) ≤ C
〈ξ2, ξ′′〉k2
Wα(ξ − η)〈η2, η′′〉k3 ≤
C
〈ξ1 − η1, ξ′′ − η′′〉k1〈ξ3 − η3, ξ′′ − η′′〉k3〈η2, η′′〉k2
Again, making a change of variables, one finds that for J = (1, 0, 1) and M = (0, 1, 0), as in (7.3),∫
R4
χJEχ
M
F Kα(ξ, η)dη <∞,
provided αjk >
n
6 and δ is small enough. The other terms are controlled in the same way, and the
details are left to the reader. 
Next we prove Proposition 5.
Proof. By replacing f(y, u) with f(y, u)− f(y, 0), we may assume that f(y, u) = 0 and since u is
compactly supported we may assume that f(y, u(y)) is compactly supported in y.
First we need to prove a particular case:
Lemma 7.2. If u ∈ H0,k1,k2,k3(Rn) ∩ L∞(Rn), kj ∈ N0, j = 1, 2, 3, and f(y, s) ∈ C∞, then
f(y, u) ∈ H0,k1,k2,k3(Rn).
Proof. The proof depends on three ingredients:
1. A special case of the Galgliardo-Nirenberg inequality, see for example [15]: For |α| ≤ m,
||Dαy u||
L
2m
|α|
≤ C||u||1−
|α|
m
L∞

 ∑
|β|≤m
||Dβu||L2


|α|
m
.(7.8)
2. The following version of Ho¨lder’s inequality:
||f1f2 . . . fN ||L2 ≤ ||f1||Lp1 ||f2||Lp2 . . . ||fN ||LpN , if
N∑
j=1
1
pj
=
1
2
.(7.9)
3. The following formula, which can be proven by induction:
(Dy1 ,Dy′′)
γf(y, u) =
∑
Cβ1,...βk(y, u)(Dy1 ,Dy′)
β1u)(Dy1 ,Dy′′)
β2u) . . . ((Dy1 ,Dy′′)
βku),
|β1|+ |β2|+ . . . |βk| ≤ |γ|, k = |γ| − 1.
(7.10)
Since u ∈ L∞ and f ∈ C∞, it follows from (7.10) and (7.9) that
||(Dy1 ,Dy′′)γf(y, u)||L2 ≤ C(γ, ||u||L∞)
∑
β1,...,βk
||(Dy1 ,Dy′)β1u)(Dy1 ,Dy′′)β2u) . . . (Dy1 ,Dy′′)βku)||L2 ≤
C
∑
β1,...,βk
||(Dy1 ,Dy′)β1u)||Lp1 ||(Dy1 ,Dy′′)β2u)||Lp2 . . . ||(Dy1 ,Dy′′)βku)||LpN ,
where pj =
2|γ|
|βj | , j = 1, 2, . . . , N.
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Now using (7.8) we find that
||(Dy1 ,Dy′′)γf(y, u)||L2 ≤ C(γ, ||u||L∞)||

 ∑
|β|≤m
||(Dy1 ,Dy′′)βu||L2

 .
We apply the same argument to control ||(Dy1 ,Dy′′)γ1(Dy2 ,Dy′′)γ2(Dy3 ,Dy′′)γ3f(y, u)||L2 . This
ends the proof of the Lemma. 
Next we prove that Property P.5 of Proposition 5.10 holds for s = 0 :
Proof. Since ∂yj is elliptic, for at least one value of j ∈ {1, 2, 3}, if u ∈ H0−,k1,k2,k3loc (Rn), and
kj >
n
6 + 1, j = 1, 2, 3, one can pick mj ∈ N0 such that n6 < mj < kj , and therefore u ∈
H0,m1,m2,m3(Rn). Since kj >
n
6 , it follows from Property P.3 that u ∈ L∞(Rn). It follows from
Lemma 7.2 that f(y, u) ∈ H0,m1,m2,m3(Rn) with 1 ≤ mj < kj and for all ||u||−δ,k1,k2,k3 ≤ C, there
exists K depending on f, C and δ > 0 such that ||f(y, u)||0,m1 ,m2,m3 ≤ K. But we know that
∂y1f(y, u) = (∂y1f)(y, u) + (∂uf)(y, u)∂y1u,
∂yjf(y, u) = (∂yjf)(y, u) + (∂uf)(y, u)∂yju, j ≥ 4,
(7.11)
We know that (∂y1f)(y, u) ∈ H0,m1,m2,m3(Rn), (∂uf)(y, u) ∈ H0,m1,m2,m3(Rn) and that ∂y1u ∈
H0−,k1−1,k2,k3(R3). Since kj > mj >
n
6 , and kj − 1 > n6 , it follows from Proposition 5.10 that
∂y1f(y, u) ∈ H0−,r1,m2,m3(Rn), r1 = min{m1, k1 − 1},
∂yjf(y, u) ∈ H0−,r1,m2,m3(Rn), j ≥ 4, r1 = min{m1, k1 − 1}.
This implies that
f(y, u) ∈ H0−,r1+1,m2,m3(Rn), r1 = min{m1, k1 − 1}.
We have two possibilities: either r1 + 1 = k1 or r1 + 1 = m1 + 1. If rj + 1 = m1 + 1 ∈ N0, in this
case we repeat the argument for m1 replaced by m1 + 1. So after finitely many steps, we will find
that r1 + 1 = k1 and so we conclude that
f(y, u) ∈ H0−,k1,m2,m3(Rn).
for an arbitrary function f ∈ C∞. Now we repeat (7.11) for (∂y2 , ∂y′′), and we conclude that
∂y2f(y, u) ∈ H0−,k1,r2,m3(Rn), r2 = min{m2, k2 − 1},
∂yjf(y, u) ∈ H0−,k1,r2,m3(Rn), j ≥ 4, r2 = min{m2, k2 − 1}.
We apply the same argument and conclude that
f(y, u) ∈ H0−,k1,k2,m3(Rn).
We do this again with respect to (∂y3 , ∂y′′), and we are done. 
Now we can prove that Property P.5 holds for s ∈ N0. We prove this induction. Suppose
u ∈ H1−,k1,k2,k3(U). Since
∂yjf(y, u) = (∂yjf)(y, u) + (∂uf)(y, u)∂yju,
and we know the result holds for s = 0, so (∂yjf)(y, u), (∂uf)(y, u) ∈ H0−,k1,k2,k3(U), Property
P.4, gives that that ∂yjf(y, u) ∈ H0−,k1,k2,k3(U), and therefore f(y, u) ∈ H1−,k1,k2,k3loc (U). The same
argument shows that if Hs−1−,k1,k2,k3loc (U) is a C
∞ algebra, so is Hs−,k1,k2,k3loc (U). The bound on the
norm also follows from the proof. 
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