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Abstract 1 
Actin-based motility is central to cellular processes such as migration, bacterial 2 
engulfment, and cancer metastasis, and requires precise spatial and temporal regulation of 3 
the cytoskeleton. We studied one such process, fibroblast spreading, which involves three 4 
temporal phases: early, middle, and late spreading, distinguished by differences in cell 5 
area growth. In these studies, aided by improved algorithms for analyzing edge 6 
movement, we observed that each phase was dominated by a single, kinematically and 7 
biochemically distinct cytoskeletal organization, or motility type. Specifically, early 8 
spreading was dominated by periodic blebbing; continuous protrusion occurred 9 
predominantly during middle spreading; and periodic contractions were prevalent in late 10 
spreading. Further characterization revealed that each motility type exhibited a distinct 11 
distribution of the actin-related protein VASP, while inhibition of actin polymerization by 12 
cytochalasin D treatment revealed different dependences on barbed-end polymerization. 13 
Through this detailed characterization and graded perturbation of the system, we 14 
observed that although each temporal phase of spreading was dominated by a single 15 
motility type, in general cells exhibited a variety of motility types in neighboring spatial 16 
domains of the plasma membrane edge. These observations support a model in which 17 
global signals bias local cytoskeletal biochemistry in favor of a particular motility type. 18 
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
07
.3
91
.1
 : 
Po
st
ed
 8
 J
ul
 2
00
7
 3 
Introduction 1 
Actin-based cell motility plays a central role in diverse cellular processes such as 2 
the immune response (1, 2), wound healing (3), development (4, 5), and cancer metastasis 3 
(6, 7). While cytoskeletal motility depends on cellular context, the essential cytoskeletal 4 
proteins are conserved across eukaryotes (8) which may explain the observation of 5 
similar subcellular phenotypes, such as blebbing, ruffling and the formation of filopodia 6 
and lamellipodia across a broad range of cells, including mouse fibroblasts, endothelial 7 
cells, T-cells, neuronal cells, mammalian and amphibian epithelial cells, and drosophila 8 
wing-disk cells (9-13). We conjectured that these similarities in phenotype arise from a 9 
limited number of stable, underlying modes of cytoskeletal organization, or motility 10 
types, a claim supported by the observation that steady-state cell morphology also 11 
assumes a limited number of modes (14), and we performed a detailed characterization of 12 
motility types in a model cell type, the fibroblast, to contribute to a general understanding 13 
of how eukaryotic cytoskeletal components are organized and regulated. 14 
A major difficulty in understanding the biochemistry and mechanics of the 15 
fibroblast cytoskeleton stems from the variety of forms and functions that these cells 16 
display. Just during migration, fibroblasts exhibit a combination of lamellipodial and 17 
filopodial based protrusion, retraction, and quiescence, complicating the identification of 18 
individual regulatory mechanisms. It has long been understood that “the spreading of 19 
cultured cells on the substratum may be regarded as a prototype of a major group of 20 
morphogenetic processes by which cells acquire non-spherical shapes and become 21 
attached to extracellular matrices,” (15) and that cell spreading is a simple, 22 
physiologically-relevant method for isolating cytoskeletal behavior from the myriad of 23 
other cellular processes. Cell spread area as a function of time is well described by a 24 
sigmoid curve (16), and the spread area following the sigmoidal area increase is a widely 25 
used statistic for establishing the role a particular molecule or disease state plays in 26 
cytoskeletal regulation (17-21). Detailed light and electron microscope analyses have 27 
revealed that each temporal domain of the sigmoid corresponds to a distinct phase of 28 
spreading (22, 23), and previous quantitative computer analyses suggested that an abrupt 29 
change in edge kinematics correlated with the boundary between the second and third 30 
domain of the area sigmoid (24). Furthermore, we previously found that motility was 31 
highly uniform over the entire periphery of isotropically spreading cells (25). Thus, cell 32 
spreading provides an experimental system in which the normally heterogeneous 33 
cytoskeleton can be modeled by a progression of homogenous spreading phases. 34 
To quantify the effects of experimental perturbations on cell spreading and 35 
migration, we used the edge velocity map, a method for generating a two-dimensional 36 
analog to the kymograph (13, 25). The velocity map is a plot of normal velocity as a 37 
function of of arc-length and time, where the normal velocity is defined to be the speed of 38 
edge movement in the direction normal to the edge. We can then use velocity maps as the 39 
basis for evaluating the kinematics of cell spreading over a variety of cell types and 40 
conditions (9, 11, 13, 24-27). Interestingly, the dynamics of the filopodial-rich neuronal 41 
growth cone (28) were found to be similar with those of filopodial-dominated, 42 
anisotropic spreading fibroblasts (25), underscoring the importance of quantitative image 43 
analysis in motility studies. 44 
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In this study we present kinematic, molecular, and pharmacological 1 
characterizations of the phases of isotropic cell spreading and describe the three 2 
fundamental motility types found within these phases: blebbing, continuous protrusion, 3 
and periodic contractions. Each motility type correlates to a distinct localization of the 4 
cytoskeletal protein VASP and responds differently to the inhibition of actin 5 
polymerization by cytochalasin D. Our high resolution, global analysis of edge 6 
movement reveals that each temporal spreading phase predominately exhibits a single 7 
motility type, although spatial domains of varying motility types often occur 8 
simultaneously. These findings provide evidence for a signaling hierarchy in which 9 
locally defined motility types are coupled to global signals which enable the cell to 10 
achieve particular functions. 11 
12 
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
07
.3
91
.1
 : 
Po
st
ed
 8
 J
ul
 2
00
7
 5 
Materials and Methods 1 
Cell Culture and Sample Preparation 2 
Immortalized mouse embryonic fibroblast cells were grown in Dulbecco’s 3 
Modified Eagle Medium (DMEM) supplemented with 10% fetal bovine serum, 100 4 
IU/ml of Penicillin-Streptomycin, 2 µM of L-Glutamine, and 2 µM of HEPES. All 5 
cultures were maintained at 37ºC in a 5% CO2 incubator and cultures were never allowed 6 
to reach higher than 70% confluence. Culture reagents were purchased from Gibco-7 
Invitrogen. 8 
Spreading assays were performed as previously described (25). Briefly, cells were 9 
grown to 70% confluence, trypsinized briefly, washed with soybean trypsin inhibitor, 10 
centrifuged, and resuspended in phenol red and serum-free DMEM (Gibco-Invitrogen). 11 
Cells were then incubated for 20 minutes at 37ºC, followed by a second 20 minute 12 
incubation with 5 µM calcein red-orange-AM (Molecular Probes). Cells were then 13 
centrifuged and resuspended prior to plating. 14 
Cover glasses were washed 2 h. in 20% nitric acid and exposed to gaseous 15 
1,1,1,3,3,3-Hexamethyldisilazane (Sigma). We created a well on each cover glass using 16 
silicone isolators (Grace Bio-Labs, Inc.) and coated the hydrophobic, silanized cover 17 
glass with 600µL of a 10 µg/ml human plasma full-length pure fibronectin (Sigma) 18 
solution for 1 hour at 37ºC. 19 
Cytochalasin D, Y-27632, and ML-7 were added to the cell suspension prior to 20 
plating for the time and concentration indicated. In all cases the concentration of these 21 
drugs was maintained throughout the spreading assay. 22 
Microscopy 23 
TIRF and bright-field time-lapse microscopy were performed as previously 24 
described (25). Cells were imaged with a 20X, 0.95NA water immersion objective 25 
(Olympus) on an Olympus BX-51 upright microscope. A custom stage was positioned 26 
above a stationary quartz dove prism (Edmund Scientific). Index of refraction matching 27 
immersion oil was added to the cover glass-prism interface. TIRF excitation was 28 
achieved using the 568nm emission from an argon-ion laser (Melles Griot) and passed 29 
through the prism at an angle of incidence at the cover glass-water interface of less than 30 
the critical angle to achieve total reflection, generating an evanescent wave 31 
approximately 100 nanometers into the sample medium. For bright field, the prism 32 
precluded the use of a condenser. A Cool Snap FX cooled CCD camera (Roper 33 
Scientific) controlled by SimplePCI (Compix Inc.) software was used to record the time-34 
lapse micrographs. 35 
Cell Motility Analysis Platform (CellMAP) 36 
CellMAP is a suite of Matlab, Mathematica, and C/C++/ObjC command line 37 
programs designed to for the quantitative analysis of cell motility (13, 27). Input to 38 
CellMAP is any high contrast, time-lapse fluorescence sequence of a single cell whose 39 
boundary lies entirely within every frame of the sequence (Fig. 1b). Outputs include (but 40 
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are not limited to): arc-length-parameterized contours for each frame in the sequence, the 1 
normal velocity of the cell edge as a function of space and time, the area of the cell as a 2 
function of time, and a cross-correlation plot for the normal velocity as a function of arc-3 
length and time. The following details the calculations performed by CellMAP. 4 
Segmentation and Normal Velocity Calculation (noVel) 5 
The problem of cell segmentation for a time-lapse sequence of TIRF images can 6 
be stated as follows: at each location 
! 
i  in a given frame we observe an image pixel 
! 
h
i
 and 7 
wish to infer the underlying scene pixel 
! 
qi, where 
! 
qi " {+,#}  for pixels inside and outside 8 
the cell, respectively. We work under a Gaussian noise model where, given the 
! 
qi's, the 9 
! 
h
i
's are centered about class means 
! 
µ± with class standard deviations 
! 
" ±, all of which 10 
must be inferred from the data. We assume all pixels are independent and identically 11 
distributed, with no spatial coupling between class values at neighboring scene locations. 12 
For each frame in the sequence we fit a two-component Gaussian mixture model 13 
of the form 14 
 15 
 
! 
p(hi) = "N(hi;µ#,$#) + (1#" )N(hi;µ+,$ +) (1) 16 
 17 
to the distribution of pixel intensities (Fig. 1D) using Expectation Maximization, an 18 
iterative, unsupervised learning algorithm (29). With the 
! 
qi's, 
! 
µ± and 
! 
" ± now determined, 19 
a time-dependent intensity threshold 
! 
h(t)  that satisfies 20 
 21 
 
! 
p(qi = + |h = h) ="p(qi = # |h = h)  (2) 22 
 23 
(for a user-specified 
! 
" ) is calculated. The inside of the cell is segmented from the 24 
background and the resulting cell boundary 
! 
"(s,t) is parameterized by arc-length 
! 
s(t) . 25 
The normal velocity of each point on 
! 
"(s,t) is calculated from gradients of the 26 
image data 
! 
h(x(s,t),t)  as  27 
 28 
 
! 
v
n
=
"
t
(h(x,t) # h(t))
$h(x,t)
 (3) 29 
 30 
This is equivalent to the kinematic boundary condition in fluid dynamics and a simpler 31 
case of the velocity inference problem often addressed by optical flow methods (30, 31). 32 
The normal velocity as a function of arc-length and time is displayed in a color-coded 33 
plot. 34 
There are several advantages of the above method over previously employed 35 
techniques (11, 25). Firstly, CellMAP automates cell segmentation, allowing for only one 36 
user-controlled parameter, 
! 
" , which has a mathematically principled and highly 37 
interpretable origin: a pixel of intensity 
! 
h(t)  is 
! 
"  times as likely to have been drawn 38 
from the foreground class than from the background class; 
! 
"  controls the “tightness” of 39 
the contour. This parameter applies across all frames, removing uncertainties and 40 
fluctuations introduced by manual thresholding of individual frames. 41 
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In addition, arc-length parameterization of the cell contour enables one to analyze 1 
the non-convex morphologies encountered in early spreading and highly polarized cells 2 
in which polar coordinate descriptions fail due to multi-valued 
! 
r(",t)  relations. 3 
Finally, optical flow velocity calculation provides an accurate measure of the 4 
normal velocity for all points on the cell boundary. It should be noted that in highly 5 
anisotropic cells, the normal direction often differs dramatically from the radial direction; 6 
optical flow accurately captures normal velocity information for such cells via image 7 
gradients in a computationally-efficient manner without the need to explicitly construct 8 
local normal vectors. 9 
Correlation Analysis 10 
We employed a two-point correlation function to quantify the spatiotemporal 11 
patterns of protrusions and retractions in a cell. The discrete form of the correlation 12 
function is given by 13 
 
! 
c("t,"s) =
v(t,mod(s,S(t))#v(t + "t,mod(s+ "s,S(t + "t)))
s=1
max(S(t ),S(t+"t ))
$
t=1
T%"t
$
(T %"t)# max(S(t),S(t + "t))
t=1
T
$
 (4) 14 
where v(t,s) is the mean-subtracted membrane normal velocity as a function of 15 
arc-length s and time t, ∆t is the lag in time, ∆s is the lag in space, T is the maximum 16 
length of time in v(t,s) and S(t) is the total arc-length in v(t,s) as a function of time. The 17 
modulus function, mod(x,X), is used in the spatial coordinate to establish periodic 18 
boundary conditions in the spatial dimension. 19 
This correlation function compensates for changes in the total contour length as 20 
the cell increases and decreases in area. However, as it involves several explicit loops, it 21 
is also inherently computationally expensive. Therefore, we made use of the Wiener-22 
Khinchin theorem that states that the auto-correlation function is equivalent to the inverse 23 
Fourier transform of the absolute value squared of the Fourier transform of a function. 24 
This approach was orders of magnitude faster due to the speed gained through using fast 25 
Fourier transform (FFT) algorithms on our discrete data. However, as FFT requires 26 
rectangular matrices as input, we sampled, via linear interpolation, a constant number of 27 
points along the contour with respect to time. The drawback of this approach is that one 28 
loses the ability to measure the spatial-lag in terms of arc-length. For P0 and P2, where 29 
the contour-length changes very little, we assigned the total length of the spatial-lag axis 30 
as the average arc-length of the cell in that phase. Comparison of results between the two-31 
point and FFT based correlation functions were practically identical. For P1, where the 32 
total arc-length changes dramatically, length units are somewhat arbitrary and were 33 
simply scaled between 0 and 1. In all cases, the magnitude of the correlation function was 34 
normalized for unity at zero-lag. 35 
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Results 1 
Image Acquisition and Velocity Calculation 2 
We acquired time-lapse micrographs of isotropic spreading cells with both bright 3 
field illumination (BF, Fig. 1A) and total internal reflection fluorescence (TIRF, Fig. 1B) 4 
using a 20x objective (Movie S1). By exciting only fluorophores within 100nm of the 5 
substrate (32), TIRF revealed membrane dynamics at the earliest spreading times that the 6 
cell body usually obscures in bright field imaging (Fig. 1C). Using our Cell Motility 7 
Analysis Package (CellMAP), we calculated the membrane edge position as a function of 8 
arc-length and time (Fig. 1D) for each image in the TIRF sequence (Fig. 1E). We then 9 
calculated the normal velocity of the cell edge as a function of arc-length and time (Fig. 10 
1F, Movie S2) and performed correlation analyses on the velocity functions. (See 11 
materials and methods for details of quantitative analyses.) 12 
Kinematic Signatures of Spreading Phases 13 
We previously observed that isotropic cell spreading can be divided into three 14 
phases, early spreading (P0), middle spreading (P1), and late spreading (P2) (24), and 15 
hypothesized that each phase represents changes in local cytoskeletal organization 16 
(motility type) in response to larger scale regulatory signals (33). Fitting the logarithm of 17 
cell area vs. time to a piecewise, linear function (Fig 2A), we identified each phase and 18 
analyzed phase kinematics using CellMAP (Fig. 2B-D). We found that P0 exhibited 19 
small, fast edge protrusions immediately followed by retraction (Fig. 2B), with velocities 20 
ranging from -5 µm/min to 20µm/min. As previously reported (25), P1 was characterized 21 
by a uniform protrusion of the cell edge (Fig. 2C). P2, the late spreading phase (Fig. 2D), 22 
displayed a mixture of protrusion and retraction somewhat similar to P0 but with smaller 23 
velocities, ranging from -2 to 4 µm/min. We previously reported and extensively 24 
characterized myosin II dependent periodic lamellipodial contractions in P2 (9, 34). 25 
However, by using a time resolution of two seconds between frames, less than half of the 26 
five second average retraction time associated with a periodic contraction, we have 27 
calculated the first high-resolution velocity maps of periodic contractions around the 28 
entire cell edge. Although the range of velocities found in P0 and P2 were different, the 29 
existence of alternating protrusion and retraction in both phases suggests the possibility 30 
of a similar underlying mechanism between their dominant motility types. 31 
In order to quantitatively compare the spatiotemporal organization of edge 32 
velocity between P0 and P2, we calculated a ‘two-point’ auto-correlation function, 33 
c(∆t,∆s) for the velocity of the edge over space and time. The form of c for each 34 
spreading phase (Fig. 3) reflects the average edge activity over that phase. To distinguish 35 
between the different motility types, we used statistical measures from the correlation 36 
plot to quantify both the spatial and temporal extent of motile activity as well as the 37 
spatial and temporal spacing between regions of high activity. To illustrate, a plot of c for 38 
simulated data is shown (Fig. S1). 39 
Plotting c for P0 (Fig. 3A) revealed several features of interest within and 40 
between phases. First, the average extent of an event in P0 was ~12 seconds (twice the 41 
characteristic width of the peak at the origin in t) by ~6µm (twice the characteristic width 42 
of the peak at the origin in s). Second, there was a periodicity between protrusion and 43 
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retractions as seen by repeated peaks and troughs in c, both on the s=0 axis as well as off-1 
axis. Periodicity on the t axis reveals a period of ~25 seconds for cycles of edge activity 2 
at a given position on the cell. The diagonal, off-axis lines of correlation indicate that 3 
activity propagates along the edge with a velocity of ~0.63 µm/s, a phenomenon which 4 
has been observed in a wide variety of cells (13). The correlation of P1 (Fig. 3B) shows 5 
the isotropic and continuous nature of motility in this phase (25), in contrast to the 6 
correlation plot for P2 (Fig. 3C). In P2, we observed a temporal extent of ~15 s., temporal 7 
oscillations with a period of ~18 s, and lateral propagation of ~1.5 µm/s. These 8 
measurements are similar to previous measurements of periodic contractions in spatially 9 
limited regions of the lamellipodium of P2 spreading and migrating cells (9, 24). In 10 
addition, our global analysis reveals a spatial extent of correlated activity of up to ~30 11 
µm. Knowing that periodic contractions arise from a specific local organization of actin, 12 
myosin, and adhesions in the lamellipodium (34), and, intrigued by the similarities in 13 
period and lateral propagation between P2 and P0, we further investigated corresponding 14 
underlying cytoskeletal dynamics in these two phases. 15 
P0 exhibits RHOK1 dependent membrane blebbing 16 
In most cases, membrane movements in P0 could not be observed in BF because 17 
the cell body obscured the region of surface contact; however, in cases where the cell 18 
body was not directly above the site of initial contact, movements in the bright-field 19 
images were observed. These movements correlated to those observed in the velocity 20 
map and appeared to be extending and retracting membrane blebs (Fig. 4, Movie S3). 21 
While blebbing is a sign of apoptosis, it has also been reported in the early phase of cell 22 
spreading (23), mitosis (35), and migration (36). One mechanism for bleb formation is 23 
regulated by myosin light chain phosphorylation (37), a mechanism blocked by Rho 24 
kinase inhibitors (38-40). To test if the P0 blebbing we observed was governed by the 25 
same mechanism, we incubated the cells with 20µM of the Rho-kinase inhibitor Y-27632 26 
for 30 minutes prior to spreading. Under these conditions, bleb formation was inhibited in 27 
all cells (n=125 cells). As in Dictyostelium, when blebbing was blocked, the basal stage 28 
was dominated by filopodial motility (41). Incubation with 20µM of the myosin light 29 
chain kinase inhibitor ML-7 did not inhibit bleb formation (n=30 cells), contrary to 30 
previous studies of apoptotic blebbing (42), suggesting that the action of MLCK and 31 
Rho-kinase may be spatially segregated in early spreading as in fully spread cells (43). 32 
Independent of the particular mechanism underlying blebbing in P0, these results clearly 33 
distinguished the P0 blebbing motility type from the P2 periodic contraction motility type 34 
that were inhibited by ML-7 and were associated with lamellipodial protrusion (9). These 35 
results also showed that while cells were predisposed to blebbing in P0, pharmacological 36 
intervention inhibiting this motility type left the sequence of isotropic spreading phases 37 
undisturbed, indicating that at least some of the elements regulating spreading phase were 38 
‘up-stream’ of signals determining the motility type at the cell edge. In order to further 39 
explore the interdependence between motility types and spreading phase, we investigated 40 
molecules that would differentiate between motility types independent of spreading 41 
phase. 42 
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VASP localization provides a unique biochemical signature for each 1 
type of motility 2 
VASP, a protein that binds both f-actin and adhesion proteins, is known to 3 
stimulate actin polymerization (44, 45), and has been observed both at the tip of the 4 
leading edge during periodic contractions as well as in rows of adhesions at the back of 5 
the lamellipodium following each contraction (9). We hypothesized that the organization 6 
of VASP would indicate molecular differences between different motility types. 7 
Cells transiently transfected with VASP-GFP revealed that VASP was not 8 
concentrated at the tip of the protruding edge in the blebbing motility type (Fig. 5A). 9 
Instead, aggregates of VASP formed at the base of the bleb following bleb retraction. 10 
This suggested that VASP-dependent actin polymerization was not required for P0 bleb 11 
extension; however, VASP may form initial adhesions in P0 in response to bleb 12 
retraction, although we do not directly explore this relationship here. In P1, VASP in the 13 
protruding edge was above the region of fluorescence of our TIRF field (data not shown), 14 
requiring epifluorescence in order to visualize VASP. These observations revealed that 15 
VASP was localized at the tips of lamellipodia, although no VASP adhesion sites formed 16 
(Fig. 5B). In P2, we observed VASP during periodic contractions at the cell edge (Fig. 17 
5C, left) consistent with previous observations (9). However, we also observed transitions 18 
from periodic contraction motility to continuous protrusion motility with VASP 19 
distribution (Fig. 5C, right, Movie S4) similar to that in continuous protrusion during P1 20 
(Fig. 5B). These results indicated that VASP distribution is different in each of the 21 
spreading motility types. Further, since both continuous lamellipodial extension and 22 
periodic contractions occur simultaneously in P2 (Fig. 5C, Movie S4) and P1 cells can 23 
exhibit spatially limited regions of motility types at the same time as continuous 24 
protrusion (Fig. 2C), we suggest that mixing between motility types is a general 25 
phenomenon. 26 
Effects of Cytochalasin D depend on motility type 27 
To explore the polymerization complexes involved in the different phases of cell 28 
spreading, we treated cells with the barbed end binding toxin cytochalasin D (CD) over a 29 
range of concentrations (0nM, 30 nM, 60 nM, 100 nM, and 200 nM) for 30 minutes prior 30 
to spreading, and analyzed 11, 10, 12, 5, and 8 spreading cells over two trials for each 31 
condition, respectively. We generated edge velocity maps for these cells and selected the 32 
isotropic spreading cells from the total population for further study (Fig. 7A, Fig. S2). 33 
Transitions between phases, defined by changes in the rate of area change (see above), 34 
were distinguishable at up to 100 nM of CD, although increased CD concentration 35 
disrupted the spatiotemporal organization of motility types and decreased the final spread 36 
extent of cells. These results suggested that the mechanism of transition between phases 37 
is relatively insensitive to barbed end inhibition by CD, similar to the above finding that 38 
altering the motility type of P0 with Rho kinase inhibitor does not effect the P0-P1 39 
transition. 40 
To quantify the effect of CD on different motility types, we analyzed the 41 
distributions of velocities from all cells at a given CD concentration in a specific phase 42 
(Fig. 7B-D). Each distribution was fit to a Gaussian mixture model, a linear combination 43 
of several Gaussian components, each specified by three parameters; µ (mean), σ 44 
(standard deviation), and π (relative weight). Each component of the mixture model 45 
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represented a particular underlying motility mechanism - quiescence, bleb protrusion, 1 
bleb retraction, or continuous extension - and µ, σ, and π characterized the edge 2 
kinematics of each mechanism. 3 
We used a three-component mixture model to describe P0, reflecting that this 4 
spreading phase was comprised of a combination of barbed end independent motility 5 
(blebbing), a barbed end dependent motility, and quiescence. The high-velocity Gaussian 6 
component corresponded to the high-velocity bleb protrusion events, and the speed of 7 
these protrusions changed by a relatively small amount across the range of CD 8 
treatments, from 10 µm/min to 8 µm/min (Fig. 7B & E). The low-velocity Gaussian 9 
component in P0 revealed a population of protrusion events with a velocity distribution 10 
centered at 4µm/min under control conditions that shifted to 1µm/min at 100nM CD. The 11 
final Gaussian component represented the quiescent regions of the cell whose velocity 12 
remained unchanged with CD treatment. 13 
We also used three-component Gaussian mixture model for the velocities in P1. 14 
One component modeled the quiescent regions of the cell for each treatment, with the 15 
exception of control cells where there were few quiescent regions in P1. The other two 16 
Gaussian components modeled the distribution of velocities in continuously protruding 17 
regions of the cell. The mean velocities of both components of the continuous protrusion 18 
motility type decreased at higher CD concentrations, although the most dramatic decrease 19 
was in the fraction of the edge exhibiting these high velocities. Indeed, as CD treatment 20 
increased, the probability of a given part of the cell being quiescent (π1) increased. There 21 
was an abrupt shift at 60 nM CD (Fig. 7C,F), indicating that at this concentration of CD a 22 
pool of excess barbed ends was finally eliminated by CD barbed end capping. 23 
Furthermore, the observation that a given part of the cell either exhibited the continuous 24 
protrusion motility type or quiescence supports our hypothesis that each motility type 25 
represents a discrete state of cytoskeleton organization. 26 
To further quantify the disruption of the organization of motility types by CD, we 27 
applied correlation analyses. Analysis of P0 (Fig. 7B) revealed the least disruption of 28 
spatiotemporal patterning – the blebbing motility type was essentially unchanged by 29 
increasing [CD]. P1 motility, however, underwent a substantial shift in organization; 30 
while cells continued to exhibit highly correlated spatial regions of persistent activity, 31 
instead of a single, spatially connected region of spreading, correlation maps revealed 32 
cells that exhibited multiple isolated spatial domains of high correlation (Fig. 7C, left, 33 
middle). In general, the spatial extent of correlation decreased as CD was added (Fig. 7C, 34 
right). These results suggest that while P1 promotes continuous protrusion, the presence 35 
of CD decreases the probability for continuous protrusion of the cytoskeleton in a given 36 
local region of the cell due to decreasing barbed-end availability. 37 
Motility Types in Polarization 38 
Polarization and migration require the cell to bias net-protrusive motility types in 39 
one region while motility types giving a net-retraction must occur in a diametrically 40 
opposed region. Cell spreading is often an isotropic process and the mechanism by which 41 
a cell transitions into a polarized and migratory state is not well understood. It was 42 
recently observed that PKCθ is required for the maintenance of polarity and migration in 43 
T-cells. In cells lacking PKCθ, the lateral propagation of activity was unchecked, 44 
preventing cells from forming a stable cell front and moving in a directed manner (Simms 45 
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et al.). In P2 fibroblasts, spatially isolated regions of periodic contractions also exhibited 1 
lateral propagation at a rate of 0.375 µm/s, (Fig. 7 A, B). However, as time progressed, 2 
the rate of this propagation greatly decreased (Fig. 7 C), and this suppression of lateral 3 
propagation of edge activity may represent an important step in developing cell polarity. 4 
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Discussion 1 
Isotropic cell spreading is a process during which a cell exhibits a small number 2 
of motility types in coordination with two sharp transitions in global behavior. These 3 
changes in global behavior correspond to abrupt changes in slope in the plot of spread 4 
area versus time. Detailed characterization of the spreading motility types reveals that 5 
they are similar to those observed during more general phenomena. For instance, cells 6 
can exhibit membrane blebbing during mitosis (35), during development (46, 47), and 7 
during cancer cell movement (36, 48). Motility very similar to P1 continuous spreading 8 
has been observed in post-mitotic cell spreading (Gauthier et al., in submission) and 9 
keratocyte migration, as well as in tumor-derived epithelial cell lines acutely exposed to 10 
epidermal growth factor, which undergo a two minute long period of rapid actin 11 
polymerization (49). Furthermore, we show that P2 cells exhibit global periodic 12 
contractions, one of the most fully understood motility types in migrating cells (9). Thus, 13 
the quantitative characterization of spreading motility types can provide an important aid 14 
in building models of the mechanisms of movement in vivo (50) as well as a tool for 15 
evaluating the specific effect of perturbations such as siRNA knockdown (26) or a 16 
particular disease state such as oncogenic mutation. Using kinematic (Fig. 1-3) and 17 
molecular (Fig. 5) fingerprints for the different motility types combined with an 18 
understanding of the molecular machines that contribute to those motility types (34, 39, 19 
51), one can deduce the molecular-level function of a perturbation based on our relatively 20 
low resolution, high-throughput, quantitative spreading assay. Such an approach could 21 
provide fast, highly interpretable functional screens for chemical libraries, siRNA 22 
libraries, or tumor cells. 23 
Spreading assays owe their interpretability to the discrete nature of motility types. 24 
Not only are the temporal transitions between phases very sharp, but the spatial 25 
boundaries between two different motility types are equally abrupt. For instance, in P1, 26 
some cells contained regions where they did not exhibit continuous spreading. Instead of 27 
observing a gradual decrease in the speed of edge protrusion into a quiescent region, the 28 
boundary between the regions of continuous protrusion and these regions were very 29 
abrupt. In addition, in response to a range of concentrations of cytochalasin D (Fig. 6), 30 
we observed intermediate states between uninhibited continuous protrusion and complete 31 
inhibition. In these intermediate states, we observed that, while the velocities of regions 32 
of the cell still exhibiting continuous protrusion exhibit a mild dependence on CD, the 33 
regions of the cell with no suppressed or different motility types entirely increased 34 
dramatically. Thus we conclude that continuous spreading is a stable state in the 35 
organization of the cytoskeleton and that reducing barbed ends inhibits this state, 36 
resulting in fewer regions of the cell that exhibit continuous protrusion in the presence of 37 
CD. Both periodic contractions and blebbing motility exhibit a similar, discrete nature. 38 
Interestingly, even in cells where the organization of continuous spreading was highly 39 
disrupted, abrupt changes in spreading phase associated with global changes in motility 40 
type were still observed. 41 
Together, these results support our proposed model of hierarchical motility 42 
regulation (33). At the lowest level of the hierarchy are actin and proteins that directly 43 
modify actin dynamics (e.g., actin polymerization factors VASP or WAVE, actin 44 
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
07
.3
91
.1
 : 
Po
st
ed
 8
 J
ul
 2
00
7
 14 
nucleators such as Arp2/3, depolymerization factors such as cofilin) and their immediate 1 
regulatory molecules (e.g., Abl, LIMK1), responsible for directly determining the 2 
motility type in a local region of the cell. A particular organization of these molecules 3 
gives rise to a stereotypic kinematic signature of the cell edge, as a result of a particular 4 
balance of actin polymerization, adhesion formation, myosin activity, filament cross 5 
linking, and any number of other processes that alter the local cytoskeletal environment. 6 
At the higher levels of the hierarchy are molecules that lead to global organizational 7 
changes such as those observed in transitions between spreading phases. Candidate 8 
molecules are the Rho family GTPases (52) or calcium signals induced by integration of 9 
chemical or mechanical signals (53), and we propose that such global signals influence 10 
the probability that a given motility type is activated on a regional or global scale. This 11 
hypothesis of modular, hierarchical control of the cytoskeleton provides a framework by 12 
which multiple higher-level signals are integrated to contribute to the overall motile 13 
function. The specific type of edge motility activated in a given region of a cell depends 14 
upon both global and local signals; indeed, switching between migrational modes has 15 
been observed in neurons (54, 55), amoeba (41), and in the immune synapse (56), and in 16 
tumor cells (36, 55, 57). 17 
This hierarchy of locally defined motility types combined with global regulation 18 
allows an evolutionary independence between low-level cytoskeletal function, which is 19 
highly conserved, and the regulation of global cellular function, which is highly 20 
divergent. Flexibility, evolvability, and non-linearity are properties of a variety of 21 
evolved systems, and these properties are readily achieved through hierarchical 22 
organization (58). For example, the modular nature of genes in which cis-regulatory 23 
sequences and protein coding sequences are independently altered through evolutionary 24 
processes results in the potential for the development of complex spatial and temporal 25 
expression patterning while using similar fundamental protein building blocks (59). In 26 
this case, evolutionarily-conserved motility types play a role analogous to the expressed 27 
proteins while global motility regulatory signals play a role analogous to the cis-28 
regulatory elements, giving the cell the ability to use the same low-level motility 29 
machinery to carry out diverse functions depending on the specific cellular context. 30 
In a recent editorial on the state of systems biology, George Church asks how the 31 
rest of biology can “reach the enviable status of bioinformatics and crystallography?” and 32 
suggests that sharing data is a crucial step towards achieving this goal (60). All data for 33 
the cells analyzed in this paper, along with their corresponding two-dimensional velocity 34 
maps and the open source software CellMAP, are available at 35 
http://cellmap.sourceforge.net. In the spirit of projects such as the Open Microscopy 36 
Project (http://www.openmicroscopy.org), we hope that making our data and software 37 
freely available will provide a model for a collaborative future in the field of cell motility 38 
and guide the way to a more systematized approach for storing and distributing cell 39 
imaging data, such as already exists in the fields of protein biophysics. 40 
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
07
.3
91
.1
 : 
Po
st
ed
 8
 J
ul
 2
00
7
 15 
Acknowledgements 1 
The authors thank Greg Giannone and the entire Sheetz Lab for their stimulating 2 
conversations and criticisms and Greg Neumann and Maria Zuber (NASA) for providing 3 
the color scale used in the velocity plots. This work was supported by the NIH and the 4 
NSF. 5 
Abbreviations list 6 
CD .......................................................................................................... cytochalasin D 7 
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P1 ................................................................................................... fast spreading phase 10 
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 Figure legends 1 
Figure 1: The velocity map encapsulates the kinematics of cell spreading 2 
(A) Bright field sequence of a mouse embryonic fibroblast spreading on a fibronectin coated 3 
cover glass. Each image is 62µm high and there is 1 minute between each frame. (B) Same as A 4 
except with total internal reflection fluorescence (TIRF) illumination. TIRF reveals only the 5 
regions of the cell in closest contact with the surface, allowing for the visualization of edge 6 
dynamics at the earliest times. (C) Merge of bright field (red) and TIRF (green) sequences. The 7 
cell edge in bright field exactly matches the cell edge in TIRF. (D) Example of Gaussian mixture 8 
modeling and expectation-maximization method for image segmentation of a TIRF image (left). 9 
A mixture of two Gaussian distributions is used to fit the pixel intensity histogram (middle), 10 
where one Gaussian models background pixels and one models pixels corresponding to our 11 
fluorescent signal. A threshold is determined by tuning the relative probability that a given pixel 12 
intensity belongs to the background or signal distributions (right). The only free parameter in this 13 
calculation, performed by a convergent expectation-maximization algorithm, is α, the tightness 14 
factor. Two different values of α result in two different values for the threshold, h1 and h2. (E) 15 
Segmentation of the sequence of TIRF images in B for constant α. (F) The sequence of contours 16 
gives edge position as a function of arc-length and time (left). The edge position is then used to 17 
determine the points at which to calculate a 3D optical flow from the original image data 18 
(middle). The velocity surface is plotted over arc-length and time (right). The cell analyzed in 19 
this figure corresponds to cell 646 in the database. 20 
Figure 2: Each spreading phase exhibits a unique kinematic signature 21 
(A) The time domains of different phases are determined by the best fit of a 3-regime, piecewise 22 
function to the logarithm of the area curve (left). These domains are then used to divide the 23 
velocity map into different regions (middle). The three phases have distinct normal velocity 24 
distributions (right). (B) Phase 0 spreading. Sequence of TIRF images (left) with an interval of 6 25 
seconds. Velocity map (middle). Velocity histogram (right). (C) Phase 1 spreading. Sequence of 26 
TIRF images (left) with an interval of 14 seconds. Velocity map (middle). Velocity histogram 27 
(right). (D) Phase 2 spreading. Sequence of TIRF images (left) with an interval of 14 seconds. 28 
Velocity map (middle). Velocity histogram (right). Scale bars represent 10µm. The cell analyzed 29 
corresponds to ID 646 in the database. 30 
Figure 3: Auto-correlation functions reveal different characteristic lengths 31 
and periods in each phase 32 
Two-point correlation function, c(∆t,∆s) applied to velocity maps reveal patterns of membrane 33 
movement for P0 (A), P1 (B) and P2 (C). Correlation density maps reveal overall patterns (left 34 
column) while plots of the ∆t=0 or ∆s=0 sections (right column) illustrate temporal and spatial 35 
features alone. The width of the first peak in c around the origin gives the average feature size in 36 
time and arc-length for each phase. The distance to the first maximum in the time axis gives the 37 
average temporal periodicity of the velocity plot. The distance to the first maximum in the space 38 
axis gives the average periodicity in space. Diagonals in the correlation plots reveal lateral 39 
propagation of active regions, particularly evident in the P0 plot. Arc-length in P1 is expressed 40 
with respect to the maximum arc-length, S, because S(t) is changing rapidly in this phase. 41 
Database ID for (A) and (B) is 646, (C) corresponds to ID 625. 42 
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Figure 4: Periodic protrusion and retraction in the basal phase is a result of 1 
blebs 2 
(A) Bright field (left), TIRF (middle) and merge (right) images of a cell exhibiting blebbing 3 
motility (arrow indicates a region of blebbing) during P0. Scale bar is 10µm. (B) Velocity map 4 
of the same cell where the dashed lines indicates the time points represented by the images in 5 
(A). The blebs observed in bright field correspond to the regions of patches of protrusion in the 6 
velocity map. Cell database ID = 643. 7 
Figure 5: VASP localization acts as a molecular marker to differentiate 8 
between the different phases of spreading 9 
 (A) A TIRF time sequence of VASP localization reveals that the protein is not enriched at the 10 
tips of P0 blebs during protrusion though VASP localizes in adhesions that form following bleb 11 
protrusion. (B) During P1, epifluorescence reveals that VASP is concentrated at the leading edge 12 
of continuous protrusion, as indicated by a line plot of intensity. The dashed line indicates the 13 
region over which the line plot was taken. (C) When the cell enters P2, periodic contractions can 14 
occur, with VASP at the tip of the protrusion as well as in rows of adhesions (left). However, the 15 
edge can switch back to a continuous protrusion (C, right), at which point VASP is  again 16 
localized only at the tip, identical to continuous protrusion in P1. Scale bars represent 10µm. 17 
Figure 6: Effect of CD on edge velocity during isotropic cell spreading 18 
(A) Velocity maps of representative isotropic cells plated following 30 minute incubation with 19 
the indicated concentration of CD reveal that motility in P2 is most readily disrupted, followed 20 
by P1, with P0 blebbing motility being the least sensitive to CD. Cell ID in database, listed from 21 
low to high [CD]: 625, 649 641, 655, 612. (B-D) Velocity histograms for all cells treated with 22 
the indicated concentration of CD for P0 (B) P1 (C) and P2 (D). Overlay of a three-component 23 
Gaussian mixture model illustrates that different motility types correspond to different 24 
combinations of peaks in the velocity distribution. The ith Gaussian component has three 25 
parameters, µi, σi, and πi, corresponding to the mean, standard deviation, and weight of that 26 
component, respectively. CD treatment, while capable of changing the velocity of a particular 27 
type of motility (reflected in changes to µ for the corresponding Gaussian component), also alters 28 
the probability that a given section of the cell will be in that particular type of motility (reflected 29 
in changes to π). (E-F) Summary of the values of µ and π vs. [CD] for the three different 30 
Gaussian components in P0 (E) and P1 (F) reveal differences in the dependence on barbed ends 31 
for different types of motility. While the velocity of continuous protrusion in P1 decreases with 32 
increasing CD (µ1 in F, left panel), the fraction of the cell that exhibits continuous protrusion 33 
(represented by the increasing π1 and decreasing π2 π3 in F, right panel) decreases as the 34 
quiescent fraction increases (π1). (G) Correlation maps of P0 vs. [CD] show that CD does not 35 
disrupt the spatiotemporal organization of blebbing. Cell ID’s are same as in A. (H) 2-D (left) 36 
and 1D (middle) correlation plots for a P1 for a cell treated with 60nM CD exhibited multiple 37 
regions of high correlation (Cell ID 631). In general, the extent of high correlation decreases 38 
with increasing [CD] (right), indicating that the extent of regions undergoing continuous 39 
protrusion is decreasing. 40 
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Figure 7: Laterally propagating domains of periodic contractions 1 
(A) After entering P2, some cells exhibit a lateral propagation of regions exhibiting periodic 2 
contractions. This large-scale lateral propagation is seen by correlation analysis (B) performed in 3 
the region of the velocity map indicated by the dashed grey lines. After 8 minutes, the speed of 4 
lateral propagation decreases (C). The suppression of lateral propagation may be an important 5 
step in establishing polarization. 6 
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&IGURE  4HE VELOCITY MAP ENCAPSULATES THE KINEMATICS OF CELL SPREADING
!	 "RIGHT FIELD SEQUENCE OF A MOUSE EMBRYONIC FIBROBLAST SPREADING ON A FIBRONECTIN COATED COVERGLASS %ACH IMAGE IS 
M HIGH AND THERE IS  MINUTE BETWEEN EACH FRAME "	 3AME AS ! EXCEPT WITH TOTAL INTERNAL REFLECTION FLUORESCENCE 
4)2&	 ILLUMINATION 4)2& REVEALS ONLY THE REGIONS OF THE CELL IN CLOSEST CONTACT WITH THE SURFACE ALLOWING FOR THE 
VISUALIZATION OF EDGE DYNAMICS AT THE EARLIEST TIMES #	 -ERGE OF BRIGHT FIELD RED	 AND 4)2& GREEN	 SEQUENCES 4HE CELL 
EDGE IN BRIGHT FIELD EXACTLY MATCHES THE CELL EDGE IN 4)2& $	 %XAMPLE OF 'AUSSIAN MIXTURE MODELING AND 
EXPECTATIONMAXIMIZATION METHOD FOR IMAGE SEGMENTATION OF A 4)2& IMAGE LEFT	 ! MIXTURE OF TWO 'AUSSIAN DISTRIBU
TIONS IS USED TO FIT THE PIXEL INTENSITY HISTOGRAM MIDDLE	 WHERE ONE 'AUSSIAN MODELS BACKGROUND PIXELS AND ONE 
MODELS PIXELS CORRESPONDING TO OUR FLUORESCENT SIGNAL ! THRESHOLD IS DETERMINED BY TUNING THE RELATIVE PROBABILITY 
THAT A GIVEN PIXEL INTENSITY BELONGS TO THE BACKGROUND OR SIGNAL DISTRIBUTIONS RIGHT	 4HE ONLY FREE PARAMETER IN THIS 
CALCULATION PERFORMED BY A CONVERGENT EXPECTATIONMAXIMIZATION ALGORITHM IS  THE TIGHTNESS FACTOR 4WO DIFFERENT 
VALUES OF  RESULT IN TWO DIFFERENT VALUES FOR THE THRESHOLD H AND H %	 3EGMENTATION OF THE SEQUENCE OF 4)2& IMAGES 
IN " FOR CONSTANT  &	 4HE SEQUENCE OF CONTOURS GIVES EDGE POSITION AS A FUNCTION OF ARCLENGTH AND TIME LEFT	 4HE 
EDGE POSITION IS THEN USED TO DETERMINE THE POINTS AT WHICH TO CALCULATE A $ OPTICAL FLOW FROM THE ORIGINAL IMAGE 
DATA MIDDLE	 4HE VELOCITY SURFACE IS PLOTTED OVER ARCLENGTH AND TIME RIGHT	 4HE CELL ANALYZED IN THIS FIGURE CORRE
SPONDS TO CELL  IN THE DATABASE
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Figure 2: Each spreading phase exhibits a unique kinematic signature
(A) The time domains of different phases are determined by the best fit of a 3-regime, piecewise function to 
the logarithm of the area curve (left). These domains are then used to divide the velocity map into different 
regions (middle). The three phases have distinct normal velocity distributions (right). (B) Phase 0 spreading. 
TIRF sequence of images (left) are 6 seconds apart. Velocity map (middle). Velocity histogram (right). (C) 
Phase 1 spreading. TIRF sequence of images (left) are 14 seconds apart. Velocity map (middle). Velocity 
histogram (right). (D) Phase 2 spreading. TIRF sequence of images (left) are 14 seconds apart. Velocity map 
(middle). Velocity histogram (right). Scale bars represent 10µm. The cell analyzed corresponds to ID 646 in 
the database.
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&IGURE  !UTOCORRELATION FUNCTIONS REVEAL DIFFERENT CHARACTERISTIC LENGTHS AND PERIODS IN EACH 
PHASE
4WOPOINT CORRELATION FUNCTION C∆T∆S	 APPLIED TO VELOCITY MAPS REVEAL PATTERNS OF MEMBRANE 
MOVEMENT FOR 0 !	 0 "	 AND 0 #	 #ORRELATION DENSITY MAPS REVEAL OVERALL PATTERNS LEFT 
COLUMN	 WHILE PLOTS OF THE ∆T OR ∆S SECTIONS RIGHT COLUMN	 ILLUSTRATE TEMPORAL AND SPATIAL 
FEATURES ALONE 4HE WIDTH OF THE FIRST PEAK IN C AROUND THE ORIGIN GIVES THE AVERAGE FEATURE SIZE IN 
TIME AND ARCLENGTH FOR EACH PHASE 4HE DISTANCE TO THE FIRST MAXIMUM IN THE TIME AXIS GIVES THE 
AVERAGE TEMPORAL PERIODICITY OF THE VELOCITY PLOT 4HE DISTANCE TO THE FIRST MAXIMUM IN THE SPACE 
AXIS GIVES THE AVERAGE PERIODICITY IN SPACE $IAGONALS IN THE CORRELATION PLOTS REVEAL LATERAL PROPA
GATION OF ACTIVE REGIONS PARTICULARLY EVIDENT IN THE 0 PLOT !RCLENGTH IN 0 IS EXPRESSED WITH 
RESPECT TO THE MAXIMUM ARCLENGTH 3 BECAUSE 3T	 IS CHANGING RAPIDLY IN THIS PHASE $ATABASE )$ 
FOR !	 AND "	 IS  #	 CORRESPONDS TO )$ 
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Figure 4 : Periodic protrusion  and retra ction  in the  basal  phase  is a 
result of blebs  
(A) Bright field (left), TIRF (middle) and merge (right) images of a cell exhibiting
blebbing motility (arrow indicates a region of blebbing) during P0. Scale bar is 10µm.
(B) Velocity map of the same cell where the dashed lines indicates the time points 
represented by the images in (A). The blebs observed in bright field correspond to the
regions of patches of protrusion in the velocity map. Cell database ID = 643. N
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Figure 5: VASP localization acts as a molecular marker to differentiate between the different 
phases of spreading
 (A) A TIRF time sequence of VASP localization reveals that the protein is not enriched at the tips of 
P0 blebs during protrusion though VASP localizes in adhesions that form following bleb protru-
sion. (B) During P1, epifluorescence reveals that VASP is concentrated at the leading edge of 
continuous protrusion, as indicated by a line plot of intensity. The dashed line indicates the region 
over which the line plot was taken. (C) When the cell enters P2, periodic contractions can occur, 
with VASP at the tip of the protrusion as well as in rows of adhesions (left). However, the edge can 
switch back to a continuous protrusion (C, right), at which point VASP is  again localized only at the 
tip, identical to continuous protrusion in P1. Scale bars represent 10µm.
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Figur e 6: Effect  of CD on edge  velocit y during  isotropic  cell spreading  
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&IGURE   ,ATERALLY PROPAGATING DOMAINS 
OF PERIODIC CONTRACTIONS
!	 !FTER ENTERING 0 SOME CELLS EXHIBIT A 
LATERAL PROPAGATION OF REGIONS EXHIBITING 
PERIODIC  CONTRACTIONS  4HIS  LARGE  SCALE 
LATERAL PROPAGATION IS SEEN BY CORRELATION 
ANALYSIS  "	  PERFORMED  IN  THE  REGION  OF 
THE  VELOCITY  MAP  INDICATED  BY  THE 
DASHED  GREY  LINES  !FTER    MINUTES  THE 
SPEED  OF  LATERAL  PROPAGATION  DECREASES 
#	  4HE  SUPPRESSION  OF  LATERAL  PROPAGA
TION MAY BE AN IMPORTANT STEP IN ESTAB
LISHING POLARIZATION
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Supporting Material 
Movie S1 (Re: Figure 1):  
A time-lapse of bright field (red), TIRF (green) micrographs and their overlay (right) 
shows an immortalized mouse embryonic fibroblast spreading onto a fibronectin coated 
cover glass. 
Movie S2 (Re: Figure 1):  
Our algorithms calculate the contour position and the velocity in the direction of the 
normal to the contour during spreading. The TIRF sequence of an isotropic spreading cell 
with the contour position overlaid illustrates our technique (left). Each point on the 
contour is colored to represent the velocity in the direction of the normal to the cell edge 
at that point (see Fig. 2 for color scale). By stretching out and placing each contours in 
sequence, we generate the basic unit of our quantitative analysis of cell motility, the 
velocity map (right). The vertical bars indicate the progression of time. 
Movie S3 (Re: Figure 4): 
Bright field (left) TIRF (center) and merged (right) images of an isotropic spreading 
immortalized mouse embryonic fibroblast cell exhibiting P0 blebbing motility. Scale bar 
represents 5 µm. Frames were collected every two seconds and the display rate is 30 
frames per second. 
Movie S4 (Re: Figure 5): 
TIRF movie of GFP-VASP (left) and DIC (right) exhibit periodic contractions and 
continuous protrusion in P2 of spreading. Scale bar represents 10 µm. 
Figure S1 (Re: Figure 4) 
(A) Synthetic frames mimic the movements of the real cell edge  as observed in TIRF. 
(B) Velocity map of the synthetic data and (C) histogram of measured velocities. (D) 
Correlation analysis reveals the spatial and temporal extent of regions of motile activity 
as well as the spatial and temporal spacing between regions of activity. 
Figure S2, in two parts (Re: Figure 7) 
Velocity maps of isotropic cells used in the CD spreading dependence studies. The 
numbers above each plot indicates the cell ID # in our database. The data for these plots 
as well as area curves are accessible through our online database. 
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Figure S1 (Re: Figure 4)
(A) Synthetic frames mimic the movements 
of the real cell edge  as observed in TIRF. (B) 
Velocity map of the synthetic data and (C) 
histogram of measured velocities. (D) 
Correlation analysis reveals the spatial and 
temporal extent of regions of motile 
activity as well as the spatial and temporal 
spacing between regions of activity.
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Figure S2, in two parts (Re: Figure 7)
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Figure S2, in two parts (Re: Figure 7)
Velocity maps of isotropic cells used in the CD spreading dependence studies. The numbers 
above each plot indicates the cell ID # in our database. The data for these plots as well as area 
curves are accessible through our online database.
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