The deployment of distributed enterprise applications and e-business solutions, that leverage edge service architectures across wide area networks, require flexible and adaptable models for data dissemination and caching. In this paper we present the design of an architecture that streamlines the integration of proactive data dissemination and caching into e-commerce solutions built with the Java 2 Enterprise Edition. The utilization of an adaptive push and pull approach combined with the flexible and transparent design leads to an infrastructure that facilitates the development of efficient communication strategies for business participants. Well defined interfaces significantly simplify the evaluation and analysis of adaptive data dissemination and caching strategies that utilize application specific semantics to minimize network traffic and maximize temporal coherency.
INTRODUCTION
The increasing number of e-business solutions providing global services result in widespread use of the edge services architecture that minimizes network traffic and increases response times and availability. The evolving business collaborations pose new challenges in data dissemination and caching among business participants distributed around the globe. While traditional three tier architectures come with a tight coupling of the data tier and the business tier, today's distributed enterprise applications often need to access data across the internet or other wide area networks. The edge service architecture is a typical scenario introducing the delegation of business logic and the distribution of business data across multiple servers. Edge servers deployed topologically close to client applications handle simple business logic tasks to increase overall performance and availability. More sophisticated business processing is delegated to the central backend system that is directly connected to the data center. In addition to the ability to delegate business processing to the backend system, edge servers require automatic notification of data changes to preserve temporal coherency and to be able to react to changing conditions. Modern multi-tier enterprise application development platforms such as the Java 2 Enterprise Edition provide a powerful programming environment for three tier enterprise applications and extend it with middleware support and web services to facilitate the communication with business participants. Furthermore, several object-to-relational mapping tools [25, 34] exist that provide caching support for conventional three tier architectures and clustered environments. Despite all these services the distributed nature of the emerging edge service architecture combined with the communication latency of wide area networks and the costs involved in transferring information across the internet demands for more efficient, flexible and adaptable data dissemination and caching techniques.
With the evolution of the internet and the increasing number of large scale distributed systems a number of mainly theoretical papers [26, 29, 21, 18] have evaluated flexible data dissemination and caching techniques. Most adaptive approaches suggest the utilization of both push and pull for data propagation. Depending on the algorithm chosen and the application data used, the system will favor push or pull to minimize the number of data items transmitted. Further research [30, 14, 17] into data dissemination both in large scale and asymmetric communication environments highlights the benefits of client and server initiated broadcast and caching models.
A transfer of adaptive data dissemination technologies developed for traditional web applications to modern enterprise applications and the edge services architecture could significantly improve communication efficiency among business participants. Despite the intriguing possibilities and benefits of flexible communication infrastructures for edge service architectures most research projects omit to design, integrate, and evaluate adaptive data dissemination and caching in the context of modern enterprise applications. A majority of research papers conducts the proof of theoretical concepts and evaluates the considerations with tailored communication infrastructures; only a small fraction is concerned with the integration, evaluation and deployment in real world enterprise application scenarios. The inherent complexity of distributed enterprise systems raises a lot of integration issues and complicates the evaluation and comparison. We believe that a lack of guidelines and architectural proposals for a successful combination of adaptive dissemination techniques and enterprise systems is a main cause for the small number of representative case studies. Nevertheless, it is important to evaluate the concepts within the intended context in order to demonstrate their applicability in modern enterprise computing.
In the past few years numerous experts in the field of distributed systems have published blueprints, best practice advices, and design patterns to aid developers in creating systems that are flexible enough to meet changing business requirements. Our design of the data dissemination and caching architecture on top of the Java 2 Enterprise Edition can guide software engineers and system architects in creating solutions for edge service architectures that adequately handle data exchange and caching.
The main emphasis of our work is on providing an architectural design that allows the seamless integration of adaptive data propagation into distributed enterprise applications by leveraging the technologies provided by the Java 2 Enterprise Edition. We demonstrate transparent and flexible integration into existing enterprise applications, propose strategies and guidelines for the efficient decomposition of systems into edge service architectures and define interfaces that facilitate the design, evaluation and comparison of adaptive communication strategies. The proposed architecture is tailored to promote the analysis of adaptive data dissemination and caching for distributed enterprise applications and can be seen as an attempt to empower the Java 2 Enterprise Edition with adaptive communication models in edge service architectures. We believe that the architecture described in this paper is an important foundation to facilitate and streamline the research, evaluation, comparison, and ultimately deployment of adaptive communication services for edge service architectures. The carefully designed interfaces allow researchers to focus on the development of adaptive models and the provision of context information rather than being concerned with integration issues.
The architecture presented in this paper provides an infrastructure that combines speculative data dissemination with caching in order to minimize network traffic and to maximize temporal coherency. The knowledge of both edge servers and backend systems can be introduced to proactively disseminated and cache data items. Depending on the communication strategies used and the data operated on, the system's behavior will be similar to pure caching or pure replication.
We believe that well designed propagation strategies that utilize the architecture presented can significantly reduce the amount of network traffic transferred across wide area networks between the edge servers and the backend system. Our work is further motivated by those in the research community who claim [15] that we require adaptable middleware solutions that change according to application requirements and resource availability. Our architecture enables applications to notify the communication infrastructure of changing conditions in order to optimize communication efficiency.
The remainder of this paper is organized as follows: Section 2 introduces the edge service architecture and explains the possibilities offered by the architecture presented. Section 3 describes the technologies utilized and outlines the design and implementation that lead to a flexible and extensible integration into existing enterprise applications. A detailed discussion including a comparison with related approaches and the areas of ongoing research is presented in section 4.
EDGE SERVICE ARCHITECTURE
The nodes in a general distributed information system can be classified into data sources, which provide the base data to be disseminated, clients which are net consumers of information, and information brokers that mediate data from the data source to the clients [22] . In distributed enterprise systems data is combined with business logic that performs tasks relevant to the application domain. In a general edge service architecture the data source is substituted by the central backend service that performs critical business tasks and is directly connected to a data center. The edge servers substitute the information brokers and perform business tasks partly in collaboration with the backend system. The edge service architecture facilitates distribution of both business data and business logic and empowers enterprises to offer scalable, highly available e-commerce solutions with optimized response times.
Propagation of data can be achieved by pushing or pulling data either periodically or on demand using the point-to-point or publish-and-subscribe model. We will combine the benefits of push and pull and apply it to the edge service architecture.
Figure 1 Edge Service Architecture
The diagram in Figure 1 shows a typical edge server architecture that provides the base for the design of our adaptive data dissemination and caching architecture. The propagation techniques (pull-on-demand, speculative push and notifications) introduced by the architecture and shown in the diagram will be described in detail in the following sections. The central backend system and the individual edge servers exchange information in order to service client applications. Both edge and backend servers are equipped with an application server that enables flexible presentation and business logic to be applied to the data propagated among individual nodes. The backend cluster is directly connected to a database or a data center providing the business data for the entire enterprise application. Each edge server is equipped with a cache that is maintained in a relational database.
Data Replication and Caching
It is evident that the performance of tasks executed at each individual edge server is best if all data required for the business operations is cached and therefore locally available. We believe, however that internet based data replication is not applicable and hardly feasible in the presented scenario. Data replication results into transmission of every data item to all edge servers and requires processing and storage resources to handle the increasing data volumes of current business solutions. As highlighted admittedly in a different context [16] combining push and pull might lead to superior solutions than pushing everything to the already overloaded acceptors.
The shortcomings of a data replication solution raise the question if a simple data cache at each edge servers would be sufficient. In a conventional caching system the client tries to locate the required data items in its local cache and upon cache miss contacts the appropriate data source. It is important to note that this client initiated technique doesn't provide the backend system with the ability to propagate notifications of data changes. We assume, however that a large number of business applications require timely notifications of data changes in order to update product presentation. Furthermore it is crucial to guarantee that business tasks can adapt to changing conditions and are performed on the most recent data set. Another shortcoming of conventional caching techniques in the presented problem domain is the lack of knowledge about the available data spectrum. Without the presence of a data index the edge servers have no information about the data stored in the backend system and are unable to perform sophisticated business processing and query requests.
For the remaining discussion we assume that internet based replication and conventional caching is not suitable for the application scenario discussed.
Adaptiveness for Edge Services
In general adaptive data dissemination requires a highly configurable communication infrastructure that is conducted by a sophisticated dispatching algorithm. These requirements raise at least three issues, namely the seamless integration of flexible communication patterns into existing infrastructures, the gathering of context information, and the definition of adequate dissemination strategies. Within this paper we are mainly focusing on the first issue, the integration of flexible communication patterns into a modern multi-tier enterprise application development platform. The presented architecture offers a flexible caching and communication infrastructure and comes with well defined interfaces that streamline the definition, evaluation, and deployment of dissemination strategies in order to circumvent the shortcomings of traditional replication and caching techniques. We will introduce an architecture that uses a relaxed consistency model and can be leveraged with application specific semantics and data characteristics to provide an efficient communication infrastructure.
While the applicability mainly depends on the dissemination strategy chosen it is also influenced by the application data, typical data access patterns, workload characteristics and the data requirements of typical business tasks. In general, the architecture is designed for large data records that are centrally written (at the backend system) and propagated to multiple locations (edge servers) for subsequent reads. The support of "writes at multiple locations" is possible but the relaxed consistency model requires sophisticated locking and reconciliation techniques that might not be suitable for every possible application scenarios.
Algorithms utilizing the presented architecture are assumed to take advantage of the fact that most applications require a small subset of the total available data to perform most business tasks. We distinguish between operational data (frequently used) and archive data (infrequently used). The distribution of operational data allows the outsourcing of data access and business processing to the edge servers. With the architecture outlined it is possible to process business tasks that use operational data locally at each edge server while delegating archive intensive business tasks to the backend system. The decision if a given business task should be delegated to the backend system can be determined either at design time relying on application semantics or at runtime depending on the current number of cached items required for a particular processing request. We are currently investigating if the presented architecture can be combined with distributed e-service workflow [12] to improve collaborative business process management [23, 27, 10] in edge service architectures unleashing the distribution of even more complex business tasks. In particular with a context aware, proactive delivery of task specific information [1] we could achieve interconnectivity that solely transmits data required by the executing tasks at each edge server.
We identified three main areas of application for the architecture presented namely news propagation systems, applications with access patterns typical to monitoring applications, and e-commerce applications. The following discussion explains the architecture in the context of an e-business application.
Frequently, data provided and processed by e-business applications can be classified into a product catalog, orders, user profiles and inventory information. The TPC-W [35] , a transactional web e-commerce benchmark, distinguishes between several scenarios (workload mixes) for a general e-business application. The product catalog is used to maintain information on the products offered by the e-commerce application. It can be modified at the central backend system and is accessed by clients at individual edge servers. Our proposed architecture perfectly fits the requirements for product catalog dissemination to and caching at edge servers. The structure of data used for a typical product catalog together with the workload characteristics described in the TPC-W standard and experienced in real world scenarios allows taking full advantage of the architecture. We will introduce the architecture for the dissemination of a typical product catalog of an ebusiness application. The relaxed consistency inherent in the pre-sented architecture suggests order processing to be delegated to the central backend system. User profile management on the other hand is better achieved by using data replication techniques that introduce relaxed consistency by leveraging locality and frequency and relying on reconciliation techniques to resolve data conflicts [19] . The architecture streamlines the integration of order delegation and reconciliation techniques resulting in a consistent interface for typical e-business applications.
It might be argued that the optimization of product catalog storage and dissemination requirements represents only a small part of an entire e-commerce application and will not impact overall performance. It should be considered, however, that in contrast to order requests and user profiles, the storage requirements for a product catalog including product description, manuals, and illustrations are immense. Furthermore, it is known from real world experience and the TCP-W standard that in a typical e-commerce application between fifty and ninety-five percent of client requests result into product catalog browsing.
To apply the architecture to the product catalog example, we define a product index and product details. The product index provides a short description of each product while the product details contain the manuals, description, and illustrations.
Deployment
The caching and communication infrastructure introduced and supplied by the architecture is shown in Figure 1 . The supported propagation techniques are pull-on-demand (in case of cache misses), speculative push (to proactively pushing data items) and notifications (for index reconciliation and event signaling). In addition each edge server is equipped with a relational database that maintains the product index (index) and cached product details (data items). A dissemination strategy at the backend system determines which data items are proactively pushed upon data changes while a caching strategy at each edge server decides which data items are store in the cache. Furthermore, each edge server is equipped with an expiration strategy that is responsible for removing items proactively pushed or actively pulled into the data cache. The presented architecture supports the definition of different dissemination strategies for product index and product details. Therefore, it is possible to apply automatic reconciliation to the index while the data items are subject to tailored propagation and caching algorithms.
Consequences
The presented architecture extends a robust multi-tier enterprise development platform with a flexible communication infrastructure and well defined interfaces for the definition of communication strategies. The architecture allows the definition of cooperating strategies at both the backend system and the edge servers that vary index and data item dissemination, caching behavior and expiration logic. This guarantees a maximum of flexibility in the creation of efficient dissemination strategies that utilize context information of backend systems and edge servers to minimize overall network traffic and maximize temporal coherency.
The presented architecture significantly simplifies the integration, evaluation and deployment of adaptive strategies for data dissemination and caching in the context of distributed enterprise applications. Well defined interfaces facilitate the design and evaluation of flexible strategies for data propagation that can work closely together with the business logic and take full advantage of application specific semantics. The design streamlines the integration of proactive data distribution schemes found in a number of research projects [11, 2] and the evaluation of their influences on network traffic, performance and scalability when applied to enterprise applications. The architecture enables the direct comparison of adaptive caching and dissemination models in real world scenarios and therefore promotes the deployment of efficient application specific dissemination and caching strategies. In application scenarios with predictable data usage patterns, the performance of most business tasks running at edge servers can be increased significantly by proactively pushing data items and filling caches.
The edge servers rely on the product index to present the product catalog to clients. The separation of product data into product index and product details reduces data storage requirements at each edge server and minimizes the amount of data transferred across the wide area network. Furthermore it enables local queries on all products as long as the search criteria use information available in the product index. Possible strategies for the adaptive dissemination of product details can leverage product catalog browsing statistics and the geographically varying popularity of offers. If a specific data item is required and can not be found in the cache the edge server issues a pull request and retrieves the data item directly from the backend service. The caching logic at the edge server may decide if the requested data item is only used for the current operation or cached for future business tasks.
We can achieve a maximum temporal coherency and therefore a reduction of cache staleness by automatically dispatching notifications on product catalog changes. Furthermore edge servers are not required to constantly poll backend services to keep the product index consistent. In systems with a large number of edge servers we can significantly reduce the amount of traffic by avoiding polling behavior. In addition the number of data items transferred and cached can be minimized since both the backend system and each edge server determine the items that are subject to dissemination and caching.
Despite the large number of research papers on the application of push based data dissemination there exists only a small number of successful and mature products that leverage this technology. We believe, however, that the combination of push and pull, the ability to leverage the context information of sender and receiver and the filtering facilities of the underlying middleware form an adequate infrastructure to develop proper and efficient dissemination strategies for the application scenario discussed. Furthermore, we provide a transparent and flexible integration of push based dissemination that aims to improve communication efficiency. This is in contrast to numerous other approaches that tailor the applications logic to push based communication. With the suggested architecture the data dissemination and caching behavior is completely transparent to the business application and should in no way impact the business logic that can be performed on top of the caching layer. The architecture extends the Java 2 Enterprise Edition with flexible data distribution for edge service architectures while preserving existing benefits such as in-memory caching, resource pooling, failover, load balancing, and transactional data source access. The decision to store the cache of each edge server in a traditional relational database is motivated by the resulting query capabilities and the value added services such as transactional access and in-memory caching, that the J2EE provides.
The coupling with the business logic allows edge servers to delegate data intensive operations (such as a full text search of the product details) to the backend system. Instead of transmitting all data records required by a particular task the backend system would perform the delegated task and return the result back to the edge server that mediates it to the client. This allows us to process regular tasks directly at the edge servers while delegating tasks that rely on a complete copy of the archive back to the backend system. The decision which business tasks are performed at the edge servers and which are delegated to the backend system can be made either at design time or at runtime depending on the number of missing data items available in the cache.
In scenarios of edge servers with similar data requirements the utilization of data broadcasting on demand [17] could further reduce network load. To integrate broadcasting functionality into the presented architecture we would simply instruct the backend service to broadcast data requests to all edge servers instead of replying directly to the initiating node.
The following section describes the integration of the adaptive data dissemination and caching architecture into the edge service architecture. We present an application agnostic architectural design that facilitates the development and deployment of adaptive techniques for data propagation and caching into existing enterprise applications.
ARCHITECTURE
We are now faced with the challenging task of integrating the adaptive data dissemination and caching architecture into the edge service architecture. The Java 2 Enterprise Edition provides us with the necessary building blocks such as message oriented middleware, remote method invocation, and container managed persistence, while the adaptive push and pull approach originating from traditional web based applications provides us with the theoretical foundation.
Technologies
We utilize a J2EE [13] 1.3 compliant application server that provides a reliable platform for the business processing logic and supports container managed persistence, resource pooling, transactions, and caching for local database access. This enables us to concentrate on the creation of a flexible communication infrastructure and well defined extension points rather than on the seamless integration of a sophisticated caching data structure. Please note that the Java 2 Enterprise Edition and numerous supporting tools enable the creation of a first-level in-memory cache that improves access to the relational database cache deployed at each edge servers.
The JMS [28] 1.0.2b compliant middleware provider is configured to use persistent message queues for reliable message delivery and comes with an event-based model for message handling. The deployment of a message oriented middleware solution is crucial to the design of the architecture discussed since it ensures reliable delivery (exactly once) even in the presence of network partitions and server crashes. Furthermore, the one-to-many distribution scheme significantly reduces the amount of data propagated from the backend system to the edge servers.
The combination of application server and message oriented middleware allows us to preserve transactional integrity by relying on the fact that both components negotiated the required global transaction information transparently. The deployment of message driven beans allows us to leverage the full potential provided by asynchronous message oriented middleware.
Design
We introduce an additional Data Service Layer that abstracts data access and mediates between the business logic and the database, handling dissemination and caching transparently. It is important to note that the Data Service Layer relies on standard persistence and database access technologies, namely container managed persistence and JDBC. This makes it possible to leverage the full potential of the Java 2 Enterprise Edition including transactional database access, security, resource pooling and concurrency. Furthermore, it enables the integration of an adaptive data dissemination and caching layer into existing business applications that utilize data access mechanisms suggested by the J2EE. Figure 2 outlines the typical application programming model of the Java 2 Enterprise Edition with the additional Data Service Layer (edge server configuration) that implements the adaptive data dissemination and caching logic. The same component is deployed at the backend server and each edge server. The configuration of the functionality provided by the Data Service Layer relies solely on deployment descriptor elements.
Figure 2 Application Model -Data Service Layer
The presented architecture promotes loose coupling by introducing an abstraction of slightly restricted interfaces for data access. This abstraction hides implementation details of the Data Service Layer and streamlines the addition of business logic. The generic interfaces relieve software engineers from the burden of handling cache consistency and index reconciliation.
The Core J2EE Patterns [6] capture Sun Microsystems' current view of the preferred way to build enterprise applications for the Java 2 Enterprise Edition. Besides several core J2EE patterns introduced for convenience and flexibility, the architecture defines the Data Service Layer in terms of Data Access Objects (DOA) [6] that encapsulate the conventional persistence code. The data dispatching and caching logic integrated into the Data Service Layer is completely shielded from the application logic.
The UML component diagram in Figure 3 shows the edge server configuration of the Data Service Layer. The Data Dispatcher is the central component of the architecture responsible for accessing the local database through container managed persistence entity beans and JDBC. In addition the Data Dispatcher is responsible for coordinating the push and pull communication with the business participants. The Decision Logic component handles the dispatching and caching logic and encapsulates the expiration mechanism. Well defined extension points enable the integration of application specific data dissemination and caching strategies. The Common Services component is used for signing and en-crypting data transferred among business partners and can be used to maintain usage statistics.
Figure 3 UML Component Diagram -Data Service Layer
The utilization of JMS [28] for proactive data dissemination fits the architecture's requirements and was strengthened by a recent IBM case study [8] . A more detailed examination of the performance gains resulting from the deployment of asynchronous message driven processing can be found in a recent research study [31] . The publish-and-subscribe paradigm of JMS topics allows to significantly reduce the communication overhead especially in systems with a large number of edge servers. It allows the backend system to asynchronously distribute notifications and data items to all edge servers. In contrast to synchronous data dispatching the backend system is not required to wait for data transmissions to every edge server to complete; instead it is possible to continue processing directly after the message left the system therefore increasing performance by several orders of magnitude.
The loose coupling resulting from the utilization of message oriented middleware enables the addition of new edge server nodes without changing or reconfiguring the architecture deployed. We are currently investigating if asynchronous communication can also be applied to pull based information retrieval in case of cache misses. We believe, however, that direct remote method invocation is best suited and is currently utilized in the prototype implementation.
In order to process asynchronous notifications of data items each edge server is equipped with a message driven bean that acts as a Service Activator [6] . On message retrieval the Service Activator delegates the notification or data item to the Data Service Layer. The Timer Service of the evolving J2EE 1.4 standard [33] will allow us to utilize a standardized scheduling system for data expiration. Currently we are utilizing a vendor specific timer service integrated into the application server in use.
Implementation
The implementation of the architecture applied to the edge server architecture is being developed as flexible as possible to enable the integration into other application scenarios as outlined in the preceding sections.
We use the Abstract Factory strategy of the Data Access Object (DAO) pattern [6] to create backend system and edge server specific Data Access Objects, depending on the deployment node. In this way we can rely solely on information provided within the deployment descriptors to configure the abstract factory and to instantiate the correct set of related objects. Using the abstract factory at the backend system will create objects specific to notification and data dispatching, while objects created at the edge service will be responsible for handling cache misses.
It is evident that each DAO at the backend system and each DAO at the edge server is following a common algorithm to realize the architectures' purpose. As with a regular DAO at the backend system, each object mediates between the business objects and the encapsulated database performing update, insert, delete, and lookup operations. In addition, for each relevant data access, a notification message is sent to the JMS topic and it is decided whether the data item affected by the data access is proactively pushed to interested edge servers. Just before the message is finally dispatched, we apply common services such as signing and encryption to the message. At the edge server each DAO checks the local cache and upon cache miss sends a request directly to the backend system in order to retrieve the data item needed.
The DAOs within the architecture follow a set of template methods [9] in order to provide a common algorithm and facilitate code reuse. Both abstract methods that determine required algorithm parts and hook functions that define optional extension points have been used. In this way the architectures' behavior is localized in a common class and is easy to understand. Furthermore, it streamlines the addition of new DAOs that simply implement the variant parts of the predefined algorithm. Further aggregation and code reuse of common code parts of individual DAOs was achieved with the help of the Reflection API [20] .
The dispatching logic at the backend system as well as the caching and expiration logic at the edge server follow the strategy pattern [9] , which allows a seamless integration of new dissemination, caching and expiration strategies in order to minimize network traffic. The use of the strategy pattern enables changing the dispatching and caching logic at runtime to adapt to changing conditions. Furthermore, the algorithm's complexity and its specific data structures are not exposed to the clients resulting into a clean interface. Therefore the integration, evaluation and deployment of dispatching, caching and expiration logic can be performed without influencing the application logic.
We believe that parts of the architecture could be created with the help of code generation tools, which allow automatic creation of DAO objects for the data used by the enterprise application. In this way object-to-relation mapping tools could provide the architectures' logic as an optional value added feature. Therefore, allowing software developers to concentrate on the definition of dispatching, caching, and expiration logic required for each specific business application and facilitating the integration of the architecture into existing enterprise applications.
If a conventional DAO layer is already present in an existing enterprise application, the code of the architecture can be integrated by facilitating aspect oriented programming [3] methods or by tailoring attribute oriented programming tools to the architectures needs.
RELATED AND FUTURE WORK
The presented architecture is an approach to facilitate the design, evaluation, comparison, and ultimately deployment of adaptive and speculative data dissemination and caching for the interconnection of multiple business participants using Java 2 Enterprise Edition technologies. Several aspects require a more detailed examination and the evaluation in different application domains.
Further research includes a detailed performance analysis of the extensions introduced to the DAO layer. We will compare generic data access objects to the ones introduced by the presented architecture in order to estimate the performance impact for local data source access. An improvement of the architectures' interfaces is planned to further simplify the integration of diverse dissemination and caching strategies into distributed enterprise applications.
We briefly mentioned the combination with workflow management systems to achieve optimized business process collaborations. We are currently preparing a case study which delegates task-specific data together with business processes to edge servers in order to minimize data dependencies and therefore improve the overall performance of distributed e-service workflow.
The persistent state service prototype [5] defines a dissemination model for an edge service architecture tailored to the CORBA platform. In contrast to the architecture presented in this paper a complete unbundling of object caching and object-relational mapping is applied. The proposed design requires sophisticated data structures for cached items and complex persistence mechanisms for server restart and shutdown. Our approach utilizes a relational database to store cached data items and comes with an index of available entities. This enables the architecture to access cached items exactly the same way it would access items at the backend system, namely through container managed entity beans. It allows us to leverage the caching, resource pooling, and transactional benefits of the J2EE. In addition, standard query technologies such as JDBC and EJB QL (both find and select methods) can be performed on the cached data. As outlined above it is simple to provide a first-level in-memory cache for the relational database cache in use.
SpiritCache [32] from SpiritSoft is a commercial product that is based on the JCache (JSR 107) initiative to provide a flexible and scalable caching framework [24] for the J2EE. It utilizes JMS for inter-cache communication and supports a number of value added services such as fault-tolerance and transactions. Similar to the persistent state service prototype introduced in the previous paragraph the SpiritCache approach defines a strict separation of the business tier and the data backend. In contrast the architecture presented in this paper is tailored to the delegation of both business logic and business data. This enables us to perform data intensive tasks at the backend system while leveraging cached data items for generic business processing at edge servers. Furthermore, the cooperating dissemination, caching and expiration strategies introduced by the presented architecture enable a larger reduction of network traffic.
Another research project presented in [19] increases performance and availability of enterprise applications that utilize the edge service architecture by introducing slightly relaxed consistency for data replication. We argue, however, that internet based data replication is not beneficial for the application scenario discussed. In contrast, our approach combines a replicated index with adaptive dissemination and caching for data items. The resulting data storage reduction especially in application scenarios with a large number of edge servers could be significant. In addition, the utilization of an application server allows us to leverage services such as resource pooling, caching, and transactional support that aren't available by relying on a Servlet engine. It should be noted, however, that the paper presents innovative relaxed consistency replication models that can be perfectly applied to distributed applications with data characteristics that are not suitable for the presented architecture.
A detailed compilation with a huge spectrum of business to business interaction technologies and the issues involved can be found in a well structured publication [4] . The demonstration of an optimized data dissemination middleware can be found in [18] , while the application of design patterns in the development of middleware solutions can be found in [7] .
CONCLUSION
We discussed the need for efficient data dissemination to support the increasing number of edge service architectures and business to business collaborations performed over wide area networks and the internet. Studies have shown that adaptive push and pull approaches can significantly reduce the communication overhead in large scale distributed systems. Our research focuses on the seamless integration of adaptive dissemination and caching techniques into enterprise applications built on top of the Java 2 Enterprise Edition.
We introduce an architecture that extends the Java 2 Enterprise Edition with adaptive data dissemination and caching for edge service architectures while preserving existing value added services such as in-memory caching, resource pooling, and transactional data source access. The architecture combines a number of existing technologies to construct a Data Service Layer that mediates between the business logic and the data source. Flexible interfaces facilitate the design of dissemination, caching and expiration strategies for the definition of efficient application-specific communication patterns.
The architecture defines a reusable, transparent and flexible infrastructure geared towards the seamless integration of adaptive communication strategies into existing enterprise applications. It proposes guidelines for the efficient decomposition of systems into edge service architectures and can be seen as an attempt to empower the Java 2 Enterprise Edition with adaptive communication models. It is tailored to promote the analysis of adaptive data dissemination and caching for distributed enterprise applications. We believe that the architecture described in this paper forms an important foundation to conduct the evaluation, comparison, and ultimately deployment of adaptive communication services for edge service architectures. The carefully designed infrastructure allows researchers to concentrate on the development of adaptive application-specific dissemination algorithms and the provision of context information rather than being concerned with integration issues.
