Abstract. We prove a C 1,1 estimate for solutions of complex MongeAmpère equations on compact Kähler manifolds with possibly nonempty boundary, in a degenerate cohomology class. This strengthens previous estimates of Phong-Sturm. As applications we deduce the local C 1,1 regularity of geodesic rays in the space of Kähler metrics associated to a test configuration, as well as the local C 1,1 regularity of quasi-psh envelopes in nef and big classes away from the non-Kähler locus.
Introduction
Let (M n , ω) be a compact Kähler manifold with nonempty smooth boundary ∂M . In [16, 17] , the authors considered a smooth solution ϕ ∈ C ∞ (M, R) of the complex Monge-Ampère equation (1.1) (ω + √ −1∂∂ϕ) n = e F ω n , ω + √ −1∂∂ϕ > 0, and proved an interior a priori estimate on the real Hessian ∇ 2 ϕ which is independent of the infimum of the function F (provided F satisfies certain uniform bounds on its gradient and Hessian). This established the existence of C 1,1 solutions of the homogeneous complex Monge-Ampère equation when ∂M is weakly pseudoconcave, and settled the long standing problem of C 1,1 regularity of Chen's weak geodesics [14] in the space of Kähler potentials [17] . In [18, 44] , further extensions of these ideas were used to prove the C 1,1 regularity of envelopes in Kähler classes. In this paper, we consider the case when the complex Monge-Ampère equation is degenerate, in the sense that the reference Kähler metric ω in (1.1) is replaced by a degenerate (not strictly positive) (1, 1) form. This was investigated by Phong-Sturm [34] who established C 1,α loc estimates, for 0 < α < 1, under natural assumptions on (M, ω) which arise in the setting of geodesic rays in the space of Kähler metrics. Degenerate complex MongeAmpère equations also appear in the consideration of envelopes in nef and big cohomology classes. The main point of this paper is an improvement from C 1,α to C 1,1 regularity.
More precisely, our setup is as follows. Let M n be a compact Kähler manifold with nonempty smooth boundary ∂M . Let ω 0 be a smooth closed semipositive definite real (1, 1) form on M . In addition, we assume there exists an effective divisor E on M , disjoint from ∂M , together with a defining section s ∈ H 0 (M, O(E)) (where O(E) is the line bundle associated to E) and h a Hermitian metric on O(E) with curvature form R h = − √ −1∂∂ log h such that for all sufficiently small δ > 0, ω δ := ω 0 − δR h is a Kähler form on M .
These hypotheses are satisfied for example when there is a modification µ : M → N onto a compact Kähler n-manifold with boundary, where µ is given by composition of blowups with smooth centers which are compact complex submanifolds of the interior of N , and we take ω 0 = µ * ω N for some Kähler metric ω N on N , and E = Exc(µ) is the exceptional locus of µ.
Our first result is a C 1,1 regularity theorem for solutions of the homogeneous complex Monge-Ampère equation with degenerate reference form ω 0 . It is an extension of our earlier result [17, Corollary 1.3 ] to our setting where ω 0 is degenerate. Theorem 1.1. With M, E, ω 0 as above, assume in addition that ∂M is weakly pseudoconcave. Let ϕ 0 be a smooth function on M with ω 0 + √ −1∂∂ϕ 0 0, and let ϕ be the unique bounded function in PSH(M, ω 0 ) solving the homogeneous complex Monge-Ampère equation loc (M \ E). The existence of a bounded ω 0 -plurisubharmonic ϕ solving (1.2) follows easily from an envelope construction (see section 2) and doesn't even require any pseudoconcavity assumption on the boundary of M . Phong-Sturm [34] proved in addition that ϕ ∈ C 1,α loc (M \ E) for every 0 < α < 1, when ∂M is Levi-flat (and it was observed in [9] that the argument extends to the weakly pseudoconcave case). Our result, which makes use of the PhongSturm estimates, improves this regularity to C 1,1 loc (M \E), which is optimal by the toric examples in [2, 15, 41] .
As an application of Theorem 1.1 we obtain the optimal regularity result for geodesic rays constructed from test configurations. We prove our result in the general setting of relative Kähler test configurations (introduced by Sjöström Dyrefelt [40] and Dervan-Ross [28] independently) which contains the usual projective test configurations of Donaldson [29] as a special case. Our result, expressed in the terminology of [40] , is as follows: below. Our theorem builds on and improves the result of Phong-Sturm [34] who established C 1,α loc regularity for 0 < α < 1 in the setting of algebraic test configurations. For background material and further references on geodesic rays, their regularity and relation to test configuration and K-stability and we refer the reader to [3, 4, 5, 11, 12, 15, 20, 21, 23, 40, 32, 33, 34, 35, 36, 37, 38, 39, 41] .
Next we prove a C 1,1 regularity result for envelopes in nef and big cohomology classes on Kähler manifolds. More precisely, let (M n , g) be a compact Kähler manifold without boundary and α a closed real (1, 1) form such that [α] is nef and M α n > 0 (this implies that [α] is big, i.e. it contains a Kähler current, thanks to a result of Demailly-Pȃun [27] ). We consider the envelope
Recall that there is a proper Zariski closed subset E nK (α) ⊂ M , the nonKähler locus of [α] , so that we can find a Kähler current T = α + √ −1∂∂ψ with analytic singularities along E nK (α), such that T δω weakly on M , for some δ > 0 (and E nK (α) is the smallest set with this property). See e.g. [19, 25] for background on this.
Our result is: 
Berman [3, Theorem 1.1] and Berman-Demailly [6, Theorem 1.4] proved C 1,γ loc regularity on M \ E nK (α) for all 0 < γ < 1, and earlier Berman [2] proved Theorem 1.3 when [α] = c 1 (L) for some big holomorphic line bundle L (not necessarily nef) on a projective manifold X. Theorem 1.3 was recently obtained in [18, 44] in the case when [α] is a Kähler class, in which case one obtains u ∈ C 1,1 (M ). The equality (1.4) was proved for general big (1, 1) classes in [6, Theorem 1.4] (with the LHS replaced by Vol(α) when [α] is not nef), with a new proof of the inequality " " in [3] . Here (as in [44] ) we just remark that once we know C 1,1 regularity of u on compact sets away from E nK (α), then the proof of (1.4) is quite easy. Lastly, we remark that the proof of Theorem 1.3 also shows that the conclusion of the Main Theorem 1.2 of [3] is now improved to C 1,1 loc on the complement of the non-Kähler locus.
Proof of Theorem 1.1
Fix once and for all a small constant δ > 0 with ω δ = ω 0 − δR h > 0. For ease of notation we will drop the δ subscript, writing
for g the associated Kähler metric. It is well-known that the existence of a bounded ω 0 -plurisubharmonic ϕ solving (1.2) follows from the envelope construction
see e.g. [4, Proposition 2.7] or [39] .
To prove regularity of ϕ we begin with an approximation argument, following Phong-Sturm [34] . Then define for each γ ∈ [0, 1/2] a reference (1, 1) form
which is Kähler for 0 < γ 1/2. Now for 0 < γ 1/2, let ϕ γ ∈ C ∞ (M ) solve the non-degenerate Dirichlet problem
where we define
using that (1 − γ)(ω 0 + √ −1∂∂ϕ 0 ) 0, and hence we can apply [9, Theorem B] (see also [8, Theorem 1.3] ) to see that (2.1) has a smooth solution ϕ γ .
We wish to prove uniform estimates for ϕ γ as γ → 0 so that ϕ γ converges to the desired solution ϕ in the statement of Theorem 1.1. We prove our estimates in a slightly more general setting, which gives an extension of our earlier result [17, Theorem 1.2] to our degenerate setting. Theorem 2.1. With the notation above, let ϕ γ ∈ C ∞ (M ) solve
for a smooth function F = F γ on M .
Then there exist constants B, C depending only on M , ω, ω 0 , E, s, h, δ, upper bounds on sup M |ϕ γ |, sup ∂M |∂ϕ γ | g , sup ∂M |∇ 2 ϕ γ | g , sup M F , sup M |∂F | g and on a lower bound of ∇ 2 F with respect to g such that on M \E we have
Crucially, the constants B, C do not depend on inf M F and are independent of γ (if the above bounds for F = F γ are also independent of γ). When ω (γ) is replaced by a fixed Kähler form, the estimate (2.3) with B = 0 was established in [17] (as well as in [16] in a more general setting). PhongSturm [34, Theorem 1] previously showed that under the same assumptions as Theorem 2.1 one has the estimates
on M \E, for B, C depending on the same quantities as described in Theorem 2.1 (in fact the dependence can be weakened slightly in the obvious way, replacing the bounds on sup ∂M |∇ 2 ϕ γ | g and ∇ 2 F with the appropriate Laplacian bounds). We will make use of the Phong-Sturm estimates (2.4) in our proof. Note also that Theorem 2.1 and its proof remain valid also when ∂M = ∅.
Assuming Theorem 2.1 for the moment, we complete the proof of Theorem 1.1. Let ϕ γ solve (2.1). Then it is known from [8, 13, 14, 30] (see also the expositions in [9, 34] ) that we have uniform bounds on sup M |ϕ γ |, sup ∂M |∂ϕ γ | g and sup ∂M |∇ 2 ϕ γ | g . Define F = F γ to be the constant F = n log γ so that we trivially have upper bounds on sup M F , sup M |∂F | g and a lower bound of ∇ 2 F . We can now apply Theorem 2.1 to ϕ γ and letting γ → 0 we obtain our solution ϕ ∈ C 1,1 loc (M \ E) of (1.2) as required (the fact that ϕ solves (1.2) follows easily from the fact that f γ → 0 uniformly, together with the Chern-Levine-Nirenberg inequality, as in [34] ). This of course coincides with the solution ϕ defined as an envelope, by uniqueness.
It remains to prove the a priori estimates.
Proof of Theorem 2.1. Define
so that on M \ E, recalling that we are writing ω for ω δ ,
We will writeg ij for the corresponding Kähler metric. Then the equation (2.2) can be written (2.6) log detg = F + log det g.
Note that since F is assumed to be bounded from above, we have from the arithmetic-geometric means inequality,
for a uniform constant c > 0. The second Phong-Sturm estimate in (2.4) implies that
Up to scaling the section s, we can assume without loss of generality that |s| 2 h 1 on M . Let B be a uniform constant at least as large as the constant B of the Phong-Sturm estimates (2.4). We apply the maximum principle to the quantity
is the largest eigenvalue of the real Hessian ∇ 2 ϕ γ (with respect to the metric g), and this quantity is defined on the set of points where λ 1 (∇ 2 ϕ γ ) > 0 (which we may assume is nonempty). The function ρ is given by
and A > 1 is a constant to be determined (which will be uniform, in the sense that it will depend only on the background data). Note that ρ(|s| 2B h |∂ϕ γ | 2 g ) is uniformly bounded thanks to (2.4), and
where we are evaluating ρ and its derivatives at |s| 2B h |∂ϕ γ | 2 g . Note that the maximum of Q is achieved at a point x 0 of M \E where λ 1 (∇ 2 ϕ γ )(x 0 ) > 0, and we may also assume without loss of generality that it is not attained on ∂M . The goal is to prove that at x 0 we have
, where here and in the rest of the paper C denotes a positive constant which is uniform, in the sense that it depends only on the allowable background data, and which may change from line to line. Indeed, if we have this, then at x 0 we have
as long as Aδ 4B (recall that |s| 2 h 1 and γ 1/2). Hence Q C holds everywhere, which then implies that
We apply a perturbation argument, as in [42, 43, 16, 17] , to avoid the situation when the eigenspace of λ 1 has dimension greater than 1. Pick holomorphic normal coordinates centered at x 0 such that (g ij ) is the identity andg ij is diagonal withg 11 · · · g nn at x 0 . We use the same notation as in [17] , in particular using Greek letters for the "real" indices ranging from 1 to 2n in contrast to Roman letters for the "complex" indices. Write V 1 for a unit eigenvector for ∇ 2 ϕ γ at x 0 corresponding to λ 1 and extend to an orthonormal basis V 1 , . . . , V 2n of eigenvectors at x 0 with eigenvalues λ 1 · · · λ 2n . We extend the V β to vector fields in a neighborhood of x 0 with constant coefficients (
Note thatQ still attains a maximum at x 0 , and by the same argument above it suffices to show that at x 0 we have (2.13)
where for convenience we write λ α for λ α (Φ). First we have a lemma.
Proof. We compute everything at x 0 , using the normal coordinate system described above. Differentiating (2.6) we obtaiñ
Hence, using (2.4),
where we have used (2.7). On M \ E, we have
We need to deal with the third term on the right hand side of this inequality. Using Cauchy-Schwarz and Young's inequalities,
where for the last line we used the fact that |s| 2 h is smooth, and we increased B if necessary to ensure that |∂ϕ γ | 2 g |s| 2B−4 h C by (2.4). Combining this with (2.16) gives
and (2.14) follows, using the fact that 0 < ρ ′ C.
We then obtain the following lower bound for ∆gQ, analogous to [17,
where
Proof. From the same proof as equation (2.8) in [17] we have
where for the last inequality we assumed, without loss of generality (due to the bound (2.4) and our goal (2.13)), that |∂ϕ γ | g Cλ 1 at x 0 . Applying V 1 V 1 to (2.6) we obtaiñ
Combining the above gives
and hence
From (2.5) we have
Applying Lemma 2.2, the inequality (2.18) follows.
Next we have an analog of [17, Lemma 2.2].
Lemma 2.4. There is a uniform constant C 1 such that if 0 < ε < 1/2 and λ 1 (x 0 ) C/ε 2 , then at x 0 we have 20) using that without loss of generality we may assume that λ 1 C|s| −4B h , which together with λ 1 C/ε 2 gives
1. Now the rest of the proof goes through unchanged.
We continue to prove the second order estimate. Using the inequality
which comes from (2.4) and the definition of ϕ γ,δ , together with the fact that ρ ′′ = 2(ρ ′ ) 2 , we combine Lemma 2.3 and Lemma 2.4 to obtain, increasing the uniform constant C if necessary,
as long as ε < 1 2 and λ 1 C/ε 2 . We choose A = max(3C, 4B/δ) and
4A 2 , where we recall that we needed A 4B/δ for (2.12) above. If at x 0 we have λ 1 C/ε 2 , we get λ 1 C|s| −4B h , which is (2.13) and we are done.
Otherwise, λ 1 C/ε 2 , then from (2.21) we get 
where we also used ρ ′ C −1 which follows from (2.10) and the first estimate of (2.4). By the definition of λ 1 we then have λ 1 C|s| −2B h at x 0 , which again gives (2.13), as required. This completes the proof.
Geodesic rays from test configurations
In this section we explain how to derive Theorem 1.2 from Theorem 1.1.
Let (X n , ω) be a compact Kähler manifold without boundary, and let (X, [Ω]) be a cohomological relatively Kähler test configuration for (X, [ω])
in the sense of [40] (see also [28] ). The total space X is a normal compact Kähler analytic space with a surjective map π : X → CP 1 with a C * -action on X lifting the usual action on CP 1 , with a C * -equivariant isomorphism ρ : This definition is a transcendental generalization of Donaldson's definition [29] of a test configuration (X, L) for a polarized compact Kähler manifold (X, L), and in particular the results of this section apply directly to such (usual) test configurations.
Using Hironaka's Theorem we obtain a C * -equivariant modification µ : X → X so thatX is smooth and the indeterminacies of ρ are resolved, with µ an isomorphism away from X 0 , so that we have a bimeromorphic morphism ρ :X → X × CP 1 (using the same notation as before), and we also let π = π • µ :X → CP 1 . LetΩ = µ * (Ω + π * η), a smooth semipositive form onX. There is a µ-exceptional effective integral divisor E onX, supported onX 0 , such that (with the same notation as earlier for s,h, etc.) for all sufficiently small δ > 0 we have thatΩ − δR h is an S 1 -invariant Kähler form onX, and we have √ −1∂∂ log |s|
with R h and log |s| 2 h both S 1 -invariant, where E denotes the current of integration along E. , and we may also assume that
onX, and that R D and ψ D are S 1 -invariant. Let ∆ ⊂ CP 1 be the unit disc in the usual chart centered at 0 ∈ CP 1 , and denote by ∆ * the punctured disc. Choose a smooth S 1 -invariant function f on a neighborhood of ∆ such that η = √ −1∂∂f , and let ϕ 0 be a given smooth function on X such that ω + √ −1∂∂ϕ 0 > 0. LetX ∆ be the preimagẽ π −1 (∆), and similarly forX ∆ . OnX ∆ we havẽ
andΩ is a semipositive form which is a Kähler form away fromX 0 . On ∂X ∆ we letφ 0 = ρ * p * 1 ϕ 0 + ψ D −π * f (recall that ρ induces an isomorphism ∂X ∆ ∼ = X × S 1 and that ∂X ∆ is Levi-flat). Note that on ∂X ∆ we havẽ
and strictly positive in the X directions. In order to apply Theorem 1.1 we have to find an extension ofφ 0 to a smooth functionφ 0 onX ∆ with Ω + √ −1∂∂φ 0 0. To achieve this we adapt the proof of [9, Proposition 7.10]: using the biholomorphism ρ :X ∆ \X 0 ∼ = X × ∆ * , we will work on this latter space. Let U be an open neighborhood of S 1 ⊂ ∆ in ∆ with a smooth retraction r : U → S 1 and let 0 χ 1 be a smooth function compactly supported on U with χ ≡ 1 in a neighborhood of S 1 . Let ψ(x, y) = χ(y)φ 0 (x, r(y)) on X × U , where x ∈ X, y ∈ ∆, and extend it to zero on all of X × ∆ * . This function is smooth and strictlyΩ-psh in the X directions, for all y in a neighborhood of S 1 . Using ρ we obtain ψ • ρ −1 onX ∆ \X 0 , which we extend by zero to all ofX ∆ , and we set ϕ 0 = ψ • ρ −1 + Cπ * u, where u(z) = |z| 2 − 1 on ∆, and C is sufficiently large so thatΩ + √ −1∂∂φ 0 0 on all ofX ∆ , as desired. As in [4, Section 2.4], we define the envelope Φ onX ∆ by
In [4, Proposition 2.7] it is proved that Φ is an S 1 -invariant locally bounded Ω-PSH function which satisfies (Ω + √ −1∂∂Φ) n+1 = 0 onX ∆ (in the sense of Bedford-Taylor), and the boundary values of Φ converge uniformly toφ 0 .
In
onX ∆ \X 0 , and so it solves (p * 1 ω + √ −1∂∂Φ) n+1 = 0 on X × ∆ * with boundary value ϕ 0 , and so this gives a weak geodesic ray ϕ t , t 0 on X by ϕ t (z) =Φ(z, e −t ), which starts at our given Kähler potential ϕ 0 . Theorem 1.1 now applies directly, and shows that Φ ∈ C 1,1 loc (X ∆ \X 0 ), which translates to a C 1,1 loc (X × ∆ * ) bound for the ray ϕ t . This proves Theorem 1.2.
Lastly, using the main result of [40] , we note that the ray ϕ t has the property (3.2) below, which is related to the asymptotic behavior of the Mabuchi energy (see also [33, 15] for earlier results along these lines). Fix δ > 0 sufficiently small, and for 0 < γ 1 2 let Ω (γ) =Ω − δγR h , which is a Kähler form onX ∆ , which satisfies
and also
and the R-divisor D − δγE is supported onX 0 . In particular we see that for 0 < γ Let Φ γ solve the analog of (2.1) in this setup, namely
where as before we define
Then for 0 < γ 1 2 , the function Φ γ is smooth onX ∆ , and as γ → 0 we have
onX ∆ \X 0 , and so it defines a "subgeodesic ray" ϕ γ,t (z) =Φ γ (z, e −t ) on X × ∆ * (i.e. p * 1 ω + √ −1∂∂Φ γ 0) which is smoothly compatible with (X, [Ω (γ) ]), in the terminology of [40] , which means that
extends to a smooth function on all ofX ∆ , which it obviously does. We can then apply [40, Theorem 5.5] to get
where M is the Mabuchi energy and M NA is defined in [40, Definition 3.13] , and so
Remark 3.1. Note also that lim γ→0 ϕ γ,t = ϕ t in C 1,1 loc (X × ∆ * ), however our estimates on ϕ γ,t given by Theorem 2.1 blow up rather fast as t → ∞, and this does not seem sufficient to justify the exchange of the two limits above, and so the identity
remains conjectural (unless X is smooth in which case there is no need to blow up and introduce the parameter γ, and then (3.3) is given by [40, Theorem 5.5]).
Envelopes in nef and big classes
In this section we prove Theorem 1.3. Assume we are in that setting, namely, (M, ω) is compact Kähler (no boundary) and α is a closed real (1, 1) form such that [α] is nef with M α n > 0. Let u be the envelope
Thanks to Demailly's regularization theorem [24, 26] , we have a Kähler current T = α+ √ −1∂∂ψ with analytic singularities along the Zariski closed set E nK (α) ⊂ M , such that T δω weakly on M , for some δ > 0. We may assume without loss of generality that ψ 0.
We use the idea of Berman [3] (see also [31] for a similar idea in the context of real Monge-Ampère equations on domains in R n ) who proved C 1,γ loc (M \E nK (α)) regularity for all 0 < γ < 1. The idea is the following: since [α] is nef, for every ε, β > 0 the result of Aubin and Yau [1, 45] implies that we can find a smooth function f ε,β satisfying
and as ε → 0, β → ∞ the functions f ε,β converge to the envelope u (see the proof of Theorem 1.3 for details). Our goal is then to prove C 1,1 loc (M \E nK (α)) estimates for f ε,β , independent of ε and β. First we have a lemma. Lemma 4.1. There exist uniform constants B, C and β 0 independent of ε, β such that, for β β 0 ,
Proof. Parts (i) and (ii) are due to Berman [3] . For convenience of the reader, we include the short proofs here. For (i), the maximum principle immediately gives β sup M f ε,β C, independent of ε, β. Then [10, Theorem 4.1] gives f β,ε V ε −C, with a uniform C, where V ε is any fixed (α+εω)-PSH function with minimal singularities. By definition of minimal singularities we get
which establishes (i). Definef ε,β = f ε,β − ψ, which is uniformly bounded from below. To simplify notation, we will write f for f ε,β andf forf ε,β . Definẽ
From (4.1),
Using the well-known estimate of [1, 45] , we have for a uniform C, ∆g log tr ωω 1 tr ωω (−C(trωω)(tr ωω ) − tr ω Ric(ω))
since β may be assumed to be large. Now note that
on M \E nK (α), and so on this set we have
for β large as long as B C/δ. The maximum of this quantity cannot be achieved on E nK (α), and so at a maximum point we get
namely tr ωω C. From (4.2) we obtain at this point log tr ωω − Bf C, and so this is true everywhere. Since f is uniformly bounded from above we have tr ωω Ce −Bψ , giving (ii). For (iii), we consider the quantity
where h is defined by (cf. [34] )
for A = inf Mf (recall thatf is uniformly bounded from below) and B a uniform positive constant to be determined later. Note that h = h(f ) is uniformly bounded from above, satisfies h ′ < 0 and h ′′ > 0, and h(f ) differs from −Bf at most by 1.
It is sufficient to show that Q is bounded from above by a uniform constant C, since then
for C ′ uniform, since f is uniformly bounded from above. Suppose Q achieves a maximum at x 0 , which must be a point of M \ E nK (α). We choose holomorphic normal coordinates centered at x 0 such that (g ij ) is the identity and (g ij ) is diagonal at x 0 . At x 0 , we have
For the first term on the right hand side of (4.4), using (4.3) and recalling that h ′ < 0,
For the second term of (4.4), writing α = √ −1α ij dz i ∧ dz j , we obtain for a uniform constant C,
where we applied ∂ k to the equation (4.1). We also assumed in (4.6), without loss of generality, that |∂f | 2 g 1. For the third term of (4.4) we compute
Next, by the Cauchy-Schwarz and Young's inequalities, we obtain
where we used h ′ < 0 andf = f − ψ. On the other hand, we see that
Now the fact that ψ has analytic singularities means that there is γ ∈ R >0 such that locally near every point of M we can write ψ = γ log N j=1 |f j | 2 + v, where v is smooth and the f j 's are local holomorphic functions (whose common zero locus locally cuts out E nK (α)). This implies that e ψ γ is smooth on all of M (in particular, its gradient squared is globally bounded), and so there is a uniform constant C 1 > 0 such that (4.10) |∂ψ|
holds on M \E nK (α). Combining (4.4), (4.5), (4.6), (4.7), (4.8), (4.9) and (4.10), at x 0 , we have
for uniform constants C 0 , C 1 . We now choose the constant B:
For β C 0 (B + 1) 1 we obtain from (4.11) and the definition of h,
for a uniform constant C. We may assume without loss of generality that at
since if not then Q is bounded from above at x 0 .
Hence we obtain from (4.12),
If at x 0 we have f (x 0 ) > 0 then we obtain
for a uniform C and we are done. Otherwise, f (x 0 ) 0. From the equation (4.1) and the arithmeticgeometric means inequality,
and hence, as long as β nB,
as required.
Remark 4.2. The gradient estimate in part (iii) is analogous to the PhongSturm adaptation [34] of B locki's gradient estimate [7] to the degenerate case. B locki's estimate was also used in [22] along Berman's path of MongeAmpère equations, in the simpler case of a Kähler class. However the fact that we have both a degenerate class, as well as the parameter β, makes the details of our gradient estimate different from all of these references.
We now prove a bound on the real Hessian of f ε,β .
Lemma 4.3. There exist uniform constants B and C such that
on M \E nK (α), where ∇ is the Levi-Civita connection of ω.
Proof. The proof is very similar to that of Theorem 2.1, replacing ϕ γ , ϕ γ,δ , ω (γ) and log |s| 2 h by f ε,β ,f ε,β , α + εω and ψ (note however that while ω (γ) is Kähler, α + εω may not be). For the reader's convenience we give here a brief sketch.
Again, we will write f andf for f ε,β andf ε,β respectively. Let B be a uniform constant at least as large as that of Lemma 4.1. Consider the quantity Q = log λ 1 (∇ 2 f ) + ρ(e Bψ |∂f | 2 g ) − Af , where, analogous to (2.9), the function ρ is given by Assume that Q achieves a maximum at x 0 , which must be in M \E nK (α). As in Section 2, choose normal holomorphic coordinates centered at x 0 . By the same calculation as (4.6), and using the result of Lemma 4. which is the analog of Lemma 2.2.
We use the same perturbation argument as in the proof of Theorem 2.1, writing now λ 1 for the largest eigenvalue of the appropriate perturbed quantity. Applying V 1 V 1 to the logarithm of (4.1), at x 0 , we see that which is the analog of Lemma 2.3. Combining these and the rest of the arguments of Theorem 2.1 (there is only a small change in the proof of the analog of Lemma 2.4 due to the fact mentioned earlier that α + εω need not be Kähler, but this does not really affect the arguments), we obtain λ 1 Ce −Bψ at x 0 , as required.
It is now straightforward to complete the proof of Theorem 1.3, given the results of Berman [3] .
Proof of Theorem 1.3. Since the class [α] + ε[ω] is Kähler for all ε > 0, it follows from [3, Proposition 2.4] that for every fixed ε > 0 as we let β → +∞ we have f ε,β → u ε , uniformly on X, where u ε is the envelope given by (4.17) u ε (x) = sup{ϕ(x) | ϕ ∈ PSH(M, α + εω), ϕ 0}.
From the definition it is clear that the functions u ε are decreasing as ε decreases to zero, and it is easy to see that their pointwise decreasing limit is u (see [10, Lemma 5.2] ). Since Lemmas 4.1 and 4.3 give uniform C 1,1 bounds for f ε,β on compact subsets away from E nK (α), it follows easily that u is C 1,1 loc (M \E nK (α)), as desired. Lastly we prove (1.4), following the same lines as [2, 6, 44] . Away from E nK (α) we can define the Monge-Ampère operator (α + √ −1∂∂u) n (either in the sense of Bedford-Taylor, or pointwise a.e.), and it is classical (see e.g. [2, Proposition 3.1]) that this vanishes outside the contact set {u = 0}, and so
