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Abstract—
Recent studies take two different approaches to admission
control. Some argue that due scalability limitations, using
a signaling protocol to set up reservations is too costly and
CPU-intensive for routers. Instead, end users should ap-
ply various end-to-end measurement-based mechanisms to
run admission control. Several other proposals have recom-
mended to reduce the number of reservations in the network
by using aggregation algorithms, and, thus, reduce the num-
ber of signaling messages and states.
We study the signaling cost factors, propose several solu-
tions that achieve good performance with reduced process-
ing cost, and evaluate an implementation of a lightweight
signaling protocol that incorporates these solutions. First,
we identify some the protocol design issues that determine
protocol complexity and efficiency, namely the choice of a
two-pass vs. one-pass reservation model, partial reserva-
tion, and the effect of reservation fragmentation. We also
explore several design options that can speed up reserva-
tion setup and quickly recover from reservation fragmenta-
tion. Based on the conclusion of these studies, we developed
a lightweight signaling protocol that can achieve good per-
formance with low processing cost. We also show that with
careful implementation and by using some of basic hash-
ing techniques to manage flow states, we can support up to
10,000 flow setups per second (or about 300,000 active flows)
on a commodity 700 MHz Pentium PC.
I. INTRODUCTION
The RSVP-IntServ model [1], [2] provides quality of
service to individual flows. To enable such a service, net-
work routers need to implement per-flow queueing and
scheduling in the data plane, and per-flow reservation state
management in the control plane. In a network where
there are many flows, the processing overhead associ-
ated with real-time scheduling and queueing becomes non-
negligible [3]. Furthermore, based on evaluations of sev-
eral RSVP implementations [4], [5], it was found that in
some implementation, the per-flow processing overhead
increases linearly with the number of flows. Based on
these experiments, the scalability of the RSVP-IntServ
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model has been questioned.
It is important to realize that two scalability concerns
arise, namely packet forwarding and signaling. Packet
forwarding overhead is caused by maintaining queues for
each “micro” (per-user) flow and assigning packets to each
such queue. To reduce per-flow queueing overhead, sev-
eral alternative architecture have been proposed, including
the IETF DiffServ model [6] and the dynamic packet state
[7] architecture. In the DiffServ model, routers simply
implement a set of buffer management and priority-like
queueing disciplines for each of a very small number of
traffic classes, providing them with coarse-grain rate guar-
antees [8].
However, even with DiffServ’s superior data plane scal-
ability, the network still needs to control admission. The
first approach ([9], [10]) is based on a core stateless net-
work, where no per-flow QoS state is maintained at net-
work routers. The end host actively probes the network
by sending probing packets at the data rate it would like
to reserve, and admits user’s flows based on the resulting
packet loss or ECN marking [11]. A key assumption in
this approach is that processing reservation messages at
routers is expensive, therefore, admission control has to be
delegated to end users.
In the second approach, admission control and QoS pro-
visioning are supported inside the network. The second
approach has two flavors, a distributed and a centralized
model. Several proposals [12], [13], [14], [15], [16] have
suggested a control message reduction approach of using
reservation aggregation. In these designs, routers “sum”
up the individual reservations at the network edge so that
the total number of reservations at core routers is small.
These approaches also acknowledge the importance of de-
veloping a hierarchical reservation system in the network
to further reduce the reservation processing overhead. At
the same time, in an effort to reduce or eliminate the in-
volvement of routers during admission control, a central-
ized model based on bandwidth brokers [17] has been pro-
posed. Here, bandwidth brokers are servers within the
network that are responsible for admission control and re-
source management. The routers send flow information
and resource usage data to the brokers, and the brokers
send admission decisions to the routers.
2To evaluate whether these approaches are necessary, we
evaluate the factors that influence signaling cost and scal-
ability The paper is organized as follows. In Section II,
we discuss several reservation signaling design issues. In
Section III, we evaluate some of the design alternatives
through simulation. Section IV outlines the implementa-
tion of a lightweight signaling protocol that incorporates
the design ideas that we describe. Section V presents per-
formance results of our implementation. We conclude in
Section VI.
II. RESERVATION SIGNALING ISSUES
In this section we discuss some of the design issues re-
lated to reservation signaling, and use these considerations
to motivate a set of design choices that will then be simu-
lated in Section III.
A. Scalability Factors
Some of the factors that strongly influence signaling
scalability are:
Protocol complexity: Protocol complexity can be mea-
sured by the number of messages that routers need to pro-
cess in order to complete one reservation, and the number
of tasks that need to be scheduled during processing. Gen-
erally, there is a trade-off between end-user flexibility, and
the processing complexity at routers.
QoS state management efficiency: This metric encompasses
for example the time that is required to search, add or
delete reservation states. To support a reasonably large
number of sessions (or flows), CPU-intensive search al-
gorithms, such as linear-search, have to be avoided.
Simplicity in configuration: This parameter is governed
by the number of parameters that are required to setup a
protocol on routers. The trade-off is between deployabil-
ity and providing some “knobs” for fine tuning on routers.
Below, we evaluate several mechanisms that improve
reservation performance while reducing a protocol’s com-
plexity. We will address the state management issue in
Section IV.
B. One-Pass vs. Two-Pass Reservation
In previous work [5], we proposed a lightweight reser-
vation protocol called YESSIR. We claimed that it had two
key features that could simplify reservation processing on
routers, namely one-pass reservation and partial reserva-
tions. We reiterate these features here only as an exam-
ple to motivate design alternatives. There are other light-
weight reservation protocols such as SDP [18].
The one-pass reservation model in the YESSIR proposal
works as the following: Sender S initiates a reservation by
sending a flowspec to all receivers D. The message that
carries the flowspec propagates through the network to-
ward the receivers. Each router along the way attempts to
perform a resource reservation upon the reception of the
flowspec. If there is an admission error, the router caches
the flowspecs for future reservation retries, tags a notifi-
cation to the flowspec message and passes the flowspec to
the next router.
In comparison, RSVP employs a two-pass reservation
model. In RSVP, an “offered” flowspec is first initiated by
the sender S, and propagated along the routing path to re-
ceivers D. Each router along the way records the flowspec.
The receivers get the “offered“ flowspecs, adjust them
to their needs, and propagate the resulting “requested”
flowspecs back along the same routes to the senders.
At each router, a local reconciliation must be performed
between the “offered” and the “requested” flowspecs to
create a reservation, and an appropriately modified “re-
quested” flowspec is passed on. In case of reservation ad-
mission failure, the router terminates the reservation and
returns an explicit error message back to the receivers.
At the same time, the router keeps a copy of the failed
flowspecs, and retries for reservation during the next re-
fresh cycle. This latter process is referred as “killer reser-
vation prevention”. The failed flowspecs that routers keep
for reservation retries are called “blockade states”.
Receiver-oriented protocols such as RSVP allows for re-
ceiver diversity, at the expense of processing more mes-
sages. However, in the absence of intelligent packet filters,
receiver diversity is not likely to be useful. (Both sender-
and receiver-oriented protocols can support shared reser-
vations, e.g., for multimedia audio conferences.)
C. Partial Reservation
We define the partial reservation as the following: for
a reserving flow, f
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Both RSVP and YESSIR can result in partial reserva-
tions, although the mechanism that causes this is different.
The distribution of partial reservation state also differs. In
RSVP, a reservation request that fails admission control
creates blockade state and proceeds no further. The corre-
sponding reservation is left in place in nodes downstream
(towards the receivers) of the failure point. In YESSIR,
3if a reservation request is denied, the reservation request
still advances to the next hop. Thus, for the same network,
YESSIR will create more reserved links than RSVP does.
Generally, the main reason for a reservation failure is
the lack of sufficient resources, i.e., bandwidth or buffer
space, to to accommodate the reservation at the time of
the request. In a network with a large number of flows,
reservations start and terminate at a high rate, causing the
resource shortage likely to be temporary one. This sug-
gests keeping the partial reservations instead of retrying
the reservation from scratch at a later time.
The same rationale argues against the way that RSVP is
handling partial reservations via blockade states. Just be-
cause a reservation has failed on one link along a reserva-
tion path does not mean the rest of the links will fail, too.
In RSVP’s killer reservation prevention mechanisms, the
reservation process stops at the failure node. On the other
hand, in YESSIR, each request tries to make reservations
on as many links on its path as possible. This approach
helps obtaining more resources for the requesting flow and
potentially speeds convergence to a fully-reserved path.
Section III-B. will show simulation results to illustrate this
point.
D. Reservation Retry Methods
Partial reservations do not provide the service quality
that end users have originally requested. Hence, it is desir-
able for routers to “fill in” the missing reservations as soon
as possible, since the tolerance for session set up delay is
limited to a few seconds. We call the process of attempting
to complete the reservations along the path as retry.
A simple mechanism combines retry and soft-state re-
fresh. Since the routers periodically send flow states to the
neighbors, the routers can retry the reservations at each re-
fresh cycle. However, a refresh cycle can be quite lengthy.
For example, the default refresh timer is 30 seconds for
RSVP. This may be too long in applications such as Inter-
net telephony where human users are waiting for the re-
sults and session life times are only a few minutes. Also, it
has been suggested [19], [20] to dynamically adjust the re-
fresh frequency based on network condition to improve the
reliability in soft-state messaging. Hence, retrying failed
reservations only at soft-state refresh intervals may not be
good enough.
We propose a more aggressive method for partial reser-
vation retries. Assume that a flow f
i
needs to reserve b
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is deleted or timed out,
the router checks for the pending requests in queue Q and
retries the reservations:
B  B + b
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Thus, routers retry failed reservations as soon as extra
resource becomes available. We refer to this scheme as
resource grabbing and will demonstrate its effectiveness
in Section III-B.
Note that partial reservations and fragmentation (see be-
low) are only likely to occur in heavily loaded networks or
under overload conditions. However, this is exactly when
reservation is needed at all – best effort service works fine
in an under-utilized network.
E. Reservation Fragmentation
Partial reservation can lead to reservation fragmenta-
tion, where a large number of flows all have partial QoS,
but all with unacceptable quality. An analogy to this is
the deadlock problem in operating systems, where multi-
ple processes try to access the same set of resources, and
are all waiting for others to release them first. Since no
process is willing to release the resource, a deadlock oc-
curs.
In case of partial reservation, if all partially reserved
flows refuse the give up their network resource, then no
flow will get adequate resource. Section III-C shows the
effect of reservation fragmentation1.
1Note, however, that the analogy is not complete. An operating sys-
tem task can make no progress as long as it is missing one resource,
while a flow may decide to “risk” the QoS degradation at a small num-
ber of routers, in the hope that the admission control mechanism is
conservative and that there is enough best-effort bandwidth available
there.
4Generally, common solutions to resolve deadlock in-
clude:
Preemption: A flow with high priority can take resources
away from lower-priority flows holding these resources.
Rollback: All flows withdraw their partial reservations,
and re-request at some random time later.
Suspend misbehaving flows: Flows that have failed their
end-to-end reservation attempt too many times are simply
ignored by routers, leaving resources for other flows.
The first two solutions require cooperation from end
users, and thus more messaging between routers and end
users. Plus, they do not prevent “impolite” users from
persistently asking for reservations and obtaining as many
network resources as they can. We plan to compare end-
user reservation preemption and rollback in the future.
Here, we present a simple algorithm that allow routers to
limit the number of retries. It is based on the resource
grabbing algorithm in Section II-D. We define a thresh-
old, T , as the maximum number of retries that a flow can
exercise during its entire duration at a single router. Each
flow f
i
needs to maintain a retry count c
i
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has been deleted, the
router does the following:
B  B + b
j






6= NIL and b
x













By adjusting the value of T on routers during conges-
tion, the fragmentation effect can be reduced. Here, we
only limit the retry attempts during the resource grabbing
















Fig. 1. The network topology used in the simulation.
A. Simulation Methodology
To evaluate the design ideas described in Section II, we
used the ns simulator and its RSVP module, and extended
it to support partial reservation functionality required for
our experiments.
Figure 1 shows a 15-node simulation network topology.
Nodes 1, 2, 3, 4 and 5 are backbone nodes, and the remain-
der are end systems. All backbone links have 10 Mb/s
bandwidth and 20 ms propagation delay; all access net-
work links have 100 Mb/s bandwidth and a propagation
delay of 10 ms. Network links are reliable. We assume
that each link has a high-priority queue reserved for reser-
vation messages so that they are never lost. Up to 50% of
the link bandwidth is reservable.
In the simulations that follow, network nodes 7, 8, 9 and
10 generates best-effort data flows as well as reserved data
flows to nodes 11, 12, 13 and 14, respectively. All data
packets are 125 bytes long. The best-effort data flows are
modeled as exponential on/off traffic source, with on-time
1 s, off-time 0.5 s, a burst rate of 500 kb/s and an expo-
nentially distributed flow duration with a mean of 150 s.
The reservation flows are all CBR traffic with rate r of 100
kb/s and a token bucket size B of 5,000 bytes. We can
create various network congestion conditions by adjusting
the number of best-effort and reservation flows.
We assess the effectiveness of different reservation al-
gorithms by monitoring a CBR flow from node 0 to node
6 traversing several congested links. In each simulation
experiment, node 0 starts transmitting a 100 kb/s flow at
time 0 to node 6. 250 s later, node 0 then tries to reserve

















Fig. 2. Regular Load: RSVP reservation; reservation com-
















Partial Resv (fixed refresh)
Fig. 3. Regular Load: One-pass reservation without grabbing;
reservation completed after 77 s and 3 tries.
We monitor this test flow at node 6 by capturing the data
rate received. When the end-to-end reservation has been
completed, we see a fixed rate of 100 kb/s (that is, a flat
line on the traffic trace diagrams).
Data for the first 50 seconds in each simulation are dis-
carded to obtain steady-state result. Each simulation has
been run several times with different random seeds.
B. Basic Scenario
In a first experiment, labled “regular load” in the figures,
we created a mildly congested network with 27 best-effort
flows and 85 reservation sessions in the background. Since
the total number of reservation sessions exceeds what the
backbone routers can handle, we expect to see many reser-
vation rejections, where rejected flows wait and retry.
All reservation protocols tested are soft-state based with
a 30-second average refresh interval. To avoid synchro-
nization, refresh intervals are randomly varied between 21
and 39 s.
Figure 2 shows the packet rate received at node 6 in a
















Partial Resv (with resource grabbing)
Fig. 4. Regular Load: one-pass reservation with resource grab-



















Partial Resv (fixed refresh)
Partial Resv (fast grabbing)
Fig. 5. Regular Load: Reservation sequence for RSVP, one-
pass reservation with refresh, and one-pass reservation with
refresh plus resource grabbing. The ordinate shows the node
number in the simulation network of Figure 1.
reservation. A rejected flow can only retry for the reser-
vation at the next refresh cycle. The test flow takes about
150 seconds and 5 tries to complete the reservation.
We then ran the same identical testing scenario with
an one-pass reservation mechanism that uses soft-state re-
fresh to retry the failed reservations. As shown in Figure 3,
the reservation completes after 77 seconds and 3 tries.
Figure 4 shows a scenario where all the nodes use one-
pass soft-state reservation and, in particular, the resource
grabbing mechanism that we have described in Section II-
D. The testing flow reservation takes only 12 seconds to
complete, but retries 19 times.
To study the reservation sequence, we collected reser-
vation failure and success data from the backbone nodes.
Figure 5 shows how the flow had completed the reserva-
tion in three testing scenarios above.
Using RSVP, the flow received reservations from node 5
and 6 during its first reservation attempt, but was rejected

















Fig. 6. High Load: RSVP; no reservation made in 10 tries.
reservation on node 4, but was rejected from its immediate
upstream node, node 3. It took two refresh cycles for the
flow to eventually get a reservation from node 3. During
the fifth refresh cycle, the flow made reservation from node
2 and 1, and thus completed the reservation.
Though, due to blockade states, the flow does not have
to start reservations from scratch after each reject, it takes
a long time for the flow to make its way toward the sender
almost one hop at a time. In comparison, the one-pass
reservation scheme can perform much better. At the reser-
vation initiation time, the request message passes through
all the nodes on the reservation path, and tries to make
reservation on each node. As shown in the figure, the flow
made the reservations on nodes 2, 4, 5 and 6 during its
first reservation attempt. It took two more refresh cycles
to complete the reservation.
Given that the background flows come and leave fre-
quently, the reservation scheme armed with resource grab-
bing mechanism performed the best. It completed the
reservation in 12 seconds, and retried reservations 19 times
in total on all 6 nodes during this period.
C. High Load Condition: The Effect of Fragmentation
To evaluate the fragmentation effect on the network, we
increased the number of background reservation flows to
120, that is to request 240% more resources than what the
network can provide.
Figure 6 and 7 show the received rate for the test flow
that uses RSVP, and one-pass reservation with the resource
grabbing algorithm, respectively. Neither protocol could
make the end-to-end reservation. In particular, the one-
pass reservation flow received far less user data than the
one that uses RSVP. An explanation is that, with the re-
source grabbing algorithm, all reservation flows in the net-
work try to take as much resource as possible. As a re-
















Partial Resv with fast resource grabbing
Fig. 7. High Load: One-pass reservation with resource grab-
















Partial Resv with Threshold 10
Fig. 8. High Load: One-pass reservation, resource grabbing
and a retry threshold of 10. No reservation after 46 tries.
no reservable bandwidth left for best-effort traffic to share,
all user flows suffer.
D. High Load Condition: Fragmentation Recovery
Here, we have applied the threshold algorithm that we
had defined in Section II-E. We ran the simulation with
one-pass reservation with the resource grabbing algorithm
on all network nodes with different a retry threshold value
T .
Figures 8, 9, 10 and 11 show the results with values for
T of 10, 8, 3, and 1, respectively.
Table I collects the total number of reservation retries
from the backbone nodes.
With a proper threshold value, the user flow can success-
fully make the reservation in a highly congested network.
From our simulation, the best scenario is the one with T =
1 (Figure 11). The worst scenario is the one with a higher
threshold, T = 10 (Figure 8).
2We have also monitored the total number of new RESV messages
being received at the end nodes, which is 739. This is the same as the
















Partial Resv with Threshold 8
Fig. 9. High Load: One-pass reservation, resource grabbing

















Partial Resv with Threshold 3
Fig. 10. High Load: One-pass reservation with resource grab-
bing and a retry threshold of 3; reservation completed after
















Partial Resv with Threshold 1
Fig. 11. High Load: One-pass reservation with resource grab-
bing and a retry threshold of 1; reservation completed after
















Partial Resv with fixed refresh
Fig. 12. High Load: One-pass reservation; reservation com-
pleted after 43 s and 3 tries.
Description # of retries Test flow
data
One pass, T =1 28,314 Figure 7
One pass, T =10 8,534 Figure 8
One pass,, T =8 7,137 Figure 9
One pass, T =3 4,382 Figure 10
One pass, T = 1 2,685 Figure 11
One pass, no grabbing 2,588 Figure 12
RSVP, fixed refresh 3,4092 Figure 6
TABLE I
NUMBER OF RETRIES IN THE NETWORK, MEASURED FOR A
550 S SIMULATION DURATION.
We suspect that with lower threshold number, the flows
are less aggressive to retry for the link resource, and there-
fore allow other flows to complete their reservations. This
conclusion is supported by the results collected in Table I.
Does it mean that reservation retry would perform the
best with zero threshold (that is, only rely on the soft-state
refreshes to perform reservation retry)? Figure-12 shows
the simulation results of using only fixed refresh, and is
not as good as the one with resource grabbing (T = 1). In
the previous section, we had also observed that in a mildly
congested network, resource-grabbing improves the reser-
vation retry performance.
RSVP is also less aggressive in grabbing resource with
its blockade state algorithm, then why does it perform so
poorly? From our collected data, out of 3,409 reservation
retries, there were only 739 successful flows in the 550-
second simulation interval. Since the blockade states make
partial reservations only on the nodes that are downstream
from the failure node, RSVP flows thus receive resources
from the network, and thus perform poorly.
This leads to reasonable conclusion that, in using one-
pass reservation protocol, there is a trade-off between the
8ability to obtain resource quickly, and the likelihood of
causing reservation deadlocks.
IV. IMPLEMENTATION OVERVIEW
We introduce a lightweight reservation protocol imple-
mentation for routers, in order to evaluate the performance
with a large number of reservations. The implementation
is based on the following considerations:
A simplified signaling protocol: From the studies that we
have conducted in the previous sections, YESSIR qualifies
as a lightweight signaling protocol.
An efficient state management scheme: The implementa-
tion needs to be able to support thousands of flows effi-
ciently. At the same time, the algorithms that we choose
should be simple and generic.
YESSIR is a simple signaling protocol, and is designed
to provide resource reservation to real-time flows that use
RTP [21]. It has two operating modes: explicit, and
measurement-based. In the explicit reservation mode,
YESSIR piggybacks traffic flowspecs in RTCP messages.
Upon reception, routers make the reservation according
to the flowspecs. In the measurement-based mode, the
routers simply intercept the RTCP Sender Report mes-
sages, and make reservations based on the traffic statistics
and timing information provided in the messages.
Since RTP is an end-to-end protocol, to allow the routers
to intercept and process reservation requests, YESSIR uses
the router alert option [22] in the IP header.
A. Kernel Extension
Current UNIX system have no clean mechanism to in-
tercept IP option packets, including router alerts, through
the socket interface. Thus, we designed and developed a
new socket family, PF IPOPTION, on FreeBSD. With the
new socket family, it is easy to capture RTCP messages
through a socket:
int sock, on = 1;
sock = socket (PF IPOPTION, SO RAW, IPOPT RA);
setsocketopt(sock, IPOPT IP, IP RECVRTCP,
&on, sizof(on));
We optimized the kernel code to speed the delivery of
IP option messages [23].
B. State Management
We used hash tables to manage the reservation states in
our implementation. The motivation behind using hash-
ing comes from the observation that any RTP session in
the network can be uniquely identified by its IP source and
destination addresses, SA, DA, and its UDP source and des-
tination port numbers, SP, DP. In our implementation, the













. Our goal was to support up to 1,000 flows efficiently,
so we had selected the hash table size, M , to be 1,537 to
reduce the chance of hash collisions [24]. To solve the po-
tential hash collision problem, we put all the flow entries
that hash to the same slot in a linked list.


















Fig. 13. An example of reservation state management in our
implementation
Figure 13 illustrates the reservation state handling in our
implementation. There are three tables: hash index table,
free entry bucket and flow entries. When a reservation re-
quest for flow f
i
is received, we perform the hash function
to find a hash slot, k, in the hash index table. After getting
a flow entry from the free entry bucket, we copy the reser-
vation data into the entry, and insert it into the linked list
that is hanging off the hash slot, k.
A collision occurs if a new flow f
j
arrives and hashes
to the same slot as f
i
. We simply insert the new entry into
k’s list behind the flow entry for f
i
. Obviously, too many
collisions will cause poor performance. (More sophisticate
dynamic hashing schemes can limit the depth of the linked
list.)
To improve memory usage and make easy for debug-
ging, we have designed a free entry bucket (FEB) table. At
system initiation time, we pre-allocate a small number of
entries into the FEB. During flow processing, if the num-
ber of free entries is less than a threshold number, we will
allocate another chunk of entries into the FEB. If there are
9too many free entries, the process will free the extra en-
tries.
The hash table and memory management take about
1,400 lines of C code to implement.
C. Reservation Processing




















Fig. 14. Reservation processing flowchart.
Figure 14 shows the reservation processing sequence at
routers. If there is an admission control failure, we queue
the request for future retries. Except in case of routing
failure, we always forward the reservation message.
V. EXPERIMENTAL RESULTS
We have implemented YESSIR on FreeBSD3. The lat-
est version of the YESSIR implementation requires about
6,000 lines of C.
We tested and measured the implementation on a 700
MHz Pentium PC with several Ethernet interfaces. We
have modified the author’s rtptools package to generate
RTCP messages with IP Router Alert option from end
users.
We first examined the efficiency of the QoS state man-
agement with hashing. Provided that the hash table size is
1,537, we expect that the flow entry searching and creating
time would be more or less the same when there are less
than 1,000 flows in the system. As the number of the flows
increases, more hash collisions will occur.
To verify this, we had generated 10,675 new reserva-
tion flows from multiple sources. On the router, we had
recorded the flow entry creation time on each flow. To en-
sure measurement accuracy, we shut off the refresh timers
3The source and object code for the PF IPOPTION
kernel extension and YESSIR are available at
http://www.cs.columbia.edu/˜pingpan/software.
Number of flows flow build time
in the router (s)
50 6.4  1.35
100 6.3  1.25
200 6.3  0.95
500 6.2  1.32
800 6.4  0.97
1,000 6.1  0.99
2,000 7.3  1.25
5,000 7.1  1.20
8,000 8.1  0.99
10,000 8.0  1.56
TABLE II
HASH TABLE PERFORMANCE WITH COLLISION RESOLUTION
BY CHAINING. THE HASH TABLE SIZE IS 1537.
during the test. The results are shown in Table II. As ex-
pected, the processing time is constant if the number of




Message integrity checks 6.6 0.52
Flow lookup/creation 6.5 0.53
Route lookup 27.1 1.29
Admission control 6.1 0.57
(call for reservation)
Kernel I/O 97.8 8.24
TABLE III
TIMING FOR A LIGHTWEIGHT RESERVATION PROTOCOL
IMPLEMENTATION ON A 700 MHZ PENTIUM.
We measured the time for processing a one-pass reserva-
tion request message. The measurement was taken both at
user space and in the kernel. During the measurement, we
generated YESSIR messages used for measurement-based
reservation. As shown in Table III, the overall process-
ing time in the user space is about 46s. However, the
time between when the packet is received from the device
driver until it is sent to the device driver in the kernel is
98s, i.e., approximately half the processing time is spent
in the kernel.
VI. CONCLUSION
We have investigated the design and performance of
reservation signaling through simulation. To gain a better
understanding of reservation costs, we have implemented a
lightweight reservation protocol on the FreeBSD platform.
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With a detailed comparison of the reservation perfor-
mance achieved from two-pass and one-pass reservation
protocols with different parameters and network condi-
tions, we verified that a reservation protocol that is based
on one-pass reservation model has better performance and
lower processing cost, comparing with a regular two-way
signaling protocol. Routers can employ resource grab-
bing to help speed up reservation convergence. To re-
cover from the fragmentation effect of partial reservations,
routers need to control the retry process of the failed flows.
One such mechanism is to limit the number of reservation
retries on failed flows.
From evaluating our implementation results, we be-
lieve that with proper protocol design and implementation,
routers can support a large number of user flows, while
providing admission control. Actually, the processing bot-
tleneck may not come from the signaling protocols after
all, instead it may be from the limitations in router oper-
ating systems. Thus, a dedicated processor with a light-
weight operating system may be helpful.
Finally, we believe that, the control-plane scalability
problem is not an issue of the number of the flows that
routers can process, but rather the number of the flows that
the network providers can manage for authorization, ac-
counting and billing. We think that much future research
is needed on understanding network resource manageabil-
ity.
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