In this paper, we investigate threshold effects associated with swapping of signal and noise subspaces in estimating signal parameters from compressed noisy data. The term threshold effect refers to a catastrophic increase in mean-squared error when the signal-to-noise ratio falls below a threshold SNR. In many cases, the threshold effect is caused by a subspace swap event, when the measured data (or its sample covariance) is better approximated by a subset of components of an orthogonal subspace than by the components of a signal subspace. We derive analytical lower bounds on the probability of the subspace swap in compressively measured noisy data. These bounds guide our understanding of threshold effects and performance breakdown for parameter estimation using compression. As a case study, we investigate threshold effects in MUSIC estimation of direction of arrivals of two closely-spaced sources using Gaussian random compression and co-prime subsampling. Our results show the impact of compression on threshold SNR.
I. INTRODUCTION
Subspace methods are widely used for high resolution parameter estimation. However, these methods suffer from performance breakdown, where the mean squared error (MSE) increases drastically at low SNR. Performance breakdown may happen when either the sample size or signal-to-noise ratio (SNR) falls below a certain threshold [1] . The main reason for this threshold effect is that in low SNR or sample size regimes, subspace based methods lose their capability to resolve signal and noise subspaces. As a result of this, one or more components in the orthogonal (noise) subspace better approximate the data than at least one component of the signal subspace, which in turn leads to a large error in the parameter estimation [2] . This phenomenon is called a subspace swap.
In [1] , approximation of the probability of a subspace swap in the Singular Value Decomposition (SVD) is investigated. Ref. [2] extends the work of [1] to lower bound the probability of a subspace swap. In [3] the performance breakdown regions have been studied in the DOA estimation problem using asymptotic assumptions on the number of antennas and number of samples. It is shown that subspace swap and loss of resolution in separating closely spaced sources is responsible This work is supported by NSF under grant CCF-1018472. Presented at IEEE GlobalSIP, Austin TX, Dec. 2013 for performance breakdown of Maximum Likelihood (ML) and MUSIC Methods.
In this paper, we address the effect of compression on the probability of a subspace swap. In other words, we want to see what effects compression has on the threshold SNR at which performance breaks down. To answer this question, we derive a lower bound on the probability of a subspace swap in parameter estimation from compressed noisy data. This lower bound can be used as a tool to predict breakdown for different compression schemes at different SNRs. For our numerical results, we consider DOA estimation of two closely spaced sources and investigate the effect of compression with random matrices and co-prime arrays [4] , [5] on the probability of a subspace swap. Our simulation results show compression brings a cost of about 8dB in threshold SNR at compression by a factor of 7.
II. MEASUREMENT MODEL
Let y ∈ C n be a complex measurement vector in a signal plus noise model y = x + n. Here, we assume that x is distributed as a zero mean multivariate proper complex normal random variable whose covariance R xx (θ) is parameterized by θ ∈ C p , n is a standard complex white Gaussian noise with covariance σ 2 I, and x and n are independent. Therefore, y is distributed as CN (0, R(θ)), where R(θ) = R xx (θ) + σ 2 I. Such a data model arises in many applications such as DOA and spectrum estimation.
Assuming R xx is rank deficient, we can write its eigenvalue decomposition as:
where U and Λ xx are defined as below:
The unitary matrix U can be written as U = [u 1 , u 2 , ..., u p |u p+1 , ..., u n ] = [U p |U 0 ]. Here U p represents the signal subspace and U 0 represents the orthogonal subspace which completes C n×n . Fig. 1 gives a geometrical representation of (2). If the noisy measurement vector y is compressed by Φ of dimensions m × n, (m < n) to produceỹ = Φy, we havẽ
Before proceeding, we first whitenỹ with C = (ΦΦ H ) −1/2 to produceŷ = Cỹ. Therefore,ŷ is distributed as
Now, we may write the eigenvalue decomposition of the signal
whereÛ andΛ xx are defined as follows:
Also as in (2), assumingR xx has rank p, the unitary matrix U can be written asÛ = [û 1 ,û 2 , ...,û p |û p+1 , ...,û m ] = [Û p |Û 0 ]. Here Û p represents the signal subspace and Û 0 represents the orthogonal subspace which completes C m×m , assuming p ≤ m < n.
III. BOUND ON PROBABILITY OF A SUBSPACE SWAP AFTER COMPRESSION Following [2], we define two events as follows:
• Event A is the event that the average energy in the orthogonal subspace Û 0 exceeds the average energy in the signal subspace Û p . • Event B is the event that the average energy in the orthogonal subspace Û 0 exceeds the energy in the least dominant signal mode in Û p . These events are subsets of the subspace swap event and therefore their corresponding probabilities give lower bounds on the probability of a subspace swap. For the cases where signal subspace eigenvalues are clustered, event A seems a better subset of a subspace swap event. On the other hand, when signal subspace eigenvalues are dispersed, event B seems a better subset of a subspace swap event [2] .
In order to analyze the effect of compression on a subspace swap event, we consider event B for the data vectorŷ and
where Pû p is the orthogonal projection onto the least dominant mode ofR xx and PÛ 0 is the orthogonal projection onto the orthogonal space. According to the definition of event B we can lower bound the probability of a subspace swap P ss as:
In order to derive the distribution of d, we define z =R −1/2ŷ . Therefore z ∼ CN (0, I) and
where Q =R H/2 W BR 1/2 . Using (4)-(6) we can writeR 1/2 asR
Using (7) and (10), we can write Q as
Therefore, from (8) and (13) we have
Since the s i 's are independent and each distributed as CN (0, 1), the term
is distributed as F (2(m − p), 2). When there is no compression, (14) holds withλ p = λ p and m = n. Thus, the probability of a subspace swap after compression is lower bounded by the probability that an F (2(m−p), 2) distributed random variable exceeds 1+λ p /σ 2 . Therefore, the key factor in determining the probability of a subspace swap would be the decrease in the value ofλ p for different compression schemes. To better understand this, we compareλ p and λ p which are the minimum nonzero eigenvalues of the signal subspace before and after compression in case of using a Gaussian compression matrix Φ. To do so, we use the following lemma.
Lemma [6] : If A is an m × n matrix and B is an n × m matrix, where m ≤ n, then the n eigenvalues of BA are the m eigenvalues of AB together with n − m zeros.
Using the above lemma, we havê
where λ + min (.) denotes the smallest positive eigenvalue of its argument and P Φ H = Φ H (ΦΦ H ) −1 Φ is the orthogonal projection onto the space spanned by rows of Φ.
If Φ is deterministic and known then P Φ H is known and λ p can be calculated from (15). We will give an example of such compression in Section IV.
If Φ is random thenλ p is random. In this case we derive probabilistic bounds on it. We havê λ p = min
where the last inequality in (16) holds with probability 1 − δ, which is the probability that λ min (ΦΦ H ) −1 ≥ C. When the elements of Φ are i.i.d. normal, ΦΦ H is a Wishart matrix and C can be calculated using the results of [9] on the distribution of the maximum eigenvalue of a Wishart matrix. Also,
where the first inequality in (17) holds with probability at least 1 − δ , which is the probability that Φ satisfies −JL lemma [8] for the vectors in a p−dimensional subspace. For a fixed n, a lower bound on 1 − δ can be calculated as a function of m from the p−dimensional subspace version of the Johnson-Lindenstrauss lemma, based on the results of [7] . Therefore from (16) and (17) we have
with probability at least 1 − δ − δ .
To obtain an upper bound onλ p , we writê
where the inequality in (19) follows from the fact that Λ
is nonnegative definite. Therefore, from (18) and (19) we have:
with probability at least 1−δ −δ . Therefore, (20) can be used as a guideline for choosing compression ratios such that the lower bound onλ p is large enough for a desirable probability of a subspace swap in (14).
IV. SIMULATION RESULTS
In this section, we present numerical examples to show the impact of compression on threshold effects for estimating directions of arrival using a sensor array. We consider a dense uniform line array with 188 elements at half-wavelength interelement spacings. We compress this array down to 28 dimensions using two different compression schemes: Gaussian and co-prime. In the Gaussian compression, the compression matrix is a 28 × 188 dimensional matrix with i.i.d. Gaussian entries. In the co-prime compression (first introduced in [4], [5] ) we uniformly subsample the dense array once by a factor M and once by a factor N , where M = 9 and N = 11 are coprime. The result of this subsampling is again a compression down to dimension 28. In reality, the random Gaussian compression requires all the elements of the 188 dimensional array in forming its linear combinations. However, the co-prime compression requires 28 actual sensors, which are spaced in integer multiples of M and N in units of half wavelength. We note that although we are compressing the array by a factor 7 in each case, the dense and the compressed arrays still have the same total aperture in units of half wavelength.
We consider two point sources at far field at electrical angles θ 1 = 0 and θ 2 = 4π/188. The Rayleigh limit of the dense array in electrical angle is 2π/188. Therefore, in our example the two sources are separated by two Rayleigh limits of the dense array. We draw L = 200 independent snapshots of the dense array, which we will then compress to simulate the data for the two compressed arrays. Fig. 2 shows the CRB in estimating θ 1 in the presence of the interfering source at θ 2 = 4π/188. Fig. 3 shows the average mean-squared error for the MUSIC estimate of θ 1 versus per sensor SNR. The MSE plots (in plain solid) are obtained by averaging the MSEs of 500 independent trials (each with L = 200 snapshots). The CRB corresponding to the 188element dense array is also shown in this figure as a reference for performance analysis. Fig. 3 also shows approximations to the MSE (in starred solid lines) obtained using the method of intervals (see, e.g. [1] ). At each SNR, the approximate MSE σ 2 T is obtained as
In this formula, P ss is the probability of the subspace swap as a function of SNR, which we approximate using the lower bound in (14), σ 2 CR is the value of the CRB as a function of SNR, and σ 2 0 is variance of the error given the occurrence of a subspace swap. The idea behind this approximation is that the MSE almost follows the CRB when the subspace swap does not occur. However, given the occurrence of the subspace swap (and in the absence of any prior knowledge) the error in estimating the electrical angle θ 1 may be taken to be uniformly distributed between (−π/2, π/2) and the error variance is σ 2 0 = π 2 /12. Fig. 3 shows that the threshold effect (sharp increase in MSE) in compressed arrays happens about 8dB (in SNR) earlier than that in the dense array. The estimated MSE curves, using (21) accurately predict the difference between the threshold SNR for the dense, co-prime, and linearly (Gaussian) compressed array, but it does not accurately predict the actual threshold SNR, suggesting that our lower bound on P ss is loose. Fig. 4 shows our lower bounds on the probability of a subspace swap in (14), which we have used in calculating the approximate MSEs in Fig. 3 . For the Gaussian compression, we have shown (solid black) the average of lower bounds from 500 independent trials. The 95% confidence interval for this lower bound is also included (dotted black). 
V. CONCLUSION
The source of performance breakdown in parameter estimation may be attributed to a subspace swap, wherein one or more modes of a noise subspace better approximate a measurement than one or more modes of a signal subspace. In this paper we have addressed the effect of compression on the probability of a subspace swap. We have derived an analytical bound on this probability when the parameters to be estimated modulate a rank-deficient covariance matrix. At a compression ratio of 7 to 1, our numerical experiments show that the threshold SNR increases by about 8 dB when estimating a broadside source DOA in interference located at twice the Rayleigh limit of the pre-compressed array.
