In this paper, we construct variable-length prefixfree codes that are optimal (or near-optimal) in the sense that no (or few) other codes of the same cardinality can achieve a smaller expected energy per code symbol for the same resolution rate. Under stringent constraints of 4096 codewords or below per codebook, the constructed codes yield an energy per code symbol within a few tenths of a dB of the unconstrained theoretic lower bound, across a wide range of resolution rates with fine granularity. We also propose a framing method that allows variable-length codes to be transmitted using a fixed-length frame. The penalty caused by framing is studied using simulations and analysis, showing that the energy per code symbol is kept within 0.3 dB of the unconstrained theoretic limit for some tested codes with a large frame length. When the proposed method is used to implement probabilistic constellation shaping for communications in the additive white Gaussian noise channel, simulations show that between 0.21 dB and 0.98 dB of shaping gains are achieved relative to uniform 4-, 8-, 16-, and 32-ary quadrature amplitude modulation.
I. INTRODUCTION
P REFIX-FREE codes are commonly used in lossless data compression to reduce the number of code symbols to describe information symbols, such that the original information symbols can be completely reconstructed from the code symbols. Prefix-free coding in data compression transforms information symbols of a non-uniform probability distribution into code symbols of a uniform probability distribution. In this work, prefix-free codes perform a reverse operation of the data compression called distribution matching (DM); namely, it transforms information symbols of a uniform probability distribution to code symbols of a desired probability distribution. We restrict information symbols to bits b ∈ B := {0, 1} drawn with equal probabilities P(b = 0) = P(b = 1) = 0.5, and construct prefix-free codes with a unipolar M -ary amplitude shift keying (M -ASK) code alphabet X M-ASK = {1, 3, . . . , 2M − 1}. Defining the resolution rate as the expected number of information bits per code symbol [1] , the constructed prefix-free codes have the minimum or near-minimum average symbol energy among all possible prefix-free codes having the same number of codewords for the same resolution rate. We also propose a framing method, with which variable-length prefix-free codewords can always be contained in a fixed-length frame, thereby facilitating application of prefix-free codes to communications.
A prominent application of prefix-free code distribution matching (PCDM) is probabilistic constellation shaping (PCS) for capacity-approaching communications. PCS makes low-energy symbols in the code alphabet appear with a higher probability than high-energy symbols, thereby reducing the average transmit energy for the same information rate (IR) [2] - [12] . A long-standing challenge of PCS has been the incorporation of forward error correction (FEC) coding and DM. If DM is embedded between FEC encoding and decoding, errors occurred in the channel can be significantly boosted in the DM decoding process, thereby rendering the outer FEC coding unsuccessful. For the case of variable-length DM, even a single error can cause insertion or deletion of information symbols, leading to synchronization errors or catastrophic propagation of errors. In a reversed architecture where FEC coding is embedded between DM encoding and decoding, a symbol distribution formed by DM encoding is not preserved by the subsequent FEC encoding, since (linear) FEC encoding generates almost equiprobable code symbols from information bits of any distribution. There have been approaches to jointly optimizing FEC and DM [7] , [10] - [12] , but they lack rate adaptability and involve the design of customized FEC codes. Recently, however, an architecture called probabilistic amplitude shaping (PAS) [13] solved the problem. In the PAS architecture, information bits are first encoded by DM to produce amplitudes of transmit symbols with a desired probability distribution, then a following systematic FEC encoder generates parity bits that constitute signs of the transmit symbols. In this manner, the amplitude distribution remains unchanged by equiprobable parity bits, and the error propagation and synchronization errors do not occur since FEC decoding corrects errors before DM decoding. PAS enables separate design of FEC and DM, hence allows for the use of off-the-shelf FEC codes in conjunction with independently optimized DM. In this paper, the performance of the proposed PCDM in communication systems will be numerically evaluated using the PAS architecture in comparison with the conventional communication schemes whose transmit symbols are uniformly distributed.
II. PRIOR WORKS

A. Fixed-Length DMs
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realize a target code symbol distribution on a block-byblock basis. The CCDM was shown to be asymptotically optimal in the sense that the normalized Kullback-Leibler (KL) divergence between the desired and realized symbol distributions vanishes as the output block length n goes to infinity [15] . The number of elementary operations for encoding and decoding of CCDM grows as O(n), allowing the use of large n. Each elementary operation requires multiplication and division of arbitrarily high numerical precision to achieve zero normalized KL divergence; however, allowing a non-zero normalized KL divergence, CCDM can be implemented with finite-precision arithmetic [14] , [15] . The performance of CCDM can significantly be degraded as n decreases, and there are ongoing works to enhance CCDM in finite block lengths, see, e.g., [16] . For small n (e.g., n ≤ 200), there have been algorithmic approaches to implement an F2F DM, such as the shell mapping [17] - [19] and the enumerative sphere shaping [20] , [21] . The algorithmic approaches substantially reduce the time and storage complexities of indexing a point in a sphere by divide and conquer [17] - [19] or dynamic programming [21] , which is otherwise exponential in n. Nevertheless, their complexities are at least polynomial in n; e.g., the time and storage complexities of Algorithm 2 in [18] are O(n 3 ) and O(n 2 log n), respectively. More recently, an F2F DM was realized in [22] by using a distribution uniformizer.
B. Variable-Length PCDM
It was recently shown that F2F DMs like m-out-of-n and CCDM cannot fundamentally eliminate the un-normalized KL divergence between the desired and realized symbol distributions [23] . On the other hand, variable-length DMs may achieve zero un-normalized KL divergence [1] . Allowing a bounded un-normalized KL divergences, variable-length PCDM can be implemented with O(n) table look-ups, although the variable-length property introduces some challenges in hardware implementation [24] . The storage complexity is O(1) (in terms of the block length n) for the table and O(n) for encoding and decoding, hence PCDM enables the use of a very large n. To this end, we study the construction of prefix-free codes for rate-adaptable PCDM throughout the paper. Note that a result of this work was used for optical fiber communications experiments in [25] , and later a similar approach was taken in [26] .
Let b and x, respectively, denote a concatenation of an indefinite number of information symbols drawn from the binary alphabet B and a concatenation of an indefinite number of code symbols drawn from the ASK alphabet X . Then, a code C : B → X defines a bijective function that maps every information word b in the dictionary B to a codeword x in the codebook X. If the codeword x ∈ X is an ordered concatenation of two words x pre and x , then x pre is called a prefix of the word x. A code is a prefix-free code if any codeword x ∈ X is not a prefix of another codeword. A prefix-free code is an instantaneously decodable code, whose decoding can be performed as immediately as a codeword is found on successive receipt of the code symbols.
In a special case where all code symbols in X have equal transmit energies, and if the information word distribution is known a priori, Huffman codes represent optimal prefix-free codes in the sense that no other codes can produce a shorter expected codeword length, hence a smaller average code symbol energy. In a more general case where the energies of symbols in X are not necessarily equal, the prefix-free code construction problem has been addressed in the context of PCS [27] , using Lempel-Even-Cohn (LEC) coding [28] and Varn coding [3] . LEC coding solves the problem when all codewords have an equal length. LEC coding is isomorphic to Huffman coding if we convert the energy of a codeword into the probability of the corresponding information word. A Huffman codebook therefore becomes the LEC dictionary for parsing information bits, mapped to an LEC codebook that consists of equal-length codewords, completing a variable-tofixed length (V2F) code. However, while we want to minimize the energy per code symbol for arbitrary resolution rates, LEC coding minimizes the energy per information symbol, and its resolution rate is determined by the Huffman codebook that is given a priori. Varn coding provides another solution when information words have an equal length, hence constructing fixed-to-variable length (F2V) codes. However, Varn coding requires a non-uniform probability mass function (PMF) for the equal-length information words, which must be given a priori to realize a particular resolution rate. Another approach to constructing F2V codes is by minimizing the KL divergence between the desired and realized PMFs for a binary code alphabet [29] , which also assumes a priori knowledge of the optimal PMF for the target resolution rate.
In general cases where both information words and codewords can have unequal lengths, there are known algorithms to construct optimal prefix-free codes [4] , [30] - [33] using, e.g., dynamic programming [32] , [33] . However, they require unequal probabilities of the information symbols that must be given a priori, and the resulting codes are optimal only in the sense that they minimize the average codeword energy, without taking into account the resolution rate. To the best of our knowledge, none of the existing approaches addressed the problem of constructing prefix-free codes to minimize the average code symbol energy for arbitrary target resolution rates.
III. PREFIX-FREE CODES FOR VARIOUS RESOLUTION RATES
Let b n and x n denote the n-th information word in B and the n-th codeword in X, respectively, and let l(a) denote the length of string a. Since mapping C is bijective, we abuse notation to write |C| = |B| = |X|. Table I Fig. 1 , where double circles, open circles, and closed circles represent the root nodes, branch nodes, and leaf nodes, respectively, which will be defined below.
A code is formed by concatenating the roots of two ordered trees, which we call left and right trees depending on their relative position. We use the following terminologies throughout the paper to describe the structure of a right tree (defined in a similar fashion for a left tree):
• Root: The left-most node of a tree. • Child: A node directly connected to the right of a node. • Parent: The converse of a child. • Siblings: A group of nodes with the same parent. • Branch: A node with at least one child. • Leaf : A node with no children.
• Degree: The number of children of a node.
• Path: A sequence of nodes and edges connecting a node with another node. • Depth: The depth of a node is the number of edges from the root node to the node, i.e., the path length connecting the root node and the node. • Height: The height of a tree is the longest path length between the root and leaves. • Size: The size of a tree is the number of all leaf nodes of the tree. The n-th leaf of a left tree represents the information word b n and that of a right tree represents the codeword x n . The depth of the n-th leaf equals l(b n ) (in the left tree) or l(x n ) (in the right tree), and the probability mass vector of the leaves is given by p = [p 1 , . . . , p N ] T , with p n = P B (b n ) = P X (x n ).
Prefix-free code encoding is a random process that parses a random variable B which takes values b ∈ B to produce a codeword X = C(B) ∈ X. Since our information bits are assumed to be independent and equiprobable, the probability of information words is dyadic, i.e., P B (b) = 2 −l(b) with b∈B P B (b) = 1. Therefore, the expected symbol energy can be calculated as
where E(·) denotes expectation. The resolution rate of this code can be calculated as
Since it is apparent that E(B, X) and R(B, X) are functions of B and X, we henceforth omit the arguments and denote them by E C and R C for simplicity. The bijection C is immediately defined from the ordered sets B and X, hence the optimal prefix-free coding problem for a target resolution rate R * can be written as
B and X are left and right trees, respectively.
The resolution rate is upper-bounded as R C ≤ H(X), where X denotes an independent and identically distributed (IID) random variable that takes values in X according to the same distribution as the prefix-free code symbols, and where H(X) denotes the entropy of X. Under an average energy constraint, the entropy is maximized by the Maxwell-Boltzmann (MB) distribution [9] P X (x) := exp(−λ|x| 2 )/ x∈X exp(−λ|x| 2 ), λ ≥ 0. Conversely, the average symbol energy E(|X| 2 ) is minimized by the MB distribution to achieve a target entropy H(X). Therefore, if we denote by X MB an IID random variable drawn according to the MB distribution that fulfills H(X) = R C , we obtain a lower bound of the average symbol energy to achieve the resolution rate R C as E C ≥ E(|X MB | 2 ). The energy efficiency of a prefix-free code that achieves R C can therefore be evaluated by the energy gap defined as
A. V2F Codes
To solve problem (3), we begin with a balanced M -ary right tree for the M -ASK code alphabet, i.e., a right tree in which every branch has M children and every leaf is at the same depth (see the right tree of Fig. 1 (a) ). This represents a codebook X with a fixed codeword length l(x) = v for all x ∈ X. Then, the codebook can immediately be obtained from the fixed codeword length v by lexicographical ordering as X v = X v M-ASK , and |C| = M v . In this case, (1) and (2) degenerate, respectively, to
where the last equation holds since P X is dyadic. Therefore, for V2F codes, minimizing the average code symbol energy is equivalent to minimizing the average codeword energy.
If we waive the dyadic constraint on P X , the entropy H(X) is maximized by X MB that follows an MB distribution P XMB (x) := exp(−λ||x|| 2 )/ x∈X exp(−λ||x|| 2 ). Note that X MB is a random vector, whereas X MB is a random scalar. Since ||x|| 2 = x∈x |x| 2 , we have that P XMB (x) = x∈x P XMB (x). We also have that H(X MB ) = vH(X MB ). Therefore, if a dictionary B can make the codewords X follow the distribution P XMB , the code achieves both E C = E(|X MB | 2 ) and R C = H(X MB ). Indeed, LEC coding [28] is optimal in the sense that it yields a special instance of the MB distribution, for which the rate parameter is given by λ = log(β) with β being a root of the characteristic condition x∈X β −||x|| 2 = 1. The dashed curves in Fig. 2 
(a) and (b)
show the average symbol energy and the entropy of X MB as a strictly monotonically decreasing function of λ (this is true in general, see [13, Section 5 .C]), obtained from the codewords of Tab. I (a). Due to the monotonicity, the rate parameter λ of the MB PMF P XMB that leads to the minimum average symbol energy E(|X MB | 2 ) subject to the rate constraint H(X MB ) = R * can simply be obtained by the bisection method. Once we obtain P XMB , its optimal dyadic approximate P XMB can be obtained by geometric Huffman coding (GHC) [34] , i.e., P XMB = GHC(P XMB ), optimal in the sense that it minimizes the KL divergence D(P XMB P XMB ) :=
PX MB (x) . Notice that, since X and v completely define the right tree X v , the corresponding left tree can immediately be obtained for an arbitrary target resolution rate R * using a series of operations (X , v, R * ) → P XMB → P XMB → B. The solid lines in Fig. 2 show the average symbol energy and resolution rate that can be obtained using this method for X 2-ASK with v = 3. In this example, there are only five non-zero distinct resolution rates generated by the dyadic PMF P XMB . However, as v increases, the created codes have much finer granularity of the resolution rate, as shown in Fig. 3 for up to the 16-ASK alphabet (producing up to 1024-ary quadrature amplitude modulation (QAM) in the PAS architecture). Here, we find all V2F codes of the cardinality |C| ≤ 4096 for the target resolution rates R * ∈ {Δ, 2Δ, . . . , log 2 M } with rate granularity Δ = 0.001. The codes have less finer granularity of the resolution rate in the lower resolution rate regime, which can be supplemented by allowing variable codeword lengths, as will be discussed in Section III-C. Figure 3 shows that the constructed V2F codes achieve energy gaps smaller than 0.1 dB across a wide range of resolution rates with a cardinality |C| ≤ 4096, or even with |C| ≤ 64 for M ≤ 4.
B. F2V Codes
For F2V codes, we consider a balanced binary left tree representing dictionary B with a fixed information word length l(b) = u for all b ∈ B such that |C| = 2 u . Then, the dictionary Let us define the sum depth and sum energy of a right tree as l(X) := x∈X l(x) and ||X|| 2 := x∈X ||x|| 2 , respectively. Then, the average symbol energy and the resolution rate of the code are calculated, respectively, as
We do not know of any existing method that can solve (3) with (6) and (7) for an arbitrary desired R * . In this paper, therefore, instead of directly solving the problem for a particular R * , we try to identify a set of trees that produces all possible sum depths l(X) under a tree size constraint |X| = u, hence realizing all possible R C according to (7) . The constructed trees are optimal in the sense that they have the minimum sum energy ||X|| 2 among all 2 + -trees with the same sum depth l(X), where L + -tree is a tree in which every node except leaves has a degree not smaller than L. This further implies that the tree achieves the minimum average symbol energy E C for the given l(X) and R C due to (6) and (7) . Indeed, any 1 + -tree is allowed for a right tree; however, we restrict the type of trees to 2 + -trees to avoid infinite tree expansion (see Fig. 4 (a) for example). In Fig. 4 , and throughout the paper, T (N ) denotes a right tree that has N leaves, i.e., |X| = N , T (N, ν) is a tree T (N ) whose sum depth l(X) = v, and T (N, ν, ω) is a tree T (N, ν) whose sum energy ||X|| 2 = ω. Also, let Ψ(N ) and Ψ(N, ν) be the sets of all trees T (N ) and T (N, ν), respectively. Then, by (6) and (7), all trees in Ψ(N, ν) lead to the same R C but not necessarily the same E C . Since a distinct sum depth ν generates a distinct R C = 2 u u/ν for the fixed u, we have as many optimal trees as the number of distinct sum depths of trees in Ψ(N ), where an optimal tree with sum depth ν is defined as
There are known problems that are isomorphic to the problem of counting the number of all trees in Ψ(N ), including the parenthesizations counting problem [35, Ch. 15.2] . For example, the trees in Ψ(4) of Fig. 4 (b) have isomorphic representations of ( (13)(13)), (( (13)3)3), ((1(13))3), (1((13)3)), and (1(1(13))) in order, in which the edges connecting two siblings are parenthesized together in a recursive manner from the largest depth of the tree. The number of parenthesizations for Ψ(N ) is C N −1 , with C N being the Catalan number defined as C N := (2N )! N !(N +1)! [36] , [37] , which grows as
In order to reduce the search space, we take a dynamic programming approach, as in [32] , [33] , to find a prefix-free code for a known codeword PMF. We begin from a trivial size-1 tree that has a root only, then construct larger trees by appending smaller trees to the root, as shown in Fig. 5 . A tree T (N, ν, ω) formed by appending sub-trees T (N j , ν j , ω j ), j = 1, . . . , J satisfies the following relations:
where the last two equations hold since the j-th edge from the root should be taken into account N j times to calculate sum depth and sum energy of the tree. For example, due to (8), a tree of N = 4 with the 4-ASK alphabet (hence 2 ≤ J ≤ 4) can be constructed from J-tuples:
Notice that we do not need to use all sub-trees of size < N to construct a set of size-N trees, due to the optimal sub-substructure property: Theorem 1: An optimal tree T * (N ) contains only optimal sub-trees T * (n < N) in it.
Proof: Suppose that an optimal tree T * (N, ν, ω * ) has a jth sub-tree T (N j , ν j , ω j ). If the sub-tree T (N j , ν j , ω j ) is not an optimal tree, then there exists a sub-tree T * (N j , ν j , ω * j ) with ω * j < ω j . By replacing the sub-tree T (N j , ν j , ω j ) with T * (N j , ν j , ω * j ) from the tree T * (N, ν, ω * ), we can obtain a new tree T (N, ν, ω ) that has a smaller sum energy than the optimal tree, i.e, with ω < ω * . This is a contradiction, hence an optimal tree consists only of optimal sub-trees.
It can be easily seen that the height of T (N ) is minimized when its leaves have maximally uniform depths; i.e., the depths can differ from each other at most by one, and the minimum height is given by log M N for the M -ASK alphabet. The sum depth of a size-N minimum-height tree is calculated as
which is equal to the smallest sum depth of all trees in Ψ(N ). If N is a positive integer power of M , the minimum sum depth can be simplified as ν min = N log M N . On the other hand, if there are only two nodes at every depth of a tree (see, e.g., the last tree of Fig. 4 (b) ), the tree has height N − 1 that is the largest of all trees in Ψ(N ). The sum depth in this case is calculated as
After some manipulation, it can be seen that the sum depth of a maximum-height tree is also the maximum sum depth of all trees in Ψ(N ). Therefore, if only one optimal tree is stored in Ψ * (N ) for each ν, the size of Ψ * (N ) is upper-bounded by ν max − ν min + 1 = N 2 2 + O(N log M N ); i.e., |Ψ * (N )| grows as O(N 2 ). Since there are at most N choices for the sets of optimal sub-trees (ranging from an empty set to Ψ * (N − 1) ) for each of the M edges of the root for enumerating all trees of size N (using the optimal sub-tree property), the number of all choices to build Ψ(N ) is of the complexity Ω(N M ). As aforementioned, each of the sub-tree sets is of size at most Ω(N 2 ), hence we have the search space of size Ω(N M+2 ) to identify Ψ * (N ). The search time is polynomial in N , and exponential in M , indicating the intractability of constructing F2V codes for a large alphabet.
To further reduce the search space, we can exploit the fact that a larger sub-tree is appended as far left as possible from the root of an optimal tree; i.e., Theorem 2: Let T j for j = 1, . . . , J constitute the j-th sub-tree of an optimal tree T * such that the root of T j is the j-th child of the root of T * , then the sub-trees satisfy
Proof: Let T (N i , ν i ) and T (N j , ν j ) denote two of the sub-trees of an optimal tree T * (N, ν) with i < j, and assume N i < N j . Then, by exchanging the two sub-trees T (N i , ν i ) and T (N j , ν j ), we can construct another tree T (N, ν) of the same size N and the same sum depth ν due to (8) and (9), which has a smaller sum energy than T * (N, ν) by (10) . This is contradiction, hence an optimal tree must have N i ≥ N j for any i > j. For example, some trees in Ψ(4) can be generated from three sub-trees that have (N 1 , N 2 , N 3 ) = (2, 1, 1), (1, 2, 1), or (1, 1, 2), but we can discard the latter two triplets by Theorem 2. Figure 6 shows the resolution rates and the corresponding E Gap of all optimal F2V codes that can be created with N ≤ 64 using the code alphabets X 2-ASK and X 4-ASK . As can be seen from the figure, F2V codes offer finer granularity of the resolution rates than V2F codes with the same cardinality, albeit with a slightly larger energy gap. Therefore, a natural consequence is to construct V2V codes to exploit the complementary merits of V2F and F2V codes, as will be illustrated henceforth.
C. V2V Codes
We readily have a set Ψ * R (N ) of optimal right trees, representing optimal F2V codes. From this, without imposing any constraints on information word lengths and codeword lengths, we can enumerate near-optimal V2V codes of the cardinality |C| = N in the following manner:
1) For each of the desired resolution rates R * = jΔ R , where j = 1, . . . , J for some integer J and the rate granularity Δ R = log 2 M J , and for each of the optimal right trees in Ψ * R , identify the MB PMF P XMB that fulfills H(X MB ) = R * . 2) For every P XMB obtained in Step 1, construct a set of optimal left trees Ψ * L that realizes P XMB = GHC(P XMB ). The trees in Ψ * L and Ψ * R have a one-to-one correspondence.
3) For each of R * = kΔ R , choose a pair of the left and right trees in Ψ * L and Ψ * R that yield the minimum E C with a rate discrepancy |R C − R * | < δ for a small δ. Indeed, an optimal V2V code does not necessarily consist of an optimal right tree, hence an exhaustive search of the left tree should be performed over all right trees in Ψ R . However, due to the exponential growth of |Ψ R | in N , we restrict the search space to optimal right trees in Ψ * R ; under this constraint, the constructed V2V codes show surprisingly good performance with a very small N ≤ 32.
Assume that a right tree T * (N ) has been chosen from Ψ * R (N ), hence l(x) and ||x|| 2 are given. Then, we have from (2) that
Let q n := 2 −R * l(xn) , q = [q 1 , . . . , q N ] T . Then, by definition of D(pq), we have an equivalence relation
If we waive the dyadic constraint on p, the optimization problem (3) translates to
subject to − D(pq) ≥ 0,
Let E * denote the minimum energy found by solving (15)- (17) .
Since the average symbol energy of any code C fulfills
where the equality in the right-hand side holds if and only if E C = E * , the optimal PMF is a solution to a convex optimization problem
Also, the constraints in (16) and (17) are concave [39, Th. 2.7.2] and affine, respectively, hence the problem can efficiently be solved by a convex optimization solver such as the CVX [39] , [40] , on condition that E * is known. Since we do not know E * , we can make an initial guess E (0) C = E(||X|| 2 )/E(l(X)) using a PMF p = q/ N n=1 q n , then attempt to reduce the error between the estimate E 
∂L(p, λ)
∂p n = − log 2 p n q n − log 2 e + λ = 0 ⇔ log 2 p n q n = λ − log 2 e ⇔ p n = 2 λ−log 2 e q n = rq n for some constant r.
Since p is a PMF, we have that r = 1/ N n=1 q n in the last equation, hence the initial guess p maximizes −D(pq). If this p does not fulfill the rate condition (14) , then no other PMF can satisfy it, hence the corresponding right tree should be discarded. Otherwise, we can solve the convex optimization problem iteratively until the estimation error E () C − E * at iteration reaches below a termination threshold ε > 0, as shown in Algorithm 1.
Theorem 3: Given a right tree T (N ), Algorithm 1 produces PMF p * that is asymptotically optimal in iteration for a resolution rate R C ≥ R * , such that E C approaches E * .
Proof: The proof follows a similar structure to that of (18) . 0 is a necessary and sufficient condition for E (L−1) C = E * , Algorithm 1 can closely approach the minimum energy E * by choosing a small ε. In our V2V code construction, Algorithm 1 is terminated mostly in 5 iterations with ε = 10 −10 .
Once p * is identified for every optimal right tree and for every desired R * = kΔ R , an optimal dyadic estimate of p * can be obtained by p = GHC(p * ), which creates a left tree. Then, among all pairs of such constructed left and right trees, a pair can be chosen for each resolution rate that achieves the minimum E C . Figure 7 shows all V2V codes enumerated with the rate granularity Δ R = 0.005 and the rate tolerance δ = 0.0025 for the 2-ASK and 4-ASK alphabets with N = 8, 16, 32. For the 2-ASK alphabet, only N = 16 is required to construct V2V codes that have energy gaps smaller than 0.05 dB across a wide range of the resolution rates. For the 4-ASK alphabet, the energy gap is below 0.2 dB across a wide range of the resolution rates and the realized resolution rates have coarser granularity than those of the 2-ASK alphabet with the same cardinality of the codebook. Some codes selected from Figs. 3 and 7 are shown in Fig. 8 , whose resolution rates range from 0.15 to 3.83 in a step size ≤ 0.16. This shows that we can approach the theoretic minimum energy per code symbol to within 0.13 dB across a wide range of resolution rates for up to 1024-QAM, using codebooks of a cardinality not larger than 256.
IV. FRAMING FOR FIXED-RATE TRANSMISSION
In a communication system that needs to carry k information bits using a fixed length-n frame of code symbols, a fundamental problem of PCDM is that the codeword length varies depending on the information bits. Here, and throughout the paper, the frame refers to a container of code symbols, but not of information bits. Let us define the resolution rate for each of the codewords and for each of the code symbols, as we define the resolution rate for a prefix-free code. By abuse of terminology, if we refer to them as the codeword resolution rate and the symbol resolution rate, respectively, these resolution rates are realized at the output of the encoder in a random fashion, and their mean value approaches to R C asymptotically in the number of encoding iterations. As a consequence, an overflow can occur if incoming bits are frequently mapped to codewords whose resolution rate is smaller than R C such that all the code symbols for the k information bits cannot be accommodated in the length-n frame [43] . On the other hand, if the encoder frequently produces codewords of a resolution rate greater than R C , an underflow can occur such that part of the frame remains unfilled after completing the encoding. Framing in this paper refers to a method that enables a fixed-length frame to always contain a fixed number of information bits, thereby solving the variable length problem of PCDM. In [44, Sec. 4.8] , framing is performed by casting overflow symbols into errors; the probability of error decreases as the frame length grows, but zero-error prefix-free decoding is not possible within a finite-length frame. In [22] , framing of run-length codes is achieved by making zeros and ones appear exactly the same number of times at the input of the run-length encoder, but the method to construct run-length codes for target resolution rates is not shown.
A. Algorithm for Framing
To achieve a fixed resolution rate R Frame < log 2 M in each fixed-length frame for the M -ASK alphabet, we use two different codes: a prefix-free code C 1 : B 1 → X 1 with unequal codeword resolution rates, whose mean value R C1 is close to R Frame , and a trivial code C 2 : B 2 → X 2 with an equal codeword resolution rate R C2 = log 2 M > R C1 across all the codewords (i.e., C 2 is a typical F2F mapper for uniform M -ASK). The idea is that we begin encoding with C 1 and then switch to C 2 at some point of the successive encoding process if an overflow is predicted. If we keep counting the numbers of input bits and output symbols encoded by C 1 in the first part of encoding, we can also calculate the number of symbols required to encode all the remaining input bits if we use C 2 instead of C 1 from that point onward, enabling prediction of an overflow. In what follows, we will show that this prediction can be made in a way that unique decoding is possible, and that the penalty due to this switching is small.
Let k and n be, respectively, a fixed number of input bits and a fixed number of output symbols of a PCDM encoder in each frame; i.e., the information bits and the code symbols belong to B k and X n , respectively. Then, framing enables PCDM to achieve a fixed R Frame , where
This shows that, for the chosen R C1 and R C2 , an additional rate adaptability is also offered by framing, at the expense of a larger energy gap. Let b () and x () denote the information word and the codeword chosen at the encoding iteration by C 1 , respectively. And assume that the use of C 1 until iteration − 1 was assured not to cause an overflow, as long as we switch to C 2 from the next iteration onwards. Hence we have used C 1 until iteration − 1. Then, at the next iteration , in order to foresee if C 1 does not still cause an overflow, we need to ensure that γ ()
where γ ()
) is the number of available slots in the frame at the beginning of iteration + 1 and γ ()
is the number of required symbol slots in case we switch to C 2 at iteration + 1, respectively. Codebook C 1 is used for encoding at iteration if condition (21) is fulfilled, otherwise C 2 from iteration onwards. Notice that (21) can be evaluated only after seeing the incoming bits at iteration to obtain l(b () ) and l(x () ). This makes unique decoding impossible, since, assuming that unique decoding was successfully performed until iteration − 1 such that l(b (i) ) and l(x (i) ) are known for all i = 1, . . . , − 1, the decoder cannot identify which codebook was used at iteration without knowing l(b () ) and l(x () ). This suggests that, for unique decoding, the codebook used at iteration must be identified without relying on l(b () ) and l(x () ), which can be realized by a bounding technique. Namely, in a pessimistic assumption that the shortest information word is mapped to the longest codeword of C 1 at iteration , we can find the lower bound of the available slots and the upper bound of the required slots as
and γ ()
where l max (X) := max x∈X l(x) and l min (B) := min b∈B l(b). Now, without knowledge of l(b () ) and l(x () ), the condition (21) can be conservatively examined by 
Req . Theorem 4: In the successive PCDM encoding process, an overflow can be avoided by switching the code from C 1 to C 2 at the earliest iteration that does not fulfill (24) .
Proof: If (24) is fulfilled at iteration = 1, we can use C 1 at = 1 without an overflow, otherwise we can use C 2 to encode all the information bits without an overflow, since k/R C2 ≤ n by (20) . Assume that C 1 was used at iteration − 1, fulfilling (24), hence ensured that an overflow will not occur if we switch to C 2 at iteration . If (24) is fulfilled also at iteration , we keep using C 1 , since encoding with C 2 from iteration + 1 suffices to avoid an overflow, otherwise, we switch to C 2 at iteration without an overflow by assumption. This completes the proof by mathematical induction.
Theorem 5: The codewords framed by using Theorem 4 can be uniquely decoded.
Proof: At iteration = 1, it is trivial to see that a decoder can identify a decoding code using (24) , which allows for unique decoding and gives knowledge of l(b (1) ) and l(x (1) ).
Algorithm 2 Framing of a Prefix-Free Code
Input: C 1 , C 2 , an information bit sequence b ∈ B k Output: A code symbol frame x ∈ X n M-ASK Initialization: ← 0. 1: repeat 2: ← + 1 3: Find b () ∈ B 1 and produce the corresponding x () ∈ X 1 as an output. 4: 
) < k then 6: repeat 7: ← + 1 8: Find b () ∈ B 2 and produce the corresponding x () ∈ X 2 as an output. 9: until i=1 l(b (i) ) ≤ k 10: end if 11: if i=1 l(x (i) ) < n then 12: Fill the last n − i=1 l(x (i) ) slots in x with 1. 13: end if 14 : return x Assume that l(b (i) ) and l(x (i) ) for all i = 1, . . . , − 1 are known at the beginning of iteration . Then, by assessing (24) at iteration , we identify the decoding code, enabling unique decoding at iteration . This provides l(b () ) and l(x () ) and completes proof by mathematical induction.
In cases where an underflow occurs, the encoder can simply fill the unoccupied slots in the frame with dummy symbols of the smallest energy, e.g., X 1 = 1 for the M -ASK alphabet. The decoder can discard these dummy symbols after k bits are all decoded. There may also be incidents at the end of encoding that need minor manipulations as follows. At the last encoding iteration, it is possible that there is no information word in the dictionary that matches the input bits. In this case, there must be multiple information words whose prefix matches the input bits, hence an encoder can set a rule for unique encoding; e.g., the first codeword in an lexicographical order can be picked. Unique decoding is straight-forward. A pseudo-code for this framing algorithm is given in Algorithm 2.
B. Analysis of Fixed-Length Penalty by Gaussian Approximation
The probability that the codeword resolution rate at a certain time instant equals r n := l(b n ))/l(x n ) is the probability that the current output symbol belongs to the codeword x n ∈ X 1 , which can be calculated as q n := p n l(x n )/ .003] T , which yields R C1 ≈ 0.361 on average. Suppose now that a fixed-length framing constraint is imposed. We consider Fig. 9 .
Approximated Gaussian distribution of the cumulative symbol resolution rate at the t-th symbol.
the ensemble of frames and assume that all symbols encoded by C 1 are IID. Also, though the true symbol resolution rate is a discrete random variable, we approximate this by a continuous Gaussian random variable with mean R C1 and variance
. In this case, the number of information bits that are mapped until the t-th symbol output follows a Gaussian distribution N (tR C1 , tS 2 ), if there has been neither an overflow prediction nor an early termination of encoding by C 1 until the (t − 1)-th symbol. To take into account a fulfilled overflow prediction and an early termination, we notice that (22) and (23) at the t-th output symbol can respectively be transformed
is a random variable representing the cumulative symbol resolution rate at the t-th output symbol.
However, characterization of Θ(t) becomes infeasible as the overflow and early termination probabilities increase with t, hence we approximate Θ(t) for all t = 1, . . . , n by a Gaussian random variable with mean μ(t) and variance σ 2 (t) such that Θ(t) ∼ N (μ(t), σ 2 (t)) whose evolution over t is mathematically tractable, as shown in Fig. 9 . Then, on condition that C 1 is used at the t-th symbol, i.e., on condition that neither an overflow prediction nor an early termination has been made before the t-th symbol, the probability of an overflow prediction at the t-th symbol is
where, in (25) , an overflow threshold is defined as ξ(t) := R C2 (t−n − 1 + l max (X)) + k − l min (B), and F · | μ, σ 2 in (26) denotes Gaussian cumulative distribution function (CDF) with mean μ and variance σ 2 . Equation (25) gives insight into the behavior of the proposed framing method, since it indicates that an overflow is predicted if the symbol resolution rate accumulated until the (t − 1)-th symbol is smaller than the threshold ξ(t) that increases linearly with t. Here, μ(t) and ξ(t) are both linear in t with slopes R C1 and R C2 , respectively, and since R C1 < R C2 by the framing rule, the probability of an overflow prediction in (25) gradually increases with t.
In order to take into account the history of previous overflow predictions and early terminations, let Φ Swi (t) and Φ End (t) denote the cumulative overflow prediction probability and cumulative early termination probability at symbol t. Then, the unconditional probability that an overflow is predicted at symbol t is And the probability of an early termination at symbol t is
It is straightforward to see that their cumulative probabilities
From the initial conditions Φ Swi (0) = 0 and Φ End (0) = 0, the cumulative probabilities can be evaluated in an iterative manner from symbol 1. When evaluating (27) and (28), we have the initial conditions μ(0) = 0 and σ 2 (0) = 0, and for t > 0, μ(t) and σ 2 (t) can be obtained using the update rule (see Fig. 9 )
where f · | μ, σ 2 denotes Gaussian probability density function (PDF) with mean μ and variance σ 2 , and α is a normalization factor defined by α := k ξ(t−1) f θ | μ(t − 1), σ 2 (t − 1) dθ. μ(t) and σ 2 (t) can be efficiently evaluated by numerical integration methods [45] . Figure 10 shows the evolution of Θ(t), when we use the aforementioned Gaussian approximation (GA) for the V2V code in Tab. I (c). It realizes R Frame = 0.36 in each frame, using the probabilistic symbol resolution rate R with mean R C1 ≈ 0.361 and variance S 2 = 0.195. Each small Gaussian PDF represents a PDF of the cumulative symbol resolution rate at the output symbol t, where t increments from 10 in a step size of 10 in (a), and from 200 in a step size of 200 in (b). The variance of the Gaussian PDF grows with t at first, which is expected with little effect from the fixed-length constraint, then begins to decrease near the end of the frame as the probabilities of an overflow prediction and an early termination emerge. Comparison of Figs. 10 (a) and (b) shows that a large frame length reduces the impact of framing on the increase of the energy gap, as will be quantitatively shown below.
The average symbol energy under framing can be estimated by GA as
The energy gap of the prefix-free codes is depicted in Fig. 11 , where the codes are selected to support R Frame ∈ {0.2, 0.6, 1.2, 1.6, 2.2, 2.6, 3.2, 3.6}. The energy gap is estimated by GA, and also by Monte Carlo (MC) simulations, averaged over 10000 frames created from random equiprobable information bits. GA provides very close results to MC simulations as the frame length increases, in a significantly shorter time. Since a smaller frame length allows a greater flexibility in implementation of the PCDM and parallel processing of multiple frames, Fig. 11 shows that there exists a trade-off between the frame length and the energy gap. In the limit of the frame length, the selected prefix-free codes approach the ideal energy efficiency of the MB PMFs to within 0.3 dB, even with framing.
V. RATE-ADAPTABLE PCDM IN AWGN CHANNEL Figure 12 shows the performance of rate-adaptable PCS in the AWGN channel, realized by PCDM and CCDM in the PAS architecture. PCDM and CCDM are implemented using the code alphabets X M-ASK = {1, 3, . . . , 2M − 1} with M = 2, 4. 4M 2 -QAM constellations are created by independent processing over real and imaginary components of a QAM symbol according to the PAS architecture [13] , and the frame lengths of PCDM and CCDM are set to 30720/ log 2 (4M 2 ) code symbols, i.e., n = 7680, 5120 for the 2-, 4-ASK code alphabets, respectively. With these frame lengths, CCDM achieves E Gap < 0.023 dB for all cases in Fig. 12 . A tail-biting (TB) spatially-coupled low-density parity-check (SC-LDPC) code of length 30720 bits and rate r c = 4/5 is used for FEC, constructed based on [46] . In the simulation, one DM frame is made to be exactly one FEC frame, hence the frame error rate (FER) is the same for DM decoding and FEC decoding. The TB-SC-LDPC code is 0.9 dB away from the binary phase-shift keying (BPSK) AWGN capacity at the FER of 10 −3 , when decoded by the normalized min-sum algorithm with ≤ 30 iterations. V2V prefix-free codes are used for PCDM, which realize the DM rates R Frame = 0.1, 0.2, . . . , 0.9 for the 2-ASK alphabet and R Frame = 1.2, 1.3, . . . , 1.9 for the 4-ASK alphabet. Each V2V code has only 32 codewords in the codebook. The IR of probabilistically shaped (PS)-4M 2 -QAM is given by R PS-4M 2 -QAM = 2 [1 + R Frame − (1 − r c )(1 + log 2 M )] [13, eq. (30) ]. Note that R PS-4M 2 -QAM is quantified in bits/QAM symbol, whereas all the resolution rates in this paper are in bits/ASK symbol. Using the selected V2V codes and r c = 4/5, the IRs of uniform granularity are obtained as R PS-16-QAM = 1.4, 1.6, . . . , 3.0 and R PS-64-QAM = 3.2, 3.4, . . . , 4.6, as shown by the parentheses in Fig. 12 It can be seen that PCDM approaches the performance of CCDM to within 0.2 dB at an FER of 10 −3 . Since CCDM has E Gap < 0.023 dB, this result is roughly consistent with E Gap of PCDM in Fig. 11 . Consequently, PCDM achieves shaping gains of up to 0.98 dB relative to uniform QAM, using frame lengths shorter than 8000 ASK symbols. Note that, although not shown in Fig. 12 due to the overcrowded curves, the increase of SNR with the decreasing PCDM frame length for the same FEC decoding FER approximately agrees with the increase of E Gap in Fig. 11 . Results obtained with enhanced PCDM using shorter frame lengths are found in [49] .
VI. CONCLUSION
We created a wide range of resolution rates with a very fine granularity using tiny prefix-free codes. In particular, we constructed optimal V2F codes of cardinality ≤ 4096 for the 2-, 4-, 8-, and 16-ASK alphabets, optimal in the sense that no other code of the same cardinality can achieve a smaller average symbol energy for the same resolution rate. We also enumerated all of the optimal F2V codes and many near-optimal V2V codes of cardinality ≤ 32 with the 2-and 4-ASK alphabets. Selected codes approach the theoretic lowest energy to within 0.13 dB across the resolution rate from 0.1 to 3.9 bits/symbol in a step size less than 0.16 bits/symbol, showing that PCDM is suitable for rate-adaptable PCS. Its implementation cost is a small look-up table for each resolution rate. We also proposed a framing method to implement fixed-rate transmission with variable-rate prefix-free coding, and proved that the proposed framing enables unique prefix-free decoding. We gave insights into the evolution of encoding process under framing. Using GA analysis and MC simulations, we showed that the penalty caused by framing is negligible when the frame length is large. FEC simulations in the AWGN channel demonstrate that the PCDM-based PS-QAM under framing achieves an SNR gain up to 0.98 dB compared to uniform QAM.
