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Abstract-In this paper, we present a method to construct rate-compatible convolutional (RCC) codes from known high-rate punctured convolutional codes, obtained from best-rate 1/2 codes. The construction method is rather simple and straightforward, and still yields good codes. Moreover, low rate codes can be obtained without any limit on the lowest achievable code rate. Based on the RCC codes, a generalized type I1 hybrid ARQ scheme, which combines the benefits of the modified type I1 hybrid ARQ strategy of Hagenauer with the code-combining ARQ strategy of Chase, is proposed and analyzed. With the proposed generalized type 11 hybrid ARQ strategy, the throughput increases as the starting coding rate increases, and as the channel degrades, it tends to merge with the throughput of rate 1/2 type I1 hybrid ARQ scheme with code combining, thus allowing the system to be flexible and adaptive to channel conditions, even under wide noise variations and severe degradations.
I. INTRODUCTION MAJOR CONCERN in data communication is how to control
A transmission errors caused by the channel noise so that errorfree data can be delivered to the user. A solution to this problem is the use of hybrid automatic repeat-request (ARQ) strategies [l] . In a basic hybrid ARQ scheme, a code that is designed for simultaneous error correction and error detection is used. When a received codeword is detected in error, the receiver first attempts to correct the errors. If the number of errors is within the designed error-correcting capabilities of the code, the errors are corrected. If, on the other hand, an uncorrectable error pattern is detected, the receiver rejects the packet in error and requests its retransmission via a return channel. This ARQ strategy is known as the type I hybrid ARQ strategy [l] . The disadvantage of the type I hybrid ARQ scheme is that once the coding rate is fixed, all parity bits for error correction are transmitted even if they are not all needed, thus reducing the channel use efficiency. A type 11 hybrid ARQ strategy provides a partial remedy to this drawback. In a type I1 hybrid ARQ strategy, a rate 1 /2 invertible bloc or convolutional code is used [2] , [3] , and parity bits for error correction are sent to the receiver only when they are needed. However, at high channel error rates, both type I and type I1 ARQ schemes fail to provide a useful throughput.
Recently, Chase has suggested the application of code combining to hybrid ARQ schemes [4] . With code combining, packets in error that must be retransmitted are not discarded as in conventional ARQ systems, but are combined with their repeated copies in an optimum [9] and block coding [7] . Ideally, one may wish to have an ARQ strategy in which the coding rate is adapted to the channel conditions. Starting with a coding rate that overcomes the nominal channel noise that is always present, incremental redundancy bits are provided by the transmitter as the channel degrades. This idea of adaptive incremental redundancy goes back to Mandelbaum [lo] , and was recently pursued by Hagenauer [ 111 using punctured convolutional codes [ 131.
Hagenauer [11], [12] has extended the concept of punctured convolutional codes to the generation of a family of rate-compatible punctured convolutional (RCPC) codes. A mother rate 1 / N convolutional code is periodically puncmed with period P to obtain a family of rate-compatible codes with decreasing rates, P / ( P + I) where I can be varied between 1 and (N -l ) P . The rate-compatibility restriction to the puncturing rule implies that all the code bits of a high rate punctured code of the family are used by the lower rate codes. Based on the RCPC codes, Hagenauer has proposed a modified type I1 hybrid ARQ strategy. In Hagenauer's ARQ strategy, a first transmission of a data packet includes parity bits for error correction according to the higher rate code of the family. If the higher rate code is not sufficiently powerful to overcome channel errors, then incremental redundancy bits, which were deleted by the puncturing process, are transmitted, sequentially a few at time, as needed, decreasing the coding rate down to that of the mother code. Should decoding still fail even with the lowest rate 1 / N mother code, then, as suggested by Hagenauer, the whole process is started again, or full repetition-code combining takes over.
In this paper, we proposed a simple method to derive a family of good RCPC codes, from a known best high rate ( V -1)/ V punctured convolutional code, obtained from a best rate 1/2 code. The method is straightforward and the exhaustive search for good codes can be totally avoided. Starting with the best rate ( V -1)/ V punctured convolutional code, rate-compatible codes at lower rates are obtained by simply adding the bits that have been initially deleted to form the rate ( V -1)/ V code, a few at a time, sequentially, up to rate ( V -1)/2( V -1) = 1/2 code. Then, from the rate ( V -1)/2( V -1) code, rate-compatible repetition convolutional (RCRC) codes are obtained by simply duplicating the 2( V -1) code bits, a few at a time, sequentially, without any limit. Both families of RCPC codes and RCRC codes form a family of ratecompatible convolutional (RCC) codes. Despite its simplicity, the proposed method of constructing RCC codes still yields good codes. The basic elements of punctured convolutional codes are briefly summarized in Section 11, and the elements of repetition convolutional codes are introduced. The method of constructing RCC codes is presented in Section III. Results of the construction of good RCC codes are also given in Section IU. In Section IV, the generalized type II hybrid ARQ strategy is described. Tight upper and lower bounds on the average number of transmissions for a given data packet are derived in Section V, and the throughput expression is given for the ideal selective repeat ARQ protocol. Finally, simulation and numerical results of the throughput are given. The theoretical results of the throughput are in agreement with the simulation, confirming the advantages of the generalized type II hybrid ARQ scheme.
III. BASIC ELEMENTS OF PUNCTURED AND REPETITION

CONVOLUTIONAL CODES
In this section, the basic elements of punctured convolutional codes are presented and the concept of repetition convolutional codes is introduced.
A. Punctured Convolutional Codes
We consider only punctured convolutional codes obtained from original rate 1/2 codes. In general, a high-rate ( b / V ) punctured convolutional code of memory m , ( b / V ) > 1 /2), can be obtained from a rate 1 /2 code of memory m by deleting (2 b -V ) bits from every 2 b code bits corresponding to the encoding of b information bits by the original rate 1/2 code, according to a well-selected perforation pattern. The resulting rate is then R = b /(2 b -(2 b -V ) ) , which is equal to the desired rate R = b / V . In the case of rate ( V -1)/ V punctured codes obtained from rate 1/2 codes, b = ( V -l), and therefore the total number of deleted bits per each 2( V -1) code bits is equal to ( V -2).
The operation of deleting code bits is generally represented by a matrix P , called a perforation matrix. In the case of rate b / V punctured convolutional codes obtained from rate 1/2 codes, the perforation matrix P has b columns and two rows. Each row corresponds to one of the two encoded bits at the output of the rate 1/2 encoder, and each column is associated with one encoding cycle. The elements of P are only zeros and ones, corresponding to deleting or keeping the corresponding code bit at the output of the original rate 1/2 encoder. The total number of ones of the perforation matrix is the number of remaining encoded bits per b information bits.
The perforation matrix is selected so as to yield the best target noncatastrophic high-rate punctured convolutional code [ 131. For example, the perforation matrix Po of a rate 7/8 punctured convolutional code of memory m = 6, obtained from the best rate 1/2 code of memory m = 6 is given by 
Two punctured convolutional codes, obtained from the same original code, are said to be rate-compatible [ 111 if the perforation matrix of the higher rate code is contained in the perforation matrix of the lower rate code. This means that all code bits in the higher rate code are used in the lower rate code. Given a starting high-rate ( b / V ) punctured convolutional code of perforation matrix Po, a lower rate-compatible punctured convolutional code can be generated from the starting code by simply replacing some zeros of Po with ones. Clearly, if the starting code is a noncatastrophic code, then the low rate code obtained is also a noncatastrophic code. For example, from the noncatastrophic rate 7/8 punctured convolutional code obtained from rate 1/2 code with perforation matrix Po given by (l), we can generate a rate 7/10 compatible code by simply replacing two zeros among the six zeros of Po with ones. The obtained code is a noncatastrophic code, and its perforation matrix P, is of the form 
B. Repetition Convolutional Codes
We now introduce the notion of repetition convolutional codes. Again we consider only repetition codes obtained from original rate 1 /2 codes. A rate 1 /2 code can be viewed as a code of rate b /2 b if the information bits to be encoded are considered b bits at a time, to which correspond 2 b coded bits. A repetition code can be obtained by duplicating (single or multiple duplications) a few bits from every 2 b code bits corresponding to the encoding of b information bits by the original rate 1/2 encoder. The resulting repetition code can be represented by a matrix Q , called a "repetition matrix." A repetition matrix Q still has two rows and b columns, as for a perforation matrix, where each row corresponds to one of the two encoded bits at the output of the original rate l/2 encoder, and each column is associated with one encoding cycle. But now the elements of Q are greater or equal to one, indicating the number of duplications of each of the 2 b coded bits. The sum of the 2 b elements of Q is the number of coded bits per b information bits.
As an example, consider the code of rate 7/14. Suppose that from every 14 code bits we duplicate once the first and the fifth code bits. The code obtained is then of rate 7/16, and can be represented by a repetition matrix Q , given by
Clearly a repetition code obtained from a noncatastrophic code cannot be catastrophic. However, one can choose from among all possible combinations the combination of encoded bits to be duplicated which yields the best repetition code. Two repetition codes obtained from the same original code are said to be rate-compatible [l 11 if any element of the repetition matrix of the lower rate code is equal to or greater than its corresponding element of the repetition matrix of the higher rate code. For example, the repetition matrix Q , of a rate 7/18 repetition convolutional code, which is rate-compatible to a rate 7/16 code of repetition matrix Q , given by (3), could be of the form 1 2 1 1 1 1 1 '
Summarizing, one can generate a high-rate punctured convolutional code, or a low-rate repetition convolutional code, from a rate 1/2 code by simply following the original rate 1/2 encoder by a perforation matrix P or a repetition matrix Q. The elements of P are only zeros or ones, corresonding to deleting or keeping the corresponding code bit, whereas the elements of Q are either equal to one or greater than one, indicating the number of duplications of the corresponding code bit.
C. Decoding and Performance of Punctured and Repetition ConvolutionaI Codes
The decoding of punctured convolutional codes using the Viterbi algorithm is performed in the same manner as for the original rate 1/2 code. To illustrate, let x k j , j = 1 , 2 be the two coded bits at the output of the rate 1 /2 encoder corresponding to the kth information bit. Clearly, only code bits which are not deleted by the puncturing process are transmitted. Let the received symbol corresponding to a transmitted symbol xkl be denoted by ykl. Assuming antipodal signaling, the branch metric at the kth level of the rate 1/2 trellis is given by
where akj is equal to zero or one, indicating whether or not symbol x k j has been transmitted. If akj is zero, which means that symbol x k j has not been transmitted, and hence symbol y k j is not available, then the contribution to the branch meric of that jth symbol is simply ignored.
As for the decoding of repetition convolutional codes, it is also performed in the same manner as for the original rate 1/2 code. Here a symbol x k j may be duplicated rather than deleted. Let d . 1 = 1,2;* * , dkj denote the dkj received symbols for the dkj transmissions of symbol x k j . The branch metric at the kth rate 1/2 trellis level is then given by denote the number of duplications of symbol x k j , and let y k j ,
(6'
For a fading channel, the transmitted signal is multiplied by a random factor aF. If this factor can be estimated at the receiver, then the signals corresponding to the examined trellis symbols should be weighted by the estimate values of aF 1111.
Given the free distance d, and the distance spectra ad and cd of a punctured or repetition convolutional code, where ad is the number of incorrect paths at distance d, and where cd is the number of information bits on these paths, the error event probability P(E) and the bit error probability P ( B ) , of 
and for the additive white Gaussian noise (AWGN) channel, Pd is given by
where E,/N, is the signal-to-noise ratio per transmitted channel symbol, and where the function Q( x ) is defined as
" ~( x )
= Jz-;; Jx e-yz/2dy.
For the interleaved Rayleigh and Rician channels, Pd can be determined as in [ 111.
IU. CONSTRUCTION OF RCC CODES
This section describes the method of constructing RCC codes. The construction may be divided into two parts: construction of rate-compatible punctured convolutional (RCPC) codes, and construction of rate-compatible repetition convolutional (RCRC) codes.
A . Construction of RCPC Codes
The construction of RCPC codes starts with the best rate ( V -1)/ V punctured convolutional code, of a given memory m , obtained from the best rate 1 /2 code of memory m. Let Po denote the perforation matrix of the starting rate ( V -1)/ V punctured convolutional code. Po contains ( V -2) zeros. Our objective is to form RCPC codes from this starting code.
Step I : Replace h , , (1 I h, I ( V -2)), zeros among the ( V -2) zeros of Po by one. The resulting code is thus a punctured convolutional code of rate ( V -1)/( V + h , ) , and is rate-compatible to the one of rate ( V -1)/ V . Let PI denote the resulting perforation matrix corresponding to rate ( V -1)/( V + h , ) code.
Step 2: Repeat step 1 for matrix P I , i.e., replace h, , (1 5 h, i ( V -2 -h , ) ) , zeros among the ( V -2 -h , ) remaining zeros of P, by one. The code obtained is now of rate ( V -1)/( V + h, + h,), and is rate-compatible to the two earlier codes of rate ( V -
1)/ V and ( V -I)/( V + h , ) .
Step i: In general, the ith step consists of replacing h, zeros among the ( V -2 -h , -h, - -h,-,) zeros of the perforation matrix P I -, of the punctured code obtained at step ( i -l ) , by one, yielding a RCPC code of rate ( V -l)/(V + h , + h, The perforation matrix P3 contains only ones, corresponding to not deleting any coded bit at the output of the original rate 1/2 encoder. Clearly this code of rate 7/14 and perforation matrix P3 corresponds to that original rate 1/2 code.
As mentioned earlier, this method of generating rate-compatible convolutional codes from a noncatastrophic starting punctured convolutional code ensures that the codes obtained are noncatastrophic codes. However, one can select at each step i , i = 1,2; . ., the combination of hi zeros to be replaced by ones, which yield the best code, among all possible combinations.
C. Construction of RCRC Codes
The construction of rate-compatible repetition convolutional (RCRC) codes starts with the code of rate ( V -1)/2( V -l), which is the lowest rate code of the family of RCPC already obtained codes. As pointed out earlier, this code of rate ( V -1)/2( V -1) is actually the original rate 1/2 code, which has served to generate the starting punctured rate ( V -1)/ V code. Let Q , denote the perforation matrix of that rate ( V -1)/2( V -1) code Our objective is to construct RCRC codes from that rate ( V -1)/2( V -1) code by successively duplicating, a few at a time, the 2( V -1) code bits.
Step 1 This repetition code is rate-compatible with the rate ( V -1)/2( V -1) code.
Step 2 Step i: In general, the ith step consists of incrementing by one I, -1) + ih), i = 1,2, * e , without any limit.
1)/(2(V
As an example, consider the family of RCPC codes obtained from the starting rate 7/8 punctured code. From the lowest rate 7/14 code of this family, we can form RCRC codes of decreasing rates 7/(14 + 2i), i = 1,2, * e , without any limit, by simply duplicating the 14 code bits, two at a time ( h = 2), sequentially. For example, the repetition matrices Q , and Q2 of the codes of rates 7/16 and 7/18 are given, respectively, by +I,). 
Here again, repetition codes obtained at the different steps are necessarily noncatastrophic codes. However, one can select at each step i , i = 1,2; . e , the combination of l; elements to be incremented, which yields the best repetition code among all possible combinations.
We have formed RCPC codes and RCRC codes from a starting high-rate ( V -1)/ V punctured convolutional code. Since the RCRC codes are rate-compatible to the lowest rate code of the family of RCPC codes, then they are also rate-compatible to all codes of the family of RCPC codes. Thus the two families of RCPC codes and RCRC codes form a family of RCC codes.
The advantage of RCC codes is that, from a given sequence encoded with any code of the family, additional coded bits can be properly inserted in that sequence, yielding a lower rate encoded sequence. Consider a sequence that is encoded with a given rate code having either perforation or repetition matrix Oi. To have that same sequence encoded with a lower rate code having perforation or repetition matrix Oi+ ,, the incremental encoded bits that must be added to the initial encoded sequence can be generated from the original rate 1/2 code, with either perforation or repetition matrix Oinc, given by o,,, = o;+, -0;.
(17)
This is precisely what occurs in the generalized type 11 hybrid ARQ scheme, to be described in the following. We shall first present some results of the search of good RCC codes.
A . Results of the Search of Good RCC Codes
Using a computer search procedure [16]- [17] , best families of RCC codes have been found, according to the construction method described in the preceding, with equal steps ( h = 1) for the starting punctured convolutional codes having memory m = 6, rates R = 8/9,7/8,3/4, and memory m = 2, rate R = 3/4. The criterion of code selection used at each step of the construction method is based on the maximal free distance d,, and the minimal spectra coefficient cd for d = d,,, d, slightly better than its equivalent code obtained by Hagenauer. As for RCPC codes of rates in between the highest rate and rate 1/2, Hagenauer's method and our method yield comparable codes (see Table HI ).
For RCC codes of rates R < 1/2, in Hagenauer's method the lowest rate is limited by the rate of the mother code (1/3 or 1/4) [Ill, and higher rate codes are punctured codes obtained from this mother code. In our method, RCC codes of rates R < 1/2 are repetition codes obtained from rate ( V -1)/2( V -1) = 1/2 codes, but there is no limit to the lowest achievable coding rate. We can see from Table 111 that, for R < 1/2, Hagenauer's codes are slightly better than our repetition codes. However, the difference is relatively small. In general, repetition codes obtained from rate 1 /2 codes are good codes [6].
Moreover, we have noticed that if the code selection criterion used at each step of the construction procedure is removed, the 6.12,24,48,99,204,420,864,1776)  [3,12,36,96,240,582,1380,3216,7392,16800 (1,3.5,10,16,27,46,81,142,251) 
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[ 2,3,12,30,64,131,260,515,1002,1949]  111   (6,0,15,0,39,0,102,0,279.0)   (1,4,3,6,12,12,21,40,47,79 Summarizing, the main advantage of our construction method of RCC codes is its simplicity. 0 It is based on known best-rate ( V -1)/ V punctured convolutional codes obtained from best rate 1/2 codes. 0 Starting with a noncatastrophic rate ( V -1)/ V punctured convolutional code, there is no possibility to encounter a catastrophic code in the family. 0 More importantly, there is no crucial need to use a code selection criterion at each step of the construction procedure, thus avoiding completely the lengthy computer search operation.
In addition to their application to ARQ systems, RCC codes obtained by the construction method just described can also be used in conjunction with unequal error protection schemes, as suggested by 
V. THROUGHPUT ANALYSIS
In this section, the generalized type I1 hybrid ARQ strategy is analyzed in conjunction with the ideal selective repeat ARQ protocol. The feedback channel is assumed to be error-free.
, denote the RCC codes of decreasing rates used in the generalized hybrid type I1 ARQ strategy, and let a transmitted sequence obtained from a code C, be decoded by a Viterbi decoder. Let D r ) , DF), and D r ) denote, respectively, the events "decoded sequence contains no errors, " "Decoded sequence contains undetected errors,'' and "Decoded sequence contains detected errors." Clearly, we have Let C,, n = 1,2, * P ( D P ' ) + P ( D ? ) ) + P ( D T ' ) = 1.
The probability P ( D p ) ) is bounded [6] by where P(E'")) is the probability of a decoding error event of Viterbi decoding and where L is the number of trellis levels, ( L = (k + n,)/(V -1)). Given the free distance diLL and the distance spectra a$!') of code C,, P(E'")) can be bounded by (7), in which d,, and ad are respectively replaced by and ay).
The average number T, of transmissions for a given data packet can be expressed by where a first transmission involves the transmission of a coded sequence in C,, and subsequent transmissions involve the transmission of incremental redundancy or repetition bits according to RCC codes C,, n = 2 , 3 , . . . We can express (23) as
Rearranging the terms in (24), we obtain Each term P(Di", Di2);. * , DY-'), DY)), n = 1 , 2 , . * * in (25)
is the proportion of packets that require ( n + 1) transmissions, i.e., one initial transmission followed by n transmissions of incremental redundancy or repetition bits. Such a term can be expressed as
The conditional probability term P ( Di2)/D;')) in (26) is the probability that given a transmitted coded sequence in C, is decoded in error, the decoding of that coded sequence, to which incremental redundancy or repetition bits are added according to C, , still yields a decoded sequence with errors. Clearly, we can write
This argument can be generalized to all other conditional probability terms in (26). We can thus write P(Dj;'/Df',.*.,D~-") 2 P ( D y ) ) .
(28)
Therefore, the term on the left side of (26) can be lower bounded by
Moreover, the term on the left side of (26) can be upper bounded by shown that the two bounds on T, agree at high and moderate signal-to-noise ratios, and differ slightly at low signal-to-noise ratios. However, the difference is relatively small (less than 10%). Fig. 1 shows an example of the evaluation of the two bounds as a function of E,/N,, the energy per channel input symbol-to-noise ratio, for a starting punctured convolutional code of rate R = 7/8 and memory rn = 6, for k = 875 bits, using a binary symmetric channel (BSC). The distance spectra of RCC codes obtained from the above rate 7/8 code are listed in Table 11 .
As a consequence of the tightness of the two bounds (31), the average number of transmissions T, for a given data packet can thus be very well approximated by the upper bound.
We now give the expression of the throughput efficiency 1 for the ideal-selective-repeat ARQ protocol, defined as the average number of accepted information bits per transmitted channel symbol. Assuming that the number of incremental redundancy or repetition coded bits per ( V -1) information bits, provided by the transmitter at successive received NACK messages is equal to h, then, with a starting code of rate R = ( V -I)/ V, the throughput q , is given by
where the factor k / ( k + n p + m) is the loss in throughput due to the added parity bits for error detection, and to the tail of m known bits appended to each transmitted sequence. This factor may be neglected if n p < k and rn k. In the sequel, this factor will be neglected. Using the lower bound on P( @,"I) given by (22) and the upper bound on P(E'"') given by (7), a lower bound on the throughput can be calculated. Computer simulations have also been used to verify the theoretical results. The starting code used is a punctured convolutional code of rate R = 3/4 and memory m = 2 [14]. The distance spectra of RCC codes obtained from this rate 3/4 code are listed in Table IV . The data is organized in packets of length 298 information bits, to which a tail of 2 bits is appended. For every run, the simulation was continued until at least loo0 packets had been accepted and at least 25 had been refused. A packet is accepted if it is totally error-free. Both simulation and numerical results of the throughput are shown in Fig. 2 for the BSC. We can observe that the theoretical values agree reasonably well with the simulation results. 3 shows the theoretical results of the throughput over the BSC for the starting rate 7/8 punctured convolutional code of memory rn = 6 (see Table U ), using different values of h , h = 1, 2, 4, and 8. The value h = 8 corresponds to a full-retransmission ARQ strategy with code combining [4]. As expected, the throughput is highest with h = 1 and decreases with increasing values of h. It should be pointed out that a small value of h also implies a large number of transmissions for a given packet, and hence a large delay before final acceptance of the data packet. This is particularly true for small values of signal-to-noise ratios. To overcome this disadvantage, the value of h should be increased as the channel degrades. As shown in Fig. 3 , this costs a very slight and practically negligible throughput reduction. Fig. 4 shows the throughput over the BSC of the generalized hybrid type I1 ARQ strategy for the starting punctured convolutional codes of rates 7/8,3/4, both of memory rn = 6, with h = 1. The throughput of the hybrid type I1 ARQ scheme with code combining, using a rate 1/2 code of memory rn = 6 [6] , is also shown in the figure. Since with the generalized hybrid type 11 ARQ strategy some redundancy bits for error correction are incorporated in the first transmission of every data packet, the conventional type II ARQ strategy yields a higher throughput for large values of signal-to-noise ratios. However, the difference is small and tends to vanish as the starting coding rate with the generalized hybrid type I1 ARQ scheme increases. The great advantage of the generalized hybrid type I1 ARQ strategy is that the throughput increases as the starting coding rate increases, and no matter how high the starting coding rate is, as the channel degrades, the throughput decreases but never goes below the throughput of type I1 hybrid ARQ strategy with code combining. This allows the system to be flexible and adaptive to channel conditions under wide noise variations.
VI. CONCLUSION
In this paper, we have presented a method to construct rate-compatible convolutional (RCC) codes from known high-rate punctured convolutional codes obtained from the best rate 1/2 codes. The construction method is rather simple and straightforward, and still yields good codes. Moreover, low rate codes can be obtained without any limit on the lowest achievable rate.
Using RCC codes, we have proposed and analyzed an efficient
