Abstract: Intrusion detection system protects an individual computer or network computer from suspicious data and protects the system from unauthorized access. In this paper, we propose a feature selection technique (FST) known as sensitivity based feature selection technique (SBFST) which selects relevant features from intrusion data based on the value of sensitivity. We compare various existing FSTs with the proposed SBFST from three different categories of NSL-KDD data set. Experimental results reveal that C4.5 with SBFST performs better than other existing FSTs and produce a high accuracy of 99.68% with 11 features and 99.95% accuracy with nine features for the multiclass and binary class problems respectively. It has also produced 99.64% accuracy for both multiclass and binary class problems respectively with six and seven features. The performance of proposed SBFST is also verified using the intersection of features, segment by segment with other FSTs and found to be better.
Introduction
The regularly expanding size of information in the computer has made information security more essential which implies shielding data and data frameworks from unapproved access. It has become the research thrust area since data are being accessed in a network environment and transferred over an insecure medium. Intrusion detection system (IDS) is a way of protecting computer and network systems from intruders (Liao et al., 2013; Sommestad and Hunstad, 2013) . To develop computationally fast and efficient IDS, feature selection from high-dimensionality datasets like NSL-KDD data is an important issue. Ranking-based feature selection techniques (FSTs) are however more commonly used and applied to many domains.
Many authors have used several FSTs to increase the performance of the model. Mukherjee and Sharma (2012) proposed a new feature reduction method known as feature validity-based reduction method applied on one of the efficient classifiers: naive Bayes (NB) and achieved an accuracy of 97.78% on reduced NSL-KDD dataset with 24 features. Panda et al. (2012) suggested hybrid technique with the combination of random forest, dichotomies and ensemble of the balanced, nested dichotomies model. They have achieved a detection rate of 99.50% and low false alarm rate of 0.10%. The models are quite encouraging in comparison to all other models. Imran et al. (2012) proposed the hybrid technique of linear discriminant analysis (LDA) algorithm and genetic algorithm (GA) for feature selection. They introduced novel features selection method applied to radial basis function (RBF) with NSL-KDD dataset to develop robust IDS. The different feature subsets were used on RBF model that produces the highest accuracy of 99.3% in the case of 11 features. Aziz et al. (2012) suggested Minkowski distance technique-based GA to develop an IDS. The proposed method applied on NSL-KDD data and produced higher detection rate of 82.13% in the case of the higher threshold value and smaller population. They have also compared their results with Euclidean distance. Bhavsar and Waghmare (2013) employed support vector machines (SVMs) with various kernel functions: Gaussian radial basis function (GRBF), polynomial kernel, and sigmoid kernel to develop IDS. The authors also compared accuracy and computation time of different kernel functions as a classifier, and achieved an accuracy of 98.57% with 10-fold cross validation, and suggested that the GRBF kernel function is the best kernel function. Hota and Shrivas (2013) investigated a binary class-based IDS using random forest technique combined with rank-based FST and achieved an accuracy of 99.76% with 15 features. Ibrahim et al. (2013) addressed self-organisation map (SOM) technique for identifying intrusion data using two datasets namely KDD'99 and NSL-KDD and achieved 92.37% and 75.49% detection rate respectively. The authors also conclude that the proposed model can find an accuracy of 90% with reduced number of features. Panigrahi and Patra (2014) analysed different classification techniques like fuzzy nearest neighbour, fuzzy-rough nearest neighbour, vaguely quantified nearest neighbours and fuzzy rough ownership for classification of attacks. These techniques have applied on NSL-KDD dataset with reduced number of the feature using genetic search feature selection method. Results were analysed utilising different performance measures like accuracy, precision, recall and f-value. Authors observed that fuzzy rough ownership classification technique with the best accuracy of 99.51% with 16 features in the case of genetic search feature selection methods. Shrivas and Dewangan (2014) investigated a hybrid model of ANN-Bayesian for classification of IDS-related data. Amini et al. (2014) have suggested an ensemble model with ANN based on fuzzy clustering and stacking combination method for intrusion detection. The proposed model provides better performance with an accuracy of 89.08% over other models. Alazab et al. (2014) proposed SVM with three types of the kernel: linear, polynomial and RBF to detect unknown attacks while Kuang et al. (2014) applied a novel hybrid model as SVM combining kernel principal component analysis (PCA) with GA for intrusion detection.
Recently, Hoz et al. (2015) suggested SOMs for network anomaly detection. They have also used PCA and Fisher discriminant ratio-based FST to improve the performance of the model. Singh et al. (2015) employed a new technique based on the online sequential extreme learning machine for intrusion detection. They have used alpha profiling method to reduce the time complexity and ensemble of filtered, correlation and consistency-based FSTs to discard irrelevant features. Lin et al. (2015) investigated an efficient model namely cluster centres and nearest neighbours for intrusion detection. The proposed model performed better than k-nearest neighbour and SVM classifiers in the case of accuracy, detection rate, and low false alarm rate.
The literature reveals that feature selection is a critical issue because of high dimensionality feature space of IDS information. The literature also shows that no one has used sensitivity as a parameter to select a feature from high dimensionality data set. In this study, we develop an efficient classifier using sensitivity-based feature selection technique (SBFST) for IDS. The proposed system is compared with existing FSTs on different categories of NSL-KDD dataset. Experimental work is carried out using the Waikato Environment for Knowledge Analysis (WEKA) (http://www.cs.waikato.ac.nz/ ml/weka/) data mining tool and done in two folds. In the first fold, a best data mining classification technique is selected for IDS data classification and in the second fold, SBFST is applied to select relevant features or to reduce irrelevant features. A suitable combination of the classifier with SBFST is then proposed as an outcome and compared with many existing FSTs. Obtained results revealed that proposed SBFST performs better than other existing FSTs and similar work done by many other authors regarding the number of features reduced and classification measures.
System framework
The general FGP model with fuzzy goals and crisp system constraints may be formulated as follows:
The overall process of development of an efficient classifier as IDS with least number of features is depicted as system framework in Figure 1 . In the process of development of classification model, three different categories of NSL-KDD datasets are considered, various classification techniques with the combination of FSTs are tested and measured with different performance measures. Initially different types of NSL-KDD datasets are presented one by one to several data mining techniques like C4.5, Bayesian net, multilayer perceptron (MLP) and decision table (DT) and obtained the best classifier, FSTs are then applied, and most efficient model with least number of features are selected based on performance measures. Detail of each phase of system framework is explained as follows: 
NSL-KDD data
Many benchmark datasets related to IDS are available in repository sites. One of the datasets publicly available for the evaluation of IDS is NSL-KDD dataset (http://www.iscx.info/NSL-KDD/) which is suggested solving some of the inherent problems of the KDD'99 dataset. One of the deficiencies in the KDD dataset is the incomprehensible number of redundant records that causes the learning algorithms to be one sided towards the incessant records. Thus, keep them from learning rare records that are normally more harmful to systems. Also, the presence of these rehashed records in the test set will bring about the assessment results to be one-sided by the techniques, which have better identification rates on the frequent records.
In this research work, we have used three categories of NSL-KDD datasets: NSL-KDD1, NSL-KDD2 and NSL-KDD3 with 41 features namely duration (f 1 ), protocol type (f 2 ), service (f 3 ), flag (f 4 ), source bytes (f 5 ), destination bytes(f 6 ), land (f 7 ), wrong fragment (f 8 ), urgent (f 9 ), hot (f 10 ), number failed logins (f 11 ), logged in (f 12 ), num compromised (f 13 ), root shell (f 14 ), su attempted (f 15 ), num root (f 16 ), num file creations (f 17 ), num shells (f 18 ), num access files (f 19 ), num outbound cmds (f 20 ), is host login (f 21 ), is guest login (f 22 ), count (f 23 ), srv count (f 24 ), serror rate (f 25 ), srvserror rate (f 26 ), rerror rate (f 27 ), srvrerror rate (f 28 ), same srv rate (f 29 ), diff srv rate (f 30 ), srv diff host rate (f 31 ), dst host count (f 32 ), dst host srv count (f 33 ), dst host same srv rate (f 34 ), dst host diff srv rate (f 35 ), dst host same src port rate (f 36 ), dst host srv diff host rate (f 37 ), dst host serror rate (f 38 ), dst host srvserror rate (f 39 ), dst host rerror rate (f 40 ), dst host srvrerror rate (f 41 ). These features are categorised into three different categories of data as nominal, binary and numeric. Table 1 shows NSL-KDD1 dataset in binary form that consists normal and attacks data. Table 2 shows NSL-KDD2 dataset as binary data which is inherited from NSL-KDD dataset where only normal data and denial of service (DoS) type attacks exist. Similarly, Table 3 shows that NSL-KDD3 dataset consists normal and four types of attack as DoS, remote to local (R2L), user to root (U2R) and probe. The objective to consider three categories of data is to check the robustness of the classification model with proposed SBFST. 
Classification techniques
There are many machine learning-based classification techniques used in this research work as described below:
C4.5 (Pujari, 2001 ) is a standout amongst the most well-known decision tree (DT) algorithms. C4.5 is an extension of ID3, which represents occupied qualities, persistent trait esteem ranges, pruning of DTs and rule derivation. In building a DT, we can deal with training sets, which have records with unknown attributes values by assessing the gain, or the gain proportion, for an attribute values are accessible. We can group the records that have attribute value estimation by evaluating the likelihood of the different likely results. Not at all like, CART, which generates a binary DT, C4.5 produces a tree with variable branches per node.
Decision table
DT (Cios et al., 2000) can be used to designed some information systems if the attribute set Q is divided into two disjoint sets which are condition attribute set C and decision attribute set D, i.e., CUD = Q and C ∩ D = Ø. For example, for a dataset gathered for a classification task, a set C of condition attributes may represent elements of pattern x describing an object and a set D may represent a classification decision.
Bayesian net
The Bayesian net (Koc et al., 2012 ) is one of the most common classifiers for statistical data mining methods. The Bayesian network is based on a directed acyclic graph, where nodes represent attributes, and arcs represent attribute dependencies. In this method, the conditional probabilities for each node, which are based on its parents' attributes, quantify the attribute dependencies. The simplest form of a Bayesian network classifiers the NB classifier. The NB (Mukherjee and Sharma, 2012) classification model is one of the most popular models because of its simplicity and computation efficiency. This classifier operates on a strong independence assumption; it means that the probability of one attribute does not affect the probability of the other. The performance of NB model is depending on three error factors: bias, variance and training data noise. Training data noise can only be minimised by choosing good training data. The training data must be divided into various groups by the machine-learning algorithm. Bias is the error due to groupings in the training data being very large. Variance is the error due to those groupings being too small.
Multilayer perceptron
MLP (Pujari, 2001 ) is a development from the simple perceptron in which extra hidden layers (layers additional to the input and output layers, not connected externally) are added. More than one hidden layer can be used. The network topology is constrained to be feedforward, i.e., loop-free. Generally, connections are allowed from the input layer to the first (and possible only) hidden layer, from the first hidden layer to the second and so on, until the last hidden layer to the output layer. The presence of these layers allows an ANN to approximate a variety of nonlinear functions. The actual construction of network, as well as the determination of the number of hidden layers and determination of the overall number of units, is sometimes of a trial-and-error process, determined by the nature of the problem at hand. The transfer function generally a sigmoid function.
Feature selection technique
Feature selection (Cios et al., 2000) is an optimisation process in which one tries to find the best feature subset from the fixed set of the original features, according to a given processing goal and feature selection criteria. A solution of an optimal feature selection does not need to be unique. Different subset of original features may guarantee accomplishing the same goal with the same performance measure. An optimal feature set will depend on data, processing goal, and the selection criteria being used. For example, for the same dataset from the same domain, optimal features found for the classification task, with the minimum of average classification error probability criterion, might be different from those found for the data compression task guided by the minimum sum squares error criterion. The way of selecting irrelevant features from high dimensionality dataset may vary from FST to FST. FSTs used in this research work along with proposed SBFST algorithm are as follows:
Information gain
Information gain (Han and Kamber, 2006 ) is attribute selection measure based on its ranking. This measure is based on pioneering work by Claude Shannon on information theory, which studied the value or 'information content' of messages. Let node N represents or hold the tuples of partition D. The attribute with the highest information gain is chosen as the splitting attribute for node N. This attribute minimises the information needed to classify the tuples in the resulting partitions and reflects the least randomness or 'impurity' in these partitions.
Such an approach minimises the expected number of tests needed to classify a given tuple and guarantees that a simple (but not necessarily the simplest) tree is found. The expected information needed to classify a tuple in D is given by ( ) 
Correlation-based feature selection
Correlation-based feature selection (CBFS) (Parimala and Nallaswamy, 2011 ) is used to determine the best feature subset and is usually combined with search strategies such as forward selection, backward elimination, bi-directional search, best-first search and genetic search. Among given features, it finds out an optimal subset which is best relevant to a class having no redundant feature. It evaluates merit of the feature subset on the basis of hypothesis: "Good feature subsets contain features highly correlated with the class, yet uncorrelated to each other". This hypothesis gives rise to two definitions. One is feature-class correlation and another is feature-feature correlation. Feature-class correlation indicates how much a feature is correlated to a specific class while feature-feature correlation is the correlation between two features. Equation as given below, also known as Pearson's correlation, gives the merit of a feature subset consisting of k number of features. The CBFS method is based on the merit criterion. Equation for CBFS is given in following equation:
where r zc is the correlation between the summed feature subsets and the class variable, k is the number of subset features, r zi is the average of the correlations between the subset features and the class variable, and r ii is the average inter-correlation between subset features. In CBFS, features can be classified into three disjoint categories, namely, strongly relevant, weakly relevant and irrelevant features. Strong relevance of a feature indicates that the feature is always necessary for an optimal subset; it cannot be removed without affecting the original conditional class distribution. Weak relevance suggests that the feature is not always necessary but may become necessary for an optimal subset at certain conditions. Irrelevance indicates that the feature is not necessary at all.
ReliefF
ReliefF (Zewdie, 2011) is an extension of the Relief algorithm that can handle noise and multiclass datasets, and is implemented in the WEKA tool when the weight by distance (weight nearest neighbours by their distance) parameter is set as default (false), the algorithm is referred as ReliefF. ReliefF uses a nearest neighbour implementation to maintain relevancy scores for each attribute. It defines a good discriminating attribute as the attribute that has the same value for other attributes in the same class and different from attribute values in different classes. The WEKA implementation repeatedly evaluates an attribute's worth by considering the value of its n nearest neighbours of same and different classes. A family of algorithms called relief is based on the feature weighting, estimating how well the value of a given feature helps to distinguish between instances that are near to each other. The problem of the original Relief algorithm is that it cannot deal with incomplete data and multiclass datasets. To overcome the disadvantages of original algorithm, the extension of ReliefF algorithm was suggested by Kononenko in 1994. ReliefF algorithm is stronger, meaning it can handle incomplete and noisy data as well as multi-class dataset.
Symmetrical uncertainty
Symmetrical uncertainty (Parimala and Nallaswamy, 2011 ) is another feature selection method that was devised to compensate for information gain's bias towards features with more values. It capitalises on the symmetrical property of information gain. The Symmetrical Uncertainty between features and the target concept can be used to evaluate the goodness of features for classification.
Proposed sensitivity-based feature selection technique
A classifier model cannot be measured using only accuracy, since it cannot validate model in appropriate manner, on the other hand sensitivity is an important measure to validate efficiency of a model. So, in order to design and develop a FST, sensitivity may be considered as an important parameter instead of accuracy. Sensitivity measures the proportion of the true positives, that is, the ability of the system on predicting the correct values in the cases presented. SBFST works based on ranked and hence can be treated as ranking-based FST, in which features are ranked based on value of sensitivity obtained, a feature with higher value of sensitivity will be more important and can be selected as best feature. The algorithm starts by feeding original NSL-KDD dataset with feature set F to C4.5 classifier which produces a new feature set F' with sensitivity t i of each feature ft i (i = 1 to n), F′ with ft i are then sorted in ascending order of sensitivity value and a new feature set F s with features fs i (i = 1 to n) is obtained, further feature of this set is reduced gradually, starting from a feature with lowest value of sensitivity. After discarding a feature with lowest value of sensitivity, new dataset with new feature subset is prepared and given to C4.5 model to obtain accuracy of new model M i (i = 1 to n). The process of removing feature will be continued till single feature. Once the number of features reduced to one, algorithm stops and a model M i with minimum number of features (new feature subset) and with highest accuracy A i is selected. The overall process of this proposed algorithm is depicted in Figure 2 .
Pseudocode of proposed (SBFST) algorithm is also written as shown below which takes input of DATA with original feature set of NSL-KDD dataset and number of feature (n). The output produced by the algorithm is n number of models M i (i = 1 to n) with corresponding reduced feature subset, from which a best model with least number of features with highest accuracy is selected as outcome. 
Performance measures
Various performance measures like accuracy, sensitivity, specificity, precision and F-measure are calculated with the help of confusion matrix. Confusion matrix includes parameters like true positive (TP), true negative (TN), false positive (FP) and false negative (FN). Confusion matrix (Han and Kamber, 2006) for two classes is shown in Table 4 , where TP refers number of positive samples which is correctly classified by classifier, TN is number of negative samples classified correctly by the classifier, similarly FP are number of negative samples that is incorrectly classified whereas FN are the number of positive samples that is incorrectly classified. If the total number of cases is N then based in Table 4 following statistical performance measures can be evaluated. The following performance measures are widely used to evaluate the robustness of classifiers:
• Classification accuracy: measures the proportion of correct predictions considering the positive and negative inputs. It is highly dependent of the dataset distribution which can easily lead to wrong conclusions about the system performance.
Accuracy (TP TN) N
• Sensitivity: measures the proportion of the true positives, that is, the ability of the system on predicting the correct values in the cases presented.
Sensitivity TP (TP TN)
• Specificity: measures the proportion of the true negatives, that is, the ability of the system on predicting the correct values for the cases that are the opposite of the desired one. It is calculated as follows:
• Precision: it is the rate of instances classified correctly among the result of classifier.
Precision TP (TP FP)
• F-measure: it is the harmonic mean of precision and recall.
(precision recall) F-measure 2 (precision recall)
Experimental work
Experimental work is carried out using WEKA open source data mining software under Windows environment. WEKA is a set of machine learning tools which contains tools for data preprocessing, classification, clustering and feature selection. Efficiency of the SBFST algorithm is checked with three different categories of datasets of NSL-KDD data as case study: first by building binary classifier (normal and attacks), second by building another binary classifier (DoS and normal) and third by building multiclass classifier. In order to verify the classifier with respect to training-testing size, dataset is divided into different partitions as 60-40%, 75-25%, 85-15% and 90-10% as training-testing samples. Classifiers are first trained and then tested on various partitions of dataset. The overall experimental work is performed for three different cases as explained below:
Binary classification
Binary classifier classifies data into only two classes and may be designated as simplest type of classifier. The basic capability of a classifier is tested with two-class problem: first, two different NSL-KDD datasets are prepared as explained in data description section as NSL-KDD1 (With normal and attack type of classes) and NSL-KDD2 (With normal and DoS). The reason behind choosing DoS as one of the classes in NSL-KDD2 is that it is one of the most threatening attack as compare to other types of attack. Experimental work in these two cases of data classification with various classification techniques and FSTs are explained as below:
Case 1: In this experiment, various classification techniques have applied on different partitions of NSL-KDD1 dataset as described above. Accuracy of different classifiers was calculated using equation (1) with different partitions and shown in Table 5 . As shown, C4.5 is designated as the best classifier for IDS which gives 99.64% of accuracy in case of 90-10% data partition. Therefore, various existing ranking-based FSTs like InfoGain, correlation, ReliefF, symmetric uncertainty along with proposed SBFST were integrated with C4.5 classifier. Table 6 shows the rank of all 41 features of NSL-KDD1 dataset using various FSTs with its internal strategy of ranking of features. C4.5 DT classifier associated with many rank-based FSTs was run many times. Features are reduced one by one from the dataset, starting from lowest rank and feature subsets with minimum number of features with highest accuracy are considered as shown in Table 7 . The data of Table 7 is clearly reflected that proposed SBFST is performing better than other existing FSTs. SBFST with C4.5 is producing 99.68% accuracy with only seven features followed by InfoGain -C4.5 with 15 features. Other performance measures like sensitivity, specificity, precision and F-measure are calculated using equations 2, 3, 4 and 5 respectively with the help of confusion matrix and shown in Table 8 . Case 2: Another dataset, NSL-KDD2 with two classes as Normal and DoS type of attack is presented in the same way as Case 1. Accuracy of different classifiers with different partitions is shown in Table 9 . In this experiment also C4.5 is performing better than others with highest accuracy of 99.91% in case of 90-10% data partition. Different FSTs are applied on best classifier similar to Case 1 and obtained results are tabulated in Table 10 , which shows ranking of feature with different existing FSTs and proposed SBFST. Accuracy of best classifier (C4.5) with different feature subsets using different FSTs is shown in Table 11 . C4.5 classifier gives highest accuracy of 99.95% in case of both, SBFST and InfoGain FSTs with nine features. Other performance measures have calculated using equations (2) to (5) and shown in Table 12 . 
Multi-class classification
Multi-class classifier classifies the data into more than two classes. In this experiment, NSL-KDD3 dataset which contains five classes including normal and four types of attack (DoS, R2L, U2R and probe) is used. Different partitions of NSL-KDD3 dataset have applied on various classification techniques and calculated classification accuracy using equation (1) is shown in Table 13 . The performance of C4.5 classifier produces highest accuracy 99.56% in case of 90-10% at training-testing partition once again. The same ranking-based FSTs and proposed SBFST have applied on best classifier as described above. The rank of features using various FSTs is shown in Table 14 . Table 15 shows that accuracy of C4.5 classifier with various FSTs with different feature subsets. Once again C4.5 has produced highest accuracy of 99.68% using proposed SBFST and InfoGain with 11 and 17 features respectively. Performance of proposed model (SBFST-C4.5) is highest among all. SBFST is further used to select relevant feature from the feature space of dataset and a model with only six features has produced 99.64% accuracy. Table 16 shows measures of individual classes, these measures are higher than 99% for probe and normal, and 100% for DoS, however it has less detection rate for R2L and 0% for U2R ,this may be due to insufficient number of instances available in the NSL-KDD dataset related to these classes, as sufficient number of instances are always required for building a classification model using any machine learning techniques. Only six features out of 41 features are selected by SBFST with almost 100% of accuracy. Figures 3 and 4 show class wise performance measures of models with 11 and six features, respectively. Based on results obtained in all the above cases, SBFST with C4.5 is obtained as best classifier as compare to others in terms of performance measures. Also SBFST is more capable to select relevant features from feature space of IDS dataset. The proposed work is compared with many similar types of work available in the literature as shown in Table 17 . Among all these works, proposed model is better and producing highest accuracy with least number of features (11 and 6), specially as multiclass classifier, this proves efficiency and robustness of the proposed SBFST-based model. f5,f3,f30,f4,f6,f29,f35,f23 f33,f34,f38,f25,f39,f26,f12,f37 f36,f32,f24,f31,f40,f2,f41,f27 f1,f28,f10,f22,f8,f13,f16,f14 f17,f19,f11,f15,f9,f18,f7,f20,f21
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Seg 1 f5,f3,f30,f4,f29,f35,f23,f6 f25,f38,f34,f39,f26,f33,f12,f36 f32,f37,f24,f40,f27,f31,f41,f28 f2,f8,f10,f13,f1,f7,f9,f14 f15,f16,f17,f18,f19,f20,f21,f22,f11 Table 18 clearly shows the performance of proposed technique with common features obtained in each case. In the experiment, it was seen that InfoGain is the most competitive FST. The same is observed while performing intersection operation in between corresponding segments of InfoGain and proposed SBFST. The intersection of the fifth segment in between InfoGain and SBFST is 100%. It means a way of selecting features using InfoGain is exactly same as SBFST, which proves that proposed SBFST algorithm is working in the same direction as InfoGain, which is one of best among existing FSTs, similar results can be seen for other segments (i = 1, 2, 3, 4) of InfoGain and SBFST. The intersection between other FSTs and SBFST are not good, it means the way these FSTs select features is different from that of SBFST. 
Conclusions
A computationally fast IDS is always required by an organisation or an individual to deploy in the network for high performance. The performance of an IDS can be improved when less number of features are to be scanned by an IDS from the incoming data packet to identify the type of intrusion. To achieve this objective, irrelevant feature from high dimensional dataset must be selected and removed. In this paper, we have proposed an FST algorithm, based on sensitivity, known as SBFST. Proposed FST (SBFST) is tested with three different categories of NSL-KDD data and compared with other ranking-based FSTs. SBFST combined with C4.5 has produced remarkable accuracy as compared to other FSTs. The accuracy obtained in the case of SBFST is 99.68% with 11 features and 99.68% with seven features respectively for multiclass and binary class (normal and attack) and 99.95% with nine features for binary class (normal and DoS). Algorithm is also validated with all other ranking-based FSTs, segment by segment using intersection operation. It is found that SBFST is competitive with InfoGain, as most of the features in the corresponding segment of these two FSTs are matched. Hence, it can be concluded that SBFST is efficient concerning selecting the relevant feature from NSL-KDD dataset.
In the future integration of hybrid classifier along with proposed SBFST will be carried out to reduce false alarm rate.
