Most studies on adapting voice interfaces to older users work top-down by comparing the interaction behavior of older and younger users. In contrast, we present a bottom-up approach. A statistical cluster analysis of 447 appointment scheduling dialogs between 50 older and younger users and 9 simulated spoken dialog systems revealed two main user groups, a "social" group and a "factual" group. "Factual" users adapted quickly to the systems and interacted efficiently with them. "Social" users, on the other hand, were more likely to treat the system like a human, and did not adapt their interaction style. While almost all "social" users were older, over a third of all older users belonged in the "factual" group. Cognitive abilities and gender did not predict group membership. We conclude that spoken dialog systems should adapt to users based on observed behavior, not on age.
INTRODUCTION
In the future, more and more older people will find themselves interacting with Spoken Dialog Systems (SDS). In contrast to traditional touch-tone Interactive Voice Response (IVR) systems, full SDS take speech input and produce speech output. SDS have been successfully deployed in a range of commercial applications, from flight information to cinema ticket booking. Increasingly, SDS are being developed for telecare applications, such as diabetes symptom management [Black et al. 2005] and behavioral interventions designed to decrease hypertension [Giorgino et al. 2005] . Although these systems were not specifically adapted to older people, they address conditions which become more prevalent with age. Therefore, they need to accommodate older users' needs, abilities, and preferences. SDS have also been used in task and medication reminder systems such as the NURSEBOT robot [Roy et al. 2000; Pollack et al. 2003 ], which was tested in retirement homes with care facilities. Finally, SDS have been developed for controlling smart homes [Möller et al. 2006] . Such SDS can be extended to support environmental control systems, which can help older people remain in their own home for longer and improve their quality of life [Tang and Venables 2000] .
Much recent work in SDS and related fields has focused on adapting systems to the needs and preferences of the user [Buchanan et al. 1995; Walker et al. 2005; Carenini and Moore 2006; Demberg and Moore 2006] . It is well known that older users are a particularly difficult group to design for because of their diverse needs and abilities [Gregor et al. 2002] . When adapting to older users, we have several choices:
(1) design a single strategy that works well for all types of users, (2) design for prototypical older and younger users, (3) design a system that works with a range of user profiles, including those of "extreme" older users [Pullin and Newell 1997] .
The first approach works well if a given strategy indeed benefits both older and younger users, regardless of age-related changes in ability. An example of such a result are the guidelines for adapting speech synthesis to older users that were proposed by Wolters et al. [2007] . Although these guidelines have the potential to make synthetic speech easier and more pleasant to listen to for all age groups, the beneficial effect will be higher for older users. The second approach, designing for prototypical older and younger users, requires designers to identify user age reliably and to develop specific dialog strategies tailored to the typical auditory, vocal, and cognitive abilities of older users. For example, Müller et al. [2003] classify users into age groups according to their voice. This information is then passed on to the underlying SDS, which selects a dialog strategy that can accommodate the effects of cognitive aging. The third approach motivates detailed studies of fully implemented systems or system prototypes with a small number of older users, such as Zajicek et al. [2004] , that focus on the needs and problems of individual users.
But what if the relevant user groups are not delineated by age, but by characteristic patterns of behavior? This is the question we pursue in this study.
· 2: 3
Using data from a large corpus of 447 interactions between older and younger users and simulated SDS, we investigate whether users can be grouped according to the way in which they interact with the system. The statistical analysis methodology that we use allows us to both identify "extreme" users and "typical" users. Age does not enter into the initial analysis at all.
We quantify the interaction style of each user based on a detailed linguistic analysis of their dialogs. For the purpose of this article, interaction style encompasses the linguistic choices that users make when they interact with an SDS. Examples of relevant linguistic choices are choosing between different expressions of assent (e.g., "yes" versus "that's fine"), or choosing to use politeness markers such as "please".
The interactions were collected during an experimental laboratory study that compared different dialog strategies for accommodating cognitive aging . In this laboratory study, we observed how users interact with a range of spoken dialog systems, and measured three central facets of usability [ISO 1998 ]: effectiveness, efficiency, and user satisfaction.
In the present article, we address three research questions, next given.
(1) Can users be categorized into distinct groups depending on how they speak to the system? If yes, how can these groups be characterized? (2) Can the interaction style of a user be predicted? (3) Does interaction style affect usability?
The article is structured as follows. In Section 2, we introduce important theoretical concepts related to the study of SDS, review relevant work on adapting SDS to older users, and summarize the literature on cognitive aging and language production that underpins our design and analysis. In Section 3, we describe the dataset that was analyzed for this study. The statistical methodology used in this study, cluster analysis, is described in Section 4. In Section 5, we report the clusters found in our data, discuss how these clusters relate to age and cognitive abilities, and examine the effect of interaction style on usability. The implications of our results for the design of spoken dialog systems for older people are discussed in Section 6. We conclude with a description of future work in Section 7.
LITERATURE REVIEW

What Are Spoken Dialog Systems?
Spoken dialog systems (SDS) enable users to interact with computers naturally and efficiently using one of the most natural communication modalities of all, speech. Due to their potential for commercial exploitation as well as the technological challenges they impose, SDS have attracted increased attention in both industry and research.
SDS have been developed for many different domains, including information provision [Seneff et al. 1998; Levin et al. 2000; Raux et al. 2006], commandand-control , tutoring [Zinn et al. 2002; Litman and Silliman 2004] , simulation-based training [Traum et al. 2008 ], controlling smart homes [Möller et al. 2006] , delivering reminders [Roy et al. 2000; Pollack et al. 2003 ], telecare [Giorgino et al. 2005; Black et al. 2005] , and companionship [Catizone et al. 2008] .
SDS typically consist of five main components. Automatic Speech Recognition (ASR) converts audio signals of human speech into text strings, Natural Language Understanding (NLU) determines the meanings and intentions of the recognized utterances, Dialog Management (DM) controls the interaction, Natural Language Generation (NLG) generates the text of system responses, and Text-To-Speech synthesis (TTS) converts the system utterances into actual speech output.
Based on the dominant dialog management strategy, SDS can be divided into three main categories: system-initiative, mixed-initiative, and userinitiative. Most currently deployed commercial SDS are system-initiative, that is, the user is not allowed to deviate from the dialog script imposed by the system, which may lead to long and tedious interactions and generally unnatural dialogs. At the other extreme, in user-initiative SDS the user has full control and is free to change the dialog structure as desired. Given the limitations of current ASR and NLU systems, user-initiative often leads to many errors and misunderstandings throughout the interaction. In task-oriented dialogs, task completion rates are low and users are frequently left frustrated. Mixedinitiative interaction allows both system and user to take initiative. The user is expected to respond to system prompts but may also provide more information than the system requests. This is called "overanswering". Another dialog phenomenon widely studied in the dialog literature is "grounding". This is the process by which conversational participants develop a body of mutually agreed upon information [Traum 1994 ]. Different types of users exhibit different grounding behavior.
Current research in dialog focuses on building systems that can dynamically adapt to user behavior and dialog context Dzikovska et al. 2007] or that can be tailored to specific user models [Carenini and Moore 2000; Moore et al. 2004; Winterboer and Moore 2007] in order to increase efficiency and user satisfaction. At the same time a new paradigm is emerging: automatically learning dialog strategies from data and/or user simulations using statistical optimization methods [Young 2000; 2005; Lemon et al. 2006] . These statistical approaches are very attractive because of their potential for efficient development and automatic optimization of dialog systems, and easy adaptation of existing applications to new domains.
In terms of NLU, most commercial systems are based on shallow parsing techniques such as identifying predefined words and phrases [Swift and Allen 2004] . This is sufficient for applications where user input is restrained to simple answers such as "yes", "no", "Monday afternoon", "three p.m.", but it breaks down when confronted with sentences such as "I can only make afternoons on Mondays". Such a sentence is ambiguous: It can mean that the user is only free on Monday afternoons, but not on other afternoons, or it can mean that the user cannot make Monday mornings. In order to cope with such sentences, researchers are developing complex syntactic and semantic processing modules · 2: 5 [Klein and Manning 2003; Nivre and Nilsson 2005; Dzikovska et al. 2007] . In general, the more complex the user behavior the dialog system aims to deal with, the more advanced its NLU component should be.
Why Does Interaction Style Matter?
The way in which users interact with an SDS affects all system components. Here, we will concentrate on the effects on ASR, NLU, and DM.
Most modern ASR systems consist of two components:
(1) An acoustic model which uses information about the acoustic features of an utterance to generate a list of hypotheses about the words the user may have spoken. Typically, the acoustic features are derived from the frequency spectrum of the utterance. (2) A language model which establishes constraints on possible word sequences. Effectively, language modeling ensures that the words included in the recognition hypotheses will be in the correct context and follow some syntactic structure.
The larger the vocabulary and richer the syntax of users' utterances, the more complex the language model needs to be. However, due to performance constraints, typically language models only take into account the previous two words and ignore larger contexts. This makes them unable to model longerrange dependencies.
In addition, NLU components typically only cover a very restricted set of inputs. Substantial research and large computational resources are required to deal with complex linguistic phenomena and perform sophisticated semantic processing.
Whilst SDS should be able to accommodate a range of individual interaction styles, the system may not have to do all the work itself. It is well known that people tend to adapt their interaction style to their conversational partner. This tendency has been explored in great detail by social or communication accommodation theory [Giles 2001 ]. Niederhoffer and Pennebaker [2002] demonstrate that people match their linguistic styles both in verbal human-human interactions and in computer-mediated interactions such as conversations in chat rooms. The tendency to adapt one's language to one's communication partner is a largely unconscious effect of a fundamental process: alignment of situation models [Pickering and Garrod 2004; Branigan et al. 2009 ]. Situation models are complex cognitive models of the situation under discussion in the current dialog. In order to have a successful conversation, dialog partners need to align their situation models with each other. This is often achieved covertly by adopting aspects of each other's speech, such as syntactic constructions or ways of referring to objects.
These alignment processes are also at work when people interact with machines [Branigan et al. 2009] . People tend to treat computers as social actors [Nass and Brave 2005] , projecting emotion and personality onto the machine. Oviatt et al. [2004] showed that children adapted their intonation to the intonation of the computer-generated characters they were interacting with. Branigan et al. [2003] observed that users adapt their syntax to that of their interlocutor, regardless of whether they believe that they are talking to a computer or to a real person. Word choice is also influenced by users' theories about the system they interact with [Pearson et al. 2006] . Users were more likely to adapt their vocabulary to the system's vocabulary if they believed that the system's ability to understand their utterances was restricted. Since users adapt their linguistic style to incorporate words and syntax modeled by computers, a system can "shape" user input to ensure successful interactions by providing adequate templates at strategic points during the interaction [Leiser 1989; Zoltan-Ford 1991; Sheeder and Balogh 2003; Wolters et al. ms] .
Adapting SDS to Older Users
Existing work on adapting SDS to older people falls into two main groups: experimental assessments of full end-to-end systems [Pollack et al. 2003; Zajicek et al. 2004; Black et al. 2005; Giorgino et al. 2005] and guidelines that are largely based on the literature on cognitive and perceptual aging [Hawthorn 2000; Petrie 2001; Gregor and Dickinson 2007] .
Many of the end-to-end systems, such as the HOMEY hypertension management system [Giorgino et al. 2005] , are mixed-initiative. HOMEY asked patients with hypertension questions about lifestyle and relevant symptoms. When asked about their blood pressure, patients could give systolic and diastolic pressure in one utterance or they could wait for the system to ask for each value in turn. However, in mixed-initiative systems, user utterances can be complex. Without adequate ASR and NLU models, task success may decline. To improve reliability, system developers may opt for a more system-initiative design [Black et al. 2005] . Sharit et al. [2003] demonstrated that cognitive aging affects the usability of touch-tone Interactive Voice Response (IVR) systems. They found that older users performed less well on both easy and highly complex tasks than younger and middle-aged users. Older users were also less efficient and took longer to call the system. When older users were provided with a graphical aid that explained the menu structure of the IVR systems they were operating, performance improved. Sharit et al. [2003] expect similar results for systems that replace touch-tone by speech input, even though systems that accept speech input do not require users to remember mappings between tasks and keys on the telephone keypad. Gödde et al. [2008] presented 15 older and 16 younger users with two versions of a smart home system. In the first version, context-sensitive help was given early on in the dialog, in the second version, context-sensitive help was only given when needed. Older users had lower task success and were less likely to speak to the system in a way that was easy for the system to understand. However, when given help early on in the dialog, older people were able to adapt their interaction style, in particular their vocabulary [Wolters et al. ms] .
The dataset used for the present study differs from that of Gödde et al. [2008] in several important aspects. We used a different domain (appointment · 2: 7 scheduling), we investigated more dialog strategies (nine), and our corpus was annotated in more linguistic detail (see for a detailed overview of the annotations of the present corpus). Finally, while Gödde et al. [2008] only assessed the short-term memory span of their participants, our users took part in a comprehensive battery of cognitive tests (refer to Section 3.1.1).
Relevant Properties of Older Users
2.4.1 General Cognitive Aging. Cognitive abilities such as processing speed, working memory, and fluid intelligence affect the extent to which people can successfully use computers [Czaja and Lee 2007] . In healthy adult aging, these abilities decline [Salthouse 2004] , with the decline starting as early as middle age [Garden et al. 2001] . However, there is considerable interindividual variation in terms of the speed and extent to which abilities change with increasing age [Rabbitt and Anderson 2006] . While some of this variation is predicted by an individual's cognitive abilities in childhood, it can also be attributed to the events experienced during his/her lifetime [Deary et al. 2004] . The wide range of individual differences among older adults makes it very difficult to define prototypical older users for the design process.
Aging may also affect our ability to process social information. As people age, they may find it more difficult to take another person's perspective and to attribute and reason about the mental states of others [Maylor et al. 2002; Bailey and Henry 2008] . This ability, often referred to as theory of mind, is crucial when interlocutors adapt their own cognitive model of the situation to resemble the other's model. This may affect language production. Horton and Spieler [2007] have shown that older people are less likely to adapt textual descriptions to their audience.
Changes in Language Production
. Not all aspects of language production decline with age. Most notably, vocabulary, which is linked to acquired knowledge, is preserved [Schaie 1994; Verhaeghen 2003 ]. However, older people may experience word finding problems [Burke and Shafto 2004] . Patterns of word use also change during the life span. Pennebaker and Stone [2003] observe that older people use fewer words that denote negative emotions and fewer self-referential words. In addition, aspects of language production that are linked to general physiological and cognitive aging are affected by age. Anatomical and physiological changes to the vocal tract affect a person's voice [Ramig et al. 2001] . Since working memory is needed for sentence construction, sentence length and sentence complexity decrease as the working memory span shrinks with age [Nef and Hupet 1992; Kemper et al. 2003 ]. The speech of older people tends to be less coherent, with more ambiguous references [Nef and Hupet 1992] and more off-topic speech [James et al. 1998 ]. At the same time, the overall structural complexity of discourse increases. Older people are more likely to talk about multiple episodes and embed stories into the ongoing episode [Nef and Hupet 1992] . 
THE CORPUS
The Wizard-of-Oz Experiment
The interactions we analyze here were collected in the context of a laboratory experiment . In this experiment, we tested two approaches to accommodate users with low working memory span.
-Reduce Number of Options. If users are presented with a large number of options at each step in the appointment scheduling dialog, they are less likely to use the dialog system successfully. Users were presented with one, two, or four options at a time. For examples, see Figure 1 . -Provide Confirmations. If the system confirms each aspect of the appointment, users will find it easier to remember the appointment, since relevant information is repeated. Confirmation was given explicitly, implicitly, or not at all. For examples, see Figure 2 .
The combination of these 3 × 3 design choices yielded nine different dialog systems. We expected that users with lower Working Memory Span (WMS) would benefit more from reduced numbers of options and repeated confirmations than users with higher WMS. Each of the nine systems was simulated using a Wizard-of-Oz (WoZ) design [Dahlbaeck et al. 1993] . In a WoZ setup, users interact with a human wizard but they think they are interacting with an automated dialog system. WoZ experiments are an invaluable tool for investigating different design options for spoken dialog systems without the cost of actually implementing these systems. Furthermore, they allow experimenters to isolate the effects of highlevel information presentation and dialog management from the problems introduced by the limitations of current ASR and NLU systems.
· 2: 9 3.1.1 Participants. 50 participants were recruited: 26 older participants and 24 younger participants. The older users' age ranged from 52 to 84 years (M=66, SD=9.1). The younger users were aged between 18 to 29 years (M=22, SD=2.7). 62% of the older users and 71% of the younger users were female. Older users had spent an average of 15 years in formal education, younger users an average of 17 years.
All participants took part in a battery of four cognitive tests. These tests were carefully chosen to cover the two main dimensions of intelligence: fluid intelligence, which is linked to abstract reasoning, and crystallized intelligence, which is linked to acquired knowledge, as well as working memory and information processing speed. All tests were presented visually, to avoid problems due to age-related hearing loss [Rabbitt 1990 ]. The full battery took 60 to 90 minutes to administer.
Fluid intelligence was assessed using Ravens' Progressive Matrices [Raven et al. 1998, Ravens] . Participants were not timed. Crystallized intelligence was measured using the Mill Hill Vocabulary test [Raven et al. 1998, MillHill] . Working memory span was assessed using a sentence reading span task [Unsworth and Engle 2005, SentSpan] . Reading span was chosen because this measure requires participants to process the stimuli instead of simply remembering them. Thus, it taps into the key function of working memory as a shortterm store for information processing. In this article, we report the absolute score, which aggregates participants' scores for all test items. Information processing speed was assessed using the Digit Symbol Substitution subtest of the Wechsler Adult Intelligence Scale-Revised [Wechsler 1981 , DSST].
3.1.2
The Wizard-of-Oz System. All dialogs followed the same overall structure. First, users arranged to see a specific health care professional, then they arranged a specific half-day, and finally, a specific time slot on that halfday was agreed. All dialogs were strictly system-initiative: The WoZ system not only controlled the choice of options presented to the user at each stage of the dialog, it also did not allow users to skip stages by, say, requesting an appointment on a particular half-day at a particular time. This design ensured that all users were presented with the appropriate number of options and the appropriate confirmation strategy at least three times in each dialog.
3.1.3 Procedure. Appointments could be made with four different health care professionals: a community nurse, a diabetes nurse, an occupational therapist, and a physiotherapist. Participants were asked to book nine appointments in total. Each appointment was booked with a different prototype dialog system. Four randomized lists with nine tasks each were created in which each health professional appeared at least twice. Each user was randomly assigned to one of the lists. After an appointment had been booked, participants were asked to fill in a detailed user satisfaction questionnaire with 39 items which are listed in the relevant result tables (Table XV through XVI). The questionnaire was administered on paper. Completion took on average five minutes. Once the questionnaire had been completed, participants were asked to recall the appointment. In order to mitigate effects of tiredness, participants were able to take breaks at any time in between dialogs. 3.1.4 Scoring. We measured two aspects of task success: completion and recall. Completion measures whether users successfully arranged an appointment with the correct health professional that fits their schedule, while recall assesses whether users were able to remember the appointment they scheduled. Users received points for remembering location, weekday, morning/afternoon, hour, half-hour, class of health professional (nurse versus therapist), and exact name of health professional (community nurse, diabetes nurse, physiotherapist, occupational therapist). Both completion and recall are equally important: If a user manages to arrange an appointment but fails to attend because crucial details have been forgotten, the appointment has essentially not been scheduled successfully. We also assessed the effect of the nine different dialog strategies on efficiency and user satisfaction. Contrary to expectations, we found no differences in task success. Users were more efficient when more options were presented at a time and explicit confirmations were omitted. Older users tended to be less satisfied with the dialog systems ].
Corpus Construction
Each dialog consists of a sequence of user and system turns. Each system turn corresponds to a system message. User turns are coherent sequences of one or more utterances produced by the user. Each user utterance may consist of one or more speech acts. User and system turns may overlap.
For 47 users, the full set of 9 dialogs was recorded, and for the remaining 3 users, we have 8 dialogs each. All 447 dialogs were recorded digitally with a sampling frequency of 48 kHz and transcribed orthographically by an experienced human transcriber using the tool Transcriber (http://trans. sourceforge.net, [Barras et al. 2000] ). The transcriber followed the guidelines developed by the AMI project (http://www.amiproject.org) for the creation of the AMI meeting corpus [Carletta 2007] . Figure 3 shows a typical interaction between a younger user and one of our dialog systems, with the system that always gives explicit confirmations and presents four options at a time. Figure 4 presents an excerpt from an interaction between the same system and an older user.
All transcriptions and annotations are stored in NXT format [Carletta et al. 2003 ]. Orthographic transcriptions are linked to the corresponding audio files. Information about users' scores on the cognitive tests, the agreed appointment, the recalled appointment, and user satisfaction ratings are also stored in the NXT representation of each interaction.
In addition to orthographic transcriptions, the corpus was annotated with dialog acts, because it is intended as a resource for research into dialog management, in particular for learning dialog policies ]. An initial automatic annotation was subsequently hand-corrected . Speech acts were defined on the basis of the annotation scheme presented in . Speech acts specify the action that is performed by a sequence of words [Searle 1969 ]. For example, in Figure 4 , the utterance "That is correct." confirms that the user intends to see the occupational therapist (speech act confirm pos), while the user's first utterance, "Good morning", is a greeting and therefore belongs to the general class of social speech acts. For an overview of all user speech acts, see Table I .
Interaction Style Measures
We characterized the interaction style of each user using three groups of measures:
-Dialog Level Measures. These include dialog length in terms of turns, speech acts, and word forms, the number of different speech acts and word forms, and the frequency of actions that are of theoretical interest, such as taking the initiative, grounding information that has been received, and confirming system suggestions. The full set of features is defined in Table II . -Speech Act Measures. These include frequencies of groups of speech acts that are defined in Table III . Speech act groups consist of a number of related, distinct speech acts. For example, the group provide consists of the two speech acts in Table I that begin with provide , while the group accept consists of six speech acts that begin with accept . The frequency of a speech act group is defined as the sum of the number of occurrences of each speech act in all dialogs produced by the user. For example, the older user O1 uses 46 provide speech acts in 9 dialogs, while the older user O11 only produces 6 instances of such speech acts. -Word Group Measures. These include frequencies of words that fall into particular semantic/pragmatic groups, such as social words ("hello", "thanks"), or words used to talk about the interaction ("voice", "understand"). Word groups are defined by a list of associated word forms. For example, goodbye is associated with the word forms "cheerio", "bye", and "goodbye". Each occurrence is counted separately. Thus, the utterance "That's fine, thanks, cheerio, goodbye." contains two instances of goodbye. O1 produces 7 words that are associated with the group sorry in 9 dialogs, while O11 produces 0 instances of such word forms. A full list of all word groups can be found in Table IV .
Word groups were defined with a view to ASR and language modeling. In particular, we wanted to know how often people used words that were not directly relevant to the task, words that are politeness markers, synonyms for straightforward yes/no answers, or words that indicated meta-communication about the dialog. Such material can be difficult for a speech recognizer to process. Compare the two dialogs in Figure 5 . The first dialog is no problem for a standard language model. The user answers the simple yes/no question with one of the two expected keywords, "yes". Such single-word utterances, especially if they consist of frequent responses such as digits or yes/no, can be detected extremely reliably. Moreover, the utterance contains no extra material. · 2: 13 Table I . List of User Speech Acts Speech Act Description Accepting / Rejecting System Suggestions accept info user accepts option suggested by the system accept info yes user accepts option by saying "yes" accept info null user implicitly accepts option suggested by the system accept info prevprovided user accepts option that s/he previously provided accept info yes prevprovided user accepts option s/he previously provided by saying "yes" accept info null prevprovided user implicitly accepts option s/he previously provided reject info user rejects option suggested by the system reject info no user rejects option suggested by the system by saying "no" reject info null user rejects option suggested by the system confirm pos user confirms an option when asked for confirmation confirmimplicit pos user continues w/ dial. after implicit confirmation by system confirm neg user rejects an option when asked for confirmation yes answer user answers "yes" to system question no answer user answers "no" to system question Correcting System / Indicating Misunderstandings correct info user corrects system information correct info no user corrects system information using a negative correctblock info user corrects previously provided info about options that are not possible signal misunderstanding user signals that system has misunderstood previous utterance request info request for help, clarification, or repetition
Taking Initiative provide info user provides information about possible options provideblock info user provides information about options that are not possible reprovide info user reprovides information in the same utterance or turn reprovide info overall user reprovides information for slot that has already been filled reprovide info overall notfilled user reprovides info for slot that has not been filled yet reprovideblock info user reprovides info about options that are not possible reprovideblock info overall user reprovides info for slot already marked unavailable repeat info user repeats info given by system in explicit/implicit confirmation repeatblock info user repeats info about options that are not possible repeat info misunderstanding user repeats information as a reaction to a misunderstanding Social Interaction with the System acknowledgement user shows that s/he can understand system social social interaction with the system, e.g. "goodbye", "thank you" stall wizard user asks the wizard to wait
In the second dialog, the user uses a four-word phrase to signal an affirmative answer and proceeds to engage in meta-communication and provide two pieces of additional information, one of which is not relevant to the task at hand (appointment scheduling). If the system only expects a yes/no answer, it will If the system has access to a richer grammar of affirmative and negative responses, it might be able to map "that's great" to a "yes" answer. But in order to answer the user fully, the ASR component needs to be able to recognize at least key words such as "Tuesdays", "Wednesdays", and "understand", the NLU engine would need to detect the two subsequent speech acts and extract the relevant information, and the DM component would have to select a reaction that indicates whether the system can understand the user. 
METHOD
In this study, we examine whether our users can be divided into groups based on their interaction style. Each user is represented by a data point that is specified by the frequency of a number of features as defined in Section 3. Underlying structures in datasets can be found using clustering methods. Clustering is used to partition a given dataset into groups such that each item in the original dataset belongs to exactly one group, and items in each group are more similar to each other than to items in other groups. There are many techniques for finding groups in data that differ both in the way the clusters are created and in the way in which the quality of the resulting clusters is judged [Webb 2002] . In this study, we used seven classic methods that have complementary strengths and weaknesses.
Cluster Analysis
The groups that are found through cluster analysis can be affected by many factors: presence of outliers, normalization of data, distance metric used, presence of irrelevant features, the clustering algorithm itself, and the metric for determining cluster quality [Webb 2002; Tan et al. 2005] . Quality metric, relevant features, and outliers were determined once at the beginning of the analysis. The remaining aspects, data normalization, distance metrics, and clustering algorithm, were systematically varied using the R package ClusterSim [Walesiak 2008 ]. In total, we examined 560 combinations of parameters per feature set.
4.1.1 Quality Metric. As our quality metric, we chose Rousseeuw's Silhouette measure [Rousseeuw 1987 ]. This metric favors compact clusters that are well separated. Let a(i) be the average dissimilarity between i and all other items in A, and b (i) the minimum dissimilarity between i and the nearest member of the cluster B that is closest to A. Then the silhouette of a data item i from cluster A is defined as
The silhouette of a cluster A is the average silhouette of all data points i ∈ A, and the silhouette of a given set of clusters C is the maximum of the silhouettes of each cluster A ∈ C. As a rough guide, overall silhouettes of 0.71 and higher indicate that a very reliable structure has been found, while values between 0.50 and 0.70 indicate that a reasonable clustering has been detected [Rousseeuw 1987 ].
4.1.2 Outliers. Outliers in the dataset can skew the clustering such that we end up with several tiny clusters that consist of the outliers, and one big cluster that contains the rest of the dataset. Such an analysis completely obscures any more detailed structure in the main dataset. Therefore, as a first step, outliers need to be detected and removed before proceeding with analysis.
4.1.3 Feature Sets. Each user is represented by one feature vector. All feature values except for the average frequency of word forms and distinct speech acts are counts. These counts represent the total number of occurrences of a feature in all dialogs recorded for a given user.
We tested four feature sets.
-Dialog. Measures of conversation length and frequencies of characteristic actions as given in Table II . -Speech Acts. Number of occurrences of speech act groups as given in Table III . -Words. Number of occurrences of word groups as given in Table IV. -All. Combination of all three feature sets.
These feature sets were derived from the features reported in through a combination of a priori considerations and inspection of the feature value distribution. Word and speech act groups that only occurred in very few of our 447 dialogs were excluded. Features that only occurred in dialogs from a small number of users were included if they were of theoretical interest.
The frequency distribution of many features is highly skewed. Take, for example, the number of times when users provided information about times and days that they cannot make (blocking). We only find blocking in dialogs from 7 users, all of whom are older. Five of these users block less than 3 times in all 9 dialogs, while one user provides 52% of all instances of blocking. 6)).
4.1.5 Distance Metric. The distance metric defines the extent to which two items i and j are similar. Many of our features do not occur in at least 20% of · 2: 17 our users, which means that they have an absolute frequency of 0 for that user. This can greatly skew distance measures. Therefore, we transformed the n× m matrix of feature values, where n is the number of features and m the number of users, into the corresponding covariance matrix. In our experiments, we compared five distance metrics: Euclidean distance, squared Euclidean distance, Manhattan distance, Chebyschev distance, and the General Distance Measure [Walesiak 1999; Jajuga et al. 2003 ]. The first four distances can be found in standard textbooks [Webb 2002, Appendix A] . The General Distance Measure was designed to accommodate ratio-scale, interval-scale, and ordinal data. Here, we used GDM1, the version for ratio and interval-scale data. Let x ij be the value of feature j for object i. Then the GDM distance between two objects i,k is given as
4.1.6 Clustering Method. There are many different clustering methods. In this section, we will only discuss the methods used in our study as implemented in the ClusterSim package; for a more detailed overview, see, for example, Kaufman and Rousseeuw [1990] and Webb [2002] .
We tested seven methods: six hierarchical methods and one partitioning- All six hierarchical methods are agglomerative. They start with a partitioning of the dataset where each data point is assigned its own cluster. In each step, the two nearest clusters are merged until the data is represented by one single cluster. The clusters can be represented as a binary tree where each node is associated with a cluster. Each internal node n has exactly two daughters d 1 , d 2 . When we join the clusters which are associated with d 1 , d 2 , we get the cluster associated with n. In order to partition a dataset into x clusters, we simply cut the tree at the appropriate height. Figure 6 shows the dendrogram for a sample clustering of our dataset.
The six hierarchical methods differ with respect to the rule used to determine the distance between clusters. For single linking, the distance between two clusters A, B is taken to be the distance between the two nearest data points. Single linking favors elongated clusters; it is less well suited to detecting compact, globular structures [Tan et al. 2005] . In complete linking, the distance between the two farthest data points is used instead.
Average linking uses the average distance between data items, while centroid linking is based on the distance between the cluster means, and median linking determines the distance between clusters by calculating the distance between cluster medians. Complete, average, centroid, and median linking favor compact, globular clusters. Median linking is useful if some of the clusters have a small diameter compared to others [Webb 2002] . Ward clustering uses a slightly different approach. The core measure is the sum of squares of dissimilarities between data points. The lower the sum of squares, the more similar the cluster items. In each step, the algorithm merges those two clusters that yield the new cluster with the smallest sum of squares. Thus, the Ward algorithm also favors very compact clusters. [Kaufman and Rousseeuw 1990 ] follows a different strategy. Whereas the hierarchical approaches discussed earlier yield a sequence of possible clusters, in PAM, the desired number of clusters k is one of the inputs into the algorithm. Briefly, for each cluster, the algorithm systematically searches for one data item that represents the center of the cluster, the "medoid". Data points are assigned to the cluster that is associated · 2: 19 with the nearest medoid. PAM is a variant of classical k-means approaches to clustering. From a design perspective, it is useful for defining "typical" users.
Partitioning around medoids (PAM)
RESULTS
Interaction Style Groups
Before running the clustering algorithms, the dataset was examined for outliers using Principal Component Analysis (PCA, R method prcomp with scaling and centering of feature values [R Development Core Team 2008] ). All 34 features present in the full dataset (All) were used in the analysis. The first two principal components covered 61.9% of the overall variance. When plotting the dataset against the first two principal components, two outliers were identified and removed from the dataset for all subsequent cluster analyzes. Both of these outliers were older users. This leaves us with a dataset consisting of 48 users, leaving us with 24 older and 24 younger users.
In the next step, we determined optimal clustering methods for each of the four feature sets, All, Dialog, SpeechActs, and Words, using ClusterSim. The best combination for each dataset is shown in Table V . For an explanation of the relevant parameters, see Section 4. The preferred normalizations are Weber standardization, which relies on medians, and normalization to [-1, 1]. The preferred distance measure was always the General Distance Measure. The silhouette values indicate that the clustering algorithms found a reasonable structure. It is interesting that the best methods alternate between single and complete linking, since the first favors long, straggly clusters and the second compact, globular clusters. The explanation lies in our dataset: As Figure 7 shows, one of the two clusters is very compact, an ideal candidate for complete linking, while the other is long, extended, and fuzzy, the type of cluster that single linking detects very well.
In order to determine the number of clusters, we examined the ten best solutions for each of the four feature sets. 75% of the best solutions are for two clusters. The remaining solutions are five-cluster solutions when clustering on dialog-level data only. This strongly suggests that there are indeed two groups of users in the data. Therefore, we chose two-cluster solutions for all four feature sets.
In the next step, we identified the users that belonged to each of the two clusters. First, the dataset was clustered four times, once per feature set, using the best algorithm and settings for this particular feature set. We then compared the clusters that users were assigned to. There was considerable overlap: For 85% (41 out of 48), the four cluster analyzes agreed. Of these unambiguous cases, 19 were older users and 22 younger users. The first cluster contains 12 users, while the second group consists of 29 users. The high level of agreement indicates that our cluster analysis is uncovering a real structure in the data, not imposing a spurious order. Of the users that could not be assigned reliably, taking a majority vote assigns 3 to cluster 1, and 3 to cluster 2. Only one user cannot be assigned to a cluster by majority vote. Figure 7 shows the distribution of all 50 users along the two first principal components identified by the PCA. The 6 users that were assigned to clusters by a majority vote are marked with a "?". Four of these users are at the boundary between clusters, while the two older users who are potentially in cluster 1, are at the outer boundary of this cluster. The single user for whom no decision can be made sits at the boundary between the two clusters. The two outliers, who are not marked with a cluster label, are older users who are firmly on the side of cluster 1. They may well be "extreme" users in the sense of Pullin and Newell [1997] .
In order to establish the characteristics of these two clusters, let us now consider the 41 unambiguous cases. Table VI shows the distribution of age groups across clusters. While almost all of the users in cluster 1 are older (92%), a significant proportion of the older users are in cluster 2, which is dominated by younger users. The clusters cannot be completely segregated by age. This is a key result: Older users differ greatly in how they interact with the simulated systems. Although cluster 1 is dominated by older people, with a lone younger straggler, 8 older people have been assigned to cluster 2 because they appear to behave very much like younger users. This number corresponds to two-fifths of the older people in our unambiguous sample of 41 cases and a third of our original sample of 26 users. Figure 7 shows all users and their associated clusters. We see that cluster 2 is very compact and well defined, while cluster 1, which is mostly populated by older users, is highly diffuse, just as we would expect from the literature on aging (refer to Section 2.4.1).
In the following subsections, we analyze the behavior of the users in each cluster in detail. Once typical patterns of behavior have been identified (Section 5.1.1), we turn our attention to older users. In particular, we would like to know in what respect the older users in cluster 2 differ from the older people in cluster 1, which consists exclusively of older users (Section 5.1.2). We also examine whether there are any age-related differences in interaction style within cluster 2, which contains a mix of older and younger users (Section 5.1.3).
In order to get a clear picture of the characteristics of each cluster, the analyzes presented in the rest of this section are restricted to those 41 users that could be assigned unambiguously to one of the two clusters. Since cluster analysis is an exploratory technique, it is wise to be conservative when using its results for further analysis. However, as Figure 7 shows, most of the remaining users are very close to one of the two clusters, and the older users who have been marked as outliers are "extreme" examples of cluster 1. Indeed, when repeating our analyzes with all users, classifying the two "extreme" users and the undecided user into cluster 1, we obtained very similar results to the ones reported here. 5.1.1 Cluster Characteristics. The differences between the two clusters are illustrated in Table VII . Users in cluster 1 need more turns to complete the whole set of nine dialogs. They also produce roughly three times as many individual words and twice as many individual speech acts as users in cluster 2. During their interaction, they use a richer vocabulary, and a more varied repertoire of speech acts. Despite this, the token/type ratio is similar between clusters. Users in cluster 1 are also more likely to use confirmations, ground information, and take the initiative in providing additional information.
The additional speech acts seen in cluster 1 users can be classified into four groups, next described.
-Managing Information. Users from cluster 1 are significantly more likely to provide additional information about aspects of the appointment. They do this around 15 times during the whole set of 9 dialogs, while users from cluster 2 only give unprompted information once or twice during all 9 interactions. Cluster 1 users are also more likely to ground slots that have already been filled by the system. -Being Sociable. Users from cluster 1 are more likely to interact socially with the system. They produce an average of around 33 social speech acts during all 9 dialogs (more than 3 per dialog), whereas cluster 2 users only produce 5 speech acts of this type in 9 dialogs (less than 1 per dialog). -Repeating Information. Users from cluster 1 are more likely to to repeat information that comes from the system (repeat) and from themselves (reprovide). While cluster 1 users do this on average seven times during their interactions with the nine SDS, cluster 2 users almost never repeat information. -Garbage. Users from cluster 1 are more likely to produce uninterpretable utterances. On average, six utterances from a typical cluster 1 user are classified as garbage, compared to less than one utterance from a typical cluster 2 user.
This suggests that, overall, cluster 1 users are more likely to actively manage the interaction as they would try to manage the interaction with a human · 2: 23 receptionist. They provide information that they expect the system to process, even though all dialogs are system-initative and system questions are specifically designed to elicit brief, factual responses. Cluster 1 users are also more likely to repeat information and to produce problematic utterances.
As we can see in Table VII , the additional vocabulary that characterizes cluster 1 falls into four distinct groups:
(1) affirmative answers couched in terms other than forms of "yes" (category positive); (2) social expressions such as "thanks", "bye", and "please" (categories thanks, bye, please); (3) communication about the discourse, about the user's internal reasoning processes, and about reasons for the users' decisions (category meta); and (4) modal expressions and qualifiers (categories modal, qualifier).
Cluster 1 users are also far more likely to use nonwords such as backchannels or filled pauses.
Most of the modals and qualifiers are part of polite idiomatic expressions signaling levels of preference, such as "I would like to" or "I can make" or "I would rather". This is in addition to variants of "no" and "yes". Cluster 1 users are also more likely to follow social conventions in bidding "good-bye" to the system, adding "please", or thanking the system. However, they are as unlikely as cluster 2 users to apologize or greet the system with "hello".
To summarize, users who belong to cluster 1 have an interaction style that can be characterized as sociable, chatty, and communicative. In contrast, users from cluster 2 are more terse and dispense with many of the social niceties that would be expected in conversation with a human. In the following discussion, we will characterize these two tendencies with the keywords "social" (for cluster 1) and "factual" (for cluster 2). These keywords are solely intended as descriptors of user behavior; they should not be taken to allude to stereotypical views of older users. Table VIII presents the differences between older users in the Social and older users in the Factual cluster. Overall, the differences between the two groups of older users mirror the differences between the two clusters. However, there are a few commonalities across clusters. Older users from both clusters are less likely to use "yes", and more likely to use alternatives to "yes" (category pos) for affirmative answers. They are also equally likely to use grounding speech acts, and to repeat information. In addition, they share a tendency to use words associated with talking about the dialog (category meta). Table IX shows that the behavior of older "factual" users barely differs from that of younger "factual" users. The only significant difference is the number of affirmative expressions other than "yes" (pos). Weakly significant differences include the amount of metacommunication, where "factual" older users behave like their more "social" counterparts, the number of turns, which is higher for older users, and the number of distinct speech acts.
Social Older Users versus Factual Older Users.
Age-Group Differences Between Factual Users.
Users Adapting to the System
Another interesting aspect of interaction style is the extent to which users adapt to the system. As we have seen in Section 2, people tend to change how they speak when they interact with another person, and this accommodation may even extend to artificial interlocutors. It is difficult to assess whether our participants changed their behavior in response to the system, since they were presented with nine system variants and only had one conversation with each of these. However, the systems were very similar in several key aspects.
-Discouraging User Initiative and Overanswering. The dialogs were tightly scripted. Users were required to react to options suggested by the system. By default, options were generated randomly. Information that the system had not explicitly asked for was not taken into account. This is typical of system-initiative SDS and a very common way of making systems more robust. Moreover, the "wizard" was unable to overtly acknowledge or repeat · 2: 25 back additional information offered by the user, because there were no message templates for such utterances. Thus, users should provide less additional information in the later dialogs than in the earlier ones. -Factual System Prompts. All prompts were designed to be neutral, clear, and concise. In addition, the "wizard" was unable to react to social chitchat. Thus, users should be less likely to use social dialog acts and words associated with interpersonal interaction in the latter dialogs.
We identified six markers that are relevant to these two points and occur reasonably frequently in the data: the frequency of provide * and reprovide * speech acts (taking initiative and overanswering), the frequency of social speech acts, and the respective frequencies of the three word groups "thanks", "bye", and "please". The number of occurrences of each of these markers in the first three dialogs was compared to their frequency in the last three dialogs. Since the sequence of dialog systems was randomized for each user, the distribution of conditions in the first three dialogs and in the last three dialogs is the same (Wilcoxon test, p< 0.9). Hence, it is feasible to statistically compare aggregate data from these two groups of dialogs. Figure 8 shows a sample dialog where the user both takes the initiative and includes many social elements. This particular exchange took place right after the start of the dialog, after the system greeting. We see three social speech acts: The user greets the system with "good morning", qualifies a request with "if at all possible", and asks for confirmation with "thanks".
The user also provides four pieces of information (hence the four provide info speech acts), namely day and time for two alternative appointments. Figure 9 comes from the next stage of the dialog, where the half-day is agreed. The user explicitly accepts one of the options, Friday morning, but then goes on to specify a time slot that is impossible (provideblock info) and a time slot that is suitable (provide info).
The results are summarized in Tables X through XII. The tables show mean differences in frequency between the first and the last dialogs. Table X shows changes in behavior by cluster. Users in the Social cluster only become less likely to sign off with "good-bye". Users in the Factual cluster, on the other hand, change their behavior in the expected direction: less overanswering, fewer social speech acts, fewer social responses. When we unpick this tendency further, we notice a clear difference between older users in the two clusters (refer to their interaction style to the system than older users in the Social cluster. Within the Factual cluster, older users again behave much like younger users (Table XII) .
Predicting Older Users' Interaction Style
Now that we have identified two very distinct patterns of interaction style, it would be useful to find a way of determining which group a given user will fall into. The obvious candidate is age. If we assign users to clusters by majority vote, then almost all younger users (96%) belong to the Factual cluster. So, for younger users, age group predicts interaction style fairly well. Older users, on the other hand, are split. 35% of the 26 older users are in the Factual cluster, either unambiguously (8 users) or by majority vote (1 user).
In order to attempt to predict the interaction style of an older user, we now look for significant differences in cognitive abilities and demographic variables. There is a slight difference in chronological age between older users in the two clusters (Social cluster: M=67, SD=9.5 years, Factual cluster: M=62, SD=5.8 years), but this is not statistically significant (Kruskal-Wallis test, p<0.21). There is also no significant difference in gender distribution (p<0.37) or years of education (p<0.45) between older users in the Factual cluster and those in the Social cluster. This leaves us with our last potential explanatory variable, cognition. As Table XIV demonstrates, none of the four aspects of cognition we tested can account for differences in interaction style, even though younger and older users in the Factual cluster differ significantly on all cognitive measures except SentSpan (Table XIII) . 1 We will discuss this finding in the context of the literature on cognitive aging and social cognition in Section 6.
Interaction Style and Usability
Now that differences in interaction style have been firmly established, the final question is: Do they affect usability? Since the two interaction styles require, at the very least, different language models, usability of a full SDS will definitely suffer if the social users cannot be accommodated, especially given that these users are the least likely to adapt their behavior to the system. Even in our WoZ experiments, where speech recognition and language understanding are near perfect, we can detect important differences in usability between the two groups. First, we examine task success. Overall, users in the two clusters do not differ significantly in terms of task success (Kruskal-Wallis test, p<0.441 not significant). Looking at each cluster in turn, we found no significant effect of dialog strategy on performance. This fits well with our previous analyzes of the complete dataset .
When it comes to efficiency, on the other hand, we find very clear differences between the clusters, as we have discussed earlier. "Social" users take significantly longer to reach their goal than "factual" users (refer to Table VII) .
The clusters also differ in terms of user satisfaction. Table XV shows the main significant differences in user ratings between "social" and "factual" users. We examined differences in ratings for all 38 interval-scaled and ordinal items in the questionnaire, excluding the binary perceived task completion. "Social" users are invariably more negative than "factual" users. They notice · 2: 29 that the systems do not react to their initiative, and rate the systems as less friendly and natural. They also report greater effort in using the system, and are significantly less satisfied overall and less likely to use the system again.
These judgements are tied to interaction style, not to age. When we examine differences between older and younger users in the Factual cluster (Table XVI) , we see that, overall, older users are more positive than younger users. They are more likely to rate the system as being like a human and natural, while younger users show some frustration with the length of dialogs.
In summary, these analyzes show that it is not primarily age that affects key aspects of usability such as efficiency or user satisfaction. Instead, it appears to matter whether the system can accommodate the user's interaction style. 
DISCUSSION
Our analysis yields the following answers to our research questions (Section 1).
(1) Can users be categorized into distinct groups? Yes. The interaction style of older and younger users falls into two main groups, a "social" group which is characterized by more interpersonal communication, higher verbosity, and great variability between users, and a "factual" group that is characterized by the ability to adapt to the system, a concise communication style, and fairly uniform behavior.
(2) Can the interaction style of older users be predicted? Not from the data available to us. Whether a user falls into the "social" or the "factual" group cannot be predicted by age, gender, years in education, or cognitive abilities. Although older users dominate the "social" group, and younger users the "factual" group, a considerable minority of older users behave like younger users. (3) Does interaction style affect usability? Yes. Interaction style affects efficiency and user satisfaction: "Social" users are less efficient and less satisfied with the system, which is tailored to the "factual" interaction style.
Our "social" older users conformed in several ways to the predictions made by research into aging. In terms of language production, they were more likely to supply additional information, which led to a more complex discourse. They also used a richer vocabulary. In terms of social cognition, they did not adapt to the very formulaic interaction offered by the system; instead, they tended to interact with the computer as they would with a human. This includes politeness markers and social speech acts that are not only unnecessary, but also likely to severely confuse an actual end-to-end SDS. Our "factual" older users, on the other hand, did not conform to these predictions at all; in fact, they were virtually indistinguishable from younger users.
Implications for Research
These results illustrate the need to include a wide variety of users of all ages in datasets for research into speech and language interfaces. Since older users may well behave just like younger users, it is important to recruit a substantial range and number of people. All five components of SDS will benefit greatly from corpora that contain a substantial number of older users. For illustration purposes, we discuss one aspect in depth, building statistical models for simulating user behavior [Schatzmann et al. 2006] .
User simulations are a cornerstone of statistical approaches to spoken dialog systems. Data collection with real users requires substantial time and effort. In addition, every time a dialog strategy is modified, all experiments with human users must be restarted from scratch. Simulated users, on the other hand, allow different dialog policies to be tested efficiently and cost effectively. Using statistical techniques for learning dialog policies with simulated users enables exploration of strategies that are not present in existing corpora of human-machine dialogs. The systems can then learn new and potentially better dialog strategies.
What constitutes a good user simulation model is still an open question [Schatzmann et al. 2006; . It is generally accepted in the field that the more diverse the available data, the more likely it is to train simulated users that capture realistic user behavior [Schatzmann et al. 2006] . Therefore it is important that simulated users are trained on large corpora representative of a wide range of user behaviors. Current corpora used for training simulated users, such as the DARPA Communicator corpus of flightbooking dialogs , do not appear to have been designed to ensure older people are sufficiently represented. It would be interesting to see whether a group similar to our Social users can be found in the DARPA Communicator corpus.
Our data is also restricted by the fact that our simulated systems were strictly system-initiative. We chose this approach because the original cognitive psychology experiment demanded that all users be exposed to the chosen dialog strategy several times during the dialog. We achieved this by imposing a clear, inflexible structure on all dialogs. However, as we have seen, our "social" users did not take kindly to this fixed, system-initiative structure. Thus, we hypothesize that a mixed-initiative approach would lead to higher efficiency and greater user satisfaction for this user group. Although welldesigned mixed-initiative dialog systems can outperform comparable systeminitiative dialog systems in terms of both user satisfaction and task efficiency [Chu-Carroll and Nickerson 2000] , in practice, any mixed-initiative system that is tested with older users should also include system-initiative dialogs because these are a useful fall-back strategy for error recovery [Chu et al. 2007] .
We recognize that our results are limited by the characteristics of our participant pool. Overall, both younger and older users were highly educated. Since the majority of older users were recruited from the participant pool of the Department of Psychology, University of Edinburgh, they may well be unusually open to experience and interested in technology. We would expect to find similar clusters in a more diverse population.
Another open question is whether the interaction style of older users can be predicted from user characteristics, and if yes, from which. The only predictor we found, age, was unreliable, and cognitive abilities did not explain any of the remaining variation. There are three additional candidates for predictors which we have not considered yet: attitude to technology, personality, and social cognition. Measures such as computer anxiety and computer self-efficacy affect whether older people will use technology [Ellis and Allaire 1999; Czaja et al. 2006] . Computer anxiety has been shown to affect the efficiency with which younger and older people perform computer-related tasks [Mahar et al. 1997; Laguna and Babcock 1997] . Personality is not only linked to computer anxiety, it also affects a person's interaction style, in particular in terms of vocabulary [Mairesse et al. 2007; ]. Social cognition, in particular the capacity for theory of mind, is potentially even more important. Our "social" older users not only treated the computer system more like a human than like a computer, they were also less likely to adapt to the system's interaction style.
Implications for Design
Our "social" users pose real challenges for system design. They are more likely to use synonyms for simple answers such as "yes" or "no", more likely to ask for help and use meta-communication, more likely to be sociable, and more likely to supply the system with information that it cannot process. In related work on the present corpus, we have shown that the ASR component will need more sophisticated language models to accommodate the additional vocabulary [Vipperla et al. 2009 ]. The NLU module will require adequate strategies for · 2: 33 identifying and discarding irrelevant material. However, due to the added complexity, such ASR and NLU systems are also more likely to fail. It remains to be seen whether the benefit of adapting to the user's preferred interaction style outweighs the added cost of error recovery dialogs and task failures. Other useful measures include using task-specific help prompts early on in the dialog [Zajicek et al. 2004; Wolters et al. ms] , improving problem detection , and better error recovery [Skantze 2005; McTear et al. 2005] . It also remains to be seen what happens when our "social" users are faced with an end-to-end dialog system that is unable to process social speech acts and unexpected provision of information. It is not clear whether these users would be able to adopt a more effective interaction style, or whether they would give up in frustration. We would expect to see both outcomes.
In terms of dialog management and language generation, our usability results suggest that "social" users expect the system to adapt to their interaction style. This may mean that system prompts and messages need to be more polite and that the system may well benefit from adding appropriate social dialog acts. Note that such changes could be counter-productive for "factual" users, who value efficiency highly.
Based on our results, we would also caution against using a uniform "older people strategy" for all older users. Our "factual" older users actually slightly preferred the pared-down highly efficient systems they were presented with (Table XVI) . As for the "social" cluster, the behavior of users in this cluster is highly variable (see Figure 7) . This supports the user-sensitive inclusive design strategy of Newell and Gregor [2000] . The most extreme users are the most verbose ones with the largest vocabulary. A SDS with which these users can interact successfully should be able to handle most of the users in the "social" cluster relatively easily.
If designers prefer to work with "representative" users, these can be found with the pam cluster method. For all four datasets, pam led to reasonable partitions of the dataset. A solution based on this clustering technique was among the top four algorithms for each feature set.
CONCLUSION
In this article, we have shown that being old does not necessarily mean acting old. Even though older users were more likely to have a "social" interaction style than younger users, a sizeable proportion of older users preferred the same "factual" interaction style as younger users.
We plan to annotate the corpus further to allow more detailed analyzes of both language and usability. This should yield additional insights into the relation between interaction style and usability. Linguistic analyses will include part-of-speech tagging and basic syntactic analysis, while usability annotations will focus on problems and misunderstandings. They will be annotated using the schema outlined by Möller et al. [2007] . We will also run more detailed acoustic analyses to investigate the function of disfluencies and look for evidence of language production difficulties such as word finding problems.
It remains to be seen whether the clusters observed in our dataset can be replicated in other domains with more challenging tasks, and to what extent including full ASR and NLU will affect users' behavior. To this end, we plan to collect and analyze a corpus of interactions between older and younger users and a flight-booking system [Winterboer and Moore 2007; Moore et al. 2004] . For this experiment, the test battery will be expanded to cover some of the potential influences on interaction style discussed in Section 6.1 such as computer anxiety and theory of mind.
Finally, our findings need to be verified against deployed systems in the field. Ai et al. [2007] found that both word use and dialog act frequency differed between participants in laboratory experiments and real users in the field. For example, real users were more likely to request help than participants in experiments. It remains to be seen whether our "factual" older users would be just as factual in the real world, or whether they are likely to at least partially revert to a more "social" interaction style.
