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ABSTRACT
Quantum annealing represents an essential milestone towards the goal of univer-
sal quantum computing. While quantum annealing likely may not be as powerful
as universal quantum computing, it may be better than classical algorithms. One
important quantity that is useful for predicting the scaling of a quantum annealing
calculation is the scaling of the minimum gap with problem size or the dynamic expo-
nent. We show how one can use imaginary time dynamics combined with finite-size
scaling to extract the dynamic exponent. Since one can calculate imaginary time
evolution using methods like quantum Monte Carlo or matrix- and tensor-product
states, one can calculate the dynamic exponent accurately.
In physical realizations of quantum annealing, there are still questions as to the
role of quantum fluctuations in the operation of a device given the short coherence
times of the individual qubits. These questions have consistently posed a challenge
to theoretical physics, making it challenging to interpret experiments. We propose
using dynamic finite-size scaling to understand the nature of the fluctuations in a
device. By performing a systematic study comparing simulated classical and quantum
annealing of the 2D Ising model, we find a difference in the scaling exponents between
vi
the two types of fluctuations. We then study the behavior when performing quantum
annealing with decoherence observed in a physical device as a small amount of noise in
the transverse-field of each qubit. We compare the model to a system of manufactured
qubits produced by D-wave Systems. We extend the dynamic finite-size scaling to
capture the competition between quantum fluctuations of the transverse-field and
bit-flip errors from the noise. We argue that the weak noise model is more consistent
with the device. These results imply that at the very least, the diagonal probabilities
in the density matrix of the system are more robust against noise compared to an
isolated qubit. Using this finite-size scaling, one can diagnose sources of noise in the
system. Hopefully, in the near future, these devices will not only be realizing coherent
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One of the major platforms purposed for quantum computing is adiabatic quantum
computing. With the technology available today we are beginning to see the first
generation of adiabatic quantum computers using a process which is called quantum
annealing (QA) [1] realized through arrays of superconducting qubits [2, 3, 4, 5, 6, 7].
QA has been purposed as a method of optimizing cost functions generated by discrete














In some applications the goal is to find a low energy spin configurations of Hcl while
in others the computation is encoded in the ground state of Hcl [8]. In order to
get low-energy solutions to Hcl one introduces another quantum operator Hq which
does not commute with Hcl and evolves the quantum system with a time-dependent
Hamiltonian which interpolates between the quantum and classical Hamiltonians
H(t) = A(t)Hq +B(t)Hcl. (1.2)
Typically A(t) and B(t) are defined such that, over some time tQA, B begins at zero
and increases while A starts out at some finite value and decreases to zero. The
hope here being that, because of the quantum adiabatic theorem, as one takes tQA →
∞ the annealing protocol will produce a wavefunction which approaches a ground
2
state of Hcl, hopefully on time scales which will out-perform classical computers
[9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. In most practical applications,
a uniform transverse field is used to generate the quantum fluctuations, e.g. Hq =∑
i σ
x
i ; however, this is not necessary. Numerical experiments have shown that other
terms can lead to better results when added on top of the transverse field [23].
From a Physics perspective, QA is a really interesting problem to study as it
involves the dynamics of a large number of strongly coupled quantum degrees of
freedom. However, for almost all variations of Hcl, our understanding of QA is
very limited due to the absence of numerical and analytical methods to solve the
time-dependent Shcrödinger equation (TDSE) in this regime. On top of this, in
actual devices one also has to understand decoherence effects from the bath, e.g.
open quantum system. The dynamics of open quantum systems is not just relevant
for QA arrays of superconducting qubits, but has wider applications across many
experimental platforms realizing “synthetic quantum matter”, including: ultracold
gases [24, 25, 26, 27, 28, 29] and photonic systems [30, 31, 32, 33, 34], trapped ions
[35, 36, 37, 38, 39, 40, 41], etc.
The goal of this dissertation will be to try and address some of these problems
related to the interplay between QA and decoherence touching on a few aspects. It
is generally understood that the scaling of the minimum energy gap along the QA
protocol sets how scaling of the QA algorithm with system size (problem size). In this
dissertation we have developed a method which can calculate the scaling of the gap in
a quantum many-body system which can be simulated using quantum Monte Carlo
(QMC). This is accomplished by calculating the dynamics of the system in imaginary
time, see Chapter 2 for more details.
Next, using numerical techniques, we explore QA in the context of a particular
class of Hcl, namely the ferromagnetic Ising Hamiltonian in on a one-dimensional (1D)
3
chain, and in the two-dimensional (2D) square lattice. The quantum fluctuations we
consider is simply a uniform transverse-field meaning that the 1D chain and 2D
square lattice correspond to the 1D and 2D transverse-field Ising model (TFIM)
respectively. These two models have a second-order phase transition at some critical
value of the transverse-field which makes them particularly interesting for QA. When
performing an adiabatic quench through a second-order phase transition, various
quantities have been shown to have power-law scaling with velocity. Both classical
(stochastic dynamics) and quantum settings show this algebraic dependence with
velocity, the exponents predicted by the Kibble-Zurek mechanism (KZM) [42, 43,
44]and the generalization of the finite-size scaling (FSS) ansatz [45, 46, 47, 48, 49, 50,
51, 52, 53]. In Chapter 3 of this dissertation we will discuss how to solve the dynamics
of both the 1D and 2D TFIM and present results confirming the KZ scaling ansatz.
It is understood that KZM and the FSS ansatz only applies in the vicinity of the
critical point. In QA, the system is quenched through a phase transition and deep
in the ordered phase. At this point, the predictions from the KZM can break down.
In some work studying QA in the context of mean-field and integrable models, it has
been argued and shown numerically that the dynamic exponent of the critical point
determines the velocity scaling deep into the ordered phase [18, 19, 20, 21, 22, 42].
In the case of generic Hamiltonians some other works have argued that coarsening
takes place deep in the ordered phase [54, 55, 56]. However, limitations in numerical
methods have hindered a more in-depth understanding as to the role of coarsening in
QA. In Chapter 4, we study the late time dynamics of classical simulated annealing
(SA) exploring the role of coarsening deep into the ordered phase of the 2D Ising
model. We use those results to develop an analysis which allows us to gain some
insight into the dynamics of QA deep in the ordered phase of the 2D TFIM.
Today, quantum annealers are not only available in laboratories, but have entered
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an industrial production and application with the hope of using these devices beyond
the academic setting [2]. The Company D-wave systems (DW) has recently started
to grant access of some experimental knobs to remote users of their devices. The idea
being to market the use of their devices as quantum emulators to run experiments
on. For example, a recent paper used one of these devices in an impressive study of
a quantum spin-glass [7]. As mentioned before the interplay between quantum and
thermal fluctuations during QA is largely unknown and so these devices are very well
suited for running experiments to test current theories on QA in open systems.
Some progress has been made in modeling certain kinds of decoherence. In these
models, it has been shown that there is non-adiabatic behavior in the low-velocity
limit when annealing through a second-order phase transition. This effect is under-
stood as a competition between the defect reduction due to QA and the defect pro-
duction by the environment which grows as the annealing time increases [57, 58, 59].
This work gives a natural place to begin to understand the dynamics in the D-wave
devices as these predictions of these models are understood far better than in the case
of frustrated or glassy models [49]. This line of inquiry has been gaining more atten-
tion [60, 5, 61, 62], however there has not been any studies which have successfully
made a quantitative connection between theory and experiment on a D-wave device.
In Chapter 5 we can report a successful systematic FSS analysis on annealing data
of the 2D TFIM implemented on multiple D-wave quantum annealers. We compare
and contrast the annealing in the real device to a simple model of QA in the presence
of a bath and find very good agreement between the two.
While the results in Chapter 5 are promising; there are still some unanswered
questions as to the applicability of this new scaling analysis to other sources of deco-
herence. Some of the results also indicate there is complicated relationship between
the interaction of the qubits and how susceptibility individual qubits are to decoher-
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ence. In Chapter 6 we address some of these questions by performing simulations on a
more generic model for decoherence in QA and by analyzing additional experimental
data from two different devices. We look not only at the global quantities outlined
in Chapter 5 but also the local distribution of energy after the QA. We argue that




Dynamic Scaling of the Restoration of
Rotational Symmetry in Heisenberg
Quantum Antiferromagnets
2.1 Introduction
Experimental studies of interacting quantum systems are increasingly focusing on
non-equilibrium setups, e.g., driving cold atom systems or electronic materials dy-
namically through various finite temperature and quantum phase transitions [63,
64, 65, 66, 67, 68, 69, 70]. Theoretical modeling of systems under these conditions
is even more challenging than the already difficult problem of computing equilib-
rium properties of quantum systems away from perturbative regimes. Exact diag-
onalization (ED) calculations are possible for small systems, and there has been
some success in studying issues such as thermalization and many-body localization
[71, 72, 73, 74, 75, 76, 77]. Reaching system sizes sufficiently large enough for model-
ing experiments is still difficult in most cases, with the exception of some 1D systems
where the density-matrix renormalization group (DMRG) method and the closely re-
lated matrix-product states (MPS) now allow for time-evolution studies on relatively
large system sizes and long times [78, 79, 80]. For higher-dimensional systems the
challenges in real-time calculations are formidable. These issues not only apply to
condensed matter system but also apply directly to quantum computing and QA. As
such, it is important to work on theoretical methods of studying non-equilibrium in
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a generic quantum system.
Given the difficulties with real-time evolution, alternative ways to extract non-
equilibrium dynamical properties of quantum systems have been explored in the
imaginary-time domain, where QMC methods can be applied. In equilibrium, there
are solid relationships between real- and imaginary-time correlation functions which
can be exploited in numerical analytic continuation of QMC data [81]. Much less
is known about practical ways to infer real-time properties from imaginary-time cal-
culations out of equilibrium, though some progress has been made on this front re-
cently. Examples include studies of systems driven through a quantum critical point
[46, 47, 82] at different velocities or according to non-linear protocols, where KZ scal-
ing [83, 84, 85, 42, 86, 87, 53, 88] can be used to extract the dynamic exponent and
other important quantities such as the quantum geometric tensor [89, 46, 47]. An im-
portant observation here is that real- and imaginary-time evolution are identical not
only in the adiabatic limit, where both dynamics keep systems in their instantaneous
ground states, but also including the leading non-adiabatic effects. Another exam-
ple is the phenomenon of “initial slip” [90, 91, 92, 93, 94], where a random product
state is evolved by a Hamiltonian tuned to a quantum-critical point and the state
initially becomes increasingly ordered, before developing critical fluctuations and van-
ishing long-range order. The transient states produced before one reaches the critical
equilibrium state have interesting properties that can be probed in imaginary-time
[90, 91, 92]. Imaginary-time evolution has also been used to investigate the emergence
of topological conservation laws [95].
In this chapter we use the imaginary-time approach to study the relaxation mech-
anism of the order parameter in quantum antiferromagnets with O(3) rotationally-
invariant order parameters. The system, described by a Hamiltonian H, is initially
prepared in a fully saturated antiferromagnetic state with the order parameter along
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the z spin axis. Evolving this state in imaginary-time τ with the operator e−τH , the
rotational symmetry will eventually be restored marked by the expectation value of
the z component of the order parameter decaying to zero. We identify short- and
long-time behavior of the dynamics and develop theoretical and practical tools for
analyzing emergent scaling behaviors by defining an effective dynamic exponent for a
given threshold value of the z component of the order parameter. As we shall show in
this chapter, this effective dynamic exponent converges to the dynamic exponent of
the ground state as the threshold of the order parameter is lowered to 0. In addition
to delivering the dynamic exponent of the ground state, which is not very surprising
(though useful in its utility as a tool to extract the exponent in many different mod-
els which are amenable to QMC methods), we show that the asymptotic long-time,
large-system scaling behavior contains valuable information on the nature of the high-
energy states. In a clean 2D Heisenberg antiferromagnet we observe fast convergence
of the effective dynamic as the threshold order parameter is decreased, which we argue
is indicative of the expected “Anderson tower” of quantum rotor states (states which
allow for spontaneous symmetry breaking to form the zero-mode of the spinwave ex-
citations) [96]. In other words, the scaling is characterized by an constant effective
dynamic exponent z = D (D being the dimensionality of the system) for a large range
of values of the order parameter. In contrast, in a 2D system randomly diluted at
its percolation point, we find that the effective dynamic exponent increases as the
threshold order parameter goes to 0, converging toward a fixed value only when the
order parameter is small. This demonstrates a hierarchy of excitations which forms
tower governed by a common dynamic (size-scaling) exponent only at low energies.
The ultimate low-energy value of the dynamic exponent is z = 3.90(1), which im-
proves in previous estimates z ≈ 3.7 obtained using different methods [97, 98, 99].
These results reinforce the notion that lowest excitations of the system at the perco-
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lation point are not conventional Anderson quantum rotor states (Goldstone modes
[96, 100]) although the system breaks the O(3) spin symmetry spontaneously in the
thermodynamic limit [101, 102].
The outline of the rest of the chapter is as follows: In section 2.2 we will describe
the theoretical underpinnings of our approach. In sections 2.3 and 2.4 we discuss
results for the pure 2D Heisenberg model and the diluted system, respectively. We
summarize our study and provide some further remarks in section 2.5.
2.2 Relaxation and Finite-Size Scaling
As mentioned in the introduction our setup will be the following: We prepare our
system initially in a fully saturated antiferromagnetic state denoted by |ψ0〉, and
evolve in imaginary time with e−τH where H is a Heisenberg Hamiltonian describing




Si · Sj, (2.1)
with Si being a spin-1/2 vector operator at site i, and the sum over 〈ij〉 representing
a sum over nearest neighbors on the given graph. Because the ground state obeys
the symmetry of H we know that this initial state will not be an eigenstate of H
but it will have some overlap with the ground state, as they share the same ordering.
As the state evolves in imaginary-time it will eventually decay to the ground state,
restoring the rotational symmetry of our system. From the theory of spontaneous
symmetry breaking we know that in the limit of system size tending to infinity, a set of
excited states just above the rotationally symmetric ground state become degenerate
allowing the system to spontaneously align along a particular axis when subjected
to an infinitesimal perturbation [103, 100]. In imaginary-time this phenomena will
manifest itself as a divergence in the relaxation time to reach the ground state as the
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as a measure of the restoration of rotational symmetry as our state is evolving in
imaginary-time. The expectation value of this operator as a function of imaginary-




where |ψ(τ)〉 is the imaginary-time evolved state:
|ψ(τ)〉 = exp (−τH) |ψ(0)〉. (2.4)
Expanding in eigenstates of H, denoting the eignestates and eigenenergies by |n〉 and
εn, respectively, and defining the gap, ∆ = ε1−ε0; in the limit τ →∞, the expectation








e−∆τ + · · · , (2.5)
where cn = 〈n|ψ0〉. Since the ground state is symmetric under rotations we have that
〈0|mzs|0〉 = 0. let us define the relaxation time τr as the time where mzs(τ) drops
below some threshold mthreshold. Equation (2.5) suggests that as this threshold goes
to 0, τr ∼ 1/∆. Therefore in this limit, by calculating the scaling τr with system size,
we can infer the scaling of the low energy gap of H.
One can characterize this scaling of the low energy gap by the dynamic exponent
∆ ∼ L−z which has different interpretations depending on its value. z = 0 implies
that the system has a finite gap in the thermodynamic limit, while finite z means the
system has gapless excitations, and finally z =∞ denotes exponential scaling of the
gap. If we consider systems which have gapless excitations, a finite dynamic exponent
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implies the relaxation time should scale as a power law: τr ∼ Lz. In other words, if one
rescales the time axis by Lz, 〈mzs(τ)〉 should show scaling collapse at small mthreshold.
For some Hamiltonians there exists a large, but sub-extensive, number of low energy
states which have energies (relative to the ground state) that have the same scaling
as the low energy gap [96, 100]. The existence of these states will have the effect
that there will be a larger window of mthreshold for which this scaling collapse holds.
This is because higher order terms in Eq. (2.5) will have energy exponentials which
all scale in a similar manner with system size. This argument will be important later
when we discuss the differences between the clean and diluted 2D Heisenberg models
in later sections. We would like to clarify that the dynamic exponent in the context
models which exhibit spontaneous-symmetry-breaking of a continuous symmetry is
different from the dynamic exponent of the quasiparticle excitations which arise out
of the symmetry-broken state (e. g. dynamic exponent associated with quasiparticle
dispersion relations of the form: E(k) ∼ kz), but instead is the dynamic exponent of
the states which form the symmetry-broken state.
The preceding arguments, however, become valid asymptotically in the limit L→
∞ and so it is necessary to take into account finite size corrections if one would like
quantitative estimates for the dynamic exponent. As we will explain in the rest of this
section, it is possible to control for the effects of finite size deviations by calculating
the ”flow” of the dynamic exponent from finite-size systems in a similar manner as the
techniques used in FSS near critical points in equilibrium [104, 105, 106, 107]. Using
these methods one can extrapolating the finite-size results to the thermodynamic
limit.
To estimate the dynamic exponent from finite size systems we start by calculating
the relaxation times τr and τ
′
r (at some finite value of mthreshold) for two different
system sizes L and L′ respectively. From this, the dynamic exponent can be estimated
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by rescaling the two times by their respective system sizes such that the rescaled
results are equal:
τrL
z(L,L′) = τ ′rL
′z(L,L′). (2.6)








As L,L′ →∞, this finite size exponent will converge to what we shall call the effective
dynamic exponent (recall that mthreshold is finite) which we will denote as z∞. The
manner in which z(L,L′) converges to infinite size is determined by corrections to the
L−z∞ scaling of ∆(L). To see this, one can parametrize the corrections to the low
energy gap with correction exponents ωi:
∆(L) = L−z∞(1 + c1L
−ω1 + · · · ). (2.8)





Using this equation and Eq. (2.7) we find that z(L,L′) converges to z∞ as:
z(L,L′) = z∞ + c1
L−ω1 − L′−ω1
log(L′/L)
+ · · · . (2.10)
The equation above allows one to extract both ωi’s and ci’s needed to obtain the
scaling corrections in ∆(L). Note that we have explicitly suppressed the fact that
the effective dynamic exponent as well as the finite size corrections are functions of
mthreshold. We will revisit this functional dependence in later sections, but it is impor-
tant to recall our previous argument that in the limit mthreshold → 0, z∞ converges to
the true dynamic exponent of the model.
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In the following we will test this scaling hypotheses on two examples. First we
study the Heisenberg antiferromagnetic on the simple square lattice. The low-energy
physics of this model is very well understood and provides a good benchmark for our
scaling approach [96, 103, 108, 109]. We then go on to apply this method on the site-
diluted Heisenberg antiferromagnet on a square lattice at the percolation point, where
there have been previous studies but not as clear of a consensus as to the low energy
physics of the model [97, 98, 99]. To compute the imaginary-time evolution, we use
a projector QMC method that in practice shares many similarities with the common
Stochastic Series Expansion (SSE) method. We sample contributions to 〈ψ0|H2m|ψ0〉
and define τ = m/N where N is the total number of spins on the lattice. This time
definition is equivalent, up to a factor, to the conventional imaginary-time appearing
in the Schrödinger evolution operator [110, 111].
2.3 Clean Heisenberg Antiferromagnet
For the first example we consider the standard 2D antiferromagnetic Heisenberg




Si · Sj, (2.11)
where Si is a spin-1/2 operator at lattice site i and the sum is over nearest neighbors
on an L by L square lattice in D = 2 with periodic boundary conditions (PBC).
We set J = 1 for the rest of the chapter. This model is a part of a broad class
of antiferromagnet models on translationally-invariant bipartite lattices which are
known to have quantum-rotor like low-energy excitations [96]. These excited states
have energy levels which become degenerate with the ground state in the limit L→∞
as a power law: Erotor − EGS ∼ L−z. Here z = D is the dimension of the lattice and








































Figure 2·1: (a) Evolution of 〈mzs〉 as a function of imaginary-time
in the clean 2D Heisenberg model for different system sizes. (b) The
same data as in (a) but plotted vs τL−z (z = D = 2), showing how
the asymptotic relaxation is governed by the Anderson tower of rotor
states. In both (a) and (b) the dotted line is the magnitude of the
order parameter of the Heisenberg model in the thermodynamic limit
at T = 0. This is the value the order parameter would relax to if the
system size was infinite and would remained in the symmetry broken
ground state.
as the quantization of the global angular fluctuations of the order parameter which
in the thermodynamic limit form a basis in the ground state manifold used to create
the symmetry broken ground state which is the vacuum of the gapless spinwave




Figure 2·2: Pictural representations (not based on actual data) of the
probability density of the order parameter in a plane going through
the origin of the O(3) space. The panels (i)-(iii) correspond to the
similarly marked scaling regimes in Figure 2·1(a). The radius of the
white circle corresponds to the magnitude of the order parameter in
the ground state, and the arrow marks the average order parameter
〈mzs〉. In (i) the system is close to the initial state, where the magnitude
of the order parameter is larger than in the ground state. In (ii) the
magnitude has decayed to its asymptotic value but the direction of the
order parameter is still close to the initial one. In (iii) the system is
close to the asymptotic finite-size state with uniformly fluctuating (not
symmetry-broken) order parameter.
system sizes. In this figure one clearly sees that initially all the system sizes relax
at the same rate but then eventually break off from one another when the sublattice
magnetization reaches 〈mzs(τ)〉 ≈ 0.3, with the larger system sizes taking longer to
relax to 〈mzs(τ)〉 → 0. One may recall that in the ground state of this model the
thermodynamic value of 〈mzs(T = 0)〉 ≈ 0.307 [113] which roughly corresponds to the
value where the different system sizes begin to relax at different rates (see the dotted
line in Figure 2·1).
One can make use of the continuum field theory description of the long wave-
length behavior of this model to understand the evolution of the order parameter in
imaginary-time. The lowest energy states of the continuum field theory are uniform
in space. Since the initial state is also uniform, and the system is translationally
invariant, the evolution will occur within the subspace of uniform configurations.
The dynamics in this subspace simplify to that of a quantum particle relaxing in the
“Mexican hat” potential. Here the probability distribution of the particle in space
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represents the probability distribution of order parameter of the system. Since the
initial order parameter value is 0.5, the initial probability distribution of the order
parameter is localized away from the minimum of the potential which for the Heisen-
berg model on a square lattice is close to 0.3, as illustrated schematically in Figure
2·2(i). As the system evolves in imaginary-time the energy of the system decreases
and order parameter decays until it reaches the bottom of the potential which in the
thermodynamic limit corresponds to the the symmetry broken ”ground state”, as in
Figure 2·2(ii). However, because the system is finite, this is not a true ground state
so the energy of the system continues to decay and the mean magnetization along
the z-axis relaxes to 0 as the probability distribution spreads out over all possible
solid angles; Figure 2·2(iii). This second part of the relaxation is governed by the
rotor state as they are the states which make up the quantization of the angular
part of the order parameter (and sets the effective moment of inertia which scales as
LD, [96, 110]). We can confirm this intuition for the lattice model by observing that
in Figure 2·1(b), by rescaling the τ axis with L2 one finds that the second section
of the relaxation shows scaling collapse. A consequence of this is that in the limit
L → ∞ the order parameter never relaxes to 0 implying that the system remains in
the symmetry broken ground state.
Next let us discuss how to numerically extract the dynamic exponent from fi-
nite size data. First one must numerically determine the intersection points of
〈mzs(τ)〉 with the threshold value mthreshold required to calculate the finite size ex-
ponent z(L,L′) between two system sizes. Here we choose L and L′ = 2L, defining
z(L) ≡ z(L, 2L). To extract τr we fill a window around the threshold with QMC data
and then use a polynomial (or some other appropriate function) to interpolate the
data and numerically find the crossing point of the interpolation and mthreshold.
Next we must derive the finite size corrections to z(L) which is dependent on the
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parameterization the finite size corrections in ∆(L). For this model it is natural to
assume that ∆(L) should be an analytic function in 1/L because the model has no
critical fluctuations. keeping terms up to order L−3 in ∆(L) we find the finite size
corrections to z(L) are

















The extrapolated dynamic exponents are shown as a function mthreshold in Figure
2·3 (note that the values in Figure 2·3 are correlated because mthreshold values can be
arbitrarily close to one another). The extrapolated values of z∞ for lowmthreshold are in
excellent agreement with the analytic result of z∞ = 2. For higher values for mthreshold
the disagreement is natural because at short times the many-body wavefunction still
has an overlap with high-energy states. As the system evolves in imaginary-time (as
mthreshold decreases), the overlap with these higher energy states decay and so their
effects on the effective dynamic exponent vanish. The parameters ci’s coming from
the exponent flow give us the same coefficients which parameterize the finite size
corrections of ∆(L). Figure 2·4(a) focuses on the final relaxation time scale and more
clearly shows the finite size corrections to L−z. By including the finite size corrections
calculated from the extrapolation, we find much better scaling collapse; see Figure
2·4(b).
2.4 Heisenberg Antiferromagnet on Fractal Clusters
The second example has the same Heisenberg interactions with nearest neighbors
as the previous section, but the boundaries are no longer periodic and spins on the
sites are randomly removed from the lattice with probability 1− p. Models like this
one have long been studied to try to understand the effects of disorder on quantum
criticality [114, 115, 116, 117, 118, 101] as well as dynamical properties of fractal
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Figure 2·3: Extrapolated values of the asymptotic dynamic exponent
z∞ of the clean 2D Heisenberg antiferromagnet as a function of the
threshold value mthreshold used to perform the τ -axis rescaling.
geometries using spinwave theory and other classical models [119]. At the percola-
tion point this model has been extensively studied before and it was found that the
low energy states responsible for spontaneous symmetry breaking have very different
characteristics from that of the standard quantum rotor picture [101, 97, 98, 120, 99].
At the percolation point the diluted lattice can be split up into disconnected clusters
which have volumes that scale as Nc ∼ LDf where Df = 91/48 is the fractal dimen-
sion and L is a linear size of the cluster [121]. It has been conjectured that the low
energy states of a cluster are dominated by a generalization of the “dangling spin”
concept—local sub-lattice imbalance in a region of a given cluster [97, 98] where en
effective moment forms due to the inability of spins to pair up in a bipartite man-
ner. On a Bethe lattice geometry the same phenomena was studied using the DMRG
method [99]. In this study it was shown explicitly that there exists a set of low lying
quasi-degenerate (QD) eigenstates which remain separated from the higher energy
eigenstates by a finite size gap ∆QD, which goes to 0 slower then the spacing between
the QD states. It was conjectured that these QD states decouple from the bulk and
because they are made up of power-law localized magnetic moments which interact
19
































































Figure 2·4: Scaling collapse of 〈mzs(τ)〉 in the Heisenberg model on
a square lattice without (a) and with (b) finite-size corrections to the
leading scaling form L−z∞ . The dotted black lines denote the threshold
value along which the curves are collapsed; mthreshold = 0.07. In (a),
in the leading power-law L−z∞ the exponent is z∞ = 2.001. In (b)
the finite-size correction to ∆(L) are calculated from the fit to the size
dependence of the exponent shown in the inset.
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with each other across the cluster, as had been previously deduced based on scaling
behaviors of quantities probing the low-energy excitations indirectly [97, 98]. For this
reason, diluted Heisenberg models have a larger dynamic exponent than predicted by
the quantum rotor picture [97, 98, 120, 99].
Beyond the interesting physics of this model, the disorder should prove a more
robust test of our scaling hypothesis and method for extracting the dynamic expo-
nent. The major difference between this model and the last is the type of finite size
corrections we see. In the unadulterated 2D case, the model is very far away from any
sort of critical behavior and so the corrections are analytic in L−1 but here we can
not assume this as there are fluctuations driven by the classical percolation threshold
[101]. However, since we are only interested in extracting the dynamic exponent its
perfectly reasonable to parameterize the finite size corrections to be analytic in N−1,
where N is the number of sites making up a cluster.
To perform the dilution averaging we employ a procedure similar to what is out-
lined in Ref. [101]. Each cluster is constructed with a fixed number of sites Nc = L
Df
where we round up to an even integer to insure that the ground state can have total
S = 0. The FSS of the low energy gap is implemented in the following form:
∆(N) = N−z∞/Df (1 + c1N
−1 + c2N
−2 + · · · ). (2.13)
The finite-size flow of the effective dynamic exponents are calculated between system
sizes of length L and 2L, which implies N ′ = 2DfN , for the cluster sizes. Keeping
terms up to order N−2 in finite size corrections to ∆(N) we obtain the following























Results of a data-collapse analysis both with and without the scaling corrections are
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Figure 2·5: FSS analysis of 〈mzs(τ)〉 in the Heisenberg model on
a percolating cluster (averaged over dilution realizations). The black
dotted line denotes the threshold value along which the curves are col-
lapsed; mthreshold = 0.02. (a) shows the data collapse with the leading
behavior N−z∞/Df used for rescaling the x-axis, with z∞/Df = 2.065.
(b) shows the scaling collapse including finite-size correction to ∆(N)













Figure 2·6: Extrapolated values of z∞ averaged over dilution real-
ization for the site-diluted Heisenberg antiferromagnet as a function of
the threshold value mthreshold used to perform the τ -axis rescaling.
shown in Figure 2·5.
For our lowest value of mthreshold = 0.02, z∞/Df = 2.056(8) or z∞ = 3.90(1),
slightly larger than what was found previous studies[97, 98]. Although we may have
introduced some systematic error by assuming the finite size corrections decay as
1/N , the inset in Figure 2·5(b) shows that for the largest system size (N = 714),
z(N)/Df ≥ 2. Because our system sizes are comparable to previous studies we
know that this is not an issue of finite size effects. We also know that in imaginary-
time evolution, the weights coming from an eigenstate |n〉 relaxes on a timescale of
τn = 1/(εn − ε0), meaning that higher energy states always decay faster than low-
energy states and therefore the effective dynamic exponents must be monotonically
increasing as mthreshold → 0. This is consistent with results in the previous section




In summary we have shown that the relaxation of the order parameter in imaginary-
time can be used to quantitatively extract low-energy properties of a given model.
In particular, we have developed a scaling method which allows one to extract the
dynamic exponent by performing scaling collapse of the order parameter along the
imaginary-time axis. The imaginary-time evolution of the order parameter in a 2D
Heisenberg antiferromagnets was used as a test-case to show that one can extract
the correct dynamic exponent, which in this case is related to the Anderson tower
of quantum rotor states. We also studied the relaxation of the order parameter of
the corresponding site dilute Heisenberg antiferromagnet at its percolation threshold
and found that the scaling theory gives a dynamic exponent even larger than seen
in previous studies; z = 3.90 versus z ≈ 3.7 from Refs. [97, 98]. These results con-
form with the notion that there is a set of low-energy states due to quasi-localized
moments—“dangling spins” and their generalizations to larger regions of local sub-
lattice imbalance [97, 98].
As there are very clear numerical results that the ground state of the Heisenberg
model on the percolating cluster does indeed have long range order [101], there is
still an open question if there is a quantum-rotor tower of states in these clusters,
which presumably should be required for spontaneous breaking of the spin-rotation
symmetry in the thermodynamic limit [96, 100]. If they do exist they would have
relaxation times that would scale as LDf according to the quantum rotor picture,
however our method would not be able to isolate these states directly as it can only
extract an effective dynamic exponent originating from the mixing of low and high
energy states at short times. The fact that we see a dynamic exponent with significant
flow with the threshold value of the mean order parameter in the system—much larger
than in the unadulterated system—may in principle be an indication of the rotor
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states. However, the density of the rotor states should be much lower than the low-
energy states arising from the quasi-localized moments. The drift in the exponent
may therefore instead be related to a slowly changing dynamic exponent of these
quasi-localized states as one goes to higher energies in their tower. We believe that
this is the more likely scenario, with rotor states existing in the bulk of the cluster
but not contributing significantly to the low-energy dynamics because of their much
higher dynamic exponent and much lower density of states.
In this chapter we have only studied the spatially averaged order parameter but
in the case of the percolating clusters it could be useful to look at the local order as a
function of imaginary-time in a similar spirit as Refs. [97, 98]. One would expect that
if the localized spins are indeed decoupled from the bulk, that this would manifest
itself as very different relaxation times between the localized moments and the bulk.
One would even hope to see that the bulk relaxes to 0 on time scales τ ∼ LDf while
the decoupled moments would relax on time scales of L3.90.
The QMC methods used here to simulate imaginary-time can be generalized to
higher spin representations which, along with other methods, would give a more
complete picture as to the low energy excitations of the higher spin versions of the
Heisenberg antiferromagnets on percolating clusters. Finally, we have focused ex-
tensively on Heisenberg antiferromagnets but this method of determining the dy-
namic exponent can be applied to any model which can be simulated with QMC,
for example Long range interacting transverse field Ising chains which have recently
been studied in other contexts for there interesting critical and dynamic properties
[122, 123, 124, 125].
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Chapter 3
Kibble-Zurek Scaling in 1D and 2D
Transverse-field Ising Model
3.1 Introduction
For the remainder of this dissertation we will focus on the 1D and 2D TFIM for
studying QA. At zero-temperature, these models have a second-order quantum phase
transition from a paramagnetic to ferromagnetic phase. Therefore when performing
QA, the dynamics of the system when ramping through the critical point is described
by the KZM [42, 43, 44]. Because of this, we can have a physical intuition about
the dynamics of the system even when a numerical solution is not feasible. The
Hamiltonian we will be studying for QA will follow the same generic form as Eq. (1.2),
however we will specifically focus on ferromagnetic interactions on a regular graph.










where σαi are Pauli matrices as site i and the sum 〈ij〉 is a sum over the nearest
neighbors on whichever lattice is being studied. As outlined in 1, the functions A(t)
and B(t) are chosen to smoothly interpolate between the transverse-field and the













to be qualitatively similar to what is implemented in D-wave devices [126].
QA begins with the system the ground state of the transverse field term at t = 0,
that state is then evolved with the TDSE to a max time of tQA. We will discuss two
different quantities such as the excess energy
Q = 〈ψ(t)|H|ψ(t)〉 − 〈0|H|0〉, (3.3)











at various time points along the QA protocol. This requires not only the solution
to the ground state but also the dynamics of the system. The rest of this chapter is
outlined as follows: first section 3.2 we will discuss a general solution to the ground
state and dynamics of the 1D TFIM which involves a combination of numerical and
analytical methods, next in section 3.3 we will discuss how to used exact diagonalza-
tion to solve the 2D TFIM using QuSpin [127, 128], and finally in section 3.4 we will
discuss The FSS ansatz for the KZM [45, 46, 47, 48, 49, 50, 51, 52, 53].
3.2 Solving the 1D Transverse Field Ising Model
For the 1D TFIM, the Hamiltonian defined in Eq. (3.1) can be mapped to spin-less
Fermions by using a Jordan-Wigner transformation. After performing this transfor-























where c†i and ci are Fermionic creation and annihilation operators in site i respectively





conserves particle number modulo two and the boundary condition is (anti-)periodic
with an (even)odd number of Fermions occupying the lattice. This particle conserva-
tion symmetry in the Fermionic Hamiltonian is exactly the spin-inversion symmetry
of the original spin Hamiltonian. The ground state will always be in the spin-inversion
symmetric sector, therefore we will focus on the case of anti-periodic boundary con-
ditions in the Fermionic Hamiltonian. After performing a Fourier transformation the
model can be mapped to a collection of two-level systems which mix singe particle
momentum modes k and −k and therefore this models lends itself to analytic solu-
tions not only for the ground state, but also dynamics. It is also possible to solve the
Fermionic Hamiltonian numerically in real-space, which has proven useful in study-
ing the disordered versions of this model both in the ground state [129] as well as
dynamics [22].
We will focus on the general solution in real-space, following what is described in
reference [129]. The Hamiltonian we consider is the TFIM Hamiltonian where the














Again using the JW transformation to Hgeneral we obtain the JW Hamiltonian, HJW
which is quadratic in the Fermionic operators. As such it that lends itself to both




cj j < L
c†j−L
(3.7)
HJW can be expressed in terms of a 2L × 2L matrix denoted as H±BdG, with the
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The BdG Hamiltonian, H±BdG, is made out of four L × L blocks, two of which are
unique. The two unique blocks, G±diag and G
±






2h0 −J0 0 0 · · · ±JL−1
−J0 2h1 −J1 0 · · · 0
0 −J1 2h2 −J2
...
0 0 −J2 2h3 . . .
...
...
. . . . . . −JL−1







0 −J0 0 0 · · · ±JL−1
J0 0 −J1 0 · · · 0
0 J1 0 −J2
...




. . . . . . −JL−1
∓JL−1 0 · · · JL−2 0

. (3.10)
Let us ignore the boundary conditions at the moment and consider a chain with open
boundary conditions (OBC). As HBdG is symmetric there is an orthogonal transfor-
mation R which rotates the matrix to a diagonal form. Applying this to Eq. (3.8)
HJW = Ψ
†RR†HBdGRR†Ψ = Φ†DBdGΦ (3.11)
where Φ now represents a new set of operators φν that are linear combinations of ψi.
The spectrum of HBdG is made of pairs of energies, εµ and −εµ where µ is an index
which runs from 1 to L. One can show that new operators φν corresponding to this
pair of eigenvalues are related to one another by a Hermitian conjugate making a
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new set of creation and annihilation operators. These new operators represent quasi-
particle excitations. We choose the φν with the negative energy to be the annihilation









The many-body states are then constructed by filling up the quasi-particle orbitals.
Counting the number of ways to fill the lattice, we indeed find that this procedure
produces 2L possible states. Going back to PBC the situation is similar, however when
constructing the many-body states with even and odd numbers of quasi-particles one
must use the eigenvectors and eigenvalues obtained from diagonalizing H+BdG and
H−BdG respectively.
To calculate the dynamics of the 1D TFIM one can use time-dependent BdG
theory [57, 22]. This can be understood as just using the Heisenberg picture for the
evolution of operators ψ†i . Using Eq. (3.8) the commutator between ψ
†








As this commutator is linear in the operators ψ†i , one can express the time-dependence
of ψ†i (t) through a linear combinations of the initial operators ψ
†
















(HBdG)kl aik(t)ψ†l (0) (3.15)
Given that ψl(0) are linearly independent, we can see that that this equation decou-
ples independent equations for each index i. Recalling that HBdG is symmetric, the
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−→a i(t) = H±BdG−→a i(t). (3.16)
We are specifically interested in quantum annealing in which the evolution is ini-
tialized in the ground state. Because of this, we can use Wicks’ theorem to evaluate a
wide variety of observables. All of these calculations will involve two point correlation
functions,
〈ψ†i (t)ψj(t)〉, (3.17)
where the expectation value is taken in the ground state of the initial Hamiltonian.
It is convenient to express ψ†i (t) in the quasi-particle basis at t = 0. To do this we







The coefficients u and v correspond to the eigenvectors of HBdG, u are eigenvectors
with εµ < 0 and v are eigenvectors with εµ > 0. Now after evolving the operators

























Notice that because ail(0) = δil, ail(t) is the unitary evolution operator generated
by HBdG(t). Most of the cross terms vanish when calculating Eq. (3.17) value with









Note, because this does not involve any terms with viµ(t), this implies that one only
has to evolve the lowest L eigenvectors of HBdG(0) to generate uiµ(t). Once the
Fermionic two point correlations functions are obtained it is trivial to calculate any
expectation values of terms in the Hamiltonian. The calculation ofm2 is more involved
as it requires calculating two point correlation functions 〈σzi σzj 〉. One can show that in
the Fermionic representation the longitudinal two-point correlation function becomes
a high order Fermionic correlation function due to the Jordan Wigner strings. It is still
possible to evaluate this high order correlation function, but it involves calculating
the Pfaffian of a matrix [130].
3.3 Exact Diagonalization Solution of the 2D Transverse-
field Ising Model with QuSpin
In higher dimensions applying the JW transformation will not lead to a quadratic
Hamiltonian, therefore we must use some other methods to study the problem. Dy-
namics of Quantum systems in higher dimensions is a long standing problem for
theoretical physics. While progress has been made in understanding ground-state
or equilibrium properties using Tensor networks [131, 132], Matrix Product States
[133, 134, 135], Quantum Monte Carlo [136, 110, 137, 138], and Dynamical Mean-Field
Theory [139, 140, 141], there are very few methods available to study the dynamics
of quantum systems in higher dimensions. In some cases progress can be made using
variational wavefunctions and Neural Networks [142, 143], Field-theoretical methods
[144, 145], semi-classical approximations [146, 147]. However, these methods fail when
the dynamical processes include high energy states or when quantum fluctuations be-
come important or when interactions become strong. Even though ED methods only
work for small system sizes, it is possible to gain some insight in to dynamical pro-
cesses encountered in many-body systems especially when the method is combined
32
Figure 3·1: Depictions of tilted clusters used for FSS. Note, any points
that fall on the dotted line are not included in the cluster, but are
mapped back to the solid red lines for PBC. The corner point at the
joining of the two solid red lines is special as it represents the four
corners of the square created by the red lines.
with FSS or numerical linked cluster expansions [148, 149, 150, 151]. Here I will dis-
cuss open-source software called QuSpin [127, 128] created to calculate the dynamics
of Quantum many-body systems using ED. Using excerpts of code, we will discuss
how to solve the 2D TFIM. As we will be discussing code, it is assumed that the
reader has some understanding of Python syntax. We will break the code down into
three major parts: first we will discuss how and why to keep track of the underlying
symmetries of the Hamiltonian, next we will discuss how to construct quantum op-
erators as sparse matrices, and finally we will discuss how to use those operators to
calculate the ground state as well as solve the time-dependent Schrödinger equation
(TDSE) for the Hamiltonian defined in Eq. (3.1). For those who are interested, there
are more complete discussions of QuSpin in references [127, 128].
3.3.1 Encoding Symmetries
The Hamiltonian we would like to simulate is given by Eq. (3.1) where the sum over
nearest neighbors is on a square lattice. When performing ED calculations it is often
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useful to explicitly encode the underlying symmetries of the model, e.g. symmetries of
the local degrees of freedom or symmetries of the graph. The reason for this because
eigenstates of the Hamiltonian will have definite quantum numbers for each one of
the symmetries, and therefore set of states group by these quantum numbers are
independent of one another and can be treated with separate calculations or in some
cases just ignored completely. In the case of the Hamiltonian defined in Eq. (3.1), the
lattice symmetries are preserved for all times t therefore we only need to keep track
of the dynamics in the sector which contains the ground state at t = 0.
We would like to simulate an infinite lattice, however we can only do calculations
on systems of finite size. In order to make progress we must formulate out problem in
a finite cluster of sites, using FSS to systematically extrapolate results to the infinite
lattice. For this to work properly, the cluster of sites must be able to tile the entire
infinite lattice without gaps, the size of clusters must scale as L2 where L is the typical
length of the cluster, and the local structure away from the edges of the cluster must
be the same as the infinite lattice. It is possible that the symmetries of a cluster
may only contain a some of the full square lattice symmetries. An example of this
would be the breaking of transnational symmetries when performing calculations on
square or rectangular clusters with open boundary conditions. In this chapter we will
discus rectangular clusters with periodic boundary condition, however, one can also
use tilted clusters [152] to have more system sizes for FSS (see Figure 3·1).
QuSpin can take into account a wide variety of symmetries, in some cases these
can even be specified by the user directly. Here we will discuss how to implement
translation, and point-group symmetries for the square lattice as well as spin-inversion
symmetry using the spin basis general class. Before we discuss how to do this, we
must first discus the symmetries of the square lattice. The first two symmetries are





Figure 3·2: A picture showing the three axes of symmetry for reflec-
tions of the infinite square lattice.
symmetry combined with the shape of the tile for out cluster of sites will determine
how to achieve PBC. The next symmetries form a group structure D4 that is rep-
resented by the four reflection symmetries of a square: reflections about the x-axis,
y-axis, the line y = x, and the line y = −x (see Figure 3·2). We will denote those
reflection operations by Px, Py, Pd, and Pe respectively.
We shall now begin discussing the code. Typically one organizes the code such
that all libraries are imported at the beginning of the file, much like how one includes
header files in a C program.
1 from quspin.basis import spin_basis_general # encodes symmetries
2 from quspin.operators import quantum_operator # sparse matrix operator
3 from scipy.sparse.linalg import eigsh # lanczos method
4 import numpy as np # effecient array functions
Next we define the model parameters like the size of the tile and the length of time
to perform quantum annealing taq
1 # setup model parameters
2 Lx = 5 # x-length of tile
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Figure 3·3: The labeling of sites in a 4× 4 tile using Eq. (3.21)
3 Ly = 5 # y-length of tile
4 t_qa = 4 # length of QA protocol
Next we need to understand how to pass these symmetries into QuSpin. First, we
must come up with a way of labeling the lattice sites in the cluster of sites so QuSpin
can distinguish them. To do this we uniquely label each site by an integer which runs
from 0 to N − 1 where N is the total number of sites. For the rectangular tile with
dimensions Lx × Ly, it is easy to use the mapping:
i = x+ yLx (3.21)
where i is the integer for the site and x, y is the coordinate for the site (see Figure
3·3). Now that we have a unique labeling of the sites we can define the different
lattice symmetries as a permutation of the site labels. To encode the permutation
we use an array of size N where the ith element in the array is the position the ith
site gets mapped to, e.g. s[i]=j implies i 7→ j. For an operator R that generates a
symmetry we define its periodicity to be an integer lR such that R
lR = 1. Given lR,
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the eigenvalues for this operator are given by ei2πr/lR with r = 0, 1, . . . , lR − 1. We
parameterize the symmetry sectors by the the value of r for each symmetry, although
one has to be careful when the symmetry operations do not commute with one an-
other. In general this can be worked out by using the irreducible representations of the
remaining point group symmetry along side the translation symmetry. QuSpin does
not automatically detect the group structure for a given symmetry transformation,
but it is possible to combine symmetries when the quantum numbers are invariant
under the non-commuting symmetry [110]. The special case where one can always
use non-commuting symmetries is the sector corresponding to the trivial irreducible
representation of the full lattice symmetry, corresponding to the sector where all the
values of r are zero. Thankfully, this sector tends to be the one that contains the
ground state fora large class of Hamiltonians. In QuSpin it is up to the user to make
sure that the full group is represented by the symmetry transformations, otherwise
the code will not generate the correct matrix elements. For example, if one includes
point group symmetries and only one translation, the code will give the incorrect
results.
Let us begin with the translation symmetries as they are the easiest to define.
The idea here being that the x or y coordinate are shifted by one taking into account
the PBC. First we need to generate arrays containing the x and y coordinates of the
sites. This is accomplished using the modulo operator % and remainder division //
1 # set up lattice coordinates
2 N = Lx*Ly
3 # labeling of sites [0,1,2,...,N-1]
4 s = np.arange(N)
5 # x-coordinates of the sites
6 x = s%Lx
7 # y-coordinates of the sites
8 y = s//Lx
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To generate the translational symmetries one can now translate both the x and the
y coordinates by one taking into account the boundary conditions, e.g. x 7→ x + 1
mod Lx. Then one can combine the transformed arrays results back together using
Eq. (3.21)
1 # x-translation
2 tx = (x+1)%Lx + Lx*y; q_tx = 0
3 # y-translation
4 ty = x + Lx*((y+1)%Ly); q_ty = 0
Next we can generate the reflection symmetries. For Px the y coordinate flips which
amounts to taking y 7→ Ly − y − 1.
1 # reflection about x-axis
2 px = x + Lx*(Ly-y-1); q_px = 0
For Py the x coordinate flips which amounts to taking x 7→ Lx − x− 1.
1 # reflection about y-axis
2 py = (Lx-x-1) + Lx*y; q_py = 0
Finally, for Pd we just have to swap the x and the y coordinate.
1 # reflection about diagonal
2 pd = y + x*Lx; q_pd = 0
There is one more symmetry which needs to be taken into account and that is the
spin-inversion symmetry σzi 7→ −σzi , σyi 7→ −σyi and σxi 7→ σxi . The mapping to
accomplish this is given by,
1 # spin-inversion
2 z = -(s+1); q_z = 0
however we refer the reader to Ref. [128] for a more detailed explanation for why this
is the case.
Now that we have defined all of the symmetry permutations we can construct the
basis object that encodes all of these symmetries and the quantum numbers of the
sector one would like to simulate. This is done by first creating a dictionary that
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contains the mappings and the quantum numbers associated with that sector. Note
that the symmetry generated by the reflection about the diagonal is only a symmetry
of the square tile, therefore we perform a check to make sure Lx = Ly before adding
that symmetry to the dictionary.
1 # creating blocks dictionary to pass
2 # into the basis constructor
3 blocks = {"kxblock":(tx,q_tx),"kyblock":(ty,q_ty),
4  ··"pxblock":(px,q_px),"pyblock":(py,q_py),
5  ··"zblock":(z,q_z)}
6 if Lx==Ly: # diagonal reflection only works on square
7 blocks["pdblock"] = (pd,q_pd)
8 # build basis
9 basis = spin_basis_general(N,S="1/2",pauli=True,**blocks)
We explicitly specify the spin species using the S option and specify whether to
normalize the matrix elements with the spin-1/2 algebra or the Pauli-algebra.
3.3.2 Building Operators
In this section we will discuss how to build the operators needed to perform the
ED calculation. QuSpin support two major ways of performing ED calculations.
Currently the most developed method involves storing the quantum operator as a
sparse matrix and using this to perform the various calculations. There is also some
support for matrix-free calculations, however to use this to calculate dynamics requires
a bit more work and is much slower then calculations with the matrix stored explicitly.
As we are studying dynamics it makes sense to calculate the matrix for the operator
explicitly. To begin, we need to understand how to tell QuSpin what operators to
create. In QuSpin, many-body operators Jσµ1i1 . . . σ
µn
in
are defined by a string of letters
µ1, . . . µn, representing the operator types, µi ∈["+","-","x","y","z"], together
with a site-coupling list [[J, i1, . . . , in]] which holds the coupling and the indices for
the sites i that each spin operator acts at on the lattice. For example, if we would like
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to represent an Ising interaction between two sites, σzi σ
z
j , that would correspond to





j , the site coupling list is extended to include more terms: [[1,i,j] for





j , once again the operator string remains the same but the site coupling
list becomes: [[J[i,j],i,j] for i,j in A].












1 # coupling lists for Ising and transverse-field
2 J_list = ([[1.0,i,tx[i]] for i in range(N)]+
3  ··[[1.0,i,ty[i]] for i in range(N)])
4 h_list = [[1.0,i] for i in range(N)]
Notice that in order to avoid double counting we include only the neighbors in the
positive x and y directions. Thankfully those translations are stored in arrays we
defined earlier. The transverse-field is made up of a sum of single body terms so the
site coupling list is very simple.
To construct the matrices we use a class called quantum operator. The point of
this class is to define a dictionary that maps a unqiue key, typically a string, to a
matrix. While this class has some functionality it serves mostly as a way of storing
the matrices in flexible way. We will show how to use some key features here. To
intialize a quantum operator one has to first define an dictionary containing operator
strings and site coupling lists associated with keys. The keys in this input dictionary
will become the keys associated with the matrix created from the operators defined
by the operator strings and site coupling lists respectively. In the 2D TFIM there are
only two operators, the Ising and the transverse-field, therefore the input dictionary
has two entries.
1 # construct operator dictionary
2 # separate operator into transverse-field and Ising operators
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3 operator_dict = {"h":[["x",h_list],], # transverse-field
4 "J":[["zz",J_list],]}# Ising interaction
The physical representation of this is given by









There is even fine-grained support for the sparse-matrix formatting of the operators,
the options are compressed sparse row format, diagonal banded format, compressed
sparse column format and dense format. To specify the formats, one can pass in a
dictionary which maps the key to a given format which is specified via a string "csr",
"dia", "csc", and "dense" respectively. The default format is "csr"; however, when
it is known that the matrix for a given operator is diagonal, e.g. the Ising interaction,
it is useful to specify the format to be "dia" exploiting the sparsity structure of
the matrix to speed up the calculation and store less memory. We also need to
tell QuSpin to encode the lattice symmetries into the calculation using the argument
basis. Finally, the precision to store the matrix elements is passed in through dtype,
in this case we specify np.float64 which corresponds to double precision floats.
1 # construct operator
2 matrix_formats = {"h":"csr","J":"dia"}
3 H = quantum_operator(operator_dict,basis=basis,dtype=np.float64,
4 matrix_formats=matrix_formats)
In the next subsection we will show how to specify the values of J and h to not only
calculate the ground state but also perform dynamics, but first we also need to con-
struct the operator for the magnetization squared. Similar to the Ising Hamiltonian











The code to generate this operator follows in a similar fashion as the Hamiltonian of
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the system
1 # setting up site coupling list for magnetization squared
2 M2_list = [[1.0/N**2,i,j] for i in range(N) for j in range(N)]
3 operator_dict = {"m2":[["zz",M2_list]]}
4 matrix_formats = {"m2":"dia"}
5 m2 = quantum_operator(operator_dict,basis=basis,dtype=np.float64,
6 matrix_formats=matrix_formats)
3.3.3 Performing Calculations
Now that we have set up H and m2, the next step is to solve the QA problem which
requires preparing the system in the ground state at t = 0 and evolving the system
according to Eq. (3.1). First we have to define the time-dependent coefficients in
Eq. (3.1) as python functions.






We need to calculate the ground state at t = 0. At that point, the Ising term is zero
which means we need to calculate the ground state of the transverse-field, now this
is actually a trivial ground state as it is a product state of all qubits pointing along
the positive x-axis, however we are working in the symmetry reduced Hilbert space
and so the state is not simply an equal super-position of all representative states, but
they have to weighted by the normalization factors [110]. While it is not too hard
to do this, it is easier to perform a Lanczos-style calculation to find the ground state
which can be accomplished by using the python function, eigsh, that is a part of
SciPy [153]. QuSpin is not directly linked with SciPy however there are many ways to
interface QuSpin with SciPy. Here we choose to use the quantum operator to obtain
a SciPy LinearOperator object that can be used in many of the SciPy sparse linear
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algebra functions. To do this we use the H.aslinearoperator method passing in a
dictionary which specifies the parameters at t = 0, e.g. J = 0 and h = −1.
1 # define parameters at t=0
2 pars={"h":-1.0,"J":0.0}
3 # get operator
4 H_0 = H.aslinearoperator(pars=pars)
Now we can call eigsh using H 0,
1 # do lanczos, "SA" -> smallest eigenvalue algebraically
2 E,V = eigsh(H_0,k=1,which="SA")
3 psi0 = V[:,0] # get initial state
where we have used k=1 and which="SA" to indicate that we would like one eigenvalue
with the smallest algebraic value.
QuSpin has many different methods to calculate the dynamics of a quantum sys-
tem depending on the problem. In this case we have a fully time-dependent Hamilto-
nian and so we will use the default method that is implemented for the hamiltonian
class [127, 128]. It is simple create a hamiltonian object from the quantum operator
object by calling the H.tohamiltonian method.
1 # generate time-dependent Hamiltonian
2 # pass in tuples (func,args), such that:
3 # func_val = func(t,*args)
4 pars = {"h":(A,(t_qa,)),
5 "J":(B,(t_qa,))}
6 # get new object (does not copy data)
7 H_t = H.tohamiltonian(pars=pars)
As both parts of the Hamiltonian are time-dependent, both parameters consist of a
tuple containing the function and the arguments that get passed into that function.
In the case that some parts are not time-dependent, one can simply pass a constant
instead of the tuple. Now we can evolve out state by using the H t.evolve method
specifying the time points to get the solution at using the times array. Here we
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choose to get the solution when the QA protocol reaches the critical point and the
end.
1 # generate time points to solve for
2 hc = 3.04451 # 2D ising critical point
3 tc = t_qa * (np.sqrt(hc)/(1+np.sqrt(hc)))
4 # evolve to the critical point and to the end
5 times = [tc,t_qa]
6 # evolve initial state
7 psit = H_t.evolve(psi0,0,times)
The wavefunctions for those time points are stored in psit in the columns of the
array where the column index i corresponds to time point times[i]. By default this
function uses a high-order explicit Runge-Kutta solver with a adaptive step sizes to
solve the time-dependent Schrödinger equation. The integration method as well as
the tolerances can be specified as optional arguments to the function [127]. Finally
we can take the expectation value of the two operators the energy and magnetization
squared.
1 # measure observables
2 E_t = H_t.expt_value(psit,time=times).real
3 m2_t = m2.expt_value(psit).real
4 # print results
5 print(times,E_t,m2_t)
6 #
It is left as an exercise to the reader to figure out how to get the excess energy at the
two time points; all of the needed skills are contained inside the code laid out in this
example. For the full code see Appendix B.
3.4 Quantum Annealing to the Critical Point and Kibble-
Zurek Mechanism
Now that we have developed methods for studying the 1D and 2D TFIM we can
discuss results for Quantum Annealing. These two models have a second-order phase
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transition at some critical value of the transverse-field which makes them particularly
interesting for QA. When performing an adiabatic quench through a second-order
phase transition, various quantities have been shown to have power-law scaling with
velocity. Both classical (stochastic dynamics) and quantum settings show this alge-
braic dependence with velocity, the exponents predicted by the KZM [42, 43, 44]and
the generalization of the FSS ansatz [45, 46, 47, 48, 49, 50, 51, 52, 53]. We focus on
the FSS when the QA protocol stops exactly at the critical point, however generaliza-
tions of the scaling forms presented here have been discussed in references [46, 47, 88].
If the protocol stops at the critical point the scaling function will have the following
form:
O(v, L) = const + L−µOfO(vL




where ν and z are the correlation length and dynamic exponent for the critical point
and µO is the scaling exponent of the operator O at the critical point. The asymptotics
of fO(x) and the value of the constant in Eq. (3.24) are determined by the adiabatic
and diabatic limits of the protocol [45, 46, 47, 48, 49, 50, 51, 52, 53]. Let us first
consider Q, which has a scaling exponent µQ = z. In the adiabatic limit (vL
z+1/ν  1)
we know this quantity should be 0 and so this tells us that the constant in Eq. (3.24)
is 0. In the sudden quench limit (vLz+1/ν  1) Q is extensive and scales as Ld.
Because µQ = z we must have that fQ(x) ∼ x
(z+d)ν
zν+1 for x  1. Similarly, for the
square magnetization, the scaling dimension is given by µm2 = 2β/ν. In the adiabatic
limit the system is in the ground state and so the magnetization should follow the
equilibrium scaling and should go to 0 as L−2β/ν . This implies that the constant must
be 0 and f(x)→ const for x 1. In the sudden quench limit the scaling depends on
the starting point, we our system starts out in the disordered phase we can deduce
that in the sudden quench limit the state remains disordered therefore m2 ∼ L−d.
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Using this we can show that fm2(x) ∼ x−
dν−2β
zν+1 for x 1.








































Figure 3·4: checking both scaling forms for the 1D TFIM when per-
forming quantum annealing and stopping at the critical point. The
critical exponents are set to be the the exponents for the classical 2D
Ising universality class and z = 1. In the left plot the green line is the
power law scaling predicted by KZ scaling. In the right plot the y-axis
scaling is such that as vLz+1/ν → ∞ the scaling function should go to
a constant which the data appears to do.
The numerical results for 1D shown in Figure 3·4 work perfectly both in terms of
the scaling collapse and the asymptotic power of the scaling function as the m2 curve
is parallel to the green line which is the predicted power-law and for Q the scaling
function goes to a constant as vLz+1/ν → ∞. In 2D (see Figure 3·5) the FSS works
well for m2 and even the curves show signs of following the asymptotic power-law
shown in green. However, the system sizes are not large enough to see Q converge to
the asymptotic power-law yet, however if the convergence is as slow as the 1D TFIM
we get a sense that the power-law will not become obvious until system sizes L ∼ 100
which is consistent with what was observed in Ref. [46], albeit for imaginary-time
instead of real-time dynamics.
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Figure 3·5: Scaling collapse stopping at the critical point, we expect
Kibble Zurek scaling here with the universality class of the 3D Ising
model so all the critical exponents here are that of the 3D Ising model.
The green dashed line is a prediction of the asymptotic power-law for
the FSS form. Note that the tilted square lattice results are labeled by
L =
√
N where N is the number of sites in the tilted square cluster.
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Chapter 4
Simulated and Quantum Annealing
Dynamics of the 2D Ising Model
4.1 Introduction
The metallurgical method of annealing to reduce defects has lent its name to the
metaheuristic optimization algorithms of SA and QA [154, 155, 9, 10, 156]. In SA, the
fictitious temperature of a Monte Carlo (MC) simulation is gradually lowered, with
the aim of reaching the ground state of a Hamiltonian of, e.g., a spin-glass model,
as closely as possible. [157, 158, 159]. In contrast, QA is envisioned as a potentially
more powerful optimization method when implemented as a physical device, in which
quantum fluctuations of a system of qubits (e.g., the ones manufactured by D-Wave
corporation) are regulated at very low temperature with the aim of reaching the same
kinds of classical ground states as in SA.
At the latter stages of an annealing process, in SA as well as QA, one can relate the
scaling of the required annealing time with the system (or problem) size to the types of
defects present relative to the perfect ground state. Typically, one encounters a phase
transition between the initial state, which is dominated by fluctuations, and the final-
stages states with a few or no defects regardless of whether you are performing QA
or SA (see Figure 4·1 for phase diagram of 2D transverse-field Ising model). In case
of a continuous transition (emerging in the limit of infinite system size), the problem
of passing through this transition while staying adiabatic (in QA) or in quasi-static
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Figure 4·1: Phase diagram for the 2D transverse-field Ising model.
The y-axis is the Temperature denoted by T and the transverse field
is along the x-axis denoted by hx. The two arrows represent the cor-
responding paths which are taken by QA and SA. The green circle is
encompassing the target state for both SA and QA, the ground state
of the classical 2D Ising Hamiltonian.
equilibrium (in SA) can be understood in terms of the scaling ansatz originating from
the work by Kibble [83], Zurek [84], and others [85, 42, 86, 53, 88, 51]. This KZ scaling
implies a power-law relationship between the time and the system size, while in the
case of a first-order transition, the relationship is exponential. An interesting question
is to what extent the KZ scaling when passing through a continuous phase transition is
related to the ultimate scaling of the required annealing time for reaching the ground
state. In the early discussions of KZ scaling the assumption was that the dynamics
defects produced when passing through the critical stayed constant going into the
ordered phase, but it has been pointed out that the standard coarsening dynamics
of the Ising model (as an example) in classical SA can destroy these defect created
by the critical dynamics, effectively leading to a faster relaxation time compared to
predictions made by KZ[160, 161, 162, 163, 164, 165].
In the QA the picture is similar as KZ scaling governs the number of defects when
observing the system in the vicinity of the critical point; however in the ordered phase
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what determines the relaxation of defects is not so clear. There is evidence to suggest
that deep into the order phase the relaxation of defects is determined by classical
hydrodynamic behavior in generic non-integrable Hamiltonians [54, 55, 56], while a
competing theory asserts that the relaxation time for defects is determined simply by
Landau-Zener (LZ) transitions between a few low energy eigenstates near the critical
point [42, 18, 19, 20, 22, 166] which we shall refer to as the LZ scaling argument. To
the author’s knowledge the LZ scaling argument has only been tested on integrable
or mean-field models. Therefore we believe that the LZ scaling argument is a correct
description of the defect dynamics in the ordered phase in these classes of models.
This is because there is an extensive number of conserved quantities in these models
which leads to the break down of classical hydrodynamics. Regardless of the details
it seems clear that KZ scaling may be irrelevant for understanding the time scale
reaching the ground state when performing SA and QA taking the fluctuations to
zero.
In this chapter we further explore the final-stage dynamics of the two-dimensional
Ising model (2DIM) subject to classical SA and discuss the in-applicability of KZ
scaling in understanding optimization with SA. In particular when quenching to zero-
temperature at a finite rate we observe that two distinct time-scales emerge associated
with two types of defects produced during the dynamics. A short time scale going as
L2 is associated with the standard coarsening picture where by confined domain walls
are ”healed” away and a longer time scale going as L3 which is characterized by the
competition between two system size spanning domain walls. We develop methods to
separate these two time scales present in the final-stage SA dynamics and investigate
the system-spanning domain walls responsible for the longer time. We compare and
contrast this with QA, calculated with ED methods. We develop a FSS hypothesis
to check the dynamics in the ordered phase. Based on this analysis we find that QA
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is consistent with fast coarsening dynamics as well as the LZ scaling argument. To
make sure that the slow time scale is not washed out in the expectation value, we also
perform an analysis which separates out the contribution from the striped states and
show that they relax on a time scale that goes as L2. We discuss the caveats of the QA
simulations and purpose some possible ways of filling in gaps in the understanding
of coarsening in isolated quantum systems. Finally we conclude by discussing the
implications of our results for QA and SA, given the caveats of our simulations.
4.2 Classical Simulated Annealing
4.2.1 Model and Methods
The target Hamiltonian we anneal to in this study is the homogeneous 2D ising model




σiσj, σi = ±1, (4.1)
where 〈ij〉 stands for the nearest neighbor spins on a 2D square lattice with L2 sites
and PBC. The couplings are set to be J = 1. We apply SA with single-spin Metropolis
updates to the system, which starts from an equilibrium state at Tini = 4 and then
goes all the way down to T = 0, following the standard linear protocol in lowering
the temperature,
T (t) = Tini(1− t/tSA). (4.2)
Here tSA represents the total MC steps during the SA process, in which each sweep of
MC updates involves N = L2 spin-flip attempts based on the Metropolis algorithm.
We also define the annealing velocity, v, to be the inverse of the total annealing time,
v = 1/tSA. (4.3)
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We have studied systems of various sizes, from L = 16 to L = 768. Moreover, to
cover a wide regime of the annealing rates, v = 2−n, we have n ranges from 2 to 19.
At the end of each SA process (where T = 0), with one specific system size L and
annealing velocity v, we take the measurements of two order parameters, m2 and m2k











m2k = (mkx ·m∗kx)






























(1− σiσj) . (4.6)
Here, m2 is the standard squared magnetization, while m2k accounts for the contri-
butions of the Fourier components of the magnetization at modes kx = (2π/L, 0) as
well as ky = (0, 2π/L) correspondingly. m
2
k is defined in such a way that it can cap-
ture the straight domain walls along the horizontal or vertical axis, and the tokens x
and y in Eq. (4.5) indicate the lattice indices along those two directions respectively.
For each annealing velocity, v, we apply the SA processes repetitively with distinct
initial configurations and take ≈ 108 independent measurements. Note that we have
implemented multi-spin coding in the MC algorithm, where a single 64-bit integer
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Figure 4·2: Typical spin configurations of a system with L = 64, after
being annealed to zero temperature with annealing velocity, v = 2−10.
Panel (a) shows the confined domain defects. Panel (b) shows the
configurations with straight striped domains and panel (c) displays the
configurations with diagonal striped domains.
Moving on to the Results of this work, we first discuss some results calculated by a
former student, Na Xu, at Boston University. She did all of the calculations presented
in this section and published them Her Dissertation, however Here for continuity of
the discussion we present the same results with updated figures.
In Figure 4·2 we show some examples of spin configurations measured at the end of
the annealing process with the annealing velocity, v = 2−10. The red regimes indicate
spins pointing up, while the blue regimes stand for spins pointing downwards respec-
tively. Panel (a) represents the spin configurations with confined domain defects,
while panels (b) and (c) illustrate the ones with domains forming straight and diago-
nal stripes correspondingly. There is also one most popular trivial spin configuration
that we did not include here, i.e., the completely-ordered spin configuration.
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Figure 4·3: Plotting m2, averaged over all the samples. Panel (a)
shows the behavior of m2 at different annealing velocities for system
sizes, L = 16, 32, 64, 96, 128, 256, 512 and 768. Panels (b) and (c)
demonstrate the two time scales by plotting m2 against vL2 and vL3
respectively.
In Figure 4·3, we present m2 averaged over all the measurements with panels
showing three plots each with a distinct x-axis re-scaling. Panel (a) shows the behav-
ior of m2 for various annealing velocities and system sizes, from L = 16 to L = 768
plotted against v. Unlike the process of a sudden quench to zero-temperature, the
simulations show that for SA where the temperature is quenched to zero at some
finite rate the systems never get stuck in metastable states and will eventually reach
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Figure 4·4: Data collapse of the scaled excess energy density (e−e0)L
plotted against vL2 for panel (a) and vL3 for panel (b). The inset of
panel (a) shows a zoomed in view near the lower left-hand corner of
panel (a).
their ground states due to the thermal fluctuations. However, it is likely that the un-
derlying timescales are in some way related to those found in the sudden quenches. In
Figure 4·3 panels (b) and (c), we show the behavior of m2 according plotting against
vL2 and vL3 correspondingly. Comparing (b) and (c), it is obvious that there are two
independent timescales govern distinct velocity regimes: in the high-velocity regime
the m2 curves all the system sizes collapse best when plotting against vL2 implying
the dynamics is governed by a fast relaxation time ∝ L2. However, in the low-velocity
regime the m2 curves collapses best when plotting against vL3 implying the dynamics
is governed by a slow relaxation time ∝ L3.
Figure 4·4 panels (a) and (b) display the behavior of scaled excess energy density,
(e − e0)L, plotted against vL2 and vL3 respectively. As the energy of the defect
excitations is proportional to the boundary of the defect domains, e − e0 should be
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re-scaled by multiplying a length scale (here the only relevant scale is L) such that the
energy cost of the domains is constant in the thermodynamic limit. Again, similar to
the behavior of the magnetization, the energy plots also demonstrate scaling collapse
in two velocity regimes which correspond to the two different time scales found during
the SA process.


























Figure 4·5: Data collapse of the order parameter with fast (m2f )and
slow (m2s) dynamics. Panel (a) shows the scaling of the order param-
eter m2f , averaged over the samples among the fastest 20% relaxation
processes, with the x-axis re-scaled to vL2. Panel (b) shows the scaling
of m2s, averaged over the samples among the slowest 20% relaxation
processes, with x-axis re-scaled to vL3.
4.2.3 Discerning Slow and Fast Measurements
Based on the previous studies of the instantaneous quench from high temperature
to zero temperature [160, 161], the relaxation of the system is broken into three
distinct time-scales. First, there is a fast dynamics where the system relaxes to its
ground state within a timescale of t ∼ L2. Secondly, there is a probability of ≈ 0.3
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Figure 4·6: (semi-log) Probability of reaching the ground state for
(a) fast and (b) slow groups plotting the probability against vL2 and
vL3 respectively. The inset of panel (b) shows the slow group plotted
against vL3.5.
that the system gets trapped in its metastable states, where the spin configurations
form straight stripes. As flipping any spin will increase the system energy (and
thus is forbidden at zero temperature) the system remains in the metastable states
indefinitely. Lastly, the spin configurations can also establish diagonal-stripes, in
which there is no energy cost in flipping the spins along the boundaries between the
stripes, and eventually, the system would slowly relax to the round state with a times
scale of t ∼ L3. If the fast and slow time scales we observed in the last subsection
are related to the time scales observed in quench dynamics, we would expect that
the slow time scale is associated with system size spanning domain walls while the
fast time scale is associated with confined domain walls. In order to confirm this
hypothesis, we classify our measurements into two groups. For an instance of specific
system size and annealing velocity, we sort out all the measurements according to
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the magnitude of m2. We then pick the top 20% of the measurements to be what
is hypothetically the fast relaxing group; similarly, the bottom 20% are chosen to
form what is hypothetically the slowly relaxing group. The idea here being that
configurations with stripes that span the entire system will typically have smaller
values for m2 compared to states with localized domains.
In Figure 4·5 panels (a) and (b) present the data of the order parameter m2 for
the fast (m2f ) and slow (m
2
s) dynamics respectively. The order parameter for the fast
group has the best data collapse when plotting against vL2, indicating the dynamics
is governed by the fast relaxation. Similarly, the order parameter of slow dynamics
hows the best data collapse in the low-velocity regime when plotting against vL3,
again indicating slow dynamics. The data points peeling off from the main curve of
m2s indicates that for finite-size systems there is a finite velocity in which the relaxation
is no longer determined by the slow relaxation. We checked that this part of the curve
indeed collapses when plotting the data against vL2 indicating a cross-over from fast
relaxation to slow-relaxation.
Our results seem to indicate that the timescales for the fast and slow dynamics
when annealing to zero temperature at a finite rate are in some way related to the
fast and slow coarsening dynamics at zero temperature after a sudden quench. In
the latter case, the slow dynamics only involves the relaxation of the spin configu-
rations with diagonal stripes, while the straight stripes have an infinite relaxation
time. Moreover, the relaxation time ∝ L3 for the diagonal stripes is a based on a
theoretical scaling argument related to the diffusion of the domain wall boundaries
[160]. In fact, according to the numerical results of [160], the relaxation time is more
inclined to L3.5, however, the results from that study are not conclusive. In contrast
to our work, the annealing rate is finite and we observe that both types of striped
domains appear to be removed. This is most likely because the temperature is finite,
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however is not clear why the straight stripes have the same relaxation time as the
diagonal stripes. We believe a similar scaling argument as the one laid out in [160]
could be made here, however we leave this to future work.
Another metric for finding the relaxation time is to use the probability of reaching
the ground state. This is defined as the fraction of samples which have m2 = 1 at
the end of the annealing run. In Figure 4·6 we show the probability of reaching the
ground state in the fast and slow groups as defined earlier. Panels (a) and (b) this
probability plotting against vL2 and vL3 for the fast and slow groups correspondingly.
The good data collapses validate the relaxation times L2 and L3 for the fast and slow
groups respectively. The inset of panel (b) shows a contrasting plot with the scaling
of vL3.5 which is the scaling one would expect from the relaxation time observed in
sudden quenches discussed in reference [160]. In our results are not consistent with
that scaling, however this is not entirely surprising as we consider quenching the
temperature at a finite rate.
In Figure 4·7, we show scatter plots of m2k versus m2, for a system with L = 64.
Note here that the data points consist of all the measurements we take, including both
fast and slow dynamics. Panels (a), (b) and (c) correspond to the measurements
with annealing velocities, v = 2−n, with n=9, 10 and 11 respectively. For spin
configurations with straight stripes, we can write explicitly the functional dependence
between m2k and m
2 analytically. If we assume the width of the stripe within the













correspondingly. Thus, by expressing x/L as a function of m2 and then rewrite the
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Figure 4·7: Scatter plots of m2k versus m2 for a system with L = 64.
Panels (a), (b) and (c) correspond to different annealing velocities,
v = 2−n, with n=9, 10 and 11 respectively. The black curves appearing
in all three panels indicates the analytical function of m2k vs. m
2 for
having the perfect straight stripes in the system. The blue curves in
panels (a) and (b) indicate the simulation results of having the perfect
circle-shaped domains in the system, while the green curves indicate
the simulation results of having the perfect square-shaped domains in
the system.
form of m2k, we can write down m
2










which is plotted as the black curves in Figure 4·7 panels (a), (b) and (c). We have
also numerically calculated the same functional dependence for the spin configura-
tions with square- and circular-shaped domain defects averaged over various sizes and
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positions. Those results are plotted as the green and blue curves correspondingly in
Figure 4·7 panels (a) and (b). We claim that the dots which are clustered near the
origin of the panels in Figure 4·7, especially in panels (b) and (c), correspond to the
configurations with diagonal stripes. We have confirmed this by printing out ≈ 10
configurations at the end of SA process for n = 10 , with both m2  1 and m2x  1,
where all the configurations printed out contain diagonal stripes. The changing po-
sition of the dots when moving from n = 10 to n = 11 indicates a process where the
confined domains (the square or circle shapes) are removed going from high-velocities
to low-velocities, leaving the non-trivial domains that form either straight or diagonal
stripes.
4.3 Quantum Annealing
4.3.1 Model and Methods
In this section we will discuss QA of the TFIM on a periodic square lattice in 2D (see
Eq. (3.1)). After each QA run of length tQA, we measure the same quantities as for
SA (Eq. (4.4) and Eq. (4.5) and the excess energy density, e− e0 = Q (t→ tQA) /Ld,
see Eq. (3.3) for the definition of Q). This is accomplished by transforming the Ising
spin variables to Pauli-matrices, σi → σzi . In all of the plots we define v = 1/tQA. We
use ED methods, taking advantage of the lattice and Z2 symmetries to restrict the
dynamics to the sector of the Hilbert space which has quantum numbers that match
the ground state (see section 3.3 for details about implementation). We solve the
TDSE using an explicit Runge-Kutta method of order 8(5, 3) due to Dormand and
Prince with an adaptive step size [167]. In all the annealing runs the absolute and
relative tolerances for the step size adjustment where set to 10−12. As we can only
work on small system sizes we use tilted clusters which tile the infinite square lattice
[152]. We denote the system size of the tilted cluster with L =
√
N with N being the
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number of sites in the cluster, while for a regular square lattice the system size L is
denoted by an integer.
4.3.2 Finite Size Scaling
Kibble-Zurek scaling has provided a generic framework for understanding QA in the
vicinity of a quantum critical point, however much less is know about the dynamics
that ensues when annealing into the ordered phase. It is conventionally understood
that the excitations created at the critical point ”freeze out” in the ordered phase and
therefore one expect KZ scaling to work all the way to the classical limit of the QA
protocol. However, in some cases it has been argued that other effects like coarsening
might occur in quantum systems when crossing into the ordered phase [53], but this
has not been tested extensively. In major part this is due to a lack of numerical
methods which can calculate the quantum dynamics of strongly interacting many-
body systems, especially in higher dimensions. As a result, much of the progress that
has been made in understanding the late time dynamics of QA have been restricted
to the context of mean-field models [20, 166], field theory calculations [54], large N
approximations [168], or models which map to free Fermions [42, 19]. Some work has
shown that the domain walls that form when performing quantum annealing deep into
the ordered phase are caused by coarsening dynamics [54, 168] while in other work it
is claimed that the domain sizes are predicted by the Landau-Zener approximation
of annealing [42, 19, 20, 166] which does not connect to a physical process but uses
transitions between low lying eigenstates during the QA protocol.
As we are doing ED calculations on small system sizes, it is important to make use
of FSS to check if the data shows some signs of convergence to the thermodynamic
limit. We can accomplish this by constructing a scaling argument assuming that
there is some power-law relationship between the domain size that forms at the end
of the QA protocol and the velocity, e.g. Ldom ∼ v−α. One can then cover a wide
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range of predictions for dynamics in the ordered phase by changing the value of α
while keeping the scaling analysis fixed.
First we can estimate the scaling of the number of various quantities and then we
will use that scaling to construct the FSS functions. The scaling of the number of







For a theory with local interactions the excess energy scales as the area of the domains,











If we multiple the excess energy density by L we find that we get the same scaling
for all dimensions:
(e− e0)L ∼ Lvα. (4.12)
We can also estimate the scaling of the magnetization. The idea is that the entire
system is tiled by domains which are ordered, e.g. m2dom ∼ O(1), but fluctuate
independently of each other. This implies the total magnetization of the system
































































Figure 4·8: Scaling of the order parameter m2 and the energy density
vs. velocity. Panel (a) demonstrates the scaling behavior of m2. Panel
(b) shows the scaling behavior of the scaled excess energy density. The
inset in panel (a) shows the collapse of the data with m2 re-scaled such
that the new scaling function goes to a constant in the limit vL2 →∞.
size data might show data collapse even though the system sizes are not large enough
to exhibit the power-law behavior predicted by KZ scaling. This only works because
the power-law relationship between the KZ correlation length and the annealing rate
is generic and the finite size effects are encoded in a scaling function which displays
the crossovers between the adiabatic limit to the KZ scaling limit and then to the
diabatic limit [88]. Applying the same logic to the scaling arguments presented above,
we expect the following FSS functions for QA:








where the scaling functions have the following asymptotics for x 1 which gives the
power-law scaling discussed above
fe(x) ∼ xα, fm2(x) ∼ x−dα, (4.17)
and for x 1 recovering the adiabatic limit
fe(x)→ 0, fm2(x)→ 1. (4.18)
We will evaluate the best scaling collapse for the QA data and then discuss what this
implies for the possible dynamics happening in the ordered phase of the QA protocol.
4.3.3 Results
In Figure 4·8 we plot m2, and L(e− e0) against vL2, which corresponds to α = 1/2,
in panels (a) and (b) respectively. Both quantities show a very good scale collapse
indicating that α = 1/2 is most likely the correct power-law relationship between
the velocity and the domain size in this velocity regime. In the inset of panel (a)
we show m2 with a different y-axis scaling such that in the limit vL1/α → ∞ the
scaling function should go to a constant (see Eq. (4.14)) which appears to be the
trend. It is interesting to point out that here the scaling is not consistent with KZ,
which predicts α = 0.386; however, the scaling collapse is consistent with the scaling
arguments based on the Landau-Zener model [42, 19, 20, 166] and coarsening. On
the other hand, if coarsening was happening in QA we should see the L3 time scale
observed in SA, however, it is possible that the system sizes we can simulate are not
large enough to see this when looking at expectation values.
To answer this question will be to look at the relaxation time of the stripe states
in particular. Looking at Figure 4·9 we show the same scatter plots of m2k vs. m2
for system size L = 6. Each dot represents a spin-configuration sampled from the
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Figure 4·9: Scattered plots of the two measurements in QA, m2k and
m2 for a system with L = 6. Panels (a), (b) and (c) correspond to dif-
ferent annealing velocities, v = 2−n, with n=9, 10 and 11 respectively.
The black curves appearing in all three panels indicates the analytical
function of m2k vs. m
2 for having the perfect straight stripes in the
system with L = 6. The dots represent the measurements from spin
configurations which were sampled from the wavefunction probabilities.
We took 5× 105 samples in each panel.
wave-function probabilities at the end of the QA protocol for different annealing times
(tQA = 2
n). The black line in the plot represent the functional dependence between
m2k and m
2 in the straight domain wall state, specifically for L = 6. One can clearly
see that as the annealing time increases, more dots fall along the black line, similar
to what was observed in SA. However, from this plot it is not possible to get a sense
of the percentage of samples that are striped states. In order to check this we must
formulate another method beyond what was discussed in the previous section on SA.
To isolate the domain wall states we sort spin configurations, produced from the
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Figure 4·10: Scaling behavior when separating samples by m2k in SA.
The top 20% correspond to the ”slow” dynamics and the bottom 20%
are the ”fast” dynamics. Panel (a) shows the scaling collapse with vL2
for the top 20% of m2k samples. Figure (b) shows the scaling collapse
vL2 for the top 20% ofm2k samples. Figure (c) shows the scaling collapse
with vL2 for the bottom 20% of m2k samples.
wavefunction probabilities, from largest and smallest by value of m2k. The idea here
is that stripe states will always be in the top 20% of the values of m2k. We will
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Figure 4·11: Scaling behavior when separating samples by m2k in QA.
The top 20% correspond to the ”slow” dynamics and the bottom 20%
are the ”fast” dynamics. Panel (a) shows the scaling collapse with vL2
for the top 20% of m2k samples. Figure (b) shows the scaling collapse
vL2 for the top 20% ofm2k samples. Figure (c) shows the scaling collapse
with vL2 for the bottom 20% of m2k samples. The inset of panel (b) is
showing the x-axis velocity scaling which gives the best collapse by eye
in the low-velocity regime.
m2k,f respectively. These quantities correspond to the “slow” and “fast” groups in
the context of SA. Within the groups we can get a quantitative sense of how many
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of the samples are stripe states by looking at the average value of m2k in that group.
The larger the average value of m2k is, the larger the percentage of stripe states are
present in the samples. If most of the states in the group are stripe states we expect
to see that the value of m2k,s ≈ 0.4, the maximum value allowed for m2k in the vertical
or horizontal striped states.
In Figure 4·10 we show the results of the new definition of slow and fast groups
for measurements in SA as a function of annealing velocity. For m2k,s the left side
of the curves collapse with vL3 (see panel (a)) while the right side of the curves
collapse with vL2 scaling (see panel (b)). There is also a plateau that forms in the
intermediate velocity regime in which m2k,s takes a value of approximately 0.4 which
is consistent with the slow group consisting almost entirely of the stripe states. All of
these observations are consistent with the previous analysis of SA. In panel (c) we plot
m2k for the “fast” group (m
2
k,f ) as a function of velocity. We find that all parts of the
curves collapses when the x-axis re-scaled as vL2 implying there is only one relaxation
time ∝ L2 for that group. The peak value of m2k,f is also very small indicating that
most of samples are not striped states, again consistent with the previous analysis of
SA.
In Figure 4·11 panels (a) and (b) we show the slow and fast groups for QA with
different x-axis scaling. Comparing the two panels it is clear that the low-velocity
regime of the m2k,s shows better scaling collapse when plotted against vL
2 compared to
vL3. We also observe that the peak value for m2k,s is approximately 0.4 implying that
significant fraction of samples in the slow group consist of striped states. Both panels
(b) and (c) show the data plotted against vL2 for the slow and fast groups respectively.
The x-axis scaling which gives the best collapse in the low-velocity regime is shown in
the inset of panel (b), however, we believe a more consistent interpretation is that the
major timescale is L2 and the deviations from scaling collapse are finite size effects.
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4.4 Conclusions
In this chapter, we have studied the dynamical behavior of the 2DIM performing SA
with a slow ramp from finite to zero temperature. We have found two timescales:
t ∼ L2 and t ∼ L3, when plotting m2 versus the annealing velocity. By using m2k
we were able to detect the typical spin configurations that are associated with the
two timescales. We found that confined domain walls were associated with the fast
timescale while domains forming either straight or diagonal stripes were associated
with the slower timescale. This analysis implies that the confined domains are an-
nealed away on timescales ∝ L2 while system size spanning domain are annealed away
on timescales ∝ L3.
We also explored QA in the 2D TFIM to compare to SA; the expectation being
that QA should behave in a similar fashion as SA [54] including the two time scales.
Using ED methods we simulated system sizes up to L = 6. Doing similar scaling
analysis of m2 we only found one time scale ∝ L2 which is not consistent with KZ
scaling. Performing an analysis using m2k we showed that there is a significant prob-
ability of the system being in striped states at the end of the QA protocol. This
hints that coarsening is happening; however, a further scaling analysis of m2k showed
that the relaxation time for the domain wall states scaled as t ∼ L2. Interestingly
enough our results are also consistent with the LZ scaling argument [42, 19, 20, 166],
however we believe this is just a coincidence as the 2D TFIM is widely accepted to
obey the eigenstate thermalization hypothesis (ETH, see reference [169] for a review)
[142, 170, 171] and we probe from the adiabatic to diabatic velocities regimes.
The simplest explanation for why our simulations of QA failed to show the L3
time scale is that the system sizes are too small. This makes sense as coarsening
is typically requires long length scales. Most of the understanding of coarsening in
isolated quantum systems comes from the the understanding of coarsening in classical
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systems; the arguement being that the hydrodynamic description of classical many-
body systems is the same as the hydrodynamic description in quantum systems which
obey ETH [172]. When the system crosses the critical point energy is pumped into the
system which then thermalizes to a finite temperature. if the resulting temperature
is smaller than the critical temperature the system will equilibrate and begin to form
larger domain walls while if the temperature is above the critical temperature the
system will disorder [53, 54]. This has been checked in quench [173, 174] and ramp
[168] dynamics semi-classically, and it has also been checked for quenched systems
classically [175]. On the other hand, if we believe that the origin of the slow time
scale in SA is due to the nature of domain wall growth when quenching to zero
temperature, then it is not clear if second time scale should appear in QA. This
is because the dynamics in the basis of the classical Hamiltonian is trivial when
the quantum fluctuations are tuned to zero. Given that it is widely accepted that
quantum and classical systems develop the same hydrodynamic descriptions at long
length scales it may be useful to revisit slow ramps in classical many-body systems
like the models discussed in references [175, 176]. To the authors knowledge, there
is not much work studying slow ramps in classical many-body systems in relation to
trying to understand the dynamics in both quantum and simulated annealing.
Finally, it is commonly understood that both QA and SA converge when annealing
protocol is slow enough such that the dynamics are adiabatic (for QA) or quasi-static
(for SA). For SA of the 2DIM and QA of the 2D TFIM the time scale to meet this
criteria when stopping at the critical point scales as Lz+1/ν with z being the dynamic
exponent and ν being the correlation length exponents of the 2D and 3D Ising critical
points correspondingly. In this chapter we find that for SA the annealing time to
reach the ground state scales ∝ L3 (with probability close to one) while the time
to be quasi-static around the critical point scales ∝ L3.12. This difference in scaling
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implies that the system does not remain in quasi-static while crossing the critical
point to reach the ground state when going to zero temperature. In the case of QA
a similar situation appears if we assume that the FSS analysis is indicative of the
thermodynamic limit. The 3D critical exponents predict an annealing time ∝ L2.59
to remain close to the ground state near the critical point compared to a timescale
∝ L2 when aannealing to the classical limit. On the other hand, if we believe that this
scaling is only a finite size effect and that the 2D TFIM will experience coarsening
in a similar fashion as SA, this implies that the time scale to reach the ground state
at the end of the QA protocol is actually ∝ L3, implying that the system will always
be near the ground state around the critical point unlike in SA. Interestingly enough,
this would also imply that there is no difference between QA and SA in terms of effort
to find the solution to this trivial problem.
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Chapter 5
Scaling and Diabatic Effects in Quantum
Annealing with a D-Wave Device
5.1 Introduction
The prospect of simulating theoretical quantum many-body Hamiltonians with con-
trollable engineered systems is now an important motivation for atomic and quan-
tum device physics [177, 178, 179]. Systems explored for creating such “synthetic
quantum matter” include ultracold gases [24, 25, 26, 27, 28, 180], photonic devices
[30, 31, 32, 33, 34], polaritons [181], and trapped ions [35, 36, 37, 38, 39, 40, 41].
Another emerging simulation platform is large arrays of superconducting qubits [2,
182, 183, 184, 5, 6, 7], which were originally envisioned in the context of QA as ef-
ficient solvers of classical optimization problems mapped to Ising like Hamiltonians
[9, 10, 11, 12, 13, 14, 18, 15, 16, 19, 20, 17, 22, 21]. To reach the classical ground state
(the problem solution) in a QA process, strong quantum fluctuations are initially in-
duced by applying a transverse field, which is quasi-adiabatically reduced to zero. QA
devices operating according to this principle have entered industrial production and
applications beyond the academic setting [2], motivated by the hope of more efficient
solutions of NP-hard problems [12, 8] and, more recently, quantum enhanced machine
learning [185, 186]. It is still unclear what systems (classes of optimization problems)
are amenable to significant speedup, and to what extent QA can be realized in actual
devices [187, 188, 189, 190, 191, 17, 192, 193, 194, 195].
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Figure 5·1: Illustration of the DWQ Chimera graph and the embed-
ding of our target open square Ising lattice (upper left corner shown).
The red links show how the physical qubits are coupled with JHC to
create the logical qubits of the target model. The solid and dashed
lines correspond to the active and inactive couplings, respectively. The
embedding requires two types of Chimera patterns that tile the plane
like a chess board. See SM for details, Appendix A .
While the question of quantum speedups is essential, the potential of using QA
devices as generic quantum many-body emulators motivates a broader range of inves-
tigations into the devices and how they can be exploited for probing various quantum
phenomena. As an example, recently a QA device produced by D-Wave Systems
was used in an impressive study of a quantum phase transition of a quantum spin
glass [7]. An important question in applications of QA devices, for optimization or
quantum simulation, is whether the desired adiabatic evolution is sufficiently realized
in the presence of noise (the environment) and finite annealing time. This question
motivates studies of the dependence of measured properties on the annealing time
[60, 5, 61, 62], which also impacts the effects of noise. For this purpose, it may be
particularly fruitful to implement simple, uniform model Hamiltonians to avoid dis-
tractions of not fully understood random couplings [49]. Such a study was already
carried out with the 1D TFIM coded on a D-Wave device [62], but the results did
not exhibit any obvious scaling behavior.
In this Letter, we report success of a scaling approach for a 2DIM, with data gener-
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ated on the D-Wave DW_2000Q_2_1 solver (DWQ) [2]. We observe how the improved
adiabaticity with lowered annealing rate competes with diabatic noise mechanisms
causing opposite effects, leading to the existence of an optimal annealing rate. We
introduce a unified scaling ansatz which can account phenomenologically for both
mechanisms in the DWQ and also describes numerical results for QA of a model
Hamiltonian with external noise.
5.2 Model Embedding
The DWQ emulates the TFIM with an array of superconducting loops which form
qubits corresponding to spin-1/2 operators σi (Pauli matrices). The “Chimera” in-
teraction graph is made out of cells of eight qubits, each connected to six other
qubits (five on the graph boundary) and a longitudinal field hi, thus realizing an










i , similar to Eq. (1.1)
with the exception that the sum {ij} is restricted to the the “Chimera” interaction
graph. Here Jij and hi are dimensionless couplings with values in [−1, 1]. All qubits
are coupled to a transverse field, which along with the overall interaction strength is





A(s) and B(s) are smooth non-linear functions of s [182, 5, 7] such that B(0) = 0
initially and A(1) = 0 at the end of the QA process. Within these bounds there is
some flexibility in s(t). The total annealing time can be varied from microseconds
to milliseconds. Note that this Hamiltonian is slightly different from the original
definition in the introduction, as the units of the coupling are not defined by the
functions A(s) and B(s), note that these are not the same as the functions defined
in Chapter 3.
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For geometries that do not fit on the Chimera graph, logical qubits can be created
by coupling two or more physical qubits together with a “high-cost” coupling [126],
−JHC = 1, to keep their values mostly the same. The logical qubits can then be
coupled in more complicated geometries [62, 7, 193]. Here we realize L × L open-
boundary lattices (tiles) by using logical qubits constructed from two physical qubits;
see Figure 5·1 and Appendix A . Our target model has equal nearest-neighbor fer-
romagnetic couplings Jij = −JIsing and hi = 0. The DWQ has 2048 qubits, and
the maximum lattice size for our target model is hence 32 × 32. Smaller tiles are
implemented by appropriately zeroing some couplings, and for L ≤ 16 we can study
several tiles in parallel. The device typically has some nonfunctioning qubits, and we
treat all logical qubits affected by defects as vacancies, completely isolating them by
zeroing coupling. The number of vacancies is typically at most a few percent, and
tiles with an excessive number of vacancies are not included in the analysis.
In the following, we use the maximum high-cost coupling in units of frequency,
J0 = B(1)JHC/~ ≈ 2 GHz [126], to set the time units in all our plots. Our aim
is to study the final-state excitation energy and magnetization as functions of the
annealing time tQA. To this end, we chose the simplest possible protocol—a linear
ramp with s(t) = t/tQA = vtJ0, where we have defined the dimensionless velocity
v = 1/(tQAJ0).
5.3 Phase Transition and Bath Effects
The 2D TFIM with Ising coupling J and field hx undergoes a phase transition between
ferromagnetic and paramagnetic ground states at hx/J ≈ 3.04. Thus, in the DWQ
embedded model we expect a phase transition for some value of s that also depends
on A(s) and B(s) in Eq. (5.1). The system will traverse the quantum critical point
on its way to the final ordered ferromagnetic classical state, and this point, where
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the excitation gap has a size-dependent minimum, is the bottleneck for the system to
remain in the instantaneous ground state during the entire QA process.
Both classical (stochastic dynamics) and quantum (Hamiltonian dynamics) sys-
tems exhibit dynamic scaling in the velocity by which a parameter changes when
passing through a critical point sufficiently slowly. In the neighborhood of the phase
transition the exponents are predicted by the KZM [42, 43, 44] and its generalization
as an out-of-equilibrium FSS ansatz [45, 46, 47, 48, 49, 50, 51, 52]. As an example,
the residual Ising energy of the full Chimera lattice, defined similarly to Eq. (3.3) as
∆E = Q(t→ tQA), (5.2)
where Q is given by Eq. (3.3), scales as ∆E ∼ ξ−dKZ ∼ Ldvνd/(1+νz), where ξKZ is the
freeze-out length [42, 43, 44] and the form depending on L and v is obtained from
the KZM FSS hypothesis (in d dimensions with correlation-length exponent ν and
dynamic exponent z) when ξKZ → L as v → 0. However, in the long-time limit it
has been argued that the Landau-Zener mechanism (LZM) applies, where adiabatic
evolution is only controlled by the minimum gap ∆L ∼ L−z, giving ∆E ∼ Ldv1/2z
[18, 42, 19, 20, 21, 22]. Other types of dynamics, e.g., quantum coarsening, may also
play a role in the long-time limit [196, 168].
The KZM and LZM assume an isolated system, but in a device there is always
some coupling to a bath or other sources of noise. Works on QA in open quantum
systems have discussed decoherence due to defects produced by the environment at a
rate determined by the temperature and the couplings to the system [57, 58, 59]. If the
bath induced defect density remains low throughout the QA process, there may still
be a regime where the scaling depends on the critical point as in the KZM or LZM.
However, in some cases the bath can lead to new power laws [197] or destruction of
the critical point [198, 199]. Decoherence can also some times assist the QA process
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in approaching the classical ground state [200, 60, 201, 202]. Given the desire to
better understand and characterize the QA process, we will present a systematic FSS
























Figure 5·2: Mean values of the excess energy (a) and the magneti-
zation deficit (b) for different lattice sizes after DWQ annealing runs
with JHC set to the maximum possible value and JIsing = 0.5JHC. Each
point was calculated using averages of at least 2 × 104 independent
measurements. The curves are fits to Eq. (5.4). The case L = 12 was
not studied.
5.4 Results
We investigate the excess Ising energy ∆E and the deviation of the magnetization
from its maximal (absolute) value N (the number of qubits),




We saw no significant difference between observables calculated from the logical qubits
versus the physical qubits, reflecting the rarity of violations of the JHC constraint.
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Here we present results for the physical qubits on the Chimera graph. In the DWQ
a projective measurement is performed at the end of each annealing run, returning a
product state in the σz basis. We repeat the annealing protocol at least 2×104 times
(over multiple days) and average over the final configurations.
In Figure 5·2 we show results from the DWQ with JIsing = 0.5 (see SM, Appendix
A for the motivations for this choice) and lattice sizes up to L = 20. We have carried
out runs up to L = 32 (see Appendix A ), but we excluded the larger systems here
because of large statistical fluctuations and no distinct minimums in the accessible
velocity window. For the smallest systems, in Figure 5·2 we see that the excess
energy and magnetization deficit are already close to their smallest attainable values
at the highest v, and upon reducing v both quantities increase. Clearer minimums
(optimal velocities) form as the system size increases, and the minimums shift to
lower velocities. We find power laws emerging on both sides of the minimums. The
existence of an optimal annealing rate is consistent with general expectations for QA
in a system coupled to a heat bath or noise [57, 58, 59, 203, 204, 205], provided that
the temperature or noise strength is not too high [206]. To our knowledge, the size
dependence has not been discussed extensively.





and aL, bL, α, and β positive parameters (different for f = ∆E and f = ∆M). The
first term accounts for the defect production from non-adiabatic QA (which decreases
as v decreases), while the second term is the contribution of defects from the bath
(which should increase as v decreases [59]). As shown in Figure 5·2, the form indeed
fits all the data. For the larger systems aL scales as L
2 for both the energy and














αE = 0.74± 0.02
βE = 0.456± 0.004













(b) αM = 0.97± 0.06
βM = 0.46± 0.02
Figure 5·3: Scaling collapse of the data from Figure 5·2. The curves
represent fits to Eq. (5.5) for L = 10-20, giving the exponents α and β
for the two quantities shown in the respective panels.
LZM (extensive defect production). The prefactor bL of the bath term is almost
independent of L (as seen in the low-v data in Figure 5·2 and further analysis in SM,
Appendix A ), where one might instead have expected an extensive contribution.
This behavior may be an indication of highly non-uniform noise (see discussion in
SM, Appendix A ) and calls for further investigations of the couplings of the DWQ
qubits to the environment.
Even without detailed understanding of the noise, our proposed form Eq. (5.4) pro-
vides a way to quantify the competition between adiabatic and diabatic mechanisms.
The optimal values fmin(L) for both the energy and the magnetization (fmin = ∆E,min
or fmin = ∆M,min) and the corresponding velocities vmin(L) can be used to define
rescaled velocities and observables,
u ≡ v
vmin







where the last form follows from Eq. (5.4); note the absence of the factors aL and bL.
In Figure 5·3 we show the rescaled data along with fits to Eq. (5.5). The resulting
exponents α and β are displayed in Figure 5·3. The QA exponents αE and αM
agree remarkably well with the Ising KZM forms; ∆E ∼ v2ν/(1+ν) ∼ v0.77 and ∆M ∼
v(2ν+β)/(1+ν) ∼ v0.97 [45, 46, 47, 48, 49, 50, 51, 52] (d = 2, z = 1, ν ≈ 0.630, β ≈ 0.326).
The LZM energy is ∆E ∼ v1/2 (and we do not know the LZM form of ∆M). The
fact that we see KZM scaling indicates that the accessible annealing times, before
the cross-over to the noise regime, are still not in the long-time limit where other
mechanisms [196, 168] may take over.
5.5 Modeling the Bath
To understand the diabatic effects responsible for the second term in Eq. (5.4), we
use a simple model of decoherence; the TFIM with a noisy transverse field (similar
to Refs. [57, 58, 207]). Such calculations for 2D models are limited to very small
systems, and we here use a 1D model in order to reliably test the proposed generic
scaling forms in Eqs. (5.4) and (5.5).

















Here T is the annealing time and the time dependence is similar to that in the DWQ.







where ηi(t) are classical fields representing the interaction with the environment [58].
Experiments run on the DWQ have found that the Ising interactions Jij exhibit noise
with an approximate 1/ωp spectrum with 0.75 . p . 1 [183, 126]. The physics is not
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significantly different when the noise is instead added to the transverse field [58], as
we do here. The noise can be summarized with the following temporal and spatial
correlations: 〈ηi(t)ηj(t′)〉 = δijC(t − t′), with C(t − t′) the autocorrelation function
for the noise. We normalize the noise such that the standard deviation is set to unity
and approximate ηi(t) as a sum over 10
3 cosines with frequencies sampled (see details






We set ω0 = 1 (given in the natural units of H0), the exponent to p = 0.75, and noise
coupling λ = 0.01.
The simulation starts with the system in the ground state at t = 0, and the
evolution with the TDSE is performed by a Jordan-Wigner transformation to fermions
and solving the Bogoliubov-de Gennes equations [57, 22]. To calculate the expectation
value of the energy from the density matrix, we perform many runs with different noise
realizations and average over the expectation values calculated with the pure state at
the end of the run. We did not compute ∆M , which would be more time consuming.
Figure 5·4 shows results for various chain lengths. The excess energy first decreases
when v is lowered but increases as v → 0, similar to the DWQ (Figure 5·2). The
inset shows data collapse with the same kind of rescaling as with the DWQ data in
Figure 5·3. The prefactors aL and bL are both ∝ L (see Appendix A ), i.e., the noise
effects are extensive in this case. The KZM and LZM exponents are identical for this
system, α = 1/2, and aL ∝ L, and these power laws agree with the observations.
At high v, where the system cannot evolve significantly, the rescaled data approach
a constant, corresponding to the properties of the initial state. Interestingly, in the
DWQ data (Figure 5·3) we also observe similar deviations from the power law at
the highest velocities, but there the values are still quite far from (about an order of
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αE = 0.51± 0.01
















Figure 5·4: Mean residual energy of the 1D TFIM at the end of QA
simulations with noise described by Eq. (5.7) and parameters given in
the text. The inset shows the data rescaled according to Eq. (5.5). A
fit gives the exponents shown in the plot; the L = 512 form is shown
as the dashed curve.
magnitude) those of the ideal fully x polarized initial state.
5.6 Discussion
We have shown that QA in the DWQ and a prototypical model system both produce
results captured by a simple scaling form, Eq. (5.4), with two power laws describ-
ing the competition between quasi-adiabatic annealing and diabatic effects of a bath.
The size-dependent prefactors indicate whether defect production by the two sources
is extensive or not, and the powers of the velocity contain information on the exci-
tation mechanisms at play. Our model system exhibits extensive defect production,
as expected, and the velocity scaling in the annealing regime is consistent with the
KZM and LZM (which have the same exponents in the case of the 1D TFIM). In the
DWQ, the velocity scaling is better described by the KZM than the LZM. The bath
effects are subextensive, which may indicate highly non-uniform effects of the bath,
Appendix A .
An important point to note is that the optimal annealing time, in the DWQ and
83
in the model, is much longer than the coherence time of an individual qubit. As
we discuss further in SM, Appendix A , correlations among the qubits lessen the
impact of noise and lead to a longer collective time scale of domain ordering. The
optimal annealing time should not be seen as a purely quantum mechanical coherence
time, but reflects a fascinating interplay between quantum dynamics and stochastic
processes that deserves further study.
Our scaling ansatz should be useful as a generic tool for quantifying QA in the
presence of noise sources and baths. In future experiments with QA devices, it would
be interesting to regulate the coupling to the environment in some way, e.g., by
changing the temperature of the system or by introducing additional sources of noise.
It will also be useful to implement other uniform and non-uniform Hamiltonians.
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Chapter 6
Effects of Geometry and Decoherence
Source on Diabatic effects in Quantum
Annealing
6.1 Introduction
In Chapter 5, we discussed the effects of decoherence on QA both experimentally
on a quantum annealing device and theoretically using a toy model. On the de-
vice we, chose the classical 2D Ising ferromagnet Hamiltonian for our Hcl as apposed
to a frustrated Hamiltonian to simplify the analysis. We found that for high- to
intermediate-velocities, the final state of the system after the QA was tending to-
wards the ground state of Hcl as the velocity decreased. At lower velocities, however,
the system was tended away from the ground state due to decoherence during the
QA protocol. While the scaling analysis developed in that work was general, it could
not explain the sub-extensive behavior in the diabatic effects observed in those ex-
periments, nor does it distinguish between the different varieties of noise that can
exist in the experimental setup. As the source of noise varies from experiment to
experiment, it is important to understand the differences between various sources of
decoherence. In order to address some of these questions we will use a combination
of toy models as well as extending the analysis of experimental results. On top of
this, we will also discuss experiments that were performed on a new embedding that
allows one to simulate the 2D TFIM with PBC.
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This chapter will be laid out as follows. In section 6.2 we perform a systematic
study comparing the effects of different sources of decoherence on QA theoretically
on the 2D TFIM with OBC. In section 6.3, we discuss the local bond energy and how
the connectivity of a qubit determines how susceptible that qubit is to decoherence
effects. In section 6.4 we discuss experimental results for the 2D TFIM with both
OBC and PBC collected on the DWQ and a newer machine, the D-Wave DW_5000Q
solver (DWQ2). Finally in section 6.5 we end the chapter with an overview of the
results and discuss possible future work that would compliment the work presented
here.
6.2 Diabatic Effects of Decoherence Sources
For a coherent quantum state, the density matrix contains both diagonal and off-
diagonal matrix elements. During the process of decoherence, both the amplitudes
and phases of the matrix elements of the density matrix can change such that a single
pure state can no longer represent the density matrix. In the context of a single qubit,
the relaxation of the diagonal and off-diagonal matrix elements during decoherence
correspond to bit-flip errors and phase errors, respectively. Here, the phase repre-
sents the angle of the qubit on the Bloch sphere in the x-y plane perpendicular to
a particular quantization axis. Decoherence can be caused either quantum mechani-
cally by the system entangling with the environment, or through a classical stochastic
process that couples to the system during quantum dynamics. Under some assump-
tions about the environment and how it interacts with the system, decoherence via
entanglement can be approximated by a quantum master equation [208] that can be
cast as a stochastic TDSE [58]. Here we will only consider the effects of a classical
source of decoherence, and we will only consider decoherence processes that leave our
Hamiltonian Hermitian; however, it is possible to generalize the methods discussed
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here to non-Hermitian variants [58].
On the level of a single qubit, there are only three Hermitian operators to couple
noise too. The diagonal parts of the qubit density matrix are susceptible to bit-flip
errors, while the off-diagonal matrix elements are susceptible to phase errors. The
bit-flip errors are caused by coupling noise to σx, and σy while phase errors are mainly
caused by coupling noise to σz. To understand how noise in σx and σy cause bit-flip
errors, imagine the dynamics of a single qubit initialized in the up- or down-state.
For this state, the only operators that can rotate away from the z-axis are σx and σy
leading to a reduction in the projection of the state along the z axis. Similarly, for
the phase errors, one can imagine the system initialized in the x-y plane. The most
significant effect that produces a rotation about the z-axis is with σz. In second order,
the application of σx followed by σy or vice-versa would also create a small rotation
about the z-axis. After averaging over different realizations of the noise, one can see
that noise in σx or σy leads to a relaxation of the diagonal matrix elements while
noise in σz leads to a relaxation of the off-diagonal matrix elements of the density
matrix.
We will study a model similar to Chapter 5, with H0(t) (see Eq. (5.6)) given by
the 2D TFIM with OBC (see Eq. (3.1)) and the following generalization of the noise

















Here we ED methods to solve the TDSE, therefore, we will only look at a system
size with L = 4. Note that the noise fields η are uncorrelated and are normalized
to have a standard deviation of 1, but they will have the same spectral function as
outlined in Chapter 5 (see Eq. (5.8)). Also, because of the noise the Hamiltonian and
OBC, we can not make use of the lattice symmetries discussed in Chapter 3. To get
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Figure 6·1: The quantity ∆E plotted as a function of annealing veloc-
ity v for various kinds of noise. Note that the legend shows the values
of noise amplitudes that are non-zero.
a sense of the effect of each type of noise during QA, we look at the quantity ∆E (see
Eq. (5.2)) comparing the results. As discussed in Chapter 5, this quantity should go
to zero if the final state of the system after the QA protocol is the ground state of
Hcl. In Figure 6·1, we show the results for a L = 4 system, the legend shows the noise
amplitude that is non-zero. The shifting of the minimum to longer times indicates a
variation in the strength of the diabatic effects with x-noise being the weakest and
y-noise being the strongest. While we can get a sense of how this scales with system
size as well as geometry, the diabatic effects should be qualitatively the same for all
the processes, only differing in the magnitude.
6.3 Qubit Connectivity and Susceptibility to Decoherence
As discussed in Chapter 5, the experimental data indicated that the excitations cre-
ated in the low-velocity regime were sub-extensive in the system size. In the Appendix
A to Chapter 5, we discussed the simulation of the 1D TFIM with a single noisy qubit
coupled to the chain. The results from those simulations displayed the same scaling
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results as the experimental data. We hypothesized that sub-extensive excitations
came from the corners of the lattice as those sites have less connectivity compared to
qubits in the bulk, effectively making them more susceptible to decoherence. To test
this hypothesis numerically we will compare ∆E of each bond connected to sites with
a fixed number of neighbors. To accomplish this we first divide the sites into groups
based on the number of nearest neighbors that they have
Gn = {i; |NNN,i| = n} , (6.2)
were we denote n as the number of nearest neighbors. We also define NNN,i is the
set of all nearest neighbors to site i and |·| denotes the size of the set. The minimum
number of neighbors a site can have is 2 while the maximum is 4. The corners of the
lattice have n = 2, the edges of the lattice has n = 3 and the bulk of the lattice have
n = 4. Using this we can define the average bond energy for bonds connected to sites











If our hypothesis is true, then we should see a disparity between the bond energy for
different values of n. As the number of neighbors decreases, the diabatic effects from
decoherence should get stronger. In Figure 6·2 we show the results for Eq. (6.3) in our
simulation of L = 4 square lattice. Each panel shows the results for different types
of noise. They all qualitatively look similar; however, the on-site noise (e.g., noise in
the x, y, and z directions) show similar deviations between the different number of
neighbors while compared to the noise in the Ising interaction which has a smaller
differential. As hypothesized, there are deviations between the corner and bulk qubits
as to how susceptible those two groups are to decoherence. One question we might as
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Figure 6·2: The quantity ∆nE,loc plotted as a function of annealing
velocity v for different numbers of nearest neighbors on the square lat-
tice. In each panel, we plot the results for different noise sources; the
label in each inset gives the corresponding non-zero values for the noise
amplitudes.
discussed in Chapter 5, the most likely scenario is that the disparity between the sites
on the corners will increase compared to the sites on the edges and sites in the bulk.
We will leave this question to future work as studying larger system sizes will require
the development of more sophisticated numerical and approximate methods to solve
this problem.
6.4 Discussion of Experimental Results
In this section, we will continue the discussion of data outlined in Chapter 5 as
well as data collected on a newer machine, the DWQ2. Reviewing the experimental
procedure outline in Chapter 5, each QA run in the device is followed by a projective
measurement that gives us access to the state of each qubit. As such, we can get a
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sense of the spatial correlations of the system. Just as we discussed in the previous
section, it makes sense to look at some form of local energy to see if there is a
deviation between the edges and the bulk. In this case the system size is much
larger and therefore it makes sense to look at a more coarse grain version of what we
discussed in the last section. A natural choice for this would be the unit cells of the
DWQ. These unit cells correspond to a plaquet of 2 × 2 logical qubits of the target
lattice (see Figure 5·1 and Figure A·1 for more details about the embedding of the 2D
TFIM on the D-wave.). In Figure 6·3, we show ∆E of each unit cell on a heat map for
a system size of L = 18 and various annealing times. The heat maps are normalized
such that black represents 0, and white represents the largest energy out of all the
unit cells and all the annealing times. Going from panels (a) to (f), the annealing
velocity decreases (annealing time increases). At high annealing velocities, the heat
map shows that the bulk of the system has many more defects then the corners. As
the annealing velocity decreases, the bulk shows fewer defects until, eventually, the
corner unit cells begin to gain energy, indicating defect production inside those unit
cells. These results are qualitatively similar to the simulations that we presented in
the previous section. If one looks closely at Figure 6.3, one can see that the corner
qubits have a lower average energy per bond compared to the bulk qubits at higher
velocities. The order then switches as the velocity is lowered further. While for
simulation on the smaller system, this effect is not very dramatic, it is plausible that
these results match the experiment.
Next, we will discuss the results when performing the same experiment with PBC.
Before we do that, we must discuss how we implemented PBC on the machine. Similar
to OBC, we require that the physical qubits are coupled together to create logical
qubits. However, because of the underlying geometry of the DWQ, the mapping to
PBC is non-local in the sense that the unit cell of the embedded PBC graph does
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Figure 6·3: Here we show plots of the average energy of each unit
cell as a heat map. The heat maps are normalized such that black
represents 0, and white represents the largest energy out of all the
unit cells and all the annealing times (occurring in panel (a)). Each
panel has a label for the given annealing time tqa in microseconds. The
panels are labeled in alphabetical order such that the annealing times
are sorted in ascending order with (a) being the shortest annealing
time and (g) being the longest annealing time. Note that there are 4
sites per unit cell, therefore, for this system size L = 18 the system is
constructed out of 9× 9 unit cells.
not correspond to the unit cell of the Chimera lattice. The embedding is described
as follows. We divide the entire embedded lattice into four identical sections: A, B,
C and D as shown in Figure 6·4. Each unit cell on the Chimera lattice now has a
pair of physical qubits corresponding to logical qubits from all four quarters (see the







Figure 6·4: Schematic representing the Chimera geometry and the
embedding of our target square lattice with PBC. The red links show
the qubits of the Chimera lattice that were coupled with JHC (see Chap-
ter 5 for the discussion of logical qubits) and which correspond to the
same physical spin of the target lattice. A single unit cell is shown as
an example. It connects to the adjacent unit cells comprising all neigh-
boring links in all four quarters. The bold links show an example of an
implementation of a boundary condition, in this case corresponding to
identification of the edges of sublattices A and C.
to the couplings between the adjacent qubits inside each quarter, and the internal
Chimera links equal to zero inside the quarter. Only those unit cells that lay on the
boundary may have non-zero internal links active, because only those connected sites
from different quarters, e.g., A and C. Finally, to implement the PBC, we have only
now to identify the first column of the quarter A with the last column of quarter B
and so on. We, therefore, flip (remunerate the indices) the order of columns in the
quarter B, the order of rows in the quarter C, and both order of rows and columns
in the quarter D. Thus, after such reordering, the identification of the boundaries
amounts only to setting appropriate couplings between the corresponding qubits at
the unit cells corresponding to these boundaries. For example, the first unit cell in
the upper left corner, (0, 0), will have couplings between qubit pairs A and B and also
A and C active, and the remaining unit cells in the first row will have only the qubit
pairs A and C connected. In this way, a lattice of 16 × 16 unit cells can simulate a

























Figure 6·5: Here we have plots showing ∆E (see Eq. (5.2)) versus
annealing velocity for PBC and OBC in panels (a) and (b) respectively.
Note that the velocities are normalized in units such that such that
JHC = 1.
It is clear from the unit cell energies that the corner qubits are what cause the
diabatic behavior. If this is simply because those qubits have fewer neighbors than the
bulk, then we should see a dramatic difference between OBC and PBC. To contrast
the two boundary conditions, we look at the ∆E as a function of annealing velocity.
We are able to simulate system sizes up to L = 32, however, the larger system sizes are
quite jagged and are not useful for any analysis; as such, we will exclude them from
our analysis. We were fortunate enough to get access to a second device to perform
the comparison experiments. This device was constructed to have less noise, which
will allow for a more systematic understanding of noise in these types of devices.
Several papers have studied the effects of noise on quantum annealing. Some of this
work has explored the type of bath that generates the noise as well as the strength
of coupling to that bath [57, 58, 59, 203, 204, 205, 206]. In general, one can say that
as the coupling is decreased, the diabatic effects are shifted to larger annealing times,
while changing the temperature can lead to a plateau in the diabatic effects in the
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low-velocity limit [206]. We can use the OBC experiment to compare the two different
levels of noise in order to see if we find any of the features that have been pointed
out in the theoretical literature. On top of that, we will be able to see if there is a
systematic difference between PBC and OBC on the DWQ2.
On the DWQ2, we perform the same experiments as laid out in Chapter 5 except
now we perform it for both OBC and PBC. There are little practical differences
in the experimental setup with the exception of the set of malfunctioning qubits;
however, the number of these defective qubits is still quite small in the DWQ2. In
Figure 6·5 we show ∆E versus annealing velocity for PBC and OBC in panels (a)
and (b) respectively for the DWQ2. The OBC results look remarkably similar to the
results presented for the DWQ (see Figure A·2); however, there are some differences;
for example, the low-velocity part appears to plateau for the smaller system sizes.
This consistent with a lower-temperature bath [206] and for larger system sizes the
curves are more jagged in the DWQ2 data. For PBC, there seems to be no sign of
the diabatic behavior which is consistent with our hypothesis. There are issues with
the new data sets. Firstly, one would expect that PBC runs should have a larger
overall value for ∆E by a factor of L compared to OBC results due to the boundary,
however, the situation is reversed in the experimental data for the smaller system
sizes. Secondly, the high-velocity section of the curves for PBC do not match the
results for OBC for smaller system sizes. Finally, The data for the DWQ2 machine is
much more jagged compared to the DWQ. There are some caveats when comparing
two different machines. For example each machine has it’s own set couplings between
the qubits, e.g. the absolute magnitude of JHC will change from device to device, while
the window for annealing times will remain fixed. Therefore, the velocity ranges in
natural units are not the same. For the DWQ2, the JHC = 1800 GHz which is only
slightly smaller then the JHC = 2000 GHz for the DWQ. We can conclude that the
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natural time-scales of each machine are too close to be cause of the deviation between
the devices.
6.5 Conclusions
In this chapter, we discussed the different sources of both bit-flip and phase errors that
cause decoherence during quantum annealing by studying the 2D TFIM with OBC.
We showed that both bit-flip and phase errors produce the diabatic effects that occur
at low-velocities, thus implying that the scaling analysis we developed in Chapter
5 applies to various decoherence effects. Next, we explored how the connectivity of
each qubit to the system factors into the susceptibility to noise. We showed in our
simulations that the sites with a smaller number of neighbors showed diabatic effects
at larger velocities compared to sites with more neighbors. Next we turned to the
experimental results. We looked at the average energy of each unit cell in the DWQ
for a system with L = 18. We found that, much like in the simulations, the unit cells
at the corners of the system began to decohere at higher velocities compared to the
bulk unit cells. The next test we did was to embed the 2D TFIM with PBC on the
DWQ2. We saw that the velocity scaling was qualitatively different. The diabatic
effects were no longer apparent, however, the velocity curves were no longer smooth
functions as they were for the DWQ. for OBC, the diabatic effects of the noise in the
low-velocity regime seemed to plateau at lower velocities compared to the results for
OBC on the DWQ which did not show this plateau. This observation is consistent
with the DWQ2 having a bath that is at a lower temperature compared to the DWQ.
Both the simulations and the experimental data provide strong evidence that the
qubits with more connections in Hcl seem to be less susceptible to decoherence.
To our knowledge, there is still no explanation for the jaggedness in the data.
It appears that the PBC data displays this behavior far more than the OBC data,
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but even for OBC the data become more jagged as the system sizes increase. The
jaggedness even happens on both the DWQ and DWQ2, however the effect seems
to be much worse on the DWQ2. Unfortunately, we do not have data for PBC on
the DWQ so it is impossible to tell if the jaggedness is caused by the geometry or
if it is simply are artifact of the machine. In the future it may be better to address
some of these remaining questions by looking at 1D geometries as they are easier to
embed inside these devices on top of being easier to study numerically. To better
understand the role of connectivity and how susceptible each qubit is to decoherence,
one might study Ising models on random-regular graphs. Not only is this a way of
performing a FSS analysis as the number of qubits are not constrained by geometry,
but it also makes a connection to satisfiability problems that are typically discussed
in the context of using QA as a form of computing.
Appendix A
Supplemental Material for Chapter 4.
In section A.1 we provide further details on how the 2D Ising lattice is embed-
ded within the Chimera graph of the DWQ and also discuss the choice of coupling
strengths. In section A.2 we present the data for larger tile sizes than those discussed
in the main paper and analyze the size dependence of the prefactors of the velocity
powers in the QA-bath scaling ansatz, Eq. (5.4). In section A.3 we provide QA results
for the 1D TFIM with a noise source coupled to a single spin, complementing the
results for the model with noise sources at all spins in the main text. In section A.4
we discuss the coherence time of the noisy spins in the model and contrast that with
the optimal annealing time in the QA process in the presence of a bath. Details of
the generation of the noise signal in the TFIM calculations are provided in section
A.5.
A.1 Embedding of the Ising Square Lattice on the D-wave
Quantum Processing Unit
We devised an embedding scheme for a square lattice with nearest-neighbor Ising
couplings and OBC To do this, we identify pairs of physical qubits in each 8-qubit
Chimera cell of the D-wave Quantum Processing Unit (QPU) with a single logical
qubit on the square lattice. Using the intra-cell couplings, we strongly couple each
of the pairs of physical qubits (labeled 1-8 in the two upper cells in Figure A·1) with
the maximum allowed (ferromagnetic) strength −JHC = 1, and B(1)JHC/~ = 2 GHz
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Figure A·1: Schematic representing the Chimera geometry and the
embedding of our target square lattice with open boundaries (upper left
corner shown); an extended version of Figure 5·1 in the main paper.
in frequency units, to force these qubits to have the same value. In the discussion
we normalize the unit of time such that B(1)JHC/~ = 1. The remaining intra-cell
couplings are used to couple the logical qubits together with their nearest neighbors
via the Ising interaction −JIsing with 0 < JIsing < 1. Thus, we can tile the entire
Chimera graph of the DWQ by selective activation of the inter-cell couplings, setting
the unused couplings to zero. For this embedding to work, we have to implement two
different arrangements of the couplings in the Chimera cells, A and B type. We set
them in an alternating pattern across the lattice; see Figure A·1 (an extended version
of Figure 1 of the main paper). The resulting square lattice has 32 × 32 sites, but,
by zeroing appropriate inter-tile couplings, we can simulate also smaller tiles of size
L× L, and for L ≤ 16 we can obtain more than one independent tile (assuming the
unused couplings really are zero).
In theory we would like to have JIsing  JHC; however, for the data we present,
we have chosen JIsing = 0.5. The first reason for this choice is imperfections in the
couplings in the QPU. The typical deviation from the desired coded value is on the
order of 0.01, which sets a lower bound on how small the couplings can be without
becoming too randomized. Note that the value of JIsing also sets the effective scale
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of the minimum and maximum annealing times, i.e., in the case of an ideal isolated
quantum system the longest allowed QA process would be more adiabatic for larger
JIsing. This is another reason for not setting JIsing too small. We did the majority of
the runs with JIsing = 0.5, after experimentation to obtain the clearest minimums in
the observables investigated.
The DWQ QPU performs the annealing run by quasi-adiabatically turning the
transverse field to zero and, simultaneously, the Ising couplings to maximum strength.
At the end of the annealing run the machine performs a projective measurement in
the σz basis. We can therefore measure the Ising energy and the z magnetization.
The measurement returns a product state over the entire QPU lattice, but for system
sizes L ≤ 16 the logical system comprises multiple tiles in a single configuration. Our
working assumption is that each of these tiles is independent of one another, and so
when we average the configurations we treat each tile as an independent measurement
of the system of the programmed size L× L. We performed on the order of 2× 104
runs per system size, but for the smaller systems the effective number of samples is
multiplied by the number of tiles. The error bars in Figure A·2 represent one standard
deviation of the mean values. They are computed by data binning in the way done
in Monte Carlo simulations, so that near-normal distributions are obtained.
As mentioned already, there are systematic errors in the couplings. The couplings
on the boundaries between the tiles are normally distributed with a standard deviation
0.01. These couplings are very small compared to the Ising couplings, and we judge
that they do not significantly influence (correlate) the different tiles. This assumption
is also supported by the fact that data for single-tile system sizes, L > 16, collapse
onto the data sets for multiple-tile sizes L ≤ 16 in our analysis.
Another issue we face is that some of the couplings and qubits on the QPU might






























Figure A·2: Results from the DWQ for all system sizes considered.
Panel (a) shows the mean excess energy defined as the expectation value
of the classical Hamiltonian over one tile at the end of the annealing
minus the energy in the perfectly ordered ground state. Panel (b) shows
the sampled average absolute value of the magnetization relative to the
extreme values ±|N | of a tile. We have removed contributions from the
reported broken qubits (nonfunctional qubits or links in the Chimera
geometry) for both quantities. Each point was calculated using averages
of at least 2× 104 independent annealing runs.
into account by treating them as non-magnetic impurities in the Ising lattice, i.e., for
all logical spins containing a broken physical qubit or bond, we set all the couplings
to that logical qubit to zero and do not include such vacancy spins when computing
the energy and magnetization. In the device we used, these defects were spread out,
and so each tile had a very low density of defects (at most a few percent, and the
rare cases with more defects were discarded when computing averages).
A.2 Additional Finite-Size Scaling Results
Figure A·2 shows all of our energy and magnetization results, including the data
shown in Figure 5·2 in the main paper and also additional L = 26 and L = 32 results
not shown there. As mentioned, for those largest system sizes the fluctuations are
larger, and, for unknown reasons, the error bars for L = 32 are clearly underestimated.
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The large fluctuations for some velocity values in this case, beyond what is expected
given the size of the error bars, may indicate some anomalous time dependence of
the couplings or local fields, but under such a scenario it is not clear why similar
effects are not present in the smaller tiles. It is possible that the L = 18− 26 tiles do
not cover the putative anomalous region, and for the smaller sizes, where there are
multiple tiles present, none or only one of the tiles may be affected. In any case, also
the L = 32 results do show the same trends as the other data sets.
As discussed in the main text, we fit the data with a model that phenomenolog-
ically describes the effects of defects generated by the annealing process as a sum of
two power-laws, Eq. (5.4), with one term representing the excitations due to the QA
at finite velocity while the other term captures the effects of defects produced by the
couplings to the bath (which may have multiple components). We repeat the form
here for convenience;
f = a(L)vα + b(L)v−β, (A.1)
with f = ∆E or f = ∆M and different parameters for the two cases. The size
independent exponents α and β for both the energy and magnetization were extracted
in the main paper in the way illustrated in Figure 5·3. Here we discuss the scaling
of the size dependent prefactors af (L) and bf (L), f = E,M , testing power laws;
af (L) ∼ Lγf and bf (L) ∼ Lµf . For both the energy and the magnetization, the
values of a(L) obtained from fitting the data in Figure A·2 to the form in Eq. (A.1)
have large variations versus the system size and large error bars. However for tile
sizes L > 10 we find that the coefficients af (L) for both quantities indeed scale as
approximately L2, i.e., extensively, as shown Figure A·3(a). Here we have used also
the data for L = 26 and L = 32, and for reasons discussed above the error bar for
L = 32 is likely underestimated.
In (b) we show the results for the coefficients b(L) arising from the bath contri-
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butions. The simplest expectation here is that also these contributions should be
extensive, scaling as L2 as was found for a(L) above. However, instead we find essen-
tially size independent behaviors for both quantities. Here we have not included the
L = 26 and L = 32 data, because the uncertainties of the bath terms are too large


























Figure A·3: The size-dependent factors a(L) [panel (a)] and b(L)
[panel (b)] vs L from fits of the DWQ data with Eq. (A.1), shown on
log-log scales. The blue and orange symbols represent, respectively, the
values from the energy and the magnetization. The solid lines in (a)
represent best-fit power laws aE(L) ∼ LγE and aM(L) ∼ LγM for system
sizes 14 through 32. For the energy, the exponent is γE = 2.3 ± 0.6
while for the magnetization γM = 2.1± 0.4. In (b), we did not perform
any fits but both data sets are observed to be almost size independent,
i.e., bE(L) ∼ LµE and bM(L) ∼ LµM with exponents µE, µM ≈ 0.
A.3 Subextensive noise effect in the low-velocity regime
In the main text and the further analysis above in Sec. 2, we inferred that the defect
production in the low-v annealing regime of the DWQ showed a very weak dependence
on the system size. In contrast, the defect production in the 1D TFIM with each spin
coupled to a noise source, Eq. (5.7), showed a much stronger size dependence, as
reflected in the results for the excess energy in Figure 5·4. In Figure A·4(a) we scale
the same TFIM data as in Figure 5·4 in a slightly different way, just dividing ∆E by
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L to demonstrate the expected extensive behavior in the whole velocity regime (for
sufficiently large system sizes). The extensive defect production by the model bath
is clearly due to the fact that each spin is coupled to an independent noise source.
Conversely, the apparently subextensive defect density in the low-v regime in the
DWQ (as reflected by the size independence in the low-v regime in Figure 5·2) points
to some kind of highly non-uniform effect of the environment, with the noise level (or
the impact of the noise) being much higher on a small number of qubits.
While there may be several sources of noise in the DWQ and a detailed under-
standing of a potential non-uniformity is lacking, there are some natural candidates:
1) Qubits at corners (and to a lesser extent elsewhere on edges) of the logical Ising
lattice could be more susceptible to noise, 2) Likewise, corners and edges of the phys-
ical Chimera graph may be more susceptible, and 3) qubits close to defective links
or qubits may be more noisy. The corners could clearly give a non-extensive, size-
independent effect. Since the defects are sparse and not distributed uniformly, they
may also effectively give rise subextensive contributions.
We would like to test whether having a non-extensive number of decoherent qubits
is sufficient to reproduce the results we observe on the DWQ. We can accomplish this
in an extreme way in the 1D TFIM by coupling the system to a noise source at only
one part of the chain, here the qubit at one of the edges;
Vnoise(t) = λη1(t)σx1 . (A.2)
We perform the same analysis as in Figure 5·4 in the main text for this new model and
present the results in Figure A·4(b). Visually the results in the range over which we
see minimums in ∆E are qualitatively similar to the results from the DWQ (Figure
5·2), however the power-law exponent β describing the velocity dependence when
the data are scaled according to Eqs. (5.4) and (5.5) (shown in the inset of Figure
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A·4(b)) is still the same as in the model with noise sources at all qubits (Figure 5·4).
The competition between the subextensive (size independent) defect production by
the noise and the extensive non-adiabatic QA defect production leads to the optimal
annealing time shifting to lower velocities with increasing system size, in a very similar
manner as in the DWQ data in Figure 5·2.
An interesting side note is that there is no clear theoretical argument as to why
the defect production from the bath in the DWQ behaves as ≈ √v (exponent β ≈ 0.5
in Figure ??). Though we do not know the details of the sources of decoherence
in the DWQ, we can get a hint of what might be happening by converting velocity




t. This power-law behavior is reminiscent of diffusion. One
might speculate that this scaling would imply that the energy absorbed by the corners
(or defects) is moving into the bulk diffusively as opposed to ballistically, which would
have a natural scale t or 1/v. This is plausible, as we know that the clean 1D TFIM
has ballistic heat transport at low temperatures [209] and this would be a natural
explanation for the exponent β ≈ 1 in our model (likely β = 1 exactly). The heat
transport properties of the 2D TFIM are largely unknown.
A.4 Coherence time of a single model qubit
In the main text we discussed how the optimal annealing rate is related to the interplay
between the QA process with the uniform transverse field and the effects of the
couplings to the noisy environment. The optimal annealing rate vmin, defined by
the minimums in ∆E or ∆M , was apparent in the data sets for both the DWQ and
the TFIM. One might naively think that the corresponding time scale v−1min is of the
same order of magnitude as the coherence time of an individual qubit; however this
is not necessarily the case as v−1min is a collective time scale. Here we analyze the
decoherence process and extract the coherence time of our model spins. We discuss
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αE = 0.53± 0.03
βE = 0.99± 0.07
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Figure A·4: (a) The TFIM data from Figure 5·4 in the main paper
with the energy rescaled by 1/L, to demonstrate the extensive property
over the entire velocity range for large system sizes. (b) Results for the
TFIM with local (single-source) bath coupling, Eq. (A.2), with the inset
showing the same scaling analysis as in Figure 5·4 in the main text. The
procedure gave the exponents αE and βE displayed inside the graph.
The dotted curve shows the fit to Eq. (A.1) for the largest system size
(L = 512). The data sets for the different system sizes in (a) and (b)
are color coded in the same way according to the legends in (a).
why the collective time scale in a many-body system can be much longer than the
single-spin coherence time.
In our model, the noise describes an environment which is creating decoherence
via spin flips. For this kind of bath we can define a coherence time, Tr, for a single
qubit as the time it takes for the purity of the density matrix to drop from 1 to 3/4
(the minimum value being 1/2) after being prepared in an eigenstate of σz. Recall
that the model of the bath is calculated from an ensemble of pure states generated
with a stochastic TDSE. For a given noise realization the bath is included through an
operator which has a stochastic coupling (given by a continuous but highly fluctuating
function). For a single qubit this operator would be Vnoise(t) = λη(t)σx, where η(t) is
defined in the same way as the main text (and how the noise is generated in practice
is further discussed below in Sec. 5). We will also consider the effect of adding a
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magnetic field,
H(t) = hzσz + λη(t)σx, (A.3)
for reasons to be explained below.
















Figure A·5: Purity, Tr{ρ2}, of a single qubit evolved after being
prepared in the σz = 1 state initially. The spin is coupled to noise
and a magnetic field according to Eq. (A.3); results for three different
values of the field are shown. The arrows represent the span of time
used here to define the spin-relaxation time of the qubit with no external
magnetic field. Here the time is given in natural dimensionless units in
the same way as discussed in the main text. Each curve was produced
by evolving the model over 103 independent realizations of noise.
Expectation values of observables are calculated as averages over the ensemble of
pure states. In an alternate formulation, we can calculate the density matrix of the







where |ψr(t)〉 for given realization r is the state evolved with the noisy Hamiltonian
and Nr is the number of realizations. Results for the purity, i.e., Tr{ρ2}, versus time
are displayed in Figure A·5. The blue curve shows results for the initial state evolved
with just the bath, i.e. hz = 0 in Eq. (A.3) (and the noise parameters are the same
as used in all other cases). In this case the coherence time Tr ≈ 55, which translates
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to a velocity v ≈ 0.02. This value is much larger than any of the optimal annealing
rates in both the single-spin bath coupling discussed in the previous section and the
model where all qubits are coupled to individual noise sources discussed in the main
text. In the case of the subextensive defect production by the bath (observed in the
DWQ as well as in the model in Sec. 3), the effective collective decoherence time scale
even diverges.
An intuitive way to understand why there is a difference in time scales is to turn
on the magnetic field in the Hamiltonian, Eq. (A.3), and again observe the purity
versus time. Some results are shown as the green and orange curve in Figure A·5. As
the local magnetic field increases, the relaxation time Tr increases as well. This is not
very surprising, however it does suggest that the collective, apparent coherence time
of the system of coupled qubits can be longer than that of a single qubit due to local,
effective magnetic fields acting on each qubit due to the couplings to neighboring
qubits in which order has formed on some length scale.
Our model of decoherence used here is incomplete, in the sence that it only ac-
counts for noise-induced spin flips causing spin relaxation (the relaxation time nor-
mally called T1). It does not involve dephasing (quantified by T2). The time scale
reflected in the optimal annealing rate should also not be taken as a purely quan-
tum mechanical coherence time, but is more reflective of the inability of the statistical
noise to destroy the classical correlated state emerging at the latter stages of the open-
system QA process. This intricate phenomenon, originating from a combination of
quantum dynamics and stochastic dynamics, deserves further study.
A.5 Generating the noise signals
In the noise terms of the 1D TFIM Hamiltonian in Eqs. (5.7) and (A.2), as well as the
single-spin model defined in Eq. (A.3), we model the signal η(t) at a given site (we
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xi cos(ωit) + pi sin(ωit)
)
. (A.5)
We choose xi and pi to be normally distributed with a mean of 0 and a standard
deviation of 1. As xi and pi are normally distributed, this implies that for any ωi and
for all times t, η(t) is also normally distributed. The factor of 1/
√
Nm normalizes
η so that it has a standard deviation of 1. The non-equal time correlation function










Suppose that we choose ωi randomly from a distribution P (ω). Then, if we take the












where ϕP (t) is the characteristic function of the probability distribution P (ω). In
this way, we can reverse engineer the unequal time correlation function to obtain
the probability distribution for ω. The one issue with this approach is that it is
computationally expensive to evaluate this function in the limit Nm → ∞, but this
is a problem with all methods of sampling a correlated noise signal. However, in the
simulations we performed, we did not see any significant quantitative difference in
the scaling analysis when simulating the noise with 1000 modes versus 100 modes.
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Appendix B
Full Code for Chapter 2
Here we present the entire code laid out in section 3.3:
1 from quspin.basis import spin_basis_general # encodes symmetries
2 from quspin.operators import quantum_operator # sparse matrix operator
3 from scipy.sparse.linalg import eigsh # lanczos method
4 import numpy as np # effecient array functions
5 #
6 # setup model parameters
7 Lx = 5 # x-length of tile
8 Ly = 5 # y-length of tile
9 t_qa = 4 # length of QA protocol
10 ############################
11 # creating symmetry sector #
12 ############################
13 # set up lattice coordinates
14 N = Lx*Ly
15 # labeling of sites [0,1,2,...,N-1]
16 s = np.arange(N)
17 # x-coordinates of the sites
18 x = s%Lx
19 # y-coordinates of the sites
20 y = s//Lx
21 # defining point-group transformations
22 # x-translation
23 tx = (x+1)%Lx + Lx*y; q_tx = 0
24 # y-translation
25 ty = x + Lx*((y+1)%Ly); q_ty = 0
26 # reflection about x-axis
27 px = x + Lx*(Ly-y-1); q_px = 0
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28 # reflection about y-axis
29 py = (Lx-x-1) + Lx*y; q_py = 0
30 # reflection about diagonal
31 pd = y + x*Lx; q_pd = 0
32 # spin-inversion
33 z = -(s+1); q_z = 0
34 # creating blocks dictionary to pass
35 # into the basis constructor
36 blocks = {"kxblock":(tx,q_tx),"kyblock":(ty,q_ty),
37  ··"pxblock":(px,q_px),"pyblock":(py,q_py),
38  ··"zblock":(z,q_z)}
39 if Lx==Ly: # diagonal reflection only works on square
40 blocks["pdblock"] = (pd,q_pd)
41 # build basis
42 basis = spin_basis_general(N,S="1/2",pauli=True,**blocks)
43 ##################################################
44 # setting up Hamiltonian and observable matrices #
45 ##################################################
46 # coupling lists for Ising and transverse-field
47 J_list = ([[1.0,i,tx[i]] for i in range(N)]+
48  ··[[1.0,i,ty[i]] for i in range(N)])
49 h_list = [[1.0,i] for i in range(N)]
50 # construct operator dictionary
51 # separate operator into transverse-field and Ising operators
52 operator_dict = {"h":[["x",h_list],], # transverse-field
53 "J":[["zz",J_list],]}# Ising interaction
54 # construct operator
55 matrix_formats = {"h":"csr","J":"dia"}
56 H = quantum_operator(operator_dict,basis=basis,dtype=np.float64,
57 matrix_formats=matrix_formats)
58 # setting up site coupling list for magnetization squared
59 M2_list = [[1.0/N**2,i,j] for i in range(N) for j in range(N)]
60 operator_dict = {"m2":[["zz",M2_list]]}
61 matrix_formats = {"m2":"dia"}





66 # solve time dependent problem #
67 ################################






74 # define parameters at t=0
75 pars={"h":-1.0,"J":0.0}
76 # get operator
77 H_0 = H.aslinearoperator(pars=pars)
78 # do lanczos, "SA" -> smallest eigenvalue algebraically
79 E,V = eigsh(H_0,k=1,which="SA")
80 psi0 = V[:,0] # get initial state
81 # generate time-dependent Hamiltonian
82 # pass in tuples (func,args), such that:
83 # func_val = func(t,*args)
84 pars = {"h":(A,(t_qa,)),
85 "J":(B,(t_qa,))}
86 # get new object (does not copy data)
87 H_t = H.tohamiltonian(pars=pars)
88 # generate time points to solve for
89 hc = 3.04451 # 2D ising critical point
90 tc = t_qa * (np.sqrt(hc)/(1+np.sqrt(hc)))
91 # evolve to the critical point and to the end
92 times = [tc,t_qa]
93 # evolve initial state
94 psit = H_t.evolve(psi0,0,times)
95 # measure observables
96 E_t = H_t.expt_value(psit,time=times).real
97 m2_t = m2.expt_value(psit).real
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[134] U. Schollwöck, Review of Modern Physics 77, 259 (2005).
[135] U. Schollwck, Annals of Physics 326, 96 (2011), january 2011 Special Issue.
[136] L. Pollet, Reports on Progress in Physics 75, 094501 (2012).
[137] W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, Review of Modern
Physics 73, 33 (2001).
[138] P. H. Acioli, Journal of Molecular Structure: THEOCHEM 394, 75 (1997).
[139] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Review of Modern Physics
68, 13 (1996).
[140] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko, O. Parcollet, and C. A.
Marianetti, Review of Modern Physics 78, 865 (2006).
[141] H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, and P. Werner, Review of Modern
Physics 86, 779 (2014).
[142] B. Blaβ and H. Rieger, Scientific Reports 6, 38185 EP (2016), article.
[143] G. Carleo and M. Troyer, Science 355, 602 (2017).
[144] A. Kamenev and A. Andreev, Physical Review B 60, 2218 (1999).
[145] A. Kamenev, Field Theory of Non-Equalibrium Systems (Cambridge University Press,
2011).
[146] J. Wurtz, A. Polkovnikov, and D. Sels, Annals of Physics 395, 341 (2018).
[147] A. Polkovnikov, Annals of Physics 325, 1790 (2010).
[148] M. Rigol, T. Bryant, and R. R. P. Singh, Physical Review Letters 97, 187202 (2006).
[149] M. Rigol, T. Bryant, and R. R. P. Singh, Physical Review E 75, 061118 (2007).
120
[150] E. Guardado-Sanchez, P. T. Brown, D. Mitra, T. Devakul, D. A. Huse, P. Schauß,
and W. S. Bakr, Physical Review X 8, 021069 (2018).
[151] K. Mallayya and M. Rigol, Physical Review Letters 120, 070603 (2018).
[152] J. Oitmaa and D. Betts, Physics Letters A 68, 450 (1978).
[153] E. Jones, T. Oliphant, P. Peterson, et al., “SciPy: Open source scientific tools for
Python,” (2001–).
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