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1. INTRODUCTION 
Let E(z) be an entire function which satisfies the inequality 
I Jv) I < I w4 I for Y>O (2 = x + iy) (1) 
and let 
The set X(E) of all entire functions F(z) such that 
and 
144 I2 < II F II’ 0,4 for all complex z, (3) 
is a Hilbert space of entire functions. For each complex number w, K(w, z) 
belongs to Z’(E) as a function of z and 
F(w) = ((F(t), K(w, t)> for every F(z) in X(E). (4) 
For example, if a > 0 and E(z) = e--iaz, then Z?(E) consists of all entire 
functions of exponential type at most a which are square integrable on the 
real line, A finite-dimensional space is obtained when E(z) is a polynomial 
with all its zeros in the lower half-plane y  < 0; then X(E) consists of all 
polynomials of lower degree than E(x). 
Let d(E) be the set of all nonnegative measures p on the Bore1 sets of the 
real line such that 
IlF II* = Jrn I WI I2 449 for all F(z) in S’(E), 
--m 
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i.e., such that X(E) is contained isometrically in LB(p). Then .X(E) is a 
convex set. Our purpose is to find the extreme points, and more generally, 
the edge points, of this set and to study the conjecture that they are all step- 
functions (discrete measures). 
OUTLINE OF RESULTS. A measure p is in A(E) if, and only if, 
Y - 
s 
m / E@>12 d&> = Re E(z) + E*(z) w(z> 
7r -co(~--)2+Y2 E(z) - E*(z) W(z) 
for y  >a (5) 
for some W(Z) analytic and bounded by 1 fory > 0, de Branges [I], where 
E*(z) = E(Z). Extreme points of A(E) are characterized by introducing a new 
vector space p(E), which consists of all functions of the form 
where the Fk(z) are in X(E). If p belongs to .k(E), it is an extreme point if, 
and only if, X*(E) is dense in L+). This condition is satisfied whenever 
the function W(Z) in (5) is of the form W(Z) = S*(z)/S(z) for some S(Z) in 
X(E), and in this case p(x) is a step-function (Theorems 1,2). The conjecture 
that these are all the extreme points has been verified only for finite-dimen- 
sional spaces Z(E). It is convenient to consider the subsets of A(E) called 
edges, whose elements are edge points. (Definitions in Section 2.) If p belongs 
to h!(E), it is an edge point if, and only if, S”(E) has deficiency 0 or 1 in 
LQ). This condition is satisfied whenever W(Z) = S*(a)/S(z), where 
S(Z) = .#(a) + G(z) for some F(z) and G(z) in X(E). Again, p(x) is a step 
-function (Theorems 3, 4). If p is not an extreme point of A(E), then the 
closure of X2(E) in L$) determines a Banach space a of entire functions. 
This leads to our main result: every edge point of A(E) which is not an 
extreme point is a step-function (Theorems 5, 6). It follows that those extreme 
points which are the endpoints of edges are also step-functions. However, it is 
not known whether these exhaust the extreme points of A’(E). The final 
theorem concerns the structure of a. There is an entire function P(Z) with 
real simple zeros on the support of TV and every G(z) in g has an expansion 
G(z) P(z)-' = C G(t) P'(t)-' (z - Q-1 
when P(Z) # 0, with summation over the support of p. 
The first two theorems are from my doctoral thesis (Purdue, 1964) and I 
wish to express my gratitude to Louis de Branges and James Rovnyak for 
their supervision at that time and for the inspiration they have continued to 
provide. 
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2. BACKGROUND 
Every space ~9 = X(E) satisfies the axioms: 
(Hl) IfF(z) is in X and F(w) = 0, u! f  zZ, then 
GF(z) = F(z) + (w - ii) g@& 
is in S? and has the same norm as F(z). 
(H2) For each number w, the linear functional F(z) + F(w) is continuous 
on 2. 
(H3) Zf F(z) is in 2, then so is F*(z) = P(m) and /IF* I/ = 11 F I/ . 
Conversely, every nonzero Hilbert space of entire functions which satisfies 
these three axioms is equal isometrically to a space Z(E). A useful conse- 
quence of (Hl) is that if F(x) is in Z(E) and F(m) = 0, zu f  fi, then 
F(z)/(z - w) is in Z(E). The same result holds for real r~’ if, and only if, 
E(zc) f  0. We will need a third characterization of the Hilbert spaces, for 
which it is notationally convenient to use the theory of functions of bounded 
type, due to R. Nevanlinna. An analytic function F(z) in y  > 0 is of bounded 
type if F(z) H(z) = G(z) for some nonzero functions G(z) and H(z) which 
are analytic and bounded by 1 for y  > 0. Clearly, the sum or product of 
functions of bounded type is also of bounded type. The representation theo- 
rem for functions f (x) of bounded type for y  > 0 is 
f(z) = B(z) exp (- ihz) exp (G(z)), (6) 
where B(z) = JJ [l - z/x,J/[~ ~ z,/u”,J, (z,J are the zeros of f(z) in y  > 0, 
h is real, and 
Re G(z) = (277-i 1 z - 5 I j- I t - z I? dp(t), 
where s(1 + t*)-l I dp(t) I < co. The number h is called the mean type of 
f (2); a useful consequence of (6) is that 
h = lim sup y-l log If (iy) 1 , as y  + co. (7) 
In this notation, X(E) consists of those entire functions F(z) for which (2) 
holds and F(z)/E(z) and F*(z)/E(z) are of bounded type and nonpositive 
mean type for y  > 0. 
We will use entire functions which are associated with a space Z’(E) and 
yet may not belong to it. By definition, these are the entire functions S(Z) such 
that for every number w with S(w) f  0, [F(z) S(w) - S(z)F(w)]/(z - w) 
belongs to S(E) whenever F(z) belongs to X(E). It follows readily from the 
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last description of A?(E) that S(z) is associated with S(E) if, and only if, 
s(l + t2)-l 1 S(t)/,!?(t) Ia dt < 03 and S(z)/E(z) and S*(z)/E(z) are of 
bounded type and nonpositive mean type for y  > 0. We will often use the 
corollary that if S(z) is associated with X(E) and S(ZU) = 0, where w is real 
and E(U) # 0, then S(z)/(z - w) belongs to Z(E). Examples of functions 
associated with s(E) are E(z) and zF(z), for anyF(z) in 2(E) which is not 
in the domain of the transformation F(z) + zF(z) in Z(E). Parenthetically, 
this is a closed, symmetric transformation with deficiency indices (1, 1) and 
the functions S(z) which are associated with Z’(E), but do not belong to 
Z(E), determine self-adjoint extensions. In this connection, the reader 
may be interested in Gilbert [2], Naimark [3]. For the theory of functions 
of bounded type, see Chapter 1 of [l]. 
3. THE CONVEX SET A’(E) 
I f  E(z) satisfies (l), we define d(E) to be the set of Bore1 measures TV on 
the real line such that X(E) is contained isometrically in L+). Then A’(E) 
is convex. A line segment in A’(E) is a subset of the form 
L={y=hf(l -t)/?:O<t<l} 
for some pair cc, /3 in A’(E); the midpoint of L is 3 OL + 4 fl and OL, /I are the 
endpoints of L. An element p in A’(E) is an extreme point of A(E) if it is not 
the midpoint of any line segment in 4(E) with distinct endpoints. It is an 
edgepoint provided that it can be written as the midpoint of two line segments 
in A(E) only when one line segment contains the other. 
It will be convenient to ignore the distinction between a measure TV in 
d(E) and any nondecreasing function CL(X) on the real line which determines 
p. A nondecreasing function p(x) belongs to J%!(E) if, and only if, (5) holds. 
The measure p can be recovered from (5) by the Stieltjes inversion formula: 
if a and b are points of continuity of p(x), then 
p(b) - ~(a) = lim J“ Ref(x + ir) dx, 
a 
as y  decreases to 0, where 
E(z) + E*(z) W(z) 
f(z) = T E(z) - E*(z) W(z) ’ 
Let A?(E) be the smallest vector space which contains F(z) F*(z) whenever 
F(z) belongs to X(E). The product F(z) G(z) of any two functions in X(E) 
belongs to X”(E); this follows upon multiplying F(z) + G*(z) and 
F(z) + iG*(z) by their respective “star functions” and subtracting the 
products. We will need the following description of s”(E). 
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LEMMA 1. I f  F(z) belongs to e(E), then 
F(z) = F,(z) q+(z) - F,(z) F,*(z) + iF3(z) F’,(z) - iF,(z) F:(z), 
where the F,(z) belong to Z(E). 
(9) 
PROOF. To prove the lemma, I will show that the set of functions of the 
form (9), forF,(z) in S(E), is a vector space. This will follow from the result 
that ifF(z) and G(z) are in P(E), there exists H(z) in H(E) such that 
F(z)F*(z) + G(z) G*(z) = H(z) H*(z). 
To construct H(z), let 
c(z) =WF*b) + G(4 G*(z) 
E(z) E*(z) * 
This function is of bounded type for y > 0; let B(z) be its Blaschke product 
of zeros for y > 0, as in (6). Since C(Z) = C*(Z), its zeros come in conjugate 
pairs. Therefore, B*(z) = l/B(z) is its Blaschke product of zeros for y < 0 
and C(Z) B(x) = C(z)/B*(z) has no zeros for y < 0 and its zeros for y > 0 
have even multiplicity. Since C(Z) B( z is nonnegative for real z, all its zeros ) 
have even multiplicity, hence C(Z) B(z) = H,(z)~ for some entire function 
H,(Z). Then [H,(Z) H:(z)]~ = C(Z)~ and so H,(Z) H:(Z) = C(Z). It is 
easily verified that H(z) = E(z) H,(x) satisfies (2) and (3) and 
H(z) H*(z) = F(z)F*(z) + G(z) G*(z). 
The lemma follows. 
The vector space S”(E) is obviously contained in Ll(p) if p belongs to 
.X(E). Theorems 1 and 3 describe the relationship between this inclusion 
and extremal properties of CL. The first theorem was obtained independently 
in Douglas [4] and Trutt [5]. This author got the idea for the proof from de 
Branges [6]. 
THEOREM 1. Let p belong to &f(E). A necessary and su@ient condition that 
p be an extreme point of M(E) is that X2(E) be dense in Ll(p). 
PROOF. To prove the necessity, let h(x) be a bounded measurable complex- 
valued function of real x such that 
0 = j- F(t)F*(t) h(t) dp(t) = j 1 F(t) I2 h(t) dp(t) 
for every F(z) in Y(E). We show that h(x) must vanish CL-a.e.; it then 
follows from the Hahn-Banach theorem that X2(E) is dense in Ll(p). Clearly, 
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h(x) may be chosen real-valued (otherwise consider its real and imaginary 
parts) and bounded by 4 . Define measures p1 and pa on Bore1 sets S by 
k(S) = j, [l - WI 44% re(S) = j, [l + WI 440. 
Then ~1~ and pclz belong to A!(E) because for every F(z) in S(E), 
j I F(t) I2 d/d) = j I F(t) 1' [l f h(t)] 44) = j I F(t) I2 dp(t) = II F /12, 
k = 1, 2. Since p = 4 p1 + 4 p2 and TV is extreme, p = p1 = p2 . Therefore, 
J, h(t) Mt> = 0 f or every Bore1 set S, hence h(x) = 0 p-a.e. 
Conversely, suppose X2(E) is dense in L+), and let p = fr p1 + + p2 
where pcL1 and p2 belong to A(E). The measures t p1 and + p2 are absolutely 
continuous with respect to TV, since 0 < + tag < TV, k = 1,2. By the Radon- 
Nikodym theorem, there are functions jr(r), f2(x) such that 
for every Bore1 set S, and so 
Q j” -cc I F(t) I2 44) = jm I W I”f&) 44) --m 
for every F(z) in X(E), k = 1, 2. By the definition of A(E), 
i I F(t) I2 LfiP> -fiO>l 44) = 0 
for every F(z) in Z(E). Since X2(E) is dense in L+), jr(t) =f2(t) p-a.e., 
hence p1 = p2 , which completes the proof. 
Theorem 1 is used to construct extreme points of A(E). 
THEOREM 2. Let TV belong to A(E). A su..cient condition for p to be an 
extreme point of A(E) is that the analytic function W(z) which determines TV 
by (5) be of the form W(z) = S*(z)/S(z) for some S(z) in H(E), and that no 
real zeros of E(z) are discontinuities of p(x). In this case, p(x) is a step-function 
whose jumps occur at the points (a) where E(z) S(z) - E*(z) S*(z) has a zero 
of higher order than S(z), and 
AC) - tL(G) = lim (z - GJf(4, 
asz+t,, where 
f(z) = R EC4 Sk4 + E*(4 S*(4 
i E(z) S(x) - E*(z) S*(z) . 
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PROOF. The last statement follows from a careful application of the 
Stieltjes inversion formula (8) to (5). The singularities of f(z) are discrete 
since they are zeros of the entire function E(z) S(Z) - E*(z) S*(Z), and it 
can be shown from the form of the Poisson integral in (5) that (a - tn)f(a) 
is continuous at t, . We use Theorem 1 to prove that p(x) is an extreme point 
of A’(E). The denseness of Z”(E) in L’(p) is verified by showing that for 
each point of increase h = t,, of p(x), there is a function in X2(E) which has a 
nonzero value at h and which vanishes at all other points of increase of P(X). 
At such points, E(h) # 0 by hypothesis and S(Z) = (.z - h)‘F(z), where 
F(z) belongs to Z(E) by (Hl) and F(h) f  0. The required function is 
F(h) E(z) w4 - E*(z) F*(z) 
z-h 
= Q,) Fc4 E(h) - F*(z) E(h) + q,) E(z) w4 - w E(h) Z-h z-h 
_ F*(z) E*(z) V4 - 03 -WV 
n- u h . 
It belongs to Z2(E) because each term on the right is the product of two 
functions in Z(E) (see Section 2). 
THEOREM 3. Let p belong to .4’(E). 4 necessary and sujicient condition 
that p be an edge point of M(E) is that X”(E) have deficiency 0 OY 1 in Ll(p). 
In other words, whenever h,(x) and h,(. ) T are bounded measurable functions and 
0 = j G(t) h,(t) 44) = j G(t) b(t) 44) 
for every G(z) in S”(E), then h,(x) and h*(x) are linearly dependent p-a.e. 
PROOF. To prove the necessity, we first observe that the functions h,(x) 
and hp(x) with the properties stated in the theorem may be chosen real- 
valued and bounded by + . Define measures pr , pa, “I , Ye on Bore1 sets S by 
/h(S) = j [l - h,(t)1 Q(t)* tie = j P + h,(t)1 44, 
Ml = - [I - h,(t)1 44t)t J 4s) = j P + hdt)l 44th 
where the integration is over S. Then p1 , pa , vi , V, all belong to J.@(E) and 
p = 4 p1 t 4 pz = 2 q + 4 vp . Since p is an edge point, we may suppose 
that the line which has v  r , Ye as its endpoints contains the line which has 
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pr, ps as its endpoints, so that pL1 = av, +- (1 - u) ~a and ps = bv, + (I - 6) us, 
where 0 < a, b < 1. Then for any Bore1 set S, 
2 j, k(t) 44t) = P*(S) - P,(S) = (a - 6) b2(S) - %WI 
= 2 (a - 6’S, h,(t) 4-w 
Since S is arbitrary, h,(t) = (a - 6) h,(t) p-a.e. 
Conversely, suppose @(I?) has deficiency 0 or 1 in Ll(p) and 
By the Radon-Nikodym Theorem, 
t Pk(S) = jp 4-40, : %W = j/r(t) 4-a 
for every Bore1 set S, for some measurable functions fk(x), gk(x), K = 1, 2. 
Therefore, for every F(x) in X(E), 
and 
4 jm I W) I2 444 = jm I F(t) 12f7c(Q 444 --ac --m 
4 jm I F(t) I2 a4 = j” I W) I”&c(4 44th R = 1,2. --oo --m 
Since each pk , yk: is in A’(E), 
0 = jm I w I2 Lfiw -f2(~)144~) = jm I w I2 k(t) - g2(t)l44f)* 
-03 ---i 
Since F(z) is arbitrary and X2(E) has deficiency at most one in Ll(p), we 
may assume 
h(x) -fib> = cM4 - g2(41 wa.e., 
where 0 < c < 1. Therefore, for any Bore1 set S, 
k(S) - %(S> = 8 MS> - %(S)I + i b?(S) - PAS)1 
= j, CflW - &dt)l 444 + j, k?(t) -f2(~)lCW 
= cc - 1) j k(t) - g2(0144t) = cc - 1) [S~lCS> - iM~V1~ 
S 
409/20/1-6 
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and so 
Similarly, 
Since 0 < c < 1, the line segment with endpoints vi , va contains the line 
segment with endpoints pi , pa , which completes the proof. 
Theorem 4 is used to construct edge points of A(E). 
THEOREM 4. Let p belong to A’(E). A su fi cient condition for p to be an edge 
point of A(E) is that the function W(z) which determines p by (5) be of the form 
W(z) = S*(z)/S(z) for some S(z) which is associated with X(E), and that 
no real zeros of E(x) are discontinuities of p(x). In this case, p(x) is a step- 
function whose jumps have the same description as in Theorem 2. 
LEMMA 2. Zf F(z) belongs to X*(E) and F(w) = 0, where w is real and 
E(w) # 0, then F(z)/(z - w) belongs to X”(E). 
LEMMA 3. Zf S(z) is associated with SF(E) and if H(z) belongs to Z(E) 
and H(w) # 0, where w is real and E(w) # 0, then S(z) H(z)/(z - w) belongs 
to S=(E). 
PROOF OF LEMMA 2. By Lemma 1, 
F(z) = G(x) G*(z) - H(z) H*(x) + X(z) K*(z) - iL(z) L*(z), 
where G(z), H(z), K(z), L(z) belong to X(E). If 
0 = G(w) = H(w) = K(w) = L(w), 
then w is a zero of even order for each of these functions and hence the lemma 
follows from axiom (Hl). Otherwise, say, H(w) # 0. Then 
H(w) G(z) G*(z) - H(z) H*(z) + X(z) K*(z) - iL(z) L*(z) 
z-w 
= H(z) G*(z) G(W) - H*(z) H(W) + iK*(z) K(w) - iL*(z) L(w) 
z-w 
+ Gz+@) W H(w) - H(z) G(w) 
z-w 
+ iK*(z) K(z) H(w) - H(z) K(w) 
Z-W 
_ iL*@) w ff(w) - f&4 L(w) 
z-w 
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belongs to X2(E) because, by (Hl), each term on the right is the product of 
two elements of A?(E). 
PROOF OF LEMMA 3. Since S(Z) is associated with Z(E), 
S(z) = zF(z) + G(z), 
where F(z) and G(z) belong to 2(E). SO 
By Lemma 2, each term on the right belongs to Z”(E). 
PROOF OF THEOREM 4. As in Theorem 2, the last statement follows from 
the Stieltjes inversion formula. We use Theorem 3 to prove that p is an edge 
point of d(E). Let t, , s t be discontinuities of p(x). Then E(z) is nonzero 
at these points by hypothesis, E(z) S(z) - E*(z) S*(z) has zeros at these 
points, say of orders m + 1, II + 1 respectively, and 
S(z) = (z - tl)” S,(z) = (z - t2)” S,(z) 
where m 3 0, rz > 0 and S,(Z), S,( z are associated with X(E), Sl(tl) # 0, ) 
Sr(ta) # 0. Consider the entire function 
G 
12 
(z) = E(z) H(z) - E*(z) H*(Z) 
(z - tl) (z - h) ' 
where H(z) = S(z)/(z - ti)” (z - Qn. Since the identity 
H(t) W4 Wz) - E*(z) ff*Wl 
= H(z) [H(z) E(t) - H*(z) -&)I + H(z) [E(z) H(t) - W.4 E(t)] 
- H*(z) [E*(z) H(t) - H(z) E(t)] 
holds for all z and t, and for t = t, or t = t, each term on the right in paren- 
theses is associated with &‘(E) and vanishes at z = t, and z = t, , it follows 
from Lemmas 2 and 3 that G,,(z) belongs to X2(E). It is nonzero at t, and 
t, and vanishes at all other points of discontinuity of p(x). Explicitly, 
G tt ) 
12 1 
= [E(td H(h) - E*(h) H*(h)] 
t, - t, 
_ _ ri WA Wd + E*(h) H*(b) 
(tl - t2) PWlH 
G 
12 
(t2) = P(t,) WJ - E*(t,) ff*(t,)l’ 
t2 - t1 
= _ Ti W2) J-G,) + E*(b) H*(b) 
P2 - tl) &2)) ' 
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where the prime denotes differentiation, since 
Lwk) Wt,) - E*(h) ff*(a’ r&4 = - 4E(b) WJ + E*(h) ~*(hx 
R = 1,2, by the Stieltjes inversion formula. Therefore, if /Z(X) is bounded and 
Jh(t) G(t) d/~(t) = 0 f  or all G(z) in SF(E), then in particular, for 
W4 = G&h 
0 = 44) G&d PW + h(h) Gdtz) PUG), 
or 
0 = h(h) [E(4) H(h) + E*(G) H*(h)1 - h(h) [E(h) 44) + E*(h) H*(W 
(10) 
It follows that if g(x) is also bounded and Jg(t) G(t) &(t) = 0 for all G(z) 
in e(E), then (10) holds with h replaced by g, hence 
Since t, , t, are arbitrary, h(x) andg(x) are both constant multiples p-a.e. 
of the reciprocal of E(x) H(X) + E*(x) H*(x). The theorem follows. 
The next theorem will be used to show the discreteness of edge points of 
A’(E) which are not extreme points. For simplicity, we assume that E(z) has 
no real zeros. 
THEOREM 5. Let p be an element of A(E) zuhich is not an extreme point, 
and suppose E(z) has no real zeros. Then the linear functional defined on X”(E) 
by F(z) -+ F(w) is continuozu in the metric of LQ.) for every number w. Every 
function in the closure of A?(E) in L1(p) is (equivalent CL-a.e. to) an entire 
function. Thus, Z”(E) determines a Banach space S? of entire functions in the 
metric of Ll(p). The axioms (Hl), (H2), (H3) are satisfied by 2. 
PROOF. Let M(w) = sup 1 F(w) 1 , where the supremum is over all F(z) 
in S(E) with s /F(t) 1 dp(t) < 1. We will show that M(U) is finite for all ZL’ 
and is bounded on bounded sets. 
Since p is not an extreme point of A(E), 3Y2(E) is not dense in Ll(p), by 
Theorem 1. By the Hahn-Banach theorem, there is a nonzero measurable 
function B(x), bounded ,by 1, such that SF(t) B(t) dp(t) = 0 for all F(a) in 
Z?(E). By Lemma 2, j 1 s(t) B(t) 1 dp(t) # 0 for some S(z) in X2(E). Since 
F*(z) is in sP(E) whenever F(z) is in S2(E), we may choose B(x) real- 
valued and S(Z) real for real Z. Then the function 
g(z) = - i 1 (t - z)-’ S(t) B(t) dp(t), 
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which is analytic for y > 0 and y < 0, does not vanish identically in either 
half-plane. For if it did, then, say, 
0 = Reg(z) = y 1 1 t - x I--? s(t) B(t) &(t) = y 1 1 t - z 1-2 &i(t) 
for y > 0, where &i(t) = s(t) B(t) &(t). If pl(x) is nondecreasing, it 
follows from the Stieltjes inversion formula that pr(x) is constant and hence 
J I S(t) B(t) I 44t) = 0, contrary to construction. The same conclusion is 
obtained for general pl(x) by writing it as the difference of two nondecreasing 
functions. 
If F(z) is in X2(E) and s ( F(t) j &(t) < 1, then 
F(z) S(zu) - S(z)F(w) 
z-w 
belongs to X2(E) for every number w, by the proof of Lemma 2. Therefore, 
0 = 1 (t - w)-1 [F(t) S(w) - S(t)F(w)] B(t) l&L(t) 
= S(w) 1 (t - w-1 F(t) B(t) d/L(t) - F(w) 1 (t - w)-1 S(t) B(t) dp(t). 
so 
I qw) I ) 1 (t - WY W) B(t) 44) / < 2 I w - 6 1-l I S(w) I (11) 
for all nonreal w. Hence, for w f zZ, M(w) is finite if there exists an S(z) 
in e(E) such that J(t - w)-l s(t) B(t) &(t) # 0. If no such choice of 
S(z) is possible for some w f 27, there is a largest positive integer n such that 
J-(t - x)-l S(t) B(t) c+(t) h as a zero of order at least n at w for every S(z) 
in S(E). Then, for some S(z) in e(E), 
(z - w)-n J (t - z)-1 S(t) B(t) d/L(t) = J (t - w)-” (t - ix)-’ S(t) B(t) dp(t) 
does not vanish at w. Since the inequality (11) holds with this S(z) and with 
B(X) replaced by B(x)/(x - ZU)~, and the integral is now nonzero, M(w) < co. 
Therefore, M(w) is finite for all nonreal w and, since each term in (11) is a 
continuous function of nonreal ~1, M(w) is bounded on bounded sets at a 
positive distance from the real axis. Continuity at real points w, and local 
boundedness of M(w), follows from Cauchy’s formula in the form 
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where the path of integration is the boundary of the unit square with center 
at w and sides parallel to the axes. For example, if 1 z - w 1 < 4 and t is on 
the side t = w + 1 + ti, then 1 F(t) [ < Ky-l by (1 l), where K is a constant, 
and therefore the integrand is bounded by 3K. It follows that 
(Z - w - 1) (Z - w + l)F(z), and hence F(z), is uniformly bounded for 
( z - w / < 4 . This completes the proof that M(w) is bounded on bounded 
sets in the complex plane. 
Let 9? denote the vector space of all functions F(z) which are pointwise 
limits F(z) = limF,(z) of some sequence (F,(Z)) in X2(E) which is Cauchy 
in the metric of L+). The pointwise limit of such sequences always exist 
and are entire functions, since 1 F,(Z) -F,(Z) 1 ,< M(Z) I/F, -F, ]I and 
M(Z) is bounded on bounded sets. (I] . ]I denotes the LQ) norm). Define 
1) F ]I = lim ]I F, 11 . To show that this definition is independent of the sequen- 
ce chosen, I must show that if (F,(z)) is a sequence in X”(E) which is Cauchy 
in the metric ofLl(p) andF(w) = lim F,(w) = 0 for all w, then lim l/F, II = 0. 
Letf(x) = limF,(x) in the metric ofLi(p). Then ]]f I] = 0, sincef(x) = F(x) 
CL-a.e., hence I]& I/ < ]I F, -f ]I + ]lf I/ + 0. Therefore &? is a normed 
vector space, which contains Z”(E) isometrically as a dense subset. The 
completeness of 9 follows readily, since for any Cauchy sequence (F,,) in .A’, 
we can choose (G,) in Z’(E) such that ]I F, - G, 11 < l/n for each n = 1, 
2, 3,... . Then (G,) is Cauchy and so, by the construction of 9, F = lim G,, 
exists in a’. Then F = lim F, , hence g is complete. Therefore Zg is a Banach 
space of entire functions in the metric of L+). Since X”(E) satisfies the 
axioms (HI), (H2), (H3), so does g. 
THEOREM 6. Let TV be an edge point of A?(E) which is not an extreme point, 
and suppose E(x) has no real zeros. Then there is an entire function which has a 
zero at every point of increase of p(x), hence p(x) is a step-function. 
PROOF. It may be assumed that L’(p) is infinite-dimensional. Choose an 
interval I = [a, b] such that the functions in L1(p) with support in I form a 
subspace N of dimension at least 2. Then there is a nonzero functionf(xj 
in LQ) which is common to N and 9. By Theorem 5, we may assume that 
f(x) is the restriction to the real line of some entire function f(z). Since &? 
and N both satisfy axiom (H3), we may assume that f (x) is real for all real x. 
Let t be any point of support of TV outside I. Choose E > 0 so small that I 
and / = [t - E, t + 61 have no point in common and so that p(x) is con- 
tinuous in / - (t}. Sincef(x) belongs to N, J,f(x) dp(x) = 0. Since t is in 
the support of p and f (x) is continuous, f(t) = 0. Therefore, the points of 
support of p outside I lie in the discrete set of zeros of the entire functionf(z). 
Since I is arbitrary, the support of p is a discrete set. This completes the 
proof. 
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Notice that the above proof shows that p(x) is a step-function if the 
deficiency of S”(E) in L+) is finite and nonzero. The next theorem esta- 
blishes an absolutely convergent partial fractions expansion for the entire 
functions in the corresponding space g. The theorem was motivated by 
de Branges [7]. 
THEOREM 7. Let p be an edge point of A(E) which is not an extreme point, 
and suppose E(z) has no real zeros. Then for every G(z) in the Banach space 3? 
described in Theorem 5, 
G(x) P(x)-’ = 1 G(t) P’(t)-’ (z - t)-’ 
P( t)=O 
(12) 
when P(z) # 0, where P(z) is an entire function which is real for real z and 
whose zeros are real and simple and occur at the points of support of p which are 
not zeros of B(x). The mass of p at each such zero t is B(t)-l P’(t)-‘. 
PROOF. Let S(z) and B(x) be chosen, as in the proof of Theorem 5, so 
that B(x) is real-valued, s ] S(t) B(t) 1 dp(t) # 0, and the equation which 
precedes (11) holds. Define a measure v by dv(t) = B(t) dp(t). The support 
of V, which is the subset of the support of TV on which B(x) is nonzero, is 
discrete by Theorem 6. If to and t, are in the support of v, let f (x) be the 
function which is defined at these points by f(t,) (to - tJ v(t,) = 1, 
‘(tl) (tl - to) v(tl) = 1, and which is zero at all other points of support of V. 
Then Jf(t) B(t) dp(t) = 0, so f(x) agrees p-a.e. with an entire function 
F(z) in g’. Since f(x) is real-valued CL-a.e., f(x) agrees CL-a.e. with 
4 [F(z) + F*(z)], and so we may assume that F(z) is real for real a. Therefore, 
P(z) = (a - to) (z - QF(z) is an entire function which is real for real .a and 
which vanishes on the support of v. Let w be any other zero of P(z). Since 
F(w) = 0, it follows from Lemma 2 that 
W) -= PC4 
.x - w  (z - to> @ - tl) (z - 4 
belongs to g;. Therefore, 
m = (x - ;;;; - w) 
belongs to 9 and vanishes at all points in the support of v except to and w 
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if w is in the support of v. Since this function -must have mean zero with 
respect to v and since it is nonzero at t, , u’ = t, is a real number in the 
support of v and 
0 = 
s 
g(f) h(t) = (to - q-1 - (to - t,)-1 P'(tJ V(&). 
If follows that P’(t,) f 0 and v(&) = P’(t,)-l. Therefore, the entire function 
h(z) = P(z) J-(x - q-1 S(t) h(f) a rees with S(x) at the zeros of P(Z). Since g 
I h(z) 1 < / (z - to) (z - fl) M(z) J‘ (z - q-1 S(t) h(f) 1 
< I Y-lb - G3) @ - t1) S(z) I , 
for y # 0, by (1 I). The function h(z)/S( z is entire, because every zero of ) 
S(Z) is also a zero of j (Z - t)-l s(t) dv(t) and hence of h(z). The last inequal- 
ity and a use of Cauchy’s Theorem as in the proof of Theorem 5 will show 
that +)/S(z) is a linear function, which is identically 1 by its values at the 
zeros of P(z). Therefore, S(Z) = P(z) s(z - t)-l S(t) h(t). Let G(z) be 
any entire function in P(E). It follows from the last identity and from the 
one which precedes (1 l), with F(z) replaced by G(z), that 
G(z) = P(z)1 (z - t)-l G(t)&(t) 
when y # 0. This establishes (12) for G(z) in P(E) when y # 0. Since 9 
satisfies axiom (H2), (12) holds for all G(z) in 99 when y # 0. It follows by 
continuity that (12) holds in 39 whenever P(z) # 0. 
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