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Abstract
Cross-lingual embeddings aim to represent
words in multiple languages in a shared vector
space by capturing semantic similarities across
languages. They are a crucial component for
scaling tasks to multiple languages by trans-
ferring knowledge from languages with rich
resources to low-resource languages. A com-
mon approach to learning cross-lingual em-
beddings is to train monolingual embeddings
separately for each language and learn a lin-
ear projection from the monolingual spaces
into a shared space, where the mapping relies
on a small seed dictionary. While there are
high-quality generic seed dictionaries and pre-
trained cross-lingual embeddings available for
many language pairs, there is little research
on how they perform on specialised tasks. In
this paper, we investigate the best practices
for constructing the seed dictionary for a spe-
cific domain. We evaluate the embeddings on
the sequence labelling task of Curriculum Vi-
tae parsing and show that the size of a bilin-
gual dictionary, the frequency of the dictionary
words in the domain corpora and the source
of data (task-specific vs generic) influence the
performance. We also show that the less train-
ing data is available in the low-resource lan-
guage, the more the construction of the bilin-
gual dictionary matters, and demonstrate that
some of the choices are crucial in the zero-shot
transfer learning case.
1 Introduction
Expanding Natural Language Processing (NLP)
models to new languages typically involves cre-
ating completely new data sets for each language
which comes with challenges such as acquir-
ing and annotating the data. To avoid these te-
dious and costly tasks, one can use cross-lingual
embeddings to enable knowledge transfer from
languages with sufficient training data to low-
resource languages.
Cross-lingual embeddings aim to represent
words in multiple languages in a shared vector
space by capturing semantic similarities across
languages. Based on the assumption that the
embedding spaces of different languages exhibit a
similar structure (Mikolov et al., 2013), previous
work proposed to learn a linear transformation
which projects independently learned monolin-
gual spaces into a single shared space, using a
seed translation dictionary (Faruqui and Dyer,
2014). Although more advanced techniques
involving jointly optimising monolingual and
cross-lingual objectives were proposed, most of
these solutions require some form of cross-lingual
supervision via parallel data (Guo et al., 2015;
Klementiev et al., 2012; Xiao and Guo, 2014;
Hermann and Blunsom, 2014; Søgaard et al.,
2015; Vulic and Moens, 2015). However, for
applications targeting a specific domain (in our
case, human resources) there is often little to no
parallel data available, so simple alignment-based
methods relying on only a small translation
dictionary remain an attractive choice.
We adopt the Multilingual CCA framework
(Ammar et al., 2016), and evaluate the cross-
lingual embedding on a sequence labelling task
in Curriculum Vitae parsing domain. We use this
framework as it only requires an easier to acquire
seed dictionary. Previous work has shown that
the quality of this dictionary influences the cross-
lingual embeddings (Vulic´ and Korhonen, 2016).
However, to the best of our knowledge, there has
been no extensive research on the choice of a seed
dictionary in a non-generic domain. In addition,
little attention was paid to how the quality of the
bilingual dictionary affects performance as some
labelled data from the target language is added.
In this paper, we investigate the best practices
to create a seed dictionary for training domain-
specific cross-lingual embeddings. We measure
the impact of different choices of the dictionary
creation on the downstream task: the dictionary
size, the source of the words and their frequency,
in both zero-shot and joint training scenarios.
2 Related work
Offline linear map induction methods The ear-
liest approach to induce a linear mapping from
the monolingual embedding spaces into a shared
space was introduced in (Mikolov et al., 2013).
They propose to learn the mapping by optimis-
ing the least squares objective on the monolin-
gual embedding matrices corresponding to trans-
lational equivalent pairs. Subsequent research
aimed to improve the mapping quality by opti-
mising different objectives such as max-margin
(Lazaridou et al., 2015) and by introducing an
orthogonality constraint to the bilingual map
to enforce self-consistency (Xing et al., 2015;
Smith et al., 2017). (Artetxe et al., 2016) provide
a theoretical analysis to existing approaches and
in a follow-up research (Artetxe et al., 2018) they
propose to learn principled bilingual mappings via
a series of linear transformations.
An extensive survey of different approaches, in-
cluding offline and online methods can be found in
(Ruder, 2017).
The role of bilingual dictionary A com-
mon way to select a bilingual dictionary is
by using either automatic translations of fre-
quent words or word alignments. For instance,
(Faruqui and Dyer, 2014) select the target word to
which the source word is most frequently aligned
in parallel corpora. (Mikolov et al., 2013) use the
5,000 most frequent words from the source lan-
guage with their translations. To investigate the
impact of the dictionary on the embedding quality,
(Vulic´ and Korhonen, 2016) evaluate different fac-
tors and conclude that carefully selecting highly
reliable symmetric translation pairs improves the
performance of benchmark word-translation tasks.
The authors also demonstrate that increasing the
lexicon size over 10,000 pairs show a slow and
steady decrease in performance.
3 Task
In this work, we look at the Curriculum Vitae
(CV) parsing task: extraction of relevant infor-
mation (e.g. name, job titles, etc) from a given
CV and converting it into a structured format.
This task can be cast as a cascaded sequence la-
belling problem (Yu et al., 2005) consisting of two
steps: section segmentation and extraction of pre-
defined entities, similar to named entity recogni-
tion task (NER). In the first step, a model seg-
ments the entire CV into sections such as per-
sonal information, education, experience or skills.
In the second step, for each section, a dedicated
model extracts entities specific to that section such
as name, phone number, etc. from personal sec-
tion and degree level, institution, etc. from edu-
cation section. For all models, we use the stan-
dard BIO approach (Begin, Inside, Outside) to
sequence labelling (Ramshaw and Marcus, 1995).
For brevity, in this paper, we present the results of
extracting 2 entities from the experience section:
job title and organisation name.
4 Methodology
We conduct the experiments for German-English
and Dutch-English cross-lingual embeddings.
Given a bilingual seed dictionary, we use the
learned CCA linear projection (see Section
2) between the monolingual vector spaces to
project German/Dutch embeddings into the En-
glish space. The projected embeddings are then
fed into the sequence labelling model. The se-
quence labelling model is always trained in the
English space using either English training data
(zero-shot) or English training data combined with
projected German/Dutch training data. The model
is tested using projected German/Dutch embed-
dings and German/Dutch test data. We experi-
ment with several factors in the construction of the
bilingual dictionary: source of data, size, and the
frequency of the bilingual dictionary entries in the
domain corpus.
4.1 Training data
Monolingual embeddings For each language,
we train monolingual word2vec embeddings
(Mikolov et al., 2013) on normalised CV data.
The dimension of embeddings is 150, vocabulary
size is 169k, 503k and 286k for English, German
and Dutch respectively (minimum frequency 5).
Corpora In our experiments, we use English
as high resource language and German and Dutch
as low resource. The number of annotated doc-
uments is 4342 for English, 1947 for German and
2383 for Dutch. Having enough resources for Ger-
man/Dutch also allows us to study the impact of
increasing the amount of training data. Each doc-
ument contains on average 11 entities. We split
our data into train, development and test set with
proportions of 70, 15 and 15% accordingly.
4.2 Bilingual dictionary factors
Source of data (IDP vs MUSE vs domain): We
want to investigate the impact of constructing the
bilingual dictionary from domain-specific words
versus employing generic seed dictionaries: 1)
from Facebook’s MUSE project1 2) from The In-
ternet Dictionary Project (IDP)2. MUSE dictio-
naries were specifically created for developing
cross-lingual embeddings (Lample et al., 2017),
whereas IDP dictionaries were produced for the
purpose of making royalty-free translating dictio-
naries accessible to the Internet community. For
the domain-specific dictionary, we picked top fre-
quent words (see below) from the source monolin-
gual corpus (German/Dutch) and translated the se-
lected words into English using Yandex Translate
API3. Stop words were removed and the words
shorter than three characters were filtered out due
to their unreliable translation.
Frequency of bilingual dictionary entries
(high vs lower): We compared choosing most fre-
quent words to those selected from a lower fre-
quency range (between top 5-10%) in our domain-
specific corpus. It has been observed by previous
research that due to the fact that frequent terms are
over-represented in commonly used seed dictio-
naries, the performance of cross-lingual mappings
is much lower on rare words (Nakashole, 2018).
Motivated by this finding we wanted to analyse the
downstream effect of adding rarer terms to the dic-
tionary.
Size of bilingual dictionary (1k vs 5k vs 10k):
We compared seed dictionaries of different size:
1.000, 5.000 and 10.000. Understanding the im-
pact of this factor is important as larger dictionar-
ies are more expensive to create.
Validation: Previous research suggests using
back-translation as a verification step for a trans-
lation pair. We skipped this because we noticed
that certain words are crucial to be included in
the seed dictionary and despite their translation
being correct often they would be invalidated be-
cause of synonyms or suffixes (e.g. perso¨nliche
→ personal → perso¨nlich). Instead, we filter
words whose translations do not reach a frequency
1https://github.com/facebookresearch/MUSE
2http://www.june29.com/IDP/
3https://pypi.org/project/yandex-translater/
threshold in the English corpus, where this thresh-
old is tuned on a validation set.
4.3 Model Architecture
Our sequence labelling model is a stacked Bidi-
rectional LSTM with a CRF layer based on
(Huang et al., 2015) with a pre-trained embedding
layer. We used Adam optimiser and trained for
150 epochs. The network’s hyperparameters are
tuned on the English development set.
4.4 Evaluation metrics
As extrinsic evaluation metric of the cross-lingual
embeddings, we use the average F1 score across
the 2 entities we extract (job title and organisation
name). As intrinsic evaluation metric, we use the
precision at 1 (P@1) measured on the MUSE test
sets consisting of 1,500 translation pairs.
5 Results and discussion
Table 1 presents our results on how the 3 bilingual
dictionary factors influence the downstream task
performance and the precision@1 score. We start
with the best practices from previous work (top 5k
frequent words) and change one factor at a time
choosing the best performing setting when moving
to the next factor.
From the first set of rows, we see that using in-
domain seed words improves the task performance
over generic dictionaries. This effect is amplified
in the zero-shot transfer learning scenario. We also
see that using a bilingual dictionary (MUSE) em-
ployed by previous NLP research performs much
better than typical free online resource dictionary
(IDP). These observations are particularly impor-
tant in industry settings where it is a common prac-
tice to use free open-source resources. We also
see that the intrinsic metric (P@1) yields very low
scores and it is uncorrelated with the task metric
e.g. it ranks MUSE and IDP in the reverse order.
This highlights the importance of verifying cross-
lingual embeddings on the downstream task.
We also observe that choosing less frequent
seed words degrades the performance in the zero-
shot case. Qualitative analysis shows that includ-
ing certain high-frequency words can be crucial
for our task: these words are typically section
header words (e.g. Perso¨nliche Angaben (Personal
Information)) or common context words of the en-
tities of interest (e.g. Erfahrung (experience)).
Since these words tend to occur in similar contexts
Factor combinations
DE - EN NL-EN
Joint training Zero shot P@1 Joint training Zero shot P@1
IDP + 5k 79.5 61.5 1.1 - - -
MUSE + 5k 80.4 72.1 0.8 81.4 77.2 2.1
domain + 5k + high freq 81.1 75.8 1.7 81.5 79.1 2.5
domain + 5k + high freq 81.1 75.8 1.7 81.4 79.1 2.5
domain + 5k + lower freq 81.0 70.2 1.0 80.9 71.6 1.9
domain + 10k + high freq 81.5 76.8 1.2 81.6 79.3 2.8
domain + 5k + high freq 81.1 75.8 1.7 81.4 79.1 2.5
domain + 1k + high freq 80.1 72.2 1.2 79.3 77.8 1.6
Table 1: Average F1 and precision@1 score for bilingual dictionary experiments. Joint training uses 200 documents
from the low resource language.
Low resource data
DE - EN NL - EN
Monolingual Cross-lingual gain Monolingual Cross-lingual gain
None (zero-shot) - +75.8 - +79.1
200 CVs 77.0 +4.1 75.1 +6.3
500 CVs 83.9 +0.2 80.9 +1.3
Full set 87.1 +0.0 83.5 +0.3
Table 2: Gain from knowledge transfer, averaged F1 score. Full set is 1363 for German and 1678 for Dutch.
as the entities, they tend to be confused with these
entities in the zero-shot setting if they are not in
the dictionary. Being common words, their mean-
ing is quickly picked up when jointly training with
some German/Dutch data.
In terms of vocabulary size, we notice that
even with a smaller 1k domain-specific dictionary
we tend to get a competitive performance. Us-
ing 5k terms seems sufficient, although in line
with (Vulic´ and Korhonen, 2016) we observe that
a larger vocabulary (10k) gives only a slight im-
provement.
By analysing neighbourhoods of non-seed Ger-
man words projected in the English space, we no-
ticed that even though the nearest English neigh-
bours are related words (e.g. job title words),
often the distances are quite big. Our intuition
is that, specifically for sequence labelling tasks,
adding some training data from the low-resource
language allows the BLSTM model to the learn
about these nearby neighbourhoods and account
for the leeway created by imperfect cross-lingual
projections.
We investigate the impact of increasing the size
of low-resource language data in Table 2. For
these experiments, we use the best performing
seed dictionary (5k high-frequency words from
domain corpus). The results demonstrate that
with a strong English-only CV parsing model and
cross-lingual embeddings we achieve comparable
results to a model trained on only 15% of the low-
resource language. We also observe that the gain
of transfer learning diminishes as we jointly train
with an increasing amount of German data.
6 Conclusions and future work
In this paper, we investigate the best practices
for constructing a bilingual dictionary for learning
domain-specific cross-lingual embeddings. We
show that for our CV parsing task, the dictionary
should be created from top frequency domain-
specific words. A dictionary size of 5k tends to be
sufficient, with limited gains coming from adding
more words. We also show that the less training
data is available in the low-resource language, the
more these best practices matter.
In future work, we plan to extend our research to
cover other language pairs (e.g. Slavic languages)
or more distant pairs (e.g. English-Russian). We
also plan to look at cross-lingual subwords em-
beddings which become crucial for languages with
more complex morphology.
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