Abstract-Stochastic versions of the unit commitment problem have been advocated for addressing the uncertainty presented by high levels of wind power penetration. However, little work has been done to study trade-offs between computational complexity and the quality of solutions obtained as the number of probabilistic scenarios is varied. Here, we describe extensive experiments using real publicly available wind power data from the Bonneville Power Administration. Solution quality is measured by re-enacting day-ahead reliability unit commitment (which selects the thermal units that will be used each hour of the next day) and real-time economic dispatch (which determines generation levels) for an enhanced WECC-240 test system in the context of a production cost model simulator; outputs from the simulation, including cost, reliability, and computational performance metrics, are then analyzed. Unsurprisingly, we find that both solution quality and computational difficulty increase with the number of probabilistic scenarios considered. However, we find unexpected transitions in computational difficulty at a specific threshold in the number of scenarios, and report on key trends in solution performance characteristics. Our findings are novel in that we examine these tradeoffs using real-world wind power data in the context of an out-of-sample production cost model simulation, and are relevant for both practitioners interested in deploying and researchers interested in developing scalable solvers for stochastic unit commitment.
I. INTRODUCTION
Probabilistic versions of the unit commitment (UC) problem have been advocated for addressing the uncertainty presented by high levels of wind power penetration (see, e.g., [1] , [2] , [3] and references therein). Many of these stochastic methods -including the widely studied two-stage stochastic Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell International, Inc., for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-NA0003525. This work was supported by the Grid Modernization Initiative of the U.S. Department of Energy, under project 1.4.26, as part of the Grid Modernization Laboratory Consortium, a strategic partnership between the Department of Energy and the national laboratories to bring together leading experts, technologies, and resources to collaborate on the goal of modernizing the nation's grid. This work was funded in part by the Bonneville Power Administration 978-1-5386-3596-4/18/$31.00 c 2018 IEEE unit commitment model -rely on the availability of probabilistic scenarios, which are specifications of potential realizations of power output with an associated probability of occurrence. While researchers have devoted significant effort to developing scalable approaches to stochastic UC, relatively little effort has been devoted to studies that examine the performance of stochastic UC in the context of power system simulations, of which stochastic UC is only one component. In particular, the research literature lacks studies to provide insights into the following question of practical importance: "How many scenarios are needed for stochastic UC?" Here, we describe extensive experiments using real wind power data from the Bonneville Power Administration to study trade-offs between computational complexity and the quality of solutions obtained as the number of scenarios is varied. Solution quality is measured by re-enacting day-ahead stochastic unit commitment in the context of a production cost simulation of a modified version of the WECC-240 test system, considering high penetration of BPA wind sources. We assess the quality of solutions in terms of a number of simulation performance metrics, including fixed and variable costs for dispatched generation, the amount of wind power used and curtailed, and out-of-market load (more specifically, load not met by units committed in the day-ahead market. ) We also track and analyze the computational difficulty of stochastic UC instances. As expected, both quality and computational complexity increase with the number of scenarios. However, we explicitly quantify this trade-off using realistic data and give some insight into how many scenarios might be needed to get good results in a practical setting.
We take a step beyond the previous work on scenario evaluation (e.g., [4] , [5] , [6] ) and the references therein), where probabilistic scenarios are evaluated based on their statistical characteristics without explicitly considering their ultimate use in the context of power systems operations. In [7] , the use of probabilistic scenarios for stochastic unit commitment is considered, but their main objective was to study the relationship between statistical measures of scenario quality and the quality of solutions obtained.
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Our contribution is not in studying internal statistical measures of probabilistic scenario quality or in creating scenarios in the first place (see, e.g., [6] , [8] , [9] .) Instead, we chose to use a purposefully straight-forward method of scenario creation so that we can shed light on the tradeoffs between numbers of scenarios and quality of the unit commitments that result, and not on the merits of different methods for creating the scenarios themselves.
The remainder of this paper is organized as follows. We first briefly describe the stochastic unit commitment problem, solution approach via the progressive hedging decomposition algorithm, and our production cost model simulation in Section II. We then describe our approach for constructing probabilistic wind power scenarios and associated evaluation via production cost model simulation in Section III. In Section IV, we analyze the tradeoffs between number of scenarios and cost, reliability, and computational difficulty for simulations considering stochastic unit commitment. We then conclude in Section V with a summary of our primary contributions, and directions for subsequent research.
II. MODELS, SOLVERS, AND TEST SYSTEM

A. Deterministic and Stochastic Unit Commitment Model
We use a state-of-the-art mixed-integer linear programming (MILP) deterministic UC model, described in [10] . This model builds on a sequence of advances in tighter "3-binary" deterministic UC formulations, which includes [11] and [12] . This deterministic UC model is also the basis (per scenario) in a standard two-stage stochastic UC model [13] .
B. Test System
We consider a reduced-order model of the Western Electricity Coordinating Council (WECC), originally introduced in [14] . The base model is known as "WECC-240". This model was originally introduced for purposes of market analysis and design, and lacked various performance metrics (e.g., unit ramping limits and minimum up and down times). The base model was enhanced by [13] , to provide a more accurate representation of unit operational performance characteristics. We refer to the modified model as "WECC-240++". All renewables sources were removed from this instance, leaving a total of 85 thermal generating units. Demand profiles are taken from the original WECC-240 model. We do not consider network topology in our analysis, focusing strictly on a "copper sheet" transmission network model for purposes of simplicity.
We removed all stochastic variables other than the wind that we will be modeling explicitly through the use of scenarios. Thus, we treat demand as deterministic and are modeling BPA wind as the only renewable resource.
C. Stochastic UC Solver
The challenge in solving the stochastic UC (SUC) is that the unit commitments (binary variables) must be the same for all scenarios, while the anticipated dispatches can vary. One way to attempt to solve the SUC is to combine all scenarios in one deterministic equivalent formulation along with constraints that require the commitments to be the same across all scenarios. We note that with a state-of-the-art UC formulation, specifically that introduced in [10] , it is possible to directly solve the extensive form of stochastic WECC-240++ UC instances with up to 50 scenarios in less than 30 minutes of wall clock time.
Due to the large number of scenarios we consider when solving stochastic unit commitment instances, we leverage the progressive hedging (PH) scenario-based decomposition strategy [15] to yield tractable run-times. See [16] for a detailed description of PH for the SUC. For our application presented here, the important feature is that at each iteration the algorithm solves the UC for each scenario separately, but with terms added to the objective function to penalize deviation of commitments from the average across all scenarios. The algorithm parallelizes across the scenarios and various techniques can be used to speed up the convergence of all commitments to be the same [17] .
D. Prescient Production Cost Model Simulator
We assess deterministic and stochastic UC performance using a rolling-horizon, out-of-sample production cost model (PCM) simulation called Prescient, co-developed by Sandia National Laboratories and the University of California Davis. Prescient includes state-of-the-art deterministic and stochastic UC models and solvers, and has been validated against commercial alternatives, e.g., PLEXOS. For present purposes, the key features of Prescient are (1) the integration of stochastic UC models and solvers and (2) rigorous out-of-sample hourly dispatch simulation of day-ahead commitment schedules.
III. EXPERIMENTAL METHODOLOGY
We evaluate the trade-offs between computational complexity (i.e., the ability to solve the unit-commitment problem and the time to achieve solution convergence) and the number of scenarios used to represent wind power variability in the system. We present test cases using the WECC-240++ system, evaluating the cost of system operation, the amount of wind power used in daily operations, the amount of wind curtailed, and the ability of the system to meet demands based on dayahead commitments (as opposed to having to procure additional generation in near-real-time). We test solution quality for cases using 2, 10, 50, 100, and 200 scenarios.
A. Monte Carlo Scenario Creation
In order to have a well-known, easily replicated and understood method of creating scenarios, we employ MarkovChain Monte-Carlo methods to create them for day-ahead wind power production. Each scenario represents one possible realization for a 24-hour vector of wind power values. We create scenarios using a matrix of transition probabilities that represent the probabilities of moving from one state to a different state across consecutive hours. We calculate this matrix for states based on forecast errors in the historical database of forecast/actual pairs.
Our method for generating Markov Chain Monte Carlo scenarios follows this general algorithm: 1) Identify required inputs: A historical database of forecasts and actuals W; a description of how to map these to a finite number of states S i for i ∈ {1, . . . , m} (where m is the number of states); the number of scenarios to generate, n; and the day for which to generate scenarios. 2) Compute the forecast error for each hour of historical data, creating a time series of errors E k for each historical hour k. Classify each hourly error into its corresponding state to create a sequence of states
m×m where A ij is the frequency with which state S j follows S i historically. 4) For i = 1, . . . , n, then construct a scenario S (i) in the following way: a) Pick a feasible start state T 1 based on historical data and the forecast for the day. b) For h = 2, . . . , 24, pick T h by selecting from the set of states picking state S k with probability A j,k where j is the index of state T h−1 (T h−1 = S j ). c) Given the sequence of states (T j ), convert this into a sequence of errors e j using information encoded in the state. d) Using forecast values for each hour of the scenario day (f h ), compute the scenario value for each hour S
h as forecast value plus the error value. This procedure makes use of a finite set of states, which are forecast error ranges. This classification discretizes the continuous space into a finite set with known probability weights from which we can simulate scenarios. For our purposes, a state will simply be an interval of a predetermined width that a historical error falls into. For example, if this width were to be 50 MW, then the set of states might be A = {[50n, 50(n + 1)) : n ∈ Z} and an observation of a 120 MW error would be assigned the state [100, 150). Since we only consider the states which are observed historically, we are left with a finite set of states, S 1 , . . . , S m .
Once we have assigned states for all date-times in our historical training data, we then produce a transition matrix A where A ij is the frequency with which state S j follows state S i in the historical data. We take this as the probability with which one state will follow another. We note that due to missing data, it may be the case one state follows another after a gap of an hour or more. We do not use such transitions when estimating the probabilities in the matrix.
To then produce trajectories of states over the day, we need to produce a start state to seed the Markov Chain. In our case, we simply sample from the set of historically observed states, weighted by how frequently each state occurs. Using the transition matrix A, and the start state T 1 , we can then generate 24-hour vectors of states via simulation by Markov Chain. To convert this to a scenario (i.e., a vector in R 24 ), we first fit an empirical distribution to the set of errors E k . Using this distribution, when given an error state of the form [a, b), we produce a corresponding error value for the state by sampling from the distribution conditioned on being in the interval [a, b). In this manner, we produce an error vector (e h ) ∈ R 24 . Then given the forecast of scenario day (f h ) ∈ R 24 , we compute a sample scenario at every hour of the day as S h = min(max(f h + e h , 0), c) where c is the capacity of the system. Note that we threshold the scenario at both zero and the capacity of the system as power generation values outside that range are impossible.
Using this method, we can construct arbitrarily many scenarios trained with historical data.
B. Wind Power Data
We test the performance of our scenarios on the enhanced WECC-240 case by superimposing wind production from the Bonneville Power Administration (BPA) balancing area onto the enhanced WECC test system. We use BPA data from 2012 and 2013. We have chosen to use six months of data for "training," i.e., building the transition matrices. We evaluate system cost and performance by simulating one month of operations. Thus, we use data from November 2012 through April 2013 for training and then execute the scenario creation and system operation simulation processes starting on May 1 2013 and running through May 31 2013. We scale BPA wind data to yield a moderate (30%) but not unrealistic penetration level of wind power for the enhanced WECC-240 case.
We use WECC load data from 2004, but apply it to the wind power from the year 2013 for testing purposes [14] . We also treat load (or demand) as deterministic, only generating probabilistic scenarios for wind power so that we can better understand the impact of variability and uncertainty in the system by limiting our focus to one variable that we explicitly control. Hydropower in the WECC system is fixed at a representative day and is also treated as deterministic.
C. System Performance Metrics
For each execution of the Prescient production cost model simulation, we track various aggregate system performance metrics, as follows:
• Required Out-of-Market Corrections: Total load that would be required to be served via out-of-market corrections, specifically through units not committed in the day-ahead reliability process. Unit: MWh.
• Total Fixed Costs: Total production costs associated with committed units at their minimum power production levels. Unit: $K.
• Total Variable Costs: Total production costs associated with committed units above their minimum power production levels. Unit: $K.
• Total Costs: Total production costs associated with committed units. Unit: $K.
• Reserve Shortfalls: Total reserve margin shortfalls considering only units committed in the day-ahead reliability process. Unit: MWh.
• Renewables Curtailment: Total energy curtailed from all available renewables sources. Unit: MWh. 
D. Solver Performance Metrics
While our primary objective is to examine the relationship between the number and structure of probabilistic renewables scenarios, we do highlight below some interesting computational observations regarding problem difficulty for our PH solver. In particular, we consider both the number of iterations required for convergence of PH, in addition to the wall clock time (measured in minutes). Together, these quantities serve as a proxy for stochastic unit commitment instance difficulty.
IV. COMPUTATIONAL RESULTS
We now analyze the results of a simulation of the enhanced WECC-240 system with the BPA wind source, using the Prescient production cost model. We consider results associated with both (1) day-ahead deterministic reliability unit commitment with a 20% reserve margin and (2) day-ahead stochastic reliability unit commitment with varying numbers of probabilistic BPA wind scenarios. Although our focus is not assessing deterministic versus stochastic unit commitment, we provide results for a comparative baseline. We first consider system performance results in Section IV-A, and then briefly analyze aspects of PH solver performance in Section IV-B.
A. Simulation Results
In Table I , we report the fixed, variable, and total costs observed for our one-month simulation horizon, in addition to the average price and renewables penetration rate. Comparing deterministic and stochastic results, we observe deterministic UC yields larger fixed costs (and smaller variable costs) that stochastic UC with fewer than 100 scenarios, although total costs are lower than in all but the 2-scenario stochastic UC run. Further, the highest renewables penetration rates are observed under deterministic UC. However, these statistics do not account for reliability-oriented system performance metrics, as we discuss below. Considering only stochastic UC, we observe that as the number of scenarios is increased from 10 to 100, fixed and variable costs respectively increase and decrease, although overall costs decrease as the number of scenarios increases. Further, price monotonically decreases as the number of scenarios is increased from 10 to 100, while -perhaps counterintuitively -the penetration rate also decreases. The trend of increasing fixed costs and decreasing variable costs continues with 200, although total costs start to increase -as does average price. Further, the renewables penetration rates continue to decrease.
Next, we consider reliability-oriented performance metrics for our enhanced WECC-240 simulations. In Table II, we report the total out-of-market corrections required to prevent loss-of-load, reserve shortfalls in the case of deterministic UC, renewables curtailed, and number of unit on/off transitions. Comparing deterministic and stochastic results, we observe significant differences in the magnitude of out-of-market corrections required. Further, deterministic UC consistently incurs significant reserve shortfalls. Only stochastic UC is able to completely mitigate the need for out-of-market corrections, starting with the 100-scenario instances. Further, the number of unit on/offs is largest under deterministic UC. Considering only stochastic UC, we see a dramatic drop in out-of-market corrections required as the number of scenarios is increased. Finally, we observe that renewables curtailment increases significantly as the number of scenarios grows. Interestingly, the increase in curtailment does not necessarily come with corresponding increases in total costs, e.g., as reported in Table I. This apparent inconsistently can in part be explained by the general decrease in unit on/offs as the number of scenarios grows, such that startup costs are incurred less frequently given all other factors held constant. Finally, we observe that in addition to achieving reliable system operations, stochastic UC can yield less wear-and-tear on thermal units, as reflected in the number of unit on/off transitions.
To understand the drop in out-of-market corrections required under stochastic UC as the number of scenarios grows, we consider one of the two days in which significant loadshedding is incurred in our simulation: May 11 2013. In Figure 1 , we show the BPA wind power scenarios for the 10-scenario, 50-scenario, and 100-scenario instances. The official BPA forecast and realized actual are shown in each figure, and are identical across the figures. Note that the depicted power quantities are unscaled relative to the our test system and represent actual BPA production quantities. We also reinforce that our probabilistic scenarios are not nested, e.g., the specific traces observed in the 10-scenario case do not appear in the 50-scenario case. On this particular day, there is a significant deviation between the forecasted and realized wind power beginning at hour 10, where significant wind was forecasted late in the day but little was realized. In Figure 1 we see that the actual deviation is not captured by any of the traces in the 10-and 50-scenario cases, while it is "contained" in the 100-scenario case.
In Figure 2 , we show stack graph representations of the enhanced WECC-240 system on May 11 2013, considering both deterministic UC and stochastic UC with 50 and 100 probabilistic wind scenarios. Due to the number of thermal generators, we show aggregate dispatch by fuel type. The "Implicit Reserve" label indicates headroom that is available at any given hour from thermal generators that are already committed. The figures highlight the impact of the large discrepancy between the forecasted and realized wind, specifically around hour 20. In the deterministic case, we observe reliability issues starting mid-day, which is where the discrepancy between forecast and actual begins; the impact is already observed in terms of reserve shortfall, which ultimately culminates in load shed (that would be mitigated by out-of-TABLE I: Cost, price, and renewables penetration levels for Prescient production cost model simulations on the enhanced WECC-240 case for May 2013, considering both (1) day-ahead deterministic reliability unit commitment with a reserve margin of 20% and (2) day-ahead stochastic reliability unit commitment with varying numbers of scenarios. Fixed and variable costs respectively correspond to aggregate production costs at minimum and above-minimum output levels for committed thermal generators; total (production) costs are simply the sum of fixed and variable costs. Average price is the ratio of aggregate satisfied demand to aggregate production costs. Renewables penetration rate is the ratio of aggregate non-curtailed renewables production to aggregate satisfied demand. These metrics and associated units are further detailed in Section III-C. market corrections) at hour 20. In the case of stochastic UC, we observe a smaller degree of load shed at hour 20 with 50 scenarios. However, with 100 scenarios we observe that stochastic UC commits significantly more gas units at hour 20, to account for the potential forecast error -which in turn mitigates the need for out-of-market corrections. Finally, we note that the increased "spread" in wind power as the number of scenarios grows ultimately yields lower renewables penetration and associated increased curtailment, due to the need to to maintain significant on-line thermal capacity to retain feasibility in scenarios with no or very low wind.
B. Progressive Hedging Performance
Our experimentation has also identified unexpected relationships between the difficulty of stochastic UC for PH and the number of probabilistic scenarios considered. For instances with 50 scenarios, stochastic UC solved in an average of 32 iterations and 200 seconds on average, although the longest run (for May 13 2013) took nearly 1000 seconds. Transitioning from 50 to 100 scenarios, stochastic UC took on average 100 iterations and 800 seconds -with the longest run requiring a remarkable 2200 seconds. No appreciable differences were observed between the 100 and 200 scenario runs. Subsequent experimentation indicates this rapid transition in difficulty is due primarily to the introduction of scenarios with zero to very low power trajectories, which are very difficult for PH to reconcile with the more typical scenarios. Although beyond the present scope, such issues can be largely mitigated through "bundling" of a small number of scenarios.
V. CONCLUSIONS
Stochastic modeling and optimization are needed for high renewables penetration and this an important area of on-going research. However, there has been little research into the tradeoffs between computational complexity and the quality of solutions obtained as the number of probabilistic scenarios is varied. We have described extensive experiments using real, publicly-available wind power data from the Bonneville Power Administration. Solution quality is measured across many dimensions by re-enacting day-ahead reliability unit commitment for an enhanced WECC-240 power system. We find that both solution quality and computational difficulty increase with the number of probabilistic scenarios considered. However, we find unexpected transitions in computational difficulty at certain thresholds in the number of scenarios, and we report on novel and key specific trends in terms of solution performance characteristics. Further, the findings are novel in that we examine these tradeoffs using real-world wind power data in the context of an out-of-sample production cost model simulation. Our findings are important for both practitioners interested in deploying stochastic ap- proaches to unit commitment, as well as researchers interested in developing scalable solvers for stochastic unit commitment.
