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Abstract
A three-dimensional unstructured ﬁnite-volume code developed for RANS computations with the artiﬁcial compressibility ap-
proach is described.The code is applied to prediction of adiabatic effectiveness of endwall ﬂush-slot-cooling for a stator vane passage.
Results obtained with the Spalart–Allmaras and the Menter SST turbulence models are presented and discussed in comparison with
measurements and with the data computed using the FLUENT commercial software package.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
With the high temperature demands, one critical region in a gas engine is the endwall of the ﬁrst turbine vane.
Advanced vane endwall designs have ﬁlm-cooling holes to reduce the impact of the thermal environment. Typically,
the ﬁlm-cooling is combined with the cooling produced by leakage between the combustor and turbine sections. In
laboratory experiments this leakage is simulated as a jet issued from an upstream ﬂush slot. Due to complex topology
of conﬁgurations designed for the turbine endwall cooling, the use of unstructured Navier–Stokes solvers is especially
attractive when performing computational studies of arising ﬂow and heat transfer problems.
The present work covers results of a benchmark three-dimensional computational ﬂuid dynamics (CFD) study
performed for the endwall cooling with a ﬂush slot alone. The ﬂow conﬁguration corresponds to that used in recent
measurements done at the Virginia Tech University [6]. The computations were carried out with a pressure-based
unstructured ﬁnite-volume Navier–Stokes solver recently developed by the authors for applications to incompressible
or subsonic ﬂows. The artiﬁcial compressibility approach [3] is used for the pressure–velocity linkage, and the inviscid
ﬂuxes are computed by using the Roe’s ﬂux difference splitting method [10], following the ideas given in [11,15].
Turbulence is modeled by the one-equation model of Spalart–Allmaras [14] and by the Menter k- SST model [7].
Computational results obtained are compared with the measurements focusing on adiabatic effectiveness. As well, a
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comparison with data computed using the Spalart–Allmaras and the RNG k- models implemented in the FLUENT
commercial software package is presented.
2. Governing equations and numerical method
The numerical method used in the present work is based on the artiﬁcial compressibility technique originally
suggested for computations of incompressible ﬂuid ﬂows [3]. However, this approach can be successfully used for
pressure–velocity linkage in case of low Mach number gas ﬂows as well (e.g. [16,18]).
Let us consider a control surface S with the outward normal n with respect to a bounded control volume V. After
introducing the artiﬁcial compressibility with a parameter > 0, the momentum and mass conservation equations can
be written in the following integral form∫∫∫
V
(Q)
t
dV +SFinv dS −SFvis dS = 0, (1)
Q = (p, u1, u2, u3)T,
= diag[1, , , ],
Finv =
⎛
⎜⎝

u1+ n1p
u2+ n2p
u3+ n3p
⎞
⎟⎠ , Fvis =
⎛
⎜⎝
0
n111 + n221 + n331
n112 + n222 + n332
n113 + n223 + n333
⎞
⎟⎠ ,
= u1 n2 + u2 n2 + u3 n3.
Here  is the ﬂuid density, (u1, u2, u3) = V and p are the velocity and pressure, (n1, n2, n3) = n, and t is the evolution
(pseudo) time.Assuming the Reynolds averaging and using the eddy viscosity concept, the viscous stresses are deﬁned
by
km = 2	effSkm − I 23	eff div V ,
where ((Skm)) is the strain-rate tensor, 	eff = 	+ 	t is the effective viscosity, 	t = 
t is the eddy viscosity given by a
turbulence model, I is the identity matrix.
The transport equations of a turbulence model and the energy equation can be expressed in the generalized form of
conservation law for a scalar quantity∫∫∫
V
()
t
dV +S( V+ q) · n dS =
∫∫∫
V
S dV .
Here  may stand for some turbulence parameter or CpT , where T is the temperature, Cp is the speciﬁc heat capacity
at constant pressure, S is the volumetric source of the scalar.
The diffusivity ﬂux of  is deﬁned by the gradient approach
q = −D∇,
where D is the effective diffusivity. In the energy equation case, the diffusivity ﬂux is given by
q = −eff∇T , eff =
(
	
Pr
+ 	t
Prt
)
Cp,
where Pr and Prt are the laminar and turbulent Prandtl numbers, respectively.
Formulations of the one-equation Spalart–Allmaras (S–A) and the two-equation Menter SST (MSST) low-Reynolds-
number turbulence models employed in the present study can be found elsewhere [14,7].
In the present implementation, following [11,15], the inviscid ﬂuxes in the momentum and continuity equations are
computed by using the Roe’s ﬂux difference splitting method [10]. Note that this method suppresses checkerboard
phenomena in a non-staggered grid incompressible ﬂow solver without additional treatments.
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Let us consider an element of the control surface S with the outward normal n with respect to the control volume V
(computational cell), and denote the dependent variable vector Q at two sides of the control surface via QL and QR
with QL being inside V. With the Roe’s method, the numerical inviscid ﬂux Finv is expressed as follows:
Finv(QL,QR, n) = 12 [Finv(QL, n) + Finv(QR, n)] − 12 A¯(QL,QR, n) · (QR − QL),
A¯ = U−1U ,
= diag(|1|, |2|, |3|, |4|),
 1 =, 2 =, 3 =+ c, 4 =− c, c =
√
2 + ,
U =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 c −c
a1 b1 n1 + u13

n1 + u14

a2 b2 n2 + u23

n2 + u24

a3 b3 n3 + u33

n3 + u34

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where 1, 2, 3, 4 are the eigenvalues of the inviscid ﬂux Jacobian A = Finv/Q, U is the matrix formed from the
right eigenvectors, two vectors (a1, a2, a3) and (b1, b2, b3) are unit vectors which satisfy the following relationship:
(a1, a2, a3) × (b1, b2, b3) = (n1, n2, n3).
It was shown [11,15] that for incompressible ﬂow equations augmented with the artiﬁcial compressibility, the Jacobian
can be evaluated for a dependent variable vector, Q¯, which is given by simple averaging: Q¯ = 0.5(QL + QR). We
extended this rule to low-Mach number ﬂows as well.
For the ﬁrst-order method, dependent variable vectors at two adjacent cell centers are used as QL and QR. To get
the second-order accuracy, QL and QR are reconstructed on the base of the Taylor series expansion
QL = Qi + (∇Q)i · (rfc − ri)
QR = Qj + (∇Q)j · (rfc − rj ), (2)
where i and j are indices of adjacent cells and rfc is the position vector of the cell face center. To evaluate gradients of
dependent variables at each cell center, Gauss theorem is used
∇Q ≈ 1
V
SQ n dS,
which provides the second-order accuracy.
The second-order reconstruction given by (2) is used also for computation of convective ﬂuxes in a scalar conservation
equation. Here, a cell center positioned upwind of the work cell face is chosen for evaluation of a scalar transported.
For evaluation of diffusive ﬂuxes, gradients of transported variables at cell faces are required. An evident approach
is to interpolate gradients, computed with the Gauss theorem, to a cell face center from two neighboring cell centers,
but this approach would result in a reduction of accuracy. An alternative technique, described in [4], is based on the
following hybrid formulation
(n · ∇)fc = i − j|rc| + (∇)fc · (n − rc), (3)
rc = ri − rj ,
where  is a transported scalar, ri, rj are position vectors of the adjacent cell centers, and (∇)fc is the gradient at
the face center evaluated by interpolation from cell centers. When the directions of n and rc coincide (for example,
for rectangles or equilateral triangles in 2D case), the second term in the right-hand side of (3) becomes zero and the
approximation is of the second order. When deviation from orthogonality is not severe, the second term is small as
compared with the ﬁrst (principal) term, and the order of approximation is not impaired substantially.
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The hybrid approach described is utilized also for computing the principal term 	eff ∇um · n in the expression for
components of the viscous ﬂux vector in the momentum equation
nkkm = nk
[
	eff
(
uk
xm
+ um
xk
)
− 	eff
2
3
km div V
]
= 	eff
[
∇um · n + nk uk
xm
− nm 23 div V
]
.
For the additional terms such as nk(uk/xm) and nk 23 div V , both the gradient components uk/xm and the divergence
of velocity ﬁeld are taken interpolated from cell centers. As clariﬁed in [4], if  and 	 are constant, the sum of uk/xm
over all control volume faces should be zero in a converged solution. If  and 	 are not constant, they vary smoothly
in subsonic ﬂows and the integrals of the additional terms are smaller than the integral of the principal term.
For pseudo-time stepping, an implicit scheme based on the linearized Euler backward method is used. The pseudo-
time derivative in Eq. (1) is replaced by the backward ﬁnite-difference formula introducing an increment of the primitive
variable vector
Q = QM+1 − QM ,
where the superscriptM denotes quantities at theMth pseudo-time iteration level. The steady-state operator is linearized
resulting in
(

V
t
+ R
M
Q
)
Q = −RM ≡ −S[Finv(QM) − Fvis(QM)] dS,
where t is a local pseudo-time step, and R/Q is the Jacobian of residual. It can be expressed as a sum of inviscid,
viscous and numerical dissipation parts
R
Q
= Ainv + Avis + A¯ndis.
The inviscid part Ainv = Finv/Q is computed exactly, while for A¯ndis and Avis some approximations are made to
increase stability and efﬁciency. The matrix A¯ndis = U−1U is a function of Q, but it is assumed to be constant when
performing the Jacobian linearization, because an exact linearization can result in loss of diagonal dominance and
reduce the robustness. Moreover, the ﬁrst-order method is employed considering evaluation of Q at both sides of the
control surface in the Roe’s method. The Avis operator is approximated as follows:
Avis = diag
(
0,
	eff
|rc| ,
	eff
|rc| ,
	eff
|rc|
)
. (4)
Local time stepping is used to accelerate convergence of the solution to steady state. According to [17], the time step
evaluated by considering the CFL stability condition is given by
tinv = CFL VS(|| + c) dS
.
The “viscous” time step is evaluated as
tvis = Cvis V
2
(	eff/)SS dS
,
where Cvis is the von Neumann number. Finally, following [2], the time step is computed as
t = 1
(1/tinv + 1/tvis) .
In general, the artiﬁcial compressibility parameter  can be varied proportionally to a local characteristic velocity
with proper limitations [18]. For the particular ﬁlm-cooling problem considered in the present work, it was found
however that setting this parameter to a constant value (equal to the inlet velocity squared) provided both a satisfactory
convergence rate and an acceptable level of numerical dissipation.
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The implicit Euler backward scheme is used also for integration of scalar conservation equations. The convective
part of the implicit spatial operator is approximated with the ﬁrst-order scheme, and the diffusion part is approximated
similar to (4).
At each pseudo-time level, several iterations are made to solve arising linear equations using the Gauss–Seidel
method with forward and backward sweeps over the grid cells.
3. Unstructured solver
The numerical method described in the previous section was implemented ﬁrst in an advanced 3D block-structured
ﬁnite-volume Navier–Stokes code (named SINF) that has been under development at the Department ofAerodynamics
of the St.-Petersburg State Polytechnic University since 1992 [12,13]. Previously, the incompressible/subsonic branch
of this cell-centered code was based on using the artiﬁcial compressibility approach with the Rhie–Chow interpolation
[9] for suppression of checkerboard phenomena.High-order upwind schemes, preferably theQUICK scheme,were used
for solving both the momentum and scalar transport equations. In a number of generic ﬂow cases, the new numerical
method implemented showed a similar quality of solutions, with a slightly higher level of numerical dissipation as
compared with the QUICK scheme. However, the Roe’s approach provides more stable computations.
Recently, an unstructured ﬁnite-volume 3D code (named SINF/UNS) was developed by the authors to simulate
incompressible or subsonic ﬂows on the base of the above described method. The block-structured SINF code was
used as the starting point for the development of the unstructured one. Note that SINF is written in FORTRAN 77 and
has an option of dynamic memory allocation for one-dimensional work vector utilizing FORTRAN 90 functions. For
ﬂexible data access within the work vector a developer-friendly internal memory manager is used. Consequently, the
solver SINF/UNS has been also written in FORTRAN 77 language aided with dynamic memory allocation option, and
the same internal memory manager is employed.
The face-based data structure conventional for cell-centered schemes is accepted in SINF/UNS, namely the indices
of two neighboring cells are stored for each face. Fluxes are computed on each face, using its area-vector, and are
distributed to the adjacent cells. As well, each face stores indices of vertices it comprises, which is currently employed
for metric calculation only. Implicit methods require an additional cell-face connectivity information in which a cell
references to all faces adjacent to it.With this structure, surrounding cells automatically become available for each cell.
The connectivity information is stored in integer multidimensional arrays located in the work vector, which allows for
fast access to the required entity.
Currently, the unstructured code developed solves the RANS equations on meshes that can comprise tetrahedral,
prismatic, pyramidal and hexahedral cells. Turbulence is modeled by the one-equation model of Spalart–Allmaras,
as well as variants of the k- model, in particular, the Menter SST model. The linear algebraic system arising after
application of the implicit timemarching scheme is solvedwith theGauss–Seidelmethod.The choice of thismethodwas
based on the compromise between its efﬁciency and simplicity of implementation within the data structure accepted.
In the near future it is planned to use more advanced methods for solving linear systems.
4. Endwall ﬂush-slot-cooling problem
Our CFD-analysis was performed for the endwall cooling conﬁguration investigated both experimentally and numer-
ically at theVirginia Tech University [6]. The experiments, described in [6], were performed in a low speed, closed-loop
wind tunnel facility with a two-passage stator vane linear cascade. This facility includes a channel representing the
main gas path, and two symmetric secondary channels, representing the coolant ﬂow paths [1]. The coolant is injected
from a two-dimensional ﬂush slot fed by a large supply plenum. The slot is inclined at an angle of 45◦ with respect to
the endwall and has a ratio of ﬂow path length to cross-sectional width equal to 1.8. A temperature difference between
the primary ﬂow and coolant was achieved by using chilled water in the heat exchangers located in the secondary ﬂow
channel. Adiabatic wall temperatures on the endwall surface were measured by means of an infrared camera.
The computational domain used in the present study is shown in Fig. 1. Assuming the mirror symmetry with respect
to the midspan, the domain was chosen in accordance with that accepted in [6] for similar computations and included
the vane section, a coolant supply plenum and an upstream contraction. The vane geometry was reconstructed using data
and drawings given in [6,8]. The start of the contraction was 1.53C upstream of the vane stagnation with a contraction
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Fig. 1. Computational domain and boundary conditions.
Fig. 2. Fragments of the computational grid.
angle of 15.6◦, where C is the true vane chord length. The ﬂush slot is located 0.31Ca upstream of the vane stagnation
and is 0.052Ca wide, where Ca = 0.48C is the axial chord length.
Taking into account the low speed conditions and moderate temperature difference between the primary ﬂow and
coolant in the experiments (25 ◦C), the present computations were performed using the incompressible ﬂuid model,
with the dynamic viscosity 	 taken independent of the temperature. The Reynolds number, Re, based on true vane
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chord and exit velocity was taken as 1.2 × 106. The laminar and turbulent Prandtl numbers, Pr and Prt , was assumed
to be constant values equal to 0.7 and 0.9, respectively.
Uniform velocity and temperature proﬁles were assigned at both the crossﬂow and plenum inlet sections. Velocity
magnitudes were speciﬁed so as to match the experimental case with the coolant ﬂow being 1% of the exit mass ﬂow.
Distributions of turbulence characteristics over the inlets were also assumed uniform with values corresponding to a
free-stream turbulence intensity of 1%, and the eddy-to-molecular viscosity ratio equal to 50. The no-slip condition was
employed on all walls treated as adiabatic when solving the energy equation. A constant static pressure was prescribed
at the outlet section of the computational domain. Periodic boundary conditions were used in the pitchwise direction.
An unstructured grid combining 871,560 hexahedral and wedge cells was used for the computations. The grid was
clustered to the endwall and to the blade surface so as to always maintain the values of y+ for the wall neighboring cell
centers smaller than 1. The upper part of Fig. 2 illustrates the grid in the endwall plane of the vane passage, along with
two fragments of grid details in the ﬂow stagnation region and near the trailing edge. In the lower part of the ﬁgure,
the grid cell distribution over the periodicity surface is shown.
5. Computational results and discussions
Fig. 3 presents distributions of the adiabatic effectiveness, , computed with the S–A and the MSST turbulence
models. The adiabatic effectiveness is deﬁned as  = (Tin − Tw)/(Tin − Tpl), where Tin and Tpl are the temperatures
at the crossﬂow and plenum inlet sections correspondingly, and Tw is the endwall temperature. As well, our data
obtained with the FLUENT 6.1 package [5] for the S–A model are shown in Fig. 3. The FLUENT computations were
performed on the same grid and with the same boundary conditions. Note that the FLUENT incompressible ﬂow solver
involves the Rhie–Chow interpolation for suppression of checkerboard phenomena and a SIMPLE-type algorithm for
pressure–velocity linkage. For approximation of the convective ﬂuxes, the second-order upwind scheme was activated
in our computations for all the transport equations. This scheme is also based on the reconstruction using the Taylor
series expansion (2). Numerical solutions obtained with the FLUENT package and with the code SINF/UNS are very
close to each other. It may be considered as an additional veriﬁcation of the unstructured code developed.
Qualitatively, both the turbulence models tested capture correctly the experimental ﬂow behavior [6] in which the
coolant exits the slot in a non-uniform manner and is swept towards the suction side-endwall junction.
In Fig. 4, computed data on variation of the pitchwise-averaged adiabatic effectiveness along the vane passage are
compared with the measurements [6]. The practically coinciding data generated by both codes show that the S–A model
underpredicts the ﬂush-slot-cooling effect considerably. The MSST model produces results that are much closer to the
experimental data, especially in the region next to x/Ca =0.6 where the coolant impacts the suction side of the vane, but
still underpredicts the averaged effectiveness in the upstream region. Downstream of the position x/Ca =0.75, the two
Fig. 3. Computed adiabatic effectiveness contours at the vane passage endwall: (a) SINF/UNS, S–A model; (b) FLUENT, S–A model; (c) SINF/UNS,
MSST model.
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Fig. 4. Pitchwise-averaged adiabatic effectiveness through the vane passage.
turbulence models give approximately the same cooling effectiveness that is less than the measured one considerably.
Note ﬁnally that the RNG k-model with enchanced wall-functions employed in the previous simulation [6] produced
results that are close to those of the Menter SST model, with some preferences in the trailing edge region.
6. Conclusions
A three-dimensional incompressible/subsonic unstructured RANS solver has been developed and validated. This
ﬁnite-volume cell-centered solver is based on the artiﬁcial compressibility approach and the Roe’s ﬂux difference
splitting method. With introducing the artiﬁcial compressibility for pressure–velocity linkage, the Roe’s approach
provides more stable computations as compared with schemes based on the Rhie–Chow interpolation for suppression
of checkerboard phenomena.
The code was applied to simulate a complicated geometry three-dimensional turbomachinery ﬂow related to the
endwall cooling. The ﬂow conﬁguration with a ﬂush slot alone corresponds to that used in recent measurements done at
theVirginiaTechUniversity.Applying theSpalart–Allmaras turbulencemodel resulted in a considerable underprediction
of the adiabatic effectiveness, despite the 3D ﬂow structure was captured correctly. This conclusion was done on the
base of identical-setting computations with the unstructured code developed and the FLUENT commercial software
package. The numerical solutions obtained with both codes are very close to each other.
For the ﬂow conﬁguration simulated, the Menter SST turbulence model produced results that are much closer to the
experimental data, but still underpredicts the cooling effectiveness, especially in the trailing edge region. Further work
is needed to clarify possibilities of popular isotropic eddy-viscosity turbulence models to predict the endwall cooling
effects attributed to leakage between the combustor and turbine sections.
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