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Abstract 
 
This study tests empirically the Schumpeterian premise that the incessant turbulence of an econo-
my in motion, apart from a production function comprised of static inputs, is capable of explaining 
patterns of economic growth and change.  Localized employment “churn" registered as job crea-
tion/destruction dynamics is used to account for variations in U.S. metro-regional economic prod-
uctivity performances during the 1986-99 period.  The empirical results suggest that employment 
turnover and replacement dynamics have large and significant positive effects on localized prod-
uctivity growth independent of a variety of industrial restructuring processes occurring simulta-
neously.  While employment churn effects are robust across U.S. Census regions, they do not exert 
a uniform influence on metro-regional productivity performances across time.  Until 1996, job 
creation and destruction dynamics often canceled each other out as metro-regions underwent con-
tinued industrial restructuring.  Since 1996, however, the positive effects on metro-region produc-
tivity growth have been consistently strong. In addition to a strong positive effect on productivity 
of the emergence of a localized IT sector, both an expanding service sector share of regional em-
ployment and a rising public spending share of regional output exert powerful downward pressure 
on productivity growth rates. 
 
 
1.  Introduction 
 
n conventional formulations focused on production processes, localized economic growth is viewed 
primarily as a function of scale economies reflected in urban population size and its correlates. From 
this perspective, production costs can be expected to decline as firms take advantage of specialized la-
bor and capital pools (Mills, 1967).  However, new emergent realities challenge this view.  As cascading product 
and process innovations have loomed in importance and more economic activity than ever before is devoted to creat-
ing technical advances, it is increasingly unrealistic to assume that physical size/scale is sufficient to account for 
variations in urban-regional economic performances (Richardson, 1972; Nakamura, 2000).  Moreover, in what Berry 
(1997) has called “friction-free capitalism,” production is no longer so constrained by transportation and transaction 
costs, and therefore concentration of production no longer implies concentration of work.  And, finally, while cost-
minimization has traditionally motivated the quest for productivity gains, today this strategy is increasingly irrele-
vant – and may even be counterproductive – in emerging competitive contexts in which the revenue prospects flow-
ing from a first-to-market price premium may more than compensate for heavy cost overruns (Hicks, 2001; Gupta 
and Wilemon, 1990).  
 
The research reported here shifts the focus from an urban region viewed narrowly as a production platform 
to one which emphasizes localized capacities to host broader and deeper Schumpeterian innovation dynamics in the 
form of enterprise and employment creation and destruction.  As new products, process and production technolo-
gies, and organizational forms emerge and new markets are created, underlying dynamics disturb previous equili-
brium states and stimulate the emergence of new more competitive ones (Schumpeter, 1934: 66).  Moreover,  open 
societies with substantial labor mobility across industries exhibit a greater spread of ideas and growth (Glaeser et al.,  
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1992), and simultaneous high rates of job creation and destruction in narrowly defined sectors lend plausibility to 
the view of an economy subject to ongoing creative destruction (Caballero and Hammour, 1996).  Because these dy-
namics incessantly shift resources from uncompetitive producers to emerging and/or expanding ones, inevitably they 
have implications for macro-scale output, employment, and productivity outcomes. 
 
Concern over global competitiveness, industrial restructuring and the slow productivity growth across 
much of the past quarter-century led to a surge of scholarship attempting to interrelate these factors (Baily et al., 
1992, 1994; Olley and Pakes, 1992; Baldwin, 1995; Griliches and Regev, 1995; and Roberts and Tybout, 1996).  
Similarly, others (Campbell, 1998; Cooper et al., 1997) have emphasized technological and skill changes capable of 
destroying the economic validity of certain industries, firm and jobs and induce the creation of new ones.  Together 
such studies have suggested that restructuring processes make potentially important contributions to an understand-
ing of economic performance. However, because the bulk of this work has been limited to manufacturing industry 
and firm-level change, less attention has been devoted to linking Schumpeterian churn dynamics to broader macro-
level regional outcomes. 
 
Using industry-specific data for U.S. metropolitan area (MSA and PMSA) economies, this study explores 
this linkage.   It moves beyond the conventional goal of assessing the explanatory power of the static properties of a 
metro-region‟s asset base – principally its population size (scale) – to examine empirically the contribution of 
Schumpeterian dynamics to regional economic performance.  By combining independent gross measures of annual 
job entry and exit for each metro-region to measure the depth of employment churn, we are able to estimate the por-
tion of a region‟s employment base “in play” in a given year.  Viewed over time, this indicator conveys a sense of 
the velocity of Schumpeterian turnover and replacement dynamics.  Then, in the context of a series of multivariate 
models using several theory-relevant covariates including conventional indicators of static regional assets (popula-
tion size), we seek to account for variation in labor productivity across U.S. metro-regions. 
 
In the next section we specify the main model used to explore the relationship between employment churn 
dynamics and localized economic performance.  Data development strategies, design and analysis methodology are 
discussed, along with a variety of issues related to the analysis of pooled time-series and cross sectional data.  Our 
empirical results are reported and interpreted in a final section along with conclusions and implications for future re-
search. 
 
2.  The Basic Model and Hypothesized Relationships 
 
We have chosen labor productivity growth as our indicator of metro-regional economic performance.  By 
reflecting the competitiveness of individual firms and industries in broader markets, productivity growth influences 
the prospects for rising living standards, income and general economic opportunities for workers, thus making it one 
of the most important yardsticks of aggregate economic performance.  In order to analyze the combined and separate 
effects of employment creation and destruction on localized productivity growth, this study adopts a Constant Elas-
ticity of Substitution (CES) production function approach, of which a Cobb-Douglas function is a special case (Ar-
row et al., 1961). It is assumed that the metropolitan-scale (P/MSA) economies are distinct and open, sharing com-
mon pools of capital and labor (Lobo and Rantisi 1999). Aggregate metro-scale output is determined using a two-
factor production function that shows the relationship between inputs and outputs and a productivity efficiency fac-
tor. 
 
 Qjt = AjtF(Kjt, Ljt)  (1) 
 
where Q is real output; K is the metro-scale capital stock; L is its labor or employment; t and j are time and metro 
region, respectively. And A is an efficiency parameter which changes output proportionately for given quantities of 
input. For the purpose of this study, the relationship between dependent variable and explanatory variables is hy-
pothesized as following with all variables expressed in natural logarithm form:  
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ititititititit PopSGovSSHMSHITSHREALQL lnlnlnlnlnlnln 6543210    
                ititit YRwageHC 9699lnln 987  (2) 
 
where, QL is output-per-worker; REAL is rate of job reallocation; ITSH is IT sector share of regional Gross Domes-
tic Product (GDP); MSH is the manufacturing sector share of regional GDP; SSH is the service sector share of re-
gional GDP; SGov is the public sector share of regional GDP; POP is population size; HC is human capital; Rwage 
is real wage; Y9699 is dummy variable which takes the value of 1 for years 1996-99 and 0 otherwise; ε is error term; 
and βi are coefficients for metro region(i) and time(t), respectively. 
 
Dependent Variable: Labor productivity is typically measured by computing the ratio of the real-dollar 
value of total output to the number of employees or employee hours-worked.  However, because direct measures of 
metro-scale productivity performances are unavailable, we developed what amounts to a “shadow” measure of 
Gross Regional Product (GRP) following Hicks and Nivin (2000:120).  This approach proceeds on the assumption 
of relative uniformity of industry-specific labor quality across metro-regions.  We regard this assumption as reason-
able, because as goods producers and service providers are increasingly disciplined by competition in nation-scale 
and even global markets, the likely effect is to narrow intra-industry labor productivity differentials across regions.  
 
Main Explanatory Variable –Job Reallocation: As micro-level research on firm-level entry and exit, ex-
pansion and contraction suggests, as older, inefficient and unproductive capital is destroyed, new, efficient and pro-
ductive capital is created. This implies that productivity variability is likely linked closely to job reallocation, as 
workers matched with unproductive capital lose their jobs and new more productive labor-capital matches are made. 
However, to date direct evidence of the relationship between reallocation and productivity has been limited to intra-
firm or intra-industry settings.  In this study we extend this logic to metro-scale regional economies by capturing the 
cumulative effects of within- and between-industry productivity-enhancing employment reallocation processes.  
 
Following Davis, Haltiwanger and Schuh‟s (1998) approach to measuring of job “reallocation,” we develop 
a similar measure using raw employment data for 73 two-digit SIC industries covering virtually the entire economy 
for each U.S. metro-region across the 1986-99 study period.  Individual industries are categorized by whether they 
have added jobs or lost jobs from each quarter to the same quarter one year earlier, so as to adjust for seasonality 
trends.  Positive job changes are summed across all industries for a given year, and the cumulative total volume is 
used as an estimate of “job creation” for a given period.  Similarly, the sum of job losses between a given quarter 
and the same quarter a year earlier across all contracting industries constitutes total “job destruction” for a given 
year.  Then, each is expressed as a rate by dividing the sum of the gross job changes for four quarters of a given year 
by the end-of-period tally of total jobs.
1
  Then, the measure of job reallocation (REAL) is constructed by summing 
both the absolute value of job creation and job destruction. 
 
Industrial Restructuring Dynamics: The process of regional economic transformation and restructuring 
involves shifting industrial structures as new industries emerge and existing industries are transformed (Florida, 
1996).  Noyelle and Stanback (1983) have provided a clear description of the industrial-sectoral restructuring that 
reshaping the U.S. economy during the post-World War II period.  Nakamura (2000) also shows how over the 20
th
 
century, the U.S. economy has experienced fundamental shifts from goods production to services provision reflected 
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where (eqt – eqt-1 ) is employment change, i, q and t are a given industry, quarter and  year, respectively. 
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in both employment and output.  Structural shifts of this kind occur through processes that create new demand and 
wealth while destroying older market structures. The model tested below includes controls for a variety of private-
sector inter-and intra-industry restructurings involving the emerging information technology (IT), manufacturing, 
and services sectors, as well as for inter-sectoral shifts between the public and private sectors.  Each of these will be 
discussed separately below. 
 
Intra-Sectoral Shifts: Manufacturing sector productivity growth has exceeded that for all but a few indus-
tries in the services sector over the past three decades (Denison, 1973; Kozicki, 1997), and the newly coherent IT 
industries has recently registered the highest productivity growth rates of all (Pilat, 1998). Because a sector‟s eco-
nomic significance and growth are no longer clearly registered as rising employment levels, all sectoral dynamics 
are measured in terms of outputs rather than employment inputs.  Three variables are introduced to capture distinct 
restructuring processes within the private sector:  1) GDP shares of total earnings accounted for by the IT sector 
(ITSHjt)
2
; 2) manufacturing sector (MSHjt); and 3) services sector (SSHjt)
3
, respectively.  The effects of each of these 
three intra-sectoral shifts on metro-scale productivity are expected to differ. While it is difficult to specific in ad-
vance the precise direction and intensity these influences, we hypothesized that IT and manufacturing sector shares 
will each exert a positive influence on productivity growth, while the services sector share will exert a negative in-
fluence. 
 
Inter-Sectoral Shifts: Private vs. Public:  The influence of inter-sectoral shifts between the public and pri-
vate sectors on economic performance has long attracted scholarly attention. Debate has swirled persistently around 
questions of how big government must be before it becomes a drag on the economy. One point of view suggests that 
government fiscal policies can stimulate economic growth directly through investment of public funds – or indirect-
ly by steering or leveraging private investment - so as to compensate for underinvestment in growth-inducing assets 
such as fundamental knowledge via basic scientific research and labor skills via formal schooling.  Counterargu-
ments hold that increased public spending is likely to be detrimental to economic performance, largely because such 
spending imposes on the private sector burdensome costs that distort economic incentives. 
 
Empirical research on the effect of government spending as a share of GDP on economic performance has 
yielded often conflicting results (Landau, 1983; Ram, 1986; Aschauer 1990; Barro, 1990, 1991; Sheehey, 1993; 
Knoop, 1999).  While government consumption share of GDP appears to have a negative effect on productivity 
growth, selected public infrastructure investments have been found to have a positive influence.  Against this back-
drop the present study investigates whether rising shares of total localized public spending by all levels of govern-
ment relative to total local output (SGov) retards or accelerates metro-region productivity growth over time.  The 
expected relationship, size, sign and significance of the coefficient relating public spending from all sources on 
productivity growth is indeterminate because the measure of total government expenditures contains two consump-
tion components, one often thought to have a negative effect and another have a positive effect on growth. 
 
Economic Scale: Scale economies are a defining feature of conventional urban economics literature.  This 
is seen as far back as Marshall‟s (1890) frequently cited passages on how cities provide an environment of close 
contacts and neighborhoods, as well as more recently in empirical work scale effects on urban productivity. In this 
study, the size of a metro-region‟s population is used to measure of economic scale.  The effect on per-worker out-
put is expected to be positive. 
 
Human-Capital Endowments: External economies arising from human capital investment are thought to 
be critical to the productivity or economic growth (Romer, 1986; Lucas, 1988).  Workers with relatively high educa-
tional attainment are often found in firms deploying new process and/or production technologies.  Denison (1985) 
estimated that 20 percent of the growth in output-per-worker over the period of 1929-1982 was associated with the 
increase in the general educational level.  However, when temporal and panel dimensions are taken into account for 
the role of human capital, an insignificant or negative coefficient can result (see e.g., Pineres and Ferrantino 2000; 
Islam 1995; De Gregorie, 1992). Therefore, it is possible that there exists a pervasive temporal effect of human capi-
                                                 
2 U.S. Department of Commerce defines IT industries based on four-digit SIC codes. But because of data availability this study categorizes IT in-
dustries using three-digit SIC codes.  
3 The classification of services sector used follows Noyelle and Stanback‟s (1983). 
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tal, resulting in a negative coefficient.  When young relatively well-educated workers first enter the labor market, 
they may not contribute to productivity growth as much as the older workers with less formal education but more 
work experience. However, over time as the well-educated workers gain that experience, this contribution likely 
grows.  In addition, while there may be a positive relationship between human capital and labor productivity growth 
in a single cross-section or metro region, there may be no such relationship in the panel-structured data.  In this 
study in order to control for human capital endowments, the share of a region‟s population with a bachelor‟s degree 
is introduced as a covariate and is expected to be positively correlated with labor productivity.  
 
Real Wage: The modified CES production function does not include the stock of metropolitan physical 
capital that is known to be scarce and inadequate, if available at all. Instead, the labor productivity function does 
contain a Real Wage term.  Real wage is computed by dividing average earnings of total non-agricultural workforce 
by the Consumer Price Index (CPI) for each metro region over time. Because high wages are believed to reflect 
higher productivity, the real wage is expected to be positively correlated with urban labor productivity. 
 
Secular Economic Change: In late 1990s, the U.S. economy started to experience a strong resurgence in 
labor productivity. According to Stiroh (2001), after growing only 1.3 percent per year from 1973 to 1995, labor 
productivity growth jumped to 2.5 percent from 1996 to 1999.  However, economists and policymakers have not 
agreed on what was responsible for the resurgence. For example, Gordon (2000) argues that the recent productivity 
acceleration was due to cyclical forces.  Others reach a similar conclusion that a combination of accelerating tech-
nical progress in high-tech industries and the investments in so-called “information technology” has played a key 
role in productivity revival (Jorgenson and Stiroh 2000). In this study, the year 1996 is introduced as structural thre-
shold demarcating the IT investment surge, with 1996 and subsequent years coded “1” and previous years coded 
“0”.  
 
3.  Data Development Issues and Methodology 
 
Primary data resources used in this study were obtained from RFA Dismal Sciences (West Chester, Penn-
sylvania), an economic consulting firm which develops and maintains raw data from a wide variety of sources in-
cluding the Bureau of Labor Statistics (BLS) of the U.S. Department of Labor, the Bureau of Economic Analysis 
(BEA) and the Bureau of the Census of the U.S. Department of Commerce. The data base developed for this study 
includes annual data for the years 1986-99, a 14-year time span dictated by the unavailability of data on key cova-
riates prior to 1986.  The unit of analysis in this study is the metro-region, and annual data were developed for 187 
Metropolitan Statistical Areas (MSAs) and Primary Metropolitan Statistical Areas (PMSAs).  The use of pooled 
cross-sectional/time series data increases the degrees of freedom, improves efficiency of estimation, and is an ap-
propriate method for this kind of research. However, there are several possible problems that arises from concatenat-
ing such data.   
 
Stationarity and Cointegration:  Time series data exhibit stationarity when means and variances are con-
stant and the series reveals neither long-term trend nor short-term periodic fluctuations.  However, it is well-
established that economic time series data are seldom stationary.  Because the regression of non-stationary variables 
is likely to suffer from spuriousness, we used the Im, Pesaran and Shin (1997) – IPS test statistic as applied to hete-
rogeneous panels.
4
  The results indicated that all variables were not stationary at conventional level.  After differenc-
ing each time series to achieve stationarity and then applying the unit root tests for the first difference I(1), the re-
sults indicated that all time series were now stationary. 
 
Analyzing differenced variables results in short-term relationships, while losing the long-term relationship. 
However, if non-stationary time series variables are cointegrating, then we can build both a long-run relationship 
and a short-run dynamic relationship through the use of an error correction process (Engle and Granger, 1987).  To 
perform the cointegration of the labor productivity function, we examined the residuals from the equation (2) esti-
                                                 
4 The IPS test statistic (Psi[t-bar] statistic) is based on the mean of the individual Dickey-Fuller t-statistics of each unit in the panel and assumes 
that all series are non-stationary under the null hypothesis. Because most time series are characterized by trends and serial correlations, lag and 
trend are introduced based on the Akaike Information Criterion (AIC), which has been widely used in the literature for the selection of the optim-
al lag length.  
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mated via GLS procedure allowing for group-wise heteroscedasticity and group-specific autocorrelation.
 
 Then, we 
applied the IPS test, including an intercept and a trend. The t-bar statistic supports the existence of cointegration. 
Because of this support for cointegration I(0), there is a long-term relationship among them. To build a long-run re-
lationship, the error correction mechanism popularized by Engle and Granger (1987) was taken into account in the 
model. 
 
Endogeneity –Instrumental Variable Estimators: Because labor productivity and wage are jointly depen-
dent variables, a regression will simply yield the conditional expectation of productivity given wage in a CES pro-
duction function (Dhrymes, 1965). Moreover because the wage differences among metropolitan areas might be gen-
erated by the interaction of the relative labor supply and demand schedules, the parameter estimators will be subject 
to simultaneous equation bias. In that case, the estimates are not only biased, but also inconsistent because the inde-
pendent variables are a function of the disturbance (Hoch, 1958). As a causality test, we follow the Engle and Gran-
ger (1987) two-step procedure, whereby if two variables are integrated of order one and cointegrated, then either 
uni-directional or bi-directional Granger causality must exist in the I(0) variables. The test results suggest that the 
growth of real wage Granger-cause the growth of labor productivity, but the growth of labor productivity does not 
Granger-cause. Indeed, the F-Statistics indicate bi-directional causality between labor productivity and real wage.  
To confirm these results, we applied the Durbin–Wu–Hausman (DWH) test to the production function to test for en-
dogeneity. The result indicates that the null hypothesis of exogeneity of real wage is rejected at the conventional 
level. In order to remedy this problem, we use a two-stage least squares (2SLS) approach with the predicted value of 
real wage estimated with metropolitan-level instrument variables.
5
  The estimated real wage is a good proxy for real 
wage (R
2 
= 0.92). 
 
Serial Correlation and Heteroscedasticity: In a pooled time-series and cross-sectional setting, common 
problems are serial correlation and heteroscedasticity.  Thus, the Durbin-Watson d statistic is used to determine 
whether there is first-order serial correlation in the error term and indicates that there is no first-order autocorrelation 
at conventional level.  The Breusch-Pagan, Cook and Weisberg and White general tests are employed to confirm the 
presence of heteroscedasticity.  In addition, the Wald test for group-wise heteroscedasticity in cross-sectional time-
series FGLS regression model is applied.  All test results indicate that there is heteroscedasticity at conventional lev-
el. In response, we use Feasible Generalized Least Squares (FGLS) procedure allowing for group-wise heteroscedas-
ticity.
6
 
 
4.  Empirical Results 
 
The final model is constructed as follows:  
 
itititititit ITSHRwageHCPopREALQL lnlnlnlnlnln 543210    
                  1109876 9699lnlnln titititit ECTYSGovSSHMSH  (3) 
 
Where  denotes first difference of logs of variables; ECT is an Error Correction Term   representing the 
deviations from the long-run equilibrium relationship at time t; and  is the error term with the usual properties. 
 
The primary focus of this paper is whether the business churn dynamics (REAL) taking place within (and 
                                                 
5 The instruments are unemployment, population, share percent of age 15-24 population, share percent of 25year-over population with bachelor‟s 
degree, IT sector‟s share of GDP, manufacturing sector‟s share of GDP, service sector‟s share of GDP, public sector‟s share of GDP and metro-
politan dummies. 
6 In this study, it is very likely that the macroeconomic factors that affect any metro-regional economies affect them all to varying degrees.  Ac-
cordingly, it seems reasonable to allow some correlation of the disturbances across metro-regions. For testing the hypotheses that the disturbance 
terms are independent, the Lagrange Multiplier (LM) test developed by Breusch-Pagan (1980) is applied in the context of FGLS estimation. The 
result leads to rejection of the hypothesis of independence.  A preferable correction might be to use pooled OLS and make the appropriate correc-
tion to the asymptotic covariance matrix. But in this situation there remains the possibility of accommodating cross unit heteroskedasticity and 
therefore, the groupwise heteroscedasticity model is appropriate because the estimates are consistent and more efficient than those derived from 
OLS, although the standard errors will be inappropriate (Green, 1997).  
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across) U.S. metro-regions account for variation in metro-regional productivity performance over time.  In order to 
investigate this possibility, the model is tested using Ordinary Least Squares (OLS) and Feasible Generalized Least 
Squares (FGLS) estimation techniques in order to compare the estimates.  Then, fixed-effect models are employed 
to control for unmeasured metro-specific contributions. Finally, the robustness of models is examined to get a clear-
er picture of the roles of dynamic processes across time.  
 
4.1.  Regression Results and Interpretation 
 
Table 1 compares the estimates obtained from both OLS and heteroscedasticity-corrected (FGLS) estima-
tion techniques. The OLS technique is applied both with and without panel-corrected standard errors based on the 
alternative specification forms for the assumed covariance of the disturbances across the panels.  One is to assume 
that the disturbances are independent across panels and another is specified such that the disturbances are heterosce-
dastic and contemporaneously correlated across the panels.  Each estimation technique – OLS and FGLS – is also 
applied to models in which only within-metropolitan variations are permitted to vary over time (Fixed), as well as to 
those in which cross-sectional variations over time are not controlled (Not Fixed). The former model set is assumed 
to control for unmeasured metro-specific contributions to productivity growth. 
 
The results show that the general model can explain quite well the variation in metro-regional labor produc-
tivity growth.  Columns 2, 4 and 6 report the results based on whether or not unmeasured metro-region effects are 
controlled. When the first and second OLS estimates are compared, overall explanatory power increases from 39 
percent to 44 percent of the variance in the dependent variable.  This suggests that the explanatory power of one or 
more predictors had been suppressed by factors brought under control by the fixed-effect technique.  Comparing 
OLS estimations with and without panel-corrected standard errors, the only notable differences are in standard errors 
of the estimated coefficients. Panel-corrected standard error model tends to be associated with slightly higher stan-
dard errors, which accounts for why the coefficients on ∆Ln_MSH, ∆Ln_POP, and ∆Ln_RWAGE fail to achieve 
statistical significance in the panel-corrected specification without fixed-effects controls.   
 
On the other hand, we can see that significance levels and signs are relatively consistent across OLS and 
FGLS estimates.  However, the standard errors associated with FGLS estimates are typically smaller than those as-
sociated with OLS estimates, whether panel-corrected or not.  This suggests that the estimates of FGLS are more ef-
ficient than those of OLS.  Based on the patterned results in Table 1, it appears that the presence of heteroscedastici-
ty in the non panel-corrected model and the remaining possibility of accommodating cross unit heteroskedasticity in 
the panel-corrected model is of such salience that the econometric analyses in this study will draw primarily on 
FGLS estimates. 
 
Examining Table 1 more closely, it appears that the influence of job reallocation on metro-regional labor 
productivity growth is significant both statistically and substantively. The elasticity of job reallocation (Ln_REAL) 
is 0.005, indicating a statistically significant and positive effect.  In effect, the deeper and more turbulent the em-
ployment churn experienced by a metro-regional economy, the greater the rate of labor productivity change.  This 
expected effect is revealed in specifications both with and without fixed-effect controls.   
 
Table 1 also reveals that various industrial structuring dynamics exert quite different influences on metro-
regional productivity.  The “shift-to-services,” which has emerged as a defining feature of the post-WWII advanced 
economic development,
7
 also appears to influence productivity. The greater the share of a region‟s output derived 
from the broad services sector, the lower the rate of productivity growth.  However, no such influence is associated 
with shifting output shares associated with goods production (i.e., manufacturing).  These divergent outcomes are 
unexpected, especially since in the larger economy productivity levels in manufacturing tend to be higher than all 
but a few advanced services.
8
 
                                                 
7 Most OECD countries such as Finland, Norway, Portugal, Spain, Sweden and the United Kingdom exhibit rises in labor productivity could be 
attributed to the manufacturing industries and declines in the less-productive services sector (OECD, 1998). 
8 The absence of a significant positive effect associated with short-term shifts in the output contribution attributable to manufacturing is some-
thing of a surprise.  One possible explanation is that much of the activities taking place in manufacturing are actually highly sophisticated servic-
es such as product design and development whose net productivity impact is a counterweight to the steady decline in manufacturing employment.  
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Table 1.  Comparison Estimation Results for Productivity Growth Model 
 
Independent Variables 
 
OLS FGLS 
Not Panel-Corrected 
Standard Errors 
Panel-Corrected Standard 
Errors1) 
Groupwise 
Heteroscedasticity-adjusted 
Not Fixed Fixed Not Fixed Fixed Not Fixed Fixed 
Intercept 
 
 
Ln_REAL 
 
 
Ln_ITSH 
 
 
Ln_MSH 
 
 
Ln_SSH 
 
 
Ln_SGov 
 
 
Ln_POP 
 
 
Ln_HC 
 
 
Ln_RWAGE   
 
 
Y96_99 
 
 
ECT 
 
.008*** 
(.001) 
 
.008*** 
(.002) 
 
.021*** 
(.005) 
 
-.015** 
(.007) 
 
-.504*** 
(.019) 
 
-.074*** 
(.006) 
 
.090** 
(.036) 
 
-.002 
(.001) 
 
.054*** 
(.013) 
 
.007*** 
(.001) 
 
-.005 
(.004) 
.007 
(.006) 
 
.008*** 
(.002) 
 
.022*** 
(.005) 
 
-.009 
(.007) 
 
-.521*** 
(.019) 
 
-.062*** 
(.006) 
 
.257*** 
(.059) 
 
-.001 
(.001) 
 
.035*** 
(.013) 
 
.011*** 
(.001) 
 
-.083*** 
(.011) 
.008*** 
(.002) 
 
.008** 
(.004) 
 
.021*** 
(.007) 
 
-.015 
(.011) 
 
-.504*** 
(.039) 
 
-.074*** 
(.010) 
 
.090 
(.056) 
 
-.002 
(.002) 
 
.054 
(.050) 
 
.007* 
(.004) 
 
-.005 
(.009) 
.007 
(.005) 
 
.008** 
(.003) 
 
.022*** 
(.007) 
 
-.009 
(.011) 
 
-.521*** 
(.038) 
 
-.062*** 
(.009) 
 
.257*** 
(.100) 
 
-.001 
(.002) 
 
.035 
(.050) 
 
.011*** 
(.004) 
 
-.083** 
(.037) 
.007*** 
(.001) 
 
.005*** 
(.002) 
 
.016*** 
(.005) 
 
-.003 
(.006) 
 
-.428*** 
(.019) 
 
-.060*** 
(.005) 
 
.121*** 
(.031) 
 
-.002 
(.001) 
 
.066*** 
(.011) 
 
.008*** 
(.001) 
 
-.007** 
(.003) 
.004 
(.004) 
 
.005*** 
(.002) 
 
.019*** 
(.004) 
 
.005 
(.006) 
 
-.448*** 
(.018) 
 
-.048*** 
(.005) 
 
.332*** 
(.048) 
 
-.001 
(.001) 
 
.050*** 
(.010) 
 
.012*** 
(.001) 
 
-.100*** 
(.010) 
Adjusted R2   
Log Likelihood 
F or Wald Chi-2 
Test statistics 
0.39 
 
157*** 
BP*** 
White*** 
0.44 
 
11*** 
BP*** 
CW*** 
0.39 
 
463*** 
0.49 
 
566*** 
 
 
6262 
1385*** 
 
6478 
2165*** 
Notes: 1) Standard errors are corrected under assumption that the disturbances are heteroskedastic and contemporaneously  
correlated across the panels; *** Significant at 0.01; **Significant at 0.05; *Significant at 0.10. 
 
                                                                                                                                                             
It is also possible that by the mid-1980s and the beginning of the period under study, the bulk of the industrial restructuring associated with man-
ufacturing‟s transformed role in an advanced economy was already behind us. 
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The effect of the emergent IT sector on localized productivity performances is revealed in two distinct 
ways.  First, there is a statistically significant positive effect associated with the long-term emergence of the IT sec-
tor over the entire study period.  This effect is all the more notable because it coexists with a strong independent ef-
fect associated with cyclical forces (Gordon, 2000) that generated an IT investment surge captured by the Y96_99 
predictor.
9
  In other words, even after accounting for the sudden acceleration of IT investment after 1996, the more 
secular IT-oriented restructuring process appears to have registered a powerful positive influence on localized prod-
uctivity growth.    
 
Table 1 also reports a significant negative impact of local government spending on private sector economic 
performance.  The coefficient on Ln_SGov indicates that increases in localized public sector spending as a share of 
a region‟s total output are associated with lower rates of productivity growth.  This result is consistent with the view 
that the public sector can impose a significant burden on the private sector economic performances in U.S. metro re-
gions.   
 
As expected, agglomeration economies as measured by population growth also wield a positive and signifi-
cant independent influence on productivity. Glaeser and Shapiro (2001) have explained this century-long importance 
of agglomeration as a demand for super-high density either in production of high-idea commodities or in their con-
sumption.  A striking pattern across specifications is that the coefficients on population growth are nearly three 
times larger in the fixed-effects models than they are in models in which these metro-regional attributes are left un-
controlled.  This suggests that the older more conventional perspective on economic performance which has as-
signed a primary role to relatively static attributes of an economy such as population size and the returns to econom-
ic scale associated with this attribute, has not so much been supplanted as supplemented by the revealed importance 
of the employment churn dynamics roiling beneath the surface of a region‟s economy. 
 
Somewhat surprisingly, there is no evidence suggesting that human capital measured in terms of the popu-
lation share with at least a bachelor‟s degree influences a metro-region‟s productivity performance.  This result con-
tradicts results reported by others (e.g., Romer, 1986; Rauch, 1993; Simon, 1998; Glaeser and Shapiro, 2001) who 
have argued that human capital exerts a powerful positive influence on economic performance.  However, the results 
reported here are consistent with those reported by Pineres and Ferrantino (2000) and Islam (1995).   
 
As expected, real wage growth is associated with productivity growth. However, it is also possible that ris-
ing real wages are a consequence, rather than a cause, of rising productivity in metro-regions.  The direction of this 
relationship merits further scrutiny.  Finally, the fixed-effect coefficient on the Error Correction Term (ECT) sug-
gests that the labor productivity in the U.S. metro-economies was adjusting very quickly to its long-run path at a rate 
of an estimated 10.0 percent per year, compared to the far slower rate (0.7 percent) in the model in which unmea-
sured metro-specific effects remained uncontrolled. 
 
Table 2 reports results of analyses that decouple these two underlying employment dynamics.  We can see 
that relatively rapid job creation appears to have had a depressant effect on productivity growth throughout the 
Northeast, while significantly accelerating productivity growth in the Midwest.  Job creation appears to have had no 
effect in either the South or West.  Meanwhile, the job destruction dynamic appears to have wielded a powerful 
positive influence on productivity growth in all Census regions except the Northeast.  Overall, this suggests that for 
most U.S. metro-regions productivity growth is influenced more by the capacity to shed jobs from relatively low-
productivity enterprises and industries than by its capacity to create jobs in high-productivity enterprises and indus-
tries.  However, the salutary job-shedding route to productivity growth does not appear to have been open in the 
Northeast.  Throughout this Census region, by contrast, an alternative process may be indicated.  That relatively rap-
id job creation appears to have actually depressed productivity growth throughout the Northeast suggests that the 
jobs being created tended to be in low-productivity enterprises and industries thereby suppressing overall productivi-
ty growth. As Norton (1986) suggested, deindustrialization primarily reflected the “destructive” side of creative de-
struction in mature metro-regions of Northeast in particular.  The region‟s productivity prospects would be influ-
enced as people who lost their jobs due to plant shut-downs, contractions, and out-migrations filtered into new jobs 
                                                 
9 Inclusion of this term has the effect of employing an interrupted times series design to detect an IT investment effect. 
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with lower pay and less well-developed benefit packages, thus making below-average contributions to the overall 
output of the region.  So, while such job destruction functioned as a positive driver for productivity growth else-
where, it was not associated with such beneficial effects throughout the Northeast.  Meanwhile, as Florida (1996) 
suggested, strong positive effects of both job creation and destruction throughout the Midwest may indicate that the 
process of economic transformation has been sufficiently powerful that it could register in older regions. These find-
ings should stimulate significant re-appreciation of the salutary role of departing jobs and dying industries in the 
larger industrial transformations taking place throughout the U.S. economy. 
 
Table 2.  Independent Job Creation and Destruction Effects on Productivity Growth 
 
Independent Variables All Northeast Midwest South West 
Intercept 
 
 
Ln_POS 
 
 
Ln_NEG 
 
 
Ln_ITSH 
 
 
Ln_MSH 
 
 
Ln_SSH 
 
 
Ln_SGov 
 
 
Ln_POP 
 
 
Ln_HC 
 
 
Ln_RWAGE   
 
 
Y96_99 
 
 
ECT 
 
.007*** 
(.001) 
 
-.001 
(.001) 
 
.004*** 
(.001) 
 
.014*** 
(.005) 
 
.000 
(.006) 
 
-.443*** 
(.019) 
 
-.063*** 
(.005) 
 
.105*** 
(.031) 
 
-.002 
(.001) 
 
.075*** 
(.011) 
 
.008*** 
(.001) 
 
-.007** 
(.003) 
.011*** 
(.001) 
 
-.009*** 
(.003) 
 
.002 
(.002) 
 
.055*** 
(.010) 
 
.061*** 
(.025) 
 
.138** 
(.066) 
 
-.047*** 
(.011) 
 
.233** 
(.112) 
 
.003 
(.004) 
 
.184*** 
(.027) 
 
-.000 
(.002) 
 
-.001 
(.007) 
.004*** 
(.001) 
 
.011*** 
(.003) 
 
.004*** 
(.002) 
 
-.011 
(.012) 
 
.059*** 
(.021) 
 
-.290*** 
(.046) 
 
-.045*** 
(.011) 
 
.223** 
(.106) 
 
-.006** 
(.003) 
 
.007 
(.024) 
 
.019*** 
(.002) 
 
-.042*** 
(.011) 
.006*** 
(.001) 
 
-.002 
(.002) 
 
.005*** 
(.001) 
 
-.009 
(.008) 
 
-.003 
(.009) 
 
-.530*** 
(.026) 
 
-.049*** 
(.007) 
 
.177*** 
(.050) 
 
-.001 
(.002) 
 
.070*** 
(.017) 
 
.009*** 
(.001) 
 
-.012*** 
(.005) 
.006*** 
(.002) 
 
-.003 
(.003) 
 
.004*** 
(.001) 
 
.042*** 
(.006) 
 
-.015 
(.010) 
 
-.500*** 
(.040) 
 
-.112*** 
(.012) 
 
.144** 
(.061) 
 
.001 
(.003) 
 
.054*** 
(.022) 
 
.003* 
(.002) 
 
.021*** 
(.007) 
No. of Obs. 
Wald chi2 
Log Likelihood 
2431 
1449*** 
6278 
299 
150*** 
858 
572 
454*** 
1512 
1014 
920*** 
2657 
546 
468*** 
1398 
      Notes:  *** = Significant at 0.01; ** = Significant at 0.05;   * = Significant at 0.10 
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4.2.  Locating the Emergence of Key Effects in Time 
 
The foregoing analysis has documented a positive and significant influence of job reallocation on metro-
scale productivity growth across the 14-year study period beginning in 1986.  Subsequent analysis has demonstrated 
that this finding appears to be robust across alternative spatial scales.  However, what can be said about the temporal 
patterning of this effect?  Specifically, while the effect characterizes the entire study period viewed as a temporal 
aggregate, has the effect been evident continuously through time?  If not, when did the effect emerge in time?  In or-
der to pursue these questions, we examine the data using forward-moving recursive regression (RR) analysis which 
is ideally suited to locating in time the threshold when an effect acquires (or loses) statistical significance.  
 
While conventional time series analysis focuses on the estimation of a single, temporally invariant general 
relationship, the RR technique can be used to recreate the historical character of “process-as-realized” dynamics (see 
Isaac and Griffin, 1989; Griffin and Isaac 1992; Rubin and Smith, 1992; Isaac et al., 1998). Thus, the effects of dy-
namic process on metro productivity growth are treated as historical contents, and the historical effects can be inter-
preted through the parameter structure of the coefficients such as parameter constancy, parameter drift, or parameter 
shifts.  However, because the specific points in time used to begin and/or end a period can have profound effects on 
the results and conclusions in the recursive model (Isaac and Griffin 1989), the time points used in this analysis must 
be selected on the base of well-grounded theoretical-historical concerns of the particular investigation. In this study, 
1991 is selected as an important “shift” because the U.S. economy experienced a sudden, if brief, cyclical downturn 
that registered fully that year. 
 
Table 3 reports the recursive regression results.  The pattern of results for the primary independent variable 
(∆Ln_REAL) indicates that the employment churn effect is evident over the brief 1987-90 period and did not re-
emerge until 1996.  There is no evidence of this effect in the 1991-95 period, after the temporary cessation of U.S. 
economic growth in 1990.  Indeed, the rebound and resumption of growth was underway for more than four years 
before a job reallocation effect once again took hold.  Thereafter, its effect was evident all through remaining por-
tion of the expansion phase of the business cycle through to the end of the decade.  While the time scale under ex-
amination does not permit a fuller exploration of the timing of this effect sequence, the available evidence suggests 
that the job reallocation influence is significantly mediated by business cycle movements, albeit with a substantial 
lag.   
 
While the job reallocation influence reveals a clear emergent property tied to business cycle expansion, the 
influence of economic scale, as evidenced by the pattern of coefficient sign and significance on population size 
(∆Ln_POP), appears to have registered a persistent positive and significant effect all across the study period.   This 
suggests that economic scale functions as a relatively permanent catalyst for metro-regional productivity perfor-
mances, even as Schumpeterian churn effects are more cyclical. 
 
In contrast, across this temporal landscape the independent effects of several other covariates in the model 
appear to be relatively enduring.  The pattern of coefficients on ∆Ln_RWAGE indicates that rapid real wage growth 
and productivity growth are linked across the entire study period, with the sole exception of the brief recessionary 
period anchored to 1990-91.  Moreover, the impacts of intra-sectoral industrial shifts involving both manufacturing 
(∆Ln_MSH) and services (∆Ln_SSH) are substantially similar across most of the study period.   Indeed, both va-
riants of private sector industrial restructuring appear to have exerted a persistent depressant effect on productivity 
growth throughout. While the manufacturing shift effect endured until 1997, the services shift effect characterized 
successive temporal increment across the entire study period.  Contrastingly, by 1995 the emergence of the IT sector 
(∆Ln_IT) began to register a significant and positive impact on metro-scale productivity growth that persisted across 
successive specifications through to the end of the decade.  A negative influence of public spending (∆Ln_SGov) on 
productivity growth is also evident continuously across the study period.  Less clear-cut is the human capital 
(∆Ln_HC) (negative) effect which emerged only once to characterize the 1986-97 period.  The post-1995 IT invest-
ment surge (Y9699) effect is positive and significant across the 1996-99 period. Finally, the ECT effect is also evi-
dent annually across the entire 1986-99 period – except for when the 1990 increment was added – indicating that the 
adjustment to the long-term trend was a continuous one across the study period.   
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Table 3. Recursive Regression Estimates for Labor Productivity Growth Equation 
 
Variables 1987-90 1987-91 1987-92 1987-93 1987-94 1987-95 1987-96 1987-97 1987-98 1987-99 
Intercept 
Ln_REAL 
Ln_ITSH 
Ln_MSH 
Ln_SSH 
Ln_SGov 
Ln_POP 
Ln_HC 
Ln_RWAGE  
Y9699 
ECT 
.004*** 
-.004** 
-.011 
-.014* 
-.428*** 
-.077*** 
.088*** 
-.001 
.089*** 
- 
-.006 
.006*** 
.002 
-.006 
-.025*** 
-.389*** 
-.059*** 
.142*** 
-.002 
.014 
- 
-.010** 
.009*** 
-.002 
-.020*** 
-.030*** 
-.443*** 
-.053*** 
.108*** 
-.000 
.069*** 
- 
-.013*** 
.007*** 
.001 
-.008 
-.028*** 
-.426*** 
-.055*** 
.123*** 
-.001 
.056*** 
- 
-.014*** 
.008*** 
.001 
-.000 
-.021*** 
-.413*** 
-.057*** 
.081** 
-.002 
.053*** 
- 
-.011*** 
.008*** 
.003 
.011** 
-.019*** 
-.435*** 
-.057*** 
.094*** 
-.002 
.049*** 
- 
-.008** 
.007*** 
.004* 
.009** 
-.016** 
-.431*** 
-.057*** 
.111*** 
-.002 
.051*** 
.005*** 
-.012*** 
.007*** 
.005** 
.009** 
-.011* 
-.425*** 
-.060*** 
.117*** 
-.003* 
.052*** 
.006*** 
-.011*** 
.007*** 
.005*** 
.012*** 
-.005 
-.424*** 
-.059*** 
.115*** 
-.002 
.060*** 
.007*** 
-.009*** 
.007*** 
.005*** 
.016*** 
-.003 
-.428*** 
-.060*** 
.121*** 
-.002 
.066*** 
.008*** 
-.007** 
N. of Obs. 
Wald Chi-2 
Log Likelihood 
748 
887*** 
2019 
935 
591*** 
2403 
1122 
628*** 
2835 
1309 
630*** 
3331 
1496 
620*** 
3812 
1683 
733*** 
4286 
1870 
824*** 
4787 
2057 
992*** 
5289 
2244 
1180*** 
5781 
2431 
1385*** 
6262 
  Notes: *** = Significant at 0.01; ** = Significant at 0.05; * = Significant at 0.1 
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While conventional time series analysis focuses on the estimation of a single, temporally invariant general 
relationship, the RR technique can be used to recreate the historical character of “process-as-realized” dynamics (see 
Isaac and Griffin, 1989; Griffin and Isaac 1992; Rubin and Smith, 1992; Isaac et al., 1998). Thus, the effects of dy-
namic process on metro productivity growth are treated as historical contents, and the historical effects can be inter-
preted through the parameter structure of the coefficients such as parameter constancy, parameter drift, or parameter 
shifts.  However, because the specific points in time used to begin and/or end a period can have profound effects on 
the results and conclusions in the recursive model (Isaac and Griffin 1989), the time points used in this analysis must 
be selected on the base of well-grounded theoretical-historical concerns of the particular investigation. In this study, 
1991 is selected as an important “shift” because the U.S. economy experienced a sudden, if brief, cyclical downturn 
that registered fully that year. 
 
Table 3 reports the recursive regression results. The pattern of results for the primary independent variable 
(∆Ln_REAL) indicates that the employment churn effect is evident over the brief 1987-90 period and did not re-
emerge until 1996. There is no evidence of this effect in the 1991-95 period, after the temporary cessation of U.S. 
economic growth in 1990. Indeed, the rebound and resumption of growth was underway for more than four years 
before a job reallocation effect once again took hold. Thereafter, its effect was evident all through remaining portion 
of the expansion phase of the business cycle through to the end of the decade.  While the time scale under examina-
tion does not permit a fuller exploration of the timing of this effect sequence, the available evidence suggests that 
the job reallocation influence is significantly mediated by business cycle movements, albeit with a substantial lag. 
 
While the job reallocation influence reveals a clear emergent property tied to business cycle expansion, the 
influence of economic scale, as evidenced by the pattern of coefficient sign and significance on population size 
(∆Ln_POP), appears to have registered a persistent positive and significant effect all across the study period.   This 
suggests that economic scale functions as a relatively permanent catalyst for metro-regional productivity perfor-
mances, even as Schumpeterian churn effects are more cyclical. 
 
In contrast, across this temporal landscape the independent effects of several other covariates in the model 
appear to be relatively enduring.  The pattern of coefficients on ∆Ln_RWAGE indicates that rapid real wage growth 
and productivity growth are linked across the entire study period, with the sole exception of the brief recessionary 
period anchored to 1990-91.  Moreover, the impacts of intra-sectoral industrial shifts involving both manufacturing 
(∆Ln_MSH) and services (∆Ln_SSH) are substantially similar across most of the study period.  Indeed, both va-
riants of private sector industrial restructuring appear to have exerted a persistent depressant effect on productivity 
growth throughout. While the manufacturing shift effect endured until 1997, the services shift effect characterized 
successive temporal increment across the entire study period.  Contrastingly, by 1995 the emergence of the IT sector 
(∆Ln_IT) began to register a significant and positive impact on metro-scale productivity growth that persisted across 
successive specifications through to the end of the decade.  A negative influence of public spending (∆Ln_SGov) on 
productivity growth is also evident continuously across the study period.  Less clear-cut is the human capital 
(∆Ln_HC) (negative) effect which emerged only once to characterize the 1986-97 period.  The post-1995 IT invest-
ment surge (Y9699) effect is positive and significant across the 1996-99 period. Finally, the ECT effect is also evi-
dent annually across the entire 1986-99 period – except for when the 1990 increment was added – indicating that the 
adjustment to the long-term trend was a continuous one across the study period.   
 
5.  Conclusions and Summary  
 
This study seeks to make a contribution to our broader understanding of the determinants of economic 
growth and development. The conventional literature in urban/regional economics has long emphasized the influ-
ence of scale economies and agglomeration effects in accounting for variation in economic growth across local 
economies. This study seeks to reach beyond the limitations of viewing urban-regional growth as an economic return 
to an essentially static attribute of an economy like population by probing beneath the surface to examine the com-
ponent economic processes beneath the surface whose “gross” indicators are those on which net values ultimately 
rest. This “vertical” dimension of economic development is typically obscured from view in conventional analysis 
approaches (Hicks, 1991).  Consequently, this study has also drawn on an embryonic literature devoted to the analy-
sis of economic micro-level data, whereby the activities – including entry and exit – of individual firms and the em-
ployment associated with them, enrich our understanding of how economies function.   
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