This paper proposes a distributed fault-tolerant algorithm for one-to-all broadcasting in the oneport communication model on the arrangement graph. Exploiting the hierarchical properties of the arrangement graph to constitute different-sized broadcasting trees for different-sized subgraphs, we propose a distributed algorithm with optimal time complexity and without message redundancy for one-to-all broadcasting in the one-port communication model for the fault-free arrangement graph. According to the property that there is a family of k(n − k) node-disjoint paths between any two nodes, we develop a fast fault-tolerant procedure capable of sending a message from a node to its adjacent nodes on the (n, k)-arrangement graph with less than k(n − k) faulty edges. Combining the fault-tolerant procedure and the optimal broadcasting algorithm, a fault-tolerant broadcasting is achieved on the arrangement graph. It is shown that a message can be broadcast to all the other (n!/(n − k)!) − 1 processors in O(k lg n) steps if no faults exist on the (n, k)-arrangement graph, and in O(k 2 lg n + k lg 2 n)) steps if the number of faulty edges is less than k(n − k).
INTRODUCTION
One of the widely studied interconnection network topologies is the star graph [1] . It has been proposed as an attractive alternative to the hypercube as it has many superior characteristics. A major practical difficulty with the star graph is related to its number of nodes: n! for the n-star graph. The set of values of n! spreads widely over the set of integers. Recently, a new interconnection network topology called the (n, k)-arrangement graph has been proposed in [2] . This topology is a generalized class of star graphs, in that a star graph is a special arrangement graph. The (n, k)-arrangement graph avoids the design drawbacks of the star graph, solving the problem of growth of the n! number of nodes in the n-star graph with respect to the dimension n. Specifically, the (n, k)-arrangement graph has more flexibility than the star graph in selecting the design parameters including the size, diameter and degree. It also keeps all the desirable topological qualities of the star graph topology such as the hierarchical structure, the vertex and edge symmetry, simple routing, and many fault-tolerance properties.
Broadcasting is one of the fundamental communication problems of distributed memory interconnection networks. It is a very important operation used in various linear algebra algorithms, database queries, transitive closure algorithms and linear programming algorithms. The interconnection network must facilitate efficient broadcasting so as to achieve high performance during the execution of jobs. The efficiency of the broadcasting algorithms is characterized by the time complexity (the number of steps) and the message complexity (the total number of messages exchanged) to complete the broadcasting. Hence, it is desirable to develop a broadcasting algorithm that optimizes both the time and the message complexity.
Recently, fault-free broadcasting problems on the hypercube and the star graph have been investigated. Johnsson and Ho [3] have presented three new communication graphs for hypercubes and have defined scheduling disciplines so that the communication tasks are completed within a small constant factor of the best known lower bounds. Sheu et al. [4] have presented a distributed broadcasting algorithm without message redundancy in star graphs. It takes 2n − 3 steps in the multi-port communication model. Mendia and Sarkar [5] have proposed a broadcasting algorithm with the optimal time complexity in the one-port communication model on the star graph. This algorithm exploits the rich structure of the star graph and works by recursively partitioning the original star graph into smaller star graphs. Sheu et al. [6] have proposed a broadcasting algorithm that broadcasts a message to all nodes in the star graph at the optimal time based on the algorithm in [5] . It also performs broadcasting without redundant messages.
Reliable and fault-tolerant broadcasting problems on the hypercube and the star graph have also been investigated in recent years. Ramanathan and Shin [7] have proposed a reliable broadcasting algorithm which completes broadcasting 172 L. Q. BAI et al.
in any n-dimension hypercube, even when as many as n − 1 faults of edges or nodes occur. In their approach, fault tolerance is achieved by sending multiple copies of a message through disjoint paths. Fraigniaud [8] has proposed reliable broadcasting and gossiping algorithms for the class of hypercube multi-computers. The algorithms resist to at most n − 1 faults (edges and nodes) based on the structure of the disjoint paths and perform the broadcasting in an optimal time. Bagherzadeh et al. [9] have proposed a broadcasting scheme that uses the routing algorithm to present a broadcasting algorithm on the faulty star graph.
In this paper, we consider one-to-all broadcasting problems in the one-port communication model on the arrangement graph and propose a fault-tolerant broadcasting algorithm in the message passing mode. By exploiting the rich topological properties of the arrangement graph to constitute different-sized broadcasting trees for differentsized subgraphs recursively, we propose an optimal broadcasting algorithm on the fault-free arrangement graph. Based on the property that there is a family of k(n −k) nodedisjoint paths between any two nodes, we develop a fast fault-tolerant procedure that can send a message from a node to its adjacent nodes on the (n, k)-arrangement graph with less than k(n −k) faulty edges. When any node that executes the optimal broadcasting algorithm encounters faulty edges, it utilizes the fault-tolerant procedure to send the message to the destination node and the destination node continues its broadcasting procedure. As long as the number of faulty edges on the (n, k)-arrangement graph is less than k(n − k), the fault-tolerant broadcasting algorithm can broadcast a message from a source node to all the other nodes.
The remainder of this paper is organized as follows. The arrangement graph, its basic properties and the definitions and theorems used in the algorithm are described in Section 2. The optimal broadcasting algorithm is described in Section 3. The fault-tolerant procedure and broadcasting algorithm are described in Section 4. Conclusions are given in Section 5.
PRELIMINARIES
Let n and k with 1 ≤ k ≤ n be two integers, and let us write n = {1, 2, . . . , n} and k = {1, 2, . . . , k}. Let P k n be the set of permutations of k elements chosen from n . The k elements of a permutation p are denoted 
That is, the nodes of A n,k are the permutations of k elements out of the n elements of n , and an edge of A n,k connects two permutations p and q which differ only in position i for i ∈ k . For example, in A 4,2 , the node 42 k−1 nodes in A n,k which have the element p i in the position i for any fixed p i ∈ n and i ∈ k . These nodes form a subgraph of A n,k . The arrangement graph has many other useful features. For a more thorough coverage of the arrangement graph, refer to [2] .
As shown in Definition 1, there are n − k elements that are not used in the permutation p. We define the label p out of the node p to denote these elements. Using the label p out , we define the operator g i j that carries out the permutation p and the label p out of the node p to denote the edge. In this way, we represent the node p and its edges on the arrangement graph so that the node p corresponds to the permutation p with a label p out and its edges correspond to the actions of the operators on the permutation p and the label p out .
Let
which is the set of k elements of n used in the permutation p, and let EXT( p) = n − INT( p), which is the set of n − k elements of n not used in the permutation p.
DEFINITION 2.
For each node p, define P out , which we call the set of labels of p, to be the set of elements of P n−k n given by
We will use the lower case p out to denote an arbitrary member of P out . For convenience, a node p is denoted by p( p out ) for a given p out of p. From the definitions of operator and label, we know that the operator g i j of the node p has a different action for the different p out of the node p. In this paper, we assume that the source node has a given p out and any node acted on by the operator acts on its p out ; any node revises its p out based on the received message and uses this p out before receiving a new message.
FAULT-TOLERANT BROADCASTING
In order to exploit the hierarchical properties of the arrangement graph, we apply here the elements of the node p and its given p out to define the different level subgraphs of A n,k . We assign A l n,k , 1 ≤ l ≤ k, to be the lth level subgraph of A n,k with the first l elements in the first l positions, and the level l + 1 is lower than the level l, where 
The arrangement graph A n,k is a k(n − k)-connected graph. There exists a complete family of k(n − k) nodedisjoint paths between any two nodes [2] . We will now create k(n −k) node-disjoint paths between any two adjacent nodes, which will be used to develop our fault-tolerant broadcasting algorithm. Let p d = pg xy be an adjacent node of p( p out ), where 1 ≤ x ≤ k and k
and pp d ( ) denote the set of the given paths between p and p d , which are denoted by the sequences of the operators.
Proof. Let S 1 = {pg x j | k + 1 ≤ j ≤ n, j = y} be the set of nodes in pp d ( j ) except for nodes p and p d , and let S 1 j be the subset of S 1 for the given j . For any two given j 1 and j 2 ,
Proof. Similar to the proof of Lemma 1, let S 2 = {pg i j ∪ pg i j g xy } and S 2i j be a subset of S 2 for i = x and j = y. For any given (i 1 , j 1 ) and (i 2 , j 2 ) with |i 
Proof. From the features of the nodes in the sets S 1 , S 2 and S 3 , we can easily prove that 
COROLLARY 1. The k(n −k) node-disjoint paths between p( p out ) and p d can be given as follows:
EXAMPLE 5. Figure 2 shows the node-disjoint paths based on Theorem 1 between two adjacent nodes on A 7, 3 . In this figure, four node-disjoint paths in the Lemma 1 box, six node-disjoint paths in the Lemma 2 box and two nodedisjoint paths in the Lemma 3 box form 12 node-disjoint paths between the node p = 123(4567) and its adjacent node p d = pg 37 = 127.
AN OPTIMAL BROADCASTING ALGORITHM ON FAULT-FREE A n,k
In this section, we consider a one-to-all broadcasting problem on a fault-free arrangement graph A n,k and develop a broadcasting algorithm with optimal time complexity in the sense of an O-notation and without message redundancy. We make the following assumptions.
• A node consists of a processor with bidirectional communication links to each of its adjacent nodes.
• Any node knows the condition of its adjacent links and has enough buffer to preserve incoming and outgoing messages.
• At any given time, a node can communicate with at most one of its adjacent nodes.
• There are no faults on the arrangement graph.
The (n, k)-arrangement graph is a graph with a hierarchical structure. Since we recursively use its hierarchical property to develop our broadcasting algorithm on A n,k , we consider the broadcasting procedure on some subgraph
) and be ready to broadcast a message
n,k can be divided into the following three cases.
where the node p is.
which are directly connected to the node p.
Since the node p is in
p l+1 ), we only need to send the message to the other 
and then send the message to these subgraphs. In Case 3, some nodes in
sequentially, it takes O(n − l) steps for p to complete this broadcasting procedure. Recursively applying this procedure, it takes O{(k − l)(n − l)} steps for p to broadcast a message to all the other nodes in
A broadcasting algorithm with optimal time has been proposed [10] that only considers broadcasting the message to at least one of the nodes in each of
, and then makes each of the nodes that received the message broadcast the message on the given lower level subgraph. This algorithm embeds the intermediate nodes in a broadcasting tree to achieve a broadcasting procedure with optimal time complexity. It is not however optimal in message complexity because it does not consider that the different intermediate nodes belong to different levels of subgraphs and should broadcast the message on different levels of subgraphs.
To carry out the broadcasting with a time and message optimum on
. There may be many intermediate nodes. An intermediate node p(i ) is a node that satisfies
As shown in Table 1 , we divide the broadcasting procedure for p to broadcast the message to each of 
at the last step.
Phase 1.
At the beginning of the broadcasting procedure, p sends the message to p(k) = pg kn . Then,
. In this way, the message can be sent to
Because an additional step doubles the number of nodes that receive the message, there are 2 m nodes that receive the message at the mth step. It takes O(lg(k − l)) steps for p to complete the broadcasting procedure to k − l − 1 intermediate nodes 
Similarly, an additional step doubles the number of subgraphs that receive the message; it takes O(lg((n−k)/(k−l))) steps to complete the broadcasting procedure to
After completing the Phase 1 and 2 broadcasting procedures, there is only one node that receives the message in each of
be considered a source node to broadcast the message within the given (l + 1)th level subgraphs. In 
Phase
The nodes that receive the message Comments (First l+1 ( p) ) can be decomposed into the (l + 2)th level node-disjoint subgraphs as follows.
Proof. (First l+1 ( p) ). The node p(l + 2) can be considered a source node to broadcast the message on A l+1 n,k (First l+1 ( p) ). (First l+2 ( p) ). Therefore, p(l + 2) can apply the broadcasting procedures of Phases 1 and 2 to broadcast the message to the subgraphs (First l+1 ( p) ) can be decomposed into the different level node-disjoint subgraphs as follows:
LEMMA 6. Based on p and the intermediate nodes p(i
Proof. By recursively applying Lemma 5 until p. (First l+2 ( p) ). Similarly, p(l + 3) can broadcast the message on A l+2 n,k (First l+2 ( p) ) and only remains A l+3 n,k (First l+2 ( p(l + 3) 
We present now a broadcasting algorithm with optimal time and message complexity for one-to-all broadcasting on an arrangement graph A l n,k . Let the OPB algorithm denote our one-to-all broadcasting algorithm. We will describe the algorithm based on three phases, as shown in Tables 1 and 2 . Since the node p( j ),
, we only need to improve Phase 2 so that the node p( j ), k + 1 ≤ j ≤ n − 1, will start to broadcast the message on A 
In the broadcasting procedure, the nodes that hold the message send the broadcasting request to the other nodes. Every node individually starts to perform its broadcasting algorithm while receiving the request. Let Data be messages to be broadcasted, and let M denote a set of procedure variables. As shown in Table 3 , M = {p out , l, i, m, ID}. At the beginning of broadcasting, M = {p out , l, 0, 0, 0}. The formal description of our broadcasting algorithm is given on the next page. EXAMPLE 6. Figure 3 illustrates We now prove that the algorithm OPB algorithm is optimal in its time and message complexity. (First l+1 ( p) ). (First l ( p) p j ) , k +1 ≤ j ≤ n, the source node p can broadcast a message to only one node in each of the n−l −1 node-disjoint subgraphs
LEMMA 7. After applying Phases 1 and 2, the OPB algorithm can broadcast a message from a source node p in
Let L 1 and L 2 denote the number of steps required for the nodes in Phases 1 and 2 to broadcast the message to each of the other n − l − 1 subgraphs A l+1 n,k only once. Let L denote the number of steps required for p to complete the broadcasting procedure of Phases 1 and 2. As shown in Phase 1, (563) p (3) p (4) p (2) 1235 (764) 1236 (574) 1234 (567) p (2) p (3) p (4) (First i−1 ( p) ). Proof. Based on Lemmas 5 and 6, it is trivial to prove Lemma 8.
THEOREM 2. The OPB algorithm on A l n,k can broadcast a message from a source node to all the other ((n
− l)!/ (n − k)!) − 1 nodes in at most O((k − l) lg(n − l)) steps without redundant messages.
Proof.
We first use induction to prove that the OPB algorithm can broadcast a message from the source node to all the other ((n − l)!/(n − k)!) − 1 nodes without redundant messages. As a result, it is easy to prove that the OPB algorithm is correct for l = k and 
Let p be the source node of broadcasting in A l n,k (First l ( p)) . A l n,k (First l ( p)) can be decomposed into the (l + 1)th level node-disjoint subgraphs as follows: (First l+1 ( p) ) can be decomposed into the lower level node-disjoint subgraphs as follows: (First l+2 ( p) ).
Since the intermediate node p(l + 2) in Phase 3 executes the Phase 1 and 2 broadcasting procedure except for not sending the message to (First l+2 ( p) ), the OPB algorithm has no redundant messages on A broadcast the message from the source node to each of the other nodes exactly once on A l n,k . We now prove that the OPB algorithm can take O((k − l) lg(n − l)) steps to complete broadcasting on A l n,k . Based on Lemma 7, our algorithm can reduce the broadcasting problem size on A 
Based on Theorem 2, it is trivial to prove Theorem 3.
Since an optimal broadcasting algorithm requires at most O(k lg n) steps to complete broadcasting on A n,k , the OPB algorithm is optimal in its time complexity. Since this algorithm broadcasts a message only once to each of the other nodes on A n,k , it is also optimal in its message complexity.
FAULT-TOLERANT BROADCASTING ALGORITHM ON A n,k
In this section, we will discuss the one-port fault-tolerant (FT) broadcasting problem on A n,k . First, we develop a fast FT communication procedure between two adjacent nodes for A n,k with some faulty edges. Combining the FT procedure and the OPB algorithm, we develop a FT broadcasting algorithm on A n,k with some fault edges. We make the following assumptions:
• A node consists of a processor with full duplex communication edges to each of its adjacent nodes.
• Any node knows the condition of its adjacent edges and has enough buffer to preserve the message it sends and receives.
• At any given time, a node can communicate with, at most, one of its adjacent nodes.
• If there are faulty edges on A n,k , the number of faulty edges is less than k(n − k) in order to preserve the connectivity of the network.
Fault-tolerant procedure on A n,k
Let the node p be ready to send a message to its adjacent node p d = pg xy , and let the edge ( p, p d ) be faulty. From Theorem 1 of the node-disjoint paths, we can send the message to the node p d through the other k(n − k) − 1 node-disjoint paths except the edge g xy . Because the number of faulty edges between p and p d is less than k(n − k) of the number of node-disjoint paths between p and p d , it is assured that there is at least one fault-free node-disjoint path. If p sends the message to its k(n − k) adjacent nodes sequentially, the message can be sent to the node p d through the node-disjoint paths in O(kn) steps. Let P = {p i j = pg i j | 1 ≤ i ≤ k, k + 1 ≤ j ≤ n} denote the set of k(n − k) adjacent nodes of the node p. We know that each node in the set P is in one of the node-disjoint paths given in Corollary 1. In order to reduce the time complexity of the FT procedure, we apply the topological properties of the nodes adjacent to the node p to constitute a broadcasting tree and develop a fast FT procedure by combining the broadcasting tree and Corollary 1. The basic idea is that an attempt is made to send the message to each of the other k(n −k)−1 nodes adjacent to the node p from the node p or some adjacent nodes that receive the message except for the node p d . Whether or not the message arrives at all the nodes adjacent to p is not considered. An attempt is then made to send the message to the node p d through the node-disjoint paths from the adjacent nodes that received the message.
Let P i = {p i j = pg i j | k + 1 ≤ j ≤ n} for the given i be a subset of P. The set P can be divided into the k subsets P i for 1 ≤ i ≤ k. If there are not faulty edges in A n,k , the nodes in each of k sets P i for 1 ≤ i ≤ k form a complete graph with the n − k nodes. The node p is directly connected to each node in P i . When there are β i faulty edges among the node p and the nodes in P i , the node p is directly connected to the n − k − β i nodes in P i . Let i denote the set of nodes that are directly connected to the node p through non-faulty edges in P i . Then
We describe the FT procedure as three phases. First, we construct i and try to send the message to one of the nodes in each of i = ∅ for 1 ≤ i ≤ k. Then, utilizing the tree structure, each node that receives the message broadcasts the message in each of i = ∅ for 1 ≤ i ≤ k. Finally, using the node-disjoint paths given in Corollary 1, each node that receives the message sends the message to the destination node p d .
When the faulty edge ( p, p d ) is encountered, the node p detects its adjacent edges and constructs i for 1 ≤ i ≤ k. Then the node p sends the message along with the procedure variables to one of the nodes in each of i = ∅ for 1 ≤ i ≤ k. Let FT 1 denote this procedure, = { , p, p d , p i j p d } be a set of procedure variables, where is the set of nodes that are directly connected to the node p through non-faulty edges in P i , and let Data be the message to be broadcast. Proof. It is trivial to prove Lemma 9. This is because there are at most k subsets i = ∅ for 1 ≤ i ≤ k, and the message is sent to only one of the nodes in each of k subsets i for 1 ≤ i ≤ k.
As the node q receives the message, it first checks whether there are faulty edges that are directly connected to the nodes in i . If there are faulty edges and the number of faulty edges is γ , the node q builds the subset 1 i of i , where = ∅ . In the same way, the node q sends the message until 11...1 i = ∅. Each node that receives the message in the above procedure performs the same procedure as the node q until these nodes have tried to send the message to all the nodes in 1 i . Since an additional step doubles the number of the nodes to which an attempt has been made to send the message, this procedure takes at most O(lg(n − k)) steps for the node q to finish the broadcasting procedure in 1 i . Let FT 2 denote this procedure as described above. Proof. As shown above, the procedure FT 2 is executed recursively. An additional step doubles the number of nodes that have received the message. If a node receives the message in the procedure FT 2, it receives the message only once. Since |max{ 1 i | i ∈ k }| ≤ n − k, the length of procedure FT 2 is at most O(lg(n − k)).
In order to utilize the node-disjoint paths given in Corollary 1, we need to revise p out for each node that receives the message in the FT 2 procedure. We assume that the node p i j directly receives the message through the virtual path g i j , where the message is not, in fact, received through g i j . The p out of the node p i j can be decided by p i j = pg i j . Using this p out and the node-disjoint paths given in Corollary 1, the message is sent to the destination node p d . Let FT 3 denote this procedure that utilizes the node-disjoint paths to send the message to the destination node p d . Proof. From Corollary 1, the length of the longest path is 4.
As shown above, the FT procedure consists of three parts and can be summarized based on FT 1, FT 2 and FT 3 as follows: Proof. Let the node p begin to execute the FT procedure. From Lemmas 9 and 10, it is known that the message can be sent to each node adjacent to the node p by the FT 1 and FT 2 procedures. If θ adjacent nodes of the node p receive the message, this means that k(n − k) − θ faulty edges have been encountered and there are at most θ − 1 faulty edges in other parts of A n,k . From Corollary 1, there is at least one of θ paths given by procedure FT 3 through which the message can be sent to the destination node p d .
and L(FT) denote the length of procedures FT 1, FT 2, FT 3 and FT, respectively. Then,
EXAMPLE 8. Figure 5 is a example of executing the FT procedure on A 7,3 . Five faulty edges are shown in (B) and (C) of Figure 5 . Let p = 123 with p out = 4567 be a node that is ready to send a message to the node p d = 127 and let the edge g 37 be faulty. In FT 1, the node p builds 1 = {423, 523, 623, 723}, 2 = {143, 153, 163} and 3 = {124, 125, 126}, as shown in (A), (B) and (C) of Figure 5 . Then the node p sends the message to the node 423 in 1 , the node 143 in 2 and the node 124 in 3 , where 1 1 = {523, 623, 723}, 1 2 = {153, 163} and 1 3 = ∅, as shown in (D) of Figure 5 . In FT 2, the message is sent to the eight nodes as shown in (E) of Figure 5 . In FT 3, the message is ready to be sent to the node p d = 173 through the eight node-disjoint paths from eight nodes that have received the message in FT 1 and FT 2 respectively. These eight node-disjoint paths are No 2, 5, 6, 7, 8, 9, 10 and 11, as shown in Figure 2 . Because four faults (No 1, 3 and 4 in (C) and No 5 in (B) of Figure 5 ) have been encountered before beginning FT 3, the message can be sent to the node p d = 173 through at least one of the eight node-disjoint paths if the total number of faulty edges is less than 11.
Fault-tolerant broadcasting algorithm on A n,k
When there are some faulty edges on A n,k , the message cannot be sent to some nodes by the OPB algorithm. Utilizing the FT procedure described above, we can send the message to this kind of node and make these nodes continue their broadcasting procedure. So combining the OPB algorithm on fault-free A n,k and the FT procedure, we can develop a fault-tolerant broadcasting (FTB) algorithm that can correctly broadcast a message on A n,k with less than k(n − k) faulty edges.
Let the FTB algorithm denote our FTB algorithm for oneto-all broadcasting on A n,k with less than k(n − k) faulty edges. A broadcasting request of the FTB algorithm consists of the following parts:
(i) Data that is the message to be broadcasted; (ii) M that is the set of procedure variables used for the OPB algorithm; (iii) that is the set of procedure variables used for the FT procedure. Let = ∅ in the source node. When a node has a broadcasting request, it executes the OPB algorithm if = ∅. When a faulty edge is encountered in executing the OPB algorithm, it uses the FT procedure to send the message to the destination node and then continues to execute its OPB algorithm to broadcast the message. If = ∅, it executes the FT procedure to forward the message to the destination node. Utilizing the OPB algorithm and the FT procedure, we describe the FTB algorithm as follows. EXAMPLE 9 . Let the node 123 be a source node with p out = 4567 and let it be ready to broadcast a message on A 7, 3 . Assume that there are five faulty edges as shown in Figure 5(A, B, C) . At the beginning of broadcasting, 123(4567) executes the OPB algorithm and sends the message to 127(4563). Since the edge (123, 127) is faulty, the node 123(4567) will execute the FT procedure to send the message to its adjacent nodes as shown in Figure 5(D) . Each of the nodes in Figure 5 (E) will send the message to 127(4563) through the node-disjoint paths as shown in Figure 2 . When 123(4567) ends the FT procedure, it continues to execute its FTB algorithm. When 127(4563) receives the message, it executes the FTB algorithm to broadcast the message. If 127(4563) receives the same message more than once, it only broadcasts the message that arrives the earliest. The procedure will be continued until every node on A 7,3 receives the message. Proof. According to Theorems 3 and 4, it is easy to prove that the FTB algorithm can broadcast a message to all the other nodes on A n,k with less than k(n − k) faulty edges. Since the FT procedure is executed at most once for each faulty edge, the time complexity of the FTB algorithm can be given based on the time complexity of the OPB algorithm and the FT procedure. Let L(FTB) denote the time complexity of the FTB algorithm, then
L(FTB) = L(FT) × Length
Because the FT procedure is executed if and only if faulty edges are encountered, the FTB algorithm will broadcast a message to all the other nodes in an optimal time and without message redundancy if no faulty edges are encountered in the broadcasting procedure on A n,k . If β < k(n − k) faulty edges are encountered in executing the FTB algorithm, we can calculate the number of redundant messages exchanged on A n,k based on the properties of the FT procedure. Let Number denote the number of redundant messages exchanged on A n,k . Based on Corollary 1, then
CONCLUSIONS
In this paper, we have presented a one-to-all distributed fault-tolerant broadcasting algorithm for the arrangement graph.
Exploiting the hierarchical properties of the arrangement graph to constitute different-sized broadcasting trees for different-sized subgraphs, we have proposed a distributed broadcasting algorithm with optimal time complexity and without message redundancy for one-toall broadcasting in the one-port communication model on the fault-free arrangement graph interconnection network. Based on the node-disjoint paths and virtual path, we have developed a fast fault-tolerant procedure that can tolerate at most k(n − k) − 1 faulty edges on the (n, k)-arrangement graph. Combining the FT procedure and the OPB algorithm, we have developed an FTB algorithm. It has been shown that our fault-tolerant broadcasting algorithm can broadcast a message to all the other (n!/(n − k)!) − 1 nodes in at most O(k lg n) steps for the fault-free A n,k , and in at most O(k 2 lg n + k lg 2 n) steps for A n,k with less than k(n − k) faulty edges.
