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Abstract
Published renewable energy integration studies of many regions have explored how higher penetration of renewable energy will impact the electric grid. These studies make assumptions about the systems they are analyzing; however, the effect of many of these assumptions has not yet been examined or published. In this paper, we analyze the impact of modeling assumptions in renewable integration studies, including the optimization method used (linear or mixed-integer programming) and the temporal resolution of the dispatch stage (hourly or sub-hourly). We analyze each of these assumptions on a large and a small system, and we determine the impact of each assumption on key metrics, including the total production cost, curtailment of renewables, carbon dioxide (CO 2 ) emissions, and generator starts and ramps. Additionally, we identify the impacts on these metrics of (1) including a four-hour ahead commitment step before the dispatch step and (2) retiring generators to reduce the degree to which the system is overbuilt. We found that the largest effect of these assumptions is at the unit level on starts and ramps, particularly for the temporal resolution, and we saw a smaller impact at the aggregate level on system costs and emissions. For each fossil fuel generator type, we measured the average capacity started, average run time per start, and average number of ramps. Linear programming results saw up to a 20% difference in number of starts and average run time of traditional generators, and up to a 4% difference in the number of ramps when compared to mixed-integer programming. Using hourly dispatch instead of sub-hourly dispatch, we saw no difference in coal or gas combined-cycle (CC) units for either start metric, while gas combustion turbine (CT) units had a 5% increase in the number of starts and 2% increase in the average on-time per start. The number of ramps decreased by as much as 44%. The smallest effect seen is on the CO 2 emissions and total production cost, with 0.8% and 0.9% reductions respectively when using linear programming compared to mixed-integer programming and 0.07% and 0.6% reduction respectively in the hourly dispatch compared to sub-hourly dispatch.
Introduction
Renewable energy, in particular wind and solar, has experienced a large increase in installed capacity in recent years. The global installed capacity of solar power has increased by more than 40% each year between 2008 and 2012, and the global capacity of wind power was 318 gigawatts (GW) at the end of 2013 [1] . In the United States, the installed capacity of wind increased by 28% in 2012 alone, and solar power increased 83% in the same year [1] .
Many states and countries have also set renewable energy targets via renewable portfolio standards or have encouraged further renewable energy growth by implementing feed-in tariffs. These include renewable portfolio standards in 29 states of up to 40% renewables, energy efficiency measures in 20 states, and net metering policies in 43 states. These policies will lead to a further increase of the amount of both wind and solar energy on the electric grid in the coming years [2] .
As the fraction of wind and solar energy incorporated in the electric grid increases, so do concerns about reliability. Wind and solar energy are not dispatchable resources and can vary on time scales of minutes. This can potentially present problems for grid reliability operators, who must provide an adequate supply of alternative sources to meet demand even as renewable sources vary. It is of concern that high penetrations of variable energy sources may lead to grid security issues or significant curtailment of these sources if traditional generators, such as coal and natural gas plants cannot meet rapidly changing net loads. Grid operators are also interested in whether the variability of renewable sources may lead to different use patterns for traditional power sources and whether these use patterns negatively impact the efficiencies and maintenance costs of traditional facilities.
Many studies have analyzed these operational challenges to determine the impacts of integrating renewable energy on existing or future electric grids, as well as to identify potential benefits of such integration. These benefits potentially include reducing the production costs for the overall system due to lower fuel and operational costs, as well as reducing greenhouse gas emissions.
Studies analyzing these trade-offs have investigated renewable integration at a multitude of spatial resolutions for specific regions or renewable energy capacities. The electric system is a very large and complex system, and for this reason, these studies make many assumptions to create computationally tractable models or to reduce the computation time of the model. Each assumption will have an effect on the results, but the impact of many of these assumptions has not been evaluated. This report examines two assumptions-the optimization method used and the temporal resolution used in the real-time dispatch market-as well as an additional commitment stage and the retirement of generators with low capacity factors. The impacts of these assumptions on the production cost, curtailment, carbon dioxide (CO 2 ) emissions, and the use patterns of fossil fuel generators, as measured by starting and ramping of these generators, are determined for two different system sizes.
Background
Numerous integration studies have been conducted for electric grids ranging in size from the island of Oahu, Hawaii to the entire European grid. While each study has a specific focus, they typically investigate the impact of increasing penetrations of renewable energy and whether a specific system will be able to accommodate increasing levels of renewable energy. These studies illustrate the range of entities interested in renewable integration, and also the variety of ways these problems are modeled.
For this report, we examine the modeling methods and assumptions used in nine renewable integration studies:
• Western Wind and Solar Integration Study Phase 1 (WWSIS-1)
• Western Wind and Solar Integration Study Phase 2 (WWSIS-2)
• Eastern Interconnection Planning Committee Study, Phase 2 (EIPC Phase 2)
• European Wind Integration study (EWIS)
• Investigating a Higher Renewables Portfolio Standard in California (California RPS study)
• Duke Energy Photovoltaic Integration Study: Carolinas Service Areas (DPIS)
• PJM Renewable Integration Study (PRIS)
• Manitoba-Hydro Wind Synergy Study (MHWSS)
These nine studies represent a sample of key studies performed, and they cover a variety of locations and renewable technologies. Each of these studies is concerned with the challenges associated with increasing the amount of renewable energy on the grid and any operational costs associated with this increase. Below is a brief overview of each study.
Eastern Wind Integration & Transmission Study [3]
Published in 2011, this study's goal is to determine the costs and impacts of large increases in wind resources on the North American Eastern Interconnection, up to 20%-30% penetration, and potential new transmission needs due to these increases. The study models most of the U.S. portion of the Eastern Interconnection in the year 2024, excluding portions of the Southeastern Electric Reliability Council (SERC) and the Florida Reliability Coordinating Council (FRCC).
Western Wind and Solar Integration Study Phase 1 [4]
Published in 2010 by GE Energy, this study analyzes the Western Electricity Coordinating Council (WECC) system in 2017. The study goal is to identify operational impacts of up to 35% renewable penetration in the WestConnect region; determine how geography, cooperation, and location of renewable resources affect these operational impacts; and identify potential mitigation strategies for challenges that arise. The study uses on-shore wind, distributed photovoltaics (PV), and concentrating solar power (CSP) with six hours of storage to meet the renewable energy targets.
Western Wind and Solar Integration Study Phase 2 [5]
The National Renewable Energy Lab (NREL) published this study in 2013 as a follow-up study to WWSIS-1. The study focuses on the cycling cost and emissions impacts on fossil fuel generators-from the perspectives of both the generator and the system operator-of penetrations of 8%-25% wind and 4%-25% solar on the Western Interconnection in 2020. Technologies used to meet this requirement include on-shore wind, rooftop PV, utility-scale PV, and CSP with six hours of storage.
Eastern Interconnection Planning Committee Study, Phase 2 [6]
This study analyzes three potential future scenarios of increased wind generation in the year 2030 in the entire Eastern Interconnection to identify transmission needs and costs associated with this new wind generation. These scenarios include a national carbon constraint, increased efficiency measures to reduce total demand as well as a 30% regionally-implemented national renewable portfolio standard, and finally a business-asusual scenario. On-shore wind is the predominant technology used to meet these standards, with 7% of other renewables in a second scenario.
European Wind Integration study [7] This study was published in 2010. It analyzes the European Network of Transmission System Operators for Electricity (ENTSO-E) portions of the European electric grid in 2015. The study includes 70-185 GW of on-and off-shore wind, as well as one scenario with additional transmission capacity. The study's goals are to (1) identify the challenges and network issues associated with meeting the European 2020 renewable energy targets of providing 20% renewable energy by year 2020 and (2) determine the best way to accommodate the expected increase of wind power due to these regulations.
Investigating a Higher Renewables Portfolio Standard in California [8]
This study, published in 2014, examines the ability of California's generation fleet to meet a renewable portfolio standard (RPS) of up to 50% given operational constraints such as minimum generation requirements. The study identifies the expected costs and carbon emission reductions associated with the RPS for California in 2030. It includes references cases of 33%-40% penetration and four scenarios representing different ways of providing 50% renewable penetration. Wind, CSP, utility-scale solar, and distributed solar are used to meet the RPS requirement.
Duke Energy Photovoltaic Integration Study: Carolinas Service Areas [9]
Published in 2014, this study examines reliability challenges in the Carolinas with the goal of determining whether meeting grid stability compliance metrics with large amounts of distributed solar power will be possible given expected growth in solar power in response to North Carolina Senate Bill 3 (SB3). The study analyzes every other year from 2014 to 2022, increasing the amount of solar PV in the region each year. Three scenarios are examined: meeting the requirements of SB3, a mid-level penetration of PV based on current expectations, and a rapid penetration of PV supplying up to 20% of peak load.
PJM Renewable Integration Study [10]
This study, published in 2014, models the Eastern Interconnection, with a strong focus on the PJM independent system operator area, with a goal of identifying the operational and cost impacts of increasing renewable energy in PJM, as well as mitigation strategies for these impacts. The study year is 2026, and it includes 10 scenarios: business as usual, a 14% RPS to meet existing mandates, and four scenarios each with 20% and 30% penetration of renewables. These scenarios include different combinations of on-and offshore wind and centralized and distributed solar technologies.
Manitoba-Hydro Wind Synergy Study [11]
Published in 2013, the goal of this study is to identify the costs and benefits of coupling the wind resources of the Midcontinent Independent System Operator (MISO) with Manitoba-Hydro's hydroelectric resources either by using high voltage transmission lines or allowing bi-directional sales of resources on DC ties instead of only sales from Manitoba-Hydro to MISO. Most of the Eastern Interconnection is modeled, except Florida, ISO-NE and eastern Canada, in the year 2027. Various transmission upgrades are considered, as is the use of a bidirectional "external asynchronous resource" or EAR.
Wind is the predominant renewable technology studied.
Study Characteristics
These eight studies represent a wide variety of study sizes, renewable technologies, and renewable energy penetrations. They also use a variety of assumptions in their models regarding both input parameters and model setup. For example, gas prices in the studies range from $2.61 per million British thermal units (MMBTU) to $10.23/MMBTU. Many of the studies also perform a sensitivity analysis on the price of natural gas as part of their analysis. Carbon pricing is included in the reference case in several studies and as a sensitivity analysis in other studies, with prices ranging from $20 to $140/ton of CO 2 .
Transmission is also a topic addressed by many of the studies, including additional transmission, analyzing how much additional transmission is needed in the study, or modeling where this transmission should be included. Most studies aggregate transmission constraints to a zonal representation.
Forecasting of load and renewables also varies between studies. The studies include perfect load and renewables forecasts between commitment and dispatch stages, a perfect load forecast but an imperfect forecast for renewables, or an imperfect forecast for both. Some studies also perform a sensitivity analysis on the cost impact of improving the forecasting of renewables.
Motivation
Many of these studies perform sensitivity analyses on the effects of gas prices, forecasting, and other characteristics of the studies themselves. However, there has not yet been an analysis of the sensitivity of results to the methodologies and inputs used in the studies. Many renewable integration studies choose different methodologies in performing their analysis that can affect the results obtained. We are interested in identifying the degree to which important differences in methodology-such as optimization technique, temporal resolution, and inclusion of intra-day commitment, differ between studies-and we perform a sensitivity analysis on key results based on these differing methods. We further perform an analysis of the impact of using an overbuilt system in these studies.
It is important to note that this study analyzes the impact of several inputs on model outputs. In many cases, renewable integration studies compare several scenarios and analyze the differences between these scenarios. Systematic changes due to input choice might not impact scenario comparisons; however, large systematic differences may obscure differences between scenarios. This study helps analysts understand which input parameters may have an impact on the studied output parameters, and the degree to which those impacts may be significant, so that choices in model design may be well informed.
Methods
Model Assumptions
For each of the eight studies we examine, we identify the study methodology and the assumptions made. These assumptions include the generation mix in the study year, transmission fidelity, temporal resolution of dispatch, forecasting techniques for renewables and load, and optimization techniques used. We focus on two of these assumptions: the optimization technique used in solving the scheduling problem for both the commitment and dispatch stages, and the temporal resolution used in the dispatch stage.
For the eight studies we examine, the optimization method varies and included linear optimization (e.g., EWIS), integer optimization for commitment and linear optimization for dispatch (e.g., California RPS), and full integer optimization (e.g., WWSIS-2). The choice of optimization impacts the results by relaxing some of the constraints of the problem in a linear solution, such as minimum generation, by allowing partial commitment of generators. An integer solution does not allow relaxing of any constraints in the problem, making it more precise; however, it requires more computational time. In this study we utilize the unit commitment and dispatch software PLEXOS, which allows for use of either a mixed-integer optimization or a linear optimization.
The following is an example of the formulation of common constraints seen in these models. The equations listed include constraints on the minimum generation, generator capacity, and commitment of a generator.
A simple two-generator example can illustrate the difference between linear (LP) and integer (MIP) optimization. In this case, a less expensive unit is running at 75 megawatts (MW), and a second more expensive unit is needed to start up and serve 100 MW of load. For each generator, Table 1 shows the values for unit commitment (unit_on i ) and startups (unit_startup i ) that result if the optimal generation level is 25 MW for the second generator but its minimum generation level is 50 MW. The LP optimization allows partial commitment and startup of this particular generator, which in turn skews resulting values for generation, startup costs, and other metrics for this system. It is important to note that the LP solution in the software PLEXOS is a true LP, which does not respect any integer variables such as startup costs or minimum generation levels. However, some commercial production cost models that use LP optimization have ways to respect those constraints. For example, the GE MAPS [12] model uses an LP as an iterative process to identify the optimum commitment while respecting minimum up and down time constraints and start-up costs.
The studies we examine also vary in the temporal resolution of the dispatch schedule. Current operational practice typically includes sub-hourly dispatch in the United States. However, solving sub-hourly problems requires significantly more time, particularly at five-minute resolution. While many studies, such as EWITS, do indeed perform full subhourly dispatch models, others perform hourly dispatch models, as in EWIS. Some studies, such as PRIS, perform an hourly dispatch but further investigated specific days by computing sub-hourly dispatch for those days. The use of hourly dispatch will affect the results by masking sub-hourly phenomena, such as high ramping requirements and rapid changes in renewable generation or load.
We next identify the evaluation metrics used by each study and how these variables factor into the study's conclusions. Most of the studies evaluate four metrics: total production cost, curtailment of renewable energy, total CO 2 emissions, and the operational impact metrics of ramping and starting of traditional generators. We use these four metrics to evaluate the different assumptions analyzed in our study.
Model Implementation
We model two regions in PLEXOS to evaluate the impact of the size of the model. The models are both run for one year. We use existing NREL models from previous studies. The larger model is the Western Interconnection model (WECC) as used by WWSIS-2 [5] , and the smaller model is a Colorado-based test system (CO-Test) used in "Impact of Generator Flexibility on Electric System Costs and Integration of Renewable Energy" [13] . Reserves for all models are co-optimized with the dispatch model. Reserves include both spinning-up contingency reserves and regulation-up reserves. Regulation-down reserves re also included in CO-Test. Reserve requirements are determined by a combination of percentage of load and forecast error. The sub-hourly and hourly reserves are consistent; the total reserve requirement is identical in both cases. In both of the systems the transmission is modeled zonally.
Each system has a similar renewable penetration, calculated as the fraction of generated energy from solar and wind, as shown in Table 2 . Additionally, the relative amounts of installed capacity in each region can be seen in Figure 1 . The storage category refers to pumped hydroelectric storage. The regions do have large differences in the relative amount of coal, hydro, and gas combustion turbines (CTs) in the fleet, which complicates direct comparisons of the two regions. However, we use these systems to represent general large and small systems. Specific individual systems with significantly different types or amounts of installed generation capacity may behave differently than these regions.
Table 2. Renewable Penetration for Each System
The two regions modeled in this study have similar levels of wind and solar energy generated by the model.
Solar Wind Total
CO-Test 4% 26% 30% WECC 6% 20% 26%
Figure 1. Capacity mix by system
The fraction of all installed capacity provided by each generation type is shown for comparison of the two systems. The CO-Test system contains more coal and CT generators as a fraction of all capacity than the WECC system, which includes more hydro units and also includes nuclear, geothermal, and CSP units.
For each region, we ran four implementations of the model in PLEXOS. Each implementation includes a day-ahead unit commitment step followed by a real-time dispatch step. These implementations use either linear or mixed-integer optimization. In each implementation, the optimization is the same for both the commitment and dispatch periods. All day-ahead unit commitment steps have temporal resolution of one hour; however the temporal resolution of the dispatch step is either one hour or five minutes. All combinations of these assumptions are run and analyzed, providing four combinations: a linear optimization with hourly resolution in the dispatch step (LP Hr), a linear optimization with five-minute resolution in the dispatch step (LP subHr), an integer optimization with hourly dispatch resolution (MIP Hr), and an integer optimization with five-minute dispatch resolution (MIP subHr).
Additionally, we analyze two implementations of additional model choices. The first is the inclusion of an intra-day commitment step, four hours ahead of the dispatch. This four-hour ahead commitment allows combined cycle (CC) and CT units to be recommitted according to better forecasts on the load and renewables generation. Forecasts improve as the time period shortens, so allowing re-commitment four hours ahead of dispatch reduces the error in the dispatch step. The four-hour ahead implementation is only analyzed for the use of integer optimization and five-minute temporal resolution (MIP subHr 4HA). The results are compared to the MIP subHr scenario to identify changes due to the use of an additional intra-day commitment stage.
The final implementation we analyze is the impact of retiring generators with low capacity factors in the system. Many renewable integration studies simply add renewable capacity to a fixed-base system, ensuring that differences in thermal generation mix are not driving differences in the results. However, as renewable capacity is added to the system, it becomes overbuilt and has excess capacity that would typically retire instead of operating for a very small number of hours per year. We determine the degree to which each system is overbuilt by calculating the fossil fuel capacity and comparing that to the peak fossil fuel usage. We then retire a fixed amount of capacity such that the system just meets capacity reliability standards. We use data from the MIP hourly analyses for both the WECC and the CO-Test systems to identify the generators with the lowest capacity factor, and we assume the generators with the lowest capacity factors will retire. Results could be quite different if baseload units such as coal plants are retired instead of these low capacity factor units; however, for this analysis, we are analyzing the impacts of operating with a smaller planning reserve margin, not completely restructuring the thermal fleet. For this analysis MIP optimization and hourly temporal resolution are used.
Evaluation Metrics
For each implementation in PLEXOS we compute the total production cost, curtailment of both wind and solar, total emissions by fuel type, the number of starts and ramps of each generator type, and the average on-time per start of these generators. These metrics are used to identify how the studied input variables, optimization, temporal resolution, and intra-day commitment can affect the output variables of a study.
The total production cost includes the fuel cost, startup cost, and variable operation and maintenance cost for each generator. The total production costs are summed for each generator category for comparison. Curtailment of wind and solar power are also computed by PLEXOS and summed for each renewable energy type.
The total CO 2 emissions are computed as the total fuel used by each generator multiplied by the emissions factor of the fuel used. The CO 2 emissions are then aggregated for comparison between models.
Operational impacts are a frequent topic of interest or concern in systems with high renewable penetrations. To illustrate these impacts, we examine the capacity started by generator type, the average on-time per start, and the number of ramps by generator type for each model. The capacity started is computed as the sum of all times a generator began operation, multiplied by the capacity of that generator. The linear model solutions allow partial operation of generators, so in these cases some generators would operate at very low levels (e.g., thousandths or millionths of a megawatt). We only account for starts in these cases if a generator operates at a level greater than 0.01 MW.
We then compute the time that each generator is operated, or the on-time, per start for that generator. The result is then averaged for each generator type to find the average ontime for each type. We omit must-run generators, which are typically co-generation facilities, from this metric. It provides an indication of how a generator's operation is affected by each of our studied assumptions.
Ramping is a large concern for coal generators, which anticipate very different use patterns than their traditional operation when there is high penetration of renewable energy. We comput the number of ramps as the total number of times that a generator must increase its generation by an amount more than 30% of its installed capacity (as is done in WWSIS-2). We compute only the up-ramps for each generator, assuming that each up-ramp will be mirrored later by a corresponding down-ramp. The ramp rate of each ramp is not computed, only the total number of ramping events.
Results
Impact of Linear (LP) vs. Integer (MIP) Optimization
Model Run Time
The main reason an LP solution is utilized over a MIP solution is the run time required. If a study examines many potential future scenarios or renewable penetrations, the model must be run several times, which requires significantly more time. For example, the unit commitment stage required 94 hours for the MIP optimization and 66 hours for the LP optimization. The dispatch stage also requires more time; LP solution in the WECC system has a run time of 50 hours whereas the MIP solution has a run time of 65 hours when solving one year of the dispatch solution. This time savings however comes at a cost of a less realistic model solution, as the LP scenario will be able to start partial generators in order to relax minimum generation level constraints, and other such partial operation, which is not feasible for actual generators. Generation by Generator Type A comparison of the relative amount of generation by generator type for the sub-hourly scenario for the WECC system is shown in Figure 3 . This comparison illustrates the different choices made under the each optimization technique to meet the total demand.
In particular, a model using linear optimization uses 0.5% more wind generation and 2.4% less gas CC generation because minimum generation constraints are never binding when using LP optimization. The LP and MIP models use different generation types to meet demand. These differences can particularly be seen in the use of CC generators and wind. The results are shown for WECC with sub-hourly temporal resolution.
Total Production Cost
Total production cost is the most commonly reported metric in the eight studies we analyze. Much of the difference in production cost between the LP and MIP scenarios is due to the ability to relax constraints, allowing for the use of less expensive fuel sources such as wind or coal instead of more expensive generators such as CC units. The LP solution is able to reduce the use of CC units compared to the MIP and instead use less expensive coal and wind generation. The increase of the costs from these less expensive generators is less than the decrease in costs from reduced CT usage. Figure 4 shows the production cost comparing the LP and MIP sub-hourly scenarios for WECC. The costs are aggregated by generator type to show which generator types contribute to differences in production costs between the models. There is a 0.9% difference in total production cost for the WECC sub-hourly model, amounting to a $100-million difference.
Figure 4. Total production cost
The total production cost is shown for the WECC sub-hourly model implementation, by generator type. The LP optimization technique leads to a total production cost that is 0.9% lower.
Curtailment
Curtailment of renewable energy is another important quantity, and it is measured in seven of the nine studies we examine. High curtailment of renewables is undesirable, as it reduces the capacity factor of the renewable sources and leads to the use of higher cost generation sources. The total curtailment of wind and solar and the percent difference from the MIP solution are shown in Table 3 .
Table 3. Curtailment of Renewable Energy
The total curtailment of both wind and solar is shown aggregated by optimization result. The percent difference is given from the MIP solution.
Energy Curtailed Percent Difference
LP 5,500 gigawatt-hours (GWh) -24% MIP 7,200 GWh n/a
Using LP optimization leads to a large change in curtailment, with a reduction in total curtailment in the system of 24%. Curtailment in WECC amounts to 2.7% of available renewable energy for the MIP case, and 2.1% of available renewable energy for the LP case.
CO 2 Emissions
The large increase in renewable energy use described above leads to lower CO 2 emissions, as these sources displace higher carbon sources such as coal. As carbon policies begin to be implemented, this will increasingly become a more important metric. The results for CO 2 emissions are shown in Figure 5 . We find a 0.8% reduction, amounting to a difference of three million tons of CO 2 between the MIP and LP models with sub-hourly temporal resolution for WECC.
Figure 5. Carbon emissions by generator type
The total emissions are shown for each system analyzed, grouped according to generator type.
Starts and Ramps
To understand the day-to-day impact of increased renewable energy on the electric grid, system operators need to understand operational impacts. For this reason, we use three metrics for evaluating these operational impacts, focusing on starts, ramps and generator on-time of fossil fuel and storage facilities. For each of these metrics there is a large difference between the linear optimization and integer optimization. For storage technologies, starting metrics refer to only generation from the storage facility and do not include pumping.
For each fossil fuel generator type, the LP optimization sees an increase in the started capacity over the MIP solution ( Figure 6) . A large contributor to this increase is the ability of an LP solution to partially start units in the optimization (which are then counted as full starts in the post-processed capacity started metric); in contrast, a MIP solution does not allow partial starts. This leads to a large increase in starts for some generators; in particular, coal units see a 23% increase in their started capacity in the LP solution over the MIP, and storage capacities see a 27% decrease (Table 4 ).
Figure 6. Capacity started, LP vs MIP
This figure shows the total capacity started, in GW, for gas CC, coal, and gas CT generators as well as for pumped hydro storage.
Table 4. Percent Difference in Started Capacity, Optimization
The percent difference in started capacity in GW is calculated from the MIP solution for four technologies.
Technology Percent Difference
Gas CC 1% Coal 23%
Gas CT 9%
Storage -27%
The average on-time per start provides insight into how different generator types are being used. Coal units are used for less time during each start in the LP model, whereas both gas CC and gas CT technologies are used for longer time periods. The largest relative difference, as seen in Figure 7 , is the gas CT units, which has an average on-time per start of 20% more in the LP solution than in the MIP.
Figure 7. Average on-time per start
The average number of hours a generator operated for each start is shown on the left.
Table 5. Percent Difference in Average On-Time, Optimization
The percent difference in average on-time per start is calculated from the MIP solution for four technologies.
Technology Percent Difference
Gas CC 10%
Coal -14%
Gas CT 22%
Storage 45%
The number of ramps ( Figure 8 ) is impacted to a lesser degree by the choice of optimization, experiencing a -2% to a +13% difference (Table 6 ).
Figure 8. Number of ramps
The total number of ramps for each fossil fuel generator and storage type is shown for both LP and MIP optimization.
Table 6. Percent Difference in Number of Ramps, Optimization
The percent difference in number of ramps is calculated from the MIP solution for four technologies.
Technology Percent Difference
Gas CC -2.2% Coal 2.1% Gas CT 3.8%
Storage 13%
We find that the use of a linear model provides small differences in some metrics but large differences in other metrics. In particular, "big-picture" variables such as total production cost and CO 2 emissions show differences of less than 1% between the LP and MIP solutions. However, operational impacts as measured through three metrics of starts and ramps for each fossil-fuel generator type show differences of up to 23%. Therefore, this model shows that the use of a linear optimization technique might be appropriate for studies solely focused on costs or emissions, particularly when errors on the order of 1% are acceptable. If this error is unacceptable, or if a study is interested in operational impacts, justifying the use of a linear optimization technique would be difficult.
Impact of Hourly vs Five-minute Dispatch Temporal Resolution
Model Run Time
Using hourly dispatch instead of sub-hourly dispatch has a very significant impact on the total run time of the model. For the WECC system we analyzed, the hourly dispatch model requires 3.6 hours to run, compared to 65 hours for the sub-hourly (five-minute dispatch) dispatch model. The average step time of the hourly dispatch is 1.5 seconds compared to 2.2 seconds for the sub-hourly dispatch. The distribution of time steps is shown in Figure 9 . The large difference in run time is due to the inclusion of fewer steps in the hourly dispatch case and also likely issues of memory usage with the larger model. Only 8,760 steps are required in the hourly dispatch case while 105,120 steps are required for the sub-hourly dispatch. Many outliers in both cases require up to 12.5 seconds for one step in the sub-hourly dispatch and one case in the hourly-dispatch step required as much as 32 seconds.
The cost of this shortened run time is a less precise representation of the grid operations. Much of the uncertainty and variability of load and renewable generation happens at time scales of minutes, and a model operating on hourly time scales will not see this variability.
Figure 9. Step time required for hourly and sub-hourly dispatch
The time required is for each step using a MIP optimization and either hourly or sub-hourly dispatch. The hourly dispatch has 8,760 steps and the sub-hourly dispatch has 105,120 steps.
Generation by Generator Type
A comparison of the relative amount of generation by fuel type for the sub-hourly scenario for the WECC system is shown in Figure 10 . There are only small differences between these scenarios in terms of total generation. Gas CC units has the highest absolute difference of 383 GWh, which amounted to a difference of 0.3% in total generation between the scenarios. In terms of percent difference, storage technologies are used 5% more in the sub-hourly case to help account for short-term variability in renewable generation and load. For most technologies only small differences in overall production are seen, largely because both temporal resolutions use the same commitment status for generators.
Figure 10. Generation by generator type
The hourly and sub-hourly models use different generation types to meet demand. These differences can be seen in the use of gas CC generators, storage, and "Other" technologies. The results are shown for WECC, MIP optimization.
Total Production Cost
For the two temporal resolutions, we find a difference of 0.6% in total production cost from the WECC sub-hourly model, amounting to a difference of $63 million.
Much of the difference in production cost is due to a lack of quick generation required to meet the more rapid changes in net load seen in the sub-hourly scenario. Figure 11 shows the production cost comparing the MIP hourly and sub-hourly scenarios for WECC aggregated by generator type. The largest difference is seen in interruptible demand response, categorized as "other," which is used in the sub-hourly scenario but is almost never used in the hourly scenario.
Figure 11. Total production cost
The total production cost is shown for the WECC MIP model implementation, by generator type. The hourly dispatch model leads to a total production cost that is 0.6% lower, primarily due to interruptible demand response being used in the sub-hourly scenario but not the hourly-scenario.
Curtailment
There is a much smaller difference in curtailment between the hourly and sub-hourly solutions than there is between the optimization methods. The curtailment of renewable energy is listed in Table 7 .
Table 7. Curtailment of Renewable Energy
Total curtailment is aggregated for wind and solar for both temporal resolutions. The percent difference from the sub-hourly results is shown. Using an hourly temporal resolution leads to a reduction in total curtailment of 2.7%. Curtailment in WECC amounts to 2.7% of available renewable energy for sub-hourly temporal resolution and for hourly temporal resolution.
Energy Curtailed Percent Difference
CO 2 Emissions
We find that the use of hourly dispatch leads to higher CO 2 emissions, by 0.07%, or 0.2 million tons of CO 2 . Our results for CO 2 emissions are shown in Figure 12 .
Figure 12. Carbon emissions by generator type
The increase in CO 2 emissions in this scenario is due to the increased use of less expensive coal generation in the hourly dispatch model and decreased use of faster gas generators. The lower need for fast ramping technologies allowed for an increase in coal usage. While coal power is less expensive, it emits significantly more carbon than other technologies, more than offsetting the small increase in renewable energy production.
Starts and Ramps
The operational impacts again show the largest change in the model implementations we studied. However, for the temporal resolution comparisons, ramping has a much larger difference than starting of generators. In particular, coal and gas CC generators are constrained by their commitment status from the day-ahead market, which is the same in both cases. Therefore, these generators see no changes in starting metrics between the two cases. Figure 13 shows the differences in the capacity started for each fossil-fuel generator type. As noted above, there is no difference in the total capacity started for coal or gas CC units between the hourly and sub-hourly cases. A 5.1% increase in capacity started is seen for the gas CT units. There is however a 12.6% decrease in the number of starts, indicating the hourly solution started larger units than the sub-hourly solution. Storage facilities see a 53% reduction in the capacity started and 61% reduction in number of starts when using hourly resolution.
Figure 13. Capacity started, temporal resolution
This figure shows the total capacity started, in GW, for gas CC, coal, and gas CT generators. Results are for the WECC system with MIP optimization.
The average on-time per start only varies for different temporal resolutions for gas CT units and storage, again due to the commitment status of the gas CC and coal units. Gas CT units see a 2% increase in the average on-time per start in the hourly dispatch compared to the sub-hourly dispatch, and storage units see a 96% increase compared to sub-hourly dispatch (Figure 14) .
Figure 14. Average on-time per start, temporal resolution
The average number of hours a generator operated for each start is shown; results are for the WECC system with MIP optimization.
We find that ramping is impacted to the greatest degree for the temporal resolution comparison ( Figure 15 ). All generator types see a decrease in the number of ramps when using an hourly dispatch model of up to 55% for gas CT generators and 86% for storage facilities (Table 8 ).
Figure 15. Number of ramps
The figure shows the total number of ramps for each fossil fuel generator type.
Table 8. Percent Difference in Number of Ramps, Temporal Resolution
Technology Percent Difference
Gas CC -26%
Coal -44%
Gas CT -56%
Storage -87%
As we find with the comparison of optimization technique used, we see again that the effect of using an hourly dispatch model rather than a sub-hourly dispatch model is much greater when examining operational impact metrics compared to production cost or emissions metrics. This might be expected for a temporal resolution comparison, as hourly modeling is unable to accurately measure the variability seen on a five-minute time scale. This variability requires generators to change their output more often, leading to an increase in the ramping performed by traditional generators.
As with our conclusions from the optimization technique used, this model shows that future studies interested in operational impacts should use a sub-hourly dispatch model, but studies interested in total costs or emissions may, depending on the acceptable error level, could use an hourly dispatch model.
Comparison of WECC and CO-Test Systems
We next perform our analysis on both a large system and a small system to identify any differences that may have arisen due to specific systems. We are interested in whether any of our assumptions have different effects on systems of different sizes and generator fleet compositions. While some of the differences are present due to the different installed capacity of the two systems, we see similar behavior in all metrics between the systems.
Model Run Time
Run time is significantly shorter for the hourly dispatch case than it is for the sub-hourly dispatch for both systems. The CO-Test hourly dispatch runs one model year in 2.8 hours compared to 34 hours for the sub-hourly dispatch. The hourly dispatch for WECC runs one model year in 3.6 hours compared to 65 hours for the sub-hourly dispatch. Figure 16 shows histograms of the run time per step for each system. The average step time for COTest is more similar for each scenario (1.1 seconds for hourly dispatch and 1.2 seconds for sub-hourly dispatch) than is WECC (1.5 seconds for hourly dispatch and 2.2 seconds for sub-hourly dispatch).
Figure 16. Run time per step for CO-Test and WECC
The figure shows the run time for each system for each step. The sub-hourly analyses has 105,120 steps and the hourly system has 8,760 steps.
Comparison of Generation by Generator Type
A comparison of the change in generation by generator type for the integer optimization is shown for each system in Figure 17 . This comparison illustrates the different choices made for each system when running an hourly dispatch model instead of a sub-hourly model.
Figure 17. Difference in generation by generator type and system
The WECC and CO-Test systems have different generation mixes, which influences the choices made for each model. These differences can particularly be seen in the use of CT and coal generators in CO-Test. The results are shown for the MIP optimization, comparing the difference between the hourly and subhourly temporal resolution.
TWh = terawatt-hours
We find that CO-Test has a much more drastic change in which types of generators are used when moving to an hourly dispatch model. This is likely because more generator types are used in the WECC while only a few generator types are used in CO-Test.
Total Production Cost
Both systems we examine experience a drop in production cost when using an hourly dispatch model instead of a sub-hourly dispatch model. The CO-Test system however experiences a much higher drop, of 6.5% compared to 0.9%. This represents a savings of $75 million for CO-Test compared to the MIP sub-hourly dispatch model. For the COTest system, this difference is in large part due to a significantly higher use of gas CT generators in place of coal in the sub-hourly dispatch model. The CO-Test system is dominated by wind and coal, so displacement of these technologies in the sub-hourly model leads to a higher change in cost than otherwise might be seen.
Curtailment CO-Test also experiences a higher percent difference in curtailment than is seen in WECC; CO-Test has a 21% reduction in total curtailment compared to a 2.7% reduction in WECC. Curtailment in the CO-Test system is approximately 0.1% of all renewable energy. In WECC, 2.7% of all renewable energy is curtailed.
CO 2 Emissions
We find that the use of hourly dispatch leads to higher CO 2 emissions, an increase in WECC of 0.07%, or 0.2 million tons of CO 2 and in CO-Test of a 0.4% increase in emissions, or 0.2 million tons of CO 2 . Our results for CO 2 emissions are shown in Figure 18 . The increase in CO 2 emissions in these scenarios is due to the increased use of less expensive coal generation in the hourly dispatch model. Though coal power is less expensive, it leads to higher emissions despite the increased use of renewables in the model.
Starts and Ramps
The operational impacts of each system are in most cases similar despite differences in the generation mix of each system. The differences in generation mix are reflected in the relative magnitudes of each fossil fuel generation type.
The started capacity (Figure 19 ) slightly increases for WECC gas CT generators, discussed above, and it decreases by 65% in CO-Test. The number of starts however decreases for both of these systems, indicating that WECC started higher capacity CT units in the hourly dispatch scenario. The started capacity decreases significantly for storage facilities in both systems.
Figure 19. Capacity started, GW
The total started capacity can be seen on the left for the CO-Test system and on the right for WECC. Integer optimization is used for both systems.
Table 9. Percent Difference in Started Capacity, Optimization
Technology Percent Difference WECC
Percent Difference CO-Test
Gas CC 0% 0% Coal 0% 0%
Gas CT 5% -65%
Storage -53% -34%
The average on-time for each system is shown in Figure 20 . Both systems see an increase in the gas CT generators' average on-time in the hourly scenario and no difference in the coal and gas CC generators; this is again because the same commitment status is used.
Figure 20. Average on-time per start
The average on-time per generator of each type can be seen for CO-Test on the left and WECC on the right. The results are shown for integer optimization The ramping patterns of each system also shows similar changes between the hourly and sub-hourly temporal resolutions, Figure 21 . The largest differences are seen between the gas CT generators, Table 11 . This further indicates the strong impact temporal resolution has on operational metrics for both of the system sizes we study.
Figure 21. Number of ramps
The total number of ramps can be seen for the CO-Test system on the left and WECC on the right. Results are shown for integer optimization.
Table 11. Percent Difference in Number of Ramps, System Comparison
Technology Percent Difference WECC
Percent Difference CO-Test
Gas CC -26% -21%
Coal -44% -39%
Gas CT -56% -92%
Storage -87% -94%
Effects of Four-Hour-Ahead Commitment
In addition to testing the two model assumptions described above, we analyze the addition of a four-hour ahead commitment schedule between the day-ahead and dispatch markets. While this is not a modeling assumption, the impacts of additional commitment on these same metrics may be of interest to policymakers and may be used in future models. Specifically, the following results can be used to understand the impact of additional commitment on the production cost, emissions, and operational impacts. We perform this analysis for both the CO-Test and WECC systems with an integer optimization at sub-hour temporal resolution. Including an additional commitment step does require more time to run the model. We found for WECC the total commitment and dispatch time increased from 160 hours to 209 hours, a 30% increase. The CO-Test system increased from 38 hours to 43 hours, a 12% increase.
Generation by Generator Type
A comparison of the generation provided by generator type when a four-hour ahead commitment period is included is shown in Figure 22 . During this commitment period, commitment levels may change, impacting the ultimate dispatch of these generators. Generators with long startup periods, such as coal and nuclear generators are not allowed to be re-committed during this phase; however, gas CC units are allowed to change their commitment. Figure 22 shows the absolute difference in generation for each system, by generator type. The largest difference seen is in the commitment of gas CC and gas CT units, whereby gas CC units are used at a higher rate when a four-hour commitment period is included. In terms of percent differences, CO-Test has a higher percent difference in most cases than WECC, and it see high changes in CC and CT units.
Total Production Cost
The total production cost decreases a small amount in the CO-Test system and is effectively unchanged in the WECC system when four-hour ahead commitment is used. CO-Test sees a 0.6% decrease in production cost, which amounts to a difference in total production cost of -$7.0 million.
Curtailment
Total curtailment shows different behaviors between the small system and large system when a four-hour ahead commitment period is included. For the CO-Test region, total curtailment decreases by 12%; for the WECC system, total curtailment increases by 0.4% when the four-hour ahead dispatch period is added. Table 12 shows the curtailment for each scenario and system as well as the percentage change. 
CO 2 Emissions
As is the case in our previous analyses, the effect of including a four-hour commitment step on CO 2 emissions is small. When a four-hour ahead commitment period is included, the emissions are reduced by 0.3% in CO-Test and increased by 0.07% in WECC. Figure  23 shows the emissions by type for each system and commitment scenario, and Figure 24 shows the difference in emissions by generator type. Emissions are shown for both system sizes, including and excluding a four-hour ahead commitment step. Results are for MIP sub-hourly solutions.
These emissions reductions are likely due to change in which generators are used, in particular the increased use of CC generators instead of CT or coal. In total, the CO 2 emissions are reduced by 0.15 million tons of CO 2 in CO-Test and increased by 0.21 million tons of CO 2 in WECC. Negative difference indicates a reduction in emissions from these sources when a four-hour ahead commitment period is used, and a positive difference indicates an increase.
Starts and Ramps
When including a four-hour ahead commitment step, the operation of fossil fuel units is seen to change in different ways for CO-Test and WECC, particularly for gas CC and gas CT units. We find that both systems see a reduction in the capacity started for gas CT units when a four-hour ahead commitment step is included. However, CO-Test also sees a reduction in the use of gas CC units, while WECC sees an increase in these units. Figure 25 shows the total capacities started and Table 13 shows the percent change when the four-hour ahead is included. Coal generators see no change, as these generators are unable to change their commitment in the four-hour ahead step. Results are shown for both the CO-Test system and WECC, including and excluding a 4-HA commitment step for MIP sub-hourly solutions. The percent difference in capacity started when a four-hour ahead commitment step is included is shown for each system studied.
Technology Percent Difference CO-Test
Percent Difference WECC
Gas CC -2% 14% Coal 0% 0%
Gas CT -10% -33%
Storage -3% -5%
The average on-time per start varies greatly between the two systems. Figure 26 shows the average-on time seen for both systems, and Table 14 shows the percent differences from the solution without the additional commitment step. Differences in these systems are likely due to the generation mixes of the systems and their relative proportions of each generator type.
Figure 26. Average on-time per start, including 4-HA commitment
The average on-time per start for each generator type is shown by system, with and without a four-hour ahead commitment step. Results are shown for MIP subhourly solutions. The number of ramps by each generator class see similar changes between the systems (Figure 27 ). Gas CT units see the highest percent change (Table 15) , and Gas CC unit ramping decreases in both systems. The addition of an intra-day commitment step and better forecasting allows the use of less expensive coal and CC units to match variability in load and renewables instead of the more expensive CT units. The number of ramps for the CO-Test system and WECC is shown for solutions using MIP optimization and sub-hourly time resolution.
Table 15. Number of Ramps, 4-HA Commitment
The percent difference in number of ramps when a four-hour ahead commitment step is shown for each system studied. 
Technology
Impact of Overbuilt Systems
We perform an analysis of the impact of retirements of generators to reduce the overbuilt degree of each system. We retire fossil fuel generators until the system fossil fuel capacity is 1.2 times the peak fossil fuel usage in the MIP hourly runs to account for reliability requirements. Retirements are made based on generators with the lowest yearly capacity factors. The capacity of fossil fuel generators on the system before and after retirements is shown in Table 16 . The following results are dependent upon the exact makeup of retirements, and they are likely to change based on which generators are retired. In particular, major changes in these results would be expected if base-load generators are retired instead of units used predominantly for peaking. However, these results demonstrate the general impacts that may be seen from using a more constrained system in a renewable integration study.
Generation by Generator Type
The retirements in each system lead to some changes in use patterns of the generation fleet. Figure 28 shows the change in generation from each generator category before and after the retirements are performed. The differences are impacted to a high degree by the changes in generator make up after the retirements, and also by the more highly constrained nature of the system. The WECC and CO-Test systems both predominantly retired gas CT generators. WECC retired more gas CC generators than did the CO-Test system. Both systems see differing use patterns after the retirements.
Total Production Cost
The total production cost decreases to a small degree in the CO-Test systems and is effectively unchanged in the WECC system. In the CO-Test system, the total cost decreases by 0.4%, a decrease of $4.1 million. The decrease in generation costs may be due to differences in the commitment stage of the model, which when combined with forecast errors could be more favorable for the dispatch stage. This impact is again small however, as seen by other previously tested assumptions.
Curtailment
Curtailment increases slightly when retirements are included, likely due to the reduced flexibility of the systems. The curtailment in the CO-Test system increases from 20 GWh to 21 GWh, and in WECC increases from 7,040 to 7,181 GWh. The values and percent changes can be seen in Table 17 for both systems. 
CO 2 Emissions
We find that including retirements of the least-used generators leads to a decrease in carbon emissions in the CO-Test System and an increase in emissions in WECC. These differences are likely due to the mix of generators that are retired and which generators are used to a higher degree as a result of those retirements. This again will depend on the specific units that are retired. The changes in CO 2 emissions can be seen in Figure 29 for both systems.
Figure 29. Change in carbon emissions when including retirements
The systems see variable changes in carbon emissions due to the differences in which capacity types were retired.
The CO-Test system sees a 0.3% reduction in carbon emissions, which represents approximately 0.14 million metric tons of CO 2 . The WECC system sees an increase of 0.2%, approximately 0.7 million metric tons. These effects are again small changes, as seen in the other studied assumptions.
Starts and Ramps
The operational impacts are affected in inconsistent ways. The specific changes in these metrics are to a large degree impacted by the specific units retired; however, they demonstrate the types of effects that may be seen when generators are retired from the system.
The capacity started shows small changes due to the retirements, Figure 30 . The direction of these changes varies for each system; however, the changes are small in all cases except for gas CT units in the CO-Test system which has a high degree of retirements of gas CT units. Table 18 shows the percent changes seen for each system and generator type.
Figure 30. Capacity started (GW), including retirements
The total capacity started is shown for each system. Integer optimization and hourly temporal resolution are used. The average on-time per start is seen to vary greatly between the two systems. Figure 31 shows the average on-time per start for each system and the percent changes are given in Table 19 . The two systems see different directions and magnitudes of changes in this metric, likely influenced by the specific units retired and the remaining fleet composition. The average on-time per start is shown for each system when retirements are included.
Table 19. Average On-Time per Start, including Retirements
The percent difference in on-time per start when generator retirements are included is shown for each system studied.
Technology Percent Difference CO-Test
Percent Difference WECC
Gas CC 24% 3% Coal 0% 1%
Gas CT -10% 12% Storage -8% -1%
The ramping impacts also show differences between the systems, as seen in Figure 32 . The CO-Test system sees a fairly high degree of variance between the different generator types, while WECC sees all units increase in the number of ramps when generators are retired. Table 20 shows the percent changes in ramps for each system and generator type.
Figure 32. Number of ramps, including retirements
The number of ramps is shown with and without retirements for both the CO-Test system and WECC. The ramping capabilities are impacted by the retired generation mix.
Table 20. Number of Ramps, including Retirements
The percent difference in number of ramps when generator retirements are included is shown for each system studied.
Technology Percent Difference CO-Test
Percent Difference WECC
Gas CC 29% 8% Coal 2% 9%
Gas CT -28% 5%
Storage -15% 20%
Conclusions
We analyze the impacts of optimization technique, temporal resolution, and intra-day commitment on several key metrics for integration studies. We perform this analysis for two system sizes to ensure our results are not specific to a particular system, and we also study the impact of using overbuilt systems when performing these studies. We analyze the total production cost, curtailment, CO 2 emissions, and operational impacts for each of our model implementations.
Our results indicate that of the metrics we studied, the smallest effect from either optimization technique, temporal resolution, intra-day commitment, or retirements of overbuilt generation is found on the "big-picture" variables of total production cost and CO 2 emissions. These variables see a less than 1% change for the WECC system. The CO-Test system experiences larger changes for these variables, though they are still small (up to 6.5% difference in total production cost). This error may be acceptable depending on the intent of a particular study, but it should be noted that using either a linear optimization or an hourly dispatch model will lead to a difference in the results. The use of intra-day commitment is found to impact some systems to a higher degree than others, with almost no difference in total production cost or emissions for the WECC system studied.
We find larger effects on the operational impact metrics for both the different optimization techniques and the temporal resolution of the dispatch model. The optimization technique shows a higher impact on the starting and operational time of generators (an increase of more than 20% in some cases) and less of an impact on the ramping of generators. The temporal resolution has a high impact on the ramping metrics studied (a 55% increase for gas CT generators) but a lower impact on starting of generators due to the commitment of coal and CC generators in the day-ahead commitment step. If operational questions are being answered in a renewables integration study, use of linear optimization or hourly temporal resolution would be difficult to justify. Incorporating intra-day commitment has the greatest impact on ramping, changing the degree to which all fossil fuel generators ramp for both systems. The degree to which gas CC and gas CT generators are used varied between the CO-Test and WECC systems. Retiring overbuilt generators also shows higher effects on the operational impact metrics, particularly ramping and average on-time per start of gas CT generators. However, the specific differences seen in a model will be affected by which generators are retired.
