In most probabilistic topic models, a document is viewed as a collection of tokens and each token is a variable whose values are all the words in a vocabulary. One exception is hierarchical latent tree models (HLTMs), where a document is viewed as a binary vector over the vocabulary and each word is regarded as a binary variable. The use of word variables allows the detection and representation of patterns of word co-occurrences and co-occurrences of those patterns qualitatively using multiple levels of latent variables, and naturally leads to a method for hierarchical topic detection. In this paper, we assume that an HLTM has been learned from binary data and we extend it to take word frequencies into consideration. The idea is to replace each binary word variable with a real-valued variable that represents the relative frequency of the word in a document. A document generation process is proposed and an algorithm is given for estimating the model parameters by inverting the generation process. Empirical results show that our method significantly outperforms the commonly-used LDA-based methods for hierarchical topic detection, in terms of model quality and meaningfulness of topics and topic hierarchies.
Introduction
Hierarchical latent tree analysis (HLTA) [10, 11, 17 ] is a method for learning models such as the one shown in Figure 1 . There is a layer of observed variables at the bottom, and one or more layers of latent variables on top. The variables are connected up to form a tree. Hence the model is called a hierarchical latent tree model (HLTM) . When applied to text data, the observed variables at the bottom are binary variables that represent the absence or presence of words in documents. The latent variables are also binary variables. They are introduced during data analysis to model co-occurrence patterns. In Figure 1 , for instance, z14 is introduced to explain the probabilistic co-occurrences of the Figure 1 : An example hierarchical latent tree model from [11] , learned by HLTA on a toy text dataset.
words "card", "video" and "driver"; z16 introduced to explain the co-occurrences of "display", "graphics" and "image"; and z22 is introduce to explain the probabilistic co-occurrence of the patterns among z14, z15, z16 and z17.
HLTMs can be considered as a generalization of latent class models (LCMs) [3] , which is a type of finite mixture model for discrete data. In an LCM, there is one latent variable and it is used to partition objects into soft clusters. Similarly, in an HLTM, a latent variable z partitions all the documents into two clusters. One of the clusters consists of the documents that contains, in a probabilistic sense, the words in subtree of z. It is interpreted as a "topic". The other cluster consists of the documents outside the topic. In this manner every latent variable is able to capture and explain the co-occurrence patterns of the words in its subtree.
HLTMs simultaneously cluster words and documents: every latent variable groups the strongly related words, and documents can be partitioned based on the co-occurrence pattern of these words. Multiple levels of latent variables of an HLTM give multiple levels of topics. Topics from lower levels of the tree represent patterns of fewer words and hence are more specific in meaning; while topics from higher levels of the tree represent patterns involving more words and hence are more general in meaning. A topic hierarchy is thereby obtained. In this sense, HLTA is a tool for hierarchical topic detection (HTD).
There are several other methods for HTD that are based on latent Dirichlet allocation (LDA) [7] , including hierarchical latent Dirichlet allocation (hLDA) [4] , nested hierarchical Dirichlet process (nHDP) [22] and hierarchical Pachinko allocation model (hPAM) [16, 20] . It has been empirically shown that, on binary data, HLTA outperforms those methods significantly in terms model quality as measured by held-out likelihood, and it finds more meaningful topics and topic hierarchies [10, 11] .
In this paper, we extend HLTA so as to take word counts into consideration. The extended method is called HLTA-c. We assume that an HLTM has been learned from binary data and we extend it to model word frequencies. The motivation is very clear; the model structure obtained by HLTMs has well captured the co-occurrence patterns of words as proven in previous literature, but the model parameters learned from binary data cannot reflect the relative usages of words. The idea of our HLTA-c is to replace each binary word variable with a real-valued variable that represents the relative frequency of the word in a document. A document generation process is then proposed and an algorithm is given for estimating the model parameters by inverting the generation process. We present empirical results to show that, on count data, HLTA-c also significantly outperforms LDA-based HTD methods in terms of model quality and meaningfulness of topics and topic hierarchies.
Related work
Detecting topics and topic hierarchies from large archives of documents has been one of the most active research areas in last decade. The commonly used method is latent Dirichlet allocation (LDA) [7] . LDA has been extended in various ways for additional modeling capabilities. Topic correlations are considered in [14, 16] ; topic evolution is modeled in [1, 6, 26] ; topic structures are built in [5, 16, 20] ; side information is exploited in [2, 13] ; and so on.
A fundamental difference between HLTA-c and the LDA-based HTD methods is that observed variables in HLTA-c correspond to words in the vocabulary, while those in the LDA-based methods correspond to tokens in the documents. The use of word variables allows the detection and representation of patterns of word co-occurrences and co-occurrences of those patterns qualitatively using model structures (Figure 1 ), which is conducive to the discovery of meaningful topics and topic hierarchies. Another important difference is in the definition and characterization of topics. Topics in the LDAbased methods are probabilistic distributions over a vocabulary. When presented to users, a topic is characterized using a few words with the highest probabilities. In contrast, topics in HLTA-c are clusters of documents. For presentation to users, a topic is characterized using the words that not only occur with high frequencies in topic but also occur with low frequencies outside the topic.
A third difference lies in the relationship between topics and documents. In the LDA-based methods, a document is a mixture of topics, and the probabilities of the topics within a document sum to 1. Because of this, the LDA models are sometimes called mixed-membership models. In HLTA-c, a topic is a soft cluster of documents, and a document might belong to multiple topics with probability 1. In this sense, HLTMs can be said to be multi-membership models.
The three differences above exert great influence on the generation process built on HLTA-c and make it different from the common LDA-style generative models. We will discuss the differences in generation process in Section 3.4 after we have presented our model.
Note that in literature, document clustering methods such as agglomerative hierarchical clustering has also been utilized to get a hierarchy of document clusters. But these clusters are mainly obtained based on document distance and there exists no concept as "topics" that can characterize these clusters. Thus document clustering and topic detection are generally considered two different fields with little overlap, and we will not consider document clustering methods in the sequel.
Methodology
In this paper we use lower case letters such as x to denote a random variable and bold face letters such as x to denote sets of variables. For a discrete variable v , we use |v| to denote its cardinality. Furthermore, we use P (x) to denote the distribution of a variable x, and use P (x = a) for the probability of x having the value of a.
Document Generation Process
HLTA claims that no generation process is associated when proposed since it only focuses on binary observed variables [11, 17] . We start by explaining how an HLTM can be turned into a model for document generation. Consider the toy HLTM M b shown in Figure 2 and it represents the relative frequency of the i-th word in a document, up to a scaling factor. We assume that, given its parent z, x i follows a truncated normal distribution T N (µ iz , σ 2 iz , 0, 1) with mean µ iz and standard deviation σ iz , i.e.,
Except the observed variables and their distributions, the model M g is identical to M b . We denote the set of parameters of M g by θ g .
Suppose we have a document collection D over a vocabulary of totally V words. The model M g assumes the following generation process for a document d of length N :
1. Draw values of the latent variables via logic sampling [15, 23] .
For each n ∈ {1, . . . , N }, draw the n-th word from M ulti(y 1 , . . . , y n ).
The first three steps of the generation process defines a distribution over all possible values of y = (y 1 , . . . , y n ), or over the probability simplex {(y 1 , . . . , y n )|y i ≥ 0,
Let N i be the number of times the i-th (in vocabulary) word occurs in a document d. The vector (N 1 , N 2 , . . . , N V ) is used to represent d. The sum of those counts is the document length, i.e., N = V i=1 N i is the document length. The conditional probability of d given y is:
The document generation process defines a distribution over all documents over the vocabulary. The probability of a particular document d is:
Parameter Estimation
The log likelihood function of the model parameters θ g given a collection of documents D is:
The objective of parameter estimation is to find the value of θ g that maximizes the likelihood function. This task is difficult because of the the use of truncated normal distributions and the renormalization step of the document generation process.
To overcome the difficulty, we use another representation of the data set D and assume that it is generated by a closely related model with the same parameters. Specifically, we represent each document d using the relative frequencies of the words, i.e., d F = (F 1 , . . . , F V ), where
Use D F to denote the whole dataset under this representation. Note that the F i 's are the maximum likelihood estimations of the variables y i for the document d. Moreover, the F i 's sum to 1. Hence, they can also be viewed as estimations of the variable x i 's for the document d.
Next, we define a new model M a . As shown in Figure 2(c) , it is the same as the top part of M g , except that variables x i 's are replaced with r i 's. Each r i is a real-valued variable and its values are not restricted to the interval [0, 1]. Let z be the parent of r i in the model. We assume that if the parent z is given, then r i follows a normal distribution N (µ iz , σ 2 iz ) with mean µ iz and standard deviation σ iz . So, M a has exactly the same collection of parameters as M g . We denote it using θ a .
Finally, we assume the dataset D F is generated by the model M a . We estimate the parameters θ a by maximizing the following log likelihood function:
After obtaining an estimation of θ a , we use it as an estimation of the parameters θ g of M g .
The parameters θ a of M a are estimated using the EM algorithm. When the sample size is large, we use stepwise EM [8, 24] , which is the result of applying the idea of stochastic gradient descent to EM. In standard EM, model parameters are updated once in each EM iteration. In stepwise EM, a dataset is divided into minibataches and model parameters are updated after processing each minibatch. Assume t is the number of times that EM has updated, stepwise EM requires a predefined stepsize η t as input. Standard results in stochastic approximation indicate that
t ≤ ∞ suffice to guarantee convergence to a local optimum. Normally we set η t = (t + 2) −α , and any 0.5 ≤ α ≤ 1 is valid. α is the stepsize reduction power. The smaller the α is, the more quickly the sufficient statistics decay. In our experiments, we set α = 0.75.
Model Evaluation
After obtaining an estimation θ * g of the parameters in the document generation model M g , we need to evaluate it by calculating its log likelihood on a held-out dataset D t :
The key step here is to approximately compute the integration in Equation (3) . Since the distribution of P (y|M g , θ * g ) is defined through a generation process, it is straightforward to obtain samples of y by running the process multiple times. Suppose K samples y (1) , . . . , y (K) of y are obtained. We can estimate P (d|M g , θ * g ) as follows:
However, there is a well-known problem with the aforementioned method [25] . The document d is not taken into consideration when drawing y from p(y|M g , θ * g ). Consequently, it is unlikely to get samples for which p(d|y) is high. This can lead to inaccurate estimation of the held-out likelihood and high variance. A standard way to solve this problem is to use importance sampling, and to utilize a distribution dependent on d as the proposal distribution.
Let z be the latent variables on the level right above the x i 's in the document generation model M g , or equivalently, those right above the r i 's in the auxiliary model M a . For each latent variable z j in z, it is easy to compute the posterior distribution p(z j |d F , M a , θ * a ) of z j in the model M a . It can be done in linear time using message propagation. We define
And the log likelihood of a document d can be written as
We sample a sequence of pairs (y (1) , z (1) ), . . . , (y (K) , z (K) ) from p(y|z)q(z|d) by first sampling z from q(z|d), and then sampling y from p(y|z). Then we approximate P (d|M g , θ * g ) as follows: where P (d|y (k) ) can be calculated as Equation (2) and the term p(z (k) |M g , θ * g ) can be obtained through message propagation. As mentioned earlier, the term q(z (k) ) is also easy to compute.
Discussion
The generation process of HLTA-c is essentially different from that of the other topic models. Figure 3(a) is the mixture of unigrams that can be seen as a simple topic model. Each value of latent variable z represents a topic that is a distribution over a vocabulary. When generating a document, a topic z is first sampled, and tokens within the document are sampled from topic z. This implies that every document only belongs to one topic .
For LDA in Figure 3 (b), each token is generated by first sampling a document-topic distribution θ d and then a corresponding topic-word distribution β z . It is more flexible than mixture of unigrams since it allows tokens to belong to different topics and hence a document is a mixture of topics.
In terms of HLTA-c in Figure 3 (c), it seems to be a retrogression to only sample from one distribution y d for all the tokens in a document d. However, y d is not from one single topic. In HLTA-c, it first selects the latent topics that this document belongs to, and y d is obtained under the synergetic effects of all the latent variables. y d represents the word occurrence pattern in the document, and directly gives the document-word distribution by marginalizing the topic effects within the HLTM-c.
Empirical Results
We have proposed a new generation process HLTA-c that produces a hierarchy of topics. In order to investigate its performance, we compare HLTA-c with the most related state-of-the-art LDAbased hierarchical topic models in terms of the model generalizability and human-interpretability. The methods included in comparisons are hPAM [20] , hLDA [4] and nHDP [22] . The model generalizability is evaluated by measuring the log likelihood of a held-out test data. Since the model predictive likelihood and human interpretation are barely correlated as indicated in [9] , we also include the topic coherence [21] and topic compactness [12] in the comparison, which assess the human-interpretability of the topic-word associations. At last we use part of the topic hierarchies obtained by nHDP and HLTA-c to qualitatively compare the meaningfulness of the hierarchy.
Datasets and Settings
We have used four datasets in our experiments. The first one is the NIPS dataset consisting of 1,955 articles published at the NIPS conference between 1988 and 1999 2 . The second one is the 20 Newsgroup dataset 3 which has 19,940 newsgroup posts. The third one is the New York Times (NYT) dataset Table 1 : Per-document held-out loglikelihood on bag-of-words data: Best scores are marked in bold. The sign "-" indicates non-termination after 4 days.
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HLTMs determines the height of hierarchy and the number of nodes at each level automatically. We use the model structure obtained from [11] and tune the parameters of other methods in such way that hLDA, nHDP and hPAM would yield roughly the same total number of topics as the corresponding HLTMs. All experiments are conducted on the same desktop computer.
Model Quality
First we evaluate all the models using the log-likelihood on held-out test sets. Each dataset is randomly partitioned into a training set with 80% of the data, and a test set with 20% of the data. The results shown in Table 1 demonstrate that HLTA-c always achieves best predictive likelihood. Note that hLDA and hPAM are relatively slow and can hardly deal with large data sets.
Topic Quality
We follow [10] and measure topic quality using two metrics. First is the topic coherence score [21] that is calculated on the corpus being analysed. And second is the topic compactness score [12] calculated on the basis of a word2vec model [18, 19] .
If a topic t is characterized using a list
M } of M words. The coherence score of t is given by:
where D(w i ) is the number of documents containing word w i , and D(w i , w j ) is the number of documents containing both w i and w j .
The compactness score of a topic t is given by:
where S(w i , w j ) is the cosine similarity between the words w i and w j as in the word2vec model that was trained on a part of the Google News dataset 5 . When calculating compactness(W (t) ), words that do not occur in the word2vec model were simply skipped.
Apparently the score is dependent on M and it decreases as M grows. In our experiments, we follow [11] and set M = 4 because some of the topics produced by HLTA -c contain only 4 words. With M fixed, a higher coherence score or compactness score indicates a topic with better quality. When evaluating a model, we use the average coherence/compactness score.
The results are demonstrated in Table 2 and Table 3 . In most of the cases HLTA-c yields the best topics with highest coherence and compatctness scores.
Topic hierarchy
We qualitatively compare HLTA-c with the state-of-the-art LDA-based hierarchical topic model nHDP in terms of topics and topic hierarchies. We demonstrate part of the topic trees learned from Table 4 . 6 They are topics about "recommendation", "topic models" and "neural networks".
As for the first topic about "recommendation", nHDP generally talks about some tools (sentiment-analysis) for recommending, and scenarios (post, microblog) that it can be applied. But the meaning represented is vague. In the contrast, HLTA-c clearly focuses on the methods that are used in recommendation, such as collaborative-filtering, matrix factorization and topic-modeling. For the second topic about "topic models", HLTA-c mentions generative-process and then points out two evaluation directions (held-out perplexity and interpretability) while nHDP gives no clear meaning. For "neural networks", they both perform well and include several aspects related to convolutional neural network (CNN) and recurrent neural network (RNN). However, in nHDP, CNN and RNN are two independent topics lying in separate branches, while in HLTA-c, they are two sibling branches (3.1 and 3.2) under a more general topic on neural-network (3). Generally HLTA-c gives more meaningful hierarchy and coherent topics.
Concluding Remarks
HLTA is a recently proposed method for categorical data analysis. When applied to text analysis, it learns, from binary data, a tree model with a layer of word variables at the bottom and multiple layers of latent variables on top. The latent variables are introduced during data analysis to model patterns of word co-occurrence and co-occurrences of those patterns.
In this paper, we have extended the model learned by HLTA so as to take word counts into consideration. Our method has been tested for hierarchical topic detection. It significantly outperforms LDA-based methods for the same task in terms of both model quality and meaningfulness of topic and topic hierarchies.
In recent years, Machine Learning research mostly focuses on parameter learning. Relative little attention is placed on model structure learning. The work on HLTA and this paper serve to illustrate strategy where one uses a simpler form of data for model structure learning and the full data for parameter learning. Such a strategy can lead to superior performances when compared with the practice where ones relies on manually constructed model structure. 
