Abstract. The inertial (IP) and anthropometrical (AP) parameters of human body are mostly estimated from coefficients issue from cadaver measurements. These parameters could involve errors in the calculation of joint torques during explosive movements. The purpose of this study was to optimize the IP and AP in order to minimize the residual torque and force during squat jumping. Three methods of determination have been presented: method A: optimizing AP and IP of each body part, method B: optimizing trunk AP and IP, assuming that the AP and IP of the lower limbs were known, method C: using Winter AP and IP. For each method, the value (degree 0), the integral (degree 1) and the double integral (degree 2) of the residual moment were also used. The method B with degree 2 was the most accurate to determine trunk AP and IP by minimizing of the residual force and torque, by providing a linear least squares system. Instead of minimizing the residual force and torque, by classical way, the double integral of the latter provided more accurate results.
Introduction
Joint forces and torques are commonly used in motion analysis for orthopedics, ergonomics or sports science [PR94, RJ90] . A standard bottom-up inverse dynamic model is often used to calculate joint forces and torques of the lower extremity. The principle of bottom-up inverse dynamic is to combine kinematic data and ground reaction force to calculate these parameters. Moreover, body anthropometric (AP) and inertial parameters (IP) are needed to apply inverse dynamic model. AP and IP can be obtained from many ways. Cadaver measurements have been the first method applied by researchers and is still commonly used [CMY69, Fuj63, CSY78, Hin90, Dem55] . Then, predictive linear or non-linear equation [ + 00] have been elaborated. In [Hat02] , the authors have been interested in the accuracy of the different methods. They observed that the methods using γ ray, X ray, tomography and imaging resonance magnetic techniques presented an average accuracy of 5% with a maximal error of 11%. Linear regression yields AP and IP with an average accuracy of about 24% with a maximal error of 40%. The corresponding values for non-linear regression were 16% and 38% respectively. According to [Hat02] , the most accurate technique would be the anthropometrico-computational method with 1.8% of average accuracy and 3% of maximal error.
Some authors tried to evaluate the influence of error in AP and IP on joint torques during gait analyses. In [GRF08] , the authors compared joint torques during walking using cadaver AP and IP [Dem55] versus direct measurements [FHO + 99] . Inertial moment, mass segment and segment center of mass position were significantly different. During the stance phase, joint torques were similar, while significant joint torque differences were observed during the swing phase. In [PC99] , 6 methods to calculate AP and IP were compared. Even if these methods provided different AP and IP, no effect on torque measurements were pointed out during walking. Nevertheless, in [PC99] , the authors concluded that changes in AP and IP should have a greater influence on the torque measurements for activities involving greater accelerations.
Torque measurements, using a standard inverse dynamic routine, are also used in explosive movements such as vertical jumps. During squat jumping, the push-off lasts around 350 ms, and the acceleration of the According to [PC99, PGD96] , the accuracy of AP and IP should be important in regard with the great acceleration found during vertical jumping. This movement is often studied in the 2D sagittal plane and inverse dynamic model is applied, most of the time, to calculate torque and work at the lower limb joints. Therefore AP and IP are needed. Researchers mainly use cadaver measurements [ + 04]. However these methods give AP and IP which are not specific to the population studied. As a result, some errors in AP and IP could imply inaccuracy in joint torque calculations.
Some authors [CHLT11, KTC + 95] used static analysis based on the measurement of the center of pression in order to calculate center of mass.They measured the center of pression (via force plateform) during differents equilibrium standing positions which corresponded to the for-aft position of body the center of mass. Thus, considering the inertial and anthropemtric parameters of the lower limbs as known, the position the center of mass of the trunk segment was calculated. Other authors created methods to minimize the errors of 3-D inverse dynamic calculi. These methods consisted to minimize the error between the ground reaction force measured and the ground reaction force calculated with a top-down inverse dynamic model [RHW08, RHW09, Kuo98, VAH82] . However, to the best of our knowledge, no study has focused on the optimization of AP and IP in explosive movements and especially in 2-D squat jumping investigation. Therefore the purpose of this study was to adjust AP and IP of the human segments during squat jumping in order to minimize error in joint torque values.
Especially, the optimization will focus on the "head arm trunk" segment (HAT). Unlike [Win09] , this segment is not considered as being rigidas it is composed of three segments. Moreover, the position of the arms, the head and the trunk may be differed during squat jumping from the position collected on cadavers.
In the first method, IP of each body parts will be optimized. The second method consists in optimizing HAT IP only, assuming that the IP of the others body parts are known. The third one refers to Winter's IP [Win09] . Finally, for each method we tried to minimize the residual torque, the integral of residual torque and the double integral of the residual torque. This last method lead to the best result.
Methods
The following parts contain: in 2.1, the acquisition of the experimental data; in 2.2, the notations of the studied system; in 2.3, the synchronization beetwen displacements and forces, and the determination of the AP of the trunk (AP of the others body parts being known); in 2.4, the smoothing technique applied on the experimental displacements; in 2.5, the inverse dynamic procedures and the development of the three methods to estimate IP.
Experimental acquisition
Twelve healthy athletic male adults (mean ± SD: age, 23.2 ± 3.6 years; height, 1.75 ± 0.06 m; mass, 69.1 ± 8.2 kg) volunteered to participate in the study and provided informed consent. Prior to the experimental protocol, reflective landmarks were located on the right 5-th metatarsophalangeal, lateral malleolus, lateral femoral epicondyle, greater trochanter and acromion. A 10 minutes warm-up, including squat jumps session prepared participants to the task and allowed subjects to find their preferred squat depth position (see figure  1) . Thereafter, the subjects performed at most ten maximal squat jumps. In order to avoid the contribution of the arms in vertical jump height [DC10, HSAF08] , the subjects were instructed to keep their hands on their hip throughout the jump. They also had to maintain the same initial squat depth for each jump.
All jumps were performed on an AMTI force plate model OR6-7-2000 sampled at 1000 Hz. Countermovement defined as a decrease of vertical ground reaction force (R y ) before the push-off phase was not allowed.
The beginning of the push-off was considered as the instant when the derivative of the smoothed R y is different to zero. Simultaneously, the subjects were filmed in the sagittal plane with a 100 Hz camcorder (Ueye, Squat Jump IDS UI-2220SE-M-GL). The optical axis of the camcorder was perpendicular to the plane of the motion and located at 4 meters from the subject.
Jumps recorded were digitalized frame by frame with the Loco c software (Paris, France). A four rigid segments model composed of the foot (left and right feet together), the shank (left and right shanks together), the thigh (left and right thighs together) and the HAT (head, arms and trunk) was used. Squat jump being a symmetrical motion, the lower limb segments were laterally combined together and it was supposed that the left and right sides participate equivalently to the inter-articular efforts. The position of the upper limbs is fixed to limit their influence on I 4 . Moreover the objective is to provide a robust estimate of the I 4 according to a given protocol and to observe that it is different from that of Winter.
Notations of the studied system
For q = 5, (2.1) joint angles θ 1 , . . . , θ q−1 are defined by
with A j the anatomical landmark, from the 5-th metatarsophalangeal to the acromion. The constant lengths l 1 , . . . , l q−1 are defined by ∀j ∈ {1, ..., q − 1},
The coordinates of points A j , denoted x i j , y i j , was obtained from experimental data: for all j ∈ {1, ..., q} ∀i ∈ {0, ..., n}, x
and f e = 100 Hz was the acquisition frequency. The center of mass of segment [A j , A j+1 ] is noted G j with
α j being the distance from the distal joint to the segment center of mass relative to the segment length: 5-th metatarsophalangeal, lateral malleolus, lateral femoral epicondyle, the greater trochanter, for the foot, the shank, the thigh an the trunk respectively [Win09] . • m j , the mass; • l j , the length; • α j , the relative position of center of mass G j • I j , the moment of inertia according to its center of mass G j .
The center of mass of the subject is noted G = (x G , y G ) and his total mass m. The data m j and α j for 1 ≤ j ≤ 3 and m 4 are determined in [Win09] . The value α 4 will be determined by the method of Section 2.3. From length l j and mass m j of segment, the value of the normalized radius of gyration r j is defined by r j = r j /l j , where r j is the radius of gyration (according to the center of mass). Then the moment of inertia is:
The values I j will be determined by the method of Section 2.5. For all, 1 ≤ j ≤ q, R j = (R x,j , R y,j ) and C j are respectively the resultant force and the torque, according to point A j , of the action of segment
Conventionally, for j = 1, R 1 = R and C 1 = C are the ground reaction (forces and torques, according to point A 1 ), and for j = q, R q and C q are equal to zero.
The experimental data were the values R, and C, denoted R i and C i , such as
and f ′ e = 1000 Hz was the acquisition frequency. Actually displacement and force data are not synchronized, which means that (2.4) has to be replaced by the following equation: there exits an unknow integer ν such that
(2.5)
Synchronization of displacements and forces and determination of α 4
The double integration of residual force is considered, this force is defined as the difference between the measured experimental ground reaction force and the theoretical ground reaction force determined with respect to the position of the center of mass defined by (2.10a). The double integration depends on the unknown integer ν defined by (2.5) and the unknown number α 4 , which corresponds to the position of the center of mass of the trunk. By a double optimization on ν and α 4 , the norm l 2 (also called Root Mean Square Error, RMSE) is minimal. For more details, the reader should refer to Appendix A.1.
Smoothing of experimental data
G and y i G , are experimental data. They need to be smoothed in order to be derivatived once or twice. The smoothing has for objective to minimize the residual reaction force. Nevertheless, this method does not enable to eliminate the noise from the measurements. See appendix A.3. The smoothing parameter is automatically determined by minimizing and validated by figure 5.
2.5.
Inverse dynamics method and methods to determine I 1 , I 2 , I 3 and I 4
The dynamics equations applied to each of the segments [A j A j+1 ], for j ∈ {1, ..., q − 1}, give
where
With boundary condition
we obtain classically (see [Hof92] ), for all k ∈ {1, ..., q − 1},
and
The residual torque is defined by
where angles φ j are determined from the smoothed displacements, M j are defined by (2.7) and joint forces R x,j et R y,j are calculated by using (2.10a).
We now explain how to determine I 1 , I 2 , I 3 and I 4 . The residual torque is defined by (2.11) or by the following equation:
where C exp is torque measured experimentally and
is defined according to moments M j and the double derivativesφ j . X (0) corresponds to the values of function X.
The impulsion phase is equal to
By integration, between the beginning t 0 and t i , we obtain, and since the angular velocities are null at the onset of the push-off, we obtain
where s is the variable of integration. X (1) corresponds to the first order integration of the function X. After a second integration we obtain:
where u is the second variable of integration. X (2) corresponds to the second order integration of the function X. In order to compare the residual values C (0) , C (1) and C (2) obtained with different methods, it is necessary to normalize these values by considering the dimensionless quantity defined by Considering that the residual is null, (2.12), (2.13), and (2.14) become
As the method used in Section 2.3 to determine α 4 , for Eq. (2.14), the double derivative of angles is not used for (2.16c), but only values of these angles.
Each equation (2.16) is equivalent to determine I 1 , I 2 , I 3 and I 4 such that ∀i,
where A i,j and B i are known. Theses equations are equivalent to the overdetermined linear system
which has no solution in the general case, but has a least square sens solution: See appendix A.2. In this case, the number j ∈ {0, 1, 2} is called the degree of the method A; the number ε (j) , defined by (2.15) is denoted
A and the coefficient of multiple determination for the overdetermined system (2.18) is denoted R
(j)
A .
Method B: optimization only on inertia I 4 .
It can be assumed that I 1 , I 2 , and I 3 are determined in [Win09] . Then (2.12), (2.13), or (2.14) can be written under the following form: for all i,
(2.19a)
Each least square linear (2.19) system can be written under the form (A.11)-(A.12) of appendix A.2. Here, it is also equivalent to: find I 4 such that
(2.20)
As previously, we consider ε The values of I 1 , I 2 , I 3 and I 4 are estimated from [Win09] . As previously, we consider ε (j)
C and R
(j)
C . This method is not an optimization method and R
C is formally defined; this number is not necessarily positive.
To summarize, we have three methods defined by X ∈ {A, B, C} and for each of them the order j belongs to j ∈ {0, 1, 2}. The method X with degree j is called method "Xj". For example "A2" is the method A with degree 2. For each of these three methods and for each degree j are defined ε (j) X and R
X . An accurate method corresponds to ε, close to 0 and R 2 close to 1.
Statistics
Main effects of the three methods and the three degrees based on "residual error" were tested to significance with a general linear model one way ANOVA for repeated measures. When a significant F value was found, post-hoc Tukey tests were applied to establish difference between methods (significant level p < 0.05) in Section 3.2. All analyses were proceeding through the R software [R D11].
Results
The obtained results are relative to:
• trunk anthropometry: -value of α 4 ; -value of I 4 ; • joint forces R k and torque C k .
• and for each method by X ∈ {A, B, C} and degree j ∈ {0, 1, 2} and called "Xj":
-ε
X , the coefficient of multiple determination, for the system (A.11)-(A.12).
Validation of procedures and methods for one subject
First, the validation will concern the synchronization, the smoothing, the three methods with three degrees and the inverse dynamic method and will be illustrated for one subject.
3.1.1. Synchronization. See also figure 4 . The ordinates of G determined by synchronized experimental data are close to those determined with the double integration of the experimental force. This is not the case for non synchronized experimental data. This finding validates the synchronization. case by values (degree j = 0) ) by integration (degree j = 1) by double integration (degree j 2067 Concerning the smoothing, the figure 5 points out that curves of the experimental and calculated reaction force during the push-off phase, are close. From these results, the smoothing developped is considered as valuable.
Smoothing.
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The three methods and the three degrees.
Method A.
The calculated IP are presented in Table 1 . This method is not valuable while it provides values without any physical meaning. Indeed, we can see that:
(1) For j = 0, obtained values are note positive.
In this case, we may consider a constrained optimization with inequalities I i ≥ 0. However, since the unconstrained overdetermined linear problem possesses a unique solution, the constrained optimization problem will give solution where at least one inertia is equal to zero, which is not interesting from a physical viewpoint. Then, this method has to be removed. Method B.
From the plotting points (x i , y i ) defined by (2.19) and (2.20) for the three values of j (in figure 6), it can be seen that the best result corresponds to j = 2. For the Figure 6 (c), the slope is equal to 5.32608. This value is greater to the one obtained from Winter data (4.2067). The corresponding value of r 4 is equal to
it can be compared to the value determined from [Win09] :
Method C. For this method, inertia are chosen according to Winter (method C). Comparison bettwen the three methods and the three degrees and conclusion.
First of all, for ε (table 3) , the lower the value close to 0, the more accurate the method. Concerning R 2 (j) X (table 4), the more the value is close to 1, the more accurate the method. Therefore, whatever the degree, ε (j) X and R
(j)
X are less and less accurate from methods A to C. Considering the degree of integration, for the three methods (A to C), the results are more and more precise from degree 0 to degree 2. Finally, for the particular studied subject, the tables 3 and 4 enable to established that the more accurate method was A2, followed by B2 and A1 then by B1. We also see that C2 is more accurate than C0. We note that under the form A2 < B2 < A1 < B1, (3.5a) B2 < B1 < B0, (3.5b)
C2 < C0, (3.5c)
where "<" means "more accurate than". The method A can not be applied regarding the values given for inertia I i (see section 3.1.3). Therefore, the best method, physically acceptable is the method B2.
This result will be confirmed by the statistics of section 3.2.2.
Inverse dynamic.
The results of inverse dynamic methods are plotted on figures 7 and 8 for inertia given by method B2. For all figures, the beginning of the impulsion (corresponding to t 0 ) is plotted by a vertical red line and the end of the impulsion (corresponding to t f ) is plotted by a vertical green line.
On figures 8, the residual torque and their double integrations are plotted. Torque value increased just before the end of impulsion. It can be noticed that the norm l 2 of the double integral of this torque were optimized but the maximum value of the torque were not optimized. See figure 8(b): the smallest value of the double integrations corresponds to the residual torque.
Generalization on the population (twelve subjets)
12 subjects performed beetwen 5 and 10 (mean: 7.25) maximal squat jumps, which gave 97 squat jumps. The non positive or greater than 1 values of radius of gyration were removed. Then, the number kept for analysis was 87. We now study the normalized radius of gyration r 4 . Here, for Winter, r Basic statistics are given in Table 5 X do not present a normal distribution; on the contrary, the logarithm of theses data follow a Gaussian distribution.
Study of α

Comparison beetwen Methods defined by X
Recall that for p ∈ [0, 1]
• '***' means p < 0.001;
• '**' means p < 0.01;
• '*' means p < 0.05; Table 6 . Groups statistics of log 10 (ε Table 7 . Groups statistics of log 10 1 − R 2 (j) X for the three studied methods with the three degrees: mean ± standard deviation. • '.' means p < .1.
Statistics on log 10 (ε (j)
X ) and log 10 1 − R
(j) X
are given in tables 6 and 7. All tables with numerical details are given in Appendix B.1.
First of all, taken into consideration the log 10 of ε and 1 − R 2 , the lowest the value (close to 0), the more accurate the method or the degree of integration.
Both for log 10 (ε) and log 10 1 − R 2 , the general linear model one way ANOVA for repeated measures pointed out significant differences between the three methods (A, B and C) and the three degrees (0, 1 and 2) (p ≤ 3.933e − 233 (***)).
Both for log 10 (ε) and log 10 1 − R 2 the post-hoc Tuckey tests indicated that for the methods A and B, the values decreased when the degree increased (degree 2 < degree 1 < degree 0, p < 1.856e − 08 (***)). Concerning the method C, the results of log 10 (ε) and log 10 1 − R 2 were lower for degree 2 than degree 1 (p < 0.01663 (*)). No significant difference was observed between the degree 1 and degree 0.
Concerning the comparison of the methods, for the degree 1 and 2, the values of log 10 (ε) the following order was observed: A < B < C (A<B<C: p ≤ 3.869e − 07 (***). Concerning the values of log 10 1 − R 2 were the lowest for method A, then B, then C (A<B<C, p ≤ 1.205e − 13 (***)). With regard to the degree 0, the method A was significantly lower than method B (p ≤ 0.02942 (*)). No difference was observed between the other methods.
Finally, when all methods and degrees were compared together, the lowest values of log 10 (ε) and log 10 1 − R 2 were observed for method A2. The later was significantly lower than method A1 and method B2. By comparing A1 and B2, we obtain p ≥ 0.2719. The latter were significantly lower than the method B1. Moreover, if we compare B1 to C2 and C2 to C0, we obtain a maximum value of p value equal to 0.0181 (*). We denote all theses results under the following form:
that confirms the results for one subject (3.5). As shown in the table 1, the results of method A gave unphysical values. Therefore the most accurate method was the method B2.
C0 and C2 are the methods with torque value or double integration of torque corresponding to Winter's data respectively. A0 and B0 are optimization methods on all IP or only trunk IP with Winter's data. These two methods would correspond to the choice of methods used by [RHW08, RHW09, DCV07] .
Moreover, the geometrical mean of error method A2 is 6.5338 smaller than the one of B2, what we denote under the form: A2/B2 ≤ 6.5338. See appendix B.2 for complete results. We obtain the corroboration of (3.6):
The error values decrease compared to the previous methods observed in the litterature.
Discussion
The purpose of this study was to adjust AP and IP of the human segments during squat jumping in order to minimize error in joint torque. The results indicated that the method A2 minimized the most the residual torque (ie. ε and 1 − R 2 ) following by the methods B2 and A1 being more accurate than the method B1. Nevertheless, the method A yields unrealistic I j , therefore the most accurate method retained was the method B2. Consequently, the optimization focused especially on the HAT inertial and anthropometric parameters. It seems to be possible to optimize AP and IP of one segment when the others are known, but the simultaneous optimization of three AP and IP segments seems to be difficult. According to [RHW09] IP and AP optimized for three segments can not be considered as true, while if two of three segments are known, the IP and AP of the last segment can be calculated.
The IP and AP found with the method B2 are close to the Winter ones but gave better residual joint torque. These differences could be obviously explained by the different position between the subjects performing squat jumps and cadavers. Especially the position of the arms was different, influencing the IP and AP of the HAT segment. [RHW08, RHW09] used optimization techniques to solve inverse dynamic by determining numerical angles which minimize the difference between the ground reaction force measured and the ground reaction force calculated. They found segmental angles which minimize an objective function under equality and inequality constraints, by taking into account the difference ground reaction force measured and the ground reaction force calculated. From these angles, joint torques are determined. Our approach is different: techniques of [RHW08, RHW09] to determine angle and torque were not applied. Only experimental displacements smoothed (see section 2.4) were considered. Then, with a direct inverse method, joint forces and torques were deduced. Finally, an optimization is made on the residual torque and force to determine values of AP and IP. This optimization is very simple and fast, since it is based on the least square linear method (see Eq. (A.11) and (A.12)). It can be noticed that even if the residual torque or force are minimized, the error at each joint may be increased [Kuo98, RHW08, RHW09] . However, in our study and for the method B, we only optimized AP and IP of the trunk, consequently the joint torque and forces at the hip, knee and ankle joints remained unchanged. The major difference with classical way is the following point: it is possible to minimize residual torque, or its integral or its double integral. The best method corresponds to the minimization of the double integral, which do not use the double derivative of angle. Equations (3.6) and (3.7) show that our methods seem to be better than classical one according statistics or error results.
Conclusion
The optimization of inertial and anthropometric parameters seems to be necessary when researchers use inverse dynamic methods. Indeed, cadaver data lead to errors in the calculi of the joint torques. These ones could be reduced by optimization methods. The present method of optimization, based on the double integration of residual, has been applied on the HAT segment but could also be applied on more segments. Therefore, further studies focusing on cutting the HAT segment into more segments (the pelvis and the rachis for example) will use this method to calculate the anthropometric and inertial parameters of the new segments composing the HAT.
Appendix A. A few theoretical reminders A.1. Synchronisation of displacements and forces and determination of α 4
We have
With this equation, experimental values R and the acceleration of G, can be compared. Nevertheless, calcul of the acceleration of G from a double derivation of the numerical experimental data leads to inaccuracy; moreover, data are not synchronized. Let introduce the residual force defined by
from a theoretical point of view, R should be equal to zero. Experimentally, this residual force is not equal to zero. It depends to α 1 , α 2 , α 3 , which are known (from table 2) and α 4 , unknow. It also depends of the time phase beetwen the forces and the displacements. Then it depends on ν, defined by (2.5). Moreover, to avoid the determination of acceleration of G, the double integration of the residual force is applied:
The measures on x-axis are smaller than of the y-axis. Then the ordinate of the residual force will be considered
where y G (t) is the ordinate of the center of mass of the body. R y (t i ) are defined by
The double integral can be numerically calculated from experimental R i y and from integer ν defined by (2.5) is the delay between force and displacement and G(t i ) can be determined according to experimental data y i j (ordinates of anatomical landmarks) and α 1 , α 2 , α 3 , which are known (from table 2) and α 4 , unknow.
If y = (y i ) 1≤i≤P is an element of R P , we note by l 2 norm:
Let i f be a last integer i such that t i ≤ t f . Then, the number
depends on α 4 and ν. For each value of α 4 , the value of ν, which minimizes R y , noted η(α 4 ), is determined:
Secondly the value of α 4 which minimizes η is calculated:
Since ν and α 4 are determined, W y (t) is "small" and can be rewritten under the form
which leads to determine then the ordinate of G from three methods:
• with the double integration of the experimental force;
• with synchronized experimental data;
• with non synchronized experimental data.
If experimental forces and displacements are synchronized, the value of ν is known and W y depends only on α 4 . In this case, 
A.2. Linear least squares system
For integers P, Q such that P ≥ Q for all matrix A ∈ M P,Q (R), for all B ∈ R P , overdetermined linear system is considered
in the following sens: find x ∈ R Q such that
There is a unique solution if the rank of matrix A is equal to Q [LT93] . A system like (A.12) is called a linear least squares system. On a theoretical point of view, the unique solution of (A.11) or (A.12) is given by Then the following smoothing is used: it returns the cubic smoothing spline for the given data (X i = i/f, Y i ) (f is the acquisition frequency) and depending on the smoothing parameter s p ∈ [0, 1]. This smoothing spline F minimizes
For s p = 0, the smoothing spline is the least-squares straight line fit to the data, while, at the other extreme, i.e., for s p = 1, it is the "natural" or variational cubic spline interpolant. The transition region between these two extremes is usually only a rather small range of values for s p and its location strongly depends on the data sites. Smoothing values of data (Y i ) are then noted F sp (X i ). The smoothing derivatives of data can be obtained. Moreover, values can be determined for each value of time. Then, it can be assumed that (2.3) and (2.5) hold for the smallest value of the frequency, now noted f ′ e . Since time phase ν is now determined, (2.3) and (2.5) can be replaced by ∀j ∈ {1, ..., q}, ∀i ∈ {0, ..., n ′ },
where f Table 9 . Post-hoc Tukey tests on log 10 (ε) method A method B method C Estimate P r(< t) Estimate P r(< t)
Estimate P r(< t) method A method B method C Estimate P r(< t) Estimate P r(< t)
Estimate P r(< t) 1 ≤ 0 −1.1917 0 (***) −0.4731 3.323e − 10 (***) −0.0781 0.6292 ( ) 2 ≤ 1 −1.5217 0 (***) −0.8501 0 (***) −0.2238 0.006464 (**) Table 11 . Post-hoc Tukey tests on log 10 (ε).
degree j A ≤ B B ≤ C Estimate P r(< t)
Estimate P r(< t) 0 −0.1045 0.02942 (*) −0.0674 0.2618 ( ) 1 −0.4768 0 (***) −0.2138 3.869e − 07 (***) 2 −0.8152 0 (***) −0.5279 0 (***)
B.2. Decrease of error
We try to compare log 10 (ε (j) X ) and log 10 (ε .
(B.1)
It implies that, in geometrical mean, if the difference of the logarithms is equal to ∆L, the error is divided by 10 ∆L . By using table 6, we obtain tables 15 and 16 Table 12 . Post-hoc Tukey tests on log 10 1 − R 2 .
Estimate P r(< t) 0 −0.2261 0.005771 (**) −0.1545 0.09916 (.) 1 −0.9448 0 (***) −0.5494 1.205e − 13 (***) 2 −1.6164 0 (***) −1.1757 0 (***) Table 13 . Post-hoc Tukey tests on log 10 (ε). 
