Abstract-By extending the information-theoretic arguments of previous papers dealing with the Barron-type density estimates, and their consistency in information divergence and chi-square divergence, the problem of consistency in Csiszár's -divergence is motivated for general convex functions . The problem of consistency in -divergence is solved for all with (0) < 1 and (t) = O(t ln t) when t ! 1. The problem of consistency in the expected -divergence is solved for all with t (1=t) + (t) = O(t 2 ) when t ! 1. Various stronger versions of these asymptotic restrictions are considered too. Assumptions about the model needed for the consistency are shown to depend on how strong these restrictions are.
I. INTRODUCTION
T HERE is an extensive literature dealing with nonparametric density estimators consistent in the -distance or -distance. Relatively few papers have considered density estimators consistent in distances topologically stronger than these two. Bickel and Rosenblatt [7] proved consistency of the well-known kernel estimators in the reversed (Neymanmodified) -divergence. Barron [2] , [4] introduced an estimator combining in some sense the advantages of histogram and kernel estimators. Later Barron et al. [4] introduced a whole class of such estimators and proved their consistency in the information divergence. Recently, Györfi et al. [18] established the consistency of the Barron estimator in the -divergence.
The Barron estimator proved to be a practically useful tool for nonparametric density estimation as part of the nonparametric density estimation package reported in [38] . It combines the computational simplicity of classical histograms with the accuracy of computationally much more complicated estimators. From this point of view it thus seems to be suitable for applications in many areas of communication where decisions depend on density estimates and various functionals of such estimates.
According to [4] , [18] , the information divergence and the -divergence between a true density and any estimate are appropriate measures of inaccuracy of . Estimators consistent in these two divergences are thus asymptotically accurate. In this paper, we consider the general class ofdivergences introduced by Csiszár [10] , [11] and specified by convex functions . We extend information-theoretic and statistical arguments in [2] , [4] , [18] to this class and we demonstrate the significance of the inaccuracy measure for a quite wide family of convex functions . We prove the asymptotic accuracy of Barron estimator in the sense of consistency in -divergence or expected -divergence for most common types of convex functions . Conditions imposed on the statistical model by our theorems depend on how fast the convex function increases in the neighborhoods of and . The faster increases, the stronger is the -divergence topology on the model and, consequently, the stricter restrictions on the model are needed.
The two types of information divergence considered in [4] and the two types of -divergence considered in [7] and [18] satisfy the aforementioned technical conditions. The same holds also for the total variation norm considered by Devroye and Györfi [16] (c.f. also Barron et al. [4] and Berlinet et al. [5] ), the distances of Matusita [23] , and the most important of the distances of Rényi [30] (c.f. their variant considered by Liese and Vajda [21] and Read and Cressie [29] ). Our paper extends these results. In particular, our result concerning the reversed -divergence is complementary to the consistency of Barron estimator in the expected -divergence established in [18] . The consistency in the expected reversed information divergence is proved here under essentially weaker conditions on the model than in [4] .
Consistency in -divergence and expected -divergence leads to the problem of asymptotic distribution of appropriately normalized differences . This problem has already been solved for some -divergences and estimators . Namely, an asymptotic normality has been established for the reversed -divergence and kernel estimators in [7] , for the total variation and histogram estimators in [5] , and for the information divergence and Barron-type estimators in [6] .
II. THE ESTIMATORS
We restrict ourselves to measures defined on the Borel line , and to probability distributions defined by densities on . Let be a probability measure or, more generally, afinite measure (Lebesgue is a typical continuous example, and counting a typical discrete example). By , If a distance or divergence is defined for all and a.s. for all (1) then the estimator is said to be consistent in . If in this definition is replaced by the expectation taken with respect to the density of observations then we obtain the consistency in the expected distance .
The most popular density estimator is the histogram estimator defined by means of sequences of partitions of the real line into intervals. We consider the variant defined for models specified by a nonatomic probability measure , with partitions defined by where is the distribution function of , and where the sequence increases slowly to infinity in the sense
The nonatomic assumption means that is continuous on , but not necessarily strictly monotone. Therefore, is defined as . The -probability of all sets is then the constant , and the histogram estimator is defined by the formula for all (2) where for all (3) is the empirical probability distribution, with all mass uniformly concentrated at the observation points . References to the extensive literature dealing with histogram estimators can be found in Devroye and Györfi [16] and Scott [34] .
Some properties of the histogram estimator are undesirable. For instance, if is continuous, then is a.s. discontinuous. Additionally, the support of may not contain the support of , i.e.,
Some distances defined on are hypersensitive to discontinuities of densities and , or to situations when the domination fails. To circumvent such drawbacks various modifications of have been proposed in the literature. The modifications include the frequency polygon (see Scott [34] ) which is always continuous, and the Barron estimator (see Barron [2] ) which always dominates . The Barron estimator is defined for models and partitions considered in the definition of histogram estimator above, by the formula for all (5) where for all , and as . Each estimate belongs a.s. to . Indeed, it is nothing but a convex mixture in the convex set of probability densities for (6) The second mixture component is the density of the dominating probability measure itself. Therefore, is a probability density whose support coincides with that of . Consequently, for all . Other examples of density estimators are the kernel estimator defined as a convolution of a stochastic kernel with (see Rosenblatt [31] and Parzen [28] , or the monographs [16] and [34] ), or the minimum Kolmogorov distance estimator which minimizes the Kolmogorov distance between and (see Györfi et al. [17] ).
III. THE DISTANCES
The most natural and popular candidate for the distance considered in Section II is the -norm . It is defined for all , it is further convex and bounded by on , and possesses other nice properties. For this distance it is relatively easy to prove the consistency and other asymptotic properties of the above considered estimators. Some of these properties can be extended to the -norms , for models .
In fact, the original asymptotic results of Rosenblatt and Parzen concerning the kernel estimators were formulated for the -norm. Asymptotic properties of histogram and kernel estimators under the -norm can be found in Devroye and Györfi [16] . Beirlant et al. [5] is the most recent contribution in this area. The -norm consistency of the Barron estimator was established in Barron et al. [4, Sec. II] . The -norm properties of the histogram and kernel estimators were recently summarized in Scott [34] .
Sometimes it is necessary to consider distances different from the -norms. These distances are often not topologically dominated by even the strongest of the -norms, the -norm. Conversely, they topologically dominate weaker norms, such as the -norm. Definition: The -divergence of distributions represented by densities is defined as d (7) where is assumed to be convex on and not linear in an open neighborhood of , with . (The expression behind the integral is assumed to be on and on . Outside this expression is assumed to be .) The concept of -divergence was first introduced by Csiszár [10] . As proved by Csiszár [10] , [11] and Vajda [35] , [37] , under the present assumptions on , the sum is strictly positive and takes on values in the interval . The equality takes place if and only if while if the orthogonality holds. For the last equality is equivalent to orthogonality of and . Finally, for , the finiteness of implies . For the same finiteness implies the reversed domination . Thus if with a positive -probability then for all with . According toÖsterreicher and Vajda [26] , is an average risk in the Bayesian dichotomy with conditional densities and the -loss, provided the prior probabilities are randomly selected with a distribution depending on . For more details about the role of -divergences in Bayesian decision, we refer to Clarke and Barron [8] .
Obviously, the -divergence remains unaltered when is replaced by the nonnegative function where is the right-hand derivative of at . Consequently, we can restrict ourselves to nonnegative with the properties assumed in (7 -divergences and -divergences of arbitrary distributions have been systematically studied in [21] and [37] . Properties of -divergences of discrete distributions have been systematically studied by Read and Cressie [29] .
Liese and Vajda [21] also introduced the Rényi distances of order d for and with the corresponding limits and These distances were originally proposed by Rényi [30] for in a slightly different form. Rényi distances anddivergences are one-to-one related, with mutual coincidence at and . In this sense, the -divergences can be considered as versions of the Rényi distances.
We now present several applications that motivate the present study. Let be an estimator of the density a sequence of positive integers, a sequence of tests of against the alternatives based on independent observations, and the corresponding sequences of errors. We shall consider two extremal situations: entire separability of pairs of the -dimensional product sources and contiguity of these pairs (see Roussas [32] and Liptser et al. [20] It is seen from here that the desired contiguity is hardly possible without the consistency of in the -divergence for all . On the other hand, the contiguity takes place if is order consistent in the -divergence (i.e., a.s.) for each . Thus the new approach to optimality of density estimates formulated in this application leads to consistency in a subfamily of generalized information divergences.
Another application where accuracy of density estimates is measured by some divergence can be found in the extensive literature on classification, pattern recognition, and neural networks, see the first two chapters in Devroye et al. [14] and references therein.
An additional argument in favor of -divergences follows from Pardo and Vajda [27] . Namely, -divergences are the only distances that satisfy the information processing theorem of information theory (c.f., Cover and Thomas [9] ), in the sense that they are invariant with respect to all informationpreserving transformations of data. Distances that lack this invariance property (e.g., the -norms for , and the Kolmogorov distance) can be dramatically changed by -recodings of data spaces.
IV. THE RESULTS
In this section we consider models where the dominating is a probability measure. We also consider special models defined by the formulas
where are constants satisfying the relation (12) where we put . Moreover, the definition of is extended also to and . These added pairs satisfy (12) with respect to the distribution differs from the expectation with respect to the distribution defined by the product density which is also used in the paper.) Since is a piecewise-constant approximation of by mean values taken with respect to , arbitrary partitions of satisfying (13) have been calledapproximating in [4] and [18] . Applying (13) to the positive and negative part of any one easily obtains that (13) is equivalent to -a.s. for all
The partitions considered in (5) are for a given specified by a slowly increasing sequence of integers . According to the next Proposition, if for a sequence of positive integers , (13) (8) with , by (leading to the metrics on , seeÖsterreicher [25] ), by (leading to divergences with an interesting statistical application in Rukhin [33] ), and by (leading to the -norms known as Matusita distances, see Matusita [23] ).
The conditions in ii) and hold, e.g., for the divergences of Lin [22] defined by the convex functions and for -divergences of order .
Theorem 2: Let . The estimator is consistent in the expected -divergence for all considered in the Definition with when .
The condition of Theorem 2 holds for all -divergences of order .
Theorem 3: Let . The estimator is consistent in the expected -divergence for all considered in the Definition with when .
The condition of this theorem holds for all -divergences of order
, and for -divergences with . These functions can be linearly combined (using positive coefficients) with the -functions satisfying the condition of i) or ii) in Theorem 1. Indeed, the conditions i) and ii) are stronger than that of Theorem 3, and each positive linear combination of functions satisfying the assumptions of Definition satisfies these assumptions too. A similar remark applies, of course, also to the examples satisfying Theorem 2.
The conditions imposed on -divergences in Theorems 1-3 obviously do not hold for -divergences with and -divergences with . By the monotonicity of -divergence (c.f. [21] or [37] )
V. PROOFS OF THE RESULTS

Proof of Proposition
Therefore, if we prove (15) we have established the desired consistency. We see from (13) that (15) for any . Since , the strict inequality in (12) implies that . This implies the uniformintegrability of the sequence , and therefore the commutativity of and in (15) . This proves (15) and thus completes the proof of consistency in the expecteddivergence.
Since is the -divergence, the following result follows from Proposition 2 and [18, Theorem 1].
Lemma 4:
Let . The estimator is consistent in the expected -divergence.
Since is the reversed -divergence, the following lemma is complementary to the previously mentioned result of [18] . Thus is suffices to prove the existence of such that for all (20) By substituting in (20) and multiplying both sides of the inequality by one obtains that (20) is equivalent to for all
It is easy to see that possesses the properties assumed in (7) over the whole domain . Moreover, the condition of Theorem 3 concerning implies that satisfies the assumptions of Theorem 1, part ii) over the domain . Thus (20) follows from (19) which has already been proved above. Thus it suffices to prove the existence of such that for all (21) Proof of this relation for considered in (7) with when follows the lines of proof of (19) and is thus omitted here. 2) If then the validity of (21) remains unaffected, and it suffices to prove the existence of such that for all (22) The proof of (22) is similar to that of (20) above. Namely, by substituting in (22) and multiplying both sides of the inequality by , (22) is seen to be equivalent to for all where possesses the properties assumed in (7) over the whole domain . Moreover, the condition of Theorem 3 concerning implies that when . Thus the existence of satisfying (22) is equivalent to the existence of satisfying (21) . This completes the proof.
Proofs of Theorems 1-3:
Since the -divergence is nonnegative, part i) of Theorem 1 follows from Lemmas 1 and 6 part ii) from Lemmas 2 and 7. Similarly, Theorem 2 follows from Lemmas 2, 3, and 8, and Theorem 3 from Lemmas 4, 5, and 9.
VI. CONCLUSIONS
Asymptotic accuracy of the Barron nonparametric density estimator introduced in [2] for models dominated by a probability measure on has been established in the sense that the -divergence and/or the expected -divergence between the true and estimated model tend to zero. The conditions for the consistency in expected -divergence are This fact leads to a new result about consistency in the expected reversed -divergence defined by . If when and/or when then the restrictions on are even weaker, and is consistent for all models dominated by .
For purely atomic probability measures there exist density estimators consistent in all -divergences for any . The Barron estimators exist in the sense specified in this paper if and only if is nonatomic. By Theorem 1, if is a nonatomic probability measure on , then is consistent in infinitely many -divergences and expected -divergences for all . It is however not clear, whether there exist nonatomic probability measures on with consistent in all -divergences or expected -divergences for at least one . The existence of such pairs , or characterization of convex function such that for a given nonatomic the corresponding estimators are inconsistent in the expected -divergence for all
, are interesting open problems.
