In this thesis, we discuss approaches that allow robots to learn motor skills. Motor skills can often be represented by motor primitives, which encode elemental motions. To date, there have been a number of successful applications of learning motor primitives employing imitation learning. However, many interesting motor learning problems are high-dimensional reinforcement learning problems which are often beyond the reach of current reinforcement learning methods. This thesis contributes to the state of the art in reinforcement learning applied to robotics both in terms of novel algorithms and applications. We show how motor primitives can be employed to learn motor skills on three different levels. All proposed approaches have been extensively validated with tasks such as Ball-in-a-Cup, darts, table tennis, ball throwing, or ball bouncing both in simulation, and on real robots.
Introduction
Since Issac Asimov started to write short stories about robots in the 1940s, the idea of robots as household helpers, companions and soldiers has shaped the popular view of robotics. Science fiction movies depict robots both as friends and enemies of the human race, but in both cases their capabilities far exceed those of current real robots. H. A. Simon, one of the artificial intelligence (AI) research pioneers, claimed that "machines will be capable, within twenty years, of doing any work a man can do" [1] . This over-optimistic promise led to more conservative predictions. Nowadays robots slowly start to penetrate our daily lives in the form of toys and household helpers, like autonomous vacuum cleaners, lawn mowers, and window cleaners. Most other robotic helpers are still confined to research labs and industrial settings. Many tasks of our daily lives can only be performed very slowly by a robot which often has very limited generalization capabilities. Hence, all these systems are still disconnected from the expectation raised by literature and movies as well as from the dreams of AI researchers.
Especially in Japan, the need of robotic household companions has been recognized due to the aging population. One of the main challenges remains the need to adapt to changing environments in a co-inhabited household (e.g., furniture being moved, changing lighting conditions) and the need to adapt to individual requirements and expectations of the human owner. Most current products either feature a "one size fits all" approach that often is not optimal (e.g., vacuum robots that are not aware of their surrounding but use an approach for obstacle treatment, that guarantees coverage of the whole floor [2] ) or an approach that requires a setup step either in software (e.g., providing a floor map) or in hardware (e.g., by placing beacons). As an alternative one could imagine a self-learning system.
In this thesis, we do not treat navigation problems but rather focus on learning motor skills [3] . We are mainly interested in motor skills that need to take into account the dynamics of the robot and its environment. For these motor skills, a kinematic plan (i.e., only considering the robot's position) of the movement will not be sufficient to perform the task successfully, e.g., in the table tennis task ( Figure 1 ) the robot does not only have to be at the appropriate position to hit the ball, but also needs to be there at precisely the right moment and hit it with the proper velocity. A motor skill can often be represented by a motor primitive, i.e., a representation of a single movement that is adapted to varying situations (e.g., a forehand or a backhand in table tennis that is adapted to the ball position and velocity). We focus on learning how to perform a motor primitive optimally and how to generalize it to new situations (see Figure 1) . The presented tasks correspond to games and sports, which are activities that a user might en- joy with a robot companion, but the presented techniques could also be applied to more mundane household tasks.
Motivation
Machine-learning research has resulted in a huge number of algorithms. Unfortunately most standard approaches are not directly applicable to robotics, mainly due to the inherent high dimensionality. Hence there is a need to develop approaches specifically tailored for the needs of robot learning. This thesis focuses on reinforcement learning of motor primitives.
Research in reinforcement learning started in the 1950s [4] but has been mainly focused on theoretical problems. The algorithms are often evaluated on synthetic benchmark problems involving discrete states and actions. Probably the best known real-world applications of reinforcement learning are games, like backgammon or Go [4] , but also robotic applications can be found from the 1990s on (e.g., [5] ). In contrast to many problems studied in the reinforcement learning literature, robotic problems have inherently continuous states and actions. Furthermore, experiments in robotics often deal with expensive and potentially fragile hardware and often require human supervision and intervention. These differences result in the need of adapting existing reinforcement learning approaches or developing tailored ones.
Policy search, also known as policy learning, has become an accepted alternative of value function-based reinforcement learning [6] [7] [8] . Especially for learning motor skills in robotics, searching directly for the policy instead of solving the dual problem (i.e., finding the value function) has been shown to be promising. Additionally, incorporating prior knowledge in the form of the policy structure, an initial policy, or a model of the system can drastically reduce the learning time. In this thesis we focus on policy search methods that employ a pre-structured policy and an initial policy.
Contributions
This thesis contributes to the state of the art in reinforcement learning applied to robotics both in terms of novel algorithms (Section 3.1) and applications (Section 3.2).
Algorithms
Reinforcement learning applied to robotics faces a number of challenges as discussed in an extensive literature review. This study provides an overview of different approaches and applications. The focus lies on domain specific challenges and methods that render the learning problem tractable nevertheless. The dimensionality is inherently high and continuous. Acquiring real world samples is expensive as they require time, human supervision and potentially expensive and fragile hardware. Using models can alleviate these problems but poses different challenges. Every learning algorithm is limited by its goal specifications. Unfortunately specifying a cost or a reward function is not straightforward. Even the cost function of a simple human reaching movement is not completely understood yet [9] . Inverse reinforcement learning is a promising alternative to specifying the reward function manually and has been explored for the Ball-in-a-Cup task in [10] .
Ideally an algorithm applied to robotics should be safe, i.e., avoid damaging the robot, and it should be fast, both in terms of convergence and computation time. Having a sample-efficient algorithm, with very few open parameters, and the ability to incorporate prior knowledge all contribute significantly to fast convergence. In this thesis we propose a framework of reward-weighted imitation that fits these requirements.
Policy learning by Weighting Exploration with the Returns (PoWER)
In this thesis we derive a policy search framework based on the idea of reward-weighted imitation. We consider the return of an episode as an improper probability distribution as proposed by [11] . Instead of maximizing the expected return directly, a lower bound of the logarithm of the expected return is maximized. Depending on the optimization strategy and the exploration strategy, the framework yields several well known policy search algorithms: episodic REINFORCE [12] , the policy gradient theorem [13] , episodic natural actor critic [14] , as well as a generalization of the reward-weighted regression [15] . Our novel algorithm, Policy learning by Weighting Exploration with the Returns (PoWER), is based on an expectationmaximization inspired optimization and a structured, state-dependent exploration. Algorithms very similar to PoWER can also be derived from completely different perspectives, like path integrals [16] , relative entropy policy search [17] , and Monte-Carlo EM algorithms [18] . PoWER has already given rise to follow-up work in other contexts, e.g., [19] [20] [21] . The corresponding experiments are described in Section 3.2.2.
Cost-regularized Kernel Regression (CrKR)
PoWER is well suited for optimizing single motor skills. For learning to generalize motor skills, we introduce the algorithm Cost-regularized Kernel Regression (CrKR). CrKR is a non-parametric policy search approach that is particularly suited for learning meta-parameters, i.e., a limited set of parameters that allow to adapt the movement globally. In this setting, designing good parametrized policies can be challenging, a non-parametric policy offers more flexibility. We derive CrKR based on the reward-weighted regression [15] . The resulting algorithm is related to Gaussian process regression and similarly yields a predictive variance, which is employed to guide the exploration in on-policy reinforcement learning. This approach is used to learn a mapping from situation to meta-parameters while the other parameters of the motor primitive can still be acquired through traditional approaches. The corresponding experiments are described in Section 3.2.3.
Applications
In this thesis we show a large number of benchmark tasks and evaluate the approaches on robotic tasks both with simulated and real robots. The employed robots include a Barrett WAM, a BioRob, the JST-ICORP/SARCOS CBi and a Kuka KR 6. This thesis studies single motor skills and how these can be generalized to new situations. The presented work has contributed to the state-of-the-art of reinforcement learning applied to robotics by exploring highly dynamic tasks and exhibiting a very efficient learning process.
Representing motor skills
Most experiments in this paper use dynamical systems motor primitives (DMPs) [22] as the underlying motor skill representation. We also propose an extension of the DMPs that renders them suitable for hitting and batting movements, as, e.g., required for the table tennis experiments (Figure 1 ).
Single motor skills
Because of the curse of dimensionality, we cannot start with an arbitrary solution to learn a motor skill. Instead, we mimic the way children learn and first present an example movement for imitation learning, which is recorded using, e.g., kinesthetic teach-in. Subsequently, our reinforcement algorithm learns how to perform the skill reli- ably. After only realistically few episodes (see Figure 2) , the task can be regularly fulfilled and the robot shows very good average performance. We demonstrate this approach with a number of different policy representations including DMPs [22] and other parametric representations. We benchmark PoWER against a variety of policy search approaches on both synthetic and robotic tasks. Finally, we demonstrate that single movement skills like the Underactuated Swing-Up and Ball-in-a-Cup ( Figure 2 ) can be learned on a Barrett WAM efficiently. The goal is to keep the ball bouncing on the racket. For doing so, the learning algorithm has to determine the respective priorities of the motor primitives, e.g., whether it is more important to hit the ball with the center of the racket or with the right orientation.
Generalized motor skills
In order to increase the efficiency of a learning process it is often advantageous to generalize a motor skill to new situations instead of re-learning it from scratch. This kind of learning often requires a non-intuitive mapping from situation to actions. To demonstrate the proposed system in a complex scenario, we have chosen the Around the Clock dart throwing game (Figure 3 ), table tennis (Figure 1) , and ball throwing ( Figure 4 ) implemented both on simulated and real robots. In these scenarios we show that our approach performs well in a wide variety of settings, i.e. on four different real robots, with different cost functions (both with and without secondary objectives), and with different policies in conjunction with their associated meta-parameters. The ball throwing task presents fist steps towards a hierarchical reinforcement learning system. Many robotic tasks can be decomposed into sub-tasks. However, often these sub-tasks cannot be achieved simultaneously and a dominance structure needs to be established. We evaluate initial steps towards a control law based on a set of prioritized motor primitives with a ballbouncing task (see Figure 5 ) on a Barrett WAM.
Conclusion
This thesis has contributed to the state-of the-art of reinforcement learning applied to robotics both in terms of novel algorithms and new applications. The proposed algorithms, based on an innovative framework of rewardweighted imitation, meet the domain specific requirements (as mentioned in Section 3.1) for learning on real robots. All proposed approaches have been extensively bench-marked against existing approaches and validated with challenging robot applications like the complex Ballin-a-Cup task, generalizing dart throws and table tennis strokes, a ball throwing game, and a ball bouncing task. All tasks have been realized on real robots, namely a Barrett WAM, a BioRob, the JST-ICORP/SARCOS CBi and a Kuka KR 6.
