In this paper we study the problem of answering connectivity queries about a graph timeline. A graph timeline is a sequence of undirected graphs G 1 , . . . , G t on a common set of vertices of size n such that each graph is obtained from the previous one by an addition or a deletion of a single edge. We present data structures, which preprocess the timeline and can answer the following queries:
Introduction
In this paper we revisit the problem of maintaining the connectivity information in a graph timeline. The problem was formulated and solved in a recent paper by Łącki and Sankowski [9] . They define a graph timeline to be a sequence of graphs G 1 , G 2 , . . . , G t on a common set of vertices V of size n such that the graph G i is obtained from G i−1 by adding or deleting a single edge. Their goal was to preprocess the graph timeline to build a data structure that may answer connectivity queries regarding a contiguous fragment of the timeline:
• forall(u, v, a, b) -are vertices u and v connected by a path in each of G a , G a+1 , . . . , G b ?
• exists(u, v, a, b) -are vertices u and v connected by a path in any of G a , G a+1 , . . . , G b ?
We stress that the entire timeline is revealed in the very beginning for preprocessing, and after that the queries may arrive in an online fashion.
Throughout this paper, we write f (n, m, t), g(n, m, t) to denote a data structure, whose preprocessing time is f (n, m, t) and the query time is g(n, m, t).
In the case of forall queries, Łącki and Sankowski presented an O(m+t log t log log t log n), O(log n log log t) data structure. Here by m we denote the number of edges that remain unchanged in each of G 1 , . . . , G t . Their data structure is Monte Carlo randomized and the query time is amortized. For exists queries they give an O(m + nt), O(1) data structure.
We improve the results of [9] and show new algorithms, which are more efficient, simpler and deterministic. In addition, we also develop an extended data structure that may efficiently answer an even more complex query regarding 2-edge-connectivity:
• forall2(u, w, a, b) -are vertices u and v connected by two edge-disjoint paths in each of G a , G a+1 , . . . , G b ?
Moreover, we give new conditional lower bounds for the problem of answering exists queries, which also improves the results of [9] .
Related work
A rich body of connectivity-related dynamic problems has been studied in the area of networks and distributed computing. A number of such problems has been surveyed in [2] . In a typical scenario, we work with a sequence of graphs G t = G 1 , . . . , G t that represent the states of an evolving network at different points in time. However, the properties of these graphs, which are of interest, such as T-interval connectivity [8] or time-respecting paths [7] are usually much more complex than what can be studied with ordinary connectivity queries, that is queries about the existence of a path connecting two given vertices in a particular graph. For example, the problem of T-interval connectivity consists of deciding if for every subsequence G a , . . . , G a+T −1 of T consecutive graphs in G t , the intersection G a ∩ . . . ∩ G a+T −1 of these graphs contains a connected component spanning all vertices. Here we define the intersection of two graphs to be the graph obtained by intersecting their edge sets.
We believe that the queries we consider in this paper are powerful enough to study interesting properties of evolving networks. A forall query checks if two vertices are connected with a path in every graph among G a , . . . , G b , but the path can be different in each of the graphs and may not even exist in the intersection of these graphs. Even stronger is a forall2 query, checking whether two vertices are connected with two edge-disjoint paths in each graph of the given fragment. This may serve as a measure of robustness of connection between two nodes of a network.
The algorithms that process graph timelines can also be considered semi-offline counterparts of dynamic graph algorithms. The updates are given upfront, but the queries may arrive in an online fashion, i.e. they are issued one by one, only after the preprocessing is finished. A possible scenario for the semi-offline model would be to collect and index the history of evolving network up to some point of time and then use the queries to analyze various properties of the network efficiently.
It is worth noting that the knowledge of the entire history of changes in most cases leads to data structures faster and simpler than the best online ones. However, this property has rarely been exploited to design efficient algorithms. Eppstein [4] has shown an algorithm, which, given a weighted graph G and a sequence of k edge weight updates, computes the weight of the minimum spanning tree after each update in O((m + k) log n) time.
Our results
We show O(m + t log n), O(log n) data structures for answering forall queries and forall2 queries. The data structures use O(t log n) space. This improves the results of [9] in a number of ways: our algorithms are faster and deterministic, use less space, the time bounds are worst-case and the query time is independent of the length of the timeline. We also introduce forall2 queries, which were not considered before. On top of that, our algorithms are arguably simpler.
What is interesting, we obtain a solution for the 2-edge-connectivity problem, which is much more efficient than what has been achieved in the dynamic case. The best known algorithm for 2-edge-connectivity is due to Holm et al. [5] . It processes t updates in O((t + m) log 4 n) time, where m is the initial number of edges, and answers queries in O(log n) time. Our algorithm may preprocess the timeline in only O(m + t log n) time to answer queries in O(log n) time.
In the construction of the algorithm for answering forall queries we use the following two observations. Consider a timeline G 1 , . . . , G t . If there is an edge uw present in every graph among G 1 , . . . , G t , vertices u and w are equivalent from the point of view of any query, so the edge uw can be contracted in each graph. Once we do that, we are left with O(t) edges in total, each being added or deleted at some point of time. Thus, if there are much more than t vertices, some vertices are isolated in every G 1 , . . . , G t , and can be safely treated separately in the beginning and removed. These ideas are then used recursively in a divide-and-conquer algorithm, which at each step halves the length of the timeline to compute a segment tree over the sequence G 1 , . . . , G t . This segment tree stores connectivity information about every individual graph in the timeline. Here we adapt the ideas of Eppstein's reduction and contraction scheme used for offline computation of minimum spanning trees [4] .
Next, we use a fingerprinting scheme to identify vertices belonging to the same connected components in multiple consecutive graphs, which allows us to answer forall queries. Additionally, our fast algorithm for answering queries uses a data structure for efficient testing of equality of contiguous subsequences of a given sequence. This is then extended to handle forall2 queries.
For exists queries, we show how to leverage the O(m + nt), O(1) data structure from [9] to build an O(m + min(nt, t 2−α )), O(t α ) data structure, where α is a parameter from the range [0, 1), which can be chosen arbitrarily. All of the presented algorithms are simple and can easily be implemented.
Moreover, we develop a conditional lower bound for the problem of answering exists queries. We show that answering t exists queries on a timeline of length t, consisting of graphs with O(t) edges, can be used to detect triangles in a graph with O(t) edges. This implies a conditional lower bound of Ω(t 1.41 ) and improves the result of [9] , where a weaker lower bound was shown. We also show that an O(t 1.5−ǫ ) combinatorial algorithm for the aforementioned problem would imply a subcubic combinatorial algorithm for the Boolean matrix multiplication problem, which would be a major breakthrough. At the same time, our improved data structure for exists queries may solve this problem in O(t 1.5 ) time, which means that it is, in some sense, optimal.
Organization of this paper
In Section 2 we introduce notation and give a few simple properties of segment trees, which we later use. Section 3 describes the basic version of our data structure, which is then extended to handle forall and forall2 queries. Then, in Section 4 we present an algorithm for answering forall queries. Next, in Section 5 we develop improved lower bounds for the problem of answering exists queries, as well as show that a trade-off between query and preprocessing time is possible. Finally, in Section 6 we discuss the possible directions of future research.
Preliminaries
A graph timeline is a sequence G t of graphs G 1 , G 2 , . . . , G t , where
obtained from E i by adding or deleting a single edge. We assume that the input is given as the set E 1 and a list of t − 1 operations that describe, for each i ∈ [1, t − 1], how to obtain E i+1 from E i .
Throughout this paper we work with intervals of integers, that is [a, b] denotes {a, a + 1, . . . , b}. We say that edge (u, v) is alive in the interval [x, y] iff (u, v) ∈ E j for each j ∈ [x, y]. For each edge e ∈ E 1 ∪ . . . ∪ E t we define L(e) to be the set of maximal intervals such that e is alive in each of them. An edge e is called permanent iff L(e) = {[1, t]}, that is, it is present in every version. Otherwise, we say that e is a temporary edge. We denote by m the number of permanent edges. The number of temporary edges is at most t. We begin the initialization of our data structures by finding the sets L(e) in O(|E 1 | + t) = O(m + t) time.
We denote by ∆ + a the set of edges e such that [a, x] ∈ L(e) for some x ∈ [a, t], i.e., edges present in G a , but not in G a−1 . Similarly, let ∆ − b be the set of edges e such that [x, b] ∈ L(e) for some x ∈ [1, b] . It is easy to verify that
Throughout the paper, we assume that t ≥ n and t = 2 B for some integer B ≥ 0. The latter assumption can be achieved by adding dummy graphs to the timeline.
Elementary intervals and the segment tree
Given t = 2 B , the set of elementary intervals is defined inductively:
is an elementary interval, and a < b we let mid = ] of the segment tree and let P be the lowest common ancestor of these intervals, i.e., the smallest elementary interval which contains both c and d. Our initial partition is formed by the following intervals:
• if both the interval Q and its parent lie on the path from [c, c] to P (but excluding P ) and also Q = left(par(Q)), we include right(par(Q)) (i.e. the sibling of Q) in our partition,
• if both the interval Q and its parent lie on the path from [d, d] to P (but excluding P ) and also Q = right(par(Q)), we include left(par(Q)) (i.e. the sibling of Q) in our partition.
We first show that the chosen family of intervals W is indeed a partition of The above procedure does not guarantee that no two elementary intervals from W can be merged into a larger elementary interval. However, this can be easily fixed. Every time when we put into W an elementary interval such that its sibling in the segment tree is already contained in W , we replace the two siblings with their parent. As the lengths of the elementary intervals put into W only increase on a path [c, c] → P or [d, d] → P , the potential sibling can only be the interval that was the last to be included in W .
Eventually, we might also end up with W = {left(P ), right(P )}; then we ought to replace the partition with {P }.
This fix does not influence the overall time complexity of the partitioning, which remains O(log(d − c + 1)).
Proof. We use Lemma 2 to partition each of P 1 , . . . ,
Since the intervals are disjoint, their partitions into elementary intervals are also disjoint. Hence, by Lemma 2, the total size of the partition can be bounded as follows:
We used the bound k i=1 l i ≤ t and the Jensen's inequality for the concave function f (x) = log 2 x.
As it is much easier to work with elementary intervals, for each edge e we partition all intervals from L(e) into elementary intervals. Proof. Denote by E * the set of temporary edges. For any e ∈ E * , let us denote by q e the number |L(e)|. We have e∈E * q e ∈ [ that the total number of elementary intervals for temporary edges is at most
=O(t log n).
Here we used the Jensen's inequality for the concave function f (x) = x log 2 t x and weights equal to 1 |E * | . Since each permanent edge has exactly one interval in its partition, we obtain the desired bound O(m + t log n).
For an elementary interval [a, b], we set E [a,b] to be the set of edges that contain [a, b] in their partition. From Lemmas 2 and 4 it follows that each edge is contained in O(log t) sets E [a,b] and the sum over elementary intervals [a,b] E [a,b] is of order O(m + t log n).
The data structure
We now describe a tree-like data structure T , which is a crucial part of all our algorithms. In the following we reserve the name T for this particular data structure. The data structure T is based on the set of all elementary intervals organized into a complete binary tree. This tree has a single node
Roughly speaking, our goal is to associate with T [a,b] the information about the connected components of G [a,b] . We first give a simple approach for constructing the data structure T , and then show how to speed it up. We use the following fact.
Consider an edge e ∈ E(G [a,b] . If e is alive in some interval ) and then find its connected components. These components are exactly the components of G [a,b] . Observe that during this computation we may also compute a mapping between the vertices of S par([a,b]) and S [a,b] . In the case of S [1,t] we compute a mapping between individual vertices and connected components of G [1,t] .
T represents the connected components of every graph in the timeline. Consider a graph G c . In order to find a connected component of a vertex v in G c , we traverse the path in T from T [1,t] 
An efficient construction
In order to compute the data structure T efficiently, we need to make an additional optimization, which is crucial for obtaining good running time.
Consider an elementary interval [a, b] and a connected component C of G [a,b] . Assume that within the graphs G a , . . . , G b no edge incident to a vertex of C is ever added or deleted. In other words, the edges incident to vertices of C are the same in each of G a , . . . , G b . This means that in each of G a , . . . , G b vertices of C are connected to each other, but not connected to any vertex outside C. Hence, C is also a connected component in each of G a , . . . , G b .
As a result, there is no need to store C in the descendants of T [a,b] . When searching for a connected component of a vertex v ∈ C in G c , where c ∈ [a, b], we may simply stop the search in the representation of C in T [a,b] . This observation will be used in the reduction phase of the construction of the tree T .
We now describe the efficient construction of the tree T . For each node T [a,b] of T , where [a, b] is an elementary interval, we compute a graph S [a,b] . The vertices of S [a,b] correspond to some of the components of G [a,b] . We say that v ∈ V is represented in S [a,b] if there is a vertex s ∈ V (S [a,b] ) that corresponds to a component containing v. The graphs S [a,b] 
]) in two phases called reduction and contraction.
In the reduction phase some vertices of H = S par([a,b]) are removed, as they are not affected by any edge addition or deletion that is carried out among G a , . . . , G b . Namely, we mark endpoints of edges in In the second phase, called the contraction phase, some of the remaining vertices of H = S ′ are merged to form S [a,b] . Specifically, the components formed in S ′ after adding edges F = E [a,b] are contracted. Again, we use a function Contract(H, F ), which produces a pair (S ′ , M ) consisting of the contracted graph S ′ and the mapping between H and S ′ . This function can also be easily implemented to work in linear time.
Consider an elementary interval P . Together with S P , the node T P stores two tables l P and r P mapping vertices of S P to V (S left(P ) ) ∪ {⊥} and V (S right(P ) ) ∪ {⊥} respectively. If
is the vertex of S left(P ) that corresponds to k ∈ V (S P ). l P [k] =⊥ means that P is a leaf, or there is no vertex corresponding to k in S left(P ) . The table r P is defined analogously. For simplicity, we also assume that T [1,t] is a left child of a special node
points to the vertex of S [1,t] representing the original vertex v.
The graphs S P along with l and r pointers are sufficient to find the component of any vertex v in any of G 1 , . . . , G t . To access the component of vertex v in G c we start at vertex v in S [0,∞] and follow l or r pointers in order to reach the leaf T [c,c] . The traversal stops once we reach T [c,c] or the pointer we want to use (l [k] or r [k] ) is equal to ⊥. Let P be the elementary interval, where the traversal finishes and k be the vertex in S P , which we reached. Then, as we later show, ( 
Proof. Observe that [c, c] ⊆ P v and [c, c] ⊆ P w . First, assume that P v = P w , which, by Lemma 1 means that one of the intervals contains the other one. Without loss of generality suppose that P v ⊆ left(P w ). Then k w is a component of G Pw that is not incident to any changes in the time interval left(P w ), while v is in some component of G Pw that undergoes changes in left(P w ). Thus, these are different components. If P v = P w , then both k v and k w are components of G Pv not incident to any changes in the time interval P v . Both v and w, however, are represented in S Pv , so they are in the same component iff
Let us bound the time needed to build T . We begin with an auxiliary lemma, whose proof is based on the fact that we perform the reduction.
To complete the proof, we show that both C and E [a,b] are subsets of C 1 , which implies that |V (S [a,b] 
. Clearly, C ⊆ C 1 , as the sum in C goes through less summands than the sum defining C 1 . To show that
. Thus, the edge e is deleted in some version
To build T we use a recursive procedure Compute-Tree(a, b), which computes the subtree rooted at T [a,b] . It produces each graph S All the computed tables use linear space and can be accessed in constant time, as we can identify the vertices of introduced graphs S P with natural numbers {1, 2, . . .} and the ⊥ value with 0. The total used space is asymptotically no more than the time spent on computing T , that is O(m + t log n). if b − a + 1 < n then ⊲ Reduction is only done for short elementary intervals.
4:
U :=vertices of V incident with any edge of
else 8:
(S ′ , M ′ ) = (S P , id)
10:
for u ∈ U do 11:
for u ∈ U do 13:
14: for u ∈ U do 20:
for s ∈ S P do ⊲ set the parent l and r pointers 22:
if s ′ =⊥ then 24: compute-tree(a, mid)
32:
compute-tree(mid + 1, b)
33:
for u ∈ U do ⊲ restore repr to the initial state To complete the proof, we sum these running times over all elementary intervals. The term |E a,b | appears in both cases and, by Lemma 4, we have P E P = O(m + t log n), thus we can focus on the other summands. For the case b − a + 1 ≥ n, the remaining work is O(n) (S par([a,b] ) )|) = O(b − a), so the total work is O (b − a) . Hence, the total work on each level of the tree such that its elementary intervals are shorter than n, is O(t). The number of such levels is O(log n), which gives O(t log n) total time. The lemma follows.
Having computed T , the function
, 1, t, c), after going through at most B − D levels of T , ends up in the interval P and s ∈ V (S P ) represents v. There are only O(t/n) allowed values of k,so the table shortcut has size O(t).
The table can be computed by finding the components of each vertex v in all the graphs S P from the first B − D levels of the tree. As the component of v in S P can be computed in constant time based on the component of v in S par(P ) , we spend O(t/n) time for each v, and thus O(t) time in total.
The optimized procedure Comp-Id starts by looking up the shortcut through first B − D levels of T and then calls the original Comp-Id, starting at an elementary interval of length O(n). Thus, its running time is O(log n).
2-edge-connectivity
As in the case of connectivity, we first show how to preprocess the graph in order to efficiently answer 2-edge-connectivity queries regarding individual versions. Our approach is similar to the idea of Section 3.1: we construct a data structure T containing graphs S [a,b] , where [a, b] is an elementary interval. Note that in the case of connectivity, the graphs S [a,b] do not contain any edges.
First, observe that contracting 2-edge-connected components yields a forest.
Lemma 9. Let W be the set of 2-edge-connected components of some graph G. Define the graph H = (W, F ), where
Then, H is a forest.
Proof. Indeed, if there was a cycle w 1 w 2 . . . w k w 1 in H, then the components w 1 , . . . , w k would form a single 2-edge-connected component.
In the case of 2-edge-connectivity, the graphs S [a,b] are forests of rooted trees, whose vertices represent some of the 2-edge-connected components of G [a,b] . Each rooted tree in the forest represents a part of some (ordinary) connected component incident to some edges alive in the time interval [a, b] .
The vertices of S [a,b] are partitioned into two categories. A vertex s ∈ V (S [a,b] ) is a simple vertex if and only if it represents a single 2-edge-connected component of G [a,b] . Otherwise, s is called a path vertex and it represents k (k ≥ 2) 2-edge-connected components of G [a,b] -c 1 , . . . , c k -that form a "path", i.e. for each i ∈ [1, k) there is a single edge in G P connecting some vertex of c i and some vertex of c i+1 . We maintain the following invariants.
1. If s is a root of its tree, or its degree in S P is other than 2, then it is a simple vertex.
A path vertex is never adjacent to another path vertex.
In particular, each path vertex is of degree 2 in S The reduction proceeds in phases. The initial phases involve marking some nodes of S par([a,b]) , whereas the latter phases reduce the graph's size. The path vertices never get marked; they can be instead merged with other path and simple vertices, forming "longer" path vertices of S [a,b] .
Let C be again In the second phase we mark all the lowest common ancestors of marked vertices, that is, the vertices s such that in the first phase, the vertices from at least two distinct subtrees rooted at children of s, were marked. The common ancestors can be marked in linear time, using post-order traversal -we only need to store for each vertex s, whether any element of the subtree rooted at s was marked in the first phase. Additionally, we mark the root of every tree with at least one marked vertex.
Let us count the vertices marked after the second phase. Remove the subtrees with no marked vertices. Let q be the number of marked vertices of degree 2. If we replace all the degree 2 vertices with edges, we obtain a forest, where every vertex that is neither the leaf nor the root, has at least 2 children. Denote by l the number of leaves in this forest. Clearly, it has at most 2l vertices. However, every leaf could be marked only in the first phase and hence The third reduction phase removes the subtrees with no previously marked vertices. All the 2-edge-components represented by vertices from those components look exactly the same in G [a,b] as well as in all the individual versions G a , . . . , G b and thus need not be tracked in the descendants of T [a,b] .
In the last phase we replace every remaining path of degree 2 unmarked vertices with a single path vertex. These vertices may include both simple and path vertices. However, neither of them has been marked, so for each x ∈ [a, b], the underlying path of 2-edge-connected components c 1 , . . . , c g either remains unaltered in G x or is a part of a single, larger 2-edge-component in G x .
Since the number of such paths does not exceed the number of vertices marked so far, we end up with a forest S ′ of at most 8|E [a,b] ∪ C| vertices.
Each phase of the reduction can be implemented as a simple graph search, so the reduction
After the reduction comes the contraction. We extend the forest S ′ with the edges E [a,b] alive in each of G a , . . . , G b . We merge the 2-edge-connected components found in this graph into new, simple vertices, obtaining a new graph S ′′ , which is again a forest. It may happen that some vertices of S ′ have not been merged into larger components in S ′′ . Every such vertex s ∈ V (S ′ ) is a path vertex in S ′′ iff it is a path vertex in S ′ . The roots of trees of S ′′ are chosen arbitrarily, but keeping in mind that the trees should not be rooted at path vertices. The properly rooted S ′′ forms our graph S P . Contraction can be implemented to work in time
Let us bound the time needed to compute S [a,b] . If b − a + 1 ≥ n, then the reduction is skipped and thus the time spent on building S [a,b] is O(n + |E [a,b] |). Otherwise, the reduction is performed and we spend O(|V (S par([a,b] 
The asymptotic running time of building S [a,b] turns out to be exactly the same as in the case of connectivity. Thus, building a data structure T for representing 2-edge-connectivity takes the same time.
Corollary 2. We can build a data structure T representing 2-edge-connectivity in a graph timeline in O(m + t log n) time. The space usage is O(t log n).
The optimization allowing the evaluation of Comp-Id in time O(log n) applies here as well.
Answering forall queries
In this section we show how to extend the data structure T , so that it can be used for answering forall queries. The preprocessing for forall queries constitutes another phase, that we apply only after we computed the data structure T .
Let us begin with a simple observation. Assume that we want to answer a forall(u, w, a, b) query, where s, a)c [a,b] (s, a + 1) . . . c [a,b] (s, b) and c [a,b] (s ′ , a)c [a,b] (s ′ , a + 1) .
To answer a forall(u, v, a, b) query, where [a, b] is an elementary interval, we first map u and v into vertices u ′ and v ′ of S [a,b] and then report a positive answer iff
. In order to handle arbitrary intervals, we decompose the query interval into O(log t) elementary intervals. The decomposition as well as the mapping can be implemented as a function Forall- Aux(s 1 , s 2 , x, y, a, b) , whose pseudocode is given in Appendix A. To answer a forall(u, v, x, y) query we execute Forall-Aux(
Let us now describe the computation of fingerprints. They are computed in a bottom-up fashion, starting from the leaves of T .
Lemma 10. Let P = [a, b] be an elementary interval and s ∈ V (S P ). Define:
Proof. If l P [s 1 ] =⊥, then c P (s 1 , a) = (s 1 , P ) and for each s 2 ∈ V (S P ) such that s 1 = s 2 , we have c P (s 2 , a) = (s 1 , P ). The pairH P (s 1 ) = (s 1 , 0) is unique among the pairsH P (s), so we have c P (s 1 , a) . . . c P (s 1 , b) = c P (s 2 , a) . . . c P (s 2 , b) iff s 1 = s 2 . Analogously, if r P [s 1 ] =⊥, then c P (s 1 , b) = c P (s 2 , b) for s 1 = s 2 and thus s 1 is given a unique pairH P (s 1 ) = (s 1 , 0). Therefore,
It remains to consider the case, when s 1 and s 2 are represented in both S left(P ) and S right(P ) . Let m = ⌊(a + b)/2⌋. By the definition of the pairH P (s) we have c P (s i , a) 
The sequences c P (s 1 , a) . . . c P (s 1 , b) and c P (s 2 , a) . . . c P (s 2 , b), are equal exactly when their corresponding halves are equal, that is, by the definition of fingerprints H,
Observe that the pairsH P (s) from the above lemma satisfy the desired properties of fingerprints, with the exception that they are pairs of integers, not integers. Thus, in order to compute the values H P (s), it suffices to map the values ofH P (s) into distinct positive integers (two pairs are assigned the same integer iff they are equal). As both numbers in each pairH P (s) are at most O(|V (S P )|) we may compute the mapping in linear time by using radix-sort algorithm. Note that this resembles the Karp-Miller-Rosenberg [6] algorithm. The total additional time and space used is O( P |V (S P )|) = O(t log n). Thus, we obtain an O(m + t log n), O(log t) data structure for answering forall queries.
However, the query time can be made independent of the length of the timeline and speeded up to O(log n). In order to do that, we employ a shortcutting technique similar to the one used for finding connected components of vertices in individual graphs combined with a data structure for comparing the subwords of a given word.
Assume again that D is the smallest integer such that 2 D ≥ n. Observe that the shortcut table from Section 3 allows us to speed up forall(u, v, x, y), where
We only need to perform the following steps:
1. If P u = P v , then the answer is false.
2. If P u = P v , but the length of P u is more than 2 D , then the answer is true if and only if s u = s v .
3. Otherwise,
and the answer can be obtained by calling
Only the third steps takes superconstant time, namely O(log 2 D ) = O(log n).
Consider the general query forall(u, v, x, y), where
, for any k. Let l 1 be the smallest integer such that x < l 1 · 2 D + 1 and l 2 be the largest integer such that l 2 · 2 D < y. Then, our query can be split into the conjunction of three queries:
(we assume the last query to be true if l 1 = l 2 ). The first two can be answered in O(log n) time, as discussed above. We deal with the third one in a different way. Assume
are equal. We use the following algorithm, described for instance in [3] . It uses the linear construction of a suffix array and the optimal range minimum query structure.
Lemma 11 ([3]). There exists a data structure that, after a linear preprocessing of the word W , allows us to check in time O(1) if two subwords of W are equal.
and let X be the concatenation X 1 X 2 . . . X n . Notice that the length of X is O(t). We build the data structure of Lemma 11 for the sequence X in O(t) time. Hence, we can answer the query forall(u, v, l 1 · 2 D + 1, l 2 · 2 D ) by comparing the appropriate two subwords of X of length l 2 − l 1 in time O(1).
Theorem 1.
There exists an O(m + t log n), O(log n) data structure for answering forall queries.
2-edge-connectivity
As in the case of the connectivity relation, for each s ∈ V (S [a,b] ), we want to encode the entire history of what happens with s in each of the individual versions G a , . . . , G b . Since we introduced path vertices in the graphs S [a,b] , the appropriate fingerprints need to be defined in a more subtle way.
We partition the vertices of a graph S [a,b] into three groups:
Let us assume that P = [a, b] and s ∈ V (S P ). Denote by c P (s, x) the result of Comp-Id(s, a, b, x) . As in the case of connectivity we define H P (s) ∈ {1, . . . , |V (S P )|} ∪ {⊥} to be the fingerprint of the sequence c P (s, a) . . . c P (s, b). We set H P (s) =⊥ only if s is a non-vanishing path vertex. Otherwise, if s is simple or a vanishing path vertex, H P (s) is an integer.
There is a reason why a non-vanishing path vertex is not assigned an integer fingerprint: if vertices v, w ∈ V , v = w are both represented by a non-vanishing path vertex s in S P , then the sequences c [1,t] 
In order to define the fingerprints H P (s) based on the fingerprints for the children intervals left(P ) and right(P ), we first define the initial fingerprintsH P (s). The valuesH P (s) have the same properties as the fingerprints H P (s) defined above, except that ifH P (s) =⊥, theñ H P (s) is a pair of integers from the range [1, |V (S P )|]. The initial fingerprints can be computed according to the following rules, which implicitly decide whether a path vertex s is vanishing or non-vanishing.
If s is a simple vertex:
• if l P [s] =⊥ or r P [s] =⊥, thenH P (s) = (s, 0). The fingerprint has to be unique in this case.
• Let
It is a consequence of s representing exactly a single 2-edge-connected component of G x , for some x ∈ [a, b].
• Otherwise,H P (s) = (H left(P ) (s l ), H right(P ) (s r )).
If s is a path vertex:
•
Again, we can use radix-sort to convert each valueH P (s) (distinct from ⊥) to an integer
We now sketch how to answer the query forall2(u, v, x, y) in time O(log t). As in Section 4, we reduce this problem to answering O(log t) queries with the time period being an elementary interval. Let us focus on a single elementary interval P . For w ∈ {u, v}, denote by Q w the last interval on the path [1, t] → P such that vertex w is represented in S Qw by a vertex s w . Also, we denote by Q ′ w the last interval on path [1, t] → P such that vertex w is represented in S Q ′ w by a simple vertex s ′ w . Denote the quadruple (Q w , s w , Q ′ w , s ′ w ) by φ P (w). We have the following cases:
The answer is clearly false.
2. Q u = Q v , Q u = P . As s u or s v could potentially be path vertices, the answer is positive if and only if
(a) H P (s u ) =⊥ and H P (s v ) =⊥. The answer is true iff H P (s u ) = H P (s v ).
The answer is the same as the result of the comparison
Once we have the fingerprints, all the above checks can be performed in O(1) time, therefore we can answer forall2 queries in O(log t) time.
In order to optimize the query time to O(log n), we adapt the technique used to speed up forall queries for connectivity. Assume again that D is the smallest integer such that 2 D ≥ n. First we show that we can answer the query forall2(u, v, x, y), where
, in time O(log n). We precompute the values φ P (w) for each w ∈ V and an elementary interval P not longer than 2 D . As the number of elementary intervals not longer than 2 D is O(t/n), we precompute O(t) values in total. φ P (w) can be computed based on φ par(P ) (w) in constant time, so we spend O(t) time on precomputation.
Let
and let P 1 , . . . , P p be the partition of [x, y] into elementary intervals. As each P i is a descendant of
can be used as a starting point to compute the values φ P i (w). We need to descend only B − D levels down the tree to compute the values φ P i (w). Thus, the time needed to answer forall2(u, v, x, y) is O(B − D) = O(log n) in this case.
To handle the general query forall2(u, v, x, y), let l 1 be the smallest integer such that x < l 1 · 2 D + 1 and l 2 be the largest integer for which l 2 · 2 D < y holds. Our query can be split into the conjunction of three queries:
(we assume the last query to be true if l 1 = l 2 ). The first two can be answered in O(log n) time, as discussed above. In order to answer the last query, we need to rephrase the check forall2(u, v, l
we can set: 
. The word length is O(t). By Lemma 11, after additional preprocessing in O(t) time, we can answer the query forall2(u, v,
Theorem 2.
There exists an O(m + t log n), O(log n) data structure for answering forall2 queries.
Improved lower and upper bounds for exists queries
In this section we focus on exists queries. We first give improved conditional lower bounds for answering these queries, and then show an algorithm, whose running time matches one of the new bounds. As shown in [9] , the problem of multiplying two Boolean n × n matrices can be reduced to the problem of answering Θ(n 2 ) exists queries about a graph timeline G t , where t = Θ(n 2 ). Denote by O(n ω ′ ) the time required to perform n × n Boolean matrix multiplication (BMM). Thus, unless ω ′ = 2, it is not possible to develop a data structure, which after almost linear preprocessing answers exists queries in polylogarithmic time. In this section we give several new lower bounds.
Throughout this section, we repeatedly use ǫ to denote an arbitrarily small, positive number. The exact value of ǫ may vary and depend on the context. We also denote by δ(ǫ) some other small positive number, dependent on ǫ.
Let us recall the somewhat informal, yet important, partition of algorithms into algebraic and combinatorial. The combinatorial algorithms do not make use of the fact that the matrices are defined over a ring, i.e., they do not use subtraction. No O(n 3−ǫ ) combinatorial algorithm is known for BMM.
We show a connection between the exists data structure and algorithmic problems related to detecting triangles in graphs. In the triangle detection problem we are given a graph G = (V, E), where |E| = m, and the goal is to find three vertices a, b, c ∈ V such that (a, b), (a, c), (b, c) ∈ E. The best known known algorithm for triangle detection was given by Alon et al. [1] The related problem is triangle listing, where we are asked to find c triangles in a graph with m edges. Pȃtraşcu [10] proved the following lemma. Proof. Let H be the input graph, in which we are supposed to list triangles. Moreover, let V (H) = {v 1 , . . . , v n }. We build a timeline G t of graphs on vertex set V (H) by processing vertices v 1 , . . . , v n one by one. First, we add an empty graph to G t . Then, for a vertex v i , we append 2 deg H (v i ) new versions to G t (deg H (v) denotes the degree of vertex v in H), which we call a block of vertex v i . Within each block, we first create deg H (v i ) new versions, at each step adding one more edge incident to v i . The edges are added in arbitrary order. Then, we create deg H (v i ) more versions by removing the edges incident to v i . Note that the last graph in every block is empty, and in the middle graph the vertex v i has degree deg H (v i ). Let the the block of a vertex v i start at G a i and end at G b i .
Observe that we obtain a timeline G t , where t = 4m + 1, as each edge of H is added and removed exactly twice. For each edge (v i , v j ) ∈ E(G), i < j, we can test if there is a triangle (v i , v j , v k ), where j < k, with a single query exists(v i , v j , b j + 1, t). Indeed, the answer to such a query is positive iff there exists v k such that there is a path from
The path, along with the edge (v i , v j ), forms a triangle.
Note that the query exists(v i , v j , a p , b q ), for j < p ≤ q, tells us if there is any triangle
. Thus, we may use a divide-and-conquer approach for listing triangles, which is based on the following observation. If we are looking for triangles such that k ∈ [p, q], a negative answer to an exists(v i , v j , a p , b (p+q)/2 ) query allows us to halve the search interval. Hence, we can find all l vertices v k such that (v i , v j , v k ) is a triangle in time O(l log n). The detailed procedure Report-Triangles is given in Appendix A.
By combining Lemmas 12, 13 and 14, we obtain the following. Theorem 3. Let Ψ be a problem of answering Θ(t) exists queries about an arbitrary graph timeline G t with no permanent edges.
• An O(t 1.4 ) algorithm for Ψ implies an O(t 1.4 ) algorithm for triangle finding.
• An O(t 1.5−ǫ ) combinatorial algorithm for Ψ implies an O(n 3−δ(ǫ) ) combinatorial algorithm for BMM.
• An O(t 4/3−ǫ ) algorithm for Ψ implies an O(n 2−δ(ǫ) ) algorithm for 3-SUM.
In addition, we show that an exists data structure with preprocessing/query time product of O(t 2−ǫ ) and queries substantially faster than O( √ t) implies a faster BMM algorithm. Proof. We use the assumed algorithm for answering exists queries to develop an O(n 3−δ(ǫ) ) combinatorial algorithm for BMM. By Lemma 12, in order to obtain such an algorithm, it suffices to show an O(m We can answer an exists(u, v, x, y) query by going through at most O(t 1−α ) blocks intersecting [x, y] and querying each block structure once. Thus, the query overhead is O(t 1−α ·t αq ) = O(t 1−α(1−q) ).
By setting α = 
whereas the exponent of time needed to answer O(t) queries is
The lemma follows.
What is interesting, we can give a combinatorial data structure, whose running time matches the above lower bound. Proof. If n = o(t 1−α ), then nt = o(t 2−α ) and the O(m + nt), O(1) data structure for answering exists queries from [9] is sufficient to finish the proof.
Let us assume that n = Ω(t 1−α ). We first build the tree-like structure T in O(m + t log n) time. Let D be the largest integer such that 2 D ≤ t α . We split the graph timeline into blocks of size 2 B−D , which is roughly t 1−α . Denote the versions of the i-th block by G a i , . . . , G b i . Observe that [a i , b i ] is an elementary interval.
Denote by l i (v) the pair (s, P ), where P is the last interval on a path from the root [1, t] to [a i , b i ] such that v ∈ V is represented by s in S P .
Consider answering the block query exists(u, v, x, y), where [x, y] ⊆ [a i , b i ]. Set l i (v) = (s v , P v ) and l i (w) = (s w , P w ). If P v = P w , then the answer is clearly false. Otherwise, if P v = [a i , b i ], then neither v nor w are represented in S [a i ,b i ] and thus the answer is the same as the result of a comparison s v = s w . In the last case, when P v = P w = [a i , b i ], the result can vary. However, we can use the O(m + nt), O(1) data structure for answering exists queries from [9] . For each i, we build this structure for a graph with vertices V (S [a i ,b i ] ) and the timeline induced by the subsequent edge updates in graphs G a i , . . . , G b i . The size of V (S [a i ,b i ] ) as well as the length of this timeline is O(b i − a i ) = O(t 1−α ), so it can be initialized in time O((t 1−α ) 2 ) to answer queries in O(1) time. In a single query, it gives us the desired answer to exists(s v , s w , x, y).
As a result, once we have found l i (v) and l i (w), we can answer the block query in constant time. Observe that a general exists query can be answered by issuing O(t α ) block queries. All the required O(t α ) l j (u) values can be computed by traversing the first D levels of T , which can be implemented to work in time O(t α ). We need to build O(t α ) exists data structures -each in time O((t 1−α ) 2 ), so the total initialization time is O(m + t 2−α + t log n) = O(m + t 2−α ).
Open problems
For forall and forall2 queries, we gave an O(m + t log n), O(log n) data structure. What about the biconnectivity? Although it is possible to propose a similar tree-like structure that represents biconnectivity in individual versions, it seems hard to extend it to forall2-like queries. The main obstacle is biconnectivity relation on vertices not being an equivalence relation.
It would be also interesting to know whether even faster query (without sacrificing O(t log n) initialization time) is possible for forall queries.
Concerning exists queries, we proved that beating our trade-off structure in the domain of combinatorial algorithms implies a faster combinatorial matrix multiplication algorithm. However, is there a way to employ fast matrix multiplication to obtain a data structure for exists queries with preprocessing/query time product of O(t 2−ǫ )?
