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Abstract
This paper proposes an improved multi-band spectral subtraction algorithm with the goal of improving the quality of speech signal in
various noise environments. In the proposed enhancement algorithm, the whole speech spectrum is divided into different uniformly
spaced continuous frequency bands and spectral over-subtraction is performed in each band, independently. The proposed algorithm uses 
a novel approach to estimate the noise from each band continuously, without using speech pause detection. The noise is estimated and 
updated by adaptively smoothing the noisy signal power in each uniformly spaced frequency band. The smoothing parameter is dcontrolle
by a linear function of a-posteriori signal-to-noise ratio (SNR). The experiments are conducted for various types of noises and the results
of proposed algorithm are compared with the reference multi-band spectral subtraction algorithm. To test the performance of the proposed 
speech enhancement algorithm, objective quality measurement tests (SNR, segmental SNR (Seg.SNR), and perceptual evaluation of 
speech quality (PESQ)) and spectrogram with informal listening tests are conducted for various noise types at different SNRs.
Experimental results and objective quality evaluation test results confirmed the performance of proposed enhancement algorithm. The
proposed enhancement algorithm provides sufficient noise reduction and good perceptual quality, without causing considerable signal
distortion and remnant musical noise.
© 2013 The Authors. Published by Elsevier Ltd.
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Nomenclature
K total number of uniformly spaced frequency bands
N number of samples in the signal
over-subtraction factor
spectral floor parameter
i additional band subtraction factor
smoothing parameter
i current band number
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1. Introduction 
Speech is the most natural form of human communication in various application areas such as, mobile communication, 
speech recognition, and speaker identification (SI) [1]. The present day speech communication systems are severely 
degraded due to the  presence  of  various  types  of  background  noises  which  make  the listening task difficult for a direct 
listener and cause inaccurate transfer of information [2]. Therefore, the removal of uncorrelated noise components from the 
speech and, in turn, it enhancement has been the primary attention of research in the field of speech over the last several 
decades. The aim of speech enhancement is to suppress the noise and make speech more pleasant and understandable to the 
listener and thereby, improving one or more perceptual aspects of speech, such as the overall quality and/or intelligibility 
[3]. These two measures are not correlated. A speech signal may be of high quality, low intelligibility and vice-versa [3]. 
The classification of speech enhancement methods are based on the number of microphones that are used for collecting 
speech data such as, single, dual or multi-channel. Although the performance of multi-channel speech enhancement is found 
to be better than single channel speech enhancement [1], the single channel speech enhancement is still a significant field of 
research because of its simple implementation and ease of computation. Single channel speech enhancement uses only one 
microphone to collect noisy data but no additional information about the degrading noise and the clean speech being 
available. This method requires the statistical modeling of the noise process during non-speech activity. The estimation of 
the spectral magnitude from the noisy speech is easier than the estimate of both magnitude and phase. In [4], it is reported 
that the short-time spectral magnitude (STSM) is more important than phase information for intelligibility and quality of 
speech signals.  
Most single channel speech enhancement algorithms need an estimation of noise spectrum [5-8]. This is usually done by 
the detection of speech pauses and evaluating the segments of pure noise with the help of a voice activity detector (VAD). 
In practical situation it is a difficult task, especially if the background is non-stationary. Some approaches are known to 
avoid the problem of speech pause detection and to estimate the noise characteristics just from a past segment of noisy 
speech [9-10]. The disadvantage of most approaches is the need of relatively long past segments of noisy speech.  
In this paper, an improved multi-band spectral subtraction (I-MBSS) algorithm is proposed to enhance the speech 
degraded in various noise environments. This algorithm uses a novel noise estimation approach to estimate the noise power 
adaptively and continuously from the nearby speech frames without explicit speech pause detection. This approach uses a 
smoothing parameter, which is controlled by a function of a-posteriori SNR. Then, the spectral over-subtraction is used to 
suppress the background noise, by using suitable over-subtraction factors in each band. The proposed algorithm offers more 
noise reduction in such a way that the remnant noise is not annoying to the listener, while minimizing the speech distortion 
introduced during the enhancement process.  
The rest of paper is organized as follows. Section 2 describes the principle of spectral subtraction method for speech 
enhancement [5]. Section 3 presents the spectral over-subtraction (SOS) algorithm [6, 8]. The adaptive noise estimation 
approach is presented in Section 4. In Section 5, an improved multi-band spectral subtraction (I-MBSS) algorithm is 
presented. Section 6 reports the experimental results and performance analysis. The conclusion is drawn in Section 7.  
2. Principle of Spectral Subtraction Method 
Spectral subtraction is one of the most popular and computationally efficient methods for single channel speech 
enhancement. The first comprehensive spectral subtraction method proposed by Steven F. Boll [5], is based on non-
parametric approach which simply uses an estimate of noise spectrum and has widely been used for speech enhancement 
and speech recognition. For implementation of classical speech enhancement method, few assumptions are necessary. 
Firstly, the speech signal is assumed to be stationary; secondly, the speech and noise should be additive and uncorrelated 
wide-sense stationary (WSS) random stochastic processes with zero mean [5] and thirdly, the phase of the noisy speech is 
kept unchanged, since it is assumed that the phase distortion is not perceived by human ear. 
In real-world listening environment, the speech signal may be degraded by acoustic interferences such as additive noise 
[5]. Additive noise is typically the background noise and is uncorrelated with the clean speech. The examples of additive 
noise are white Gaussian noise (WGN), colored noise, babble noise etc. The noisy signal can be modeled as a sum of the 
clean speech and the random noise as [5]  
                     (1) 
where n is the discrete-time index and    is the number of samples in the signal. Here    , and   are the nth 
sample of the discrete-time signal of noisy speech, clean speech, and noise, respectively [5]. Since, the speech signal is non-
stationary and contains transient components, usually the speech signal is divided in small frames to make it stationary or 
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quasi-stationary over the frames and short-time Fourier transform (STFT) is used for further processing. Now representing 
the STFT of the time-windowed signals by  , , and  (1) can be written as [5] 
                       (2) 
where    represents the frequency bin index frame and   is the window (a Hamming or a Henning window). Throughout 
this paper, it is assumed that the signals are windowed, and hence for simplicity, we drop the use of subscript    from 
windowed signals. Therefore, short-time spectral magnitude (STSM) of noisy speech is equal to the sum of STSM of clean 
speech and STSM of noise without the information of phase and can be expressed as 
                      (3) 
where  , ,  and  is the 
phase of the noisy speech [5]. The power spectrum of noisy speech can be obtained (2) as 
                             (4) 
The terms    and     are referred to as the short-time power spectrum of clean speech and random noise 
respectively. The terms   and   cannot be obtained directly and are approximated as,    and 
, where  denotes the expectation operator. As the additive noise is assumed to be zero mean and 
uncorrelated, the term   reduces to zero [6]. Therefore, the estimated speech can be obtained as 
                                                          (5) 
Normally,  is estimated during non-speech activity periods. 
In spectral subtraction method, it is assumed that the clean speech is corrupted by additive white Gaussian noise 
(AWGN) and the spectrum of white noise is flat. Hence, the noise affects the clean speech signal uniformly over the whole 
spectrum. In this method, the subtraction process needs to be done carefully to avoid any speech distortion. The spectra 
obtained after subtraction process may contain some negative values due to estimation of the noise spectrum. To get rid of 
the possibility of the spectrum of estimated speech to be negative due to over-estimation of noise, a half-wave rectification 
(HWR) or full-wave rectification (FWR) is introduced and is set equal to zero. The HWR is often used in spectral 
subtraction method because of its superior noise suppression capability. Thus, complete algorithm is given by 
                                                 (6) 
The enhanced speech is reconstructed by taking the inverse STFT (ISTFT) of the estimated speech spectrum using the phase 
of the noisy speech and can be expressed as 
                         (7) 
On the contrary, a generalized form of spectral subtraction algorithm (5) can be obtained by altering the power exponent 
from  ,  which determines the sharpness of the transition. 
                                          (8) 
where    represents the equation in power spectrum domain and    represents the equation in magnitude spectrum 
domain.   
The major weakness of spectral subtraction method is that the enhanced speech is accompanied by excessive remnant 
musical noise. As a result, the detection of speech pauses is difficult. This is due to the inaccurate estimation of noise in 
each frame. The remnant musical noise refers to the broad-band noise that has the same perceptual characteristics as the 
background noise. This noise is sometimes more disturbing not only for the human ear, but also for speaker recognition 
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systems [10]. Several algorithms have been proposed for the modifications of the spectral subtraction method to combat the 
problem of remnant musical noise artifacts [6-8].  
3. Spectral Over-Subtraction Algorithm 
An improved version of spectral subtraction method was published in [6] to minimize the annoying noise. In this 
technique, the spectral subtraction [5] employs two additional parameters, namely, over-subtraction factor  , and spectral 
floor parameter   [6]. The proposed algorithm [6] was described as 
 
with                                                             (9) 
The function of over-subtraction factor    is to control the amount of noise power spectrum subtracted from the noisy 
speech power spectrum. The introduction of spectral floor    prevents the spectral components of the resultant spectrum to 
fall below a preset minimum level rather than setting to zero. To reduce the speech distortion caused by large value of   , 
its value is adapted from frame-to-frame. The basic idea is take into account that the subtraction process must depends on 
segmental SNR. Thus, the segmental SNR for each frame of the signal can be calculated as 
                (10) 
where    is the number of frames in the signal. The over-subtraction factor for each frame can be calculated as 
                (11)    
 Here  and  is the desired value of  at  
. These values are estimated by experimental trade-off results. The relation between over-subtraction factor and 
SNR is shown in Fig. 1.  
This implementation assumes that the noise affects the speech spectrum uniformly and the performance of this scheme is 
restricted in the usage of fixed value of subtraction parameters, which is difficult for real-world noise. It is not easy to 
reduce noise without decreasing speech intelligibility and distortion, especially for very low SNRs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  The relation between over-subtraction factor and SNR. 
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4. Noise Estimation 
In real-world situation, the noise does not a ect the speech signal uniformly over the whole spectrum. Some frequencies 
are a ected more adversely than others. This kind of noise is referred as non-stationary or colored noise. There  are  several  
approaches to  estimate  the noise  power,  especially  during  speech  activity. The noise power can be estimated using 
minimal-tracking algorithms [9], and time-recursive averaging algorithms [10-11]. In this paper, the noise estimate is 
updated by adaptively smoothing the noisy signal power as a sum of the past noise power and the present noisy signal 
power without an explicit speech pause detection. The smoothing parameter is controlled by a linear function of a-posteriori 
SNR.  
The noise estimation can be updated by using the first order relation as 
            (12) 
where  is the frame index,  is the frequency bin index,  is the noise power spectrum estimation (i.e. average 
noise power spectral density, ), in the  frequency bin of current frame  and    is  
the   short-time power spectrum of noisy speech.   is the time and frequency dependent smoothing parameter whose 
value depends on the noise changing rate. 
 In [12], the smoothing parameter  at frame  is selected as a sigmoid function changing with the estimate of the 
a-posteriori   
                    (13) 
where parameter    in sigmoid function (13)  affects the noise changing rate and has a constant with a value between 1 to 6. 
The parameter    in (13) is the center-offset of the transition curve in sigmoid function and the value of    is around 3 to 5.  
The noise estimate update must be performed only in the absence of speech at the corresponding frequency bin. This can 
be performed by controlling the smoothing factor   depending of the a-posteriori  defined as 
                    (14) 
Here, the denominator part of (14) is the average of the noise estimate of the previous    frames (previous 5 to 10 frames) 
immediately before the frame  , and    is an integer. 
The slope parameter   (13) controls the way in which smoothing parameter   changes with a-posteriori SNR. 
Generally, larger values of    (13) lead to larger values of   and slower noise updates, whereas smaller values of    
(13) give faster noise updates, at the risk of possible over-estimation during long voiced intervals. It results in smoothing 
parameter being closed to 0 when the speech is absent in frame , that is, the estimate of noise power in frame  rapidly 
following the power of the noisy signal in the absence of speech. On the other hand, if speech signal is present, the new 
noisy signal power is much larger than the previous noise estimate. Thus, the value of smoothing parameter increases 
rapidly with increasing SNR. Therefore, the noise updates slower or eventually stops because of the larger value of the 
smoothing parameter. Theoretically, the a-posteriori SNR should always be 1 when noise alone is present and greater than 1 
when both speech and noise are present.  
The main advantage of using the time-varying smoothing factor , is that the noise power will be adapted 
differently and at different rates in the various frequency bins, depending on the estimate of the a-posteriori    in 
that bin. This noise estimation approach gives accurate results at very low SNR and works continuously in the presence of 
speech. 
5. Improved Multi-Band Spectral Subtraction Algorithm 
In real-world situation, the noise a ects the speech signal non-uniformly. To take the fact that real-world noise affects 
the speech spectrum differently at various frequencies, a multi-band uniformly spaced frequency approach was presented in 
[7]. In this scheme, the noisy speech spectrum is divided into non-overlapping bands, and spectral over-
subtraction is executed separately, in each band. The proposed algorithm re-adjusts the over-subtraction factor in each band. 
Therefore, the estimate of the clean speech spectrum in the    uniformly spaced frequency band is obtained by 
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where                         (15) 
Here   and    are the beginning and ending frequency bins of the   uniformly spaced frequency band,   is the band 
specific over-subtraction factor, which is the function of the segmental SNR. The segmental SNR of the   uniformly 
spaced frequency band can be computed as  
                                                                                                      (16) 
where   is estimated in each band using (12). The band specific over-subtraction can be calculated using Fig. 1 as 
                (17)  
Here .  
The   (15) is an additional band subtraction factor that provides an additional degree of control over the noise 
subtraction level within each band. The values for   are empirically determined and are set to 
                    (18) 
where    is  the ending (upper) frequency of    frequency band  and    is the sampling frequency. The motivation for 
using smaller  , values for the low frequency bands is to minimize speech distortion, since most of the speech energy is 
present in the lower frequencies. Both factors,   and   can be adjusted for each band for different speech conditions to 
get better speech quality. Hence, the estimate of the clean speech spectrum in the    band can be obtained by (15). 
Negative values resulting from the subtraction in (15) are floored to the noisy spectrum by setting the maximum attenuation 
threshold    to 0.03. The block diagram of the complete I-MBSS algorithm is shown in Fig. 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.  Block diagram of improved multi-band spectral subtraction algorithm. 
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6. Experimental Results 
To evaluate and compare the performance of the proposed improved multi-band spectral subtraction algorithm, I-MBSS, 
simulations are carried out in MATLAB environment. For simulations, the degraded speech samples have been taken from 
NOIZEUS speech corpus [13]. The NOIZEUS is a publicly available database often used for benchmark experiments. 
NOIZEUS is composed of 30 phonetically balanced sentences belonging to six speakers (three males and three females) in 
English language. The corpus is sampled at 8 kHz, quantized linearly using 16 bits resolution and filtered to simulate 
receiving frequency characteristics of telephone handsets. Noise signals have different time-frequency distributions, and 
therefore a different impact on speech. NOIZEUS comes with seven types of non-stationary noises at different levels of 
SNRs. In our evaluation, we have used the car, babble, restaurant, and train noises at global SNR of 0 dB to 15 dB in steps 
of 5 dB. The performance of the proposed speech enhancement algorithm is tested on such noisy speech samples.  
In our experiments, the noise samples used are of zero-mean and the energy of the noisy speech samples are normalized 
to unity. The frame size is chosen to be 256 samples (32 ms  a time frame), with 50% overlapping. The sinusoidal 
Hamming window with size 256 samples is applied on each frame before it is enhanced individually. The windowed speech 
frame is then analyzed using the fast Fourier transform (FFT). We employ FFT length of 256 samples. The noise estimate is 
updated during the silence frames by using averaging (13). For calculation of smoothing parameter, the value of    and    
is chosen to be 4 and 5, respectively, in sigmoid function (13). The four uniformly spaced frequency bands are {60 Hz  1 
kHz (Band 1), 1 kHz  2 kHz (Band 2), 2 kHz  3 kHz (Band 3), 3 kHz  4 kHz (Band 4)}. The final enhanced speech is 
reconstructed from the enhanced frames using the weighted overlap and adds (OLA) technique.  
The objective quality measures used for the evaluation of the proposed speech enhancement algorithm are the segmental 
SNR (Seg.SNR), and the perceptual evaluation of speech quality (PESQ) measures. It is well known that the Seg.SNR is 
more accurate in indicating the speech distortion than the overall SNR. The higher value of the Seg.SNR indicates the 
weaker speech distortions [14]. The input Seg.SNR vs. output Seg.SNR of proposed speech enhancement algorithm (I-
MBSS) for car, babble, restaurant, and train noises has been shown in Fig. 3. The amount of noise reduction is usually 
measured with the Seg.SNR improvement which is given by the difference between input Seg.SNR and output Seg.SNR. 
The Seg.SNR improvements for I-MBSS over MBSS algorithm is presented in Fig. 4. The PESQ measures prove to be 
highly correlated with the subjective listening tests [15]. The higher PESQ score indicates better perceived quality of the 
processed signal. 
In order to analyze the time-frequency distribution of the enhanced speech, speech spectrograms are presented to give 
accurate information about remnant noise and speech distortion. Fig. 5 presents the comparison of speech spectrograms for 
speech enhanced by MBSS and I-MBSS algorithm with PESQ scores.  
The simulation results and informal listening tests indicate that the I-MBSS delivers good speech quality with very little 
trace of remnant noise and with minimal, if any, speech distortion. The remnant noise, if any, is of perceptually white 
quality and the overall distortion remains acceptable, as the over-subtraction factor is adaptively adjusted in each band. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Seg.SNR of I-MBSS for car, babble, restaurant, and train noises. 
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Fig. 4. Seg.SNR improvement of I-MBSS over MBSS for car, babble, restaurant, and train noises.
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Fig. 5. Speech spectrograms (From top to bottom): (top) clean speech: sp 6.wav utterance, "Men strive but seldom get rich," by a male speaker from the
NOIZEUS corpus; (left side) speech degraded by car noise, babble noise, restaurant noise, and train noise, respectively (at 10 dB SNR); (right side)
corresponding enhanced speech with PESQ scores (PESQcar = 2.274) (PESQBabble = 2.508) (PESQRestaurant = 2.351) (PESQTrain = 2.344).
7. Conclusion
In this paper, an improved multi-band spectral subtraction algorithm (I-MBSS) is presented for enhancement of speech in 
various noise environments. The I-MBSS algorithm uses an adaptive noise estimation approach to rapidly track non-
stationary noise in the presence of speech without the need of explicit speech pause detection. This noise estimation is based 
on adaptive smoothing of the noisy signal power, with the smoothing parameter controlled by the estimated a-posteriori
SNR and produces accurate results even at very low SNRs. Simulations with different type of noises and spectrograms with
informal subjective listening tests show that the I-MBSS algorithm reduces the remnant noise tones efficiently that appear in
case of multi-band spectral subtraction algorithm, and improves the overall quality of degraded speech at low SNRs.
Moreover, the I- -
subtraction factor for each band.
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