Jackson in 1908 introduced the most well-known and used quantum difference operator D q f (t) = (f (qt)−f (t))/(qt−t) for a fixed 0 < q < 1. Aldwoah in 2009 [3], introduced the power quantum n, q-difference operator D n,q f (t) = (f (qt n ) − f (t))/(qt n − t), where n is an odd natural number and q ∈ (0, 1) are fixed. D n,q yields Jackson q-difference operator, when n = 1. In this paper, we define the n, q-exponential and n, q-trigonometric (hyperbolic) functions and we establish some of their properties. We prove that they are solutions of power quantum difference equations of first and second order respectively.
Introduction
The power quantum difference operator is defined by
where n is a fixed odd positive integer and 0 < q < 1 is fixed number which was introduced by Aldwoah in his PhD thesis [3] . See also [1, 2] . Here f is supposed to be defined on a set A ⊆ R for which qt n ∈ A whenever t ∈ A. This operator unifies and generalizes two difference operators. The first is the most well-known and used Jackson q−difference operator defined by D q f (t) = f (qt) − f (t) t(q − 1) , see [4, 5, 6, 7, 8] . The second operator is the n-power difference operator
see [3] . In [2] , Aldwoah et al. gave a rigorous analysis of the calculus associated with D n,q . They stated and proved some basic properties of such a calculus. For instance, they defined the inverse of D n,q which contains the right inverse of D q and the right inverse of D n . Then, they proved a fundamental lemma of the power quantum variational calculus. We organize this paper as follows. Section 2 gives an introduction to power quantum difference calculus. In Section 3, we define power quantum exponential and trigonometric (hyperbolic) functions and give some of their properties. We prove that they are solutions of power quantum difference equations of first and second order, respectively.
Preliminaries
We assume that I is the interval (−θ, θ) and X is a Banach space, endowed with a norm · , where θ = ∞ for n = 1 and θ = q 1 1−n for n > 1. An essential function which plays an important role in this calculus is h(t) := qt n . The set of fixed points of h(t) is {0} when n = 1 and is {−θ, 0, θ} for n > 1. We study this function on the interval I. One can see that the k−th order iteration of h(t) is given by
where, for α ∈ C, [k] α is defined by
The sequence {h k (t)} ∞ k=0 is uniformly convergent to 0 on I as we will show in Lemma 2.2, see Figure 1 .
The iteration of h(t) = qt n , t ∈ I for fixed n > 1 and 0 < q < 1.
provided that g(t)g(h(t)) = 0.
We notice that (ii) and (iv) are true even if f : I → X. Also, (i) is true if f, g : I → X. Lemma 2.2. Let h(t) be the function defined above. Then, the sequence of iteration functions {h k (t)} k∈N 0 converges uniformly to 0 on every interval J = [a, b] ⊆ I containing 0. 
is uniformly convergent to |t| on every interval J = [a, b] ⊆ I containing 0.
Proof. We apply Dini's theorem to The proof of the following lemma is a result of continuity and will be omitted.
Lemma 2.4. Assume that f : I → X is continuous at 0. Then, the sequence {f (h k (t))} k∈N 0 converges uniformly to f (0) on every compact interval J ⊆ I containing 0.
We need the following theorem to guarantee the convergence of the series in the following definition of n, q-integral.
Theorem 2.5. If the function f : I → X is continuous at 0, then the series
is uniformly convergent on every compact interval J ⊆ I containing 0.
Proof. Let J ⊆ I be a compact interval containing 0. By Lemma 2.4, there
Consider the sequences
By Corollary 2.3, C m (t) is uniformly convergent to |t|(1 + f (0) ) on J. By Cauchy criterion, given > 0, there exists m 0 ∈ N such that
This implies that
Definition 2.6. Let f : R → R. The second n, q-derivative is defined by
provided that the series converges at x = a and x = b.
If f is continuous at 0, then the series (2.1) is convergent by Theorem 2.5.
The following results were mentioned in [2] .
Theorem 2.9. Assume that f : I → R be continuous at 0. Define
Then, F is continuous at 0. Furthermore, D n,q F (x) exists for every x ∈ I and
Conversely,
Lemma 2.8 and Theorem 2.9 are also true if f is a function with values in X with replacing the norm · instead of the modulus | · |.
3 n, q-Exponential, Trigonometric and Hyperbolic Functions Definition 3.1. let f be a complex valued continuous function at 0, we define the n, q-exponential functions e n,q (f ; t) and E n,q (f ; t) by e n,q (f ; t) = 1
, t ∈ I, (3.1)
It is worth while that the infinite products in (3.1) and (3.2) are convergent since the series in Definition 2.7 is convergent. Theorem 3.2. The n, q-exponential functions e n,q (f ; t) and E n,q (f ; t) are the unique solutions of the first order initial value problems
respectively.
Proof. First, we can see that e n,q (f ; 0) = E n,q (f ; 0) = 1. For t ∈ I, we have D n,q e n,q (f ; t) = e n,q (f ; qt n ) − e n,q (f ; t) qt n − t
Now, we show that E n,q (f ; t) is a solution of (3.4). By using the definition of E n,q (f ; t), we have D n,q E n,q (f ; t) = D n,q 1 e n,q (−f ; t) = −D n,q e n,q (−f ; t) e n,q (−f ; t) e n,q (−f ; qt n ) = f (t) e n,q (−f ; t) e n,q (−f ; t) e n,q (−f ; qt n ) = f (t) 1 e n,q (−f ; qt n ) = f (t) E n,q (f ; qt n ).
Finally, to prove that e n,q (f ; t) and E n,q (f ; t) are unique, assume that u is a solution of the initial value problem (3.3). Since e n,q (f ; t) = 0 for all t ∈ I, we have D n,q u(t) e n,q (f ; t) = e n,q (f ; t)D n,q u(t) − u(t) D n,q e n,q (f ; t) e n,q (f ; t) e n,q (f ; qt n ) = f (t) e n,q (f ; t) u(t) − f (t) u(t) e n,q (f ; t) e n,q (f ; t) e n,q (f ; qt n ) = 0, which implies that u(t) e n,q (f ; t) is a constant function. Thus, u(t) e n,q (f ; t) = u(0) e n,q (f ; 0) = 1, that is u(t) = e n,q (f ; t) for t ∈ I. The same for E n,q (f ; t).
Corollary 3.3. let f be a complex valued continuous function at 0. Then
Corollary 3.4. For a fixed z ∈ C, the parametric n, q-exponential functions e n,q (z ; t) and E n,q (z ; t) are the unique solutions of the first order initial value problems D n,q y(t) = z y(t), y(0) = 1,
Definition 3.5. We define the n, q-trigonometric functions sin n,q (f ; t) and cos n,q (f ; t) by sin n,q (f ; t) = e n,q (if ; t) − e n,q (−if ; t) 2i , t ∈ I, (3.5) cos n,q (f ; t) = e n,q (if ; t) + e n,q (−if ; t) 2 , t ∈ I, (3.6) and we define the functions Sin n,q (z; t) and Cos n,q (z; t) by
As an immediate consequence of last definition, we obtain the following formulas:
(i) cos n,q (f ; t) + i sin n,q (f ; t) = e n,q (if ; t).
(ii) sin 2 n,q (f ; t) + cos 2 n,q (f ; t) = e n,q (if ; t) e n,q (−if ; t).
(iii) Cos n,q (f ; t) + i Sin n,q (f ; t) = E n,q (if ; t).
(iv) Sin 2 n,q (f ; t) + Cos 2 n,q (f ; t) = E n,q (if ; t) E n,q (−if ; t).
(v) sin n,q (f ; t) Sin n,q (f ; t) + cos n,q (f ; t) Cos n,q (f ; t) = 1.
(vi) sin n,q (f ; t) Cos n,q (f ; t) − cos n,q (f ; t) Sin n,q (f ; t) = 0. Theorem 3.6. For all t ∈ I, we have (i) D n,q sin n,q (f ; t) = f (t) cos n,q (f ; t).
(ii) D n,q cos n,q (f ; t) = −f (t) sin n,q (f ; t).
Proof. Using Theorem 3.2,
Similarly,
(ii) D n,q cos n,q (f ; t) = 1 2 D n,q e n,q (if ; t) + e n,q (−if ; t)
Theorem 3.7. The functions sin n,q (f ; t), cos n,q (f ; t), Sin n,q (f ; t) and Cos n,q (f ; t) are solutions of the initial value problems
Proof. First, we can see that sin n,q (f ; 0) = Sin n,q (f ; 0) = 0, cos n,q (f ; 0) = Cos n,q (f ; 0) = 1.
By Theorem 3.6, we get
Now, (i) By definition 2.6, we have
(ii) Similarly,
(iv) One can see that
Corollary 3.8. For a fixed z ∈ C, the functions sin n,q (z; t), cos n,q (z; t), Sin n,q (z; t) and Cos n,q (z; t) are solutions of the initial value problems
In the following, we define the n, q-hyperbolic functions Definition 3.9. We define the n, q-hyperbolic functions sinh n,q (f ; t) and cosh n,q (f ; t) by sinh n,q (f ; t) = e n,q (f ; t) − e n,q (−f ; t) 2 , t ∈ I, (3.13) cosh n,q (f ; t) = e n,q (f ; t) + e n,q (−f ; t) 2 , t ∈ I, (3.14)
and we define the functions Sinh n,q (f ; t) and Cosh n,q (f ; t) by
Cosh n,q (f ; t) = E n,q (f ; t) + E n,q (−f ; t) 2 , t ∈ I. (3.16)
By direct calculations, we obtain the following formulas:
(i) cosh n,q (f ; t) + sinh n,q (f ; t) = e n,q (f ; t).
(ii) cosh n,q (f ; t) − sinh n,q (f ; t) = e n,q (−f ; t).
(iii) cosh 2 n,q (f ; t) − sinh 2 n,q (f ; t) = e n,q (f ; t) e n,q (−f ; t).
(iv) Cosh n,q (f ; t) + Sinh n,q (f ; t) = E n,q (f ; t).
(v) Cosh n,q (f ; t) − Sinh n,q (f ; t) = E n,q (−f ; t).
(vi) Cosh 2 n,q (f ; t) − Sinh 2 n,q (f ; t) = E n,q (f ; t) E n,q (−f ; t).
Special case, when t = 0, (iii) and (vi) are equal to 1. The proof of the following theorem is similar to the proof of Theorem 3.6 and will be omitted.
Theorem 3.10. For t ∈ I, we have (i) D n,q sinh n,q (f ; t) = f (t) cosh n,q (f ; t),
(ii) D n,q cosh n,q (f ; t) = f (t) sinh n,q (f ; t), (iii) D n,q Sinh n,q (f ; t) = f (t) Cosh n,q (f ; qt n ), (iv) D n,q Cosh n,q (f ; t) = f (t) Sinh n,q (f ; qt n ).
Theorem 3.11. The functions sinh n,q (f ; t), cosh n,q (f ; t), Sinh n,q (f ; t) and Cosh n,q (f ; t) are solutions of the initial value problems
n,q y(t) = f (t) 2 y(t) + D n,q f (t) cosh n,q (f ; qt n ),
n,q y(t) = f (t) 2 y(t) + D n,q f (t) sinh n,q (f ; qt n ),
n,q y(t) = qt n−1 [n] qt n−1 f (t) 2 y(q [2] n t n 2 ) + D n,q f (t) Cosh n,q (f ; q [2] n t n 2 ),
n,q y(t) = qt n−1 [n] qt n−1 f (t) 2 y(q [2] n t n 2 ) + D n,q f (t) Sinh n,q (f ; q [2] n t n 2 ), y(0) = 1, D n,q y(0) = 0, respectively.
