The purpose of this paper is the construction of invariant regions in which we establish the global existence of solutions for reaction-diffusion systems (three equations) with a tridiagonal matrix of diffusion coefficients and with nonhomogeneous boundary conditions after the work of Kouachi (2004) on the system of reaction diffusion with a full 2-square matrix. Our techniques are based on invariant regions and Lyapunov functional methods. The nonlinear reaction term has been supposed to be of polynomial growth.
Introduction
We consider the reaction-diffusion system ∂u ∂t − aΔu − bΔv = f (u,v,w) in R + × Ω, (1.1) is positive definite; that is, the eigenvalues λ 1 , λ 2 , and λ 3 (λ 1 < λ 2 < λ 3 ) of its transposed are positive.
The initial data are assumed to be in the following region: 
where
One will treat the first case, the others will be discussed in the last section.
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for all v,w ≥ 0. And for positive constants
for all u, v, w in Σ, where C 1 is a positive constant.
In the trivial case where b = c = 0, nonnegative solutions exist globally in time. This class of systems motivated us to construct this type of functionals considered in this paper in the aim to prove global existence of solutions.
Existence
In this section, we prove that if ( f ,g,h) points into Σ on ∂Σ, then Σ is an invariant region for problem (1.1)-(1.5), that is, the solution remains in Σ for any intial data in Σ. Once the invariant regions are constructed, both problems of the local and global existensce become easier to be established.
Local existence. The usual norms in spaces
, and C(Ω) are denoted, respectively, by
For any initial data in C(Ω) or L p (Ω), p ∈ (1,+∞) local existence and uniqueness of solutions to the initial value problem (1.1)-(1.5) follow from the basic existence theory for abstract semilinear differential equations (see Friedman [1] , Henry [2] , and Pazy [3] Adding the first result to the third one and subtracting the second result, we get (2.2). Subtracting the first result from the third one, we get (2.3). Adding the first, the second, and the third results to each other, we get (2.4):
with the boundary conditions 5) and the initial data
First, let us notice that the condition of the parabolicity of the system (1.1)-(1.3) implies the one of the (2.2)-(2.4) system; since
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is invariant for system (2.2)-(2.4). Since, from (1.12)-(1.14), we have that F(0,V ,W)≥0 suffices to be f ( 
Then system (1.1)-(1.3), with boundary conditions (1.4) and initial data in Σ, is equivalent to system (2.2)-(2.4) with boundary conditions (2.5) and positive initial data (2.6). As it has been mentioned at the beginning of this section and since ρ 1 , ρ 2 , and ρ 3 are positive, for any initial data in C(Ω) and L p (Ω), p ∈ (1,+∞). (The local existence and uniquness of the solutions to the initial value problem (2.2)-(2.6) gives us directly those of (1.1)-(1.5).)
Once invariant regions are constructed, one can apply Lyapunov technique and establish global existence of unique solutions for (1.1)-(1.5).
Global existence.
As the determinant of the linear algebraic system (2.7) with regard to variables u,v, and w, is different from zero, then to prove global existence of solutions of problem (1.1)-(1.5), one needs to prove it for problem (2.2)-(2.6). To this subject; it is well-known that (see Henry [2] ) it sufficies to derive anuniform estimate of Let us define, for any positive integer n, the two finite sequences
The main result of the paper is as follows. Proofs. For the proof of Theorem 2.2, we need some preparatory lemmas.
Lemma 2.5. Let H n be the homogeneous polynomial defined by (2.15). Then
∂ U H n = n n−1 p=0 p q=0 C p n−1 C q p θ (q+1) σ (p+1) U q V p−q W (n−1)−p , ∂ V H n = n n−1 p=0 p q=0 C p n−1 C q p θ q σ (p+1) U q V p−q W (n−1)−p , ∂ W H n = n n−1 p=0 p q=0 C p n−1 C q p θ q σ p U q V p−q W (n−1)−p .
(2.16)
Proof of Lemma 2.5. See Kouachi [6] .
Lemma 2.6. The second partial derivatives of H n are given by
Proof of Lemma 2.6. See Kouachi [6] .
Proof of Theorem 2.2. Differentiating L with respect to t yields
(2.18) Using Green's formula and applying Lemma 2.5, we get I = I 1 + I 2 , where
We prove that there exists a positive constant C 2 independent of t ∈ [0,T max [ such that
and that
for several boundary conditions. 8 Journal of Applied Mathematics (i) If 0 < λ < 1, using the boundary conditions (1.4), we get 
for q = 0,..., p, and p = 0,...,n − 2. Using (2.11), we get
for q = 0,..., p and p = 0,...,n − 2. Using (2.12), we get Δ 3 > 0 (see Kouachi [6] ). Substituting the expressions of the partial derivatives given by Lemma 2.5 in the second integralyields
Using the expressions (2.8), we obtain
(2.27)
And so, we get the following inequality:
using condition (1.15) and relation (2.7) successively, we get
Following the same reasoning as in Kouachi [6] , a straightforward calculation shows that
which for Z = L 1/n can be written as Proof of corollary. The proof of this corollary is an immediate consequence of Theorem 2.2 and the inequality 
Final remarks
The second, the third, and the fourth cases are to be studied in the same way as we have done with the first case.
The 
with the same boundary conditions (1.4) and initial data (1.5).
In this case, the diffusion matrix of the system becomes
Then all the previous results remain valid in the region
And system (2.2)-(2.4) becomes with the same boundary conditions (1.4) and initial data (1.5).
