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Abstract
With airports becoming busier and often struggling with insufficient capacity, the
efficiency of the airports resource utilisation becomes more and more important all over
the world. The efficiency may be improved by integration of the airport operations which
historically were handled in separation. More effective resource utilisation would not only
smooth the airport operation but also should have a positive environmental impact. The
gate allocation problem is one of the important airport operations, which is often solved
without considering the links with other airport operations. Modelling and analysis of new
constraints which allow the ground movement information to be taken into consideration
in the allocation planning in advance as well as design of appropriate solution methods are
discussed. It is observed that when the additional information from the ground movement
is incorporated in the allocation planning process the number of expected routing conflicts,
both around gates and on taxiways, drops. This should results in a smoother airport
operation during the day of operation. Data from Manchester Airport is used in this thesis
to build the model, as well as to test and to validate the solution methods.
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1.1 General Motivation and Aims of the Project
The thesis was realised as a part of the “Integrating and automating airport operations”
project. The project was supported by the Engineering and Physical Sciences Research
Council (EPSRC) as well as by Manchester (MAN) and Zurich (ZRH) airports and involved
students and researchers from four UK Universities: Nottingham, Lincoln, Stirling and
Loughborough. There are several aspects of airport operations that were addressed in the
project: the gate allocation problem, the arrival and departure sequencing problems, the
ground movement problem, the baggage handling problem and the user interface issues
associated with any decision support system.
The aspects of the gate allocation, the arrival and departure sequencing, the
ground movement, the baggage handling are currently managed in separation from each
other, which influences the effectiveness of overall airport operations. There is a place for
improvement which can reduce airport congestion, delays and produced pollution. This
improvement can positively affect finances of airports.
The general aim of the project is to bring the airport operations closer to each
other. Integration of these aspects would not only improve the smoothness and effectiveness
of the operations but would also have a positive environmental impact. Nowadays the
environmental aspects play a very important role due to the constant increases in air traffic
and the associated pollution.
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1.2 Motivation and Aims of the Thesis
The motivation and aims of my part of the project are directly related to the general
project assumptions. I look at the gate allocation problem (GAP) and the links between
it and other airport operations and try to use them in the GAP model to improve the
gate allocation planning process. The new allocation model includes more aspects and
should therefore suggest solutions which are better for the overall airport operation. The
links with the ground movement problem, which seem to have the strongest impact on the
overall operation, are identified and the allocation planning is modified so that the ground
movement becomes smoother during the day of operation. New constraints and a framework
which enables cooperation of the ground movement system and the gate allocation system
are designed. Additionally a decomposition method which utilises the receding horizon
(RH) approach is suggested as an alternative, faster way of solving the problem.
1.3 Contributions of the Thesis
The crucial contributions of the thesis can be briefly summarised as flows:
• Chapter 4
– A basic model of the GAP which includes a new approach to maximisation of
the time gaps between allocations is presented.
– The model sensitivity against the preferred time gap parameter settings is tested.
– The RH approach is applied for the first time to decompose the GAP.
• Chapter 5
– The method of detection of conflicts which may occur around the gate which
uses groups of gates is presented.
– A new constraint which resolves the conflicts around the gate is added to the
model of the GAP.
• Chapter 6
– A new dynamic implementation of the RH approach is proposed.
– The performance of the static and the dynamic version of the Receding Horizon
applied for the GAP is compared.
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– Best parameters settings of the RH method are proposed.
• Chapter 7
– A framework which allows to integrate a ground movement model and a GAP
model is described.
– A seeding process which speeds the up the integration process is presented.
– A new constraint which incorporates the feedback information from the ground
movement in the GAP model is discussed.
1.4 Publications and Talks
The material presented in this thesis was used to prepare the following publications, the
work was additionally presented at several conferences and meetings:
• “Integration Aspects of the Gate Allocation Problem”, 3rd Student Conference on
Operational Research (SCOR 2012), Nottingham, UK, 21.04.2012, talk
• “Receding Horizon Approach to the Gate Allocation Problem, Preliminary Study”,
OR54 Annual Conference, Edinburgh, UK, 06.09.2012, talk
• “Airport Gate Assignment: a Versatile Model of the Problem”, SANDPIT: Integrating
and Automating Airport Operations Project Meeting, Windsor, UK, 29.07.2013, talk
• “Airport Gate Assignment Considering Ground Movement”, 4th International Con-
ference on Computational Logistics (ICCL’13), Copenhagen, Denmark, 26.09.2013,
talk
• Urszula M. Neuman, Jason A. D. Atkin Airport,“Gate Assignment Considering Ground
Movement”, in proceedings of the 4th International Conference on Computational Lo-
gistics (ICCL 2013), Copenhagen, Denmark, 25-27.09.2013, paper
• “Receding Horizon Approach to the Gate Allocation Problem, Advanced Study”,
LANCS Air Transportation Workshop, Nottingham, UK, 21.01.2014, talk
• Urszula M. Neuman, Jason A. D. Atkin Airport, Rong Qu “Analysis of Receding Hori-
zon Approach to the Gate Allocation Problem with Gate Groups”, paper submitted
to Computers & Operation Research Journal, submitted
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1.5 Structure of the Thesis
The thesis consists of eight chapters in total. The relevant literature is first presented in
Chapter 2. The problem description and the real world datasets which were used in the
experiments are discussed in Chapter 3. Chapter 4 focuses on the basic formulation of the
GAP model and presents the preliminary study on the Receding Horizon application. An
advanced model of the GAP, which includes a new constraint which aims to resolve conflicts
at the gates is presented in Chapter 5. In depth analysis of the Receding Horizon approach
to the GAP is discussed in Chapter 6. The semi-integrated model of the GAP and the
ground movement, which utilises the feedback loop framework is introduced in Chapter 7.
The final conclusion is provided in Chapter 8.
5Chapter 2
Review of the Previous Approaches and Models
2.1 Introduction
There are five different literature areas upon which the presented thesis is based: models
of the gate allocation problem (GAP), solution methods applied for the GAP, the receding
horizon (RH) decomposition method, airport ground movement problem and simulation
optimisation.
Section 2.2 is dedicated to mathematical models for GAP and provides an overview
of the existing models in the literature. Section 2.3 focuses on the alternative modelling
methods used for the GAP. The integration aspects of the GAP which were so far discussed
in the literature are summarised in Section 2.4. This is an important context of this research
since one of the research aims is to create an accurate model which includes integration
aspects of the GAP. The created model can be solved using various methods. Some of the
solution methods which have been proposed in the literature are discussed in Section 2.5.
A new solution method which uses the RH approach is proposed in this thesis.
The RH approach decomposes a large problem into smaller sub-problems which are easier
to solve. The solution of the large problem is created based upon the solutions obtained for
the sub-problems. It has been previously applied in many areas but not to decompose the
GAP. Section 2.6 introduces the approach and discusses some of its previous applications.
New integration aspects of the GAP model which are discussed in this thesis are
related to the airport ground movement problem. New constraints are created based upon
airport layout and feedback information from the ground movement system. Section 2.7
gives therefore a short overview of the existing ground movement algorithms.
The final part of the thesis describes a framework which allows a cooperation
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Figure 2.1: An aircraft taxiing towards gates at Zurich Airport.
of the gate allocation algorithm with a routing algorithm. The framework works similar
to simulation optimisation systems and hence Section 2.8 gives a brief overview of the
simulation optimisation methods.
2.2 Mathematical Programming Models of GAP
A gate has been defined by Hamzawi [43] as follows: “...a gate position refers to the area
of the terminal apron designated for the parking of an aircraft in order to load and unload
passengers and to perform aircraft ground services such as refuelling, baggage handling,
cleaning, servicing, etc.” in one of the first papers on the problem. Figure 2.1 shows an
example scene from an airport. Two aircraft are visible in the figure, the aircraft in the
foreground has just arrived and is now taxiing towards the assigned gate. A second aircraft,
visible in the background, is already on its gate. The gate allocation problem can be
understood as a process of finding appropriate places to park aircraft at an airport. This is
an optimisation problem and in order to solve it a good model is needed in the first place.
The mathematical models which have been proposed in the literature are briefly discussed
2. review of the previous approaches and models 7
in the following section.
2.2.1 Mathematical Programming
The mathematical programming model [9, 10, 83] involves a set of mathematical relations
that correspond to relations existing in a real problem. The relations are defined as a set
of constraints and an objective function that is optimized. Several sorts of mathematical
programming models are described in the literature. If all relations defined in the model
are linear then we deal with the linear programming model. Alternatively the non-linear
programming model can be used (e.g. the quadratic model that has a quadratic objective
function). The objective function and the constraint operate on variables. Example for-
mulation 2.1 is a mathematical programming model which aims to optimise the objective
function z.
maximise: z = x1 + x2




The input variables x1 and x2 are constrained by two constraints: x1 must exceed x2 by
4, and x2 must be greater than or equal to 3. The maximum sum of x1 and x2 subject
to the two constraints is the optimal solution of the model. Accordingly to the type of
variables used in the model there exist integer programming (IP) modes which use integer
variables, or mixed integer programming (MIP) models which use both continuous and
integer variables. The various sorts of mathematical programming models correlate with
the variety of problems that can be modelled using mathematical programming. The GAP
is one of them.
2.2.2 Constraints and Objectives
All search methodologies operate in a search space. In order to create the search space a
model of the real problem is usually constructed. The model mirrors the features of the real
problem that may influence the solution. Most of the real world problems are to some degree
uncertain, there are however modelling methods which allow to incorporate the uncertainty
in a model in order to achieve accurate solutions. The amount of aspects of a problem
(certain or uncertain) which is modelled translates to the size of the search space, more
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complex models are the source of bigger and potentially more complicated search spaces.
So, creation of an appropriate model (enough detail but not too complicated) is one of the
hardest tasks when solving optimization problems.
The model construction is correlated with the methodology that has been chosen
to solve the problem. There are approaches like mathematical programming or constraint
programming [33] where model description is general and separable from the solving process.
Separation of the model description process from the solving process enables using the same
model description for more than one solver.
Mathematical programming is the most common modelling approach used for the
GAP. It is also used in this thesis to model the problem and hence the overview of models
starts with mathematical programming models. The following constraints and objectives
have been discussed in the relevant literature.
Constraints
There are two core constraints which have to be included in every model of GAP:
• No two flights should be allocated to the same gate at the same time
• A flight should be allocate to at most one gate
Other constraints can be included in the model. The decision about adding them
depends mostly upon the specific airport preferences and the aspects of the problem the
designers focus on. The list below includes constraints discussed in the literature, some of
them are included in the models used in this thesis which are described in Chapter 4 and
Chapter 5.
• The time gap constraint, which introduces a variable for each pair of flights which
follow each other on the same gate. The variable is used in the objective function to
maximize the time gaps between allocations. Maximisation of the time gaps between
allocations is an important aspect of the problem as it allows small delays on gates to
be absorbed. More robust solutions are obtained when the constraint is included in
the model. This constraint has been discussed in [7, 69] and is included in the model
presented in Chapter 5.
• Fixed minimum buffer time between two allocations [55, 57, 69], which is also included
in the model from Chapter 5. It should be added to the model as it gives the departing
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aircraft time to clear the gate. Fixed minimum buffer times are usually used in real
world planning.
• Push back constraints concern allocations which may lead to push back conflicts in the
area around the gates. In [57] a fixed buffer time is introduced which provides enough
time for flights to push back from gates. This is similar to the idea of fixed minimum
buffer times between allocations but is introduced only between the allocations which
may lead to push back conflicts. The constraint is not used in the model presented in
Chapter 5 as the fixed minimum buffer times are.
• The shadowing constraint concerns gates which cannot be used simultaneously [26,
57, 69, 70], for example usage of one gate may block usage of another. The shadow
constraints often occur in real world problems. They are included in the model from
Chapter 5 as they exist in the instances which are solved in the experiments.
• Constraints which introduce various features of gates, for example sizes [21, 22, 26,
27, 69]. This is an important constraint which usually occurs in the real world. It is
included in the advanced model used in this research (see Chapter 5).
• The towing constraint which concerns flights which are staying long at an airport and
are towed away from the stands. It is often modelled by splitting the flights into three
(or two) parts: arrival, departure and parking activity (or just arrival and departure).
It has been discussed in [21, 22, 26, 27, 57, 69]. The towing procedure is not included
in the model presented in Chapter 5 as relatively few tows occurred at the airport the
model was designed for.
• The passenger walking distance constraint, which introduces a variable for each pair
of allocations. The variable becomes one if the two allocations appear and is weighted
and minimised in the objective function. This constraint was very popular among
early stage researchers [16, 23, 42, 84, 63], when the walking distance seemed to be a
crucial aspect of the problem. It is a bit less important nowadays when passengers are
welcome to stay in the commercial areas of the airport as long as possible and pass it
more often, as it improves the sale rates of the airports. This constraint is therefore
neglected in the model from Chapter 5.
• The time window constraint, which defines the time duration during which an aircraft
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may stay at an airport [63]. The time window is longer than the time an aircraft
actually stays at an airport and provides a margin for possible allocation delays. The
sum of delays is minimised in the objective function. This idea is similar to the time
gap constraint as it aims to absorb the delays on gate. It assumes however that the
aircraft leave the airport after the time window is ended which may not always be the
case. The time gap constraint rather than the time window constraint was therefore
used in the thesis.
• The preceding constraint indicates that a flight can have at most one following flight
at the same gate [63, 84]. This is a very interesting idea, which simplifies the model
formulation. It is not included in the model presented in Chapter 5, but may be an
interesting future work direction.
Objectives & Objective Function
Several objectives are often used in the GAP models and the objective function is usually
a weighted sum of them. Weights are set by the model designers to find a solution that
reflex the user preferences. There are also papers which provide a comparison of results
obtained for various weights in the objective function [85] or investigate the Pareto front of
a multi objective formulation of the problem [30]. A list of objectives found in the literature
is presented below, several of them are used in the model presented in Chapter 5.
• Minimisation of the absolute deviation from the originally planned schedule [16, 26,
28, 30, 70]. In [28] it is suggested that there may be more than one planned schedule
for a flight, for example a flight used to use one gate but lately it started to use an-
other one. It makes the objective similar to the maximisation of airline preferences
objective which is discussed in [69] where it has been observed which gate has been
used in the past by which airlines and how frequently. Based upon this the alloca-
tions which match the observed preferences are prised in the objective function. The
model presented in Chapter 5 includes airline preferences in the objective function
implemented like in [69].
• Maximisation of the flight to gate preferences [26, 27, 28, 30, 52, 69, 70], for example
the size preferences are taken into account, sizes of gates should match sizes of flights
as it results in more robust schedules. This objective is included in the advanced
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model presented in Chapter 5, it is an important objective which often occurs in the
real world.
• Maximisation of the idle times (the time gaps between allocations) on gates [7, 21, 22,
27, 28, 69]. In [7, 25] the variance of idle times at the gates is minimised while in [21, 22]
a weighted sum of the gap durations is maximised. Although the implementations are
slightly different the aim and the final effect is similar. The weighted sum of the time
gaps is also used in [69] where only the gaps which are smaller than a preferred value
are considered in the objective value. The models presented in the thesis use the idea
from [69].
• Minimisation of the time an aircraft has to wait for a gate. This constraint relates to
the situation when there are not enough gates at an airport or they are inappropriately
allocated and therefore some arriving aircraft may be delayed because they have to
wait for gates to become free [16, 48, 63]. This objective should be included when
very busy airports are considered. The problem occurs rarely for the instances used
in the thesis, there are usually enough gates available, and therefore the objective is
not considered in this thesis.
• Minimisation of the number of ungated flights [16, 21, 23, 24, 28, 30, 70, 69]. The
flights which are not assigned to the terminal gates (ungated flights) have to use the
remote stands, which are not preferred by airlines as additional service has to be
provided in order to get the passengers from an aircraft to a terminal. This objective
is used in the models of the thesis, allocating flights to remote stands is strongly
penalised in the used objective functions.
• Minimisation of the number of conflicts between flights within areas around gates [54].
The model presented in [14, 23, 42, 84] is used, however the variables set for pairs of
allocations are weighted using a conflict likelihood function not the passengers walking
distance. The idea of resolving conflicts in a part of the terminal is used in Chapter 5.
It is however formulated differently as the architecture of the airport which is used in
the experiments is very different from the one discussed in [54].
• Minimisation of baggage handling distance [14, 48]. It is done analogously to the
passenger walking distance minimisation. The baggage handling problem is not in
the scope of this thesis.
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• Minimisation of the total passenger walking distance. This objective is not considered
in the model used in the thesis for the same reason for which the walking distances con-
straint is not included. Airports strongly prefer to have passengers wandering around
the shopping areas for longer as it has a positive impact on their finances. [23, 30, 66]
describe the total walking distance as a sum of arriving, departing and transferring
passenger walking distances. In [66] the walking distances of transferring passengers
is calculated using a uniform probability distribution of all walking distances, with
assumption that for a transferring passenger it is equally likely to board a flight on
any gate. [14, 23, 42, 84] use the walking distance constraint to set up a variable for
each pair of allocations and then minimise a weighted sum of all these variables in
the objective function. In [25] the same idea is used but the objective function is not
linearised, the objective function contains weighted sum of multiplications of pairs
of allocation variables. In [16] aircraft which carry more passengers are assumed to
use gates which are closer to the check-in or claiming areas. [85] introduces a con-
stant for each allocation which symbolises the total walking distance for passengers.
The constant is added to the objective function if the allocation appears in the solu-
tion. [65] uses the objective in the re-assignment problem, the walking distance of
transferring passengers is minimised for the reassigned flights. The minimisation of
the walking distance in the context of re-assignment and only transferring passenger
is more reasonable than in the case of assignment problem. The time for changing
flights may sometimes be very tight and a bad re-assignment plan may cause serious
inconveniences for passengers, including missing a transfer connection.
• Minimisation of the total passenger waiting time [55, 85]. In [55] the total time that
passengers spend at an airport is minimised. There are two activities that take pas-
sengers’ time at an airport. One is moving around a terminal in order to get from/to
the right gate, the other is the time spend on an aircraft when it is manoeuvring at
the ground. The authors introduce two types of weight coefficients which are used in
the objective function: linear and quadratic. The linear coefficients are used to weight
the terminal times of departing and arriving passengers in the objective function. The
quadratic coefficients are used to weight the terminal times of transferring passengers
and the conflicts at the gates in the objective function. The idea of resolving conflicts
is discussed in the thesis as it has a strong impact on the overall airport operation. It
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is observed that only the conflicts at the gates but also the conflicts which occur on
taxiways can be taken into consideration in the objective function. This is discussed
in more depth in Chapter 7.
• Minimisation of the number of towing operations [26, 27, 28, 52]. Every towing op-
eration is an additional movement at an airport which can cause conflicts. Hence it
is highly recommended to reduce the number of towing operations, especially during
rush hours. In [26, 27, 28, 30, 70] each flight is modelled as three separate activities:
arrival, parking and departure. Each of the activities can be allocated to a different
gate but the objective function aims to minimise such allocations. The towing pro-
cedure is not considered in the thesis as the problem seemed to be marginal for the
instances solved in the experiments. It should however be included in models used to
solve more busy airports problems.
• Maximisation of gates occupation time [35]. This objective is in contradiction with
the discussed by other researchers maximisation of idle times robustness objective and
is not considered in the thesis. It results in putting as many flights as possible on each
gate but apparently it is in favour of the airport for which the objective was designed.
Based upon the above review and according to Manchester Airport preferences
models of GAP which are described in Chapter 4 and in Chapter 5, and further extended in
Chapter 7 were created. Mathematical programming formulations were used to define the
constraints and the objectives. The used objective functions are weighted sums of several
elements similarly to most approaches presented in the literature.
2.3 Alternative Models of the GAP
The mathematical programming models are used in this thesis to describe the GAP. Not
all researchers use these models to describe the problem, models for genetic algorithms,
expert systems as well as hybrid models have been proposed in the literature. Although the
alternative models of the GAP are not in the scope of the thesis they are briefly described
below to provide an appropriate background of the research.
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2.3.1 Simulation Approach to GAP
One of the first papers on the GAP [43] described an interactive simulation program which
simulates arrivals and departures and assigns gates. Although the program did not include
the mathematical programming formulation of the problem, it discussed many important
constraints which were later formally described by other researchers. It namely included
aircraft-gate size constraint, airline preferences, minimisation of walking distance and pas-
senger delays, buffer times between flights allocated to the same gate, maximum delay which
is allowed for a flight on gate, maximal gate occupancy time.
2.3.2 Fuzzy Logic Application
Fuzzy logic [81] is based upon degrees of truth rather than on the traditional true or false
logic. The degrees of truth are assigned to uncertain data in order to obtain the most
accurate reasoning.
Fuzzy logic was applied in [25] to model the uncertainty of the GAP. In the model
the idle times between allocations were fuzzy. One of the objectives was to maximise the
idle times which are weighted in the objective function using membership grades calculated
with an adjustment function. Relation between the shape of the adjustment function and
the obtained results was observed and it was suggested that the shape should be chosen
according to the preferences of a particular airport. The genetic algorithm (GA) was applied
to solve the fuzzy model of the GAP. Introducing both the fuzzy logic and using the GA
was innovative and gave promising results for the simple GAP model.
2.3.3 Expert Systems for the GAP
An expert system [38] is a computer system which imitates a decision process of an expert.
Expert systems have a very different principle of working than other method discussed here.
The systems don’t use mathematical models, neither objective function nor constraints are
defined for them. Instead typical expert systems use a knowledge base in the reasoning
process. The knowledge base is a set of if-then rules which are based upon a human expert
experience.
Expert systems were used to solve the GAP in [39, 52]. In [16] a hybrid of a linear
programming (LP) model and an expert system was presented. The LP model contained
only the core constraints of the GAP. The basic solution obtained using the simple LP
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model was modified using the rules from the expert system.
2.3.4 The Gate Re-assignment Problem
The research presented in the thesis focuses on the planning of allocations in advance.
However the plan which is created in advance often has to be re-planned during the day of
operation due to unexpected situations, e.g. delays, emergencies, bad weather. The problem
which tackles the changes on-line, during the day of operation is called the re-assignment
problem. Although the re-assignment problem is not in the scope of this thesis several
papers are mentioned in here due to a close relevance.
The re-assignment problem is usually solved on-line and therefore requires models
and solution methods which are quick to solve.
Genetic Algorithms and the Re-assignment Problem
Genetic algorithm (GA) [47] is an adaptive metaheuristic (see Section 2.5.2) search algo-
rithm based upon natural selection. The algorithm utilises a population of individuals which
is modified using specific operators in each iteration. Each individual has a fitness value
which defines how good it is in terms of an objective function optimised by the algorithm.
Individuals who have a better fitness value are slightly more likely to survive and become a
member of the next population in the next iteration of the algorithm. The population tends
to improve slowly when the number of iterations grows. The key modelling challenges in
a genetic algorithm are design of an individual, definition of the basic operators (typically
mutation and crossover) which are performed on the individuals, and definition of the rules
which decide if an individual is feasible.
In [41] a genetic algorithm was proposed to solve the re-assignment problem, where
one individual included one possible way of allocating the flights which had to be re-assigned.
The objective was to re-assign the flights influenced by a delay so that an extra delay was
minimised.
The work presented in [41] was extended in [48] where a genetic algorithm with
uniform crossover which never results in infeasible solutions was presented.
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MIP Model of the Re-assignment Problem
In [82] a MIP model of the re-assignment problem was presented. The objective of the
model was to reduce absolute deviation from the originally planned schedule. The model
was solved exactly, on-line whenever there was a need of re-assigning a flight (only flights
which were affected by a delay were considered in the re-assignment so the problem was
usually easier to solve than the full GAP). Good calculation times and improvement in
comparison to re-assignment performed manually were reported.
A similar approach was presented in [65] where a MIP model with the objective
to reduce the walking distance of transferring passengers after re-assignment was described.
The model was solved exactly only for the flights which are influenced by occurring delays.
2.4 Integration Aspects of the Models
One of the main focuses of this thesis is the integration of the GAP with the ground move-
ment problem. The work which has been previously done on modelling various integration
aspects of the GAP is summarised here.
2.4.1 Integration with Ground Movement
In [54] elements of the ground movement problem were added to the GAP model. The
aim was to minimise the number of conflicts which occur within a ramp. In order to
validate the allocation results a routing simulation model was designed. It is used to test
which of the identified conflicts should be penalised stronger in the allocation model. The
quality of allocations obtained using the MIP model was compared against the results
obtained using a tailored heuristic. To our knowledge the approach is the first attempt to
incorporate elements from the ground movement problem into the gate allocation model.
The presented results concern only simple cases and more extensive tests should probably
be performed, however, the paper makes a very important first step towards the integration
of the gate allocation problem with the taxi routing problem. The above research was
extended in [55] by adding a second objective to the objective function. The new objective
function aimed not only to minimise the number of conflicts within a ramp but also to
minimise the total time passengers spend in a terminal. Similarly to previous models the
arriving, departing and transferring passengers were considered. In the formulation the
fact that passengers use an underground system in order to commute from one part of the
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airport to the other was also considered in the total time which is a new concept. In this
thesis (see Chapter 5) the idea of minimising the number of conflicts within ramps is applied
to a different architecture of an airport, groups of gates are used instead of ramps. The way
the conflicts are minimised in this thesis is different as one global constraint is introduced
instead of introducing a constraint for each conflicting allocation.
A simulation system which allowed conflicts occurring in the area around gates to
be analysed has been published by Cheng [17]. In the work the gate allocation plan was
assumed to be fixed and the number of conflicts was reduced by postponing the operations
which may cause conflicts. Kim et al. [53] continued the work from [17] and designed a
simulation optimisation system which aimed to test the impact of the robust gate allocation
on the number of gate conflicts. A queuing model was used to simulate the departure process
and validate the current gate allocation and the new robust gate allocation. Results obtained
using various solution methods (exact and heuristic) which took the expected conflict into
account were compared using a simulation model. The number of conflicts dropped after
the robust gate allocation was applied. The framework presented in Chapter 7 uses also a
routing system to validate the allocation plans. The allocation plan is gradually improved
while the allocation system works in a feedback loop with the routing system.
2.4.2 Integration with Bus Planning
In [21, 22] the GAP was integrated with the bus planning problem. Column genera-
tion [6, 64] was used to model both of the problems initially and then the two models
were combined and solved as one large problem. Column generation is a method of solving
linear programming models which allows an optimal solution to be found without generating
all model variables a priori. It generates only the variables which can potentially improve
the value of the objective function which may significantly improve the efficiency of the
search process. Despite using column generation (in [21, 22]) finding the exact solution for
the GAP combined with the bus planning problem was found to be very hard. The method
needed to be additionally tuned in order to solve the combined problem within a reasonable
time.
Although integration of the GAP with bus planning is not in the scope of this thesis
the application of the column generation method to solve a large integrated problem is a
very interesting idea. Column generation could potentially be used to solve an integrated
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problem which includes both the GAP and the ground movement problem (instead of the
bus planning problem). Application of column generation for such problem may however
be very challenging.
2.5 Solution Methods
All possible solutions to a problem exist within a search space. The search space is bounded
by the constraints and it can be explored by a search methodology in order to find a good
solution of a problem. The search methodology can either be an exact search or a heuristic.
2.5.1 Exact Methods
Exact enumeration methods consider every possible solution and return the best one. The
solution obtained using an exact enumeration is truly the best existing one. But if the solved
problem is a real world problem the search space can be large and an exact enumeration
would require require extremely long search times. Advanced exact algorithms work by
eliminating much of the search space from consideration, allowing an exact solution to be
obtained more quickly. They usually take advantage of the structure of the problem to do
so, so may not always perform well. The methods successively divide the search space in
order to exclude those parts of the space that cannot contain a better solution than the
current one.
Branch and bound (B & B) [68] and branch and cut algorithms [72] are examples
of that approach. In B & B all the optional solutions of the problem form a tree like
graph. While the algorithm searches though the branches of the tree it improves the best
known solution. The branches can be discarded (pruned) from the search tree if they cannot
produce a better solution than the best solution which was found so far. The branch and cut
algorithm uses the branch and bound tree search adding to it a cutting planes idea which
improves the search process. It is used in most of the commercially available solvers [83].
For example the commercial solver IBM ILOG CPLEX, which is used in the experiments
for this thesis, employs the branch and cut technique.
The technique is very powerful but it struggles with symmetries [78]. Symmetries
occur in a search tree when more than one configuration of variables leads to the same
objective value, which creates equivalent branches of the search tree. All of the equivalent
branches must be kept in the search tree and evaluated in the search process as long as there
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is no pruning rule which allows discarding them. Hence, the symmetries may have a very
negative impact on the performance of the algorithm if the needed pruning rule is found
late in the search process. The symmetries may very likely occur in job scheduling problems
which aim to schedule a set of identical jobs on several identical machines [50, 51, 71]. They
can be broken by adding additional constraints or objectives to the formulation [50, 51,
61, 62, 71]. The GAP can be seen as a special case of the job scheduling problem, where
the gates are the machines and the flights are the jobs to be done, its formulation can
also have symmetries. An example of symmetry would be two identical gates to which the
same configuration of flights can be assigned along the day with the same cost. Symmetry
breaking constraints have therefore been designed and implemented in the used in this thesis
model formulation. They are discussed in more depth in Chapter 5.
Another exact search methodology that is mentioned further in the section is
dynamic programming [10, 19, 29]. It is commonly used for problems that can be broken
down into simpler sub-problems. An algorithm that uses a dynamic programming approach
solves the problem in stages, working with all possibilities that occur at a particular stage.
It is often used in solving problems that require making a sequence of decisions over time.
2.5.2 Heuristics and Metaheuristics
A heuristic is a solution method which is able to find a good feasible solution but not
necessarily an optimal solution for the problem that is solved. Heuristic methods are usually
rather simple algorithms designed to find a satisfactory solution often within a limited time.
A greedy algorithm [11] is an example of a heuristic. The algorithm always chooses the best
solution which is available at a current stage of the search. The choice may be dependent
upon previous choices but no future choices are considered. Although the algorithm finds
the local optimum for each stage, there is no guarantee that the final solution will be
optimal.
A metaheuristic [11] is a general solution method which guides subordinate heuris-
tics. Local (neighbourhood) search heuristics are possibly the most commonly known meta-
heuristics. They consider the neighbourhood of a current solution to look for a better solu-
tion. The neighbourhood is a set of alternative solutions which are chosen from the search
space according to a specified algorithm.
A hill climbing search algorithm [11, 47] is an example of a simple local search
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heuristic. The algorithm starts from an arbitrarily chosen solution and looks for an al-
ternative better solution within its neighbourhood. The search continues until no better
solution is found in the neighbourhood of the current solution. The hill climbing algorithm
tends to get stuck in local optima. Tabu search [36, 47] and simulated annealing [1, 47]
are slightly more advanced local search metaheuristics. They include mechanisms which
help the search to escape from the local optimum. Although the local search heuristics are
often not very complicated algorithms they can obtain good results even for relatively hard
problems, hence they are widely used.
Other popular metaheuristics are genetic algorithms (see Section 2.3.4). They use
a set (population) of solutions, which is modified in each step of the search process, rather
than a single solution.
All of the above mentioned methods were introduced several years ago. Nowadays
the methods are very often combined or mixed in order to improve the efficiency of the
traditional methods. New methods are still being created which are very often highly
specialised and designed specially to solve a concrete problem. One possible remedy for
highly specialised and usually expensive-to-implement systems are hyper-heuristics [12].
These aim to be a general, easy-to-use tool that can produce good solutions for a range
of related problems. The search space of hyper-heuristics consists of heuristics rather than
solutions.
2.5.3 Exact and Heuristic Methods for GAP
Exact solution methods are often used to solve small instances of the GAP even by re-
searchers which suggest alternative solution methods to solve larger instances of the prob-
lem. The exact methods are slower but are very useful when a reference optimal solution
is needed to validate results obtained using other methods. Moreover the exact methods
are often used when authors wish to demonstrate the complexity of the problem formula-
tion and to justify application of heuristic methods. This approach is also adopted in the
thesis where the simple instances are solved exactly and the harder ones are solved using a
receding horizon heuristic method which is explained in Section 2.6.
Mangoubi and Mathaisel [66] suggested using B & B algorithm as well as a simple
heuristic algorithm which aim to assign flights which have the biggest number of passengers
on board to gates which correspond to the shortest walking distances. They suggested also
2. review of the previous approaches and models 21
that the heuristic can be used to produce an initial solution for the exact algorithm when the
optimal solution is required. Hanghani and Chen [42] proposed also a heuristic approach to
solve their formulation of the problem, they provided comparison with the optimal solution
obtained using CPLEX solver for small test instances. Yan et al. [86] used both the exact
method and greedy heuristics (see Section 2.5.2). They investigate how adding stochastic
delays to the problem influences the results of the algorithms. Although these heuristics
can give a good solution to the problem they were not considered in the thesis as they may
tend to get stuck in local optima.
Chang [14] formulated the GAP as a Quadratic Assignment Problem to minimise
the walking distances and baggage handling distances. The problem was solved exactly,
several heuristic approaches were also proposed, from which the simulated annealing per-
formed the best. Xu and Bayley [84] used mainly a tabu search (see Section 2.5.2) heuristic
to solve their GAP model formulation. However in the experiments they provided a com-
parison with the optimal solutions obtained for the relatively small instances of the GAP
which they used. Ding et al. [23, 24] provided a continuation of the work of Xu and Bay-
ley [84]. They used a very similar model and solved it with a more advanced tabu search
algorithm, simulated annealing as well as a hybrid of the two algorithms. They compared
the results with the optimal solutions. They obtained good calculation times and can solve
large problems which have been generated randomly. They showed that the hybrid algo-
rithm performs best. The work was further developed by Lim et al. [63] described a tabu
search and a memetic algorithm which applies two of the neighbourhood moves proposed
in [23, 24, 84] and suggested an improvement which uses an idea of time windows. Kim et
al. [55] referred to all the previous successful implementations of tabu search and also used
it to solve their model formulation. The results are compared with solutions obtained using
an exact branch and bound algorithm which was allowed to run for a reasonable period of
time. They used a simple, parallel ramp configuration and randomly generated data regard-
ing the flight schedule and the passenger flow in order to test how the proposed tabu search
performs. The tabu search and the simulated annealing are quite powerful metaheuristics
and they were seriously considered as a research direction. The receding horizon (RH)
method (see Section 2.6) was finally chosen and described in the thesis for two reasons. The
RH method uses the mathematical model which was anyway created to obtain the exact
solution, while application of metahuristiscs requires defining new elements like for example
neighbourhood moves. Moreover the application of the RH method to the GAP is a new
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idea which gives potentially more new opportunities than another application of one of the
metaheuristics.
Bolat [7] solved smaller instances of the problem exactly using a branch and bound
algorithm, for larger instances he suggests several heuristics. The first is a constructive
algorithm which uses a preference function in order to decide which gate to choose for every
next flight arriving at an airport. The second one utilises the branch and bound algorithm
but restricts the number of nodes to be checked in the search and in that way reduces
the time and memory needed to finish the search. Dorndorf at al. [26] used a truncated
branch and bound algorithm which is different from the typical branch and bound (see
Section 2.5.1) as it uses two types of branching and a constraint propagation technique.
None of the improved branch and bound algorithms were tested in the thesis as CPLEX
was used in the experiments. It is believed to be a very advanced search engine which
should be able to outperform the suggested branch and bound algorithms. Validation of
this assumption is a possible future work direction.
Yan and Huo [85] are the first authors to propose the use of column generation to
solve the GAP. In contrast to most of the GAP models (including the models used in this
thesis) in their model the allocation variables are independent, i.e. allocating a flight to
a gate does not influence other allocations. This allows variables to be separated and the
column generation method to be easily applied. Their column generation approach used less
than 10% of all of the possible variables in order to get the optimal solution. This speeded
up the calculations a lot. They provided sensitivity analysis of the model not only regarding
the weights in the objective function but also other input data of their model, like number
of available gates, ground service time and buffer time between sequencing allocations.
Heuristic Methods for NP-hard GAP
Some of the GAPs are proven to be NP hard [32]. This means they are very hard to
solve as they are harder than (or as hard as) the hardest problem in the class of NP (non-
deterministic polynomial time) problems. NP problems are those for which it is possible
to validate a given solution within a polynomial time. The proof of NP-hardness is a good
enough justification to apply heuristic methods. This approach could not be used in the
thesis as the formulation used wasn’t proved to be NP-hard.
Dorndorf at al. [27] applied a heuristic called ejection chain algorithm to solve the
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GAP modelled as a clique partitioning problem (CPP). This way of modelling allowed for
an easy implementation of the robustness goal (keeping a time margin between allocations).
Since CPP is an NP-hard problem no comparison with the optimal solution was provided.
In [28] several periods (days) were solved sequentially using an iterative heuristic
algorithm. This was the first attempt (presented in the literature) to solve several consec-
utive days in one go so that the solution obtained for the previous day is considered when
the current day is solved. The results indicate that using the previous day allocation as an
initial solution for the next day’s improves the performance of the heuristic. No comparison
with exact method was provided as the used model formulation is NP-hard and there is no
way to reach an exact solution in a reasonable time for the used size of instances.
Heuristic Methods
Finally there is a group of papers which suggest heuristics without either referring to the
exact solutions or proving the complexity of the problem.
Expert systems are quite commonly used to solve the GAP ([39, 52]) and are very
different from exact methods. It is hard to create an equivalent mathematical model which
would provide the optimal solutions to which the authors could compare their results. Many,
very specific rules are usually included in the knowledge base of an expert system. All of
them would have to be transformed into appropriate constraints and objectives. Hence the
comparison is usually not provided in the publications.
An interesting combined approach utilising an expert system and an exact method
is presented in [16]. An LP model with core constraints was first solved to optimality. The
solution was then modified using rules from an expert system.
Drexel and Nikulin [30] used a simulated annealing approach to produce a rep-
resentative approximation of a Pareto front of a multi-objective formulation of the GAP.
They used three objectives and each feasible solution was defined by a three element vector
containing the values of each of the three objectives. The authors described the way the
vectors are compared in order to get a set of non-dominated solutions (Pareto set) and how
to apply the simulated annealing algorithm on the defined problem. In [70] the research
from [30] was extended by modelling the uncertain arrival and departure times using fuzzy
logic. The uncertainty was modelled in previous publications but the fuzzy logic had never
been used before. The papers [30, 70] have a very theoretical meaning since the generated
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approximation of a Pareto front is rather hard to interpret for a controller. In order to
get a single solution (single schedule) based upon the produced Pareto set, what is usu-
ally expected in practical applications, an additional post-processing of the set will have
to be added. The post-processing stage was just mentioned in the conclusions but not
implemented or tested.
[35] presents a resource management system in which an innovative solution method
related to a Big Bang Big Crunch (BB-BC) algorithm is applied to solve the GAP model.
BB-BC is a population based algorithm. The algorithm starts with creating an initial pop-
ulation randomly. Next a Big Crunch converge operator is applied. One output, called
center of mass, is created as a result of the Big Crunch. In the next stage, called the Big
Bang stage, a new population is created. Members of the new population are uniformly
distributed around the center of mass. The algorithm performs the Big Crunch and the
Big Bang stages until it reaches a stopping condition (for example a requested number of
iterations). The algorithm presented in this paper, called Single Leap BB-BC, refers to the
original algorithm but it differs from it. It works with only one solution rather than with
a population of solutions. The solution is modified iteratively by the algorithm. Operators
which are used to modify the solution are referred to the ideas of center of mass and the
explosion strength but they vaguely remain the original ideas. An initial solution required
by the Single Leap BB-BC was produced using a greedy heuristic approach based upon
sorting flights and gates in a particular manner and then assigning flights one after another.
The resource management system apparently used also a rule base and an optimisation
engine to obtain the final solution, but no specific information regarding this part of the
system was provided, which makes the research hard to repeat. The system is fast and has
been used in both the off-line planning stage and the on-line operational stage to solve real
world instances of the problem.
2.5.4 Datasets
The presented publications use various kinds of datasets. Some authors randomly generated
the input datasets [7, 23, 24, 35, 63, 84] while others created them using real datasets [22,
27, 85]. Some of the authors considered only a part of a real dataset (e.g. deal only with
delayed flights [65, 82] or with flights and gates at one terminal [69]) when they believed it
is reasonable to do so. Smaller datasets were usually easier to solve.
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2.6 Receding (Rolling) Horizon
The receding horizon (RH) is a well known method which is often used in control systems
when the controlled process changes dynamically. In this type of problems events are known
in the future but the time horizon is limited. The solution method is adapted to the limited
horizon and attempts to solve the problem using only the known information. Moreover
the future events may depend upon the decision made for the current moment.
2.6.1 Common On-line Applications
A survey article by Mayne et al. [67] gives an overview of RH applications in various control
systems. The RH method is rather on the slow side of the on-line methods. When a good
solution is required a long enough horizon should be used which may result in calculation
times which are relatively slow (for an on-line system). That is why it should not be applied
in the problems when decisions have to be made immediately. A very good place to apply
this type of control is the oil and petrochemical industry where the system dynamics is
rather slow. The stability and robustness of the method are also discussed in the paper.
The importance of the used parameters is pointed out, it is shown that short horizon may
have fatal consequences for the stability of the method.
2.6.2 Hybrid Systems
A more recent survey paper by Lee [58] gives an overview of the applications of this method
and discusses how the method has developed since it first occurred in the literature. A part
of the paper refers to the newest history of the method which is particularly interesting for
the research presented in this thesis. Hybrid systems are described where mixed integer
linear programming models have been solved on-line using the receding horizon method.
This is the way the receding horizon is used in our research.
2.6.3 Applications in Other Research Fields
Successful applications of the RH method in the oil and petrochemical industry control
systems woke up an interest of researchers from other fields. They have applied the method
to different on-line problems. For example Borrelli et al. [8] applies the RH method in
vehicle traction control systems. Perea-Lopez et al. [73] applied it with success in a supplied
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chain optimisation, while Atkin et al. [5] used it in an airport push-back time allocation
problem. An analogous method called sliding window was also applied to the nurse rostering
problem [44]. Tang et al. [82] applied it in dynamic parallel machine scheduling problem.
The machine scheduling problem is to some degree similar to the GAP. One could
treat the gates as machines and the flights as jobs which are processed on the machines.
This implies the idea of applying the RH method to the GAP problem.
Typically the RH method has been applied to on-line applications. However we
found out that it can also be beneficial in off-line applications. The method becomes then
a time based decomposition and can speed up the calculations massively if appropriate
parameters are chosen. Chapter 6 discusses in more depth how to choose the parameters
of off-line version of the RH method depending upon the characteristics of the problem.
2.6.4 Benefits of the RH Approach
Applying the receding horizon method as a decomposition method in some ways gives
a similar effect to applying a metaheuristic search. It speeds up the search process but
reduces the quality of the solution. Using the RH method instead of a metaheuristic has
several important benefits however. There is no need to create a tailored metaheuristic
for the problem, any MIP model formulation can be used to solve the sub problems in the
window. The quality of the solution is strongly dependent upon the parameters and there
is a known trend in the dependency. That makes the parameter tuning a bit easier than in
the case of the metaheuristic. Moreover the solution is deterministic, for each run with fixed
parameters the same solution will be obtained. That makes the comparisons and parameter
tuning easier.
2.7 Ground Movement Problem
For completeness and since this problem is considered in Chapter 7, this section gives an
overview of the ground movement problem. The ground movement problem is a routing
and scheduling problem which considers routing aircraft on taxiways to their destination
points in timely manner. The travel time (or alternatively the distance) and the number of
taxiway conflicts are minimised. Moreover appropriate distances between aircraft have to
be maintain. Two main approaches to the airport ground movement exist in the literature.
The first one utilises MIP models which are often solved using commercial solvers e.g.
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CPLEX. The MIP-oriented research is described in Section 2.7.1. The second approach
utilises genetic algorithms (GAs) to model and to solve the ground movement problem, it
is briefly discussed in Section 2.7.2. Various other approaches were investigated, and the
most relevant for the research presented in this thesis are introduced in Section 2.7.3.
2.7.1 Mixed Integer Programming Models for the Ground Movement Problem
The first one divides the whole problem duration into n periods and assigns times and paths
for flights period by period. The final solution is build gradually from the partial solutions
obtained for each time period. It has been presented in [3] and [77]. The second one orders
all flights (decides about the flight order for each part of the taxiway network) and then
schedules times for each flight to traverse each part of its path. Examples of this approach
can be found in [18, 37, 75].
2.7.2 Genetic Algorithms for the Ground Movement Problem
Various approaches which utilise GAs have been presented in the literature, they can be
classified into three main groups based upon the way they tackle conflicting situations during
taxiing. The first allows a delay to be introduced only on gates, before starting push-back
procedures. The GA determines a delay and a route for each aircraft. This approach is
suggested in [46]. The second approach allows a delay to be introduced at any point of a
route. The GA determines a route for each aircraft as well as decides where and when to
apply a delay and what duration it should have. Examples of this approach are presented
in [49, 74]. The last approach, instead of introducing delays directly, prioritises aircraft.
When a conflict occurs during movement the aircraft with a higher priority proceeds first.
The GA determines the relative priorities of aircraft and their routes. GAs which utilise
this approach can be found in [20, 49].
2.7.3 Other Approaches
Other approaches to the ground movement problem were also discussed in the literature.
They were not as popular as the two main approaches discussed above but still well worth
mentioning:
• Queueing models [2]
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• Dijkstras algorithm [15]
• A* algorithm [59, 60]
2.7.4 Utilised Approach
A routing algorithm is applied in a framework presented in Chapter 7. The framework is
used to investigate the influence of an allocation plan on the routing and possibly to modify
the allocation plan so that the routing is smoother. The algorithm is a greedy algorithm
which assumes that all the possible routes for each aircraft type are known. It assigns the
routes sequentially. An in depth description of the greedy algorithm application is provided
in Chapter 7.
Other algorithms, mentioned in this section can as well be applied in the frame-
work, according to user preferences. The future work plan includes application of an algo-
rithm which was published in [76] and is based upon Dijkstras algorithm. It routes aircraft
sequentially, using a directed graph model of the airport. No prior knowledge of the aircraft
routes is required.
2.8 Simulation Optimisation Methods
The framework introduced in Chapter 7 allows communication between the gate allocation
system and the ground movement system. Since the framework has similarities to simulation
optimisation methods an overview of the methods is provided below.
2.8.1 Simulation
Simulation is a common technique used to imitate actual real world systems and their
dynamic behaviour over time. It is often used in order to predict and test how the real
system would behave for different parameters or input data, in so called what-if analysis.
Simulation plays an important role in cases where building the actual system is too complex
from the practical point of view. Typically only the key features of the real system are
included in the simulator. A simulator imitates the real world but it does not optimise any
problem. However when it is used in a simulation optimisation system it takes an active
part in the optimization process.
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In the framework proposed in Chapter 7 an optimisation algorithm is actually used
to solve the routing problem depending upon the output of the allocation optimisation al-
gorithm. The approach should rather be called an optimisation approach than a simulation
optimisation approach. However some of the methods used in the simulation optimisation
can be applied in the framework.
2.8.2 Stochastic Optimisation
Simulation optimisation is usually mentioned in the literature along with stochastic optimi-
sation methods. Characteristic feature of the stochastic optimisation methods is randomness
in either formulation of the model (random constraint formulation or objective function)
or in the search process like for example randomly chosen next step of an iterative search
process [80]. The group of methods which can be classified as stochastic optimisation is
large and contains many, very different methods which have the randomness in common.
The random element can be introduced to the optimisation process by simulation and then
the process is called simulation optimisation.
Simulation optimisation [34, 56] methods are used in situations when some ele-
ments of an addressed problem are highly stochastic. It is easier to simulate the element
instead of modelling when knowledge is limited. Simulation optimisation methods vary.
2.8.3 Various Simulation Optimisation Approaches
In some applications the highly stochastic element (or several elements) is simulated and
an optimisation method is used to provide input (inputs) for a simulator. This approach
is used when there are a lot of possible inputs but some of them are preferred. A set of
preferred inputs is created using an optimiser and then given to the simulator. The best
from the set is identified based upon the results obtained from the simulation. This kind of
approach has been for example used in [58] in a simulation optimisation system for cargo
flights assignment problem. A set of solutions for the multi objective problem is created
using a mixed integer programming model by keeping one objective and changing the other
objectives into hard constraints. The solutions are validated using simulation.
In other applications a simulator and an optimizer work in a closed feedback loop
and cooperate to find a good solution. The optimiser produces an input (inputs) and
passes it to the simulator. The simulator checks how good the input is and gives feedback
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information to the optimiser. The procedure is repeated until set stopping criterion is met.
This approach to simulation optimisation has been discussed by [56] and is called recursive
approach.
In opposition to the recursive approach are applications in which simulation and
optimisation are run separately (non-recursive [56]). The simulation is run first in order
to establish some approximate values for stochastic elements of a problem. The obtained
approximate values are then used by an optimizer. Again several of possible approximate
values can be provided and the optimiser can be run several times-once for each of the
values. The best of the approximate values is found based upon the solution obtained
for the optimiser. In [45] several examples of the non-recursive method usage in simple
manufacturing problems are discussed. Discussed problems are very simple, far from real
world problems, but the key features of the simulation optimisation approach are clearly
stated.
The simulation optimisation is a large group of methods and very different ap-
proaches can be classified to this group of methods. The three discussed above groups
give a rough classification of the methods which are based upon the way optimisation and
simulation communicate with each other.
The framework presented in Chapter 7 works analogously to the recursive simu-
lation optimisation approach. The approach provides two-side communication between the
two parts of the system, the GAP optimiser and the routing optimiser. More details about
the implementation and obtained results are given in the relevant chapter.
2.9 Summary
This chapter provides an overview of the five main literature areas: modelling methods,
solution methods, receding horizon solution method, ground movement problem and simu-
lation optimisation. They are all related to the aspects discussed later in the thesis.
A general discussion about traditional and alternative modelling methods was first
provided. The traditional mathematical formulations as well as alternative GAP models
presented in the literature were described and referred to the models which are used in this
thesis (see Chapter 4 and Chapter 5). The integration aspects of the published models,
which are particularly important for the presented research, were considered in a separate
section.
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A general overview of the known solution methods was then presented, both the
exact solution methods and the heuristics were introduced. The solution methods applied
to solve the GAP were briefly described. The solution methods which were chosen to be
used in the thesis were discussed in context of other methods in order to motivate the choice.
The next part of the chapter focuses on the RH method which is applied in this
thesis (see Chapter 4 and Chapter 6) to solve harder instances of the GAP. Various examples
of previous applications in other research areas were presented.
The literature related to the ground movement algorithms was then very briefly
reviewed. The ground movement problem is not the main aspect of this thesis. The frame-
work presented in Chapter 7 requires however a routing algorithm in order to detect conflicts
occurring on the taxiways.
Finally simulation optimisation methods were discussed in this chapter because
of similarities between some of the simulation optimisation methods and the framework
presented in Chapter 7.
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Chapter 3
Problem Description, Definitions and Datasets
3.1 Introduction
The gate allocation problem (GAP) is a process of finding appropriate places to park aircraft
at an airport, this is a general definition which was introduced in Section 2.2, Chapter 2. In
this chapter a real world example is used to explain the problem in more depth. The data
and basic terms used in the rest of this thesis are defined. Manchester Airport is used as
an example airport to demonstrate the scale of the problem, the issues which are resolved
by the currently used systems and the way that the problem is tackled at the moment.
Research directions, which originate from the real problem analysis, are discussed by the
end of this chapter.
3.2 Basic Terms
When the GAP is discussed, several terms should be clearly defined since naming and
meaning varies between authors.
• landside - is the part of the airport which serves passengers. Desks, security checks,
baggage claiming areas, terminals, waiting areas belong to the landside.
• airside - is the part of the airport designed to serve the aircraft. Runways, taxiways
belong to the airside.
• gate - is the passage for passengers between airside and landside. It has a land side,
which is an area where passengers can wait before boarding an aircraft, and an air side,
which is an area next to a terminal where an aircraft can park (it is sometimes called
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an on-pier stand). In the research presented here the air side of gates is primarily
considered. Whenever the word gate is used, it should be understand to mean the air
side of a gate.
• flight - is an aircraft which has a scheduled arrival time and a scheduled departure
time.
• remote stand - is an area on the airside which is designed for aircraft to park but is
not attached to a terminal building (sometimes called an off-pier stand).
• allocation - a gate with an allocated flight is often called an allocation in this work.
• taxiway - a route along which aircraft can taxi from a runway/gate to another run-
way/gate
• push back - the operation of pushing an aircraft away from a gate when it is ready
for departure. An aircraft will usually only start its engines once it has completely
pushed back.
• towing - an operation of moving an aircraft from a remote stand/gate to another
remote stand/gate (usually using a tractor or tug).
3.3 Manchester Airport as an Example Airport
Relevant elements of airport operations are discussed using Manchester Airport as an ex-
ample. Firstly the gate allocation problem is discussed, then basic information about the
runways and the taxiways is given.
3.3.1 Scale of the Gate Allocation Problem
Gate allocation information from the whole airport (3 terminals) for a week of airport
operation has been provided by Manchester Airport. There are twenty one datasets in
total, each dataset covering one day of one terminal’s operations. Each dataset includes
scheduled allocations and records of the actual events as well as sizes of gates and aircraft.
Preferences of airlines were estimated based upon the records using statistical data analysis.
A preliminary analysis of traffic density was done and proved that each of the
terminals has slightly different traffic characteristic. Terminal T1 has one hundred twenty
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Figure 3.1: Gate usage
flights per day across its twenty five gates, the most flights per day from all terminals.
In contrast, terminal T2 is a very quiet terminal, it has on average sixty flights per day
across twenty one gates. On average there are one hundred eight flights per day on terminal
T3 which is fewer than on terminal T1 however the terminal has only twenty one gates.
Terminal T2 has on average less than three flights per gate. The density of flights is higher
for terminal T1 than for terminal T2 but it is less than five flights per gate per day. The
average number of flights per gate at terminal T3 is five which is the highest of all of the
terminals.
The on-pier stands have various sizes, some can accommodate only small flights
but for the majority of the gates it is possible to allocate either one bigger or two smaller
aircraft. Sometimes one smaller and one bigger can fit, depending upon the size of the gate
and the type of aircraft. Figure 3.1 shows an schematic example of four gates, showing that
G3 can be occupied either by two small flights F2, F3 or by one large flight F1. There are
around forty remote stands at the airport, which are jointly used by all terminals. It is
preferable not to allocate any flights to the remote stands but during very busy periods it
is sometimes unavoidable. When an aircraft has to take a remote stand, although it arrives
according to the schedule, the airport covers the passengers’ coaching costs. The remote
stands are often used at night; an aircraft is towed to a remote stand for the night, then
towed back in the morning. Sometimes an airline can ask for a remote stand, for example
washing requires a special remote stand. Manchester Airport has two remote wash stands
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which are properly equipped with washing facilities and drainage systems.
3.3.2 Gate Allocation Rules
The allocation rules define generally how the gates will be assigned, when a daily plan will
be published, how the remote stands will be assigned and how the towing will be organised.
Additionally, the size of gates and aircraft are taken into account. All types of
aircraft are divided into size groups depending upon the wingspan. The groups of aircraft
are given in Appendix A. A list of all gates is also given in Appendix B. The various
exceptions are also detailed, which occur when it is possible to allocate some types of
aircraft from an upper size group to a gate that normally takes aircraft from a lower size
group.
The minimum expected duration of an allocation is also specified in the allocation
rules of the airport, for big aircraft it is typically 1:45 h and for smaller aircraft 1:30 h,
however there are also flights that only stay on an airport for 30 minutes. The time gap
which should be allowed between following allocations on the same gate used at Manchester
Airport is at least 15 minutes long for outbound flights (to allow some time slips). Flights
which are towed do not require the gap; it is assumed that the towed aircraft will be on
gates on time.
There are additional practical rules that the controllers know from experience.
Aircraft on the same combinations of gates can block each other, for example it is impossible
to push back simultaneously from some gates. Allocating some gates which do not have
large passenger waiting areas to big aircraft can cause passenger congestion and delays in a
terminal because passengers that need to go to gates which are located further away have
to crowd through the queue of passengers waiting by the gate which was allocated for the
big aircraft. The airlines have also preferences and some flights have more strict security
procedures that are easier to follow with fixed gates. These are only a few examples of the
expert knowledge which is needed to make good allocation decisions. In order to capture this
information in this research, where information about rules was not available, the historic
allocations have been analysed and used as preferences.
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3.3.3 Airline Preferences
Unfortunately information about the airlines and airport preferences is not given explicitly.
It has been estimated by analysing the data to extract the information.
The data analysis helped to answer several questions - related to airline preferences:
which airlines were most common for each terminal, which gates were occupied by which
airlines, and for gate-size preferences: how many times a gate has been occupied by a
particular size of aircraft. The analysis was done for all the three terminals. The results
obtained are presented below using terminal T2 as an example.
Figure 3.2 presents two plots which visualise two aspects of data (terminal T2):
the most common airlines and the airline gate usage. Figure 3.2a shows a pie diagram on
which the most popular airlines of terminal T2 are presented. It can be observed from the
figure that there is one dominating airline called TOM. A bar plot which is presented in
Figure 3.2b shows which gates were occupied by which airline. The names of gates are
indicated in the horizontal direction and the frequency of usage in the vertical direction of
the figure. Each airline is marked in different colour. It can be seen that TOM used almost
every gate. It is therefore rather hard to say which of the gates are the most preferred
by this airline. It is easier to observe the preferences for the second most popular airline
FR which used only six gates: 202L, 204L, 206L, 209 and 210L. Allocating flights which
are operated by FR to these gates should be prioritised (according to the frequency of
usage) in the model. Similar analysis has been performed for every airline in order to
establish its preferences. The airline preferences are used in the objective function of the
model presented in Chapter 5. The aim being to find solutions which are similar to known
acceptable solutions.
Figure 3.3 presents a bar plot which is analogues to the one shown in Figure 3.2b,
it shows the sizes of aircraft that have been allocated to gates instead of the airlines. Colours
in the image correspond to aircraft size groups that are used by the airport, the lighter the
colour the larger the size group of the aircraft. It has been checked that the aircraft sizes
usually match the maximal sizes of the gates, showing that the airport tries to fill gates
with maximal aircraft size, as expected. These preferences are incorporated in the MIP
model (see Chapter 5) in the size preference part of the objective function. The larger the
difference between the size of the aircraft and the maximal size that can be put on a gate,
the bigger the penalty.










(a) The most popular airlines, Terminal 2, Manchester Airport
(b) Airline gate usage, Terminal 2, Manchester Airport
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3.3.4 Gate Allocation Planning
The gate allocation planning is done in several stages. Planning in advance (strategic
planning) is usually done four months in advance for a six month period, twice a year - once
before a summer season and once before a winter season. When planning for a summer
season the busiest week from a previous summer season is used as a base for the new plan,
similarly, for a winter season the hardest winter week is used. The planning can start
when all of the time slots for the coming season are known. The time slots are prepared
for Manchester Airport by an external company. The company creates the plan after all
agreements between the airport and the airlines have been completed.
The advanced plan usually has to be updated one week before every week due to
various events that cannot be predicted so long in advance (tactical planning), for example
maintenance work. When the plan is updated, remote stand allocations from the previous
week and the planned remote allocations are sent to all airlines. Publishing information
about the remote allocations in advance as well as sending the list of remote stands assigned
in a past week with explanations is a fairness policy of the airport. Most of the airlines
prefer to use on-pier stands and should therefore be informed about the remote allocation
well in advance.
3.3.5 Current Software Solution
The planning, both four months in advance and a week in advance, is accomplished using
the Chrome Assign software. Chrome Assign is a rule based system created by Amor
Group Company, and was introduced at Manchester Airport several years ago. The system
is based upon rules introduced by an experienced controller. Figure 3.4 shows a rule that
gates number 202 cannot be used by airline CO.
There are approximately two hundred rules in the system, divided into three
groups:
1. The preference rules (these are the various preferences that airlines have);
2. The stand hard constraints (size of gates needed to fit each aircraft type, some gates
are non-intercontinental etc.);
3. The adjacency rules (e.g. which gates block other gates);
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Figure 3.4: A hard allocation rule
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Figure 3.5: An allocation plan displayed by Chrome Assign
The last stage of planning (operational planning) happens during the day of oper-
ation. It is done manually by the controllers who can tune the existing plan using the user
interface. Figure 3.5 shows how the user interface looks. The program displays flights as
boxes. The boxes are located on a chart that has names of gates in the vertical direction and
the time in the horizontal. When the allocation is correct and no rules are broken a flight
box is dark blue. If something goes wrong, the colour of the box changes, becoming light
blue with read frame. When a controller selects the box he/she gets a description of the
problem. A light blue colour means that a soft rule has been broken (e.g. an airline prefers
a different gate). A red colour means that there is an impossible allocation (e.g. too large
an aircraft at the gate, or two of them at the same gate). Additionally an allocation planned
for one example day for all terminals using the Chrome Assign is shown in Appendix ??.
3.3.6 Runways and Taxiways
Manchester Airport has two runways. The runways can operate in two directions, depending
upon the wind direction. As the west winds are more common, the west orientation of the
runway is usually used (aircraft take off facing south-west and land facing south-west). The
runways are not always simultaneously used. A mixed mode usage of one runway can often
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Figure 3.6: Terminal 1 of Manchester Airport (Google satellite map, Imagery c©2013 TerraMetrics,
Map data c©2013 Google)
be observed during wintertime when the traffic is lower and weather conditions tend to be
worse (doing this reduces the snow and ice removal expenses).
Figure 3.6 shows a map1 on which Terminal 1 of Manchester Airport and the
taxiways which lead to/from it are marked in white. The gates are placed around the two
piers, several aircraft parked at gates can actually be identified in the figure.
3.4 Identified Research Directions
Push back conflicts in the area around the gates are partially incorporated (see Figure 3.4)
in the rules. More rules which limit the number of conflicts could possibly be deduced from
the architecture of the airport but some may be soft rather than hard constraints.
A closer cooperation between the various airport operations may help. For ex-
ample elements of the aircraft routing problem could be included in the model of the gate
allocations so that the number of conflicts occurring on the taxiways is reduced.
The on-line version of the problem could also be addressed. A support system
which helps the controllers in re-allocating gates would apparently be very welcomed at the
1Google satellite map, Imagery c©2013 TerraMetrics, Map data c©2013 Google
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airport, since the complexity and time requirements currently mean that these operations
are performed manually.
3.5 Conclusion
This chapter introduced the problem which is addressed in the thesis. The example of
Manchester Airport is used to visualise the elements of the problem and show the scale of the
problems which are tackled. The datasets and all the information provided by Manchester
Airport are used throughout this the thesis to model the problem and to experiment with
the various implemented solution methods. One of the important aims of the project within
which the research is realised was to bring the research closer to the real world problems,
which can only be achieved when real datasets are used.
Manchester Airport has a medium size, thus is a very good example to use in
experiments with new methodologies. The methods which are described in the thesis can
be adapted to other airports. It would be interesting to experiment with larger airport
instances, for example Heathrow Airport. It is however not in scope of the project for
which the work is done and no data was available for experiments at the time. Experiments
with other instances could be a part of a new project in the future.
The identified research directions include the on-line version of the GAP which
is not addressed in the thesis. Creation of an on-line version of the semi-integrated model
which is presented in Chapter 7 is another very interesting possible future research direction.
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Chapter 4
The Receding Horison Approach to the Gates
Allocation Problem Preliminary Study
4.1 Introduction
This chapter presents a preliminary study related to the application of the receding horizon
(RH) approach to solve a basic formulation of the gate allocation problem (GAP). The basic
formulation of the GAP includes the core constraints which were identified in Chapter 2
have to occur in any realistic model of the problem along with a time gap constraint which
introduces the auxiliary variable that is used in the objective function to maximise the sum
of the time gaps between allocations. This basic formulation of the problem is extended in
Chapter 5 by adding more constraints and objectives.
In this chapter, the basic formulation is first solved exactly, using a commercially
available solver called CPLEX. This part of the research aims to increase the confidence in
the model and the way the solver works. The formulation is hard to solve to optimality, it
requires long solution times and a lot of memory. Hence the RH approach, a window-based
decomposition, which creates a series of sub-problems small enough to be solved exactly, is
applied to decompose the GAP. Although the RH approach is widely used to decompose
large optimisation problems [73, 79, 13, 82] it has, to the best of our knowledge, not pre-
viously been applied to solve the GAP. The main contribution of the research presented
in this chapter is the first and successful application of the RH method to decompose the
basic GAP. Several configurations of the parameters of the RH method are tested in order
to observe how the shift size and the window size influence the calculation times and the
objective values. This research indicates the high potential of the RH method and motivates
4. rh approach to gap preliminary study 45
the further work which is presented in Chapter 6.
The chapter is organised as follows: first the basic formulation of the GAP model
is described in Section 4.2, next the general idea behind the Receding Horizon is presented
in Section 4.3, then the model and the RH method settings are discussed in Section 4.4.
Finally results and conclusions are given in Section 4.5 and Section 4.6, respectively.
4.2 Gate Allocation Problem Basic Model Formulation
The constraints and the objective function are described in this section. These constraints
have been discussed in other models of the problem given in the literature (Chapter 2), these
are the core constraints which have to occur in every model describing the problem. The
objective used in the basic model, which aims to increase the gaps between allocations was
also discussed by other authors and is one of the most important objectives. The objective
significantly influences the problem complexity as it refers to pairs of flights on gates not
just allocating a flight to a gate. This influence is further investigated in the experiments.
4.2.1 Notation and Definitions
F set of flights
n total number of flights
i, j flight indexes (i, j) ∈ {1, ..., n}
fi ∈ F a flight
efi on-gate time of fi, constant for each fi
lfi off-gate time of fi, constant for each fi
G set of gates
m total number of gates available
k, l gate indexes (k, l) ∈ {1, ...,m}
gk ∈ G a gate
Xgk,fi decision variable, becomes 1 if fi is allocated to gk, 0 otherwise
Ugk,fi,fj indicator variable, becomes 1 if fi and fj are allocated to gk,
0 otherwise
gapgk,fi,fj time gap between fi and fj allocated to gate gk
SG minimum size of gapgk,fi,fj , a constant
LG maximum size of gapgk,fi,fj , a constant
pfi,fj penalty function for putting fi and fj on the same gate
du penalty for ‘dummy gate’
OVERNIGHT set of flights which stay overnight
ghista gate that has been used by flight a in the historic data
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4.2.2 Constraints
The time gap gapgk,fi,fj between two flights fi and fj which are allocated to the same gate
gk is defined by Equation 4.1. The variable Ugk,fi,fj which indicates whether both fi and
fj are allocated to gate but there is only a small gap between the allocations gk, is only
set if size of the time gap between them gapgk,fi,fj is between SG and LG (equation 4.2)
i.e. Ug1,f1,f2 will only ever be set for flights f1 (departure time lf1) and f2 (arrival time




efj − lfi if efj ≥ efi
efi − lfj if efi ≥ efj
, fi, fj ∈ F, gk ∈ G, fi 6= fj (4.1)
Ugk,fi,fj ≥ Xfi,gk +Xfj ,gk − 1
Ugk,fi,fj ≥ 0
}
∀fi, fj ∈ F, ∀gk ∈ G, SG < gapgk,fi,fj < LG,










Xgk,fi = n (4.4)
Xfi,gk +Xfj ,gk ≤ 1, ∀fi, fj ∈ F ∀gk ∈ G, gapgk,fi,fj ≤ SG, SG ≥ 0 (4.5)
Xa,ghista = 1, ∀a ∈ OVERNIGHT (4.6)
Each flight has to be allocated to a gate (Constraint 4.4). Each of the flights
is allocated to only one gate (Constraint 4.3). The ‘dummy gate’ is included in these
constraints and it has number m+ 1. All the flights for which there was no gate available
are allocated to the ‘dummy gate’. It symbolises more than one stand hence several flights
can be allocated to it at the same time. The ‘dummy gate’ usage is strongly penalised in
the objective function.
1After the research had been conducted this constraint was found to be redundant. Constraint 4.3 is
sufficient to force each flight to be allocated to a gate. It was however checked that incorporation of this
constraint has a minor influence on the calculation times and does not have any other impact on the results.
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Constraint 4.5 guarantees that two flights which overlap or are within minimum
gap SG of each other are not allocated to the same gate.
Constraint 4.6 allocates the overnight stays. OVERNIGHT is a set of flights which
according to the historical record arrived the day before and stayed overnight at the same
gate. These flights are automatically allocated to the gates that they used in the historic
data (ghist), since they were already at the airport when the day starts.
4.2.3 Objective
The objective function is given by Formula 4.7 which is minimised in the model. It is a
weighted sum of the time gap variables (the first element of Formula 4.7) and the total
number of remote allocations (the second element of Formula 4.7). This preliminary study
focuses on the objective which aims to maximise the time gaps between allocations. The
formulation on this objective is new compared to previously published ideas, it therefore
requires a careful consideration. The second objective which minimises the number of
remote allocations has to be in the objective function otherwise all flights would immediately















if SG < gapgk,fi,fj < LG (4.8)
The penalty function is given by Equation 4.8. The shape of the function is chosen
so that the smaller gaps are penalized much more than the larger gaps. Figure 4.1 shows
the shape of the function when the size of SG equals 14 of LG (as it is in the experiments).
Flight pair variables (Ugk,fi,fj ) are forced by Constraint 4.2 only for gaps which are within
the range SG < gapgk,fi,fj < LG.
4.3 Receding Horizon Approach
This section explains the general idea behind the Receding Horizon (RH) approach.
4.3.1 Notation
All previous definitions from Section 4.2 hold and the following additional definitions are
used in the following sections.
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Figure 4.1: Gaps penalty function
T size of window in minutes
d size of window shift in minutes
lastF light last flight in the dataset
pozNum total number of positions of window
p position index of window p ∈ {0, ..., pozNum}
FTp subset of flights, their arrival times are in T for position p
Fdp subset of flights, their arrival times are in d for position p
MIP (s) MIP solution for subset (s) of flights
4.3.2 Overview of the RH Method
The receding horizon (RH) approach which is used in this research to decompose the GAP
into sub-problems works as follows. The sub-problems are extracted from the full problem
using a window. Firstly the window is placed at the beginning of the problem and the GAP
model (described in Section 4.2) is built for the flights belonging to the window (Section 4.3.3
describes how the flights in the window are determined). The GAP model is solved. The
window is shifted to a next position while the part of the solution from the first position
which was moved out of the window is kept and fixed for all of the following steps. The
fixed solutions from the previous positions which are still inside the new window are used
as an initial solution for the current window position. The procedure of shifting is repeated
until the end of the dataset is reached. Figure 4.2 illustrates the general idea of window
positioning and shifting. The horizontal axis denotes the time flow and the vertical denotes
the gates. The rectangles (labelled F1, F2, F3, F4, F5) symbolise flights which occupy gates


















Figure 4.2: Window positioning and shifting.
for some time duration. Two example window positions (for p = 1, p = 2) are shown below
the chart and the subsets of flights Fdp and FTp are indicated. The subsets which are
marked in Figure 4.2 contain the following flights respectively:
• Fd1 = {F1, F2, F4}
• FT1 = {F1, F2, F3, F4}
• Fd2 = {F3}
• FT2 = {F3, F5}
The calculation time and the quality of the solution obtained using the RH method
depends heavily on the two parameters d and T . An appropriate trade-off between the
quality of the solution and the calculation time has to be found. Our research aims to
investigate whether it is possible to quickly find solutions which are close to optimal using
the RH approach. Pseudo-code for the RH algorithm is provided in Algorithm 1 which
gives additional explanation.
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Algorithm 1 Receding Horizon Method
1: place time window at the start of the schedule(p = 0)
2: create subsets FTp and Fdp
3: create new MIP model for FTp
4: solve MIP model for FTp
5: store allocations for flights from subset Fdp
6: advance the position (p = p+ 1)
7: while p <= pozNum do
8: create subsets FTp and Fdp
9: create new MIP model for subset FTp
10: preallocate gates from previous window positions
11: solve MIP model for subset FTp
12: if p = pozNum then
13: store allocations for flights from subset FTp
14: end algorithm
15: else
16: store allocations for flights from subset Fdp
17: end if
18: advance the position (p = p+ 1)
19: end while
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4.3.3 Identification of Flights in a Window
A time-oriented implementation is used in this study, where the decision about including a
flight in a window is taken based upon its arrival time (alternative approaches were tested
during further stages of the research and are discussed in Chapter 6). In this implementation
the number of flights per window varies, since in some time periods there are more arriving
aircraft than in others. The window size T and shift size d are measured in minutes.
Equation 4.9 shows the number of window positions for this decomposition, Inequality 4.10
defines the flights in subset FTp for position p, Inequality 4.11 defines the flights in subset
Fdp for position p.
pozNum =
⌈




Note that the subset of flights within shift d may be empty for some window
positions. In that case the window position is skipped and the algorithm continues for the
next window position, so the number of window positions actually needing to be solved may
be smaller than pozNum.
fi ∈ FTp iff (p ∗ d) < efi ≤ ((p ∗ d) + T ) (4.10)
fi ∈ Fdp iff (p ∗ d) < efi ≤ ((p+ 1)d) (4.11)
4.4 Parameters Settings
This section explains the settings which were used in the experiments for the GAP model
and the RH method. The GAP model requires deciding about the minimum and the
maximum size of the time gap between allocations, based upon which the penalties in the
objective function are calculated. The implementation of the RH method used here requires
two parameters: the size of the shift and the size of the window. These two parameters are
independently varied in the experiments so that it can be observed what their influence on
the results is.
4.4.1 GAP Model
The sizes of the small and the large gap between allocations are set as follows:
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Table 4.1: The configuration numbers and parameter settings for the RH method.
• small gap SG equal to 15 minutes
• large gap LG equal to 60 minutes
The sizes may vary from one airport to another, the above values are chosen according to the
datasets used in the experiments and information about the real situation at Manchester.
4.4.2 RH Method
The sizes of the window and the shift are varied in the experiments. The following window
sizes: 5, 10, 15, 20, 25 percent of the dataset duration (typically one day) and shift sizes: 20,
30, 40, 50 percent of the window size are used. There are twenty configurations in total. The
configurations are numbered from 1 to 20. Table 4.1 shows all the tested configurations and
the corresponding numbers assigned. For clarity and brevity, numbers are used to identify
configurations rather than both of the parameters when the results are presented.
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4.5 Results
This section presents results obtained using the model and the RH method which are de-
scribed above. The datasets from Manchester Airport which were described in Chapter 3
are used in the experiments. There are twenty one datasets in total, which cover seven days
of the airport operations (each terminal separately). The days are solved one after another.
Flights from a previous day which stay overnight are automatically allocated to the gates
they used in the historic data. This allows a fair comparison of the solutions obtained for
different configurations of the RH method on the same day. In that way all solutions will
have the same configuration at the beginning of each day. Alternatively the night stay
allocations could be passed from the previous day to the following one. But then it would
only be fair to consider the RH solutions obtained for an entire week, not for individual
days. The same approach has been used in further experiments with the RH method in
Chapter 6.
The model formulation contains only two elements in the objective function. The
element which aims to maximise time gaps between allocations increases the problem com-
plexity a lot, as many more variables have to be considered in the objective function. The
size of large gap LG regulates the number of the variables Ugk,fi,fj which are actually con-
sidered. Section 4.5.1 focuses therefore on how the model performs with and without the
time gap constraint as well as on the influence of the LG parameter on the model size and
performance.
Next in Section 4.5.2 the results obtained when all of the datasets were solved
using CPLEX without the RH decomposition but with a time limit of 1 hour for CPLEX
are presented and briefly analysed. If no optimal solution can be found in this time, the
best feasible solution found is given.
Finally the RH decomposition is applied to the instances which are hard to solve
using the full formulation. The same time limit of one hour is set for the total time of the
RH method calculation. Various configurations of the parameters of the RH method are
tested in the experiments and it is shown how they influence the calculation time and the
obtained objective values. Results of the experiments and the analysis of the influence of
the parameters and the best settings of the RH method for the tested instances are given
in Section 4.5.3.
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LG [min] Time[sec] Gap[%] Variables Constraints
- 0.89 0 2706 52006
15 1.73 0 320415 52006
50 12.2 0 320415 68134
51 4.02 0 320415 68554
52 4.42 0 320415 69226
53 16.76 0 320415 69646
54 126.73 0 320415 70234
55 579.37 0 320415 70738
56 3600 41.88 320415 71158
60 3600 69.38 320415 73216
Table 4.2: Model performance for an example database: terminal T3 day 4.
4.5.1 Model Performance
The model performance analysis utilises a dataset from terminal T3, day 4. There are one
hundred and twenty three flights in the dataset. Terminal T3 has twenty one gates plus
there is one additional gate which models the remote gates (twenty two in total). There
are twelve flights which arrived at the airport the day before and stayed on the assigned
gate for the whole night. There are (m + 1) ∗ n = 22 ∗ 123 = 2706 Xgk,fi variables in the
model and m ∗ n ∗ n = 21 ∗ 123 ∗ 123 = 317709 Ugk,fi,fj variables as the remote gates are
not included. In total there are (m+1) ∗ n+m ∗ n ∗ n = 2706+ 317709 = 320415 variables
in the model.
Similar calculations can be performed for the number of constraints (which are also
called rows) in the model. Constraint 4.4 adds one row to the model, Constraint 4.3 adds
n (123) rows to the model, Constraint 4.6 adds twelve rows (as there are twelve overnight
stays). Constraint 4.5 introduces at most m ∗ n ∗ (n− 1) rows (n− 1 as no constraints for
the same flights are added). There are actually far less rows introduced by this constraint
since all of the overlapping pairs of flights which are within SG of each other are excluded.
Similarly Constraint 4.2 introduces much less rows than it potentially could as it is active
only for the pairs of flights for which the time gap is between SG and LG. It is further
investigated how the model changes when the LG parameter is varied. The size of LG is
determined based upon the preferences of the airport and is not going to be changed further
in the calculations. It is only varied in this part to show and better understand the model
behaviour.
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Table 4.2 displays the recorded calculation time, optimality gap, number of vari-
ables, number of constraints for the instance and various settings of the LG parameter. The
optimality gap is the difference between the feasible solution and the lower bound found by
CPLEX, divided by the lower bound value, and assesses the quality of the solution. The
first row shows the results obtained for a model without the gap maximisation (without
Constraint 4.2 and the first element of the objective function). The second row shows the
results with all of the elements of the model but for LG equal to SG (15 minutes). The
following rows displays the full model results obtained for increasing sizes of LG starting
from size fifty and finishing with sixty (LG is equal to 60 minutes in further experiments).
The expected numbers of variables occur in the table, there are 2706 for the model
without gap elements and 320415 for the model with. The number of variables does not
change for the different value of LG as the different size of the LG only increases the number
of constraints, does not change the total number of variables in the model. The number of
constraints which are present in the models is the same for the first and the second row, since
for LG equal to SG the gap constraint is inactive. The number of constraints grows with
the size of LG since more Ugk,fi,fj variables have to be considered in the objective function
and it is harder to find the solution. When the LG reaches a size of 56 the calculation
time grows rapidly and only a feasible solution can be found within the set time limit (1
hour). This rapid growth is very characteristic for the problem formulation, and can be also
observed when other instances are solved. It may be related to the formulation symmetry
(see Section 2.5 in Chapter 2), as any flight fits on any gate. The next section presents
the results obtained for all datasets using just one preferred setting of LG. Some of the
datasets were still solvable within seconds but some already reach the sizes which cause the
rapid growth of the calculation time.
4.5.2 Full GAP Model Formulation Results
The times taken by the twenty one instances, as well as the solution status and the optimality
gaps for the feasible solutions, the number of variables and the number of constraints are
presented in Table 4.3.
It is discussed in Chapter 3 that terminal T2 is quiet and has a low number of
flights per gate, while terminals T1 and T3 have a larger number of flights per gate on
average. Terminal T2 is therefore expected to be easier to solve than T1 and T3. Table 4.3
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Day(Terminal) Gates Flights Time[sec] Gap[%] Variables Constraints
1(1) 25 111 2.5 0 310911 78112
2(1) 25 118 22.3 0 351168 103133
3(1) 25 121 3600 1.95 369171 116531
4(1) 25 125 3600 1.13 393875 111688
5(1) 25 133 3600 3.65 445683 125243
6(1) 25 116 3600 1.58 339416 101079
7(1) 25 106 30.4 0 283656 80814
1(2) 23 50 0.8 0 58700 15047
2(2) 23 59 0.5 0 81479 21363
3(2) 23 60 0.6 0 84240 26562
4(2) 23 59 0.5 0 81479 2444
5(2) 23 67 0.7 0 104855 29051
6(2) 23 62 0.5 0 89900 26239
7(2) 23 48 0.4 0 54144 17347
1(3) 21 91 1.6 0 175903 41378
2(3) 21 117 4.5 0 290043 64310
3(3) 21 119 11.9 0 299999 67167
4(3) 21 123 3600 69.38 320415 73216
5(3) 21 121 7.2 0 310123 65949
6(3) 21 92 0.9 0 179768 40383
7(3) 21 80 1.0 0 136160 3949
Table 4.3: Full GAP model formulation results
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confirms the expectations, as all of the instances coming from terminal T2 were solved to
optimality within a very short time: all times were shorter than one second. Terminals T1
and T3 take longer to solve, in five cases only feasible solutions could be found. The quality
of the feasible solutions varies, the best obtained feasible solution has an optimality gap
around 1% (instances 4(1), 3(1) and 6(1)) while the worst has 69.38% (instance 4(3)). It
can be seen in Table 4.3 that the calculation times are either a few seconds long or longer
than one hour in these cases.
This bipolar characteristic of the results is related to the nature of the problem
formulation, specifically with the element of the objective function that maximises the gaps
between allocations. This was discussed in the previous section.
The next section discusses how to decompose the problem so that the potential of
the CPLEX solver is maximised. The RH method suits this purpose as it cuts out smaller
sub-problems from the whole problem and uses CPLEX which is very fast at solving these
sub-problems as long as they are small enough.
The datasets which cannot be solved to optimality: 3(1), 4(1), 5(1), 6(1), 4(3) are
used to investigate the RH method further in Section 4.5.3.
4.5.3 RH Method with Various Parameter Configurations
The results obtained for the twenty configurations of the RH method given in Table 4.1 are
presented in relation to the results presented in Section 4.5.2. The time limit of one hour
is set for the total time of the RH method calculation. If no solution is found within an
hour the RH method is stopped and since the configuration does not adequately improve
upon the results obtained for the full solution, no solution is recorded. Each window is






where lb is the lower bound found by CPLEX when the full formulation is solved and rh is
the RH objective value.
Table 4.6 shows the calculation times for each configuration, one column for one
dataset. As previously mentioned when the calculation time of the RH method exceeds one
hour no solution is given in the tables as the aim is to reduce the calculation times using
the RH decomposition. The RH calculation time results have also the bipolar characteristic
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Configuration Day(Term) Day(Term) Day(Term) Day(Term) Day(Term)
Number 3(1) 4(1) 5(1) 6(1) 4(3)
1 1.951 1.128 3.646 1.579 69.383
2 2.312 1.128 3.646 1.579 69.383
3 2.312 1.128 3.646 1.579 69.383
4 1.951 1.128 3.646 1.579 69.383
5 1.951 1.128 3.646 1.579 69.383
6 1.951 1.128 3.646 1.579 69.383
7 1.951 1.128 3.646 1.579 69.383
8 1.951 1.128 3.646 1.579 69.383
9 - 1.128 - 1.578 69.383
10 - 1.128 - 1.578 69.383
11 - 1.128 3.646 1.578 69.383
12 1.951 1.128 - 1.578 69.383
13 - 1.128 - 1.578 69.383
14 - 1.128 - 1.578 69.383
15 - 1.128 - 1.578 69.383
16 - 1.128 - 1.578 69.383
17 - 1.128 - 1.578 69.383
18 - 1.128 - 1.578 69.383
19 - 1.128 - 1.578 69.383
20 - 1.128 - 1.578 69.383
Table 4.4: Optimality gaps given in percent of the lower bound for various configurations
of the RH method.
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Configuration Day(Term) Day(Term) Day(Term) Day(Term) Day(Term)
Number 3(1) 4(1) 5(1) 6(1) 4(3)
1 76 76 76 76 66
2 61 63 63 61 51
3 53 53 53 51 41
4 44 47 43 46 35
5 51 52 51 49 39
6 39 43 38 39 29
7 31 33 30 30 24
8 26 28 25 26 19
9 - 41 - 38 27
10 - 30 - 27 21
11 - 24 22 22 16
12 18 20 - 17 13
13 - 31 - 28 21
14 - 23 - 21 16
15 - 18 - 17 13
16 - 15 - 14 11
17 - 25 - 23 16
18 - 18 - 16 12
19 - 15 - 14 11
20 - 12 - 12 9
Table 4.5: Number of window positions solved for each RH method configuration.
observed for the results obtained for the full formulation. The calculation times are strongly
influenced by the size of the window. Only window sizes 5% and 10% of day duration could
be solved for all datasets, with the larger window sizes being solvable (within one hour) only
for some of the datasets. Apparently the larger windows meet the same problem as the full
formulation. The calculation times are also influenced by the shift size. It can be observed
from Table 4.6 for the first eight configurations (2 window sizes) that the times tend to be
shorter for the larger shifts when the window size is fixed. This is related to the number of
windows which need to be solved: when the shift is larger there are fewer window positions
to be solved (see Table 4.5).
Table 4.4 displays the optimality gaps obtained for each configuration for each
dataset. The obtained optimality gaps in most cases are the same as for the full formulation
of the problem. The only exclusions are configurations 2 and 3 for dataset 3(1), which are
worse than the objective value for the full formulation. No other influence of the RH method
parameters on the objective values can be observed for the tested configurations.
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Configuration Day(Term) Day(Term) Day(Term) Day(Term) Day(Term)
Number 3(1) 4(1) 5(1) 6(1) 4(3)
1 37.66 34.75 41.48 33.36 24.94
2 27.07 29.06 30.62 27.09 17.98
3 21.14 24.56 24.21 23.32 15.53
4 16.75 17.99 23.27 17.47 11.77
5 23.50 36.82 27.26 20.57 19.37
6 22.19 19.51 20.32 15.31 12.60
7 12.91 14.06 20.23 11.57 10.31
8 11.17 15.33 11.60 10.05 10.49
9 - 21.00 - 17.41 17.16
10 - 15.63 - 12.44 19.60
11 - 22.63 106.13 9.05 8.82
12 45.62 8.47 - 7.16 8.70
13 - 45.78 - 15.19 15.38
14 - 41.51 - 11.20 15.93
15 - 15.61 - 9.26 10.55
16 - 30.09 - 5.62 10.97
17 - 280.76 - 17.80 16.39
18 - 58.82 - 14.23 14.74
19 - 24.92 - 12.03 13.04
20 - 46.10 - 11.09 11.41
Table 4.6: Calculation times given in seconds for various configurations of the RH method.
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The objective values which were found using the RH method are never better
than those which were found using the full formulation. This is related to the way CPLEX
finds the solution and its lower bound. It has been observed that CPLEX gets to the same
objective value as the RH method quickly and uses the rest of the time to improve the
lower bound. So, although CPLEX spends over an hour on the full model calculations the
only improvement it makes after reaching the good objective value is the improvement of
the lower bound. This lower bound is then used to calculate the optimality gap of both
the RH method and the full formulation. Hence it cannot really be said CPLEX took an
hour to find the same solution that the RH method as it actually finds the same objective
value much quicker but it improves the probable lower bound a lot. In order to compare
the times more fairly, another test was performed and its results are presented in Table 4.7.
The table shows what the objective value for the full formulation is when the time limit
for CPLEX is set to the longest time that the RH method took (the top part of Table 4.7)
and the shortest time that the RH method took (the bottom part of Table 4.7). The table
shows the optimality gaps but these are calculated using the same lower bound that the RH
method uses (the lower bound found by CPLEX after one hour). Thanks to the results in
Table 4.7 it can be shown whether the RH method reaches a better objective value than the
full formulation within the same time. When the longest time RH took is used the results
indicate that the same objective values were reached, however when the shortest times were
used the objective values reached using the full formulation tend to be worse.
The RH method does actually improve the calculation times if its parameters are
chosen correctly. Otherwise no improvement is noticed, for some configurations even the
decomposed problem is not solvable within the chosen time limit of one hour. When the
best configuration is to be chosen one of the first eight configurations should be taken.
Configuration number eight would be a good choice, it takes on average 12 seconds to
calculate the RH solution using this configuration.
4.6 Conclusion
The basic model of the GAP was presented in this chapter. The model behaviour was
first investigated using one example dataset. The size of LG parameter which indicates the
desired time gap between allocations has a huge effect upon the model calculation times.
It was observed that only a small increase of the parameter size causes a sudden increase
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Table 4.7: Objective values obtained for the full formulation with time limits coming from
the RH times.
of the calculation time.
The full model formulation was then solved for each of the available datasets using
one value of LG which was set according to the airport preferences. Some of the datasets
are solved within seconds while other could not be solved within an hour as the size of LG
which causes the sudden raise of time is different for different datasets.
The RH decomposition method is described and applied for the datasets which
cannot be solved to optimality within the one hour time limit set for the CPLEX solver.
Twenty configurations of the RH method were tested. The obtained results show a strong
relationship between the size of the window and the calculation time. The larger the window
the longer it takes to solve the problem. The size of the shift influences also the calculation
times but to smaller degree, configurations with larger shifts are faster to solve.
The objective values obtained for the full formulation and using the RH decom-
position were almost always the same. The relationship between the size of the window or
shift and the objective value reached cannot therefore be observed. It was however discussed
that, when the full formulation is solved, the main part of the calculation time is taken to
improve the lower bound of a solution which is found relatively quickly. It was therefore
checked what objective value can be reached by the full formulation when the shortest and
the longest time of the RH calculation for that dataset are used. This indicates that the RH
method reaches the same objective values faster than the full formulation when appropriate
parameters are used.
The preliminary results obtained for the RH method show the importance of the
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parameter settings. The RH method seems to be very useful when the parameters are set
appropriately. The results motivated to the further study on the method which is presented




The Mixed Integer Programming Model of the
Gate Allocation Problem Resolving Conflicts at
the Gates
5.1 Introduction
One of the research directions which was identified in Chapter 3 was resolving the conflicts
which occur in the area around the gates. Gates which are reached using similar routes
should not be assigned to flights which are going to move at similar times as this is more
likely to lead to congestion. This chapter focuses on modelling the gate allocation problem
(GAP) taking into consideration possible conflicts in the area close to the gates. A new
objective which aims to minimise the number of allocations which may lead to conflicts is
proposed. Considering the possible conflicts in the early stage of allocation planning should
result in smoother airport operation on the day of operation. It is a first step in the process
of integration of the ground movement with the GAP, which has not been addressed before.
The model is tested on real world instances provided by Manchester Airport. Each
terminal is solved separately, the whole airport problem can usually be decomposed in this
way since it is very uncommon for an aircraft to be allocated to a different terminal than
scheduled, since this would be very inconvenient for the airlines which usually have a specific
agreement with an airport regarding the terminal they want to use and all of the necessary
ground services would have to be moved to a different part of the airport.
However conflicting allocations may also occur between terminals, when for exam-
ple gates belonging to two different terminals are placed opposite each other. One way of
dealing with these conflicts would be to solve the terminals which have conflicting gates at
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Figure 5.1: Map of Manchester Airport showing Terminal 1, the taxiways and groups of
gates (Google satellite map, Imagery c©2013 TerraMetrics, Map data c©2013 Google)
once, however this makes the problem much larger and increases the need for a heuristic
or decomposition method. The Receding Horizon method which was initially discussed in
Chapter 4 is further investigated in Chapter 6 as a possible way of solving larger instances
of the GAP.
This chapter is organised as follows: first the possible conflict detection mechanism
is discussed. The MIP model of the problem is then presented. Next additional constraints
which are applied in the model to reduce the search time are discussed. In the results
in Section 5.5.2 the influence of the additional constraints on the calculation time is first
shown. It is then discussed which element of the objective function slows the solver the
most and finally the effects of the new elements of the objective function are validated.
5.2 Detection of Conflicting Allocations
Departing aircraft are routed from gates to runways. Similarly, arriving aircraft, once they
are on the ground, must be routed from runways to gates. Several taxiways which can be
used to get from one part of an airport to another are normally available, and the shortest
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possible route with the minimum number of conflicts is usually chosen. Figure 5.1 shows an
example satellite map 1 on which Terminal 1 of Manchester Airport is marked in blue and
taxiways which lead to the gates on it are marked in yellow. All gates of the terminal are
divided into groups which are marked in red in Figure 5.1. Gates which are neighbouring
and are reached using the same final part of the access taxiway have been allocated to the
same group. A conflict is likely to occur if two flights which are scheduled to make a move
at a similar time are allocated to the same group of gates. Hence these allocations are
limited in the presented model. The gate-group adherence for Terminal 1 is as follows:
• GR1: 29, 32, 31
• GR2: 21, 23, 25, 27
• GR3: 2, 4, 6, 8
• GR4: 10, 12, 13, 14
• GR5: 1, 5, 7, 9, 11, 15
• GR6: 22, 24, 26, 28
Examples of physical blockages which can be included in the early stage of planning
are push-back and taxi blocking. The push-back blocking (Figure 5.2) is observed at the
area around the gates and it occurs when a departing aircraft is ready to depart a gate but
it is blocked by another aircraft which is currently pushing back. In Figure 5.2 aircraft F1
is blocked by aircraft F2, one of the two aircraft has to wait until the area is cleared. There
are two possible ways of solving the conflict. F1 is prioritised, it pushes back first and
delays F2 as shown in Figure 5.3a. Alternatively F2 proceeds first and stops F1 pushing
back like it is shown in Figure 5.3b.
Figure 5.4 shows an example of taxi blocking, which occurs when two aircraft are
taxiing in opposite directions along the same route or when two aircraft meet at a crossing
point at the same time. This type of blocking occurs both next to the gates but also
further away along the taxiways, especially close to bottlenecks (places where several routes
converge). An example of a bottleneck can be observed in Figure 5.1, gates of groups GR1
and GR6 are placed behind it. Number of flights planned to pass a bottleneck at the same
1Google satellite map, Imagery c©2013 TerraMetrics, Map data c©2013 Google
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TERMINAL
G1 G2 G3 G4
F1
F2
Figure 5.2: Push-back blocking: F1 in conflict with F2
TERMINAL
G1 G2 G3 G4
F1F2
TERMINAL
G1 G2 G3 G4
F1
F2
(a) F1 pushes back first (b) F2 proceeds first
Figure 5.3: Push-back blocking: priority of aircraft
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Figure 5.4: Taxi blocking
time could be limited in order to reduce congestion similarly to the conflicting allocations.
This has not been included in the experiments of this chapter but it is considered as future
work.
5.3 MIP Model Description
A MIP model which considers ground movement issues is presented in this section.
5.3.1 Notation and Definitions
Table 5.3.1 includes the notation and definitions.
5.3.2 Developed Model
The MIP model extends the basic model presented in Chapter 4, includes the same basic
core constraints and the gaps between allocations are maximised using the same method.
The model aims to solve an early stage allocation planning problem which takes into con-
sideration the conflicts at gates. The idea of dividing gates into groups is used in the model
and the number of conflicts within groups is minimised in the objective function.
The objective function contains also other important constraints, which were dis-
cussed before in the related literature (see Chapter 2). The GAP has a multi-objective
character which is modelled in this chapter using a weighted sum of the objectives. All of
the elements of the objective function and their weights are described in more detail using
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F set of flights
n total number of flights in F
i, j flight indices i, j ∈ {1, ..., n}
fi ∈ F a flight with index i
efi on-gate time of fi, a constant for each fi
lfi off-gate time of fi, a constant for each fi
G set of gates
m total number of gates available in G
k, l gate indices k, l ∈ {1, ...,m}
gk ∈ G a gate with index k
F (gk) subset of flights that can use gk
Sh set of pairs of gates that cannot be used simultaneously
GR subset of gates used when minimising conflicts
z indices of subsets of gates
NC number of conflicting flights allocated to one GR, a variable
Xgk,fi decision variable, it is 1 if fi is allocated to gk, 0 otherwise
Ugk,fi,fj indicator variable, it is 1 if fi and fj are allocated to gk, 0 otherwise
gapgk,fi,fj time gap between fi and fj when both are allocated to gate gk
SG minimum size of gapgk,fi,fj , a constant
LG maximum size of gapgk,fi,fj , a constant
pfi,fj penalty for putting fi and fj on the same gate
rfi,gk penalty for putting flight fi on gate gk dependent upon sizes
afi,gk penalty for putting flight fi on gate gk related to airline preferences
du penalty for ‘dummy gate’
OVERNIGHT set of flights which stayed overnight at their assigned gate
ghista gate that was used by flight a in the historic data
Cd(fi) set of flights which may be in conflict with the departure time of fi
Ca(fi) set of flights which may be in conflict with the arrival time of fi
freqfi,gk function indicating how often the airline for fi has used gk
in the historic data
Table 5.1: Notation and definitions
mathematical formulations in Section 5.3.4. A short analysis of the impact of each of the
elements of the objective function on the calculation time is provided in the results, since
it is important in order to better understand the model behaviour.
The constraints included in the model are the core constraints which have been
discussed before in Chapters 3 and 4 and additional constraints which result mainly from the
gate attributes, i.e. aircraft and gate sizes, shadowing restrictions and security requirements.
Section 5.3.3 gives a mathematical description of the constraints and explains each of them
in more depth. The proposed terminal-based decomposition allowed the solution of most of
5. mip model of the gap resolving conflicts at the gates 70
the instances used in the experiments to be found. Several additional elements have been
added to the model in order to speed up the solution process and they are discussed in
Section 5.3.5. The effects they have on the calculation time are discussed in Section 5.5.2.
5.3.3 Constraints
Equation 5.1 limits the gate usage so that flights are allocated only to gates that they will
fit on and can use. As was described in Chapter 4, the time gap gapgk,fi,fj between two
flights fi and fj which are allocated to the same gate gk is defined by Equation 5.2. The
variable Ugk,fi,fj becomes one if and only if fi and fj belong to F (gk)(Equation 5.4), and
the size of the time gap between them gapgk,fi,fj is between SG and LG. Gaps larger than
LG are ignored in the objective function (Equation 5.3).
Xgk,fi = 0, ∀fi /∈ F (gk), ∀gk ∈ G (5.1)
gapgk,fi,fj =
{
efj − lfi if efj ≥ efi
efi − lfj if efi ≥ efj
, fi, fj ∈ F (gk), gk ∈ G, fi 6= fj (5.2)
Ugk,fi,fj ≥ Xfi,gk +Xfj ,gk − 1
Ugk,fi,fj ≥ 0
}
∀fi, fj ∈ F (gk), ∀gk ∈ G, SG < gapgk,fi,fj < LG,
0 ≤ SG ≤ LG
(5.3)
Ugk,fi,fj = 0, ∀(fi or fj) /∈ F (gk), ∀gk ∈ G (5.4)
m+1∑
k=1






Xgk,fi = n (5.6)
Xfi,gk +Xfj ,gk ≤ 1, ∀fi, fj ∈ F (gk), ∀gk ∈ G, gapgk,fi,fj ≤ SG, SG ≥ 0 (5.7)
2After the research had been conducted this constraint was found to be redundant. Constraint 5.5 is
sufficient to force each flight to be allocated to a gate.
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Xa,ghista = 1, ∀a ∈ OVERNIGHT (5.8)








Xfi,gk ≤ NC, ∀fi ∈ F (gk), ∀gk ∈ GR,
∀GR ∈ {GR1, ..., GRz}
(5.10)
Constraints 5.4 to 5.8 are analogous to the constraint in the basic model defined
in Section 4.2 of Chapter 4. The model includes sizes of flights and gates and hence the
constraints are more restrictive, for example variable Xfi,gk can only become 1 when fi
belongs to F (gk) which is new compared with the basic model.
Each flight has to be allocated to a gate (Constraint 5.6). Each flight is allocated
to only one gate thanks to Constraint 5.5. Two flights which overlap or are within the
minimum gap SG of each other are not allowed to use the same gate (Constraint 5.7). The
overnight stays are automatically allocated to the gates that were used in the historic record
(Constraint 5.8).
Constraint 5.9 and Constraint 5.10 are new compared with the basic model from
Chapter 4. Constraint 5.9 is a shadow constraint and it refers to the gates which cannot be
used simultaneously. One of the gates is blocked when the other is used by a large aircraft
for example. The constraint concerns also the situations when one large gate can be used
either as one or two smaller gates. The large gate is modelled as three separate gates
with appropriate shadow constraints between them. The last Constraint 5.10, considers the
conflicts at the gates. Flights which may be in conflict with a departure time of flight fi (due
to a similar arrival time ) create set Cd(fi) and are allocated to different groups of gates if
possible. An analogous constraint for flights which may be in conflict with the arrival time
of fi (due to a close departure time) also exists in the model, it utilises set Ca(fi) instead
of Cd(fi). The time margin value which has been used to determine the possible conflicts
in this work is given in Table 5.2 (last row). NC is the number of conflicting flights which
are allowed to be allocated to the same group of gates and is minimised in the objective
function. This means that no more than NC flights will use each conflicting area in each
time period.
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5.3.4 Objectives



































, maxFreq 6= 0 (5.14)
There are two additional elements in the objective function which will be discussed
later and are weighted to have a very small impact on the optimal objective value and are
described in the next section.
The first element aims to maximise the time gaps between flights which are allo-
cated to one gate. Variable Ugk,fi,fj (defined by Equation 5.3 and Inequality 5.4) is weighted
in the objective function using the cost function pfi,fj , given by Equation 5.12. Maximi-
sation of the time gaps helps in achieving a more robust plan which absorbs minor delays
which often occur on the gates during the day of operation.
The second element is related to an effective usage of gates. The size of a flight
is matched with the size of the gate it uses, avoiding situations where large gates are used
by small flights. This improves the robustness of the plan as the large gates are left free,
where possible, and are therefore available when a reallocation is needed during the day
of operation. This element is costed using a gate-flight size function which is described
by Equation 5.13. Allocations are weighted in the objective function depending upon the
size similarities, where biggestGateSize is the size of the largest gate at the terminal,
maxSize(gk) the maximum size of flight the gate can accommodate and size(fi) is the size
of flight fi.
The airline preferences are expressed by the third element of the objective function.
It was established how often the airline of flight fi used gate gk (freqfi,gk). Appropriate
data analysis was done which is described in Section 3.3.3, Chapter 3. The frequency is used
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in Equation 5.14 to calculate weights for this element. maxFreq is the maximum value of
all frequencies.
The fourth element, NC, refers to the number of conflicting flights in each group
of gates (see Inequality 5.10). NC is a single value which is minimised across all groups
of gates, which can be understand as minimising the maximum value. When it equals two
each of the groups can have up to one conflict (i.e. one pair of flights in conflict) within
each specified time duration.
The fifth element minimises ‘dummy gate’ allocations. The ‘dummy gate’ repre-
sents holding positions and remote stands. When an aircraft is allocated to a remote stand
passengers have to be transported to and from a terminal building usually by bus. The
remote stands are usually used only on a special request of an airline or when all gates are
occupied.
The two additional elements of the objective function, which are not given by
Formula 5.11 are described in Section 5.3.5. They have a marginal influence on the final
objective value, as they have been given very small weights. One of them prioritises slightly
the gates which are closer to taxiways. The other adds a small weight to the objective when
an allocation of flight a to gate b occurs in the solution, where the weight is calculated based
upon the indexes of flight a and gate b. They both aim to break symmetries in the search
tree (see Chapter 2).
Using the weighted sum of the objectives is the most common way of modelling
the objective function of the GAP, but results in the optimal solution strongly depending
upon the weights which are used. In this research, the weights of the elements are fixed,
and are chosen to match the preferences of the airport. The primary objective is that all
flights are allocated to gates not to the remote stands if possible, the remote allocations
therefore have the highest penalty in the objective function. The secondary objective is the
size preference, which provides effective usage of the gate spaces. The tertiary objective is
the airline preference. Next is the objective which aims to maximise the time gaps between
allocations and finally the one which reduces the number of conflicts at the gates (even
with the low preference it still makes a difference as will be seen in Section 5.5.4). The two
additional objectives (see Section 5.3.5) have a minor influence on the final objective value.
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5.3.5 Additional Elements of the Model which Speed up the Calculations
The two additional elements of the objective function, mentioned above, and a set of con-
straints have been added to the model in order to shorten the time needed to achieve the
optimal solution.
Symmetries in a model are an important issue for many scheduling problems (see
Section 2.5, Chapter 2). They may also occur in the presented GAP formulation.
An example of symmetry in our model would be two gates which have exactly
the same parameters. Each of the gates is used by several flights (subset of flights) during
each day. A subset of flights which can be allocated to either of the gates with the same
cost would introduce symmetry in the model. Since the model formulation includes size
and airline preferences it is less likely to find symmetries in the formulation than it was in
the basic model formulation (see Chapter 4). However, even small numbers of symmetries
can adversely affect the calculation time. Two additional symmetry breaking elements
have therefore been added to the objective function. The effects on the calculation times of
adding these have been tested and the results are presented in Section 5.5.2. These elements
consist of:
a) A small weight for each allocation which is calculated based upon the flight index and







where i is a flight index and k is a gate index.
b) A small weight which mirrors the distance of the gate to the exit point of a group of
gates. The closer the gate is to the exit point the easier it is to access it. Hence the
gates which are closer to the exit point are slightly prioritised.
5.4 Parameter Setting & Data
The settings which were used in the following experiments are given in Table 5.2. Datasets
from three terminals of Manchester Airport, which are described in Chapter 3, Section 3.3.1
were used to acquire the results presented in Section 5.5.
A time limit of 10 hours was set for the calculation time of the model. If the model
did not reach the optimal solution after the 10 hours, only a feasible solution was recorded.
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Table 5.2: Model settings
Name Symbol Value
Size of the gap for which penalty p saturates LG 60 min
Penalty for remote allocation d 60
Minimum size of the gap between flights SG 15 min
Time margin for conflicts within group of gates 5 min
5.5 Model Performance
This section presents several aspect of the model performance. Firstly a graphical repre-
sentation of the model results is shown in Section 5.5.1. It shows which flights have been
allocated to which gates in a similar way as illustrated by the user support systems at the
airports (see Section 3.3.4, Chapter 3). Section 5.5.2 is focused on calculation times. Sec-
tion 5.5.3 considers the way in which particular elements of the model influence the times.
Finally Section 5.5.4 is dedicated to the new element of the model, the conflict constraint,
investigating how the conflict constraint changes the number of expected conflicts in the
obtained allocations. The results are also compared against the recorded allocations in the
historical data.
5.5.1 Graphical Illustration
Twenty one datasets (seven days, three terminals) were solved using CPLEX. Four of them
could not be solved to optimality within 10 hours, only a feasible rather than optimal
solution being obtained for them.
The results can be displayed on charts. The charts can be very useful in the initial
stages of the model creation (when new constraints are still being added) as they allow
some of the aspects of the results to be quickly validated. Figure 5.5 shows an example
allocation obtained for day one for terminal T1, which includes 111 flights. The names of
the gates are indicated in the vertical direction (−1 is used for remote allocations) and the
time flow is given in the horizontal direction of the chart.
Flights are shown as chains of markers. Different markers are used for different
groups of gates. For the example given in Figure 5.5 the groups match the groups shown in
Figure 5.1. Squares are used for GR1 (, effectively rectangular bars), x-shaped markers
for GR2 (×), star-shaped markers for GR3 (∗) , down triangular-shaped markers for GR4
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Figure 5.5: A graphical representation of an allocation, sorted by gate group.
(H), dots for GR5 (•), up triangular-shaped markers for GR6 (N) and cross-shaped markers
for remote allocations (+).
The graphical representation of an allocation can for example be used to check
whether the shadow constraint works correctly. A pair of gates 12 and 13 is an example
for which the shadow constraint applies on terminal T1. The two gates cannot be used
simultaneously as gate 13 is in fact the left part of large gate 12. It is visible in Figure 5.5
that the constraint works correctly and the two gates are never used at the same time.
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5.5.2 Speeding up the Search
The additional elements which break the symmetry in the model were introduced to speed
up the calculation process. This section illustrates what the influence of these elements is
on the calculation times. Results obtained for the model with and without the element
which uses indexes of flights and gates (point (a) in Section 5.3.5) are first compared. The





where a is the model calculation time without the element which uses indexes of flights and
gates and b the full model calculation time. Observe that:
α > 1⇔ a > b,
α < 1⇔ a < b.
(5.17)
Table 5.3 presents results which were obtained using the various datasets, one
dataset corresponding to one day of one terminal. Calculation times for the full model are
given in the second column, and the ratio α is given in the third column. The influence of
the second element which was introduced to break symmetry and is based upon the distance
to the exit (point (b) in Section 5.3.5) was also tested. Ratio β is used in the comparison
in manner analogues to α. For β the value a in Equation 5.16 is the calculation time of
the model without the second symmetry breaking element. The β values are given in the
fourth column of Table 5.3. The fifth column (α & β) of Table 5.3 presents the calculation
times obtained when both of the symmetry breaking constraints are applied.
It is hard to predict the calculation time for an instance before the evaluation.
So, the decision about keeping or discarding elements of the model which may reduce the
calculation times is often very tricky. It may happen that for some instance the additional
constraint helps while for another it actually slows down the calculations. The results
shown in Table 5.3 indicate that applying both of the symmetry breaking constraints gives
the best results. The calculation times improve or stay the same for the model with the
additional constraints, most of the values in the fifth column (α & β) of Table 5.3 are equal
or larger than one. Only in two cases (1(3), 2(3)) was the calculation significantly longer
after applying the symmetry breaking constraints. This is a minor loss considering the gains
from other cases. It is worth to keep both of the symmetry breaking elements in the model.
5. mip model of the gap resolving conflicts at the gates 78
Day(Terminal) b[s] α β α & β
1(1) 153 0.9 1.0 1.3
2(1) 171 1.0 1.0 1.3
3(1) 36000 1.0 1.0 1.0
4(1) 239 1.1 1.0 1.3
5(1) 36000 1.0 1.0 1.0
6(1) 198 1.0 1.0 1.4
7(1) 5902 0.5 1.0 0.7
1(2) 7 0.8 0.8 1.0
2(2) 13 0.9 1.0 1.2
3(2) 12 0.9 0.9 1.0
4(2) 13 0.9 0.9 1.0
5(2) 20 0.9 0.8 1.0
6(2) 15 0.8 0.8 0.9
7(2) 6 0.8 0.8 1.0
1(3) 29 1.2 1.1 0.4
2(3) 443 0.7 0.2 0.2
3(3) 1669 1.0 1.7 1.5
4(3) 36000 1.0 1.0 1.0
5(3) 36000 1.0 1.0 2.0
6(3) 18 0.9 0.9 1.1
7(3) 226 1.0 0.7 0.9
Table 5.3: Calculation times for model with and without the elements which were intro-
duced to speed up the calculation process.
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5.5.3 Objective Function Analysis
The analysis shown in this section aims to establish which of the elements of the objective
function have on average the strongest influence on the calculation time. Six simplified
versions of the objective function given by Formula 5.11 are prepared for that purpose:
• obj1 - objective function with only the first and the last element of Formula 5.11, this
aims only to maximise the gaps between allocations,
• obj2 - objective function with only the second and the last element of Formula 5.11,
this aims only to maximise the size preferences,
• obj3 - objective function with only the third and the last element of Formula 5.11,
this aims only to maximise the airline preferences,
• obj4 - objective function with only the fourth and the last element of Formula 5.11,
this aims only to minimise the conflicts around the gates,
• obj5 - objective function with only the symmetry breaking element which uses indexes
of flights and gates (see point (a) in Section 5.3.5),
• obj6 - objective function with only the symmetry breaking element which uses dis-
tances to exit (see point (b) in Section 5.3.5).
All of the constraints were kept the same, only the objective function was modified. The
last element of Formula 5.11 penalises the dummy allocations and has to always be in the
objective function as without it all flights would immediately be allocated to the remote
stands.
Experiments were performed with each of the simplified objective functions and the
calculation times were recorded. Seven days of airport operation (similarly to the previous
experiments) were used. The recorded times were compared against the time taken by the
full formulation and an average relative calculation time was then calculated across all of
the datasets for each of the simplified objective functions. Figure 5.6 shows a bar plot
which compares the average relative calculation times taken by the six simplified objective
functions, one bar for one version of the objective function.
It is clearly visible that the most time consuming element of the objective function
is the element which maximises the time gaps between allocations (obj1). This increases the
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Figure 5.6: Times taken by the six simplified versions of the objective function.
model complexity a lot as it requires setting variables for pairs of flights on gates (Ugk,fi,fj )
rather than only for flight-gate pairs (Xfi,gk). Moreover, it is clear that its calculation time
is on average almost three times as long as the calculation time of the full formulation.
This indicates that adding more objectives to the model makes the search process easier
for the solver. All other versions of the objective function result in similar times. This is
expected, as none of these introduces the flight-flight-gates variables, only the flight-gate
pair variables have to be considered.
5.5.4 Influence of the Conflict Constraint
The effects of the conflict constraint are investigated in this section. The number of possible
conflicting allocations is checked for results obtained using the model with and without
the conflict constraint. Additionally the number of conflicting allocations detected in the
historical data records is given as a comparison.
Table 5.4 displays the total number of possible conflicts obtained for each terminal
using the datasets described in Chapter 3 (seven days of Manchester Airport operation).
The first column shows the number of conflicts (aircraft which may delay each other) for
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Model Solution Recorded
Terminal With Conflict Constraint Without Conflict Constraint Solution
T1 51 74 95
T2 19 51 50
T3 41 48 77
SUM 111 173 222
Table 5.4: The total number of conflicts calculated for the allocations obtained using the
model (with and without the conflict constraint) and recorded in the historical data
Model Solution Recorded
Terminal With Conflict Constraint Without Conflict Constraint Solution
T1 & T2 91 146 165
T1 & T3 92 122 186
T2 & T3 60 99 127
T1 & T2 & T3 132 194 256
Table 5.5: The total number of conflicts calculated for merged allocations obtained using
the model (with and without the conflict constraint) and recorded in the historical data
the model with the conflict constraint, the second column shows the number for the model
without the conflict constraint and those in the last column are for the recorded allocations.
The first three rows of Table 5.4 show each terminal separately, the last row shows the sum of
the conflicts. As expected, the number of conflicts drops after adding the conflict constraint,
and is significantly lower than the number of conflicts in the historical record as well. The
planned allocation should therefore result in smoother airport operations during the day of
operation thanks to the added constraint.
When each terminal is solved separately, conflicts which may occur between gates
belonging to different terminals are not included. The allocations obtained for two or
three terminals separately can be merged and the number of conflicts calculated using the
merged allocations will also include the conflicts occurring between terminals. In the tested
instances terminal T1 and terminal T2 have conflicting gates. There are no conflicting gates
between terminal T1 and terminal T3, however the two terminals have one common gate.
This common gate in the model is assigned to one terminal but in the records it could be
used by either of them. Terminal T3 is on the other side of the airport from terminal T2
so there is no physical relation between the two, no additional conflicts should therefore be
detected in the merged allocation T2 & T3.
Table 5.5 shows the numbers of conflicts obtained for merged allocations for all
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possible terminal combinations (T1 & T2, T1 & T3, T2 & T3, T1 & T2 & T3). More
conflicts were detected in merged T1 & T2 & T3 than the total number of conflicts detected
separately for the three terminals (compare the last row of Table 5.4 with the last row of
Table 5.5) due to the conflicts between terminals. Gates at terminal T2 and terminal T3 do
not have any physical relation and therefore the sum of the conflicts calculated separately is
always equal to the number of conflicts detected for the merged allocation T2 & T3 (sum of
rows two and three of Table 5.4 is equal to row three of Table 5.5). In the model solutions
the sum of conflicts obtained for T1 and T3 separately is equal to the number of conflicts
found for the merged solution T1 & T3 (sum of row one and two of Table 5.4 is equal to row
two Table 5.5). This confirms that there are no conflicting gates between the two terminals.
However it can only be observed for the model results not for the records because of the
commonly used gate which is shared between terminal T1 and terminal T3.
The results prove that solving terminals separately is a valid idea only if the
terminals don’t have any physical connection, like terminals T2 and T3. If there is a
relationship between terminals, they should probably be treated as one problem and solved
together when the conflicts around the gates are attempted to be resolved.
5.6 Conclusion
AMIP model of the GAP which takes into consideration possible conflicts at the area around
gates was presented in this chapter. A full mathematical formulation which includes the
implemented model constraints and objectives is discussed in detail.
Twenty one datasets which come from Manchester Airport (seven days of oper-
ation) were solved using the CPLEX solver. A graphical implementation of the results is
presented, which is similar to those which are used by the support systems at airports. It
is particularly useful when the model is validated, to check if the outputs are correct.
The symmetry breaking elements of the model, which were added to shorten its
calculation time, were tested. They appeared to be very useful when both of them are kept
in the model.
The elements of the objective function were also considered in the experiments.
The influence of each of them on the calculation time was tested. It became apparent
that the objective element which aims to increase the gaps between allocations has the
heaviest influence on the calculation time. This is due to the increase in the number of
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variables which are considered in the search process as not only flight-gate pairs but also
flight-flight-gate configurations need to be checked.
Finally the effects of the new conflict constraint on the results of the model were
observed. It was proven that the conflict constraint does actually reduce the number of
expected conflicts. The second part of the conflicts analysis showed that some problems
between terminals cannot be tackled when the terminals are solved separately, i.e. conflicts
occurring between gates belonging to different terminals and commonly used gates. There-
fore it would be good to solve more than one terminal at the same time, ideally to solve
all terminals simultaneously. However the exact methods used in this chapter become very
slow and consume lots of memory when larger problems are solved. In fact even for some
of the single terminal instances only feasible solution was found after 10 hours.
Therefore the alternative solution method based upon the Receding Horizon ap-
proach introduced in Chapter 4 is further investigated in Chapter 6 as an alternative way
of solving large instances of the model formulation.
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Chapter 6
The Receding Horizon Approach to the Gate
Allocation Problem Parameters Analysis
6.1 Introduction
This chapter presents an in depth analysis of the receding horizon (RH) approach applied
as a decomposition method of the advanced gate allocation problem (GAP).
The main contribution of the research presented in this chapter is the application of
several versions of the RH method to decompose the advanced model of the GAP (described
in Chapter 5) and investigation of what the best parameter settings are for the method.
Among the tested versions of the RH method a new, dynamic version has been introduced
and has shown good results. The presented results can be useful when the RH method is
used to decompose other problems (especially other resource allocation problems), which
increases the importance of the research.
It is shown in Chapter 5 that sometimes conflicts may occur between gates be-
longing to two different terminals, for example when two gates of two different terminals
are placed opposite each other. It would therefore be beneficial to test if solving more than
one terminal at the same time allows the resolution of more conflicts. This is investigated
and the results are described in the final part of Section 6.4.
This chapter starts with a description of the four versions of the RH method which
have been implemented and tested (Section 6.2). The description is followed by Section 6.3
where the parameter settings which have been used in the experiments are discussed. Results
of the experiments are then provided in Section 6.4 and the chapter ends with conclusions
in Section 6.5.
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6.2 Overview of Implementations
This section explains the various implementations of the Receding Horizon (RH) approach.
It was explained in Chapter 4 how the Receding Approach works in general. Only one
way of extracting the subsets of flights was discussed in Chapter 4, namely the static time
oriented implementation. In this chapter three more implementations are presented and
compared: static flight-oriented decomposition, dynamic time-oriented decomposition and
dynamic flight-oriented decomposition.
6.2.1 Notation
The notation is the same as given in Chapter 4, several definitions which are crucial for this
chapter are repeated below.
T size of window
d size of window shift
lastF light last flight in the dataset
pozNumb number of positions of window
p position index p ∈ {1, ..., pozNumb}
FTp subset of flights, their arrival times are in T for position p
Fdp subset of flights, their arrival times are in d for position p
MIP (s) MIP solution for subset s of the flights
i flight index i ∈ {1, ..., n}
6.2.2 Description of Implementations of the Receding Horizon Method
Four different ways of extracting the subsets of flights to use in a window were implemented
and tested.
Decomposition Based Upon Time
The first approach is time-oriented decomposition, it was used in the preliminary study and
is already described in Chapter 4. Hence only a short description is given in here. A flight
is included in a window depending upon its arrival time. Equation 6.1 gives the number of
window positions. Inequality 6.2 and Inequality 6.3 define the subset of flights in window
T and the subset of flights in shift d respectively.
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pozNumb =
⌈




fi ∈ FTp if p ∗ d < efi ≤ ((p ∗ d) + T ) (6.2)
fi ∈ Fdp if p ∗ d < efi ≤ ((p+ 1)d) (6.3)
Decomposition Based Upon Number of Flights
The second way of creating the subset of flights is based upon the number of flights in
a window. The sizes of T and d are basically measured in number of flights. When the
number of flights in the data is insufficient to fill the last window position the last subset of
flights has a smaller number of flights. It is assumed that the flights are ordered according
to increasing arrival times of flights ( the smallest index i is given to the earliest flight) for
the following equations. Equation 6.4 defines the number of window positions which have
to be solved. Inequality 6.5 specifies the subset of flights in the window T . Inequality 6.6







fi ∈ FTp if p ∗ d ≤ i < ((p ∗ d) + T ) (6.5)
fi ∈ Fdp if p ∗ d ≤ i < ((p+ 1)d) (6.6)
Dynamic Variation of the Decompositions
Modified versions of the two decompositions described above are proposed in this section. In
the modified versions the size of the window is not fixed any more, it changes dynamically.
It is different for each window position and depends upon the flights included in the shift
size. The size of the shift is defined exactly as before (Equation 6.6 or Equation 6.3) based
on either a fixed number of flights (the flight-oriented decomposition) or fixed time duration
(the time-oriented decomposition).
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For the dynamic version of the flight-oriented decomposition starting from the
given position the next d flights are included in the window, as are all later flights which
overlap with any of these flights. Fdp is defined by Equation 6.6. Flights included in FTp
depend upon the flights in Fdp. It is checked which future flights overlap with the flights
from set Fdp and the flights which overlap are added to set FTp. Set FTp is defined by
Expressions 6.7 and 6.8:
fi ∈ FTp if (p ∗ d ≤ i ∧ fi ∈ OverlapFdp), (6.7)
fi ∈ OverlapFdp ⇔ (∃fj ∈ Fdp) lfj ≥ efi , (6.8)
where OverlapFdp is a set of flights which overlap with flights in Fdp. The total number
of positions which are solved in the dynamic version of the decomposition is not known
explicitly and depends upon the specific problem instance.
A dynamic version of the time-oriented decomposition is created analogously to
the dynamic version of the flight-oriented decomposition. The idea of creating the dynamic
versions occurred during initial tests performed using the non-dynamic decompositions. It
was considered that including all of the overlapping flights from the future could result
in improvement of times and quality of the solutions. This hypothesis has been tested
experimentally and the relevant results are presented in Section 6.4. One advantage of the
dynamic versions is the smaller number of parameters: only the shift size has to be set
explicitly, which simplifies the tuning of the RH method.
Figure 6.1 which is also shown in Chapter 4 provides a Gantt chart to visualise the
general idea of window positioning and shifting. Flights are symbolised by the rectangles (
F1, F2, F3, F4, F5). Two window positions (p = 1, p = 2) and two subsets of flights Fdp
and FTp are shown in Figure 6.1. When the static implementations are applied the subsets
which are shown in Figure 6.1 contain the following flights respectively:
• Fd1 = {F1, F2, F4}
• FT1 = {F1, F2, F3, F4}
• Fd2 = {F3}
• FT2 = {F3, F5}


















Figure 6.1: Window positioning and shifting.
When the dynamic implementations are used the subsets Fd1, Fd2 are as they were, but
FT1, FT2, FT3 change. They contain the following flights:
• FT1 = {F1, F2, F3, F4, F5}
• FT2 = {F3, F5}
6.3 Experimental Settings
The experimental settings which were used for the MIP model and for the RH method are
discussed in this section.
6.3.1 Receding Horizon Method Settings
Twenty parameter configurations were tested for each of the decomposition methods which
are described in Section 6.2. The configurations were chosen relative to the instance size,
so that the parameters are not too large and not too small in comparison to the whole
instance.
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The tested sizes of the window are:
• for the static time-oriented decomposition: 10%, 20%, 30%, 40% and 50% of instance
duration,
• for the static flight-oriented decomposition: 10%, 20%, 30%, 40% and 50% of the total
number of flights in an instance
• there is no need to set the size of the window for the dynamic versions
The sizes of the shifts are:
• for the static time-oriented decomposition: 20%, 30%, 40% and 50% of each window
duration (i.e. the biggest tested shift size is 25% of the whole instance duration)
• for the static flight-oriented decomposition: 20%, 30%, 40% and 50% of each of the
window sizes (the biggest tested shift size is 25% of all flights in an instance)
• for dynamic-time oriented decomposition: starting from 6% and ending at 25% of the
instance duration using 1% steps (the biggest shift size is 25% of the whole instance
duration)
• for dynamic flight-oriented decomposition: starting from 6% and ending at 25% of all
flights in an instance using 1% steps (the biggest shift size is 25% of all flights in an
instance)
6.3.2 MIP Model Settings
The MIP model settings which were used in the experiments are the same as in Chapter 5,
Section 5.4, Table 5.2, i.e. LG equals 60 min, SG equals 15 min, d equals 60, shortest time
margin for conflicts is 3 min, longest time margin for conflicts is 10 min.
The results of the experiments obtained using the above methods with the given
settings, and datasets described in Chapter 3 are discussed in the next section. A desktop
PC (3.06 GHz Intel i7-950, 24GB RAM, running Linux and CPLEX version 12.6) was used
to obtain all of the results.
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6.4 Results
Several aspects of the RH method were tested in these experiments, for which results are
presented in here. Section 6.4.1 focuses on identifying the instances of the problem which
can benefit from application of the RH method. How much time was taken to obtain the
optimal solution for each instance is analysed and, based upon these times, it is decided
for each instance whether to apply the RH method. The results of the four RH method
implementations obtained for various parameter settings are presented in Section 6.4.2.
The influence of the window size and the shift size on the results is observed. The best
implementation and the best parameter settings are proposed in Section 6.4.2. Finally in
Section 6.4.3 the best RH decomposition method is applied to solve the combined problem
of two terminals. The need to solve more than one terminal at once was investigated in
Section 5.5.4, Chapter 5 where the number of conflicts around gates was analysed.
6.4.1 Dataset Size vs. RH Method Application
In order to validate the results of the RH method, an optimal solution is needed for each
instance. The calculation times taken to get the optimal solution for each of the instances
were already presented in Table 5.3, Section 5.5.2, Chapter 5. It can be observed from
the table that instances coming from terminal T2 are very quick to solve. The reason why
the RH method is not needed in such cases is explained further in this section. Table 6.1
repeats the calculation times for instances from terminals T1 and T3. A time limit of 10
hours was used in the calculations: 5 instances for Terminal 1 and 5 instances for Terminal
3 were solved to optimality within the time limit.
The RH method can decrease the calculation time but is expected to reduce the
quality of the solution at the same time. It is therefore worth applying the method only
when the calculation time of the optimal solution is relatively long. Instances that could not
be solved to optimality within less than 10 hours are most probably going to benefit from
using the RH method. It is however not clear which of the shorter instances will benefit
from it. It is going to be investigated next.
Four implementations of the RH method are applied for each instance: two static
and two dynamic. Twenty configurations, discussed in Section 6.3.1, are calculated for each
of the four implementations. The calculation times taken are recorded and a relative time
is then calculated for each test case. The relative time is the RH calculation time given as
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Table 6.1: Results obtained when the full formulation is used.
a fraction of the time CPLEX took to solve the full formulation.
Table 6.2 shows the relative times. “MinTime” gives the minimum relative time
across the various parameter settings for each implementation. “MaxTime” presents the
maximum relative times reached. “BestObjTime” shows the times taken to calculate the
best objective value for that configuration.
It can be observed from Table 6.2 that the times taken by the static implemen-
tations tend to be longer than those taken by the dynamic implementations. Moreover
the difference between the maximum and the minimum time is usually larger for the dy-
namic implementations. BestObjTime is usually reached for times which are shorter than
MaxTime.
It can be observed that the following datasets don’t benefit from applying the RH
decomposition method: 1(1), 2(1), 4(1), 6(1), 1(3), 6(3). Even the minimum relative time
(“MinTime” ) is long for these. A significant calculation time improvement can, however,
be observed for datasets: 3(1), 5(1), 7(1), 2(3), 3(3), 4(3), 5(3), 7(3). These datasets are
used in Section 6.4.2 to investigate the impact of the RH parameters. Comparison with
Table 6.1 indicates that in most cases (other than 7(3)), these are harder datasets to solve
to optimality.
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Min Max BestObj Min Max BestObj
Day(Term) Static Time Implementation Static Flight Implementation
1(1) 1.2844 6.0854 1.59 1.1776 9.7271 1.1776
2(1) 1.5746 10.1666 1.5746 1.4292 12.9427 1.4292
3(1) 0.0127 0.0663 0.0612 0.0117 0.0756 0.0203
4(1) 1.5394 9.7864 2.6419 1.2414 8.3727 1.7295
5(1) 0.0228 0.0878 0.0648 0.0139 0.0829 0.0139
6(1) 1.7296 12.6344 1.7296 1.4349 13.0826 2.529
7(1) 0.0671 0.5542 0.1145 0.0376 0.2504 0.1047
1(3) 1.209 4.1907 1.6643 0.7811 4.5304 1.6097
2(3) 0.1382 0.7079 0.1665 0.1496 0.9694 0.1593
3(3) 0.0457 0.3473 0.0575 0.0489 0.2636 0.0577
4(3) 0.0041 0.6139 0.012 0.0033 0.098 0.098
5(3) 0.0027 0.6057 0.0176 0.003 0.6081 0.0094
6(3) 1.3444 7.5213 2.223 1.34 9.7326 1.4993
7(3) 0.1311 45.4432 0.5219 0.1326 0.7116 0.7116
Dynamic Time Implementation Dynamic Flight Implementation
1(1) 0.8717 1.6154 1.3495 0.9407 1.6397 0.9407
2(1) 1.4079 2.1169 1.5118 1.307 2.1357 1.5362
3(1) 0.0205 0.0357 0.0205 0.0204 0.0528 0.021
4(1) 1.3702 2.0972 1.3918 1.1042 1.9505 1.1042
5(1) 0.0197 0.1571 0.0212 0.0204 0.0569 0.0463
6(1) 1.8605 4.8266 2.2491 2.1213 4.9865 2.1213
7(1) 0.0509 0.1291 0.0737 0.0529 0.1385 0.0989
1(3) 0.6172 0.9952 0.8797 0.6359 1.0458 0.6679
2(3) 0.1059 0.1985 0.1301 0.1258 0.243 0.1617
3(3) 0.046 0.0739 0.061 0.0446 0.0823 0.0512
4(3) 0.0392 0.0495 0.042 0.0383 0.0536 0.0383
5(3) 0.0021 0.0036 0.003 0.0019 0.0035 0.002
6(3) 1.0107 1.476 1.052 0.9881 1.5453 1.1726
7(3) 0.1485 0.4578 0.1733 0.1537 0.4584 0.2294
Table 6.2: Maximum, minimum and best objective relative times obtained in the
experiments.
6.4.2 Parameters Impact
The influence of the parameters on calculation time and objective value is investigated in
this section. The following datasets were used in the described experiments: 3(1), 5(1),
7(1), 2(3), 3(3), 4(3), 5(3), 7(3). The configurations, which were discussed in Section 6.3.1,
are numbered, as in Section 4.4, Chapter 4. Table 6.3 is a look up table of configuration
numbers with corresponding window and shift sizes. The configuration numbers rather
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Configuration Static Implementations Dynamic Implementations
Number Window Size Shift Size Shift Size
[%] [%] [%]
1 10 20 7
2 10 30 8
3 10 40 9
4 10 50 10
5 20 20 11
6 20 30 12
7 20 40 13
8 20 50 14
9 30 20 15
10 30 30 16
11 30 40 17
12 30 50 18
13 40 20 19
14 40 30 20
15 40 40 21
16 40 50 22
17 50 20 23
18 50 30 24
19 50 40 25
20 50 50 26
Table 6.3: The configuration numbers and parameter settings for the RH method.
than the actual parameters are used in the text and the figures, since this simplifies the
description. The results which were obtained for various configurations of the RH method
are presented using grey scale maps.
Two separate maps are created for each of the four implementations, one shows the
calculation times and the other shows the objective values. Each map consists of squares,
which correspond to each of the tested configurations for the method. Twenty evaluated
configurations using the eight datasets, results in one hundred and sixty squares for each
map. Dataset names are shown in the vertical direction while configurations are in the
horizontal direction.
All grey scale maps are present in Figure 6.2 (static implementations) and Fig-
ure 6.3 (dynamic implementations). Maps which are presented in Figure 6.2 a,c and Fig-
ure 6.3 a,c show the relative calculation times. The times for each dataset are given as a
percentage of the maximum time taken by this dataset. The black colour indicates that the
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calculation time was long for a given dataset. The white colour means that the time was
short.
The maps which are visible in Figure 6.2 b,d and Figure 6.3 b,d show the percentage
gaps. The percentage gaps are calculated using Equation 6.9, where b is the RH objective
value and a is the optimal objective value. For the instances which were not solved to
optimality the feasible objective values (obtained after ten hours) are used for a. In order
to visualise the small differences between small values of the good objective values the
results were saturated at 0.5% . The results which are worse than 0.5% are displayed as
0.5%.




It can be observed from the maps presented in Figure 6.2 a,c that the calculation
time is strongly dependent upon the shift size when the static implementations of the RH
method are applied. It can be seen that the larger shift sizes take a shorter time than the
smaller shift sizes if the window size is fixed. When the shift size is larger and the window
size is fixed, fewer window positions have to be solved. It can also be seen from the maps
in Figure 6.2 b,d that results obtained for various shifts and the same window size tend to
be similar. The shift size does not appear to greatly influence the objective value. Blocks
of four similar values obtained for the same window size and four different shift sizes can
be observed in Figure 6.2 b,d. The red vertical lines mark the borders of the blocks.
The maps obtained for the dynamic implementations are visible in Figure 6.3.
The influence of the shift size on the calculation times can also be observed for the dynamic
maps. The maps presented in Figure 6.3 a,c tend to be darker on the left side where the
smaller shifts are situated. The tendency is however less visible than it is for the static
implementations. No obvious pattern can be observed from the dynamic maps showing
percentage gaps (Figure 6.3 b,d). This is to be expected if the relationship is with window
size, which is dynamic.
When all of the relative time maps (Figure 6.2 a,c and Figure 6.3 a,c) are consid-
ered, it seems that the dynamic method is avoiding the exceptionally short times and the
exceptionally long times. This results in times in the middle of those taken by the static
implementations.
A similar observation can be made for the objective values (Figure 6.2 b,d and
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(a) Static time-oriented decomposition, relative time


























(b) Static time-oriented decomposition, percentage gap
























(c) Static flight-oriented decomposition, relative time


























(d) Static flight-oriented decomposition, percentage gap
Figure 6.2: Grey scale maps which show relative times and percentage optimality gaps
obtained using various configurations of the static RH method.
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(a) Dynamic time-oriented decomposition, relative time

























(b) Dynamic time-oriented decomposition, percentage gap























(c) Dynamic flight-oriented decomposition, relative time

























(d) Dynamic flight-oriented decomposition, percentage gap
Figure 6.3: Grey scale maps which show relative times and percentage optimality gaps
obtained using various configurations of the dynamic RH method.
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Configuration Implementation Relative Time Percentage Gap
Number Name Mean Var Mean Var
17 static time 0.2628 0.0503 0.0141 0.0004
19 static time 0.1169 0.0871 0.0191 0.0007
17 static flight 0.2628 0.0705 0.0351 0.0024
20 static flight 0.1303 0.0555 0.0527 0.0045
20 static time 0.1303 257.3147 0.0583 0.0054
18 static flight 0.1104 0.0097 0.0618 0.0070
18 static time 0.1104 0.0617 0.0630 0.0109
14 static time 0.1130 0.0546 0.0695 0.0049
17 dynamic time 0.0660 0.0036 0.0787 0.0046
20 dynamic time 0.1068 0.0206 0.0804 0.0125
Table 6.4: Ten best configurations in terms of mean percentage gap to optimality.
Figure 6.3 b,d). The variation of the results obtained for the dynamic implementations is
much lower than for the static ones. The dynamic results are dominated by the medium
quality results, while the very good and the very bad results are reached for the static
implementations.
When the static implementations are considered, no significant difference can be
observed between the results obtained for the time-oriented implementation and for the
flight-oriented implementation. In contrast, when the dynamic implementations are con-
sidered it is visible that the time-oriented implementation tends to be slower but achieves
better objective values than the flight-oriented implementation.
Best RH Configuration
In order to find the best implementations and their best configurations mean and variance
of the relative time and percentage gap were calculated across the eight datasets for each
configuration. The ten best configurations in terms of mean percentage gap are shown in
Table 6.4 while Table 6.5 shows the ten best configurations in terms of mean relative time.
The configuration number is given in the first column of Table 6.4 and Table 6.5.
The type of implementation is given in the second column. Columns three and four present
the mean and the variance of the relative time while the mean and variance of the percentage
gap are given in the last two columns.
Generally the best trade-off between the objective value and the calculation time
should be found, but the concept of the best does not mean the same for every user and
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Configuration Implementation Relative Time Percentage Gap
Number Name Mean Var Mean Var
18 dynamic time 0.0592 0.0022 0.1433 0.0169
12 static flight 0.0608 0.0051 1.1195 4.7250
12 static time 0.0608 0.0052 2.0195 20.9924
8 static flight 0.0613 0.0049 2.3242 20.8437
8 static time 0.0613 0.0051 2.0401 20.6142
15 dynamic time 0.0615 0.0030 0.0887 0.0059
19 dynamic time 0.0620 0.0032 0.1165 0.0137
12 dynamic time 0.0647 0.0029 0.1105 0.0045
11 static flight 0.0656 0.0047 0.1373 0.0137
11 static time 0.0656 0.0230 0.2047 0.0486
Table 6.5: Ten fastest configurations.
can depend upon the requirements. Several cases are therefore discussed below.
If the key requirement is a good objective value then the static time-oriented
implementation run with configuration number 17 (Table 6.4) should be used. However,
when not only the objective value but also the calculation time is considered and a slightly
worse objective value is still acceptable then the dynamic time-oriented implementation
with configuration 17 is better. This reaches an objective value close to the best objective
obtained (ninth place in Table 6.4) but takes considerably less time. The average relative
time taken by this configuration is very close to the best average relative time (Table 6.5)
and is much smaller than the other times shown in Table 6.4.
In order to understand the importance of the differences between the solutions from
the RH approach and those from the full formulation, the solutions for one configuration,
number 17 (dynamic time-oriented implementation), were closely examined. When the
elements of the objective function were considered, the only differences were found to be in
the time gaps and airline preference elements. The time gap element was on average 0.3%
larger while the airline preferences were on average 0.4% larger for the receding horizon
solution than for the full solution. The most significant differences between the two solutions
were observed for dataset 5(1). The time gap cost element for dataset 5(1) was 2.5% larger
and the airline preferences were 0.43% worse. Pairwise comparison of the gap sizes showed
that the first five smallest gaps were exactly the same, they were equal to 16, 20, 24, 25 and
28 minutes. In total ten flights had a 60 minute or smaller gap in both cases, with three of
these gaps differing: 42, 46 and 54 minutes in the full case, compared with 33, 42 and 60
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minutes in the RH case. The RH approach avoided unnecessarily small gaps and provided
a solution which was fairly comparable to that of the full approach. In the full solution
38 flights were allocated to the gates which were most preferred by their airlines. In the
RH solution 36 flights used the most preferred gates. Further investigation showed that the
deviations were very small and we would expect them to be easily accepted by airlines.
6.4.3 Solving Two Terminals at Once
It was suggested in Chapter 5 that solving more terminals at once may have a positive
impact on the number of resolved conflicts at the gates. This is investigated in more depth
in this section.
Seven datasets from terminal T1 and seven corresponding datasets from terminal
T2 were merged to create the large combined instances which are used in this section.
Gates which belong to different terminals but may cause conflicts (for example which are
placed opposite each other) are assigned to one group of gates, i.e. some of gate groups
contain flights from multiple terminals. In this way more conflicts will be considered in
the group conflict constraint. Moreover it is not permitted for any flight to use a different
terminal than scheduled, i.e. flights belonging to terminal T1 have to be allocated to gates
at terminal T1.
The combined instances are solved using the RH method. The best trade-off con-
figuration of the RH method which was suggested in Section 6.4.2 (dynamic time-oriented
implementation with shift size equal to 22% of the instance duration) is used. Table 6.6
shows the conflicts which were detected for the seven datasets. The conflicts identified in
the solutions of the large, combined instances are shown in column “Windowed”. The other
two columns refer to the solutions obtained for the two terminals solved separately. The
separate solutions are put together and the number of conflicts is calculated (like in Sec-
tion 5.5.4, Chapter 5). The column “Full combined” shows the conflicts when two solutions
of full formulations are put together. The column “Windowed combined” shows the con-
flicts when two decomposed solutions are merged. The same RH decomposition (dynamic
time-oriented implementation with shift size equal to 22% of the instance duration) is used
to achieve the decomposed solutions.
It can be observed from Table 6.6 that, as expected, the number of conflicts ob-
tained when the two terminals are solved separately is, for most cases, slightly larger than
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Number of flights Day(Terminals) Windowed Windowed combined Full combined
160 1(1 & 2) 0 1 2
165 2(1 & 2) 17 9 9
166 3(1 & 2) 15 17 16
174 4(1 & 2) 18 20 19
189 5(1 & 2) 16 17 20
168 6(1 & 2) 19 28 24
145 7(1 & 2) 16 9 1
Table 6.6: Number of conflicts detected for various solutions of terminals T1 and T2.
when the combined instances are solved at once.
However, an unexpected growth in the number of conflicts, which is quite signif-
icant, can be observed for instances 2(1 & 2) and 7(1 & 2). Further analyses lead to the
conclusion that the growth is related with the way the group conflict constraint is modelled.
Namely, it minimises the maximum value of conflicts per group of gates, which means that
if for one group a larger number of conflicts has to be kept in the solutions, all of the other
groups can also have a bigger number of conflicts without any additional penalty in the
objective function. Let say there are for example two groups: G1 and G2. G1 requires
allowing three conflicting flights and G2 has two conflicting flights. The objective to min-
imise conflicts will then aim to reduce the number of conflicting flights to three in each
group. It will not attempt to reduce the number of conflicting flights in G2 because the
group already has less than three conflicting flights. When the terminals are solved together
not only groups are bigger but also there are more groups considered than when the single
terminal instances are solved. The current formulation of the conflict constraint works in
general and it reduces the conflicting situations overall but it can be observed that in some
situations it would be useful to also add one constraint per each group which will limit
the number of conflicts for each group individually. Adding the additional constraints and
testing their influence on the results would be an interesting future work.
6.5 Conclusion
This chapter considers the GAP modelled using mixed integer programming and the de-
composition method called the RH approach. It has been observed that the time taken by
CPLEX to solve the GAP model depends strongly upon the instance of the problem which
is solved. Some instances are easy to solve to optimality and there is no need to decompose
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them. However for some instances only a feasible solution can be found within even a long
time limit. It is shown that RH method is a useful tool which allows very good solutions
to be found for the larger instances of the GAP within times which are much shorter than
CPLEX needs.
Four implementations of the RH method have been described and compared in
the chapter: two static and two dynamic implementations. The static implementations are
much more sensitive to the parameters than the dynamic implementations. Analysis of the
static implementations indicates that the objective value is mostly related to the window
size while the calculation time is influenced by the shift size. The smaller window sizes are
quicker but they result in worse objective values. Larger shifts take less time to calculate
than the smaller shifts for the same window size. It is harder to observe the relations for
the dynamic implementations as the size of the window varies dynamically at each window
position.
The most promising settings were suggested based upon the parameter study for
the tested instances. When the best objective is the only criterion the static-time oriented
implementation with the window size equal to 50% of the dataset duration and the shift
size equal to 20% of the window size give the best results on average. However when a good
trade-off between the calculation time and the objective value is sought then the dynamic
time-oriented implementation with the shift size equal to 22% of the dataset duration is
suggested.
Finally, the results obtained when two terminals are solved at once using the RH
method are presented. Further reduction of the number of conflicts is observed for five out
of seven tested incarnates. For future work it was suggested that the model could benefit
from adding additional constraints which would limit the number of conflicts for each group
separately. Conflicts occur not only around the gates but also on the taxiways further away
from the terminals. Chapter 7 focuses on incorporating much information from the routing
problem in the GAP model in order to resolve the taxiway conflicts.
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Chapter 7
An Integration Framework for the GAP and the
Ground Movement Problem
7.1 Introduction
This chapter focuses on a closer integration of the gate allocation problem (GAP) with the
ground movement problem. Chapter 5 discussed how conflicts at the gates can be resolved.
This chapter focuses on conflicts occurring on taxiways.
At many airports the gate allocation problem and the ground movement problem
are solved using two separate systems. One of the systems solves the allocation problem,
often before the day starts, without any ground movement information. The other solves
the ground movement problem based upon the allocation provided by the gate allocation
system; it tries to find the shortest possible non-conflicting route for each aircraft. The
ground movement system considers and deals with the congestion and delays which could
occur during the day of operation. The taxiways which aircraft take are directly dependent
upon the gates they are assigned to, hence there is a close link between the assigned gates
and congestion on the taxiways.
The key aim of this research is to establish if it is possible to intelligently change
the gate allocation plan by considering the feedback information from the routing by simu-
lating and solving in advance, so that fewer conflicts occur on the routes during the day of
operation.
The design and evaluation of a framework within which the two optimisation
systems: the ground movement system and the gate allocation system can cooperate is
the main contribution of this chapter. The two problems are still solved separately, the
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information flow is however allowed by the framework. The chapter provides preliminary
results which indicate a positive impact of incorporating the additional ground movement
information in the GAP model at the early stage of planning.
The full formulation of the GAP is used in the framework, and the ways in which
the decomposition from earlier chapters could be integrated is also discussed so that larger
instances of the GAP can be solved.
The ground movement problem is described using Manchester Airport as an exam-
ple in Section 7.2. Next the ground movement algorithm which is used in the experiments
is briefly described in Section 7.3. Section 7.4 explains how the two optimisation models:
the GAP model and the routing algorithm communicate with each other using the feedback
loop framework. The way in which the feedback loop is organised is explained along with
the stopping criterion of the loop. The preliminary experimental results are then described
in Section 7.5. An alternative version of the feedback loop framework which uses the RH
decomposition is described in Section 7.6. The chapter summary is provided in Section 7.7.
7.2 Ground Movement Problem
The ground movement problem is a routing problem combined with a scheduling problem.
It considers routing aircraft on taxiways of an airport so that they get to their destinations
on time. The aim is to minimise the travel time (or alternatively the distance) and the
taxiway conflicts. Two aircraft should never be within a given distance of each other on an
airport surface at the same time.
The presented algorithm requires a graph representation of the layout of airport
taxiways. The graph nodes are added in places where a path splits or crosses with other
paths. Additionally nodes are added for holding positions as aircraft can be held there.
Nodes are also added between the existing nodes which are placed far away from each
other. The number of nodes which are added between the exiting nodes can be found by
checking how many aircraft can be queued between the nodes or safely occupy the path [4].
In our experiment it has been assumed that every distance between existing nodes which is
bigger than 150 meters requires additional nodes. Very long distances may require several
of them. However a minimum distance between nodes should also be maintained as it is
assumed that any two neighbouring nodes can be occupied by aircraft at the same time,
if necessary. It has been reported in [49, 40, 74] that this distance should be at least 60






























































































Figure 7.1: Manchester Airport map with the nodes used by the routing algorithms (Google
satellite map, Imagery c©2013 TerraMetrics, Map data c©2013 Google.)
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meters. The graph edges connect the nodes and symbolise the paths which aircraft can
follow when transferring between the nodes.
Manchester Airport is used as a real world example in the experiments provided
in this chapter. Its layout and nodes of the graph are presented in Figure 7.1.
An algorithm has been developed for these experiments to simulate the ground
movement. It is a greedy algorithm which assigns full paths to the flights. It requires all
possible paths leading from runways to each gate and from each gate to runways to be known
before the algorithm starts to run. It is effective only if it is easy to define the optional
paths from each gate to the runway manually. This was time consuming for Manchester
Airport and would be more so for larger airports.
The departure and arrival paths depend upon the runway orientation which is in
use and the orientation is chosen by the airport according to the weather, i.e. the wind
direction. The west winds are more common for Manchester Airport, the west orientation
of the runway is therefore usually used (aircraft take off facing south-west and land facing
south-west). In these experiments the west orientation is therefore assumed. Two runways
are assumed to be in use. The one which is closer to the terminals is used by arriving
aircraft and the one further from the terminals by departing aircraft.
A web-page ([31]) which provides air traffic information, both live and historical,
was used to identify the optional paths. Records from several days (for west orientation of
two runways) were analysed.
There are usually several paths which lead from/to each gate. In total 560 paths
were identified. The length of each path is calculated between the gate and a departure
node (if it is a departure path) or an arrival node (if it is an arrival path). The arrival nodes
are the nodes though which arriving flights can enter the taxiways when coming from the
runway after landing. The departure nodes are those through which the departing aircraft
can access the area where they queue before departing. The following departures nodes:
36, 43, 48, 49 and arrival nodes: 1, 7, 13 (see Figure 7.1) were used in the paths. It can
be seen in Figure 7.2 that the lengths of paths vary a lot. Some of the gates are placed
much closer to the runways than others. The data shows that closer gates tend to be more
popular among the airlines as they are easier to access, with lower taxi times and hence
fuel burns on the ground. Figure 7.2 shows the lengths of all of the optional paths, which
were created based upon the analysis ordered by increasing length. The vertical direction
indicates the length in kilometres, the horizontal the path number.


































































































































































Figure 7.2: Lengths of all paths identified at Manchester Airport, which are used by the
greedy routing algorithm.
7.3 The Greedy Ground Movement Routing Algorithm
This section explains how the greedy routing algorithm works. Firstly the notation is given
and then the steps of the algorithm are explained.
7.3.1 Notation and Definitions
r a route: a path from a gate to a runway or vice versa
a an allocation of a flight to a gate
SA an allocation plan, containing details of all allocations
ORa a set of optional arrival/departure routes for allocation a
TO the total number of routing conflicts
mar the time margin used to detect conflicts, i.e. flights which move within this
time period of each other will be assumed to be in conflict
The greedy routing algorithm assigns the whole routes to aircraft departing and
arriving at an airport. For each gate there exists a set of possible routes (arrival and
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departure paths). The routes are created based upon an airport map and the observations
of live traffic. Each route r consists of a set of nodes, the distances between the nodes are
known. The route depends not only upon the arrival/departure gate but also upon the size
of the aircraft to which it is assigned. Large aircraft, for example, need to use a longer
spread of the runway and need a bit different paths than small aircraft.
7.3.2 Algorithm
The steps of the greedy routing algorithm are shown in Algorithm 2.
Algorithm 2 Steps of the routing algorithm
Require: Allocation plan SA
Require: Set of optional arrival/departure routes ORa for each allocation a
1: Sort SA according to flight size (small to large)
2: for each allocation a in SA do
3: Assign shortest arrival and departure route
4: end for
5: Calculate TO
6: for each allocation a from the SA do
7: Save current arrival/departure route as cra
8: for each optional arrival/departure route ra in ORa do
9: Assign an optional arrival/departure route ra
10: Calculate TO
11: if TO decreases then
12: Replace cra with ra
13: else





The input of the routing algorithm is the allocation plan SA (flight-gate pairs)
and a set of optional arrival/departure routes ORa for each flight-gate pair a (for each
allocation).
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F1 F2
Margin{
Figure 7.3: Margin (distance) between aircraft (F1,F2) going into opposite directions
First (step 1 in Algorithm 2) the allocations are sorted according to the size of
aircraft (small to large). Then the algorithm allocates the shortest arrival and departure
path for each allocation in the supplied plan SA (steps 2-4 in Algorithm 2). The total
number of conflicts (TO) is calculated (step 5 in Algorithm 2). The exact definition of a
conflict is given further in this section.
Next the algorithm tries to find an optional, longer arrival/departure path for each
of the sorted allocations (steps 6-16 in Algorithm 2). If there is a longer arrival/departure
path which reduces the total number of conflicts, it is used instead of the shortest one (step
12 in Algorithm 2). The algorithm terminates when all of the possible allocations have been
checked or all conflicts have been resolved. All of the remaining conflicts will have to be
resolved during the day of operation by delaying some of the aircraft on holding positions
or preferably on stands. The reason for checking the allocations of the smallest aircraft first
is an assumption that it is better from the environmental point of view when the smaller
rather than the larger aircraft make a detour.
A conflict is defined for each pair of aircraft which has common nodes of assigned
paths in which they are most likely going to meet. If the two aircraft will pass (going in
opposite directions) at least one of the common nodes within a particular time margin mar
then they are in conflict. All speeds of the aircraft are assumed to be constant. Only pairs
of aircraft which pass a node going in opposite directions are considered in the conflict
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checks. The conflicts which occur between flights which head in the same direction are not
in scope of the investigation as they are easier to resolve, with one flight following the other.
Figure 7.3 shows the time margin converted into distance using the constant speed and a
pair of aircraft which will be in conflict if the time margin is smaller than the assumed time
margin.
7.4 Combining the Ground Movement Problem and the GAP
This section introduces the integration framework. First the notation is introduced, then
the overview of the framework is given. Next the feedback information from routing and
the stopping criterion are discussed in more depth. Finally an additional seeding procedure
is presented which was introduced after initial tests with the framework. The seeding
procedure feeds an initial solution in the Gate Allocation Optimiser which reduces the
number of feedback loop iterations.
7.4.1 Notation and Definitions
The notation introduced in Section 7.3.1 is still valid, it is here extended by the following
elements which are used in the description of the framework.
CA a subset of allocations which take part in conflict
affecteda a subset of allocations affected by a
feedList a feedback list, each of its elements includes configuration ci
and number of conflicts confi
l the total number of elements in feedList
i an index of feedList elements (i) ∈ {1, ..., l}
ci a combination of allocations
confi the number of conflict detected for ci, an element of feedList
nci the total number of allocations in ci
j an index of allocation (j) ∈ {1, ..., nc}
gj the gate of allocation with index j
fj the flight of allocation with index j
wi the penalty for having configuration ci in the allocation
Xgk,fi a decision variable, it becomes 1 if fi is allocated to gk, 0 otherwise
rvari an indicator variable, becomes 1 if configuration ci of feedList occurs in
the allocation plan
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7.4.2 Feedback Loop Framework
The framework contains three main elements: the Routing Optimiser which uses the rout-
ing algorithm described in Section 7.3, the Gate Allocation Optimiser which uses the model
described in Chapter 5 and the Manager which co-ordinates the information flow between
the two. Figure 7.4 shows a block diagram with relations between the elements of the frame-










































Figure 7.4: The framework elements.
of aircraft to gates. The initial allocation is then passed by the Manager to the Routing
Optimiser which assigns routes to each allocated flight. The Routing Optimiser creates
feedback information which is passed to the Manager; Section 7.4.3 explains exactly how
the feedback information is created. The Manager passes the feedback information to the
Gate Allocation Optimiser. The feedback information is added to the optimiser as addi-
tional constraints, which is explained in more detail in Section 7.4.4. The Gate Allocation
Optimiser finds a new allocation, considering the routing feedback information. The new
allocation is then passed to the Manager which then makes another routing request. If
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the stopping condition, which is described in Section 7.4.5, is met the Manager stops the
integration process. Otherwise new elements are added to the routing feedback information
and the Gate Allocation Optimiser is executed again with more additional constraints cre-
ated based upon the new elements of feedback. Pseudo code describing these steps for the
integrated process is provided in Algorithm 3.
Algorithm 3 The integrated gate and route allocation algorithm
1: run the Gate Allocation Optimiser to obtain an initial allocation
2: pass the initial allocation to the Manager
3: run the Routing Optimiser for the initial allocation
4: obtain feedback information from the Routing Optimiser to the Manager
5: while stopping condition not met do
6: pass the routing feedback information to the Gate Allocation Optimiser
7: run the Gate Allocation Optimiser to obtain a new allocation
8: pass the new allocation to the Manager
9: run the Routing Optimiser for the new allocation to obtain new feedback information
10: pass the new feedback information to the Manager
11: add the new feedback information to the previous feedbacks
12: end while
Sometimes the algorithm does not find any allocation plan which reduces the
number of conflicts. It may happen that all the possible allocations lead to the same
number of conflicts. When no improvement in the number of conflicts is observed, the
initial allocation plan found before the feedback constraints started to be added to the
Gate Allocation Optimiser should be used. There is no point in modifying the allocation
plan if the Routing Optimiser does not improve anyway.
7.4.3 Generation of the Routing Feedback
For every allocation plan, the Routing Optimiser generates new elements which are added
to a feedback list here named the feedList. There is only one feedList in the whole
integration process, which slowly grows in each iteration. Each element of feedList includes
a combination of allocations ci and a number of conflicts that it causes, named confi. A
conflict is defined as a relation of a pair of allocations. When there are, for example, three
allocations in ci and they all meet at a crossing at the same time (one of the three flights
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heading in the opposite direction of the other two) confi is equal to two as two pairs of
allocations are in conflict: the two flights heading in the same direction will not be in
conflict.
Algorithm 4 describes the steps in which the new elements of feedList are gen-
erated. In the first step a subset of all allocations CA, which take part in any conflict is
Algorithm 4 Feedback generation
Require: feedList
1: Create CA
2: for each a in CA do
3: Create affecteda
4: Create a set of all possible combinations (comb) from affecteda (including a)
5: for each element c of comb do
6: Find number of conflicts conf
7: if conf > nc− 1 then




created. Then for each allocation a of CA all allocations which can possibly interact with
a are detected and collected in a subset called affecteda (step 4 in Algorithm 4). This is
done by checking what is the time between arrival/departure of the flight for allocation a
and departures/arrivals of flights for other allocations. Allocations which happen during
different times of the day will not affect each other and they can be excluded from further
consideration. Subset comb of all possible combinations of allocations included in affecteda
and allocation a is then created (step 5 in Algorithm 4). For each combination c which in-
cludes nc allocations the number of conflicts (conf) is checked (steps 6-7 in Algorithm 4).
If the number of conflicts is at least nc− 1 a new element i which includes the combination
and the number of conflicts is added to feedList (c, conf , nc receive index i). If c gener-
ates less than nc− 1 it is assumed redundant as a smaller combination (which includes less
allocations) can generate the same conflicts.
For example if affecteda contains two allocations: a1 and a2 the following combi-
nations are included in comb: (a, a1), (a, a2) and (a, a1, a2). If combination (a, a1) (nc = 2)
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does not cause conflicts, (a, a2) (nc = 2) introduces one conflict and (a, a1, a2) (nc = 3)
introduces one conflict then only combination (a, a2) will be added to feedList.
7.4.4 Routing Feedback in the Gate Allocation Optimiser
In each iteration of the integration process the feedList, which is larger than in the previous
iteration, is passed to the Gate Allocation Optimiser. The Gate Allocation Optimiser uses
the GAP model which is introduced in Chapter 5. Each element i of feedList becomes an
additional constraint in the model. The constraint forces an additional variable rvari to
become one if the combination of allocations included in the element of feedList appears
in the solution. Inequality 7.1 gives the formulation of the constraint.
nci∑
j=1
Xgj ,fj − rvari ≤ nci − 1, ∀i ∈ {1, ..., l} (7.1)
where nci is the number of allocations in combination ci, gj is the gate for the allocation
with index j and fj is the flight for the allocation with index j. The variable rvari is
weighted in the objective function using the weight wi. The values of wi used should be in
balance with other components of the objective function. The model should try to avoid the
conflicting allocations without breaking other important elements of the objective function
(which are presented in Section 5.3.4, Chapter 5).
One of the important components of the objective function is the component re-
lated to the time gaps between allocations. It is acceptable to shorten the time gaps which
are larger than the preferred time gap (goodGap which was defined in Section 5.3.1, Chap-
ter 5), but forcing gaps to be shorter than goodGap in order to reduce the possible routing
conflicts is not preferred. When the time gap between two allocations is equal to goodGap
a penalty equal to 1 is added to the objective function. The penalty wi should be signifi-
cantly smaller than that. Equation 7.2 was used to calculate wi in these experiments. The
number of conflicts confi detected for the combination ci (for which rvari is equal to one) is
divided by goodGap. wi should be small enough in comparison to other objective function
components given that confi is rarely bigger than 2. Pairs of allocations are actually the
most common combinations in the feedList, for which confi is equal to one. When the
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l∑
i=1
(wi ∗ rvari) (7.3)
The sum of all weighted variables rvari given by Formula 7.3 is added to the objective
function of the GAP. The changes of the objective values due to the weights are analysed
in Section 7.5.
7.4.5 Stopping Condition
The integration process is stopped when the Routing Optimiser does not return any new
feedback information, i.e. the feedList is the same before and after running the Routing
Optimiser for a given allocation plan.
The size of feedList is equal to zero in the initial run. It grows gradually during
the integration process. In each iteration new conflicting configurations are detected by the
Routing Optimiser for the allocation plan and are added to feedList. The Gate Allocation
Optimiser modifies the allocation plan according to the elements of feedList, it tries to find
solutions which avoid the conflicting allocations detected by Routing Optimiser so far. When
the Routing Optimiser does not return any new elements (new conflicting configurations of
allocations) to be added to feedList the process stops. Lack of new elements to be added
to feedList means that the Gate Allocation Optimiser already knew (from previous loop
iterations) about the conflicting configurations detected by the Routing Optimiser in the
current allocation plan and that it all necessary conflict variables in the model are forced.
7.4.6 Seeding
Instead of starting from no knowledge about the routing problem we can seed part of the
routing information in the initial run of the Gate Allocation Optimiser in order to reduce
the number of loop iterations. Pairs of allocations are used in the seeding procedure, since
these are the most common unavoidable conflicts.
A set of pairs (explained below) is created and the Routing Optimiser is run for
each of the pairs. It checks if a pair causes a conflict. If a conflict is detected it is added to
feedList. The procedure terminates when all of the pairs from the set are checked. Then
the Gate Allocation Optimiser is started with feedList filled with the information about
pairs.
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Only selected pairs are added to the set of pairs which are initially checked by
the Routing Optimiser. There is no point in looking for conflicts between a flight which
arrives and departs early in the morning and a flight which arrives and departs in the
afternoon as they are not going to meet on the taxiway. The set of pairs includes pairs of
allocations which will most likely meet at the airport. For this purpose, all allocations for
which the time difference between the arrival of one and departure of another is smaller
than 15 minutes are used in the seeding procedure.
The conflicts for pairs are relatively quick to check using the Routing Optimiser, so
the seeding procedure is quite short. When the information about the pairs is already seeded
in, the feedback loop process only introduces information about more complex combinations
of allocations, for example three or more flights which together cause conflicts. It is observed
in Section 7.5.3 that the seeding procedure did actually reduce the number of loop iterations.
7.5 Results
The preliminary results obtained using the framework are presented in this section. The
aim is to establish if the integration system reduces the number of conflicts, what is the
influence of the integration process on the allocation quality and how long is the integration
process. A set of instances for which the Gate Allocation Optimiser is relatively quick to
solve have been chosen to experiment and to observe the basic aspects of the results. The
following instances were used in the experiments: 1(1), 2(1), 4(1), 6(1), 1(2), 2(2), 2(3),
2(4), 2(5), 2(6), 2(7), 1(3), 6(3) (see Section 5.5.2, Chapter 5 for the calculation times).
The aircraft belonging to different terminals interact with each other when they
taxi to/from the gates. This is potentially a source of more conflicts which are not considered
in the experiments presented here. Section 7.6 describes an alternative version of the system
which uses the Receding Horizon (RH) decomposition (see Chapter 6 for more details). All
three terminals could be solved simultaneously, to resolve more routing conflicts, using the
alternative version.
Section 7.5.1 gives the parameter values which were used in the experiments. Sec-
tion 7.5.2 focuses on using the system without the seeding procedure. It is shown for one,
chosen instance how the number of routing conflict variables set to one by the Gate Al-
location Optimiser and the number of conflicts detected by the Routing Optimiser change
when the integration process proceeds. Next, the results obtained using more instances are
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discussed. For each test instance the relative change of the objective value is shown. The
number of routing conflicts resolved as well as the number of loop cycles which was solved
till the stopping criterion was met are also presented. Section 7.5.3 focuses on the results
with the seeding procedure. Similarly to the version without seeding, it is shown, for each
dataset, what the relative change of the objective function is, how many routing conflicts
were resolved and how many iterations of the loop had to be solved in order to meet the
stopping condition.
7.5.1 Parameters
The parameters of the Gate Allocation Optimiser (the GAP model) are set as in Chapter 5.
There are two additional parameters which have to be set for the Routing Optimiser. One
is the speed of aircraft on taxiways and the other is the size of the time margin m (see
Figure 7.3). m is set to 5 minutes, the average speed of aircraft used in the experiments is
10 km/h.
7.5.2 Results without Seeding
This system, which is based upon an information flow between the Routing Optimiser and
the GAP the Gate Allocation Optimiser, causes a gradual change in the allocation plan.
As explained in Section 7.4.5 in each loop iteration the Gate Allocation Optimiser receives
a larger feedback list (including new conflicting configurations), takes it into consideration
(sets appropriate routing variables if needed) and suggests a new modified allocation plan
which is validated by the Routing Optimiser. At some point the Routing Optimiser does not
find any new conflicts in the modified allocation plan to be added to the feedback list, which
means the Gate Allocation Optimiser already knew about all the conflicting configurations
from the previous loop iterations. This is when the iterative integration process stops.
Figure 7.5 uses instance 4(1) to illustrate the process. The vertical direction of
the figure indicates the number of conflicts, the horizontal indicates the steps in the process
(iterations of the feedback loop). The blue colour shows the number of conflicts detected
by the Routing Optimiser. The red line shows the number of routing variables set to one
by the Gate Allocation Optimiser.
It can be observed in Figure 7.5 that the number of conflicts detected by the
Routing Optimiser is equal to eight at the beginning of the process. It drops gradually, as































Figure 7.5: The number of conflicts detected by the Routing Optimiser and the number
of conflict variables set to one by the Gate Allocation Optimiser recorded for each iteration,
results obtained for instance 4(1).
the process progresses. No routing variables are forced at the beginning of the process, so
the red line starts from zero. The number of variables set to one increases gradually until it
is equal to the number of conflicts detected by the Routing Optimiser. The two lines meet,
the process is stopped in the seventh iteration. Six routing conflict variables were forced
in Gate Allocation Optimiser (the GAP model). The number of conflicts detected on the
taxiways was reduced from eight to six.
The process was recorded for each of the test instances. Table 7.1 presents the
recorded values. The column labelled “Iterations” displays the number of iterations that
had to be solved before the stopping criterion was reached. The column labelled “Initial
Conflicts” shows the number of conflicts detected by the Routing Optimiser initially, while
the column labelled “Final Conflicts” presents the number of conflicts detected by the Rout-
ing Optimiser when the integration process is finished. The column labelled “Objective”
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Day(Terminal) Iterations Initial Final Objective Time
Conflicts Conflicts [%] [min]
1(1) 5 6 4 0.03 13.291
2(1) 6 7 6 0.01 17.605
4(1) 7 8 6 0.01 28.525
6(1) 5 9 8 0.02 16.771
1(2) 8 3 3 0.06 0.755
2(2) 9 4 4 0.02 0.228
3(2) 2 1 1 0.00 0.384
4(2) 7 2 2 0.01 1.389
5(2) 5 7 7 0.05 1.691
6(2) 13 6 6 0.07 3.057
7(2) 7 3 3 0.02 0.643
1(3) 20 8 1 0.04 28.677
6(3) 5 2 2 0.01 1.591
Table 7.1: Results of the integration process without the seeding procedure.
shows the difference between the initial objective value and the final objective value of the
Gate Allocation Optimiser, as a percentage of the initial value. It indicates what the im-
pact of the integration process on the objective function values was. The column labelled
“Time” displays the total calculation time of all of the iterations, in minutes.
The integration process has a positive impact on the number of routing conflicts.
The positive impact is observed for all instances for terminal T1 and one for terminal T3.
In total thirteen conflicts were resolved out of sixty six by only slight modifications of the
allocation plan. It can be observed from Table 7.1 that the objective value changes are very
small even when several routing conflict variables were set to one. This is related to the
penalty which is set for the routing conflict element of the objective function. A stronger
penalty would result in more resolved conflicts but would also have a stronger impact on
the objective value.
It is however not always possible to reduce the number of conflicts by changing the
allocation plan. This was clearly observed for the instances coming from terminal T2, and
may be caused by a bottleneck which is on the path between terminal T2 and the runways.
The bottleneck is a major access problem for terminal T2, as all of its gates are separated
from the runways by the bottleneck. There is a chance that allocating the conflicting aircraft
to any gate of the terminal would result in the bottleneck conflict. Some, but not all, gates
belonging to terminal T1 are also placed behind the bottleneck. It is easier to resolve the
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bottleneck conflicts when terminal T1 is solved since one of the flights which is involved in
a bottleneck conflict can usually be moved to one of the gates at T1 which are not behind
the bottleneck.
The number of iterations varies between the datasets, the smallest is 2 and the
largest 20. This is related to the structure of the problem and it is impossible to predict in
advance how many iterations will be needed. The large number of iterations is acceptable
only if the allocation can be solved quickly (as in the presented experiments). But for
harder datasets the number of iterations should be reduced as much as possible, otherwise
the calculation times will become extremely long. A seeding procedure was implemented in
order to reduce the number of iterations. The results obtained for the same datasets with
the seeding procedure are presented in Section 7.5.3.
7.5.3 Seeding Procedure Impact
The seeding procedure is an initial stage which is solved before the Gate Allocation Opti-
miser is run for the first time. The results of the seeding procedure are passed to the Gate
Allocation Optimiser, so that it has some initial knowledge about the routing problem. The
seeding procedure influences the number of iterations and the total calculation times, the
other results should remain the same.
Table 7.2 shows the results obtained when the seeding procedure is added to the
system. Similarly to the results from the previous section the number of iterations, the
number of routing conflicts before and after the integration process, the values of rvar,
the objective value relative change and the total calculation time in minutes is presented
in the table. The column “Objective” shows the difference between the objective value
without the seeding procedure (the same as for the results shown in Table 7.1) and the final
objective value change as a percentage of the objective value without the seeding procedure.
Similarly the initial number of conflicts given in the column labelled “Initial conflicts” is
the same as given in Table 7.1 which is the number of conflicts detected by the Routing
Optimiser for allocation plan with no information from the Routing Optimiser.
It can be observed from Table 7.2 that the only elements which are different from
Table 7.1 are the number of iterations and the calculation times. This shows that the
system is implemented correctly and behaves as expected. The number of iterations and
the calculation times obtained for the two versions of the system, without and with seeding,
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Day(Terminal) Iteration Initial Final Objective Time
Conflicts Conflicts [%] [min]
1(1) 1 6 4 0.03 11.859
2(1) 1 7 6 0.01 14.352
4(1) 1 8 6 0.01 12.928
6(1) 3 9 8 0.02 19.638
1(2) 1 3 3 0.06 1.611
2(2) 1 4 4 0.02 2.565
3(2) 1 1 1 0.00 0.806
4(2) 1 2 2 0.01 1.441
5(2) 3 7 7 0.05 4.001
6(2) 13 6 6 0.07 5.400
7(2) 1 3 3 0.02 1.537
1(3) 1 8 1 0.04 6.619
6(3) 1 2 2 0.01 2.853
Table 7.2: Results of the integration process with the seeding procedure.
are displayed in Figure 7.6 and Figure 7.7 so that it is easier to compare the results.
Figure 7.6 shows the number of iterations which were solved for each dataset using
the system with (red bars) and without (blue bars) the seeding procedure. In almost all
cases the number of iterations is significantly smaller when the seeding procedure is in use,
only for instance 6(2) was the same number of iterations needed with and without seeding.
The total number of iterations solved without the seeding procedure is 99 while the total
number of iterations with seeding is 29. Thanks to the seeding, the system had to solve
far less iterations. The number of iterations influences the calculation time, however the
seeding itself also takes time. The actually question is therefore if the system is faster with
or without the procedure.
Figure 7.7 shows the calculation times taken by the system with (red bars) and
without (blue bars) the seeding procedure. The total calculation time with seeding is 85.7
minutes while the total calculation time without is 114.7 minutes, so seeding has a positive
impact on the calculation times in general. It is usually useful when the calculation time
(without seeding) is relatively long. There are five cases in the experiments which take
longer than 5 minutes to solve without seeding. The calculation time improves visibly in
four out of the five cases. In the cases which can be solved quickly without the seeding
procedure there was no benefit from adding it.
The results presented above indicate the positive impact of the framework on


















Figure 7.6: The number of iterations needed to be solved to meet the stopping criterion




























Figure 7.7: Calculation times taken by the system with and without the seeding procedure.
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the number of routing conflicts. They do not consider the conflicts between flights from
different terminals. The version of the system which is described in Section 7.6 should allow
the solution of more terminals at once and the resolution of even more conflicts.
7.6 Framework with RH Decomposition
Applying the RH decomposition should allow the solution of harder instances of the problem
and possibly to resolve more conflicts occurring at the taxiways.
The RH method would be run on top of the integration system. Instead of using
the full GAP problem the framework would receive only a part of the problem at a time,
one window. The integration system would be run for the window, exactly the same way as
it is run for the full problem and stopped when the stopping criterion is met. The procedure
would be repeated for every next window position unless all flights from the problem are
allocated. One feedback list would be used in the whole system so the feedbacks from the
previous window positions would be used in the following window position. The alternative
implementation of the system would be an interesting future work.
7.7 Conclusion
Solving the allocation problem in separation from the ground movement problem which
is often observed in the real world planning may result in many conflicting situations on
the taxiways. The conflicting situations will be resolved during the day of operation so
that there are as few delays as possible. The research presented in this chapter shows
that the conflicting situations which are expected to occur on the taxiways can be taken
into consideration in the early stage of allocation planning. The allocation plan can be
slightly modified according to the routing information so that the ground movement problem
becomes easier to solve during the day of operation.
The framework which allows information flow between the ground problem and
the gate allocation problem appears to be a useful tool in the preliminary study. The
routing conflicts are taken into consideration in the allocation planning and some of the
conflicts can be resolved. An additional seeding procedure has been added to the original
implementation of the framework which helps to reduce the number of iterations solved and
to improve the longer calculation times.
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The RH decomposition could also be used in the system to decompose large in-
stances of the GAP and the implementation methods were briefly discussed in this chapter.
Ground movement and gate allocation are very closely related problems. The
integration of the two systems is a very important issue which is hardly ever mentioned in
the literature or in the real world. The chapter shows preliminary results which not only
prove the very close link but also show that a slight modification of one problem solution
can sometimes have a very positive impact on the other problem solution.
It is also important to realise that the feedback framework has more general ap-
plications. Different allocation models or routing algorithms could be used within the
framework, which remains the same and still provides the important link between the two
problems. Future work includes using a ground movement routing algorithm which is de-
scribed in [76] in the Routing Optimiser instead of the greedy ground movement routing
algorithm. A prototype has been already created by Christofas Stergianos who is currently





The recurring topic of the different chapters of this thesis is the integration of the gate
allocation problem (GAP) with the ground movement problem. Both the modelling aspects
and the solution methods which aim to bring the two problems closer are considered in the
research.
Two new modelling aspects related to this integration are discussed. The first new
modelling aspect which narrows the gap between the two problems is the new constraint
which resolves conflicts at the gates within gate groups. It is included in the MIP model of
the GAP described in Chapter 5. The model is further extended in Chapter 7 where the sec-
ond new modelling aspect, a new feedback constraint, is added to it. The constraint allows
the addition of the information from the taxiways to the model so that the routing conflicts
can be resolved when the allocation is planned. Another modelling aspect which also has
an impact upon the routing is maximization of the time gaps between the allocations. If
the gap is large enough, an aircraft can be kept on gate longer before departing when there
is taxiway congestion. Although the idea of maximisation of time gaps was already present
in the literature the proposed formulation of the time gap constraint is slightly different
from [7] as it takes into consideration the preferred time gap between allocations.
The RH approach, which is initially discussed in Chapter 4 and then investigated
in more depth in Chapter 6, can be used to solve larger instances of the proposed GAP
formulation more efficiently and to resolve more conflicts at the gates. The integration
framework, which is based upon a feedback loop algorithm presented in Chapter 7, is used
to pass the information between the two problems. Thanks to this the GAP model knows
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about the routing conflicts and can modify the allocation plan accordingly.
8.2 Key Results
The key results of the research presented in the thesis are summed up below.
• The group conflict constraint: It was shown that the new conflict constraint
included in the advanced model formulation (Chapter 5) reduces the number of ex-
pected conflicts within groups of gates. A stronger formulation of the constraint could
however be applied, especially when more than one terminal is solved.
• The GAP model parameters: It was shown that the size of the preferred time
gap between allocations has a crucial meaning for the model calculation times (shown
in Chapter 4). Moreover the objective element which aims to increase the gaps be-
tween allocations has the heaviest influence on the model calculation time (shown in
Chapter 5).
• Application of the RH approach: The RH method has been applied to decompose
the GAP for the first time and the application was successful. It was shown that the
RH method can be very useful when the parameters are set appropriately and the
parameter effects on the results were investigated.
• Parameters of the static RH approach: The obtained results show a strong
relation between the size of the window and the calculation time for the static imple-
mentations of the RH approach. The larger the window the longer it takes to solve
the problem and the better objective function is reached. The size of the shift also
influences the times, the larger the shift is the shorter it takes to solve the problem
for the same window size.
• Parameters of the dynamic RH approach: It is harder to observe the relations
between the parameters and the calculation times or the objective values for the
dynamic implementations as the size of the window varies dynamically at each window
position. It was observed that the dynamic approaches were avoiding the exceptionally
short times and the exceptionally long times, and often resulted in times in the middle
of those taken by the static implementations.
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• The best implementation of the RH approach: The new dynamic time-oriented
implementation of the RH approach (shift size equal to 22% of the dataset duration)
seemed to be the best of all the tested implementations when a good trade-off between
the calculation time and the objective value was sought. The dynamic approaches have
an additional advantage over the static approaches of using only one parameter (the
shift size) which has to be set explicitly (the window size is dynamic). This simplifies
the tuning of the RH method.
• Universal framework: The system described in Chapter 7 is a universal framework
within which various allocation models and routing algorithms can cooperate. The
framework allows routing conflicts to be taken into consideration in the allocation
planning and to resolve the routing conflicts if possible. The preliminary results
provided show that the two problems can be sufficiently linked.
• The seeding procedure: The seeding procedure, which is added to the original
implementation of the framework, helps to reduce the number of iterations solved and
improves the longer calculation times.
8.3 Future Work
Potential directions for future research are listed below.
• RH best configuration: The best configuration of the RH method was suggested
for the instances which were used in the experiments. It would be interesting to
experiment with a larger set of instances and possibly with other problems which are
similar to the GAP. A more general conclusion about the best configuration could be
drawn based upon such experiments.
• Deciding about the solution method in practice: Two solution methods of the
GAP were discussed in the thesis: the exact method and the RH approach. It was
observed that some of the instances are quick to solve exactly while other require the
RH approach to be solved in reasonable time. Practical applications would require
some measure which would allow to choose between the methods. The measure is
expected to be related to the average number of flights per gate calculated based
upon the flight schedule and the number of gates, further investigation is required.
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• The group conflict constraint of the GAP model: Additional constraints which
could limit the number of conflicts for each group of gates individually could be added
to the current model formulation. This would increase the number of resolved conflicts
at the gates but also the number of variables in the model. It may however be useful
to have both the overall constraint and one per group to avoid the trade-offs between
groups. Further investigation is needed.
• Replace the ground movement algorithm which is used in the framework:
Ongoing research which is being performed by Christofas Stergianos aims to replace
the greedy ground movement algorithm which is used in here with a variant of the
algorithm which is described in [76]. The algorithm does not require all of the paths
to be known in advance and can therefore be applied to automate solution of more
complex ground movement problems from larger airports.
• The RH method and the framework: The idea of using the RH method in the
integrated system is described theoretically in this thesis. It would be interesting to
test and to compare the results of various implementations as it should be able to
solve multi-terminal instances and resolve the routing conflicts which occur between
flights from various terminals.
• The on-line version of the framework: The research directions identified after
the discussions with airports (Section 3.4, Chapter 3) include the on-line version of the
GAP. Creation of an on-line version of the framework which is presented in Chapter 7
could have a very strong practical impact. The on-line version is required to be very
time efficient. Faster heuristic solution methods would therefore have to be introduced
at some point since solvers are not fast enough to solve complex problems in real time.
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Size Groups of Aircraft
Manufacturer Type IATA Code Wingspan [m] Length [m]
British Aerospace Jetstream 31 J31 15.85 14.364
Dornier Do228 D28 16.97 16.56
British Aerospace Jetstream 41 J41 18.42 19.33
Dassault Falcon 50 DF3 18.86 18.5
Dassault Falcon 900 DF3 19.33 20.21
Canadair Challenger 601 CCJ 19.61 20.85
Bombardier-de Havilland DHC6 Twin Otter DHT 19.81 15.77
Embraer ERJ 135 ER3 20.04 26.33
Embraer ERJ 140 ERD 20.04 28.45
Embraer ERJ 145 ER4 20.04 29.87
Dornier Do328 D38 20.98 21.22
Dornier Do328JET FRJ 20.98 21.22
Canadair Regional Jet CRJ 21.21 26.77
Saab SB340 SF3 21.44 19.73
Shorts S330 SH3 22.76 17.69
Shorts S360 SH6 22.81 21.59
Canadair Regional Jet 900 CR9 23.2 36.4
Canadair Regional Jet 700 CR7 23.24 32.51
Grumman Gulfstream 3 GRJ 23.72 25.32
Grumman Gulfstream 4 GRJ 23.72 26.9
Aerospatiale/Alenia ATR-42 AT4 24.572 22.67
Saab SB2000 S20 24.76 27.28
Fokker F28-3000 F23 25.07 27.4
Fokker F28-4000 F24 25.07 29.61
Bombardier-de Havilland Dash-8-100 DH1 25.69 22.25
CASA CN-235 CS5 25.81 21.4
Embraer ERJ170 E70 26 29.9
Embraer ERJ175 E75 26 31.68
Avro RJ100 AR1 26.21 30.99
Avro RJ115 ARJ 26.21 30.99
Avro RJ70 AR7 26.21 26.2
Avro RJ85 AR8 26.21 28.6
British Aerospace BAe146-300 143 26.339 30.995
British Aerospace BAe146-100 141 26.34 26.19
British Aerospace BAe146-200 142 26.34 28.58
Aerospatiale/Alenia ATR-72 AT72 27.05 27.166
Dornier Do728 D78 27.12 27.04
Dornier Do728JET FA7 27.12 27.04
Douglas DC-9-15 D91 27.25 31.82
Bombardier-de Havilland Dash-8-300 DH3 27.4 25.7
Fokker F100 100 28.08 35.53
Fokker F70 F70 28.08 30.91
Bombardier-de Havilland Dash-8-400 DH4 28.12 31.6
Boeing B737-100 731 28.35 28.65
Boeing B737-200 732 28.35 30.53




Douglas DC-9-21 D92 28.44 31.82
Douglas DC-9-32 D93 28.44 36.36
Douglas DC-9-41 D94 28.44 38.28
Boeing B717-200 717 28.45 37.81
Douglas DC-9-51 D95 28.45 40.72
Grumman Gulfstream 5 GRJ 28.5 29.39
Canadair Global Express CCX 28.65 30.3
Embraer ERJ190 E90 28.72 36.24
Embraer ERJ195 E95 28.72 38.65
Dornier Do928 n/a 28.81 30.96
Boeing B737-300 733 28.88 33.4
Boeing B737-400 734 28.89 36.4
Boeing B737-500 735 28.89 31.01
Fokker F27 F27 29 25.059
Fokker F50 F50 29 25.25
Antonov An-26 A26 29.2 23.8
British Aerospace ATP ATP 30.632 26.009
Boeing B737-300C 73C 31.2 33.4
McDonnel Douglas MD-81 M81 32.85 45.02
McDonnel Douglas MD-82 M82 32.85 45.02
McDonnel Douglas MD-83 M83 32.85 45.02
McDonnel Douglas MD-87 M87 32.85 39.75
McDonnel Douglas MD-88 M88 32.85 45.02
McDonnel Douglas MD-90 M90 32.87 46.51
Boeing B727-100 721 32.92 40.59
Boeing B727-200 722 32.92 46.68
Airbus Industrie A320-100 320 33.91 37.57
Airbus Industrie A320-200 320 33.91 37.57
Airbus Industrie A321-100 321 33.91 44.5
Airbus Industrie A318-100 318 34.1 31.45
Airbus Industrie A319-100 319 34.1 33.84
Boeing B737-600 736 34.32 31.24
Boeing B737-700 737 34.32 33.63
Boeing B737-700 73G 34.32 33.63
Boeing B737-800 738 34.32 39.5
Boeing B737-900 739 34.32 42.1
Boeing B737-700W 73W 35.8 33.63
Boeing B737-800H 73H 35.8 39.5
Boeing B737-900J 73J 35.8 42.1
Boeing BBJ 73W 35.8 33.63
Tupolev Tu-154 TU5 37.55 47.9
Antonov An-12 ANF 38 33.1
Boeing B757-200 752 38.06 47.33
Boeing B757-300 753 38.06 54.4
Lockheed C130H n/a 40.41 29.79





Lockheed C130J n/a 40.41 29.79
Lockheed C130J-30 n/a 40.41 34.37
Lockheed L100-20 LOH 40.41 32.33
Lockheed L100-30 LOH 40.41 34.37
Boeing B757-200W 75W 41 47.33
Tupolev Tu-204 T20 42 46.22
Ilyushin Il-62 IL6 43.2 53.12
Douglas DC-8-61 D8M 43.4 57.12
Douglas DC-8-71 D8M 43.4 57.12
Airbus Industrie A310-200 312 43.9 45.89
Airbus Industrie A310-300 313 43.9 45.89
Boeing 707-320C 703 44.42 46.61
Vickers VC10 n/a 44.55 48.36
Airbus Industrie A300-B2 AB4 44.83 53.61
Airbus Industrie A300-B4 AB5 44.83 53.61
Airbus Industrie A300-C4 AB6 44.83 53.61
Airbus Industrie A300-600 AB6 44.84 53.85
Douglas DC-8-63 D8M 45.23 57.12
Douglas DC-8-73 D8M 45.23 57.12
Lockheed L1011-1 L11 47.34 54.17
Lockheed L1011-100 L11 47.34 54.17
Lockheed L1011-200 L11 47.34 54.17
Douglas DC-10-10 D11 47.35 55.55
Boeing B767-200 762 47.57 48.51
Boeing B767-300 763 47.57 54.94
Ilyushin Il-86 ILW 48.06 59.54
Lockheed L1011-500 L15 50.09 50.05
Douglas DC-10-30 D1C 50.39 55.35
Douglas DC-10-40 D1C 50.39 55.54
Ilyushin Il-76 IL7 50.5 46.6
Boeing B767-300W 76W 50.9 54.94
Boeing 787-300 n/a 51.7 56.7
Boeing C17 n/a 51.76 53.04
Boeing B767-400 764 51.9 61.4
McDonnel Douglas MD-11 M11 52 61.4
Boeing B747-100 741 59.64 70.4
Boeing B747-200 742 59.64 70.4
Boeing B747-300 743 59.64 70.4
Boeing B747SP 74L 59.64 56.31
Boeing 787-800 n/a 60.1 56.7
Ilyushin Il-96-300 IL9 60.105 55.35
Airbus Industrie A330-200 332 60.3 59.4
Airbus Industrie A330-300 333 60.3 63.66
Airbus Industrie A340-200 342 60.3 59.39
Airbus Industrie A340-300 343 60.3 63.66
Boeing B777-200 772 60.93 63.73




Boeing 787-900 n/a 62.1 62.8
Airbus Industrie A340-500 345 63.45 67.95
Airbus Industrie A340-600 346 63.45 75.39
Airbus Industrie A350XWB-800 n/a 64 60.5
Airbus Industrie A350XWB-900 n/a 64 66.8
Airbus Industrie A350XWB-1000 n/a 64 73.8
Antonov An-22 A22 64.4 57.8
Boeing B777-200LR 777 64.8 63.73
Boeing B777-300ER 77W 64.8 73.86
Boeing B747-400 744 64.94 70.67
Lockheed C5A n/a 67.9 75.5
Boeing B747-8 n/a 68.5 76.4
Boeing B747-8F n/a 68.5 76.4
Antonov An-124 A4F 73.3 69.1
Antonov An-225 A5F 88.4 84
Airbus Industrie A380-700 n/a 79.75 67.9
Airbus Industrie A380-800 380 79.75 72.57





Sizes of the Gates
Stand Max Aircraft Type (Span)
Max Aircraft Size 
Group EXCEPTIONS:
1 BOEING 737-800(W) 6 73J,739,321,721,722,MD88,MD90,MD81,MD82,MD83
2 AIRBUS 320 4 M81, M82, M83, M87, M88, M90, 321, 721, 722,321,322  
4 BOEING 757-200(W) 7 753
5 BOEING 737-400 3 D92, D93, 717, E90, E95
6 BOEING 767-300 8 L10, L11, IL6, ILW CAN ACCEPT SIZE 9 AIRCRAFT 76W
7 BOEING 737-800(W) 6 CAN ACCEPT 736,737,738,73G,73W,73H,318,319,320
8 BOEING 757-200(W) 7 ANF, LOH
9 BOEING 737-800(W) 6 321, 322
10 BOEING 767-300 8 L10, L11, IL6, ILW CAN ACCEPT SIZE 9 AIRCRAFT 76W
11 BOEING 737-900J 6 NONE
12L BOEING737-900J 6 IF ANY  ON 12 THEN NONE ON 12L
12 AIRBUS 388 12 IF ANY  ON 12L OR 12R THEN NONE ON 12
12R MCDONNELL DOUGLAS MD11 9 IF ANY  ON 12 THEN NONE ON 12R
15 BOEING 757-200(W) 7 753
16 FOKKER 50 2 CAN ACCEPT SIZE 3 AIRCRAFT: F50, F27, DH4, DH7 
17 SAAB2000 2 NONE
18 A321 4 NONE
21 FOKKER 50 3 D91, D92, D93, D94, E90, E95, 734, 717
22 BOEING 767-300 8 M81, M82, M83, M84, M87, M88, M90, 154, L10, L11, ILW, IL6, ATP, TU5. CAN ACCEPT SIZE 3 AIRCRAFT: 732, 733, 734, 735,E70,E90,E95 AND SIZE 9 AIRCRAFT 76W,764
23 BOEING 767-300(W) 8 M81, M82, M83, M87, M88, M90, ATP, TU5, IL6, ILW, 154, IL9, D8M. CAN ACCEPT SIZE 9 A/C L15,D1C,76W. CAN ACCEPT SIZE 3 A/C 732,733,734,735,E70,E90,E95
24 BOEING 737-900 5 100, F27, F50, F70, DH4, DH7, D95, E90, E95, ATP. CAN ACCEPT SIZE 2 AIRCRAFT: ARJ, AR1, AR7, AR8, 141,142,143,146, RJ70, RJ85, RJ1
25 BOEING 737-900(W) 6 100, F27, F50, F70, DH4, DH7, D95, E90, E95, ATP. CAN ACCEPT SIZE 2 AIRCRAFT: ARJ, AR1, AR7, AR8, 141,142,143,146, RJ70, RJ85, RJ1
26 BOEING 777-200 10 M81, M82, M83, M87, M88, M90, ATP, TU5, 154, IL6, ILW,772 773,777, CAN ACCEPT SIZE 3 AIRCRAFT: 732, 733, 734, 735,E70,E90,E95
27 BOEING 777-300ER 10 M81, M82, M83, M87, M88, M90, ATP, TU5, 154, IL6, ILW, 773. CAN ACCEPT SIZE 3 AIRCRAFT: 732, 733, 734, 735 ,E70,E90,E95 AND SIZE 11 AIRCRAFT 346, 77W, 744.
28 BOEING 737-900 5 M81, M82, M83, M87, M88, M90, ATP, 154. CAN ACCEPT SIZE 3 AIRCRAFT: 732, 733, 734, 735
29 AIRBUS A330-300 9 M81, M82, M83, M87, M88, M90, ATP, IL6, ILW, D8M, IL9,  737, 73W, 738, 73H, 739. CAN ACCEPT SIZE 10 332,333,342,343,788. NO SIZE 1,2,3,5,6 AIRCRAFT.
31 BOEING 747-400 10 M81, M82, M83, M87, M88, M90, ATP, TU5, 154, IL6, ILW, IL9, D8M. NO SIZE 1,2,3,5.6 AIRCRAFT. CAN ACCEPT SIZE 11 AIRCRAFT: 346,77W,744
32 BOEING 747-400 10 M81, M82, M83, M87, M88, M90, ATP, TU5, 154, IL6, ILW, IL9, D8M. NO SIZE 1,2,3,5,6 AIRCRAFT. CAN ACCEPT SIZE 11 AIRCRAFT: 346,77W,744
41 BOEING 737-900(W) 6 721,722,MD88,MD90,MD81,MD82,MD83
42 BOEING 767-300 (W) 8 CAN ACCEPT SIZE 9 AIRCRAFT B76W
43 BOEING 757-200(W) 7 NONE
44R AIRBUS 320 4 321, 322 IF ANY ON 44 THEN NONE ON 44R
44 BOEING 747-400 10 CAN ACCEPT SIZE 11 AIRCRAFT: 777,744 IF ANY ON  44R  OR 44L THEN NONE ON 44
44L BOEING 737-900J 6 NONE IF ANY ON 44 THEN NONE ON 44R
47 FOKKER 50 3 F100, D93, D94, 717, D05, E90, E95, 734 CAN ACCEPT SIZE 4 AIRCRAFT: 73C, 318, 319 
48 BOEING 757-200(W) 7 NONE
49 BOEING 757-200(W) 7 NONE
50 BOEING737-800(W) 3 CAN ACCEPT SIZE 4 AIRCRAFT: A318,A310,A320, SIZE 5 AIRCRAFT: B736,B73G,B738, SIZE 6 AIRCRAFT B73W,B73H
51 FOKKER 50 3 D95
52 FOKKER 50 3 D95
53 BOEING 737-900(W) 6 M81,M82,M83,M87,M88,M90
54 BOEING 757-200(W) 7 M81,M82,M83,M87,M88,M90
55 BOEING 767-300 8 CAN ACCEPT SIZE 9 AIRCRAFT:76W, IL7, D1C, L15
56 BOEING 73J 6 NONE
57 BOEING 73J 6 NONE
58 BOEING 73J 6 NONE
60 AIRBUS A330-200 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332, IL9, 787, 74L
60L FOKKER 50 3 IF ANY ON 60 THEN NONE ON 60L
60R FOKKER 50 3 IF ANY ON 60 THEN NONE ON 60R
61 BOEING 767-300 8 NONE
62 BOEING 747-400 10 773. CAN ACCEPT SIZE 11 AIRCRAFT: 744, 777, 345. CAN ACCEPT SIZE 12 AIRCRAFT : A388 
62L FOKKER 50 3 IF ANY ON 62 THEN NONE ON 62L
62R BOEING 737-900 5 IF ANY ON 62 THEN NONE ON 62R
63 BOEING 747-300 9 CAN ACCEPT SIZE 10 AIRCRAFT 741,742,743,74L. IF ANY ON 63L, 63R THEN NONE ON 63
63L FOKKER 50 3 IF ANY ON 63 THEN NONE ON 63L
63R FOKKER 50 3 IF ANY ON 63 THEN NONE ON 63R
64 BOEING 777-200(LR) 10 773. CAN ACCEPT SIZE 11 AIRCRAFT: 777.IF ANY ON 64L,64R THEN NONE ON 64
64L FOKKER 50 3 IF ANY ON 64 THEN NONE ON 64L
64R BOEING 737-900 5 IF ANY ON 64 THEN NONE ON 64R
65 MCDONNELL DOUGLAS MD11 9 IF ANY ON 65L, 65R THEN NONE ON 65
65L FOKKER 50 3 IF ANY ON 65 THEN NONE ON 65L
65R FOKKER 50 3 IF ANY ON 65 THEN NONE ON 65R
66 BOEING 777-200(LR) 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332,333,772,342,343,IL9,788,74L. CAN ACCEPT SIZE 11 AIRCRAFT 777 IF ANY ON 66L,66R THEN NONE ON 66
66L BOEING 737-900 5 IF ANY ON 66 THEN NONE ON 66L
66R BOEING 757-300 7 C130,LOH 75W  IF ANY ON 66 THEN NONE ON 66R
67 BOEING 777-200(LR) 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332,333,772,342,343,IL9,788,74L. CAN ACCEPT SIZE 11 AIRCRAFT 777 IF ANY ON 67L,67R THEN NONE ON 67
67L BOEING 737-900 5 IF ANY ON 67 THEN NONE ON 67L
67R BOEING 757-300 7 C130,LOH 75W IF ANY ON 67 THEN NONE ON 67R
68 BOEING 777-200(LR) 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332,333,772,342,343,IL9,788,74L. CAN ACCEPT SIZE 11 AIRCRAFT 777 IF ANY ON 68L,68R THEN NONE ON 68
68L BOEING 737-900 5 IF ANY ON 68 THEN NONE ON 68L
68R BOEING 757-300 7 C130,LOH 75W IF ANY ON 68 THEN NONE ON 68R
69 BOEING 777-200(LR) 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332,333,772,342,343,IL9,788,74L CAN ACCEPT SIZE 11 AIRCRAFT 777 IF ANY ON 69L,69R THEN NONE ON 69
69L BOEING 737-900 5 IF ANY ON 69 THEN NONE ON 69L
69R BOEING 757-300 7 C130,LOH 75W  IF ANY ON 69 THEN NONE ON 69R
70 BOEING 777-200(LR) 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332,333,772,342,343,IL9,788,74L. CAN ACCEPT SIZE 11 AIRCRAFT 777 IF ANY ON 70L,70R THEN NONE ON 70
70L BOEING 737-900 5 IF ANY ON 70 THEN NONE ON 70L
70R BOEING 757-300 7 C130,LOH 75W   IF ANY ON 70 THEN NONE ON 70R
71 AIRBUS A330-200 9 CAN ACCEPT SIZE 10 AIRCRAFT: 332,342,IL9,788.74L IF ANY ON 71L,71R THEN NONE ON 71
71L BOEING 737-900 5 IF ANY ON 71 THEN NONE ON 71L
71R BOEING 757-200 6 CAN ACCEPT SIZE 7 AIRCRAFT:752  IF ANY ON 71 THEN NONE ON 71R
72 BOEING 747-400 10 773. CAN ACCEPT SIZE 11 AIRCRAFT: 744, 777, 345 IF ANY ON 72L,72R THEN NONE ON 72
72L BOEING 737-900 5 IF ANY ON 72 THEN NONE ON 72L
72R BOEING 737-900 5 IF ANY ON 72 THEN NONE ON 72R
73 BOEING 747-400 11 C5A, 124, 387, 388, 389, A5F IF ANY ON 73L,73R THEN NONE ON 73
73L BOEING 737-900 5 IF ANY ON 73 THEN NONE ON 73L
73R BOEING 737-900 5 IF ANY ON 73 THEN NONE ON 73R
74 BOEING 747-400 10 773. CAN ACCEPT SIZE 11 AIRCRAFT: 74Y, 777, 345 IF ANY ON 74L,74R THEN NONE ON 74
74L BOEING 737-900 5 IF ANY ON 74 THEN NONE ON 74L
74R BOEING 737-900 5 IF ANY ON 74 THEN NONE ON 74R
80 ANTONOV AN-225 11 NONE
81 AIRBUS A330-200 9 M11,764 CAN ACCEPT SIZE 10 AIRCRAFT: 332,342,IL9,788.74L 
82 AIRBUS A330-200 9 M11,764 CAN ACCEPT SIZE 10 AIRCRAFT: 332,342,IL9,788.74L  IF ANY ON 82L,82R THEN NONE ON 82
82L BOEING 737-900 5 IF ANY ON 82 THEN NONE ON 82L
82R BOEING 757-300 7 C130,LOH 75W  IF ANY ON 82 THEN NONE ON 82R
83 AIRBUS A330-200 9 M11,764 CAN ACCEPT SIZE 10 AIRCRAFT: 332,342,IL9,788.74L IF ANY ON 83L,83R THEN NONE ON 83
83L BOEING 737-900 5 IF ANY ON 83 THEN NONE ON 83L
83R BOEING 757-300 7 C130,LOH 75W IF ANY ON 83 THEN NONE ON 83R
84 AIRBUS A330-200 9 M11,764 CAN ACCEPT SIZE 10 AIRCRAFT: 332,342,IL9,788.74L IF ANY ON 84L,84R THEN NONE ON 84
84L FOKKER 50 3 IF ANY ON 84 THEN NONE ON 84L
84R BOEING 757-300 7 C130,LOH, 75W  IF ANY ON 84 THEN NONE ON 84R
85 BOEING 747-400 11 C5A, 124, 387, 388, 389, A5F IF ANY ON 85L,85R THEN NONE ON 85
85L BOEING 737-900 5 IF ANY ON 85 THEN NONE ON 85L
85R BOEING 737-900 5 IF ANY ON 85 THEN NONE ON 85R
86 BOEING 747-400 11 C5A, 124, 387, 388, 389, A5F IF ANY ON 86L,86R THEN NONE ON 86
86L BOEING 737-900 5 IF ANY ON 86 THEN NONE ON 86L
86R BOEING 757-200(W) 7 IF ANY ON 86 THEN NONE ON 86R
100 FOKKER 50 2 CR9. CAN ACCEPT SIZE 3 AIRCRAFT: 732, 733, 735, F50, DH4
101 FOKKER 50 2 CR9. CAN ACCEPT SIZE 3 AIRCRAFT: 732, 733, 735, F50, DH4
216 BOEING 767-300 8 CAN ACCEPT SIZE 9 A/C 76W .IF ANY ON 216R THEN NONE ON 216
216R BOEING 757-200(W) 7 IF ANY ON 216 THEN NONE ON 216R
217 BOEING 767-300 8 CAN ACCEPT SIAZE 9 A/C  76W. IF ANY ON 217L THEN NONE ON 217
217L BOEING 757-200(W) 7 IF ANY ON 217 THEN NONE ON 217L
218 MCDONNELL DOUGLAS MD11 9 764,76W IF ANY ON 218R THEN NONE ON 218
218R BOEING 757-200(W) 7 IF ANY ON 218 THEN NONE ON 218R
219 BOEING 747-400 10 773, 772. CAN ACCEPT SIZE 11 AIRCRAFT: 744 IF ANY ON 219L THEN NONE ON 219
219L BOEING 777-200 9 764. CAN ACCEPT SIZE 10 AIRCRAFT: 772,777 IF ANY ON 219 THEN NONE ON 219L
231 BOEING 747-400 10 773. CAN ACCEPT SIZE 11 AIRCRAFT: 744
233 BOEING 767-300 8 NONE
235 BOEING 757-200(W) 7 NONE
237 BOEING 767-300 8 NONE
239 BOEING 767-300 8 CAN ACCEPT 76W
241 BOEING 757-200(W) 7 NONE
243 BOEING 737-900 5 NONE
245 BOEING 767-300 8 CAN ACCEPT 76W
247 BOEING 767-300 8 NONE
249 BOEING 767-300 8 CAN ACCEPT 76W
249L BOEING 757-200(W) 7 IF ANY ON 249 THEN NONE ON 249L
201 BOEING 737-900J 6 IF ANY ON 202 THEN NONE ON 201
202L BOEING 757-200(W) 7 IF ANY ON 202 THEN NONE ON 202L
202 BOEING 777-200LR 9 CAN ACCEPT SIZE 10 AIRCRAFT B788,A332,A333.A342.A343.B772, SIZE 11 AIRCRAFT: 77L,  IF ANY ON 202L, OR 201 THEN NONE ON 202
203 BOEING 757-200(W) 7 IF ANY ON 204 THEN NONE ON 203
204L BOEING 757-200(W) 7 IF ANY ON 204 THEN NONE ON 204L
204 BOEING 747-400 10 IF ANY ON 204L, OR 203 THEN NONE ON 204
205 FOKKER 50 3 IF ANY ON 206  THEN NONE ON 205
206L BOEING 757-200(W) 7 CAN ACCEPT SIZE 8 AIRCRAFT: 310, 312, 313, AB3, AB4, AB5, AB6 IF ANY ON 206 THEN NONE ON 206L
206 BOEING 777-300 10 CAN ACCEPT SIZE 11 AIRCRAFT: 777, 77W, 744, 345 IF ANY ON 206L 0R 205 THEN NONE ON 206
207 BOEING 737-900J 6 IF ANY ON 208  THEN NONE ON 207
208L BOEING 757-200(W) 7 IF ANY ON 208 THEN NONE ON 208L
208 BOEING 747-400 10 773 CAN ACCEPT SIZE 11 AIRCRAFT: 777, 744, 345 IF ANY ON 208L 0R 207 THEN NONE ON 208
209 BOEING 737-900J 6 IF ANY ON 210  THEN NONE ON 209
210L BOEING 757-200(W) 7 IF ANY ON 210 THEN NONE ON 210L
210 BOEING 747-400 10 773 CAN ACCEPT SIZE 11 AIRCRAFT: 777, 744, 345 IF ANY ON 210L 0R 209 THEN NONE ON 210
211 BOEING 737-900J 6 IF ANY ON 212  THEN NONE ON 211
212L BOEING 757-200(W) 7 CAN ACCEPT SIZE 8 AIRCRAFT: 310, 312, 313, AB3, AB4, AB5, AB6 IF ANY ON 212 THEN NONE ON 212L
212 BOEING 747-400 10 773 CAN ACCEPT SIZE 11 AIRCRAFT: 777, 744, 345 IF ANY ON 212L 0R 211 THEN NONE ON 212
213 BOEING 737-900J 6 IF ANY ON 214  THEN NONE ON 213
214 BOEING 767-300 8 CAN ACCEPT SIZE 9 AIRCRAFT: 76W, 764 IF ANY ON 214L  OR 213 THEN NONE ON 214
214L BOEING 737-900J 6 IF ANY ON 214  THEN NONE ON 214L
215 BOEING 767-300 8 CAN ACCEPT SIZE 9 AIRCRAFT: 76W, 764
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