In this paper, we propose a new wavelet denoising method with edge preservation for digital images. Traditionally, most denoising methods assume additive Gaussian white noise or statistical models; however, we do not make such an assumption here. Briefly, the proposed method consists of a combination of dyadic lifting schemes and edge-preserving wavelet thresholding. The dyadic lifting schemes have free parameters, enabling us to construct filters that preserve important image features. Our method involves learning such free parameters based on some training images with and without noise. The learnt wavelet filters preserve important features of the original training image while removing noise from noisy images. We describe how to determine these parameters and the edge-preserving denoising algorithm in detail. Numerical image denoising experiments demonstrate the high performance of our method.
Introduction
Digital imaging has progressed significantly over the last decade through the wide availability of digital cameras, including web cameras and mobile phone cameras. Because digital images captured by these devices are often taken under poor conditions (e.g., in low light), the images are often corrupted by various types of noise. Therefore, efficient image restoration methods are needed.
Spatial domain filters, such as the weighted mean and median filters, which can reduce corruption within images, are already in use. In particular, over the past few decades, methods based on partial differential equations (PDEs) have been widely used for image denoising with edge preservation. These methods are based either on nonlinear diffusion or on the variational approach of energy func- †1 Saga University †2 Honda Motor Co., Ltd tional minimization 1) . There is also an optimal Bayesian minimum mean square estimation (MMSE)-based method for denoising images 7) . An alternative approach would be to use the frequency domain. In particular, wavelet transforms have been successfully employed in image processing. Donoho proposed the softthreshold method, in which the wavelet coefficients below a certain threshold value are gradually reduced to zero 3) . This method is based on a downsampling type of wavelet transform, which samples both the scale and translation parameters. However, the downsampling wavelet is not shift-invariant, and so tends to fail when performing tasks such as edge detection, feature extraction, and denoising. In contrast, the dyadic wavelet transform is shift-invariant because this transform maintains shift-invariance by sampling only the scale parameter of a continuous wavelet transform. For instance, Mallat has performed edge detection using a discrete dyadic wavelet transform with quadratic spline dyadic wavelets 5), 6) . In general, denoising algorithms must balance the trade-off between denoising and preservation of structure. To overcome this challenge, a great deal of research on edge-preserving algorithms has been performed in recent years. Standard algorithms are based on nonlinear diffusion or wavelets 1), 4) . Unfortunately, despite the sophistication of recently proposed methods, most algorithms have not yet attained a desirable level of applicability, and efficient image denoising methods remain elusive. Under this situation, a number of wavelet-based denoising methods have been proposed 2),4),8)-10), 12) . Some efficient methods take into account spatial and scale dependency in the wavelet domain or statistical modeling with a Bayesian approach 2),8)-10) , such as the Bayes Least SquaresGaussian Scale Mixture (BLS-GSM) method in Ref. 10) . These methods use discrete downsampling-type wavelet transforms, because the statistics of a number of natural signals, when decomposed in wavelet bases, are substantially simplified. On the other hand, wavelet-based methods using the dyadic transform are rare 4), 12) . In general, the dyadic wavelet transform creates a highly redundant signal representation, because this transform does not sample the translation factor. Therefore, the statistics of a number of natural signals are not simplified substantially. However, since the dyadic wavelet transform is shift-invariant, it may be applicable to noise reduction.
Very recently, dyadic lifting schemes, which are an extension of Sweldens' lifting schemes 11) , were proposed 12) . The lifting schemes of Sweldens create new biorthogonal wavelet filters from a set of biorthogonal wavelet filters to improve the downsampling-type wavelet properties. These schemes use the lifting wavelet transform, which is a biorthogonal wavelet with controllable free parameters. The dyadic lifting schemes create new wavelet filters starting with dyadic wavelets. Türüki, et al. determined the free parameters appearing in dyadic lifting schemes so as to have a desirable number of vanishing moments 12) ; this method is referred to as the VM method in the following discussion. They designed spline dyadic wavelet filters with higher numbers of vanishing moments for denoising digital images and demonstrated the effectiveness of this technique. However, they did not address edge-preservation explicitly. In this paper, we develop a new wavelet denoising method that exploits the dyadic lifting schemes and the edge-preserving denoising method proposed in Ref. 4) . Unlike the VM method, we do not use the construction methods described in Ref. 12). We determine the appropriate free parameters in the dyadic lifting schemes so that the high-frequency components of a noisy image closely approximate those of the original image. In other words, we determine the free parameters so as to be equal to the high-frequency components of the training patterns without noise by solving linear equations. Therefore, we do not need to go through a process of trial and error. Moreover, since we use both noisy images and these original images as training patterns to construct the linear equations, which determines the free parameters, these parameters are expected to contain features of the noise. Hence, we do not need to make assumptions about the noise type or use statistical models because we directly use the noisy images as training patterns. In this sense, the proposed method is a kind of learning method. Bayesian approaches with downsamplingtype wavelet transforms are also a kind of learning method, and the proposed approach has significance as an alternative learning method to Bayesian approaches with downsampling-type wavelet transforms.
The remainder of this paper is organized as follows. In Section 2, we briefly introduce the dyadic lifting schemes that have free parameters. The learning method used to determine these free parameters is presented in Section 3. We describe the edge preserving method in Section 4 and the denoising algorithm in Section 5. Simulation results are presented in Section 6, and Section 7 concludes the paper.
Dyadic Lifting Schemes
The arguments outlined in this section are very similar to those presented in Refs. 5), 6), 12). An outline is presented here for the sake of convenience.
Let f τ (t) = f (t − τ ) be a translation of f (t) by τ . The wavelet transform can be written as a convolution product:
holds, this transform is shift-invariant. To construct a shift-invariant wavelet representation, the scale s is discretized, but the translation parameter u is not. The scale is sampled along a dyadic sequence {2 j } j∈Z , to simplify the numerical calculations. Next, we introduce the dyadic wavelet transform based on this concept. Let L 2 (R) be the space of square integrable functions on real line R. We define the
If there exist A > 0 and B such that
then ψ(t) is called a dyadic wavelet function. It follows from (1) thatψ(0) = 0, i.e.,
The dyadic wavelet transform of f (t) with the dyadic wavelet function ψ(t) is defined by
To construct the dyadic wavelet function, we need a scaling function φ(t) that satisfies a two-scale relation
The scaling function φ(t) is usually normalized as 
whereĥ(ω) denotes a discrete Fourier transform
Sinceφ(0) = 1, we can apply Eqs. (4) and (5) 
Using the scaling function φ(t) and the wavelet filter g [k] , a dyadic wavelet function is defined by
by a dyadic wavelet can be reconstructed under the reconstruction condition, which is described in Ref. 5 ). To derive the reconstruction condition, a dual scaling function and a dual wavelet function are required. The dual scaling
Let us denote the discrete Fourier transforms of the filters h[k], g[k],h[k], and
where the symbol * denotes complex conjugation. The reconstruction condition (6) plays an important role in constructing lifting dyadic wavelet filters.
Proposition 1 (12)) Suppose the discrete Fourier transformsĥ
o (ω),ĝ o (ω), h o (ω), andg o (ω) of the initial filters h o [k], g o [k],h o [k], andg o [k], respectively,
satisfy the reconstruction condition (6). Then, the Fourier transformsĥ(ω),ĝ(ω), h(ω), andg(ω) of the dual lifting dyadic wavelet filters defined by
satisfy the reconstruction condition (6) . Here, s[l] are free parameters.
To compute the dyadic wavelet transform and its inverse, the following proposition is very useful.
Proposition 2 (5)) Under condition (6), the transforms
and the inverse formula
In the case of images, these formulas are applied in each direction, that is, the horizontal and vertical directions. More precisely, let
indicate the low-frequency components and high-frequency components in the horizontal, vertical, and diagonal directions, respectively. The indices m and n are the locations in the horizontal and vertical directions, respectively. We first apply Eq. (8) 
, and we set
Then, applying Eq. (9) to C j,row [m, n] in the horizontal direction, we obtain
Similarly, applying Eq.
Using this relation and Eq. (9), we obtain
Applying Eq. (9) twice in each direction, we can obtain
Then, the reconstruction formula for images is concretely given by
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Learning Method
In this section, we describe how to determine free parameters s [l] in Eq. (7). To distinguish the free parameters of the filters in the horizontal and vertical directions, the symbols g h [k] and g v [k] are used to indicate the horizontal and vertical directions, respectively. Then, by Proposition 1, we can obtain
where s 1 and s 2 are free parameters. We determine the free parameters s 1 [l] and s 2 [l] so as to be equal to the high-frequency components of the training patterns without noise. Substituting Eqs. (15) and (16) for Eqs. (11) and (12), we obtain the following relations:
Using (13) and the free parameter s 3 , we approx-
[m, n] as follows:
with
To simplify the remainder of the discussion, we discuss only the wavelet decomposition from level 0 to level
From Eq. (17), we obtain the relations The number of free parameters s r is 2N + 1, but the number of equations is 2N in Eq. (19). We need one more condition for each s r to be determined uniquely. Since g h and g v are high-pass filters, these filters should satisfy the following: 
. . .
(21) Then, we can obtain s r by solving the linear Eq. (21) using a suitable numerical method, for example, Gaussian elimination.
Edge Preserving Wavelet Thresholding
In general, denoising algorithms remove not only noise but also important image features. As our simulation results demonstrate, our learning method denoises without the loss of information in the original images in comparison with other methods such as the BLS-GSM method and the VM method. However, to improve the image quality where possible, we use a modified version of the edge-preserving wavelet thresholding proposed in Ref. 4 
) for preserving image features. LetC[m, n] = C[m, n] + E[m, n] be a noisy image, and let C[m, n] and E[m, n]
correspond to the original image and noise, respectively. We consider the following minimization problem, which involves findingḊ . This value comes from the classical tools in the robust statistics, and MAD denotes the median absolute deviation. Then, according to 4), the denoising algorithm is reduced to the solution of the following nonlinear equations:
Using a suitable iterative approach, we can obtain approximate solutions of Eq. (23).
Denoising Algorithm
We describe the denoising algorithm based on the arguments in the previous sections.
Since the number of elements in s r is equal to the number of elements in
given by Eqs. (15) and (16), we must decompose the original image into subimages depending on this number, and then apply the dyadic lifting schemes to 
Numerical Results
We employed the 256 × 256 grayscale images Lenna, Barbara, Boat, and Title, as shown in Fig. 1 , as benchmarks. The noisy images, which were corrupted by adding white Gaussian noise, are shown in panel (a) of Fig. 2 . We also used 80 × 80 pixel fragments of these images to highlight the edge preservation properties in Fig. 3 . In this simulation, we used the spline dyadic wavelet filters as initial filters, as shown in Table 1 , and set N = 3 in Section 3; that is, we used six original sub-images and these noisy ones as training images. Each sub-image was an 8-bit image 32×32 pixels in size, and an example of it is given in Fig. 4 . Since we think that the support length of g o is a little short to construct the learnt filters g h and g v which contain the noise characteristic, we used the sub-images containing no important details and the Eqs. We utilized these filters as initial filters when we started to denoise. Moreover, we selected the training area depending on the features of the image to decide the free parameters s r . For example, if we want to denoise the area containing the hair, we select similar areas from other images as training images. After preparing several types of the learnt filters, we choose the appropriate filters depending on the features of the noisy images. In short, to remove the noise effectively, we need to specify the appropriate training areas and choose suitable learnt filters depending on the high-frequency scene content. These procedure have been carried out manually in our prototype program, up to now. We set α to 4 in Section 5, because the support length of 
where Table 2 lists the PSNR values for various versions of the benchmarks recovered from their noisy versions using the BLS-GSM method, the VM method, and the methods proposed here. LMEP and LM stand for our learning method with and without the edge preservation, respectively.
In particular, the BLS-GSM method and the VM method, which use wavelet transforms and which are regarded as state-of-the-art methods, are used for com- Table 3 Vanishing moment filters. parison. The spline wavelet filter in Table 1 has just one vanishing moment, and the filter in 
which decides the threshold value, and any decomposition coefficients that are smaller than the threshold value are reduced gradually to zero, rather than being abruptly set to zero. That is, the values of the parameters a and b are very important in their softer logic masking method. However, the authors did not describe how to choose these parameters. They assigned specific values to these parameters from image to image without any apparent reason. We set a = 145 and b = 4.6 in our simulations after considerable trial and error. If we can choose the optimal values of a and b for each image, there is a possibility of obtaining better results. In the BLS-GSM method's simulation, we used the BLS-GSM Denoising Toolbox, which can be downloaded from the BLS-GSM Image Denoising website (http://decsai.ugr.es/˜javier/denoise/). Again, as shown in Table 2 , the performance of the proposed methods and the BLS-GSM method are superior to the VM method and are approximately the same with respect to the PSNR. However, unlike the BLS-GSM method, the proposed methods preserve the edges, as shown in Figs. 2 through 3 , because the images denoised by the LMS method were somewhat blurred as compared with the images denoised by the proposed methods. The performance of the LM method and the LMEP method was approximately the same with respect to both the PSNR and edge preservation, and the PSNR values of the LMEP method were slightly better than those of the LM method. This implies that our learning method is effective as a denoising method. In the VM method, a vanishing moment condition is imposed on the dyadic wavelet to determine the free parameters so as to produce a maximum number of wavelet coefficients that are close to zero. Although this is a novel idea, it is possible that the noise information will not be given sufficient consideration. In contrast, since we use noisy images as training patterns to determine the free parameters, the proposed methods take the noise information into consideration. Therefore, the proposed methods are thought to be superior to the VM method. On the whole, the proposed methods are found to be superior to the VM method and the BLS-GSM method with respect to the edge preservation.
Moreover, we performed a broader evaluation of performance, including images with different brightness and contrast properties. In this evaluation, we were able to confirm that the performance of the proposed methods was approximately the same or better than the other methods considered here, except for the high brightness and high contrast cases. A part of these results is presented in Figs. 5, 6 , 7, and 8 and Table 4 . In general, the PSNR results of our method are not superior to the BLS-GSM method. However, our method can learn the noise characteristics, unlike the BLS-GSM method. Therefore, our method is applicable to other types of noise. To demonstrate this benefit, we applied our method to an image with salt-and-pepper noise. The results are presented in Fig. 9 and Table 5 . In addition, we applied our method to actual photographs with real ISO noise. Since we did not have the original images without noise in this case, we selected the areas containing no important image details as train- ing subimages, and we decided the free parameters s r so as to make the high frequency components vanish. The results are shown in Fig. 10 .
Conclusion
We proposed a new wavelet denoising method with edge preservation for digital images. Once we specify the training areas, our method can learn the noise characteristics. If we choose the appropriate learnt filters depending on the features of the image, we can reduce the noise from the noisy image. The performance of the proposed method was compared to that of the BLS-GSM method and the VM method in numerical experiments. In general, our proposed method is not superior to the BLS-GSM method in terms of the PSNR results, but our method preserves the edges more than the BLS-GSM method. Moreover, our method is applicable to other types of noise because it is able to learn the noise characteristics. To denoise effectively, we must manually choose the training areas
