Not all stock recommendation changes are equal. In a sample constructed to minimize the impact of confounding news, relatively few analyst recommendation changes are influential in the sense that they impact investors' beliefs about a firm in a way that could be noticed in that firm's stock returns. More than one-third of the stock-price reactions to analyst recommendation changes have the wrong sign and only approximately 10% have significant stock-price reactions at the 5% level using an extended market model. We find that the probability of an influential recommendation is higher for leader analysts, star analysts, away-from-consensus revisions, revisions issued contemporaneously with earnings forecasts, analysts with greater relative experience, and those with more accurate earnings estimates. Growth firms, small firms, high institutional ownership firms, and high prior turnover firms are also more likely to have influential stock recommendations. Strikingly, analyst recommendations are more likely to be influential after Reg FD and the settlement. Finally, influential recommendations are associated with increases in stock volatility and large absolute changes in consensus earnings forecasts.
Introduction
Market observers at times attribute large stock price changes to analyst recommendation changes. For instance, according to the Wall Street Journal's description, Kenneth Bruce from Merrill Lynch issued a recommendation downgrade on Countrywide Financial on August 15, 2007 questioning the giant mortgage lender's ability to cope with a worsening credit crunch. The report sparked a sell-off in Countrywide's shares, which fell 13% on that day. In another example, when Meredith Whitney (CIBC World Markets) downgraded Citigroup on November 1, 2007, the stock price dropped 6.9%, the CEO quit two days later, and she apparently received death threats. 4 Though the finance literature finds that significant average abnormal returns are associated with recommendation changes, the typical estimate associated with a recommendation change is too small to be considered a significant abnormal return for the stock of a firm when an analyst recommendation change is made. Consequently, with the typical recommendation change, investors following a firm could not distinguish the impact of the recommendation change from noise. However, at times a recommendation change, such as the Bruce call on Countrywide, is viewed by observers as having a large identifiable impact on the stock price. In this paper, we try to understand better when and why analyst recommendation changes at times appear to have a large stock price impact.
The question we address is different from the question typically answered in the analyst literature that tries to assess the impact of analyst recommendation changes. This literature focuses on average effects in large samples and generally investigates whether some type of analyst recommendation change has a significant average abnormal return. By averaging across a large number of announcements, the researcher hopes to eliminate the influence of confounding effects on the study and therefore to obtain an estimate of the "pure" recommendation change effect. At the same time, however, such an approach is of little use to evaluate claims about the ability of analysts to impact stock prices of individual firms significantly. To wit, in our sample, the median abnormal return associated with a downgrade is roughly -1%. For the typical firm, a -1% abnormal return is noise. However, an abnormal return of the magnitude associated with the recommendation change of Bruce for Countrywide is a highly significant abnormal return for the typical firm.
The existing literature does not tell us whether analysts frequently make recommendation changes whose impact can be identified at the firm level rather than in large-scale samples. We identify recommendation changes that are impactful using a simple measure of significance at the firm level, namely the standard deviation of market model residuals, and we call such recommendation changes influential. To investigate whether recommendation changes are influential, it is important to focus on recommendation changes that occur on days without firmspecific news. Analysts often write reports on days of firm-specific news and recommendation changes on such days are more likely to be favorable if the firm has positive news. Though the traditional event study method reduces or even eliminates the impact of confounding news on the average abnormal return, it does so only when news and the probability of occurrence of the event are uncorrelated. In the case of analysts, there is no reason to believe that this condition holds. It is therefore important to construct a sample of recommendation changes where the impact of confounding firm-specific news is minimized. Eliminating firm-specific news days reduces the stock-price reaction to analyst recommendation changes, but the average stock-price reaction remains statistically significant. We find that roughly 10% of recommendation changes in our sample (that minimizes the impact of firm-specific news) are significant at the firm level and hence influential. However, one analyst in four never has an influential recommendation change. Conditional on an analyst having an influential recommendation change, one in five of the analyst's recommendation changes are influential.
Why is it that an analyst at times can make recommendations that are associated with a significant firm-level abnormal return? We believe that at times analysts can change how a corporation is viewed and that such "paradigm shifts" are responsible for the large impact of some recommendation changes. This perspective builds on Hong, Stein, and Yu (2007) . Hong et al. study the implications of learning in an environment in which the true model of the world is a multivariate one, but agents update only over the class of simple univariate models. When sufficient evidence accumulates against the incumbent simple model, agents switch to another simple model, and prices in the underlying stock moves to reflect this paradigm shift. In this paper, we investigate whether influential analyst recommendation changes precipitate such paradigm shifts.
Meredith Whitney's Citigroup downgrade on Nov. 1, 2007 was associated with a drop in Citigroup's stock price of 6.1%. Yet, as a Wall Street Journal recently reported, other analysts in the weeks before downgraded the stock with reports that had similar content. 5 Consequently, a recommendation change is not influential simply because of its content-other factors must affect whether the recommendation change is influential. We use a probit model to investigate the factors that make it more likely that a recommendation change will be influential. In support of our "paradigm shift" hypothesis, we find that recommendations away from the consensus are more likely to be influential. The analysts who are likely to make influential recommendations are highly ranked analysts who have a history of being ahead of the crowd. It is harder for an analyst to have an influential recommendation when more analysts follow a firm and when the firm is larger. However, greater diversity of opinion about a firm makes it more likely that a recommendation change will be influential. This result is also consistent with the "paradigm shift" view, in that it is harder to change a paradigm when it is well-established.
When analyst recommendation changes are influential because they are associated with paradigm shifts, we should see them lead to much analyst activity and trading in the stock as investors adjust their holdings to the new paradigm. We find this is to be the case. Share turnover is much larger in the three months following an influential analyst change than in the three months before. So is stock volatility. Analysts make more forecasts after an influential analyst recommendation change than before. Finally, forecast revisions by analysts following such a change are much larger than forecast revisions before such a change.
We are not the first study to examine the differential impact of stock recommendation changes. For instance, Stickel (1995) shows that recommendation changes of star analysts have more impact and Fang and Yasuda (2008) show that they are more profitable. Irvine (2004) provides evidence that the market reacts more strongly to initiations than to other recommendations. Ivkovic and Jegadeesh (2004) show that the timing of recommendation changes in relation to earnings announcements affects their impact. Asquith, Mikhail, and Au (2005) provide evidence that the impact of recommendation changes is affected by the content of analyst reports. Frankel, Kothari, and Weber (2006) examine whether firm characteristics affect the impact of earnings forecast revisions but they do not consider analyst characteristics or stock recommendations. Chen, Francis, and Schipper (2005) find that the average analyst recommendation or earnings forecast produces a price impact that is no different from the average stock price movement on non-recommendation days. Most recently, Altinkilic and Hansen (2008) report evidence that the average recommendation revision does not produce a statistically significant intra-day reaction after removing recommendations that piggyback on firm news such as earnings announcements. Both Altinkilic and Hansen and Chen et al. provide evidence to the effect that the average recommendation is not influential while our focus is to study which recommendations are influential and what makes them influential.
The rest of the study is organized as follows: Section 2 details the data and sample, Section 3 describes the average recommendation event abnormal return. Section 4 identifies which recommendations are influential and their characteristics and consequences, Section 5
investigates predictive variables for influential recommendations, Section 6 considers alternative definitions of influential, and Section 7 concludes.
Data and Sample

Recommendations data
The stock recommendations sample is from Thomson Financial's Institutional Brokers Estimate (I/B/E/S) U.S. Detail File, which contains stock recommendation ratings issued by individual analysts from 1993-2006. I/B/E/S reports ratings ranging from 1 (strong buy) to 5 (sell). To make the ratings more intuitive, we reverse the ratings (5 for strong buy and 1 for sell, etc.) so that higher ratings correspond to more favorable recommendations. The focus is on recommendation revisions and not levels since prior research confirms that recommendation changes are more informative than mere levels (e.g., Boni and Womack (2006) and Jegadeesh and Kim (2006)). The recommendation change RECCHG is computed as the current rating minus the prior rating by the same analyst. By construction,
. We exclude the recommendation if there is no outstanding prior rating from the same analyst (i.e., analyst initiations are excluded). A rating is always assumed to be outstanding if it is less than one year old and never if it is more than two years old; if the rating is between one and two years old, it is treated as outstanding only if there is an analyst forecast from the analyst in the one year window prior to the recommendation date (matching to the I/B/E/S Detail Earnings Forecast File). 6 We also remove analysts coded as anonymous by I/B/E/S since it is not possible to track their recommendation revisions. Ljungqvist, Malloy, and Marston (2008) report that matched records in the I/B/E/S recommendations data were altered between downloads from 2000 to 2007. They also document that Thomson Financial, in response to their paper, has recently reinstated the 6 The results are robust to using a stale criterion of one year. Most studies consider recommendations stale if they are more than one year old. This criterion is too stringent because in I/B/E/S, the average time it takes for an analyst to revise a recommendation is 274 days and 25% of the time it takes more than 360 days (Malmendier and Shanthikumar (2007) provide similar statistics). By refining the stale recommendation criterion, we avoid excluding outstanding recommendations that would be considered stale by other studies. The fact that the analyst issued a recent earnings forecast for the firm is consistent with continuing active coverage. Such recommendation changes are likely to be motivated by adherence to the NASD 2711 rule rather than by stock selection.
Since we cannot determine the exact time of day of recommendation changes, we adopt a three-day event window to make sure that we incorporate the daily return reflecting the recommendation change. To compute the three-day (i.e., three trading days) cumulative buy-andhold abnormal return (CAR) for a recommendation change i, we define .
(1) ( )
R it is the raw return of the stock on day t and is the return on a benchmark portfolio with the same size, book-to-market (B/M), and momentum characteristics as the stock (Daniel, Grinblatt, Titman, and Wermers (1997) , thereafter DGTW).
DGTW it R
7 Day 0 is the I/B/E/S reported recommendation date or the next trading day if the recommendation date is a non-trading day (for example, a Saturday). The DGTW portfolios are computed as follows. Every July, firms are first sorted into quintiles based on their market cap on June 30 of each year using break-points determined from NYSE stocks. Second, firms are then sorted within each size quintile into quintiles based on their B/M ratios. B/M ratios are computed as in Fama and French (2006) .
Third, firms within each size-B/M group are sorted into momentum quintiles every month based on the buy-and-hold return over the prior 12 months skipping the most recent month. Therefore the size and B/M rankings are updated every 12 months while the momentum rankings are updated monthly. Finally, the stocks within each characteristic portfolio are equally-weighted at the beginning of each month and the buy-and-hold average daily returns are computed.
Importance of removing recommendations made in response to firm news
If a stock recommendation has an immediate impact on a firm's stock price, it does so because it reveals information about the firm. In determining whether the analyst produced any material information, one should be careful to remove recommendations that merely repeat the information contained in firm-specific news releases. As already discussed, Altinkilic and Hansen Another type of firm-specific news release is earnings guidance issued by firms. Chen et al. (2005) suggest that such days should also be taken out when determining the price impact of stock recommendations. We obtain earnings guidance dates from the First Call Guidelines database. Finally, Bradley, Jordan, and Ritter (2007) contend that clustering in recommendation changes usually occur because of firm-specific news. Therefore we also identify days on which multiple analysts issue recommendations for the firm as potential firm-specific news events.
The average CAR of recommendations changes
In this section, we estimate the average CAR of recommendation changes to provide a benchmark for our later analysis and to show how minimizing the impact of firm-specific news affects the estimate of the average CAR of recommendation changes.
Descriptive statistics of recommendation changes
Our main sample contains 196,854 recommendation changes. Panel A of Table 1 shows the transition probabilities of recommendation changes. We see that recommendation levels are predominantly optimistic with sell and underperform ratings making up only a small percentage of all recommendations. Looking at rating changes where the prior rating was a hold (third column), we see that a hold is more likely to migrate to a buy recommendation (36% of the time).
For rating changes where the prior rating was a buy, a downgrade to hold is very likely (49% of the time). Figure 1 plots the transition probabilities in Panel A of Table 1 . Table 1 , we observe that hold recommendations are the most likely to be reiterated, followed by buys and strong buys. Figure 2 plots the histogram of three-day CARs of recommendation changes for one-and two-point magnitude rating changes. The first two charts show the distribution of CARs for oneand two point upgrades. The mean CAR for a one-point upgrade is 2.687% and that for a two-point upgrade is 2.783%. The medians are much lower at 1.530% and 1.694% respectively. This reveals that the magnitude of the mean CARs are strongly influenced by outliers. Another piece of suggestive evidence that only a minority of recommendations are influential is that a sizable number of CARs fall into the zero bin. Note that each interval in the histogram is one percent so that the zero bin represents CARs between -0.5% and 0.5%. The distributions also do not appear to resemble a normal distribution given that there are more right tail observations than there are left tail observations for positive recommendation changes, implying positive skewness in the distribution. The opposite result holds for negative recommendation changes.
Histogram of recommendation CAR
The last two charts in Figure 2 show the one-and two-point rating changes for downgrades.
The charts here tell a similar story. The median CARs are much more attenuated compared to the mean CAR and there is evidence that tail observations have a large influence so that the typical downgrade CAR may be very different from the mean downgrade CAR.
Impact of firm news events and influential observations on mean CAR
The next analysis reports how the average CAR of recommendation changes is affected when recommendations issued together with firm news events are removed and when outlier recommendations are removed.
The nine panels of Table 2 show the distribution statistics of recommendation change categories by subsamples sequentially from -4 to +4. We begin by examining downgrades and focus on the fourth panel, the rating change of -1, which has the largest number of observations among all downgrade categories. Sample 1 is the full set of -1 downgrades. The average CAR is -3.786% with a trivially small associated p-value (reported as 0.000) based on standard errors clustered by calendar day. Although the average CAR is large, we see evidence that it could be driven by outliers because the median CAR is only -1.775% (p-value of 0.000 from a signed test).
As we saw in the histogram earlier, the distribution of CARs does not appear normal and this is now confirmed with the negative skewness (many left tail outlier observations) and the large positive kurtosis (tails fatter than predicted by a normal distribution). We also report the Another interesting statistic (third column) is the percentage of positive-signed CARs. A positive CAR in this case shows that a -1 rating change was associated with a stock price movement in the opposite direction from the rating change. 33.48% of -1 rating changes actually had CARs with the wrong sign.
Next, we examine the impact of removing recommendations that are contaminated by firm news releases. First, we remove observations that fall in the three-day window around quarterly earnings announcements dates reported by I/B/E/S. 9 The impact of this removal is to reduce the average CAR to -3.246% (see sample 2). Next, we also remove from sample 2 the recommendations that fall in the three day window around management earnings guidance days and find that the average CAR drops dramatically to -2.030%. Finally, we remove days with multiple recommendations since these days could correspond to firm news releases that led multiple analysts to revise their ratings. The average CAR now becomes -1.623%. Although the average CAR is still statistically significant in sample 4, we see that moving from sample 1 to sample 4, the economic magnitude of the average CAR drops by more than half from -3.786% to -1.623%. The median CAR also falls from -1.775% to -1.074%. These results stress that a large fraction of the average recommendation CAR should be attributed to contemporaneous firm news 8 It could be that stock returns are not normal so that the recommendation CARs are also not normal. However, all the results in remain even when log abnormal returns (ln of 1+Eq. 1) are used in place of regular CARs. Table 2 9 Quarterly earnings announcement dates can be obtained from either I/B/E/S or Compustat. DellaVigna and Pollet (2009) show that after 1994, earnings announcement dates provided both databases are equally accurate.
releases rather than to the recommendation itself and this is consistent with the findings in Chen et al. (2005) and Altinkilic and Hansen (2008) .
Next, we consider the impact of removing outlier observations from this reduced sample of 38,515 recommendations. We consider two ways of removing outliers in sample 4. We note that sample 4 still has fat tails and negative skewness. The first method is to trim 5% from both tails of the sample distribution and we find that the average CAR reduces to -1.420% (see sample 5 row). The skewness and kurtosis drops significantly as a result of this filter. The second method is to identify outliers in an objective manner by using least trimmed squares (LTS) method (see for example, Knez and Ready (1997) ). Specifically, we estimated a regression using LTS with the recommendation change CAR against a constant. This regression allows us to identify the observations that have the most influence on the coefficient estimate. We then compute the mean CAR by excluding the LTS-identified outliers and report the descriptive statistics from this new sample 6. The average CAR is now -1.194% and the median is -0.977%. Although the magnitudes are reduced dramatically from sample 1, we note that they are still statistically different from zero.
Other panels in Table 2 show similar patterns. First, the median CAR is roughly half of the mean CAR in absolute value, showing that outlier recommendations have a large influence on the mean. Second, removing all firm-news contaminated recommendations shaves off a sizable proportion (sometimes more than half) of the absolute value mean and median CARs, evidence that many recommendations do not add additional value but merely repeat information contained in firm news releases. Third, removing outliers from both tails further reduces the magnitude of the typical recommendation absolute value average CAR. Altogether, the results in this table
show that the distributions of CARs are not normal. The CAR distributions are usually skewed and have fat tails, and outliers have an important impact on the mean CAR. Also, controlling for firm-specific news sharply reduces the average impact that a stock recommendation has on a firm's stock price. Table 3 shows the sensitivity of the magnitude and statistical significance of the mean recommendation CAR when part of the influential tail is removed. The first row of the table shows the size and significance (with one, two, and three asterisks representing 10%, 5% and 1% statistical significance respectively) of the mean CAR when confounding firm-news events are removed. This is essentially the sample 4 from the panels of Table 2 . The second row of the table "1%" reports the average CAR when 1% of the influential tail is removed. This means removing 1% of the left tail of a downgrade category or removing the 1% of the right tail of an upgrade category. When the average CAR becomes statistically insignificant after the removal of x% of the influential tail, the rows below are intentionally left blank. For example, rating changes of -4
have an average CAR of -1.803% but once we remove 3% of the left tail, the average CAR becomes a statistically insignificant -0.385%. Therefore in this rating change group, we label 3% of the observations of the left tail as influential and the other observations as non-influential.
The rest of Table 3 shows us that all four downgrade categories, removing up to 10% of the left tail removes the statistical significance of the mean CAR. The rating change group of -4 only requires removal of 3% of the tail and the rating change group of -3 already has an insignificant mean CAR without the removal of any tail observations. For the positive rating change groups, more of the positive tail needs to be removed before the mean CARs become insignificant. For the +2 group for example, 20% of the right tail needed to be removed before the mean CAR became insignificant. This table illustrates the importance of influential observations in the average price reaction to recommendations.
Influential versus non-influential recommendation changes
Methods for classifying recommendation changes
In this section, we identify recommendation changes that are influential and compare them with non-influential recommendation changes. We report results for two definitions of influential.
We consider only rating changes in our analysis and exclude reiterations.
The first method classifies a recommendation change as an influential recommendation change if the CAR is greater than 1.96 times the standard deviation of the firm's prior threemonth idiosyncratic return. We focus most of our discussion on this method and use the second method as a robustness test. This method is intuitive: it treats as influential recommendation changes accompanied by an abnormal return that is significant using the market model.
Specifically, a recommendation change is influential if
, where ε σ is the standard deviation of firm residual returns in the prior three months ([-63,-2] days) from the recommendation change. We multiply by 3 since the CAR is a three-day CAR while the ε σ is the standard deviation of residuals from a daily time-series regression of firm returns against market returns and the two Fama-French factors. This measure roughly captures recommendation changes that observers would judge to be influential, namely those recommendation changes that are associated with noticeable abnormal returns that may be attributable to the recommendation changes.
The second approach classifies a recommendation change as influential when its normalized CAR is more than 1.96 standard deviations better than the mean prior 12-month normalized CAR of the similar rating change category across all firms. A normalized CAR is simply the CAR scaled by the firm's prior idiosyncratic volatility. Recommendation changes are considered influential using this second approach based on historical recommendation change CARs rather than merely based on the prior idiosyncratic volatility of the firm. This second method identifies as influential recommendation changes that have an unusual impact relative to other similar recommendation changes. This definition may also capture what observers mean when they notice specific recommendation changes in that it selects recommendation changes with possibly large effects relative to typical recommendation changes. However, the stock-price reaction for these recommendation changes need not be significant at the firm level. We also use other definitions of influential (see Section 6) but our main tests focus on these two methods.
The first row of Table 4 reports the number of recommendations that are categorized into each dimension of success. We see that 10.0% (3.2%) of all recommendation changes are defined as influential using the first (second) definition.
Analyst and firm characteristics of influential recommendations changes
We now compare the average characteristics of influential recommendation changes versus non-influential changes for each rating change category. We examine the following analystrelated characteristics: 1) Forecast accuracy: Loh and Mian (2006) show that analysts who possess more accurate earnings forecasts issue more profitable contemporaneous stock recommendations. It is possible that such analysts have recommendations that also have a larger market impact since their recommendation changes are accompanied by more accurate concurrent earnings forecasts. We compute the forecast accuracy quintile of an analyst by sorting analysts within a firm year into quintiles using the last unrevised forecast of the analyst on the I/B/E/S Detail U.S. File. Only firms with at least five analysts are included. The forecast accuracy rank (1 being the most accurate) is assigned to the analyst for the recommendations that the analyst issues during the 12 month window that overlaps three months into the next fiscal year (following Loh and Mian). Overlapping the 12 month period into the next fiscal year allows the accuracy rank to be applied during the months when fiscal year's actual earnings are announced. Note that this accuracy rank is a perfect foresight rank and is not known at the time of the recommendation since actual earnings
have not yet been announced.
2) Direction of recommendation relative to the consensus: Jegadeesh and Kim (2006) formulate a test for herding and contend that if analysts herd, recommendations that go toward the consensus would have a smaller price impact than those that go away from the consensus. Following their paper, we define recommendations that go away from the consensus as those where the absolute deviation of the new recommendation from the consensus is larger than the absolute deviation of the prior recommendation from the consensus. The consensus recommendation is defined as the mean recommendation level that includes the most recent non-stale recommendation issued by all analysts covering the firm (see Section 2.1 for the definition of stale).
3) Star analyst: This is an indicator variable that equals one if the analyst is ranked as an All-American (first, second, third, or runner-up teams) in the annual polls in the Institutional Investor Magazine. Analyst names in I/B/E/S are matched to Institutional Investor polls (published in the October issue) and an analyst maintains the star status for 12 months beginning the November after the polls. The star analyst indicator variable proxies for the reputation of the analyst and the market's attentiveness to the stock recommendation (the market could pay more attention to calls from star analysts). 4) Analyst experience: Mikhail, Walther, and Willis (1997) show that analysts improve their earnings forecast accuracy with experience. Hence, it is possible that experience could be related to the market impact of stock recommendation changes. Analyst experience is measured as the number of quarters since the analyst issued the first earnings forecasts or stock recommendation on I/B/E/S. If an analyst appears in both the earnings forecasts and the recommendation file, the earlier of the two dates is used. Two measures of experience are computed. The first is the analyst's overall experience, which is the number of quarters that he appeared on I/B/E/S. The second is the relative experience which is the number of quarters the analyst has covered that specific firm minus the average experience for all analysts covering the firm. We compute the average of these analyst-specific variables for the different rating change groups. Table 4 reports the averages for observations where these variables can be computed. The first subsample analysis separates recommendation changes into influential and non-influential using the ratio of the CAR to the firm's prior idiosyncratic volatility. The average analyst forecast accuracy quintile of influential recommendation changes is 2.802 versus 2.769 for non-influential recommendations. The difference is statistically significant, but its economic importance seems limited. 58.2% of influential recommendation changes move away from the consensus while only 52.5% of non-influential recommendation changes move away from the consensus-the difference is significant. Also, a larger proportion of influential recommendation changes are issued by star analysts and analysts with higher overall experience and relative firm-specific experience. A larger proportion of influential recommendation changes have concurrent earnings forecasts issued together with the recommendation change. These differences are as predicted from the prior literature. Using the second definition of influential (based on prior distribution of recommendation CARs) yields similar patterns of differences. Influential recommendation changes are associated with higher analyst forecast accuracy, are issued away from the consensus, from star analysts, and have concurrently issued earnings forecasts. The benefit of having more relative firm-experience appears mixed across the two definitions of influential.
Next, in Panel B, we also consider firm characteristics because firm characteristics could create conditions that make it more likely that analysts could make significant recommendation changes. For example, analysts may add more value when the value of the firm depends more on growth options which are harder to value than assets-in-place. We examine the following firm characteristics.
1) Book-to-market ratio (B/M ratio) computed as in Fama and French (2006) .
2) Size of the firm (lagged month market cap). 
The effect of influential recommendation changes
Next, we consider changes in the firm environment. With the paradigm shift view, we would expect influential recommendation changes to be associated with important changes in the firm's expected performance and trading. Hong et al. (2007) propose that a paradigm shift is followed by increases in volatility. It is also possible that analyst activity and trading activity increase following a paradigm shift. We investigate changes in some firm-specific variables around the rating change event. The variables considered are:
1)
The leader-follower ratio (LFR) is computed following Cooper, Day, and Lewis 3) Change in idiosyncratic volatility.
4)
Change in analyst forecast dispersion.
5)
Change in average daily turnover.
6)
Change in number of earnings forecasts issued.
7)
Change in the magnitude of monthly consensus FY1 and FY2 forecast revisions scaled by price, and long-term growth percentage forecasts.
Panel C of Table 4 reports the change in the above characteristics for the influential versus non-influential recommendation changes. The evidence strongly suggests a more significant change in the firm's information environment after influential recommendation changes. The LFR of influential recommendation changes is larger than the LFR of non-influential recommendation changes. Changes in idiosyncratic and total volatility are also larger for influential recommendation changes compared to non-influential recommendation changes.
However, there is no difference in the change in dispersion. Finally, analyst and trading activity increase more following influential recommendation changes than non-influential recommendation changes. 
Do influential recommendation changes come from only a subset of analysts?
Next, we investigate whether influential recommendation changes come only from a subset of analysts. Figure 3 plots the histogram of the proportion of an analyst's recommendation changes that are influential. We limit this analysis to analysts who made at least five recommendation changes in the sample period. If all analysts were equally capable of making influential recommendation changes, we would expect the distribution to peak around the average proportion of influential recommendation changes in the entire sample. The figure shows otherwise. The first chart uses the first definition of influential. Although the unconditional proportion of influential recommendation changes is 10% in the sample, about 25% of all analysts never issue a single influential recommendation change in their lifetimes. For the other definition of influential (based on past recommendation CARs), about 56% of analysts never issue an influential recommendation change. This skewed distribution indicates that only some analysts are influential and that there is a sizable proportion of analysts whose recommendation changes never have a noticeable stock-price impact. and have greater absolute and relative experience compared to "Never influential" analysts.
Predicting which recommendation changes will be influential
Section 4 provides evidence that influential recommendation changes are associated with specific analyst and firm attributes. Since many of these attributes are correlated, we use in this section a probit regression to assess the impact of these attributes on the likelihood that a recommendation will be influential. To make our approach predictive, we require the attributes to be known at the time of the recommendation change. All the variables used in the previous section are already based on past information except for forecast accuracy and the LFR. To make these two variables rely on past information, the forecast accuracy quintile is now the average quintile rank of the analyst for all the firms that he covers in the prior fiscal year and the LFR is 
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The dependent variable of the probit regression is equal to one if the recommendation change is influential. We report both coefficient estimates and marginal effects. 11 The results confirm the conclusions reached in the previous section. A recommendation change is more likely to be influential if it represents a move away from the consensus, it is from a star analyst, 12 from an analyst with more relative experience, has a contemporaneous earnings forecast, and from an analyst with high prior LFR. Firms that are more likely to receive impactful recommendation changes are growth firms, small firms, high institutional ownership firms, high prior turnover firms, less volatile firms, and low prior number of earnings forecasts firms.
The control variables also include indicator variables for Reg FD and the analyst settlement.
After Reg FD was passed in August 2000, analysts were no longer allowed to get access to private information from firm executives. If such private information is one main source of influential recommendation changes, we would expect influential recommendation changes to abate after the passage of the law. For example, Gintschel and Markov (2004) show evidence that selective disclosure was curtailed after Reg FD and the absolute price impact of analyst output was reduced. We find, however, that the Reg FD dummy is significantly positive, implying that influential recommendation changes are even more likely after Reg FD. 10 In order to allow structural breaks to be identified, we compute the second definition of influential in a different manner compared to the earlier table. For the probit regression only, we compare the recommendation CAR against the distribution of similar rating change category CARs for the entire sample period instead of just using the prior 12 months.
11 The marginal effect of a continuous variable x is the partial derivative with respect to x of the prediction function, evaluated at the mean value of y. If the independent variable is ln(x), the partial derivative will be δy/δln(x), which is the partial derivative of y with respect to a 1% change in x. If x is a dummy variable, the marginal effect is the discrete change in y as the dummy variable changes from 0 to 1. 12 The star analyst variable is a four point variable which we utilize their actual all American rank with higher numbers signifying a superior rank. We assign star=1 for runner-up ranks, up to star=4 for first place ranks.
For the settlement, Kadan, Madureira, Wang, and Zach (2009) find that after the settlement (their sample goes up to 2004 only), the overall informativeness of recommendations was reduced. Boni (2006) also finds similar evidence. Although, the overall informativeness of recommendations decreased, Kadan et al. also find that the falling number of optimistic recommendations could have caused optimistic recommendations to be become more informative. Our probit estimations find some evidence that a recommendation change is more likely to be influential after the settlement, especially for the first definition of influential. When we add an interaction variable upgrade×settlement to the estimations (unreported), we find that this interaction term is significant for the second definition of influential)-meaning that influential upgrades were more likely after the settlement. Altogether, our results suggest that although the overall impact of Reg FD and the settlement could have reduced the mean price impact of recommendations, the probability that a recommendation change is influential actually increased.
Alternative definitions of influential
We also use other methods of classifying recommendation changes as influential with generally similar results. One method is the one illustrated in Table 3 where influential tail observations are identified as those observations which, when removed, render the average recommendation change CAR insignificant. This method has a look-ahead bias since it relies on all future CARs in the entire sample period. Another method we also consider is whether recommendations returns beat twice the average CAR of same category rating changes that occurred in the last 12 months. We find that about 29.5% of them do. 
Conclusion
Recommendation changes are sometimes associated with extremely large abnormal returns and these changes are typically the ones that the press focuses on. Such changes are associated with stock-price reactions that are quite different from the stock-price reaction of the typical recommendation change. The existing literature on analyst recommendation changes focuses on the average stock-price reaction. We show that the average stock-price reaction is small enough when proper care is taken to account for confounding news that for an individual stock it would not be identifiable with a firm-level event study. We call analyst recommendation changes with an identifiable impact at the firm level influential recommendation changes.
It is not surprising that some analyst recommendation changes will have a large impact. We argue that some analyst recommendation changes lead to a paradigm shift in how a firm is assessed by investors. We investigate the frequency of such recommendation changes, when a recommendation change is likely to be influential, and how the firm's information environment changes around influential recommendation changes. Using as our criterion for influential recommendation changes significance of the abnormal return in a firm-level event study, we find that roughly 10% of the recommendation changes in I/B/E/S after eliminating changes associated with confounding information are influential. Strikingly, a quarter of the analysts never have an influential recommendation change. We find that influential recommendations are more likely to be from analysts with larger leader-follower ratios, large brokers, away-from-consensus revisions, issued contemporaneously with earnings forecasts, and more experienced analysts. Further, growth firms, small firms, high institutional ownership firms, high prior turnover firms, and low prior number of earnings forecasts firms are more likely to be associated with influential recommendations. We also find evidence consistent with a paradigm shift for firms that experience influential recommendation changes: we find that if a firm has an influential recommendation change, its stock's turnover increases, its volatility increases, and analysts make more and bigger forecast changes. Overall our evidence is supportive of the view that influential analyst forecasts arise when analysts succeed in creating a paradigm shift, i.e., a significant change in how investors perceive a firm. However, analysts are like writers. Sometimes they have best-sellers, but the odds of writing a best-seller are low and whether a book is a best-seller depends on many factors that are not under the control of the writer.
Table 1 Descriptive statistics of recommendation changes
The sample of recommendation (rec) changes are from I/B/E/S Detail U.S. File 1993 to 2006. Each rec change (or rating change) is an analyst's current rating minus his prior rating. Analyst initiations are excluded. Ratings are coded as 1 (sell) to strong buy (5), and rating changes lie between -4 and 4. Firms with less than 3 analysts making up the consensus are excluded. Panel reports the transition probabilities of rec changes. For example in column 1, when the prior rec is a sell, it has a 4.6% probability of transiting an underperform. Panel B reports the frequencies of each rec change type. 
Table 2 The impact of various filters on recommendation event percentage CAR
The sample of recommendation (rec) changes are from I/B/E/S Detail U.S. File. Each rec-change is an analyst's current rating minus his prior rating. Analyst initiations are excluded. Ratings are coded as 1 (sell) to strong buy (5), and rating changes lie between -4 and 4. Firms with less than 3 analysts making up the consensus are excluded. Each panel reports summary statistics for the three-day buy-and-hold event CAR (in percent) of a rec-change group. P-values based on standard errors clustered by calendar day are reported in parentheses below the mean. Daily abnormal return is the raw return less the return on a size-B/Mmomentum matched portfolio with CAR observations where the lagged price on day 0 is <$1 excluded. The mode column reports the midpoint of the 50bps interval modal group. P-value of the median is computed from a signed test. Kurt is excess kurtosis so that a normal distribution would have Kurt=0. KS is the Kolmogorov-Smirnov D statistic testing for the normality of the sample distribution where *, **, and *** represent that the null of normality is rejected at the 10%, 5%, and 1% levels respectively. No earnings annc refer to excluding rec-changes that occur in the three-day window around the firm's I/B/E/S reported quarterly earnings announcement dates. No mgt forecast refer to excluding rec-changes that occur in the three-day window around the firm's management earnings guidance dates provided by First Call Guidelines. No multiple rec days refer to excluding days where more than one analyst issues recs on the firm. Least trimmed squares outliers (LTS) are identified by estimating a LTS regression of CAR against a constant. 2) No earnings annc days 5) Remove 5% from both tails of (4).
6) Remove LTS-identified outliers from (4)
5) Remove 5% from both tails of (4).
Recommendation Change = - 3 1 (4) 5) Remove 5% from both tails of (4). Table 2 is removed. Sample 4 is the rec change sample where we remove recs falling in the three-day window associated with earnings announcements and management forecasts, and firm-days with recs from multiple analysts. When the average CAR becomes insignificant, subsequent rows below are intentional left blank. The sample of rec changes are from I/B/E/S Detail U.S. File. Each rec change is an analyst's current rating minus his prior rating. Recs with no prior ratings (i.e., initiations) are excluded. Ratings are coded as 1 (sell) to strong buy (5), and rating changes lie between -4 and 4. The mean three-day event buy-and-hold CAR are reported with *, **, and *** indicating statistical significance (based on standard errors clustered by calendar day) at the 10%, 5%, or 1% levels respectively. CAR is daily buy-and-hold raw return less the buy-and-hold return on a size-B/M-momentum matched portfolio. Influential recommendations (recs) are compared with non-influential recs. There are two definitions of influential. First, influential recs are those are when a correct-signed CAR is 1.96 standard deviations greater than expected based on the firm's prior three-month idiosyncratic volatility of daily returns. Second, influential recs are defined as those whose normalized CARs are more than 1.96 standard deviations better than the mean prior 12-month normalized CAR of the similar rating change category. A normalized CAR is simply the CAR scaled by the firm's prior idiosyncratic volatility. The sample is from I/B/E/S with earnings announcement days, management forecast days, and multiple-rec days removed (sample 4 in Table 2 ). Reiterations (rec change=0) are also excluded. Panel A reports the average analyst or rec characteristic by subsamples. Forecast accuracy quintile is the quintile rank (lower rank=greater accuracy) of the analyst based on his last unrevised FY1 earnings forecast for that fiscal year according to Loh and Mian (2006) ). A rec moves away from the consensus (dummy variable) when the absolute deviation of the new rec from the consensus is larger than the absolute deviation of the prior rec from the consensus (as in Jegadeesh and Kim (2006)). Star analysts (dummy variable) are analysts who are ranked as All-Americans in the most recent annual Institutional Investor polls. Analyst experience in quarters is the number of quarters since the analyst issued his first earnings forecasts or stock rec on I/B/E/S. Concurrent earnings forecast is a dummy indicating whether the analyst issued any type of earnings forecast in the three-day window around the rec (as in Michaely and Womack (2006)). Panel B compares firm characteristics prior to the rec issue. B/M ratio is measured as in Fama and French (2006) , size is the prior month CRSP market cap, institutional ownership is the percent of the firm owned by 13f institutions reported in the most recent quarter-end. Turnover is based on the last three-month average daily percentage of shares traded divided by total shares outstanding. Idiosyncratic volatility is the standard deviation of the residuals from a time-series regression of past three-months' daily returns against the Fama-French three factors and total volatility is the standard deviation of prior three-month daily returns. Dispersion is the standard deviation of the I/B/E/S reported mean FY1 forecast divided by the absolute value of the mean forecast. # of forecasts is the number of forecasts (all horizons) issued by all analysts for the firm in the last three months. Panel C compares the changes in the firm environment around the rec. Leader-follower ratio is the gap sum of the prior two recs divided by the gap sum of the next two recs. Ratios larger than one indicate a leader analyst whose recs are quickly followed by other brokers' rec issuances. We also compute the Δ in volatility of daily returns from the prior 3 months to the 3 months after the rec (excluding the three-day event window). We also computed in the same manner, Δ idiosyncratic volatility of daily returns, and Δ average daily turnover. Δ Dispersion is the change one month before to one month after the rec, where dispersion is the standard deviation of the I/B/E/S reported mean FY1 forecast divided by the absolute value of the mean forecast. The reported values for total, idiosyncratic volatility, dispersion, and turnover are multiplied by 100 (e.g. 1.0 represents 1.0%). Δ in # of EPS forecasts is the # of EPS (all horizons) forecasts issued by all analysts for the firm three months after the rec minus three months before. Δ |Forecast Revision| is computed for the FY1 and FY2 and long-term growth (LTG) consensus analyst forecast revisions from three months before to three months after the rec. FY1 and FY2 consensus forecasts revisions are scaled by price and LTG forecasts are in percent. Asterisks in the difference columns indicate statistical significance using standard errors clustered by calendar day where *,**, and *** represent significance levels of 10%, 5%, and 1% respectively. Analysts who had at least 5 recommendations (recs) in the 1994-2006 period are compared according to whether their recs have ever been influential. There are two definitions of influential. First, influential recs are those are when a correct-signed CAR is 1.96 standard deviations greater than expected based on the firm's prior three-month idiosyncratic volatility of daily returns. Second, influential recs are defined as those whose normalized CARs are more than 1.96 standard deviations better than the mean prior 12-month normalized CAR of the similar rating change category. A normalized CAR is simply the CAR scaled by the firm's prior idiosyncratic volatility. The sample is from I/B/E/S with earnings announcement days, management forecast days, and multiple-recommendation days removed (sample 4 in Table 2 ). Reiterations (rec change=0) are also excluded. Panel A reports the average analyst or recommendation characteristic by analysts who were ever influential versus those who were never influential. The percentage of analyst recs that are influential is the average proportion of an individual analyst's recs that are influential conditional on the analyst ever being influential in the whole sample. Forecast accuracy quintile is the quintile rank of the analyst based on his last unrevised FY1 earnings forecast for that fiscal year according to Loh and Mian (2006) ). A recommendation moves away from the consensus (dummy variable) when the absolute deviation of the new recommendation from the consensus is larger than the absolute deviation of the prior recommendation from the consensus (as in Jegadeesh and Kim (2006) ). Star analysts (dummy variable) are analysts who are ranked as All-Americans in the most recent annual Institutional Investor polls. Analyst experience in quarters is the number of quarters since the analyst issued his first earnings forecasts or stock recommendation on I/B/E/S. Concurrent earnings forecast is a dummy indicating whether the analyst issued any type of earnings forecast in the three-day window around the recommendation (as in Michaely and Womack (2006) ). Asterisks in the difference columns indicate statistical significance using standard errors clustered by calendar day where *,**, and *** represent significance levels of 10%, 5%, and 1% respectively.
Ever-Never t-stat
Ever-Never t-stat Table 6 Probit predicting when a recommendation change will be influential The dependent variable is whether a recommendation (rec) is influential. There are two definitions of influential. First, influential recs are those are when a correct-signed CAR is 1.96 standard deviations greater than expected based on the firm's prior three-month idiosyncratic volatility of daily returns. Second, influential recs are defined as those whose normalized CARs are more than 1.96 standard deviations better than the mean normalized CAR of the similar rating change category for the entire sample period. A normalized CAR is simply the CAR scaled by the firm's prior idiosyncratic volatility. The explanatory variables are as follows. The Rec Level is the rating level after the rec change (1=sell to 5=strong buy). The absolute value of the rec change, upgrade dummy, and reg FD dummy (=1 after Aug 2000) and Settlement dummy (=1 in 2003 and after) are also included. Past forecast accuracy quintile is the average quintile rank of the analyst based on his last unrevised FY1 earnings forecast for all the firms he covers in the previous fiscal year. Smaller ranks denote greater accuracy. Away from consensus=1 when the absolute deviation of the new rec from the consensus is larger than the absolute deviation of the prior rec from the consensus. Star analysts rank is the All-Americans rank in the most recent annual Institutional Investor polls. We reverse ranks so that high numbers correspond to superior ranks, i.e., top rank=4, second=3, third=2, runner-up=4. Absolute analyst experience based on the # of quarters since the first earnings forecasts or stock rec on I/B/E/S. Relative firm-specific experience is based on the analyst's firm-specific experience less the average experience of other analysts covering the stock. Concurrent earnings forecast=1 when the same analyst issued any type of earnings forecast in the three-day window around the rec. Leader-follower ratio (LFR) is computed as follows. The gaps between the current rec and the previous two recs from other brokers are computed and summed. The same is done for the next two recs. The LFR is the gap sum of the prior two recs divided by the gap sum of the next two recs. The past ratio is the average of the analyst's LFRs from the prior 12 months. B/M is the book-to-market ratio and size is the end-June market cap, and momentum is the holding period return in the prior 12 calendar months skipping a month, and institutional ownership is the percent of the firm owned by 13f institutions reported in the most recent quarter-end. Turnover is based on the last three-month average daily percentage of shares traded divided by total shares outstanding. Idiosyncratic volatility is the standard deviation of the residuals from a time-series regression of past three-months' daily returns against the Fama-French three factors. Dispersion is the standard deviation of the I/B/E/S reported mean FY1 forecast divided by the absolute value of the mean forecast. # of forecasts is the number of forecasts (all horizons) issued by all analysts for the firm in the last three months. *,**, and *** represent significance levels of 10%, 5%, and 1% respectively, using standard errors clustered by analyst, with associated z statistics in parentheses. 
Figure 1 Transition probabilities of recommendation changes
The sample of recommendation (rec) changes are from I/B/E/S Detail U.S. File 1993 to 2006. Each rec change (or rating change) is an analyst's current rating minus his prior rating. Analyst initiations are excluded. Ratings are coded as 1 (sell) to strong buy (5), and rating changes lie between -4 and 4. Firms with less than 3 analysts making up the consensus are excluded. The chart plots the transition probabilities of rec changes-the probability that a prior rec transits to any of the five rating categories. 
Figure 2 CAR of upgrades and downgrades
The sample of recommendation (rec) changes are from I/B/E/S Detail U.S. File 1993 to 2006. Each rec change (or rating change) is an analyst's current rating minus his prior rating. Analyst initiations are excluded. Ratings are coded as 1 (sell) to strong buy (5), and rating changes lie between -4 and 4. Firms with less than 3 analysts making up the consensus are excluded. The charts plots the histogram of three-day event CARs of one-point upgrades, two-point upgrades, twopoint downgrades, and one-point downgrades respectively. CAR is the three-day buy-and-hold return around the rec less the corresponding return on a size-B/Mmomentum matched DGTW characteristic portfolio. 60 P e r c e n t P r opor t i on of an anal yst s r ecs t hat ar e i nf l uenci al
