In recent years, a large number of papers have explored different attempts to endogenise technical change in climate models. This recent literature has emphasized that four factors -two inputs and two outputs -should play a major role when modelling technical change in climate models. The two inputs are R&D investments and Learning by Doing, the two outputs are energy-saving and fuel switching. Indeed, R&D investments and Learning by Doing are the main drivers of a climatefriendly technical change that eventually affect both energy intensity and fuel-mix. In this paper, we present and discuss an extension of the FEEM-RICE model in which these four factors are explicitly accounted for. In our new specification of endogenous technical change, an index of energy technical change depends on both Learning by Researching and Learning by Doing. This index enters the equations defining energy intensity (i.e. the amount of carbon energy required to produce one unit of output) and carbon intensity (i.e. the level of carbonization of primarily used fuels). This new specification is embodied in the RICE 99 integrated assessment climate model and then used to generate a baseline scenario and to analyze the relationship between climate policy and technical change. Sensitivity analysis is performed on different key parameters of the energy module in order to obtain crucial insights into the relative importance of the main channels through which technological changes affects the impact of human activities on climate.
W o r k i n g P a p e r s D e p a r t m e n t o f E c o n o m i c s C a ' F o s c a r i U n i v e r s i t y o f V e n i c e N o . 1 1 / W P / 2 0 0 6 ISSN 1827-336X
T h e W o r k i n g P a p e r S e r i e s i s a v a i l b l e o n l y o n l i n e ( w w w . d s e . u n i v e . i t / W P ) F o r e d i t o r i a l c o r r e s p o n d e n c e , p l e a s e c o n t a c t : w p . d s e @ u n i v e . i t D e p a r t m e n t o f E c o n o m i c s C a ' F o s c a r i U n i v e r s i t y o f V e n i c e C a n n a r e g i o 8 7 3 , F o n d a m e n t a S a n G i o b b e 3 0 1 2 1 V e n i c e I t a l y F a x : + + 3 9 0 4 1 2 3 4 9 2 1 0
Introduction
Controlling the influence of human activities on climate is not an easy task.
The international agreement reached in Kyoto that has so far come into force will have a very small impact on greenhouse gas (GHG) atmospheric concentrations. Stabilizing these concentrations at, for example, twice the pre-industrial levels requires per capita global emissions to peak and then decline to (at least) half their 1990 value by the end of the twenty-first century (Cf. Bosetti, Galeotti, and Lanza, 2004) . This seems to be feasible only through drastic technological change in the energy sector, leading to the substitution of obsolete and dirty technologies with cleaner ones. There are therefore no substitutes for policy in directing innovation efforts toward fostering economic growth and helping the environment at the same time.
All the above remarks are reflected in climate models, the main quantitative tools designed either to depict long-run energy and pollution scenarios or to assist in climate change policy analysis. Indeed, these models Galeotti (2002, 2004) ; Clarke and Weyant (2002) ; Löschel (2002) . 2 RICE 99 is an extension of the RICE 96 model described in Nordhaus and Yang (1996) The production function of the original RICE 99 model is (n indexes regions, t time periods):
where Q is output (gross of climate change effects), A the exogenously given level of technology and K F , CE and L are the inputs from physical capital, carbon energy and labour, respectively, and p E is fossil fuel price.
Carbon emissions are proportional to carbon energy, that is:
where E is industrial CO 2 emissions, while ς is an idiosyncratic carbon intensity ratio which also exogenously declines over time. In this way, Boyer and Nordhaus (2000) make the assumption of a gradual, costless improvement of the green technology gained by the agents as time goes by. 
where E is world emissions, CE is carbon energy, and L is population.
Hence, world emissions are a product of two 'forces': techno-economic forces, given by carbon intensity (E/CE) and energy intensity (CE/Y), and socio-economic forces, given by per capita output (Y/L), as well as demographic dynamics L. In addition to socio-economic forces -income and population -which are commonly modelled in endogenous growth models, our model allows us to endogenise both techno-economic forces, namely energy and carbon intensity. 
is the stock of knowledge and s ABAT represents the stock of cumulated abatement, in turn defined as:
ABAT F the abatement flow, A δ the learning factor, i.e. the amount of abatement which translates into a learning experience, and B δ being the depreciation rate of cumulated experience. The stock of knowledge ) , ( t n K R accumulates in the usual fashion:
where R δ is the depreciation rate of knowledge. Without loss of generality we assume that d = (1-c).
How does our index of energy technical change affect the rest of the economy? The variable ETCI is assumed to affect both energy intensity (i.e., the quantity of energy required to produce one unit of output) and carbon intensity (i.e., the level of carbonization of primarily used fuels). As seen in equation (1), the factors of production are labour, physical capital and carbon energy. Let us first consider the effect of technical progress on factor productivity (the energy-intensity effect). In our model, the production function (1) is replaced by the following equation:
in the ability of R&D to generate technological change. These words of caution should be therefore borne in mind by the reader when going through the paper.
and n n β θ and are region specific parameters, calibrated to have -in the base yearn α exactly as in the original formulation of the production function.
Thus, an increase in the endogenously determined ETCI reduces -ceteris paribus -the output elasticity of the energy input. It is worth noting that in
, the Hick's neutral component of technological progress, accounts for a fraction of technical change which evolves exogenously, thus following an explicit suggestion by Clarke and Weyant (2002) .
Let us now turn to the effect of energy technical change on the carbon intensity of energy consumption. As shown in (2), effective energy results from both fossil fuel use and (exogenous) technical change in the energy sector. In our model, we assume that ETCI serves the purpose of reducing, ceteris paribus, the level of carbon emissions. More precisely, equation (2) is replaced by:
(2') Again, parameters in equation (2') have been calibrated in order to replicate the base year in the original formulation. Here an increase in ETCI progressively reduces the amount of emissions generated by a unit of fossil fuel consumed. Finally, we recognize that R&D spending absorbs some resources, that is:
where Y is output net of climate change effects, C is consumption, I is gross fixed capital formation and R&D is research and development expenditures.
In order to account for the difference between private and public return to investments in R&D, we follow Popp (2004) and model the positive externality of knowledge creation by assuming that the return on R&D investment is four times higher than the one in physical capital. At the same time, the opportunity cost of crowding out other forms of R&D is obtained by subtracting four dollars of private investment from the physical capital stock for each dollar of R&D crowded out by energy R&D, so that the net capital stock for final good production becomes:
where λ , the crowding out parameter, represents the percentage of other R&D crowded out by energy R&D.
The optimal dynamic path of all variables of the model is determined by solving an intertemporal optimisation problem. Control variables (physical investments, R&D investments and energy demand) are computed within a game-theory framework. Each country plays a non-cooperative Nash game in a dynamic setting which yields an Open Loop Nash equilibrium.
Calibration of the Baseline
To further clarify our formulation of endogenous and induced technical change, let us highlight the dynamic interrelationships between the different variables and their role in the model. First of all, let us notice that R&D is a control variable, whereas stock of knowledge and cumulated abatement are state variables. Therefore, R&D can be used strategically by regulators in each region of the model, whereas LbD is an output of the regulator's strategic behaviour. This is quite clear at the beginning of the game (see Figure 1 ). At stage one, only LbR through R&D investments occurs. This modifies our index of energy technical change ETCI and yields some amount of abatement, i.e. some abatement experience which becomes LbD.
Both LbR and LbD then affect ETCI in the subsequent stages.
In short, the fundamental driver of technical progress is R&D investment. This induces knowledge accumulation and experience in emission abatement in various regions of the world. In turn, these variables move technology towards a more environment-friendly dynamic path.
Our quite general solution to account for endogenous and induced technical change comes obviously at a cost. Basically, little information to calibrate the model parameters is available. The best strategy we can follow is to calibrate parameters in order to replicate, in the baseline, emissions of the SRES B2 scenario (IPCC, 2000) , which are also the baseline emissions in the original RICE 99 model by Boyer and Nordhaus (2000) .
Given the high degree of freedom characterizing the calibration process, there exist many distinct baseline models representing different interpretations of what role the exogenous and endogenous components should play in the baseline. In addition, the endogenous component is larger in the FAST version of FEEM RICE v.3 than in the SLOW version (see Table 3 ). The reason is the enhanced effectiveness of energy technical change in the FAST version,
R&D (t,n)
LbD(t-1,n) where energy R&D crowds out a smaller amount of other types of R&D and where LbD is faster. would be optimal to carry out in order to achieve a given stabilisation target.
Induced Energy Technical Change and the Cost of GHG Stabilisation
The model briefly described in the previous two sections has been used to analyse the economic implications of stabilising emissions at three different target levels: 450, 500 and 550 ppm in 2100. 4 In this section we present only some of the results that we obtained, with the objective of clarifying the properties of the model more than providing an exhaustive economic and environmental analysis of our optimisation runs. Therefore, we will limit our analysis to the SLOW version of the model, which is less optimistic with respect to the future evolution of technical change.
When simulating a scenario with an imposed constraint on carbon concentrations, there will be some additional effort to be undertaken by the central planner of each region in order to limit their share of emissions. We refer to the associated additional technical change as induced technical change. First of all, let us assess how technical change reacts to the introduction to more stringent policy objective. From Table 4 and from Figure 2 , it is clear that more ambitious targets imply an increasing investment in energy R&D and a greater incidence on the endogenous and induced components of energy technical change. In particular, the share of induced technical change becomes 13.8% in the 450 ppm scenario, whereas the endogenous component (including the induced one) doubles with respect to the one in the baseline scenario. In addition, as visible in Figure 2 , not only a more stringent constraint on the stabilization level implies increasing cumulated investment in energy R&D, but also the distribution over time of these investments is extremely influenced. While in the case of a 450 ppmv stabilization target a dramatic and immediate increase in investment in energy R&D would be required, in the other two cases this effect would be procrastinated to later periods (2025). Our index of energy technical change ETCI strongly increases as a reaction to the stabilisation target. ETCI reaches a peak after the mid of next century as a consequence of the large R&D investments that countries find it optimal to carry out from 2020 to 2050. Even though the model takes into account crowding effects in R&D investments and even though the focus is only on energy R&D and the related knowledge accumulation, the path of technical change which is necessary to stabilise GHG concentrations at 450 ppm seems unlikely to be realistic. Also notice that between 2/3 and 3/4 of the change in ETCI is induced by the imposition of a stabilisation target (see Table 5 ). This again shows that R&D investments three of four times larger than those in the baseline would be necessary to achieve a stabilisation target. 5
If we look at costs, the impact of stabilisation targets does not seem to be high, at least as far as cost are measured by GDP losses (see, for example, Figure 3 for the more ambitious and costly target). There are two reasons.
First, in the model GDP losses are lowered by the positive effects of stabilisation on the environment (in our model lower concentrations imply lower GDP losses). Second, losses in terms of consumption are compensated by an increase of investments, in particular investments in R&D.
5 In this paper we use a macro model of the world economy in which there is only one type of energy R&D investment. Therefore, it is not possible to identify which technologies/sectors R&D investments should focus on, or have been channeled to, to achieve a reduction in carbon and energy intensities. 1995 2005-2015 2015-2025 2025-2035 2035-2045 2045-2055 2055-2065 2065-2075 2075-2085 2085-2095 2095-2105 -2015 2015-2025 2025-2035 2035-2045 2045-2055 2055-2065 2065-2075 2075-2085 2085-2095 2095-2105 
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Similar conclusions can be shown if costs are measured in terms of welfare losses (see Figure 4) . NoITC 550 Table 6 below. The most important conclusion is the high sensitivity of R&D expenditure with respect to the coefficients β,   c. The less effective is technical change in reducing GHG emissions the higher the increase in energy-related R&D expenditure which is necessary to stabilise GHG concentrations.
Concluding Remarks
In The model has been used to assess the economic costs of achieving different stabilisation targets. Our results suggest that these costs can be small, if adequate R&D investments can be financed and undertaken.
Therefore, models in which technical change is exogenous and/or stabilisation targets induce no change in the optimal trajectory of energyrelated innovation are likely to over-estimate the actual stabilisation costs.
An extensive sensitivity analysis with respect to the main parameters of our 2x2 formulation of technical change has been carried out. This sensitivity analysis has shown the robustness of the model when parameters are changed around the calibrated values and the consistency of the results when large changes in the parameters are imposed.
The next steps in our research agenda can be described as follows. It would be useful to extend the model in order to include a non-energy sector, thus making it possible to have a better representation of fuel-switching dynamics. Second, the possibility of a growing effectiveness of carbon sequestration technologies could be accounted for in the model. Finally, and most importantly, stochastic components of the process of technical change -and therefore uncertainty -must be modelled to develop a more realistic analysis of climate policy.
