These rings admit numerous algebraic and geometric realizations, but one of the historically first constructions, which dates back to the work of Steinitz in 1900 and later completed by Hall, was given in terms of what is now called the classical Hall algebra H (see [Ma] , Chapter III ). This algebra has a basis consisting of isomorphism classes of abelian q-groups, where q is a fixed prime power, and the structure constants are defined by counting extensions between such abelian groups. In fact, these structure constants are polynomials in q, and we can therefore consider H as a C[q ±1 ]-algebra. A theorem of Steinitz and Hall provides an isomorphism H Λ
. .] S∞ . Under this isomorphism, the natural basis of H (resp. the natural scalar product) is mapped to the basis of Hall-Littlewood polynomials (resp. the Hall-Littlewood scalar product). In addition, Zelevinsky [Z] endowed Λ + q with a structure of a cocommutative Hopf algebra and the whole algebra Λ q = Λ ⊗ C[q ±1 ] can be recovered from Λ + q by the Drinfeld double construction. This Hopf algebra structure is also intrinsically defined by means of the Hall algebra. † The aim of the present work is to initiate a similar approach for the rings of diagonal symmetric polynomials where S ∞ acts simultaneously on the variables x i and y i , based on the category of coherent sheaves on an elliptic curve.
The category of abelian q-groups is equivalent to the category of nilpotent representations over the finite field F q of the Jordan quiver, i.e. the quiver with one vertex and one loop. More generally, Ringel [R1] considered the Hall algebra of an arbitrary quiver Q and showed that it contains the positive part U + q (g) of the quantized enveloping algebra of the Kac-Moody algebra associated to Q. In a similar direction, Kapranov studied in [K1] a natural subalgebra U + X of the Hall algebra H X of the category of coherent sheaves Coh(X ) over a smooth projective curve X defined over a finite field. In the case X = P 1 he showed that the algebra U + X is isomorphic to the positive part of the quantum loop algebra U q (Lsl 2 ) (see also [BK] ), and in higher genus, Kapranov defined a surjective map from a certain algebra U + X (defined by generators and relations) to U + X . Unfortunately, this map has a large kernel, and it is not known how to describe it explicitly.
In this paper, we study in details the Hall algebra U + X for an elliptic curve X defined over F q . We show that the structure constants of this algebra are polynomials in q ±1 and τ ±1 , where τ, τ −1 are the Frobenius eigenvalues on the l-adic cohomology group H 1 (X Fq , Q l ) and hence it can be considered as a C[q This ring has recently attracted a lot of attention due to its close relations to Macdonald's polynomials and double affine Hecke algebras. We describe explicitly the bialgebra U + X by generators and relations, see Theorem 5.1. In order to obtain a more symmetric and canonical object, we consider the Drinfeld double U X of U + X , which is now a deformation of the ring C[x S∞ . This deformation is neither commutative, nor cocommutative. However, we prove (Theorem 3.1) that the group of exact auto-equivalences of the derived category D b (Coh(X )) naturally acts on U X by algebra automorphisms, yielding an action of the universal cover SL(2, Z) of SL(2, Z) on U X . In the Section 5 we construct a natural "monomial" basis of U + X (resp. of U X ) indexed by the set of finite convex paths in the region (Z 2 ) + = {(p, q) ∈ Z 2 | p ≥ 1 or p = 0, q ≥ 1} (resp. in Z 2 ). Moreover, this basis is equivariant with respect to the SL(2, Z)-action.
There is a very interesting two-parameter deformation of the ring
provided by the spherical double affine Hecke algebra (DAHA) SḦ n of type gl(n) (see [C] ). In a forthcoming joint work of the second-named author with E. Vasserot it will be shown that there are surjective homomorphisms U X SḦ n for any positive integer n, so that U X may be thought of as the "stable limit" of the type A spherical DAHA. We will also use a geometric version of the Hall algebra to construct certain "canonical bases" of U + X , which are "double" versions of certain affine Kazhdan-Lusztig polynomials of type A.
Let us now briefly describe the content of this paper. After recalling Atiyah's classification of coherent sheaves on an elliptic curve X and the structure of the group of exact auto-equivalences of the derived category D b (Coh(X )) in Section 1, we introduce, following Ringel and Green, the Hall bialgebra H X of the category Coh(X ) in Section 2. In Section 3 one deals with the Drinfeld double DH X of H X and constructs an embedding of the group of exact auto-equivalences of D b (Coh(X )) into Aut(DH X ). The subalgebra U X of DH X we are interested in is defined in Section 4. The main theorem of this article, describing U X by generators and relations is proven in Section 5.
1. Coherent sheaves on elliptic curves 1.1. Let k be any field. Throughout the paper X denotes a smooth elliptic curve defined over k, that is, X is a smooth projective curve of genus one having a rational point. We denote by Coh(X ) its category of coherent sheaves. Let us first describe, following Atiyah, the classification of coherent sheaves on X (in [A] it is assumed that k = C, but the proof can be applied for an arbitrary field k). Recall that the slope of a sheaf F ∈ Coh(X ) is µ(F) = deg(F)/rank(F), and that a sheaf F is semi-stable (resp. stable) if for any subsheaf G ⊂ F we have µ(G) ≤ µ(F) (resp. µ(G) < µ(F)). The full subcategory C µ of Coh(X ) consisting of all semi-stable sheaves of slope µ ∈ Q ∪ {∞} is abelian, artinian and closed under extensions. Moreover, if F, G are semi-stable with µ(F) < µ (G) then Hom(G, F) = Ext(F, G) = 0. Any sheaf F possesses a unique filtration (the Harder-Narasimhan filtration, or HN filtration)
is semi-stable of slope, say µ i , and µ 1 < · · · < µ r . Observe that C ∞ is just the category of torsion sheaves, and hence is equivalent to the product category x T or x , where x runs through the set of closed points of X and T or x denotes the category of torsion sheaves supported at x. Moreover, there is an equivalence τ x : mod R x ∼ −→ T or x , where R x is the local ring at x. In particular, there is a unique simple sheaf in T or x . Theorem 1.1 ( [A] ). The following holds : i) the HN filtration of any coherent sheaf splits (non-canonically). In particular, any indecomposable coherent sheaf is semi-stable, ii) the set of stable sheaves of slope µ is the set of simple objects of C µ , iii) there are canonical exact equivalences of abelian categories µ,ν :
The Grothendieck group K 0 (Coh(X )) of Coh(X ) is equipped with the Euler bilinear form , :
There is a natural map K 0 (Coh(X )) −→ K 0 (Coh(X )) := Z 2 , where
and whose kernel coincides with the radical of the form , . As we will only consider the class of sheaves in K 0 (Coh(X )), we also denote by F the pair (rank(F), deg(F)). By the Riemann-Roch formula it holds
in particular, the Euler form is skew-symmetric in our case. Finally, if F = H 1 ⊕ · · · ⊕ H r is a decomposition of a sheaf F into a direct sum of semi-stable objects with µ(H 1 ) < · · · < µ(H r ), we denote HN (F) = (H 1 , . . . , H r ) and this vector the HN-type of F. One can introduce an order on the set of HN types as follows :
For a projective curve Y defined over the field k consider the functor Pic
where the map s l : Y l −→ Y × S is induced by the base change and the equivalence relation is F ∼ F ⊗ π * S (L) for a locally free rank one sheaf L on S. For an elliptic curve X over k with a rational point p 0 the functor Pic 0 X /k is representable by the pair (X , P), where P = O X ×X (−∆ + p 0 × X + X × p 0 ) and ∆ ⊂ X × X is the diagonal, see for example [AK, example 8.9 .iii].
The sheaf P ∨ is locally free on X × X and hence flat over X . Moreover, for any closed point p : Spec(l) −→ X one has an isomorphism
By the universal property of (X , P) there exists a unique map i : X −→ X and a line bundle
Moreover, the isomorphism P ∼ = P ∨∨ and the universality of (X , P) imply i 2 = id.
1.2. Let D b (Coh(X )) stand for the bounded derived category of coherent sheaves on X . As Coh(X ) has global dimension one, the structure of D b (Coh(X )) is very simple to describe: any object of this category is isomorphic to its cohomology, i.e.
. We also consider the triangulated category
. This is the so-called root category of the hereditary category Coh(X ), see [PX] for a precise definition. Its objects are 2-periodic complexes F
• , which we will simply denote by F 0 ⊕ F 1 [1] . Since the shift [2] preserves the Euler form , , we can define a morphism K 0 (R X ) −→ K 0 (Coh(X )),
As for objects of Coh(X ) we simply denote by F ∈ Z 2 the class of a 2-periodic complex F in K 0 (Coh(X )).
Next, let us consider auto-equivalences of D b (Coh(X )) and R X . Let E be a spherical object in the derived category D b (Coh(X )), i.e an object satisfying Hom(E, E) = Hom(E, E[1]) = k, for example the structure sheaf the curve O or the structure sheaf of a rational point k(p 0 ). Seidel and Thomas considered in [ST] the functor
id this group acts as the two-fold cover SL(2, Z) of SL(2, Z) on R X and we have a commutative diagram
Any auto-equivalence of D b (Coh(X )) and R X preserves the set of indecomposable objects. Thus if γ ∈ SL(2, Z) andγ ∈ SL(2, Z) is any lift of γ, then for every slope p q ∈ Q ∪ {∞} there exists an integer n = n(γ, p q ) such that
The number n(γ, p q ) can be given the following intrinsic definition. There is a natural action of SL(2, Z) on the circle S 1 = (R 2 \ {0})/R + . Using the identification S 1 = R/2Z, we can uniquely lift this action to an SL(2, Z)-action on R. Any (q, p) ∈ (Z 2 ) \ {0} gives rise to an element (q : p) ∈ S 1 and if (q : p) ∈ R is any lift of (q : p) then
In a similar spirit, ifγ ∈ SL(2, Z) is any lift of γ thenγ restricts to an equivalence of abelian categories
For any ν ∈ Q ∪ {±∞} let us denote by C ≤ν (resp. C >ν ) the full subcategory of Coh(X ) consisting of sheaves all of whose indecomposable (= semi-stable) constituents have slope at most ν (resp. strictly greater then ν). Next, let Coh ν (X ) be the full subcategory of D b (Coh(X )) whose objects consist of direct sums F ⊕ G[1] where F ∈ C >ν , G ∈ C ≤ν . This has the structure of an abelian category as the heart of the t-structure on D b (Coh(X )) associated to the torsion pair (C >ν , C ≤ν ). In particular it is stable under extension and moreover
For an absolutely simple sheaf F of class (r, d) and slope µ = if µ = ∞. More generally, ifγ ∈ SL(2, Z) is a lift of γ ∈ SL(2, Z) thenγ sends Coh(X ) to Coh ν (X ) where ν = p q , and (q , p ) = γ(0, −1). Finally, each equivalence ν,µ in Atiyah's theorem (see Section 1.1) can be obtained as the restriction to C ν of one of the above auto-equivalences of D b (Coh(X ). We can visualize the structure of the category R X by the following picture.
Figure 1. The root category R X and its auto-equivalences 2. Hall algebra of an elliptic curve 2.1. From now on we assume that k = F q is a finite field, fix a square root v of q F runs through the collection of isomorphism classes of objects in Coh(X ). There is a natural Z 2 -grading on H X given by
. To a triple (F, G, H) of coherent sheaves we associate the finite set P
∈ N (we use the notation a H = #Aut(H)). As in [R1] we now define an associative product on H X by the formula
and, following [G] , a coassociative coproduct
(note that we are using the opposite of the algebra and bialgebra structures considered in [K1] ). Finally, the bilinear form defined by
is a non-degenerate Hopf pairing on H X , i.e. we have (ab, c) = (a ⊗ b, ∆(c)) for any a, b, c ∈ H X (see [G] ).
2.2.
The comultiplication ∆ only takes value in a certain completion of H X ⊗ H X (the sum on the right-hand side of (2.2) is infinite unless H is a torsion sheaf). Note also that unless α is a torsion class,
, and the coproduct map extends to a map ∆ α,β :
Proof. The first statement i) follows easily from the fact that there exists only finitely many subsheaves of a fixed class α of a given sheaf F, and from the fact that there exists only finitely many extensions of two given sheaves F, G. To prove the second statement, fix H with H = α + β. There exists a rational numbers µ, ν such that H ∈ C >µ ∩ C <ν . In particular, any quotient of H belongs to C >µ and any subsheaf to C <ν . Using Atiyah's classification it is easy to deduce that there are only finitely many objects of C >µ of class α and finitely many objects of C <ν of class β. Hence ∆ α,β ([H]) is a finite sum.
In the case of the Hall algebra of a finite-dimensional hereditary algebra, Green proved ( [G] ) that, after a suitable twist, the coproduct ∆ is a morphism of algebras H → H ⊗ H. The corresponding statement in our situation reads as follows. For any tuples (α, β, α , β ) and (γ, γ , δ, δ ) of elements of K 0 (Coh(X )) satisfying
where P 23 is the operator of permutation of the second and third components. For any tuples of sheaves (F,
Then J 2 is both a subsheaf of F and a quotient of K, while J 3 is both a subsheaf of H and a quotient of G. As the sets Hom(K, F) and Hom(G, K) are finite, there are only finitely many choices for J 2 , J 3 , and hence for γ, δ. This proves i). The second claim is proved by essentially the same computation as in [G] (the proof in [R2] , in which all arguments involving the dimension vector are replaced by the corresponding ones involving K 0 (Coh(X )), is valid in our case). Observe that since the Euler form , is antisymmetric it is not necessary to twist the multiplication in H X ⊗ H X as it was done in [G] .
2.3.
In analogy with the quiver construction of quantum groups, we extend H X slightly : consider the group algebra
To avoid confusion, the element of K corresponding to the class of a sheaf G will be denoted by k G . We endow H X with an algebra structure by putting
This can be extended to a bialgebra structure by putting
Furthermore, the bilinear form defined by
is a (degenerate) Hopf pairing on H X , i.e. we have (ab, c) = (a ⊗ b, ∆(c)) for any a, b, c ∈ H X (see [G] ). Lastly, we extend the Z 2 -grading to H X by setting deg(k) = 0 for any k ∈ K 0 (Coh(X )).
2.4.
There exists a natural "PBW-type" decomposition for
X stand for the (restricted) tensor product of spaces H (µ) X with µ ∈ Q ∪ {∞}, ordered from left to right in increasing order, i.e. for the vector space spanned by elements of the form a µ1 ⊗ · · · ⊗ a µr with a µi ∈ H (µi) X and µ 1 < · · · < µ r .
Lemma 2.2. The multiplication map m :
Any sheaf may be decomposed as a direct sum of semi-stable summands, and these are determined up to isomorphism. The statement easily follows. Let C [µ1, µ2] be the full category of sheaves whose HN decomposition only contains slopes µ ∈ [µ 1 , µ 2 ]. This is an exact category (in particular, it is stable under extensions), and moreover, we have the following remark.
Remark 2.1. For any µ 1 ≤ µ 2 the Hall algebra of the exact category
3. Drinfeld double of H X 3.1. In accordance to the quiver case, it is natural to consider the Drinfeld double of the bialgebra H X , or more precisely the restricted Drinfeld double of H X , as introduced by Xiao [X1] . Lemma 3.1. H X is isomorphic to the Q( √ q)-algebra generated by the collection of elements {x F |F is semi-stable } subject to the set of relations
Proof. Let G be the algebra defined above. By construction, there is a morphism φ : G → H X , which is surjective by virtue of Lemma 2.2 (we have φ(x H ) = [H]). Let G ⊂ G denote the linear span of elements x H for H ∈ Coh(X ). It is clear that φ restricts to an isomorphism of vector spaces between G and H X , hence it is enough to show that G = G . † Fix α ∈ K 0 (Coh(X )). We shall prove that any monomial x F1 · · · x Fr of weight α belongs to G . For this, we argue successively by induction on the HN type HN (F) of the sheaf F = F 1 ⊕ · · · ⊕ F r (with respect to the order defined in Section 1.1), and then on the number n F of inversions in the sequence (µ (F 1 
and
Fr be a monomial of weight α and assume that x G1 · · · x Gs belongs to G whenever HN (G) HN (F) or HN (G) = HN (F) and n G < n F . If n F = 0 then we are done, so we may assume that µ(F i ) > µ(F i+1 ) for some i. By Remark 2.1, we have
Now observe that the number of inversions of
Fr is one less than n F , while the HN-type the sheaf
We deduce using the induction hypothesis that x F1 · · · x Fr belongs to G , as desired.
Let D H X be the Drinfeld double of H X with respect to the Hopf pairing ( , ).
Recall (see e.g. [X1] ) that this is an algebra generated by two copies of H X , which we denote by H + X and H − X to avoid confusion, with the following set of relations, for any pair
Observe that although the coproduct takes value in a completion of H X ⊗ H X , the relation R(g, h) contain only finitely many terms. Indeed it is enough to consider the case g = [G] , h = [H], and then h (2) i involves only sheaves which are subsheaves of H, while g (1) j involves only sheaves which are quotients of G. As Hom(G, H) is a finite set, there are only finitely many sheaves which are both quotients of G and subsheaves of H, hence the scalar product (h
j ) vanishes for almost all values of (i, j). The same holds for the right-hand side of (R(g, h)). If h ∈ H X then we write h + , h − for the corresponding elements in H + X and H − X respectively.
Proof. Let us consider the algebra A generated by H + X , H − X with the above relations. We need to show that R(a, b) hold for arbitrary a, b. In fact, it is easily seen from (3.2) that it is enough to prove this in the case a = [F]
− for some (arbitrary) sheaves F, K. For simplicity, we drop the exponents ± in the notation in the proof. We will use the following remark.
Proof. We use Sweedler's notation, writing ∆(a) = i a
(note that the sums may be infinite). As both statements are similar, we give a proof only of the first one. By assumption, we have for any k
Note that all sums above are in fact finite. Now, we compute
where we used the Hopf property of the pairing ( , ). Next, by coassociativity, we have k,l (c
l , and substituting in (3.6), we obtain
where we made use of (3.5). In the same way, coassociativity and (3.4) allow us to transform this last expression into
Finally, using the Hopf property of ( , ) again, we rewrite this last term as
All together, we see that R(ab, c) is a consequence of relations (3.4) and (3.5). The Lemma is proved.
Proof of Proposition 3.1. For any coherent sheaf F there exists semi-stable sheaves
Thus, in view of the above Lemma, it is enough to prove that R( [G] , [K]) holds for semi-stable G and arbitrary K. We will prove this by induction on the rank r of K. As any torsion sheaf is semi-stable, the statement is clear for r = 0. So let us assume that R( [G] , [K ] ) holds for all semi-stable G and arbitrary K of rank less than r, and let K be a sheaf of rank r. If K is semi-stable then there is nothing to prove, so we may assume that K decomposes as a nontrivial sum of semi-stables
, and by Lemma 3.2 R( [G] , [K] ) is a consequence of the set of relations R( [G] (i)
. These hold in A by the induction hypothesis since rank(K i ) < r. The last case to consider is that † of a sum K = J ⊕ T where J is semi-stable and T is torsion. As above, R( [G] , [K] ) is implied by the relations R( [G] (1) i , [J ] ) and R( [G] (2) j , [T ] ). The second type of relations is verified by the induction hypothesis. For the first type, let us again decompose [G] (
k ) holds for all j, k. But as J is a vector bundle, any sheaf appearing in [J ] (j) k is either semi-stable, or splits as a direct sum of smaller rank sheaves. In both cases the induction hypothesis allows us to conclude. The Proposition is proved.
Proof. For a finite dimensional Hopf algebra, this is classical. In our situation, extra care needs to be taken because ∆ takes values in a completion of
where P 1,··· ,l+1 denotes the operator reversing the order of the tensor product.
, we have
i .
From the definitions, we see that an element [
The fact that the operator T k is well-defined is thus a consequence of the next Lemma :
Lemma 3.3. Let F, H ∈ Coh(X ). There are only finitely many tuples (K 1 , . . . , K k ) of nonzero sheaves satisfying conditions i) and ii) above. Proof. Let τ (H) denote the canonical torsion subsheaf of H. We argue by induction on the pair (rank(H, deg(τ (H))), where the order is lexicographic. The Lemma is obvious if rank(H) = 0. Now we fix F, H ∈ Coh(X ). Note that K 1 is both a subsheaf of H and a quotient of F. Hence there are only finitely many possibilities for K 1 , and for each such K 1 , only finitely many embeddings ψ : K 1 → H and quotients φ : F → K 1 . There is a bijection between tuples (K 1 , . . . K k ) as above for (F, H), and tuples (K 1 , . . . , K r−1 ) for (Ker φ, Coker ψ). But (rank(Coker ψ), deg(τ (Coker ψ))) < (rank(H), deg(τ (H))) so the induction hypothesis allows us to conclude.
The above sums are finite. Reasoning as in Lemma 3.3 one sees that, for any given sheaves F, H there are only finitely many nonzero sheaves (K 1 , . . . , K l+1 ) such that i) There exists a filtration
It follows that the second term in (3.8) vanishes for k 0. By Lemma 3.3, the operators T k converge pointwise as k → ∞ to operators T :
Next we define an associative algebra structure on H
which is the inverse to m. The Proposition is proved.
Let us set
It is useful to view D H X (the so-called reduced Drinfeld double) as the (yet inexistent) Hall algebra of the root category R X , where H + X corresponds to the Hall algebra of Coh(X ) and H − X corresponds to the Hall algebra of Coh(X )[1] (see, however [T] for a recent approach to Hall algebras for derived (or more precisely dg) categories). Accordingly, if F ∈ Coh(X ) we put
We define the set of semi-stable objects of
Observe that this set is invariant under auto-equivalences of R X .
Corollary 3.1. The algebra D H X is generated by K and the set of elements [F] , where F runs among all semi-stable objects F ∈ R X .
Proof. This is a consequence of Lemma 3.1 and Proposition 3.1.
The following result illustrates the principle mentioned above, relating R X and D H X . Recall the definition of the integer n(Φ, p q ) for Φ ∈ SL(2, Z) and p q ∈ Q∪{∞} (see Section 1.2.).
for F semi-stable object of R X extends to an algebra automor-
Proof. To show that Φ extends to a morphism of algebras, we need to check that Φ([F]), Φ(k α ) satisfy the relations described in Lemma 3.1 and Proposition 3.1. It is obvious that Φ(K) = K is a central subalgebra, and we hence only need to check relations (3.1) and (3.3). Let F ∈ C µ [ ], G ∈ C ν [ ] be semi-stable objects in R X . Below, all shifts Coh(X ) [l] are understood with l taken modulo 2. We will break up the proof into several cases : i) Assume that = (and without loss of generality we can suppose them to be equal to zero) and that n(Φ, µ) = n(Φ, ν) =: n, so that Φ(F) ∈ C µ [n] and Φ(G) ∈ C ν [n] for some µ , ν . Thus [Φ(F)] and [Φ(G)] both belong to H X , where = n (mod 2). We have to prove that
.
All sheaves H i appearing in relation (3.1) for F and
for all i. The functor Φ restricts to an equivalence of exact subcategories
In particular, we have
Relation (3.9) now follows from the definition of the Hall product together with the equality k
ii) Next assume that = = 0 but that n(Φ, µ) = n(Φ, ν). In that situation, n := n(Φ, µ) = n(Φ, ν) ± 1 and Φ(F) ∈ C µ [n], Φ(G) ∈ C ν [n ∓ 1] for some µ , ν . As both cases are similar, we only treat the case n(Φ, µ) = n(Φ, ν) + 1. Note that this implies that µ > ν, while µ < ν (see figure 2.). We have to prove that
where u Φ,H is again given by (3.10). (1)
(3.13) Now observe that any sheaf appearing in [Φ(F)]
(2) has slope at most µ while any sheaf appearing in [Φ (G)] (1) has slope at least ν . Hence the left-hand side of (3.13) reduces to [Φ(F)] · [Φ (G) ]. On the right-hand side, we compute
where
Using the antisymmetry of the Euler form , , we have
Observe that
is defined to the be 1 aF aG times the number of exact triangles
→}. As F, G ∈ Coh(X ), Φ(G), H ⊕ H , Φ(F) all three belong to the hereditary abelian category Φ(Coh(X )) and hence every exact exact triangle corresponds to an exact sequence in Φ(Coh(X )). Since Φ is an exact equivalence, we deduce that P
. Summing up we obtain
where H (resp. H ) runs through the set of objects of Coh(X )[n] (resp. Coh(X )[n− 1]).
We now examine the right-hand side of (3.12). As before let us write H H 1 ⊕ · · · ⊕ H r for a splitting of a sheaf H into a sum of semi-stable components. If P H F ,G is nonzero then there exists r 0 such that n(Φ, µ(H i )) = n(Φ, ν) for i ≤ r 0 and n(Φ, µ(H i )) = n(Φ, µ) for i > r 0 (see figure 3.).
Figure 3. Therefore
(3.15)
Comparing (3.14) with (3.15) and using the relation
we finally obtain (3.12).
iii) Now let us assume that = and µ = ν. Under these hypotheses, there exists an auto-equivalence Γ ∈ SL(2, Z) for which Γ(F), Γ(G) ∈ Coh(X ). By case ii) we have (for adequate values of n, n )
The relation to be proved, involving [Φ(F)] and [Φ (G) ], may now be deduced from cases i) and ii), by replacing F, G by Γ(F), Γ(G) and Φ by Φ • Γ −1 . iv) The last case to consider is that of = and µ = ν. Equation (3.3) here takes the form
(3.16)
In the above formula, K, K , J , J are objects in Coh(X )[ ] while H, H belong to
Observe that the only contributing terms on the left-hand side correspond to the cases when J is a subsheaf of F while J [−1] is a quotient of G.
But as F ∈ C µ [ ] and G ∈ C µ [ −1] this implies that J , and thus H, K, are also semistable of slope µ. The same is true for the right-hand side of (3.16). The proposition now easily follows from the relation k H⊕K = k G⊕F = k H ⊕K together with the fact that Φ restricts to an exact equivalence of abelian categories
This concludes the proof of Theorem 3.1.
Remarks. i) Although SL(2, Z) acts by automorphisms on R X , this only provides an action of SL(2, Z) on D H X . This is perhaps similar to the case of quivers : the reflection functors induce an action of the Weyl group on the (collection of) derived categories of representations of various quivers, but it only leads to a braid group action on the corresponding quantum enveloping algebra.
ii) The above theorem is close in spirit to [K1] (see also [X2] and [PT] ).
Corollary 3.2. The group SL(2, Z) acts by algebra automorphisms on D H X .
Let DH X be the Drinfeld double of H X . As for D H X , the multiplication map
√ v) be the algebra morphism sending k α to 1 for all α ∈ Z 2 . From the definitions of the Drinfeld double and of the comultiplications ∆, ∆ it follows that the induced projection ev :
DH X is an algebra morphism, which restricts to the identity isomorphism ev :
By construction, it also follows that the action of SL(2, Z) on DH X descends to an action of SL(2, Z) on DH X . In fact, DH X carries one more symmetry :
where Φ is the Fourier-Mukai transform with the kernel P =O X ×X (−∆ + p 0 × X + X × p 0 )[1] and i is the involution of the curve X preserving p 0 .
Proof. The proof of the fact that D is an anti-homomorphism of the algebra DH X is completely analogous to the proof of the Theorem 3.1 and is therefore skipped. The equality relating the dualizing functor and the Fourier-Mukai transform is a corollary of the Proposition 1.3.
The algebra U X
Our main object of study is a subalgebra U X of D H X , generated by certain "averages" of semi-stable sheaves. We begin by stating some useful results on the † classical Hall algebra, associated to the categories of torsion sheaves supported at a point (or equivalently to the category of nilpotent representations of the Jordan quiver ).
4.1. We will need the usual notions of ν-integers : if ν = ±1 we set
Let l be a finite field and fix u ∈ C such that u 2 = (#l) −1 . Denote by N l the category of nilpotent representations over l of the quiver consisting of a single vertex and a single loop. Then there is exactly one indecomposable object I (r) of length r for any r ∈ N, and for a partition λ = (λ 1 , . . . , λ s ) we write I λ = I (λ1 ) ⊕ · · · ⊕ I (λs) . The set {I λ }, where λ runs among all partitions is a complete collection of nonisomorphic objects in N l . The structure of the Hall algebra H(N l ) of the category N l is completely described in [Ma] , Chap. III. The following proposition summarizes those properties of H(N l ) which will be needed later on. Let us denote by Λ t Macdonald's ring of symmetric functions, defined over the ring Q[t ±1 ], and by e λ (resp. p λ ) the elementary (resp. power-sum) symmetric functions.
Proposition 4.1 ( [Ma] ). The assignment [I (1) r ] → u r(r−1) e r extends to a bialgebra
In particular, the scalar product ( , ) on H(N l ) coincides, up to a renormalization, with the Hall-Littlewood scalar product.
4.2.
Now let x be a closed point of X . Since the residue field at x is of the same characteristic as k, there is an equivalence τ x : N kx ∼ → T or x , and this grants us with an isomorphism Ψ kx :
r,x ∈ H X by the equation
and we put T
r,x . Note that this sum is finite since there are only finitely many closed points on X of a given degree.
For any µ ∈ Q ∪ {∞} we consider the subspace H (µ)
X is a subalgebra (but not a subbialgebra !). The exact equivalence µ1,µ2 defined in Theorem 1.1 gives rise to an algebra isomorphism µ1,µ2 :
X . As the Hall algebra of N k is commutative, it follows that H (∞) X is commutative and hence for any slope µ H (µ) X is commutative as well.
µ1,µ3 , we have µ1,µ2 (T
for any µ 1 , µ 2 .
for r ≥ 1 and µ ∈ Q ∪ {∞}, and let U − X ⊂ H − X (= H X ) be the (isomorphic) subalgebra defined in the same way. We denote by U X the subalgebra of D H X generated by K, U + X and U − X .
It will be convenient for us to introduce one more type of notation : if µ = l n with n ≥ 1 and l, n relatively prime, we put
is the subalgebra of D H X generated by T q,p for (q, p) ∈ Z 2 \ {0}. Note that, by construction, the SL(2, Z)-action on D H X preserves U X .
4.3.
The aim of this section is to prove the following result : 
. Note that by Lemma 2.1 i), U + X has the structure of an algebra. We will introduce two different systems of generators for U + X . First, for α ∈ (Z 2 ) + we put
This sum is finite. If α = (q, p) with p, q relatively prime then (see e.g. [S1], Section 6.3.)
so that 1 ss α ∈ U + X , and in fact {1
This is an infinite sum but it converges to a well-defined element of H
. From the existence and splitting of the Harder-Narasimhan filtration one deduces that, in
and let W stand for the vector space of all formal sums i a i with a i ∈ W which belong to α H
Lemma 4.1. We have
Proof of Lemma. It is enough to prove that 1 ss α ∈ W for all α. We will argue by induction on the rank of α. If α is a torsion sheaf then 1 α = 1 ss α . Fix α and assume that 1 ss β ∈ W for any β with rank(β) < rank(α). We may rewrite (4.2) 
. Finally, from the definitions and from Yoneda's description of Ext 1 one checks that for any α, β,
. The Proposition follows.
4.4.
In section 2.2 we described a PBW-type basis of H X . We now give a similar construction for U + X and U X . For µ ∈ Q ∪ {∞} let us denote by U
± | r ≥ 1}. We also let µ stand for the restricted ordered tensor product (see Section 2.2.).
Proposition 4.3. The multiplication map induces isomorphism of Q(
√ q)-modules
Proof. By Proposition 4.2, K⊗U + X is a (topological) subbialgebra of H X . It follows that there is a natural surjective map D(K ⊗ U + X ) U X . As in Proposition 3.2, one shows that
In particular, the multiplication map U + X ⊗ K ⊗ U − X → U X is also surjective. On the other hand, it is injective since the multiplication map H + ⊗ K ⊗ H − → DH X is. This shows that the second isomorphism in (4.5) is a consequence of the first one. Without loss of generality, let us prove this isomorphism for U + X . Observe that µ U +,(µ) X →U + X is injective so it is enough to prove the surjectivity. Any element u ∈ U + decomposes according to Lemma 2.2 as
X . Since this sum is finite, there exists an automorphism γ ∈ SL(2, Z) of U X leaving all u Thus we get an equality γ(u)
for any u ∈ U + X and any index i. Now in a similar fashion, let us fix µ ∈ Q. There exists Φ ∈ SL(2, Z) such that Φ (C µ 
. This proves the surjectivity and the Proposition.
The above proof in fact gives us Corollary 4.1. The algebra U X is isomorphic to the reduced Drinfeld double of the bialgebra K ⊗ U + X .
5. The algebra A ν,τ 5.1. The aim of this section is to give a presentation for U X by generators and relations. Since it is convenient to depict elements of U X graphically, few notational preparations are in order. Let o stand for the origin in Z 2 . By a path in Z 2 we will mean a (finite) sequence p = (x 1 , x 2 , . . . , x r ) of non-zero elements of Z 2 , which we represent as the piecewise-linear curve in Z 2 joining o, x 1 , x 1 + x 2 , . . . x 1 + · · · + x r . Let xy ∈ [0, 2π[ denote the angle between the segments ox and oy. A path p = (x 1 , . . . , x r ) will be called
) and let Conv be the collection of all convex paths
. . , x r ) and q = (y 1 , . . . , y s ) in Conv will be called equivalent if {x 1 , . . . , x r } = {y 1 , . . . , y s }, i.e. if p is the result of permuting together several segments of q of the same slope. We denote by Conv the set of equivalence classes of convex paths in Conv . We shall only consider convex paths up to equivalence, and we will simply refer to elements of Conv as "paths". We also introduce Conv + (resp. Conv − ) as the set of convex paths (x 1 , . . . ,
Concatenation of paths then yields an identification
Figure 5 . Examples of paths
Observe that distinct paths could give rise to the same polygon in Z 2 (for instance p = ((0, 1), (0, 1)) and p = ((0, 2))). To a path p = (x 1 , . . . , x r ) we associate the element T p := T x1 · · · T xr ∈ U X . This expression is well-defined since U ±,(µ) X is commutative for all slopes µ. Moreover, it follows from Proposition 4.3 that the set of elements {T p |p ∈ Conv ± } is a Q( √ q)-basis of U ± X and thus that
Remark. The group SL(2, Z) naturally acts on the set of paths. For any half-line L in Z 2 starting at the origin we can define the set Conv L by replacing L 0 by † L, and any σ ∈ SL(2, Z) maps bijectively
For x, y ∈ (Z 2 ) * we let ∆ x,y stand for the triangle with vertices o, x, x + y. If xy < π then T y T x (corresponding to the path (y, x)) can be written as a linear combination of elements T p k α where α ∈ Z 2 and p runs through the set of convex paths lying in ∆ x,y . Indeed, this is a reformulation of Remark 2.1 when x, y ∈ (Z 2 ) + , and follows for an arbitrary pair (x, y) by SL(2, Z)-invariance of U X .
r r
r r r Figure 6 . The triangle ∆ x,y and some convex paths in it 5.2. We will describe U X as an abstract algebra of paths modulo a minimal set of "straightening" relations given below. If x = (q, p) ∈ (Z 2 ) * we write deg(x) = gcd(q, p) ∈ N, and we put
Definition. Fix ν, τ ∈ C * with ν ∈ {±1} and set
Let A ν,τ be the C-algebra generated by {t x |x ∈ (Z 2 ) * } ∪ {κ α |α ∈ Z 2 } modulo the following set of relations i) κ α is central for any α and κ α κ β = κ α+β , ii) If x, x belong to the same line in
iii) Assume that x, y ∈ (Z 2 ) * are such that deg(x) = 1 and that ∆ x,y has no interior lattice point. Then
2 y ( x x + y y − x+y (x + y)) if x,y = −1, and the elements θ z , z ∈ (Z 2 ) * are obtained by equating the Fourier coefficients of the collection of relations
for any
We also denote by A ± ν,τ the subalgebra of A ν,τ generated by t x for x ∈ (Z 2 ) ± .
Note that if τ = ν, then A ν,τ is isomorphic to a polynomial algebra with generators indexed by Z 2 , over the commutative subalgebra K generated by {κ x }. In particular, by Weyl's theorem (see [W] ),
where S ∞ acts simultaneously on the variables {x i } and {y i }. In all other cases, observe that for any given line L ⊂ Z 2 passing through the origin, the elements t x , x ∈ L generate a Heisenberg algebra. Hence A ν,τ may be thought of as a twodimensional, or elliptic, analog of Heisenberg algebras. In addition, relations i), ii) and iii) are all symmetric in τ and τ −1 so that there is a canonical isomorphism A ν,τ A ν,τ −1 .
Recall our notations of Section 1.2 considering the group SL(2, Z).
Lemma 5.1. The following formulas define an action of the group SL(2, Z) by automorphisms on A ν,τ :
Now let |X (q r )| stand for the number of rational points of X over F q r . By a theorem of Hasse (see e.g. [Ha] , App. C ) there exist conjugate algebraic numbers σ, σ, satisfying σσ = q, such that |X (q r )| = q r + 1 − (σ r + σ r ) for any r ≥ 1 (the numbers σ, σ are the eigenvalues of the Frobenius automorphism acting on
extends to an isomorphism Ω :
Example.1 . Before giving the proof of this theorem, let us illustrate the use of the straightening relation iii). We will compute t 1,2 t 1,−1 , which corresponds to the path ((1, 2), (1, −1)) not belonging to Conv. By iii) we have [t 0,1 , t 1,1 ] = c 1 t 1,2 , hence
where we have used iii) in each term, and the relation θ2,0
Gathering terms, we get t 1,2 t 1,−1 = t 1,−1 t 1,2 + 1 2 (v −1 −v)c 1 t 1,0 t 1,1 +c 1 ([3]−vc 1 )t 2,1 . Observe that all three paths ((1, −1), (1, 2)), ((1, 0), (1, 1)), (2, 1) belong to Conv.
5.3.
We begin the proof of Theorem 5.1. We first show that the map Ω is welldefined, i.e. that relations i), ii) and iii) hold in U X . This is clear for relation i). By the SL(2, Z)-invariance on A v,t and U X it is enough to prove relation ii) for x = (0, r), x = (0, r ). The subalgebra H (∞) X of H X is stable under the coproduct (as any subsheaf or quotient of a torsion sheaf is again a torsion sheaf) and can be described as the product, over all points x ∈ X , of the Hall bialgebras of the † categories N kx . By Proposition 4.1, ii), ∆(T
r,x , and thus, for r > 0, ∆(T 0,r ) = T 0,r ⊗ 1 + k (0,r) ⊗ T 0,r . Hence, from the definition of the Drinfeld double we get [T 0,r , T 0,r ] = δ r,−r (k −1 (0,r) − k (0,r) )(T 0,r , T 0,r ), and relation ii) results from the following lemma :
Proof. As before, it is enough to prove this for x = (0, r) with r > 0. We have
. The statement of Lemma follows from the equation
Let us prove the relation iii). Assume that x, y are as in iii). Since deg(x) = 1 we cannot have deg(y) = deg(x + y) = 2. On the other hand, it is easy to see that if deg(y) ≥ 2 and deg(x + y) ≥ 3, or if deg(x + y) ≥ 2 and deg(y) ≥ 3 then ∆ x,y contains interior lattice points. In conclusion, we either have deg(y) = 1 or deg(x + y) = 1. We split our argument according to this dichotomy.
Case a.1. We have deg(x + y) = 1 and x,y > 0. Up to the SL(2, Z)-action, we may fix x = (1, 0) and if det(x, y) = r, i.e. if deg(y) = r then we may furthermore assume that y = (s, r) for some 0 ≤ s < r. Pick's formula gives us the following relation, valid for any pair x, y :
In the present situation, we deduce from it that there are no points inside ∆ x,y if and only if deg(y) = r, and this implies that y = (0, r). Now, there exists constants u, z 0 , . . . , z r−1 such that
with S i belonging to the algebra generated by T 0,1 , . . . , T 0,i . We first compute u. The coefficient of a simple torsion sheaf of degree r in T 0,r is, by Proposition 4. 
for any x 0 ∈ (Z 2 ) * such that deg(x 0 ) = 1.
Lemma 5.3. For any p ∈ Z,
Proof. Identical to [S2] , Section 13. Note that there T 1,p is denoted E(p), and Θ (0,l) is denoted θ l .
We deduce
We claim that z i = 0 for i > 0. Indeed let i 0 be the maximal value of i for which
But on the other hand, for any j > 0, (5.5) implies that ∆ (1,r−j),(0,j) ([T 0,r , T 1,0 ]) = 0. Hence i 0 = 0, [T 0,r , T 1,0 ] = z 0 T 1,r , and it only remains for us to determine z 0 . For this, we compute the scalar product (T 0,r T 1,0 , 1 (1,r) ) in two different ways. By Proposition 4.1 ii), T 0,r is orthogonal to the subalgebra generated by T 0,i for i < r. Hence, using (4.1) and (4.2), we obtain
⊥ , and using Lemma 5.2 we get
On the other hand, we have (T 0,r T 1,0 , 1 (1,r) ) = (T 0,r ⊗ T 1,0 , ∆(1 (1,r) )) and by (4.4) we have ∆(
Combining (5.6) and (5.7) we finally obtain z 0 = c r as wanted.
Case a.2 We have deg(x + y) = 1 and x,y < 0. We may assume that x = (0, 1) and y = (r, 0), and the derivation of iii) is similar to Case a.1 above.
Case b. We have deg(y) = 1. In that situation, simple application of Pick's formula (5.2) shows that deg(x + y) = |det(x, y)|, and, after exchanging the role of x and y if necessary, we may assume that x = (1, n), y = (−1, l). The commutator [T y , T x ] may now be derived from the definition of the Drinfeld double together with Lemma 5.3 : if n + l > 0 then (1,n),(−1,l) = −1 and the relation R(T 1,n , T −1,l ) is
and if n + l < 0 then (1,n),(−1,l) = 1 and the relation R(T 1,n , T −1,l ) is
This concludes the proof of relation iii).
By the above, Ω is well-defined and extends to a surjective algebra morphism Ω : A v,t U X ⊗ C. Moreover, this morphism is SL(2, Z)-equivariant. In the rest of the proof, we construct an inverse of Ω. We first concentrate on the "positive" subalgebra A + v,t of A v,t . For any path p = (x 1 , . . . , x r ) we set t p = t x1 · · · t xr . Note that from the surjectivity of Ω and Proposition 4.3 it follows that the elements {t p | p ∈ Conv + } are linearly independent. † Lemma 5.4. The subalgebra A + v,t is equal to p∈Conv + Ct p . Proof. The inclusion is obvious in one direction. For the other inclusion, we have to show that any path p in (Z 2 ) + may be "straightened" using the relations iii). By an argument in all points similar to the proof of Lemma 3.1, it is in fact sufficient to show that for any x, y ∈ (Z 2 ) + with µ(y) > µ(x), we have
where by definition I x,y is the set of convex paths in ∆ x,y joining o to x + y. We will achieve this by induction on det(y, x). If det(y, x) = 1 then (e.g. by Pick's formula) deg(x) = deg(y) = deg(x + y) = 1 thus t y t x = t x t y + c 1 t x+y by relation iii). So let us fix d > 1 and let us assume that (5.8) holds for any
where σ is the least length permutation satisfying µ(x σ(1) ) ≤ µ(x σ(2) ) · · · ≤ µ(x σ(r) ), and we denote by a(p) the area of the polygon bounded by p and p
. . , x r ) with µ(x 1 ) ≤ · · · ≤ µ(x s ) > µ(x s+1 ) for some s. We have det(x s , x s+1 ) ≤ a(p) < d hence t xs t xs+1 = i u i t qi for some q i ∈ I xs+1,xs and, setting p i = (x 1 , . . . , x s−1 , q i , x s+2 , . . . , x r ) we get t p = i u i t pi . It is clear that for all i both p i and p # i strictly lie inside the polygon bounded by p and p # , so that a(p i ) < a(p).Figure 8 . The area of a path p before and after one straightening.
We may iterate this process until we are only left with paths q satisfying a(q) = 0. Hence t p ∈ A + v,t and the claim is proved. Now let us fix x, y such that µ(y) > µ(x) and det(y, x) = d. If ∆ x,y has no interior lattice point then (see the proof of relation iii) above) either deg(x) = deg(y) = deg(x + y) = 2, or deg(x) = 1 or deg(y) = 1. In the first case, we can assume up to the SL(2, Z)-action that y = (2, 0), x = (0, 2), and we leave it as an exercise to the reader to check that repeated applications of iii) as in Example 1 lead to the equality t0,2t2,0 = t2,0t0,2 + " c2 c1
In the last two cases, relation iii) directly yields (5.8). So we may assume that ∆ x,y contains interior lattice points. Let us choose z ∈ ∆ x,y so that the triangle ozx has no interior point and deg(z) = 1. Note that (5.8) is stable by the action of SL(2, Z).
There is an element γ ∈ SL(2, Z) such that γ(y) = y, γ(x) = x + y. Hence we may assume that x − z ∈ (Z 2 ) + . By construction, z, x − z satisfy the conditions in relation iii) hence [t z , t x−z ] = c deg(x) θx v −1 −v = c deg(x) t x + u for some u belonging to the subalgebra t x0 , . . . , t (deg(x)−1)x0 generated by t x0 , . . . , t (deg(x)−1)x0 . Here
As z is an interior point of ∆ x,y we have z = αx + βy for some α, β ∈]0, 1[ satisfying α > β. It follows that det(y, z) < d and det(y, x − z) < d, and by the induction hypothesis
Next, as µ(x−z) < µ(z) < µ(y) we have, for any p ∈ I z,y , ((x−z), p) ∈ Conv + and (p, (x−z)) # = ((x−z), p). Thus a((x−z, p)) = 0 and a((p,
In a similar manner, for any q ∈ I x−z,y it holds a((z, q)) < a((z, y, x − z)) = det(y+z, x−z) = det(y, x)−det(x+y, z) < d since det(x+y, z) > 0; and a((q, z)) < a((y,
a j t jx0 with a j ∈ t x0 , . . . , t (deg(x)−1)x0 of weight (deg(x) − j)x 0 . By the induction hypothesis, t y a j ∈ p Ct p where p ranges in I (deg(x)−j)x0,y . But as for any such j and p we have a((p, jx 0 )) =
Hence all together, by (5.9), t y t x ∈ A + v,t . Finally, let us write t y t x = p∈Conv + c p t p . Applying Ω, we get T y T x = p c p T p . By Remark 2.1, we have T y T x ∈ p∈Ix,y CT p so that c p = 0 for p ∈ I x,y . Therefore t y t x ∈ p∈Ix,y Ct p as desired. This closes the induction step and proves Lemma 5.4.
We may now finish the proof of Theorem 5.1. Define A 
As A v,t carries an action of SL(2, Z) compatible with Ω, it follows that R(Ω −1 (g), Ω −1 (h)) holds in A v,t . Therefore, Ω −1 extends to a morphism U X ⊗ C → A v,t , which is the desired inverse to Ω. The Theorem is proved.
5.4.
As an application of the above theorem, let us mention the following Corollary 5.1. The algebra U + X ⊗ C is generated by {T α |rank(α) ≤ 1}. Similarly, the algebra U X ⊗ C is generated by K and either of the following two sets :
{T 1,0 , T 0,1 , T −1,−1 }.
Proof. We prove the first statement by induction. Denote by W the subalgebra generated by {T α |rank(α) ≤ 1} and assume that T r,s ∈ W for any (r, s) ∈ (Z 2 ) + with r < n ≥ 2. Fix z = (n, p) ∈ (Z 2 ) + , and let x be the point of {(r, s) | r < n} closest to the segment oz. By construction there are no interior lattice points in ∆ x,z−x and thus [T x , T z−x ] = uθ z for some u = 0. By the induction hypothesis, we have T x , T z−x ∈ W, and θ z ∈ (ν −1 − ν)T z ⊕ W. We deduce that T z ∈ W as wanted.
We deal with the second assertion. As before, let us denote by W the subalgebra generated by {T ±1,0 , T 0,±1 } and K. We have, for any l ∈ Z, [T 0,±1 , T 1,l ] = ±c 1 T 1,l±1 and it follows that T 1,l ∈ W for any l ∈ Z. Similarly, T −1,l ∈ W for any l ∈ Z. But then, considering commutators [T −1,l , T 1,l ], we have Θ (0,n) ∈ W for any n as well. The subalgebra generated by {Θ (0,n) } and the one generated by {T 0,n } being equal, we see that W contains all T r,n with |r| ≤ 1. Applying the first statement of the corollary, U ± X ⊗ C ⊂ W, from which we deduce that W = U X ⊗ C. 5.5. We only defined an algebra A ν,τ for complex values of ν and τ . However, it is natural to also consider a version of A ν,τ , where ν and τ formal parameters. Put A = C[ν ±1 , τ ±1 ] and consider the C(ν, τ )-algebra A generated by elements {κ x | x ∈ Z 2 } and {t x | x ∈ (Z 2 ) * } modulo the relations i), ii) and iii) in Section 4.4. We also sett x = t x /[deg(x)] ν , and for an arbitrary path p = (x 1 , . . . , A with the polynomials a i (ν, τ ) of minimal degree. Since the elements ev v,t (t pi ) are all linearly independent, we have a i (v, t) = 0 for all pairs (v, t). But (e.g. using the Main Theorem in [Ho] ), the number n(ν) of possible values of t for a given v = q −1 , for which (v, t) is associated to an elliptic curve, tends to infinity as q tends to infinity. We deduce by Bezout's theorem that a i (ν, τ ) = 0 for all i, as desired. We now prove ii). We first show that the multiplication map A 5.6. To finish, we would like to make the link between our result and Kapranov's. Let U + X be the algebra generated by the Fourier coefficients T 1,p , p ∈ Z and T 0,r , r ∈ N of the two series (1−t)(1−qt) is the zeta function of X . According to [K1] , Theorem 3.3, the map T 1,p → T 1,p , T 0,r → T 0,r extends to a surjective algebra homomorphism U + X U + X (this may also be checked directly using Theorem 5.1). † One may hope to use the description of U + X given in this paper to describe the kernel of that map U + X U + X . This appears to us to be a very interesting problem: using Kapranov's interpretation of the Hall algebra in terms of automorphic forms for GL(n) over a function field, elements of this kernel correspond to some new, higher rank relations satisfied by residues of Eisenstein series.
