Abstract. Various logical theories can be decided by automata-theoretic methods. Notable examples are Presburger arithmetic FO(Z, +, <) and the linear arithmetic over the reals FO(R, +, <), for which effective decision procedures can be built using automata. Despite the practical use of automata to decide logical theories, many research questions are still only partly answered in this area. One of these questions is the complexity of such decision procedures and the related question about the minimal size of the automata of the languages that can be described by formulas in the respective logic. In this paper, we establish a double exponential upper bound on the automata size for FO(R, +, <) and an exponential upper bound for the discrete order over the integers FO(Z, <). The proofs of these upper bounds are based on Ehrenfeucht-Fraïssé games. The application of this mathematical tool has a similar flavor as in computational complexity theory, where it can often be used to establish tight upper bounds of the decision problem for logical theories.
Introduction
Various logical theories admit automata-based decision procedures. The idea of using automata-theoretic methods to decide logical theories goes at least back to Büchi [7] . The elements of the domain of the logical theory are encoded by words over some alphabet in such a way that equality and the relations of the logical theory correspond to regular languages. In order to decide whether a formula is satisfiable, one constructs an automaton that precisely accepts the representatives of the elements that satisfy the formula. This automaton can be constructed by recursion over the formula structure, where standard automata constructions handle the boolean connectives and quantifiers. The satisfiability problem is thus reduced to the emptiness problem for automata.
The logical theories that admit such automata-based decision procedures are often called automatic and they have been systematically studied, e.g., in [4, 12, 13] . Prominent and practically relevant examples are the weak monadic second-order theory of one successor WS1S, Presburger arithmetic FO(Z, +, <), and the linear arithmetic over the reals FO(R, +, <), see, e.g., [5] [6] [7] . Tools like MONA [15] and LIRA [3] , which have been applied to various verification problems, implement such automata-based decision procedures for logical theories such as WS1S, Presburger arithmetic, and the linear arithmetic over the reals. Furthermore, model checkers for counter systems like FAST [1, 2] use an automatabased representation of sets definable in Presburger arithmetic.
A crude complexity analysis of an automata-based decision procedure leads to a nonelementary worst-case complexity. Namely, for every quantifier alternation there is a potential exponential blow-up in the state space of the automaton. For WS1S, this wost-case scenario actually exists, since the decision problem for WS1S has a non-elementary worst-case complexity [20, 23] . However, for many other automatic logical theories, the non-elementary complexity upper bounds of automata-based decision procedures often contrasts with the known computational complexity upper bounds on the decision problems for the logical theories. Moreover, such exponential blow-ups in the state spaces of the automata are rarely observed in practice in automata-based decision procedures for Presburger arithmetic and the linear arithmetic over the reals. In fact, in many cases, one obtains a smaller automaton after eliminating a quantifier. However, only partial answers exist that explain this phenomenon.
In [14] , it is shown that the size of the minimal deterministic automaton that represents a Presburger definable set is triply exponentially bounded with respect to the formula length. This upper bound is established by comparing the automata for Presburger arithmetic formulas with the formulas produced by Reddy and Loveland's quantifier-elimination method for Presburger arithmetic [22] . The proof on the upper bound in [14] is rather tedious in the sense that several auxiliary upper bounds on the formulas that are generated by the quantifier-elimination method need to be established. These additional upper bounds depend on Reddy and Loveland's quantifier-elimination method. With the slightly different quantifier-elimination method by Cooper [8] , we obtain an upper bound on the automata size that has at least one additional exponent.
For the linear arithmetic over the reals, the approach of using quantifier-elimination methods to establish upper bounds on the automata sizes does not lead to a satisfactory result: an application of this approach establishes only a triple exponential upper bound on the automata size when using the quantifier-elimination method for the linear arithmetic over the reals described in [10] . The author is not aware of any quantifier-elimination method for the linear arithmetic over the reals that would lead to a upper bound on the automata size that is smaller than triple exponential. However, since there are decision procedures for the linear arithmetic over the reals that run in double exponential deterministic time [10] , one might conjecture that the automata size is also doubly exponentially bounded.
The main result of this paper proves this conjecture. The presented proof of the double exponential upper bound is based on Ehrenfeucht-Fraïssé games (EF-games, for short from now on). It relates the states of a minimal automaton for a formula and the equivalence classes of a refinement of the equivalence relation determined by EF-games played over (R, +, <). This proof technique can also be used for other automatic logical theories to establish tight upper bounds on the automata sizes. As another example, we establish an exponential upper bound on the automata size for FO(Z, <). Note that the best known deterministic algorithms that decide FO(Z, <) run in exponential time [11] . In summary, the results presented in this paper shed light on the complexity of automata-based decision procedures for logical theories by identifying a relationship to EF-games.
It is worth pointing out that EF-games have already been used in similar contexts. Closely related to our work is Ladner's work [17] . He uses EF-games to show decidability of monadic second-order theories of one successor and first fragments of it. Similar to this paper, he relates the equivalence classes determined by EF-games to automata states. However, Ladner does not focus on the automata sizes and he does not consider FO(R, +, <).
The use of EF-games in computational complexity theory [11] and constraint databases [21] is reminiscent of their use in this paper by partitioning the domain and connecting such a partition to the definable sets. Roughly speaking, the use EF-games for establish upper bounds on the decision problem for logical theories is as follows: The key ingredient for obtaining an upper bound for the respective logical theory is to show that the quantifiers, which can range over an infinite domain, can be relativized to a finite subset. Usually, one uses EF-games here to establish upper bounds on the sizes of such sets by analyzing the information that the formulas of a certain quantifier depth can convey. Given such a result on relativizing the quantifiers, satisfiability of a formula can be checked by an exhaustive search. The upper bounds on the sizes of the sets over which the relativized quantifiers range in turn yield upper bounds on the time and space that is needed to perform this search. For several logical theories, this use of EF-games yield tight upper bounds on the computational complexity for their decision problem.
The remainder of the paper is organized as follows. In §2, we give preliminaries. In §3, we illustrate our method by analyzing the languages that are FO(Z, <)-definable. In §4, we analyze the languages that are FO(R, +, <)-definable and establish the double exponential upper bound on the automata size. Finally, in §5, we draw conclusions. Due to space restrictions some proofs are omitted or sketched. They can be found in the full version of the paper, which is available from the author's web-page.
Preliminaries
We assume that the reader is familiar with first-order logic and automata theory over finite and infinite words. Here, we recall the needed background in these areas and fix the notation and terminology that we use in the remainder of the text.
Words and Languages
Let Σ be an alphabet. We denote the set of all finite words over Σ by Σ * and Σ + denotes the set Σ * \ {ε}, where ε is the empty word. Σ ω is the set of all ω-words over Σ. The concatenation of words is written as juxtaposition. We write |w| for the length of w ∈ Σ * . We often write a word w ∈ Σ * of length ≥ 0 as w(0) . . . w( − 1) and an ω-word α ∈ Σ ω as α(0)α(1)α(2) . . . , where w(i) and α(i) denote the ith letter of w and α, respectively.
For a language L ⊆ Σ * , the Nerode relation
First-order Logic
The (first-order) formulas over a signature are defined as usual: they are built from variables v 0 , v 1 , . . . , the symbol ≈ for equality, the atomic formulas over the signature, the boolean connectives ¬ and ∨, and the quantifier ∃. In this paper, we only consider signatures that consist of relation symbols. The signature, its relation symbols, and the arities of its relation symbols are always clear from the context. We write ϕ(x 1 , . . . , x r ) when at most the variables x 1 , . . . , x r occur free in the formula ϕ. The quantifier depth of a formula ϕ is recursively defined as
if ϕ = ∃xψ, and 0 otherwise.
A (first-order) structure over a signature consists of a nonempty universe U and it associates with each relation symbol in the signature a relation over U r , where r is the arity of the relation symbol. We use R and Z to denote the structures (R, +, <) and (Z, <), respectively, where + is the ternary addition relation and < is the ordering relation over the reals or the integers, respectively.
Let A be a structure over some signature and with the universe A. For a 1 , . . . , a r ∈ A and a formula ϕ(x 1 , . . . , x r ), we write A |= ϕ[a 1 . . . , a r ] if ϕ is satisfied in A when the variable x i is interpreted as a i , for all 1 ≤ i ≤ r. For the sake of brevity, we often writex andā instead of x 1 , . . . , x r and a 1 , . . . , a r , respectively.
Let m, r ∈ N,ā ∈ A r andb ∈ A r . We writeā ≡ r mb if for all formulas ϕ(x 1 , . . . , x r ) with
. Note that the relation ≡ r m partitions the elements of A r . The equivalence classes of ≡ r m can be game-theoretically characterized by socalled Ehrenfeucht-Fraïssé games. For details on these games, see, for instance, [9] . Instead of working directly with ≡ r m , we work with refinements of it, since the reasoning about a well-chosen refinement of ≡ r m simplifies matters. In particular, it might be difficult for ≡ r m to directly establish an upper bound on the index of ≡ r m , to identify elementsā,b ∈ A r that are in the same equivalence class, and to find a representative of an equivalence class.
Representation of Sets Definable in Real Addition
Boigelot, Jodogne, and Wolper have shown in [5] that every first-order definable set X ⊆ R r in R determines an ω-language L that is in the Borel class F σ ∩ G δ . In other words, L can be accepted by a so-called weak deterministic Büchi automaton. In fact, Boigelot, Jodogne, and Wolper have established in [5] a stronger result. First, they have proved the result for an extension of R with the additional predicate Z. Second, for a formula ϕ(x 1 , . . . , x r ) over this extended structure, they have shown how to effectively construct a weak deterministic Büchi automaton that represents the set {ā ∈ R r :
We recall the representation of subsets of R r by ω-languages from [5] . In the remainder of the text, let > 1 and Σ := {0, . . . , − 1} be fixed. is called the base. Let r ≥ 1. . . .
where
Observe that b i = 0 if v i = 0, and b i = 1, otherwise. Here, scalar multiplication is as usual and vector addition is componentwise. Note that we do not distinguish between vectors and tuples. (c) For a formula ϕ(
Note that the encoding v γ ∈ V 1 of a real number is based on the 's complement representation. The symbol plays the role of a decimal point, separating the integer part v from the fractional part γ. Furthermore, the first letter determines whether a "track" represents a number that is greater than or equal to 0, or a number that is less than or equal to 0. Note that the ω-words 0 0 ω and ( − 1) ( − 1) ω both represent the number 0, where b ω denotes the infinite repetition of the letter b ∈ Σ.
We overload the notation · by using it also for finite nonempty prefixes in V r . For v ∈ (Σ r ) + and v ∈ (Σ r ) * , we write v and v v for v 0 ω and v v 0 ω , respectively, where0 denotes the vector (0, . . . , 0) ∈ Σ r .
Automata Upper Bound for the Ordering over the Integers
Before looking at the ω-languages that can be described by the first-order logic over R, we look at a simpler case. Namely, we investigate the languages that can be described by formulas over Z. We establish an exponential upper bound on the automata size for these languages. The purpose of investigating this simpler case first is twofold. First, it introduces the main concepts, which we also use in §4 for the ω-languages definable in the first-order logic over R. Second, it demonstrates the generality of the approach. The results in this section illustrate the relationship between the equivalence classes of a refinement of the equivalence relation ≡ r m and the equivalence classes of the Nerode relation of a language described by a formula ϕ(x 1 , . . . , x r ) over Z with qd(ϕ) ≤ m.
Throughout this section, formulas are over Z's signature, and m and r range over the natural numbers. We start with some definitions. For a formula ϕ(x 1 , . . . , x r ), we define the language
We partition Z r by the equivalence relation E r m that is defined as
whereā,b ∈ Z r , and sign(x) := 0 if x < 0 and sign(x) := 1, otherwise, for x ∈ R. Intuitively speaking,ā,b ∈ Z r are in the same equivalence class of E r m if the distances between their components are equal up to the threshold m.
Before we launch into the proof of establishing an upper bound on the size of the minimal deterministic automaton for a formula ϕ(x 1 , . . . , x r ), we give an outline: (i) We show that E r 2 qd(ϕ) refines ≡ r qd(ϕ) . (ii) We establish an upper bound on the index of E r 2 qd(ϕ) . (iii) We show that E r 2 qd(ϕ) has a congruence property with respect to word concatenation. (iv) By using (i) and (iii), we show that E r 2 qd(ϕ) determines an equivalence relation on (Σ r ) + that refines the Nerode relation ∼ K(ϕ) . Finally, from (ii) we derive an upper bound on the index of ∼ K(ϕ) . Note that the equivalence classes of ∼ K(ϕ) can be viewed as the states of the minimal deterministic finite automaton that accepts K(ϕ). The properties (i) to (iv) correspond to the Lemmas 3.1 to 3.4, respectively, which are given below.
Lemma 3.1. The equivalence relation E r 2 m refines the equivalence relation ≡ r m . That means,ā E r 2 mb impliesā ≡ r mb , for allā,b ∈ Z r .
To 
Case a i − a j = 0. We have that sign(a i − a j ) = 1 = sign(a j − a i ). 
-If m = 0, we have that c = 0 and thus
Since a i − a j = 0 and b i − b j = 0 and by the assumptionā E r 0b , we conclude that the equality (3.3) holds. -If m > 0, we have that
The equality (3.3) follows from the assumptionā E r mb . Lemma 3.4. Let ϕ be a formula with at most r free variables and with quantifier depth at most m. If u E r 2 m v then u ∼ K(ϕ) v, for all u, v ∈ (Σ r ) + . Proof. We prove the lemma by contraposition. Assume that u ∼ K(ϕ) v, i.e., there is a word w ∈ Σ * such that uw ∈ K(ϕ) ⇔ vw ∈ K(ϕ). It follows that uw ≡ r m vw . By Lemma 3.1, we conclude that uw E r 2 m vw does not hold. By Lemma 3.3, we obtain that u E r 2 m v does not hold. Theorem 3.5. Let ϕ be a formula. The index of ∼ K(ϕ) is at most 1 + 2 n 2 , where n is the length of the formula ϕ, i.e., ϕ consists of n symbols.
Proof. Let r be the number of free variables of ϕ and m := qd(ϕ). Note that n ≥ r + m + 1. Without loss of generality, we assume that r > 0. By Lemma 3.2, we have that the index of E r 2 m is at most r! · (2 m + 1) r ≤ 2 r 2 +rm+r ≤ 2 rn ≤ 2 n 2 . From Lemma 3.4, it follows that ∼ K(ϕ) partitions (Σ r ) + in at most 2 n 2 equivalence classes. Note that the empty word can be in an equivalence class that is distinct from all the others.
Automata Upper Bound for Real Addition
In this section, we establish an upper bound on the automata size for the first-order logic over R. The proof has a similar structure as the proof in the previous section §3. However, it is more involved. In §4.1, we define a family (F s n ) s,n∈N of equivalence relations. In §4.1 and §4.2, we show that (F s n ) s,n∈N has similar properties as the family (E s n ) s,n∈N defined in §3. Namely, (1) we show that each F r 2 2 m+2 refines ≡ r m and (2) we establish a relationship between the equivalence classes of the congruence relations determined by the definable ω-languages and equivalences classes of refinements of the equivalence relations (F s n ) s,n∈N . Finally, in §4.3, we derive the double exponential upper bound on the size of a minimal Büchi automaton that accepts the ω-language of a formula of the first-order logic over R.
In the following, formulas are always over R's signature, and r and m range over the natural numbers.
Partitioning the Reals by First-order Formulas
The results, which we use later, and their presentation of this subsection are based on Chapter 22 of Kozen's book [16] . Since subtle modifications are made, we provide proofs in the full version of the paper. At the end of this subsection, we comment on these modifications and their implications.
An integer affine function of arity r is a function f : R r → R defined by a linear polynomial with integer coefficients, i.e., there are c 0 , . . . , c r ∈ Z such that for all x 1 , . . . , x r ∈ R, it holds that f (x 1 , . . . , x r ) = c 0 + 1≤i≤r c i x i . For such a function, f * denotes the function with f * (x 1 , . . . , x r ) = 1≤i≤r c i x i , for all x 1 , . . . , x r ∈ R r . We define ||f || := max{0, |c 1 |, . . . , |c r |}. Let A r be the set of all integer affine functions of arity r and Note that F r m decomposes R r into cells. Each such cell is described by a conjunction of linear inequations, where the absolute values of the coefficients of the inequations are bounded. Moreover, we remark that the technique that we present in the following by connecting such partitions to first-order logic and Ehrenfeucht-Fraïssé games is reminiscent of techniques in computational complexity (see [11] ) and constraint databases (see [21] ). A novel insight is that these partitions are also connected to the relation ∼ L(ϕ) for a formula ϕ. We start with some properties about the family (F s n ) s,n∈N of equivalence relations. Lemma 4.2. Letā,b ∈ R r . Ifā F r 4m 2b then for all a ∈ R, there is some b ∈ R such that (ā, a ) F r+1 m (b, b ). Similar to Lemma 3.1, we obtain the following lemma by using Lemma 4.2.
Lemma 4.3. For allā,b ∈ R r , it holds that ifā F r 2 2 m+2b thenā ≡ r mb . The following two lemmas show how to obtain a set R ⊆ R r such that each equivalence class of F r m has at least one representative in R. Let σ be an equivalence class of F r m and let σ be an equivalence class of F r+1 n , where n ∈ N. We say that σ is consistent with σ if (σ × R) ∩ σ = ∅. : f ∈ B r 2 and c, d ∈ Z \ {0} with |c| ≤ 2, and |d| < 2 = ∅ if m = 1, and, for m = 1, we have that
: f ∈ B r 2m 2 and c ∈ Z \ {0} with |c| ≤ 2m 2 = ∅ . Remark 4.6. Before we proceed to establish the upper bound on the size of the minimal automata representation for the set defined by a formula ϕ, we point out the differences between the family (F s n ) s,n∈N of equivalence relations and the family of equivalence relations defined in Kozen's book [16] There are two differences to our definition. First, we use the function sign instead of the function sgn. This difference is actually irrelevant. Using sign instead of sgn in the definition in Kozen's book would not change the equivalence relations. However, we found the reasoning in the proofs when using the function sign slightly simpler. Second and more relevant, we require |f (0)| ≤ rm instead of |f (0)| ≤ m. The proofs of the Lemmas 4.2 to 4.5 follow the lines of the proofs of the corresponding lemmas in Kozen's book. However, there are subtle differences, e.g., in Lemma 4.5, we have the special case for m = 1, which is not needed in the corresponding lemma in Kozen's book.
An immediate consequence of only requiring this weaker restriction on the functions f ∈ A r is that the equivalence relation F r m refines the corresponding equivalence relation as defined in Kozen's book. The purpose for having finer equivalence relations is the following: For a formula ϕ(x 1 , . . . , x r ), we show in §4.2 that the equivalence classes of ∼ L(ϕ) are related to the equivalence classes of a certain relation in the family (F s n ) s,n∈N . Without the weaker requirement we were not able to establish a similar relationship. The problem can be pinpointed to Lemma 4.8, which is crucial in relating the equivalence relations. The corresponding statement of Lemma 4.8 would not be correct when using the equivalence relations as defined in Kozen's book.
Relationship to Languages
In this subsection, we establish a relationship between the equivalence relation F r 2 2 m+2 +1 and the congruence relation ∼ L(ϕ) , where ϕ(x 1 , . . . , x r ) is a formula with qd(ϕ) ≤ m. Namely, we show that F r 2 2 m+2 +1 determines a refinement of the congruence relation ∼ L(ϕ) . We start with a technical lemma. Its proof is straightforward and we therefore omit it. In the following, we will use it without explicitly referring to it. Lemma 4.7. For f ∈ A r , u ∈ (Σ r ) + , u ∈ (Σ r ) * , and γ ∈ (Σ r ) ω , the following facts hold:
The next two lemmas show that the equivalence relations in the family (F s n ) s,n∈N have congruence properties on words with respect to word concatenation and show how their equivalence classes relate to the equivalence classes of the congruence relation ∼ L(ϕ) . We want to point out a technical detail, which is reflected in the (b)-parts of the lemmas, is illustrated by the following example. The words u u and u u 0 represent the same vector of real numbers, i.e., u u = u u 0 . Therefore, u u and u u 0 represent the same equivalence class in F r m . However, u u and u u 0 might not be in the same equivalence class with respect to ∼ L(ϕ) . Observe that appending an ω-word γ ∈ (Σ r ) ω to u u and u u 0 may yield representations of different vectors of real numbers, i.e., u u γ = u u 0 γ , and u u γ and u u 0 γ may represent different equivalence classes in F r m . Lemma 4.8. For all u, v ∈ (Σ r ) + and u , v ∈ (Σ r ) * , the following two facts hold:
Proof. For r = 0, there is nothing to prove. In the following, we assume that r > 0. (a) We prove (a) by contraposition. Assume that for some w ∈ (Σ r ) * , it is not the case that uw F r m vw , i.e., there is some f ∈ B r m with sign(f ( uw )) = sign(f ( vw )). Without loss of generality, we assume that f ( uw ) < 0 and hence f ( vw ) ≥ 0. The other cases can be reduced to this case by using the function g ∈ B r m with g(x) = −f (x), for allx ∈ R r . We have that |w| f * ( u ) + f ( 0 w ) < 0 and |w| f * ( v ) + f ( 0 w ) ≥ 0. Obviously, it must hold that f * ( u ) = f * ( v ). If sign(f * ( u )) = sign(f * ( v )) then u F r m v does not hold and we are done. So, assume that sign(f * ( u )) = sign(f * ( v )). If |f * ( u )| ≤ rm or |f * ( v )| ≤ rm then we are also done by choosing an appropriate function g ∈ B r m with sign(g( u )) = sign(g( v )). So, assume that |f
-If f * ( v ) > rm, we conclude that f * ( u ) > rm. Analogously, as in the above case, we obtain a contradiction to the assumption f ( uw ) < 0. (b) Let f be an arbitrary function in B r m and γ ∈ (Σ r ) ω . We have to show that sign(
Since the case (1) can be reduced to the case (2) by considering the function g(x) = −f (x), for allx ∈ R r , we restrict ourselves to (2) .
For the sake of readability, we use the abbreviations a := f * ( u u ), b := f * ( v v ), and c := f * ( 0 γ ). Note that
If c ≥ 0 then sign(f ( u u γ )) = sign(f ( v v 0 k γ )) = 1. In the following, assume c < 0.
Case a = b. With the assumption u u F r 2m v v we conclude that a, b > 2rm. Note that |f * ( 0 α )| ≤ rm, for all α ∈ (Σ r ) ω . It follows that
The reasoning for f * ( v v 0 k γ ) > rm is similar. Since |f (0)| ≤ rm, we have that sign(f ( u u γ )) = sign(f ( v v 0 k γ )) = 1.
Case a = b. For k = |u | − |v |, it immediately follows from the equalities in (4.1) that f ( u u γ ) = f ( v v 0 k γ ), and hence sign(f ( u u γ )) = sign(f ( v v 0 k γ )). For a = b = −f (0), it is also straightforward to see from the two equalities in (4.1) that sign(f ( u u γ )) = sign(f ( v v 0 k γ ) ). For the rest of the proof, assume k = min{k ∈ Z : k ≥ rm} and b = −f (0). Moreover, for |c| · −|u | > f (0) + a, it follows directly from the equalities (4.1) that sign(f ( u u γ )) = sign(f ( v v 0 k γ )) = 0. So, we also assume that |c|
Lemma 4.9. Let ϕ(x 1 , . . . , x r ) be a formula with qd(ϕ) ≤ m. For all u, v ∈ (Σ r ) + and u , v ∈ (Σ r ) * , the following two facts hold:
Proof. We only show (a). The proof for (b) is analogous and we omit it. From Lemma 4.8(a), it follows that uw F r 2 2 m+2 +1 vw , for all w ∈ (Σ r ) * . With Lemma 4.8(b), we obtain that uw γ F r 2 2 m+2 vw γ , for all w ∈ (Σ r ) * and γ ∈ (Σ r ) ω . By Lemma 4.3, we conclude that uw γ ≡ r m vw γ , for all w ∈ (Σ r ) * and γ ∈ (Σ r ) ω . In particular, we have that uw γ ∈ L(ϕ) ⇔ vw γ ∈ L(ϕ), for all w ∈ (Σ r ) * and γ ∈ (Σ r ) ω . From this it follows that u ∼ L(ϕ) v, since for any ω-word α not in V r , we have that uα, vα ∈ L(ϕ).
Upper Bounds
We establish an upper bound on the index of F r m , from which we then derive an upper bound on the automata size. We start with a simple lemma. Proof. Let r be the number of free variables in ϕ and m := qd(ϕ). We use F r 2 2 m+2 +1 to define a refinement R of ∼ L(ϕ) . First, the singleton {ε} is an equivalence class of R. Second, the set of words with at least two occurrences of the letter is another equivalence class of R. The equivalence class of a word v ∈ (Σ r ) + of R is {u ∈ (Σ r ) + : v F r 2 2 m+2 +1 u }. It remains to define the equivalence classes of R on F := {v v : v ∈ (Σ r ) + and v ∈ (Σ r ) * }. For v v ∈ F , let S := {u u ∈ F : v v F r 2 2 m+2 +1 u u }. R chops S into equivalence classes, assuming |v | ≤ |u |, for all u u ∈ S: -For k ∈ {0, . . . , log r2 2 m+2 +1 − 1}, the equivalence class of v v 0 k of R is {u u ∈ S : |u | = |v | + k}. -For k = log r2 2 m+2 +1 , the equivalence class of v v 0 k of R is {u u ∈ S : |u | ≥ |v |+k}.
Note that any word u u ∈ S relates to exactly one word v v 0 k .
With Lemma 4.9 at hand, it is easy to see that R refines ∼ L(ϕ) . It remains to prove an upper bound on the index of R. Note that n ≥ m + r ≥ 1. By Lemma 4.11, an upper bound on the index of F r 2 2 m+2 +1 is 2 2 m+2 +1 2 3+r · 2 2 3+r = 2 2 m+2 ·2 3+r +2 3+r +2 3+r = 2 2 5+r+m +2 4+r ≤ 2 2 6+n .
Hence, R partitions (Σ r ) + into at most 2 2 6+n equivalence classes and F is partitioned into at most 2 2 6+n · log r2 2 m+2 +1 ≥ 2 2 6+n · r(2 m+2 + 1) ≥ 2 2 6+n · 2 3+n ≥ 2 2 7+n equivalence classes. From this, we derive the upper bound 2 2 8+n on R's index.
Remark 4.13. Since for any formula ϕ, L(ϕ) is an ω-language in the Borel class F σ ∩G δ [5] , we can-similar to deterministic finite automata-view the equivalence classes of ∼ L(ϕ) as the states of a minimal deterministic Büchi automaton that accepts L(ϕ). For further details, see [19] and [18] . Thus, Theorem 4.12 establishes a double exponential upper bound with respect to the formula length on the size of the minimal number of states of any Büchi automaton that accepts L(ϕ).
Remark 4.14. The double exponential upper bound on the automata size is tight, i.e., there is a family of formulas (ϕ n ) n∈N such that for each n ∈ N, the length of ϕ n is linear in n and the index of ∼ L(ϕn) is double exponential in n. An analogous result with a similar proof has already been shown in [14] for Presburger arithmetic.
Conclusion
This papers presented a new method to reason about the sizes of automata that represent first-order definable sets of automatic structures. The method consists of identifying a relationship between the states of a minimal deterministic automaton for a formula and the equivalence classes of a refinement of the equivalence relation determined by EhrenfeuchtFraïssé games. We applied the presented method to establish tight upper bounds on the minimal sizes of automata that represent sets definable in FO(Z, <) and FO(R, +, <). For FO(R, +, <), previously proposed techniques based on quantifier-elimination methods [14] failed to establish a double exponential upper bound on the automata size.
As future work, we want to investigate how, and to what extent, the upper bounds on the automata sizes depend on how elements of a structure are encoded as words. The word encoding of integers and reals that we have used in this paper is based on the 's complement representation, for some ∈ N with ≥ 2. There are various other word encodings of numbers so that, e.g., FO(Z, <) admits an automata-based decision procedure. For a study on the impact of encodings in automatic structures, see, e.g., [13] . We also plan to apply the presented technique to establish further upper bounds on automata sizes for other automatic structures and use it to simplify the proofs of previously established upper bounds. For instance, for Presburger arithmetic, we expect that we can use equivalence relations similar to the ones used in this paper for FO(R, +, <). However, we have to adjust the bounds on the coefficients and take the definable divisibility relations into account.
