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Abstract
Lemos and Oxley proved that if M is a connected matroid with |E(M)|¿ 3r(M), then M has
a circuit C such that M \C is connected. In this paper, we shall improve this result proving that
for a simple and connected matroid M , if r(M)¿ 7 and |E(M)|¿ 3r(M) − 3, then M has a
circuit C such that M \C is connected. To prove this result, we shall construct all the connected
matroids having circumference at most 3ve, with the exception of those which are 3-connected
and have rank 3ve.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The basic concepts of Matroid Theory mentioned in this article can be found in
[7]. In [2], Jackson proved that:
Theorem 1 (Jackson [2]). Let G be a simple 2-connected graph with minimum de-
gree k, where k¿4. Then G has a cycle of length at least k − 1 such that G\C is
2-connected.
This result improves the following result of Mader [6], in the case k =2: Every
k-connected simple graph G with minimum degree at least k + 2 has a cycle C
such that G\C is k-connected. More recently, Goddyn et al. [1], proved that: if G
is a 2-connected graph with minimum degree at least 4 and containing no Petersen
minor, then G contains a cycle C such that G\C is 2-connected. Motivated by The-
orem 1, Oxley [7] questioned: Let M be a simple connected binary matroid in which all
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cocircuits have at least 4 elements. Does M have a circuit C such that M\C is con-
nected? Lemos and Oxley [4] proved that the answer to this question is negative.
They observed that if d(v)¿4, for every vertex v of a graph G, and M=M (G), then
|E(M)|¿2r(M)+2 and questioned: For what constants 	 and 
 does every connected
matroid M for which |E(M)|¿	r(M) + 
 have a circuit C whose deletion yields a
connected matroid? They proved that:
Theorem 2 (Lemos and Oxley [3,4]). Let M be a connected matroid such that
|E(M)|¿3r(M). Then M has a circuit C such that M\C is connected.
In that same paper, they gave an example of a 3-connected matroid Mr with rank r,
for every r¿5, such that Mr\C is not connected, for every C∈C(Mr) and |E(Mr)|=
3r − 4. Motivated by these examples, we observed that a natural candidate for 

would be −3 and we were tempted to 3nd hypotheses on a connected matroid M with
|E(M)|¿3r(M)−3 such that M\C is connected, for some C∈C(M). Our main result
is the following theorem.
Theorem 3. Let M be a simple and connected matroid such that |E(M)|¿3r(M)− 3
and r(M)¿7. Then M has a circuit C such that M\C is connected.
The hypothesis r(M)¿7 appears only to eliminate small counter-examples to the
above result. However, it is crucial for M to be simple there. To prove this Theorem,
we shall construct all connected matroids with circumference at most 3ve, with the
exception of those that are 3-connected and have rank 3ve, since for matroids with
circumference at least six, Theorem 3 follows from the next result of Lemos and
Oxley [4].
Theorem 4. Let M be a connected matroid that is not isomorphic to U1;1, and let C′
be a largest circuit of M . If |E(M)|¿3r(M) + 3− circ(M), then M has a circuit C
that is disjoint from C′ such that M\C is connected and r(M\C)= r(M).
As a consequence of the construction of these matroids, we also improve Theorem 2
provided r(M)¿3 without requiring that M is simple.
Theorem 5. Let M be a connected matroid such that r(M)¿3 and |E(M)|¿3r(M)−1.
Then M has a circuit C such that M\C is connected.
Theorem 5 is also best possible. To see this, consider the graph H sketch on the
left side of Fig. 1, with the edge e as indicated. Form the graph G sketched on
the right in the 3gure by forming a parallel connection of n copies of H , where e is
the basepoint of the connection. Now consider the graphic matroid M=M (G): Observe
that this is a connected non-simple matroid such that M\C is disconnected for every
C∈C(M): Also note that |E(M)|=3n+ 1 and r(M)= n+ 1; so |E(M)|=3r(M)− 2:
Thus M shows that Theorem 5 is best possible.
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Fig. 1. Graphs H and G.
2. Connected matroids with a small circumference
The Circumference of a matroid M is de3ned as circ(M)=max{|C|: C∈C(M)}.
We also de3ne for e∈E(M), circe(M)=max{|C|: e∈C∈C(M)}. It is not diJcult to
see that a connected matroid of circumference one or two is isomorphic to U0;1 or
U1; n, for n¿2, respectively.
Also, it is easy to show that if M is a connected matroid with r(M)¿2 and N is a
simpli3cation of M , then
circ(M)= circ(N ) and circe(M)= circe(N );
for every element e∈E(N ). Thus, we may suppose from now on that the matroid M
is simple, that is, M is loopless and has no elements in parallel.
To simplify the statement of some results presented further, we extend the concept of
connection in parallel of matroids M1; M2; : : : ; Ml, allowing this operation to be executed
for only one matroid with P(M1; M2; : : : ; Ml)=M1, if l=1. The series connection of
matroids M and N is denoted by S(M;N ). The lemma below reduces the study of
circe(M) to matroids M for which M=e is connected.
Lemma 1. Let M be a simple and connected matroid with an element e such that
M=e is not connected. Then there are simple matroids M1; : : : ; Ml, with e∈E(Mi), for
every i∈{1; : : : ; l}, such that:
(i) M=P(M1; M2; : : : ; Ml), with l¿2.
(ii) max{circe(Mi): 16i6l}=circe(M).
(iii) min{circe(Mi): 16i6l}¿3.
(iv) Mi=e is connected, for every i∈{1; 2; : : : ; l}.
Proof. Let M ′1 ; M
′
2 ; : : : ; M
′
l be the connected components of M=e, where l¿2, and take
Mi=M |(e∪E(M ′i )). We have M ′i =Mi=e and
M=P(M1; M2; : : : ; Ml):
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Now as M ′i is a connected component of M=e, then Mi=e=M
′
i is connected. Evidently
max{circe(Mi): 16i6l}=circe(M), because
Ce(M)=Ce(M1)∪Ce(M2)∪ · · · ∪Ce(Ml);
where Ce(H) is the set of circuits of a matroid H which contain e. Since M is simple,
it follows that Mi is simple and
min{circe(Mi): 16i6l}¿3:
Now, we characterize the connected matroids M with circ(M)= 3. Before that, we
introduce some notation and quote a lemma, whose proof is similar to the proof of
Lemma 3.3 in [5], and it is omitted here. Next, we shall give a de3nition that will be
used often in this paper. Let C be a circuit of a matroid M . We denote by DM (C) the
set of circuits D of M=C such that D is not a circuit of M and |D|¿2.
Lemma 2. If M is a connected matroid and |D|=2, for every D∈DM (C), then
circ(M=C)62.
The proofs of Propositions 1 and 2 are straightforward and are omitted.
Proposition 1. Let M be a connected simple matroid with r(M)¿2. If e∈E(M), then
the following statements are equivalent:
(i) M=e is connected and circe(M)= 3;
(ii) circ(M)= 3;
(iii) r(M)= 2;
(iv) M∼=U2; |E(M)|.
Proposition 2. Let M be a simple and connected matroid having one element e such
that circe(M)= 3. Then
M=P(M1; M2; : : : ; Ml);
where e∈E(Mi) and Mi∼=U2; |E(Mi)|, for every i∈{1; 2; : : : ; l}.
Our goal is a characterization of the connected matroids M such that circ(M)∈{4; 5}.
As we mentioned before, we may assume that M is connected and simple. Theorem 6
of Lemos–Oxley [5] permits that we limit ourselves to the simple and connected ma-
troids M which are not 3-connected, because those which are 3-connected and have
circumference equal to four or 3ve have small rank.
Theorem 6 (Lemos–Oxley [3,4,5]). If M is a 3-connected matroid and r(M)¿6, then
circ(M)¿6:
The next proposition describes all the simple and connected matroids having cir-
cumference equal to four which are not 3-connected. Before we state the proposition,
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let us recall a result of Seymour [8]. The proof of the next two lemmas follow from
properties of the parallel connection of matroids and Proposition 2.
Theorem 7 (Seymour [8]). A connected matroid M is not 3-connected if and only if
M=M1⊕2M2, for some connected matroids M1 and M2.
Lemma 3. Suppose that M is a simple connected matroid. If M=M1⊕2M2 with
e∈E(M1)∩E(M2), then
circe(M1) + circe(M2)6circ(M) + 2; circe(M1)¿3 and circe(M2)¿3:
Moreover, if circe(M1)= circe(M2)= 3, then there are matroids H1; H2; : : : ; Hl, for
some l¿2, such that
M∼=P(H1; H2; : : : ; Hl)\X; where X = ∅ or X = {e};
e∈E(Hi) and Hi∼=U2; |E(Hi)|, for all i∈{1; 2; : : : ; l}.
Proposition 3. Let M be a simple and connected matroid. If circ(M)= 4 and M is
not 3-connected, then there are connected matroids H1; H2; : : : ; Hl, with l¿2, such
that
M=P(H1; H2; : : : ; Hl)\X; where X = ∅ or X = {e}
with e∈E(Hi) and Hi∼=U2; |E(Hi)|, for every i∈{1; 2; : : : ; l}.
Proof. By Theorem 7, there are matroids M1 and M2 such that M=M1⊕2M2. By
Lemma 3, we have that
circe(M1) + circe(M2)6circ(M) + 2=6; circe(M1)¿3 and circe(M2)¿3:
Therefore circe(M1)= circe(M2)= 3, and, again by Lemma 3, M is as described in the
statement.
Now, let us analyze the simple and connected matroids M which are not 3-connected
and satisfy circ(M)= 5. The next result will help us to demonstrate the subsequent
proposition.
Lemma 4. Suppose that M is a simple and connected matroid such that
46circ(M)65. If M=M1⊕2M2 with e∈E(M1)∩E(M2), and |E(M2)| is a maxi-
mum subject to the condition circe(M2)= 3, then M1=e is connected.
Let M be a matroid. If a subset L of E(M) is the union of circuits of M and
r∗(M |L)= 2, then L is called a Tutte-line of M . It is not diJcult to see that every
Tutte-line L has a canonical partition {L1; L2; : : : ; Lk} such that a subset C of L is
a circuit of M |L if and only if C =L\Li, for some i∈{1; 2; : : : ; k}. Moreover, the
series classes of M |L are L1; L2; : : : ; Lk . A Tutte-line L is called connected if M |L is a
connected matroid.
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Proposition 4. Let M be a simple connected matroid. If circ(M)= 5 and M is not
3-connected, then:
(i) There are matroids M1; H1; H2; : : : ; Hl, such that M=P(M1; H1; H2; : : : ; Hl)\X , for
l¿1 and X ⊆{e}, where e is the basepoint of the parallel connection, circe(M1)
= 4 and Hi∼=U2; |E(Hi)|; for every i∈{1; 2; : : : ; l}; and
(ii) If M1 is not 3-connected, then there are matroids K1; K2; : : : ; Kt , for t¿2, such that
M1=P(K1; K2; : : : ; Kt)\Y; where f = e is the basepoint of the parallel connection,
Kj ∼=U2; |E(Kj)|, for all j∈{1; 2; : : : ; t} and Y ⊆{f}.
Proof. (i) As M is not 3-connected, then by Theorem 7, there are connected matroids
M1 and M2 such that M=M1⊕2M2. By Lemma 3, if e∈E(M1)∩E(M2), then
circe(M1) + circe(M2)6circ(M) + 2=7; circe(M1)¿3 and circe(M2)¿3;
by Lemma 3 because circ(M)= 5. Hence we may assume, without loss of generality,
that circe(M1)= 4 and circe(M2)= 3. Choose M2 such that |E(M2)| is a maximum such
that circe(M2)= 3. By Lemma 4, M1=e is connected. By Proposition 2, we get that
M2\X =P(H1; : : : ; Hl);
where either X = ∅, when M2 is simple, or X = {f}, when f and e are parallel in M2,
with e∈E(Hi), Hi∼=U2; |E(Hi)|, for all i∈{1; 2; : : : ; l}. Thus (i) follows.
(ii) We shall divide the proof of this item into several steps.
Step 1: There are connected matroids M3 and M4, with e∈E(M3) and M3 simple
such that:
(1) M1=M3⊕2M4, with f∈E(M3)∩E(M4).
(2) Every circuit of M3 which contains {e; f} has three elements and
circe(M3)64; circf(M3)64 and circf(M4)= 3
(3) M3=f and M3=e are connected.
As M1 is not 3-connected, there are connected matroids M3 and M4 such that
M1=M3⊕2M4, with f∈E(M3)∩E(M4), by Theorem 7. We may assume, without
loss of generality, that e∈E(M3) and M3 is simple. For i∈{3; 4}, let Ci be a circuit
of Mi such that f∈E(Mi) and |Ci|=circf(Mi). By Lemma 3,
|C3|¿3; |C4|¿3 and |C3|+ |C4|67: (∗)
Since M3 is connected, there is a circuit Ce;f of M3 which contains {e; f}. As
(Ce;f\f)∪ (C4\f) is a circuit of M1 which contains e, it follows that
|Ce;f\f|+ |C4\f|6circe(M1)= 4:
If |C4\f|=3, then |Ce;f\f|=1, which implies e and f are parallel, which is a contra-
diction, since M1=e is connected. Hence |C4\f|=2 and |Ce;f\f|=2. Therefore, every
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circuit of M1 which contains {e; f} has three elements and circf(M4)= 3. By (∗),
we have that circf(M3)64. Observe that circe(M3)6circe(M1)= 4. We can choose
M4 such that circe(M4)= 3 and |E(M4)| is maximum. Thus, by Lemma 4, M3=f is
connected. Thus,
M1=M3⊕2M4 = S(M3; M4)=f
and therefore
M1=e=(M3⊕2M4)=e= S(M3; M4)={e; f}= S(M3=e;M4)=f:
Now, as M1=e is connected, it follows that M3=e is connected. This concludes the proof
of Step 1.
In the next two steps we show that M3∼=U2; |E(M3)|.
Step 2: Let T = {e; f; g} be a circuit of M3. Then |D|=2 for every D∈DM3 (T ).
Moreover, for D∈DM3 (T ), D∪{e} or D∪{f} is a circuit of M3.
Using the canonical partition {D; L1; L2; : : : ; Lk} of the connected Tutte-line
L=D∪T , it is easy to show that |D|=2, for every D∈DM3 (T ). Then {g} =Li for
every i∈{1; 2; : : : ; k}. Hence either {e; g} or {f; g} belongs to the canonical partition
of L, because k¿2. Therefore, D∪{f} or D∪{e} is a circuit of M .
Now we can use Lemmas 2 and 1, to conclude that the connected components of
M3=T consist of loops and parallel classes, hence they have rank zero or one.
Step 3: M3∼=U2; |E(M3)|.
By Step 2, Lemma 2 and a remark in the beginning of Section 2, every connected
component of M3=T has rank 0 or 1. We shall prove that every connected component
of M3=T has rank 0. That is, T spans M3. Let H be a rank-one component of M3=T .
Suppose that rM3 (E(H))¿3 and that {e1; e2; e3} is a 3-element subset independent of
H . We know that {e1; e2}, {e1; e3} and {e2; e3} are in DM3 (T ). By the second part of
Step 2, we may assume, without loss of generality, that {e1; e2; e} and {e1; e3; e} are
circuits of M3. Hence there is a circuit C of M3 such that
C ⊆ ({e1; e2; e}∪ {e1; e3; e})\{e}= {e1; e2; e3};
which is a contradiction. Therefore, rM3 (E(H))62 and as M3 is simple, it follows
rM3 (E(H))= 2.
Let us set Z =E(M3)\E(H) and Y =E(H). It is clear that Z is a hyperplane. So,
r(Z) + r(Y )= r(M3)− 1 + 2= r(M3) + 1:
Now by Step 2, we may assume e∪D is a circuit of M , for some D∈DM3 (T ). Hence,
Y spans e in M3 and
rM3=e(Z\e) + rM3=e(Y )= r(Z) + r(Y ∪ e)− 2= r(Z) + r(Y )− 2= r(M3=e):
Consequently, {Z\e; Y} is a 1-separation of M3=e. So, M3=e is not connected, which
is absurd. Therefore, H does not exist. We conclude that every connected component
of M3=T is a loop. Therefore, T spans M3 and so r(M3)= 2. Hence M3∼=U2; |E(M3)|;
by Proposition 1. Now we conclude the proof of the proposition. We know, by
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Proposition 2, that M4\Y =P(K2; K3; : : : ; Kt), where Kj ∼=U2; |E(Kj)|, Y ⊆{f} and
f∈E(Kj), for all j∈{2; 3; : : : ; t}. So, the result follows.
3. 3-connected matroids M with circe(M)= 4
In this section, we construct the 3-connected matroids M such that r(M)¿3, circ(M)
65 and circe(M)= 4, for some element e∈E(M). These matroids are necessary to
describe the matroids with circumference 5 which are not 3-connected, as seen in
Proposition 4.
Proposition 5. Let M be a 3-connected matroid with r(M)= 3. Then, for every
element e∈E(M), circ(M)= circe(M)= 4:
Proof. By Proposition 1, we have that circ(M)¿circe(M)¿4, for every e∈E(M).
Since r(M)= 3, it follows that circe(M)= circ(M)= 4.
Thus, we shall study the 3-connected matroids M with r(M)¿4 and circe(M)= 4,
for some e∈E(M). In the proofs of the next propositions, we shall make frequent use
of the next lemma, whose proof can be found in [5].
Lemma 5. (i) If C is a circuit of a 3-connected matroid M and T1 and T2 are distinct
triads of M both of which meet C, then C ∩T1 =C ∩T2.
(ii) If L is a connected Tutte-line of a matroid M and T is a triad of M , then T
meets an odd number of sets in the canonical partition of L.
Theorem 8. Let M be a 3-connected matroid such that r(M)¿4 and circ(M)65. If
there is an element e∈E(M) such that circe(M)= 4, then M∼=F∗7 or M∼=AG(3; 2):
Proof. We will divide the proof into several steps. Let C be a circuit of M such that
e∈C and |C|=circe(M). In the 3rst six steps, we will show that M |(C ∪X )∼=F∗7 for
every independent 3-subset X of M contained in a connected component of M=cl(C).
The existence of such an X will be guaranteed in Step 2.
Step 1: |D|=2, for every D∈DM (C). Moreover, if {D; L1; L2; : : : ; Lk} is the canon-
ical partition of the connected Tutte-line C ∪D, with e∈Lk , then 26|L1|63, k =2
and, when |L1|=3, D∪ e is a triangle of M .
Take D∈DM (C) and de3ne L1; L2; : : : ; Lk as above. As C1=L\L1 is a circuit of M
that contains e, it follows that |C1|64. Therefore,
|C1|= |L\L1|= |D∪L2 ∪ · · · ∪Lk |= |D|+ |L2|+ · · ·+ |Lk |64: (∗)
In the case |D|¿3, we deduce that k =2 and |L2|=1. Then C2 =L\L2 =D∪L1 is
a circuit of M , by hypothesis, |C2|= |D| + |L1|65. So, 16|L1|62. As C =L1∪L2,
it follows that 4= |C|= |L1| + |L2|62 + 1, which is a contradiction. Hence |D|=2.
By (∗) we get that |L1|¿2, because 6= |L|= |C|+ |D|. If |L1|=3, then L2 = {e} and
D∪{e} is a triangle of M .
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Step 2: There is a connected component H of M=C with rank one.
By Step 1 and Lemma 2, we have that the connected components of M=C consisting
of loops and parallel classes, that is, they have rank zero or one. Let n be the number
of connected components of M=C whose rank is one. Then
46r(M)= |C| − 1 + n=4− 1 + n=3 + n:
Consequently n¿1.
The next step has a proof similar to Lemma 3.4 of [5] and hence its proof will be
omitted.
Step 3: If H is a connected component of M=C with rank one, then rM (E(H))¿3.
Observe that invoking Step 3, we have that a connected component H of M=C
of rank one satis3es rM (E(H))¿3. This guarantees the existence of an independent
3-subset X ⊆E(H) of M .
Step 4: If X ⊆E(H) is an independent 3-subset of M , where H is a connected
component of M=C, then every circuit contained in the connected Tutte-line L=C ∪D
has four elements, where D is a 2-subset of X .
Suppose that X = {a; b; c} and C = {e; 
; &; '}. By Step 1, for every 2-subset D of
X , L=C ∪D is a connected Tutte-line of M , having canonical partition {D; XD; YD}
with (1) |XD|= |YD|=2 or (2) |XD|=1 and |YD|=3. We conclude the proof of Step 4
by showing that (2) is impossible. Suppose that (2) holds for some D⊆X , let us say
D= {a; b}. Then the canonical partition of L1= {a; b}∪C is {{a; b}; {e}; {
; &; '}}:
Note that the canonical partition of L2 = {a; c}∪C cannot be {{a; c}; {e}; {
; &; '}},
otherwise, by the Circuit Elimination Axiom, {a; b; c}=({a; b; e}∪ {a; c; e})\{e} is de-
pendent, which is a contradiction. Hence, we may assume, without loss of generality,
that the canonical partition of L2 is {{a; c}; {e; &}; {
; '}}: Note that {{b; c}; {e; &};
{
; '}} cannot be the canonical partition of L3 = {b; c}∪C, otherwise, by the Circuit
Elimination Axiom, there is a circuit C′ of M such that C′⊆ ({b; c; 
; '}∪ {a; c; 
; '})\
{c}= {a; b; 
; '}⊂{a; b; 
; &; '}. Thus we may assume, without loss of generality, that
the canonical partition of L3 is {{b; c}; {e; '}; {
; &}}: Observe that {a; b}; {b; c; 
; &};
{a; c; &}, are circuits of M=e. But this is a contradiction, since by the Circuit Elimina-
tion Axiom we get that {b; c; &}=({a; b}∪ {a; c; &})\{a} is dependent in M=e. From
this contradiction, we conclude that (2) cannot happen and therefore, that every circuit
of L has four elements.
The next step has a proof similar to Lemma 3.7 of [5].
Step 5: If X ⊆E(H) is an independent 3-subset of M , where H is a connected
component of M=C, then M |(C ∪X ) does not contain a 2-cocircuit contained in C.
Suppose that A is a 2-subset of C which is a cocircuit of M |(C ∪X ). For every 2-
subset D of X , A is contained in a set of the canonical partition of C ∪X . By Step 4,
this canonical partition is equal to {A; C\A;D}. By the Circuit Elimination Axiom, we
conclude that (X ∪A)\{a} contains a circuit C′ of M |(C ∪X ), for an a∈A. As A is a
cocircuit of M |(C ∪X ), it follows that C′⊆X and we arrive at a contradiction.
Step 6: Consider an independent 3-subset X = {a; b; c}⊆E(H) of M , where H is a
rank one connected component of M=C. If the connected Tutte-line {a; b}∪C has
canonical partition {{a; b}; {e; 
}; {&; '}}, then {e; 
; c} and {&; '; c} are triads of
M |(C ∪X ).
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It follows from the fact that {e; 
} and {&; '} are cocircuits of M |({a; b}∪C), that
{e; 
} or {e; 
; c} and {&; '} or {&; '; c} are cocircuits of M |(C ∪X ). Furthermore, by
Step 5, as there is no 2-cocircuit of M |(C ∪X ) contained in C, it follows that {e; 
; c}
and {&; '; c} are triads of M |(C ∪X ).
Step 7: M |(C ∪X )∼=F∗7 , for every 3-subset X of E(H) which is independent, where
H is a rank one connected component of M=C.
By Step 4, C ∪D is a connected Tutte-line of M having canonical partition
{D; XD; YD}, with |XD|= |YD|=2, for every 2-subset D⊆X . To determine the ma-
troid [M |(C ∪X )]∗; and thus also M |(C ∪X ), it is enough to determine the triads of
M |(C ∪X ), because its 4-cocircuits will be all 4-sets that do not contain a triad. Sup-
pose that X = {a; b; c}. Consider the connected Tutte-line L1= {a; b}∪C: By Step 4,
we may assume, without loss of generality, that its canonical partition is {{a; b}; {e; 
};
{&; '}}: By Step 6, we have that {e; 
; c} and {&; '; c} are triads of M |(C ∪X ). Note
that the canonical partition of L2 = {a; c}∪C is not {{a; c}; {e; 
}; {&; '}}, otherwise
the triads {e; 
; c} and {&; '; c} meet an even number of sets from its canonical par-
tition, which is a contradiction by Lemma 5(ii). We may assume, without loss of
generality, that the canonical partition of L2 is {{a; c}; {e; &}; {
; '}}; and by Step 6,
we get that {e; &; b} e {
; '; b} are triads of M |(C ∪X ). Likewise, the canonical parti-
tion of L3 = {b; c}∪C will be {{b; c}; {e; '}; {
; &}}: Now, as C is a circuit-hyperplane
of M |(C ∪X ), we have also that {a; b; c} is a triad of M |(C ∪X ). So, we conclude
that,
{a; b; c}; {e; 
; c}; {&; '; c}; {e; &; b}; {
; '; b}; {e; '; a}; {
; &; a}
are triads of M |(C ∪X ). Now, applying the uniqueness of the geometric representation
for the matroid, we conclude that [M |(C ∪X )]∗∼=F7 and, therefore, M |(C ∪X )∼=F∗7 :
Step 8: There is exactly one rank-one connected component H of M=C.
Let H1; H2; : : : ; Hn be the rank-one connected components of M=C and let X = {a; b; c}
⊆E(H1) and X ′ = {a′; b′; c′}⊆E(H2) be independent in M . By Step 7, we may assume
that {a; b; e; 
} and {a′; b′; 
; '} are circuits of M . Hence by the Circuit Elimination
Axiom, there is a circuit C′ of M such that e∈C′⊆ ({a; b; e; 
}∪ {a′; b′; 
; '})\
=
{a; b; a′; b′; e; '}. So, by orthogonality, |C′ ∩{a; b}|≡ |C′ ∩{a′; b′}|≡ 0 (mod 2). Hence,
by Step 7, {a; b; a′; b′}⊆C′, which is a contradiction. Therefore, n=1 and r(M)= 4.
Step 9: Suppose that there is a 4-subset Y ⊆E(H), where H is the unique rank-one
connected component of M=C; such that Y\f is independent in M , for every f∈Y .
Then M |(C ∪Y )∼=AG(3; 2): Moreover, Y is a circuit of M .
Suppose that Y = {a; b; c; d}. Applying Step 7 with X = {a; b; c}⊆Y , we may assume
that the connected Tutte-lines of M :
L1= {a; b}∪C; L2 = {a; c}∪C; and L3 = {b; c}∪C
have the following canonical partitions, respectively,
{{a; b}; {e; 
}; {&; '}}; {{a; c}; {e; &}; {
; '}} and {{b; c}; {e; '}; {
; &}}:
We also have that: {e; 
; c}, {&; '; c}, {e; &; b}, {
; '; b}, {e; '; a}, {
; &; a} and {a; b; c},
are triads of M |(C ∪X ) and that C = {e; 
; &; '}, C1= {a; b; e; 
}, C2 = {a; b; &; '},
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C3 = {a; c; e; &}, C4 = {a; c; 
; '}, C5 = {b; c; e; '} and C6 = {b; c; 
; &} are circuit-
hyperplanes of M |(C ∪X ).
Replacing c by d in Step 6, we get that {e; 
; d} is a triad of M |(C ∪{a; b; d}).
Hence {e; 
; c} and {e; 
; d} are triads of M |(C ∪Y ) or {e; 
; c; d} which is a cocir-
cuit of M |(C ∪Y ). Now as |C3 ∩{e; 
; d}|=1, then, by orthogonality, it follows that
{e; 
; c; d} is a cocircuit of M |(C ∪Y ). Similarly, {&; '; c; d}, {e; &; b; d}, {
; '; b; d},
{e; '; a; d}, and {
; &; a; d} are cocircuits of M |(C ∪Y ). Therefore, applying the cocir-
cuits {e; 
; c; d} and {e; &; b; d} of M |(C ∪Y ) and the orthogonality we get that the
canonical partition of connected Tutte-line L4 = {a; d}∪C is {{a; d}; {e; '}; {
; &}}:
Therefore, we have that
C = {e; 
; &; '}; C7 = {a; d; e; '} and C8 = {a; d; 
; &}
are circuit-hyperplanes of M |(C ∪Y ) and that {e; '; b; c} and {
; &; b; c} are cocircuits of
M |(C ∪Y ). Analogously, the connected Tutte-lines L5 = {b; d}∪C and L6 = {c; d}∪C
have the respective canonical partitions: {{b;d};{e; &};{
;'}} and {{c;d};{e;
};{&;'}}:
We also have C9 = {b; d; e; &}, C10 = {b; d; 
; '}, C11= {c; d; e; 
} and C12 = {c; d; &; '}
are circuit-hyperplanes and that {a; c; e; &}, {a; c; 
; '}, {a; b; e; 
} and {a; b; &; '} are
4-cocircuits of M |(C ∪Y ).
On the other hand, as r(M)= 4, we have that {a; b; c; d; e} contains a circuit D of
M . By orthogonality, we have that
|D∩{c; d; &; '}|= |D∩{c; d}| =1; |D∩{a; b; &; '}|= |D∩{a; b}| =1;
|D∩{a; c; 
; '}|= |D∩{a; c}| =1 and |D∩{b; d; 
; '}|= |D∩{b; d}| =1:
This conveys necessarily that D= {a; b; c; d}, otherwise D= {a; b; c; d; e}, contradict-
ing the fact circe(M)= 4. In this way, we 3nd that C; Y; C1; C2; : : : ; C12 are 4-circuits
which also are 4-cocircuits of M |(C ∪Y ). On the other hand, we know that a standard
representative matrix for the binary matroid AG(3; 2) is


1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0


:
If the columns of the above matrix are labeled, in order, a; b; c; '; e; 
; &; d, it is
not diJcult to check that {a; b; '; &}, {a; b; e; 
}, {a; b; c; d}, {c; e; 
; d}, {a; c; '; 
},
{a; c; e; &}, {b; c; 
; &}, {b; c; '; e}, {a; '; e; d}, {a; 
; &; d}, {b; '; 
; d}, {b; e; &; d}, {'; e;

; &} and {c; '; &; d} are the circuits of AG(3; 2). So, M |(C ∪Y )= [M |(C ∪Y )]∗∼=
AG(3; 2):
Step 10: The matroid M\cl(C) does not have triangles.
We may assume, without loss of generality, that T = {a; b; d}, is a triangle of
M\cl(C) and that X = {a; b; c} is independent in this matroid. On the other hand, con-
sidering the connected Tutte-line L2 = {a; c}∪C, with canonical partition {{a; c}; {e; &};
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{
; '}}; we have that {a; b; c}, {e; &; b} and {
; '; b} are triads of M |(C ∪X ). Observe
that {b; d; e; &} and {b; d; 
; '} are 4-cocircuits of M |(C ∪{a; b; c; d}), by orthogonal-
ity with T . As C is an arbitrary 4-circuit, we can replace it by D= {a; c; e; &}. Now
since cl(D)=D in M |(C ∪X ), because M |(C ∪X )∼=F∗7 , we have that D does not
span any element of {b; 
; '}. Note that d =∈ cl(D), otherwise the 4-cocircuit {b; d; 
; '}
meets a circuit of M contained in D∪d exactly in {d}. We conclude that D does
not span any element of Z = {b; d; 
; '}. Therefore, by Step 9, Z contains a triangle
or M |(Z ∪D)∼=AG(3; 2). This last hypothesis is absurd, because the matroid AG(3; 2)
does not have triangles. Thus the possibilities for the triangle contained in Z are:
(i) {b; d; 
} or (ii) {b; d; '} or (iii) {b; 
; '} or (iv) {d; 
; '}. We know that (i)
and (ii) cannot happen, because every circuit of M |(C ∪{b; d}) has size four, by
Step 4. (iii) is not a triangle, since {a; b; c} is a triad of M |(C ∪X ) and |{b; 
; '}∩
{a; b; c}|=1. So, {d; 
; '} must be a triangle. This is absurd too, because d =∈ cl(C).
Therefore, E(M)\cl(C) does not contain a triangle of M .
Step 11: M\cl(C)∼=U3; n where n= |E(M)\cl(C)|.
This follows since r(M\cl(C))= 3, by Step 9, and M\cl(C) contains no triangles,
by Step 10.
Step 12: |E(M)\cl(C)|∈{3; 4}.
Consider the 5-subset {a; b; c; d; f}⊆E(M)\cl(C). We may assume, without loss
of generality, that {{a; b}; {e; 
}; {&; '}} is the canonical partition of the connected
Tutte-line {a; b}∪C. Then, by the proof of Step 9, it follows that the connected Tutte-
lines {a; b}∪C, {c; d}∪C, {c; f}∪C and {d; f}∪C have {e; 
} and {&; '} belonging
to their canonical partition. This gives a contradiction with Step 7 when applied to
X = {c; d; f}.
Now we conclude the proof of the theorem. By Step 12, it is enough to show that
cl(C)=C, because it will follow that |E(M)\C|∈{3; 4} and using Steps 7 and 9, then
M∼=F∗7 or M∼=AG(3; 2):
Suppose that there exists g∈cl(C)\C and let {a; b; c} be an independent 3-subset
of E(M)\cl(C). Consider the connected Tutte-line L1= {a; b}∪C whose canonical
partition is {{a; b}; {e; 
}; {&; '}}: Take the circuit C1= {a; b; e; 
} of M . As
M |(C ∪{a; b; c})∼=F∗7 , by Step 7, we have that C1 does not span any element of
C∪{a; b; c}\C1 = {&; '; c} and therefore, either {&; '; c} or {&; '; c; g} is a cocircuit
of M |(C ∪X ∪{g}). In this last case, by Steps 9 and 11, we have that
M |(C1∪{&; '; c; g})∼= [AG(3; 2)]∗, which is absurd because C is a circuit of this ma-
troid and does not span any element of the matroid out of C. Thus {&; '; c} is a triad
of M |(C ∪X ∪{g}).
Now consider {e; 
; &} a base of C. As g∈cl(C), then {	; 
; &; g} is dependent.
Hence there exists a circuit C2⊆{e; 
; &; g}. Note that & =∈C2, since {&; '; c} is a triad
of M |(C ∪X ∪{g}) and {e; 
; &; g}∩ {&; '; c}= {&}. We conclude that C2 = {e; 
; g} is
a circuit of M . Now from considering the connected Tutte-line L2 =C ∪{a; c} whose
canonical partition can be taken, by Step 7, as {{a; c}; {e; &}; {
; '}}; we conclude
likewise that {
; '; b} is a triad of M |(C ∪X ∪{g}), which is a contradiction, by or-
thogonality, since C2 = {e; 
; g} is a circuit of M . Therefore, cl(C)=C:
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Corollary 1. Let M be a 3-connected matroid such that M ∼=AG(3; 2) and M ∼=F∗7 .
If r(M)= 4, then circ(M)= 5.
Proof. This is a straightforward consequence of Theorem 8.
We have constructed every connected matroid M with circ(M)65, with the
exception of those with circ(M)= 5 and r(M)= 5 which shall be done elsewhere. In
Proposition 1, we characterize those with circ(M)= 3. Those matroids with circ(M)∈
{4; 5} and which are not 3-connected are described in Propositions 3 and 4. While the
3-connected matroids M with circ(M)∈{4; 5} and r(M)∈{3; 4} are con-
structed in Proposition 5 together with Theorem 8 and Corollary 1.
4. Removing circuits from matroids
Now we will improve the lower bound |E(M)| in Theorem 2, with the necessary
hypothesis r(M)¿3.
Proof of Theorem 5. From r(M)¿3 and Proposition 1 we have circ(M)¿4: Then
|E(M)|¿3r(M)− 1¿3r(M) + 3− circ(M):
This inequality and the fact that M ∼=U1;1 give by Theorem 4 that M has a circuit C
such that M\C is connected.
We denote by F the class of the connected matroids M satisfying |E(M)|¿
3r(M)− 3 which do not have a circuit C such that M\C is connected.
Proposition 6. If M ∈F then circ(M)65.
Proof. Suppose the contrary, M ∈F and circ(M)¿6. Let C′ be a circuit of M with
circ(M)= |C′|. Then,
|E(M)|¿3r(M)− 3=3r(M) + 3− 6¿3r(M) + 3− circ(M):
Thus, by Theorem 4, M has a circuit C disjoint from C′ such that M\C is connected
which is a contradiction, because M ∈F. We conclude that circ(M)65.
Lemma 6. Consider the connected matroid M=P(M1; M2; : : : ; Mk), where e is the
basepoint of the parallel connection, Mi∼=U2; ni and ni¿3, for every i∈{1; 2; : : : ; k}.
Then M has a circuit C such that e =∈C, M\C is connected and |E(M)\C|¿3, unless
either k =1 and |E(M)|65 or k =2 and n1= n2 = 3.
Proof. In the case ni¿6 for some i; say i=1, choose a circuit C of M1 such that
e =∈C. Observe that the matroid M1\C is connected and M\C =P(M1\C;M2; : : : ; Mk)
is also connected. Thus we can suppose that ni65, for every i.
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In the case k =1, there is nothing to prove. Suppose that k¿2. Let us show that
ni∈{3; 5}. If there exists an i∈{1; 2; : : : ; k} such that Mi∼=U2;4 and C is the triangle of
Mi which does not contain e, then M\C is connected. Thus, ni∈{3; 5}. First we will
consider the case k =2. If n1= n2 = 3, then |E(M)\C|62, for every circuit C of M . If
there exists i∈{1; 2} such that ni =5, then M\C is connected, for every circuit C of
M\e. Then consider the case k¿3. Choose a 4-circuit C of M , such that C =C1C2
with e∈Ci∈C(Mi) for i∈{1; 2}. Then M\C is connected.
Now we prove the main result of this paper.
Proof of Theorem 3. We know, by Proposition 6, that if M ∈F, then circ(M)65.
Therefore, to complete the proof of the Theorem, it is enough to study the simple
and connected matroids M with circ(M)65. Now, by Theorem 6, we have that if
M is 3-connected and r(M)¿6, then circ(M)¿6. Thus our problem is reduced
to studying simple and connected matroids which are not 3-connected and satisfy
circ(M)65.
Suppose that circ(M)= 5. By Proposition 4, there exist connected matroids
M1; H1; H2; : : : ; Hl, for l¿1, such that
(i) M=P(M1; H1; H2; : : : ; Hl)\X where X ⊆{e} and e is the basepoint of the parallel
connection, circe(M1)= 4 and Hi∼=U2; |E(Hi)|; for every i∈{1; 2; : : : ; l}; and
(ii) If M1 is not 3-connected, then there exist matroids K1; K2; : : : ; Kt , for t¿2 such
that M1=P(K1; K2; : : : ; Kt)\Y , where Y ⊆{f} and f = e is the basepoint of the
parallel connection and Kj ∼=U2; |E(Kj)|, for every j∈{1; 2; : : : ; t}.
Observe that
76r(M) = r(M1) + r(H1) + · · ·+ r(Hl)− (l+ 1− 1)
= r(M1) + 2l− l= r(M1) + l: (∗∗)
If l¿3 then H =P(H1; H2; : : : ; Hl) has a circuit C such that H\C is connected, e =∈C
and |E(H)\C|¿3, by Lemma 6. Thus M=P(M1; H)\X and M\C =P(M1; H\C)\X
is connected. Thus we can suppose that l62, otherwise the result follows. Note
that M1 is not 3-connected, otherwise, by Proposition 5 and Theorem 8, we have
that r(M1)∈{3; 4} and we 3nd a contradiction by (∗∗). Therefore, (ii) holds and
r(M1)= t + 1. By (∗∗), we have
76r(M)= r(M1) + l= t + 1 + l6t + 3:
Consequently t¿4. Suppose, without loss of generality, that e∈E(K1). Thus,
K =P(K2; : : : ; Kt) has a circuit C such that K\C is connected, f =∈C and |E(K)\C|¿3,
by Lemma 6. Therefore,
M=P(P(K1; K); H)\(X ∪Y )=P(P(K1; H); K)\(X ∪Y )
and M\C =P(P(K1; H); K\C)\(X ∪Y ) is connected.
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Now suppose that circ(M)= 4 and that M is not 3-connected. By Proposition 3,
there exist connected matroids H1; H2; : : : ; Hl, with l¿2, such that
M=P(H1; H2; : : : ; Hl)\X; where X = ∅ or X = {e};
with e∈E(Hi) and Hi∼=U2; |E(Hi)|, for every i∈{1; 2; : : : ; l}. Observe that
76r(M)= r(H1) + · · ·+ r(Hl)− (l− 1)=2l− l+ 1= l+ 1:
Consequently l¿6 and the result follows from Lemma 6.
We are left with the case circ(M)= 3. But by Proposition 1 this means r(M)= 2;
contradicting the hypothesis r(M)¿7:
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