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ORBIT EQUIVALENCE OF CANTOR MINIMAL
SYSTEMS AND THEIR CONTINUOUS SPECTRA
T. GIORDANO, D. HANDELMAN, AND M. HOSSEINI
Abstract. To any continuous eigenvalue of a Cantor minimal
system (X, T ), we associate an element of the dimension group
K0(X, T ) associated to (X, T ). We introduce and study the con-
cept of irrational miscibility of a dimension group. The main prop-
erty of these dimension groups is the absence of irrational values
in the additive group of continuous spectrum of their realizations
by Cantor minimal systems. The strong orbit equivalence (respec-
tively orbit equivalence) class of a Cantor minimal system associ-
ated to an irrationally miscible dimension group (G, u) (resp. with
trivial infinitesimal subgroup) with trivial rational subgroup, have
no non-trivial continuous eigenvalues.
1. Introduction
The study of orbit equivalence in measurable dynamics was initiated
by H. Dye [8], who proved in particular that any two ergodic probability
measure preserving transformations are orbit equivalent. Therefore
the spectrum of an ergodic probability measure preserving systems is
independent of its orbit equivalence class.
In topological dynamics, the study of orbit equivalence was initi-
ated by M. Boyle [1] and was developed for Cantor minimal systems
by T. Giordano, I. Putnam and C. Skau in [13] where the notion of
strong orbit equivalence was also introduced; the two notions of orbit
equivalence and strong orbit equivalence were characterized using two
dimension groups K0(X, T ) and K0m(X, T ) naturally associated to a
Cantor minimal system (X, T ). Since then, the study of topological
orbit equivalence has been very active (see for example [7], [11], [12],
[23], [24]).
The topological version of Dye’s theorem proved in [13], states that
a uniquely ergodic Cantor minimal system is orbit equivalent either
to an odometer or to a Denjoy system [13]. Odometers are rotations
on a Cantor set and therefore automorphic systems (that is, minimal
isometries on compact topological groups). Denjoy systems (in special
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cases they are known as Sturmian systems), are almost one to one
extensions of irrational rotations on the unit circle.
For a non-uniquely ergodic Cantor minimal system, (X, T ), the sit-
uation is more complicated as not every such system is orbit equivalent
to an almost automorphic system. Related to this phenomenon is the
nature of the spectra
Sp(T ) = {λ ∈ S1 : ∃ f ∈ C(X, C); f ◦ T = λf}
(in the literature often termed the continuous spectrum, a standard
object in operator theory meaning something completely different).
Recall (see [13], section 2.3) that for a Cantor minimal system (X, T ),
its associated pointed dimension group, (K0(X, T ), K0+(X, T ), [1X ]), is
a complete invariant for strong orbit equivalence.
Information about the relationship between (strong) orbit equiva-
lence class of Cantor minimal systems and their spectra can be derived
from the value group of their invariant measures on clopen sets, and
also from the rational subgroup, Q(K0(X, T ), [1X ]), of their dimension
group. In [23], Ormes proved that for any λ = e2piiθ in the spectrum of
a Cantor minimal system (X, T ) there exists f ∈ C(X, Z) such that
f − θ1X is a real coboundary. From Theorem 2.2, the function f can
be chosen to be the indicator function of a clopen set. Consequently,
for any 0 ≤ θ < 1, such that e2piiθ ∈ Sp(T ), there exists a clopen set
whose measure is θ with respect to all invariant probability measures
on X. Equivalently,
Sp (T ) ⊆
⋂
τ∈S(K0(X,T ), [1X ])
τ(K0(X, T )),
where S(K0(X, T ), [1X ]) denotes the set of normalized traces (states)
on K0(X, T ). This result has been recently stated in [4, Theorem 1.] as
well. (The reverse inclusion fails in general, as there are many uniquely
ergodic weakly mixing systems.)
Therefore, if a Cantor minimal system has an eigenvalue exp(2piiθ)
for some irrational θ, there will be an irrational number in the set of
values of its traces. But not all the irrational numbers which appear
in the intersection are eigenvalues for (X, T ). If the intersection con-
tains only rational numbers (the pointed dimension group is then called
irrationally mixing), there will be no irrational eigenvalues (the con-
verse fails), and when this occurs, it is relatively easy to decide when
all systems orbit or strongly orbit equivalent to it are weakly mixing.
This applies to various classes of simple dimension groups, for exam-
ple, if G has n > 1 pure traces, and either rank (G/Inf (G)) = n or
3if rank G = n + 1 and G is finitely generated (as an abelian group),
then all realizations of G by Cantor minimal systems cannot be even
Kakutani equivalent to a Cantor minimal system with irrational eigen-
values. There are large classes of such dimension groups already in the
literature.
The rational subgroup of a dimension group corresponds to the
rational part of the spectrum. Indeed, it was proved in [24] that
exp(2pii1/p) ∈ Sp (T ) if and only if 1/p ∈ Q(K0(X, T ), [1X ]). When
the system is weakly mixing, the rational subgroup is isomorphic to
Z (a rank one cyclic subgroup). We describe in Proposition 4.1 (resp.
4.3), strong orbit equivalent (resp. orbit equivalent) classes of Cantor
minimal systems which are weakly mixing.
Let (B, V ) be a Bratteli diagram whose associated dimension group
has a trivial rational subgroup. In Theorem 4.4, we show that there
exists a telescoping B˜ of B and a proper ordering on B˜ whose associated
Bratteli-Veshik system is weakly mixing.
1.1. Topological dynamical systems. A topological dynamical sys-
tem is a pair (X, T ) wherein X is a compact metric space and T is
a self-homeomorphism. A topological dynamical system is said to be
topologically transitive if there exists a point in X with dense orbit;
it is minimal when every point has dense orbit. Two dynamical sys-
tems (X, T ) and (Y, S) are conjugate if there exists a homeomorphism
h : X → Y such that h ◦ T = S ◦ h. If h is merely a continuous sur-
jection then (Y, S) is a factor of (X, T ) and the function h is called a
factor map, and (X, T ) an extension of (Y, S). An almost one to one
extension of a minimal system is an extension h : X → Y for which the
set of points with unique pre-image is residual in Y ; this is equivalent
to there being at least one point with unique pre-image.
By a Cantor system, we mean a topological dynamical system on
a totally disconnected metric space without isolated points. As an
example one may consider a subshift system [15]; let A = {1, . . . , `}
and Ω = AZ of all bi-infinite sequences on the finite alphabet A with
the product topology. Let (Ω, T ) be the topological dynamical system
defined by the left shift map. If X is any T -invariant closed subset of Ω,
(X,T ) is called a subshift. Substitutions are Cantor minimal subshifts.
Kronecker systems are minimal systems on a compact metric group;
examples include irrational rotations on the unit circle and odometers
on a shift space. The odometer associated to the sequence (a1, a2, . . . ),
ai ≥ 2 is the pair (X, T ) with X =
∏∞
n=1{0, 1, . . . , an−1} endowed with
the product topology and T is defined by addition of (1, 0, 0, . . . ) with
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carriage to the right. An almost one to one extension of a Kronecker
system is called an almost automorphic system.
A complex number λ = e2piiθ is a continuous eigenvalue for (X, T )
if there exists a continuous function f : X → S1 such that f ◦ T = λf ;
then f is said to be the corresponding eigenfunction for the system.
An eigenfunction is a factor map from X into the unit circle; this yields
a factor map onto the unit circle iff θ is an irrational number. The set
of all eigenvalues of (X, T ) is called its spectrum, denoted Sp (T ). This
is sometimes called the continuous spectrum, but this term has been
pre-empted by operator theory. Every topological dynamical system
has λ = 1 in its spectrum, and if (X, T ) is a minimal system and
Sp(T ) = {1}, then (X, T ) is weakly mixing.
Definition 1.1. Two Cantor minimal system, (X, T ) and (Y, S), are
orbit equivalent if there exists a homeomorphism F : X → Y such that
F (OT (x)) = OS(F (x)) for all x ∈ X.
When two systems are orbit equivalent, it follows from the definitions
that there exists an integer-valued function n : X → Z such that for
each point x in X, F (T (x)) = Sn(x)(F (x)), and similarly, there exists
a map m : Y → Z such that F (Tm(x)(x)) = S(F (x)). The maps m
and n are called orbit cocyles. Since the systems are minimal, the two
cocycles are uniquely defined.
Definition 1.2. Two Cantor minimal systems are strongly orbit equiv-
alent if there exists an orbit equivalence F such that the two orbit
cocycles m and n arising from F have at most one point of discontinu-
ity.
Definition 1.3. Let (X, T ) be a Cantor minimal system and U be a
clopen subset of X. The first return map TU : U → U is defined by
TU(x) = T
rU (x)(x) where ,
rU(x) = inf{n ∈ Z+ : T n(x) ∈ U}.
The new Cantor minimal system, (U, TU), is called the induced system
of (X, T ) with respect to U .
1.2. Ordered Bratteli diagrams. A Bratteli diagram is an infinite
directed graph which consists of a vertex set, V , and an edge set, E,
such that V , E are unions of countably many non-empty finite sets,
V = V0∪˙V1∪˙ · · · ; V0 = {v}, E = E1∪˙E2∪˙ · · · .
There are two maps, the range and the source, r, s : E → V , with
r(En) ⊂ Vn and s(En) ⊂ Vn−1. A vertex u ∈ Vn is connected to
v ∈ Vn+1 if there is an edge e ∈ E such that r(e) = u and s(e) = v.
5So for any n ∈ N, there is a |Vn| × |Vn−1| incidence matrix An.
Each aij thus counts the number of edges from vj ∈ Vn to vi ∈ Vn+1.
The diagram obtained by considering the vertices of Vn as the nodes
arranged horizontally in the nth level of a diagram. Then the ith node
in the nth level will be connected to the jth node in the n + 1st level
by aij edges.
Let {nk}∞k=0 be an increasing sequence of natural numbers with n0 =
0. We may telescope the diagram along this sequence, obtaining a new
one, by taking V ′ and E ′ to be the sets of vertices and edges such that
V ′k = Vnk , and choosing the incidence matrix between two consecutive
levels k′ and (k+1)′ to be A′k = AnkAnk+1 · · ·Ank+1 . A Bratteli diagram
is simple if it admits a telescoping such that all the resulting incidence
matrices have (strictly) positive entries. The matrices An yield a direct
limit partially ordered abelian group, known as the dimension group
(associated to the Bratteli diagram); see below.
Definition 1.4. An ordered Bratteli diagram, B(V, E, ≥), is a Bratteli
diagram (V, E) with a partial ordering ≥ on its edges such that two
edges e and e′ are comparable iff r(e) = r(e′); In other words, each
set r−1(v), v ∈ V \ V0, is linearly ordered. The edge with the biggest
(least) number in the ordering is called the max edge (min edge).
There is an induced ordering on any telescoped diagram. For any
two positive integers l and k with k < l, the set Ek+1 ◦ Ek+2 ◦ · · · ◦ El
running from Vk to Vl can be ordered as follows: (ek+1, ek+2, . . . , el) >
(fk+1, fk+2, . . . , fl) iff there exists some i with k + 1 ≤ i ≤ l such that
for all i < j ≤ l, ej = fj and ei > fi.
Let (V, E, ≥) be an ordered Bratteli diagram and XB denote the
associated infinite path space,
XB = {(e1, e2, · · · ) : ei ∈ Ei, r(ei) = s(ei+1); i = 1, 2, . . . }.
Two paths are cofinal if almost all their edges agree. The usual compact
topology on the path space XB has the set of cylinder sets as a basis,
where cylinder sets are of the form,
U(e1, e2, . . . , ek) = {(f1, f2, . . . ) ∈ XB : fi = ei, 1 ≤ i ≤ k}.
Equipped by this topology, XB is a compact Hausdorff space with
a countable basis consisting of clopen sets; it is called Bratteli com-
pactum. When (V, E) is a simple Bratteli diagram, then XB has no
isolated points, so is a Cantor set. Let XmaxB denote the set of all those
elements (e1, e2, . . . ) in XB such that each en is a maximal edge, and
define XminB analogously. An ordered Bratteli diagram is called prop-
erly ordered if (V, E) is a simple Bratteli diagram and XmaxB and X
min
B
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each contain only one element; when this occurs, the maximal and min-
imal paths are denoted xmax and xmin respectively. For any Bratteli
diagram, there exists an ordering which makes it properly ordered [21].
Let (V, E, ≤) be a simple properly ordered Bratteli diagram. The
Vershik (or adic) map is the (minimal) homeomorphism ϕB : XB →
XB wherein ϕB(xmax) = xmin, and for any other point (e1, e2, . . . ) 6=
xmax, the map sends the path to its successor [21]; in particular, let k be
the smallest number that ek is not a max edge, let fk be the immediate
successor of ek, and then ϕB(e1, e2, . . . ) = (f1, . . . , fk−1, fk, ek+1, ek+2, . . . ),
where (f1, . . . , fk−1) is the minimal edge in E1 ◦ E2 ◦ · · · ◦ Ek−1 which
has the same source as fk.
Using Kakutani-Rokhlin partitions for Cantor minimal systems, Her-
man, Putnam and Skau proved the following result.
Theorem 1.5. [21] Let (X, T ) be a Cantor minimal system. Then T is
topologically conjugate to a Vershik map on a Bratteli compactum XB
of a properly ordered Bratteli diagram (V, E ≤). Furthermore, given
x0 ∈ X we may choose the conjugating map f : X → XB so that f(x0)
is the unique infinite maximal path in (V, E ≤).
1.3. Dimension groups.
Definition 1.6. A unital (or pointed) partially ordered group is a triple
(G, G+, u) where
• G is an abelian group,
• G+ is a subset of G such that
G+ ∩ (−G+) = {0}, G+ +G+ ⊆ G+, G+ −G+ = G,
• u is an element of G+ such that for any g ∈ G there exists
n ∈ Z+ such that (nu− g) ∈ G+.
A partially ordered group is a dimension group if
• (G,G+) is unperforated : if g ∈ G and ng ∈ G+ for some n ∈ N,
then g ∈ G+.
• (G, G+) satisfies the Riesz interpolation property: if g1, g2, h1, h2 ∈
G and gi ≤ hj, i, j = 1, 2, then there exists a g ∈ G such that
gi ≤ g ≤ hj for all i, j.
A subgroup J of the dimension group G is called an order ideal if
J = J+−J+, where J+ = J∩G+ with the property that 0 ≤ a ≤ b ∈ J
implies a ∈ J . A dimension group is called simple if it has no non-trivial
order ideal. In a simple dimension group, any u ∈ G+ \ {0} is an order
unit [21].
7A homomorphism p : G → R is a state (or normalized trace) if
p(G+) ≥ 0 and p(u) = 1. The collection of all (normalized) traces on
G is a compact convex subset of RG denoted by S(G, u).
Recall that an element g of a partially ordered group G (with an
order unit u) is infinitesimal if −u ≤ g ≤ u, for all 0 <  ∈ Q. The
set of all infinitesimals of G constitutes the infinitesimal subgroup of
G, denoted Inf (G).
The rational subgroup of a simple dimension group (G, G+) with
order unit u is
Q(G, u) := {g ∈ G : ∃p ∈ Z, n ∈ N such that pg = nu}.
Let (G, u) be a simple noncyclic dimension group. Recall [9] that
the double dual map g 7→ gˆ, where gˆ(τ) = τ(g), is an order preserving
affine representation, G→ Aff(S(G, u)).
For (G, u), a countable unperforated partially ordered abelian group
with order unit, let J(G, u) dente the subgroup of G given by
J(G, u) = {g ∈ G : gˆ is constant}
and I(G, u) be the subgroup of R defined as
I(G, u) =
⋂
τ∈S(G, u)
τ(G).
For any g ∈ J(G, u) let Φ(g) be the real number given by gˆ(τ), for any
(all) τ ∈ S(G, u).
Proposition 1.7. Let (G, u) be a countable unperforated partially or-
dered abelian group with order unit. Then
{τ ∈ S(G, u); ker τ = Inf G}
is a dense Gδ in S(G, u).
Proof. For each g ∈ G \ Inf G, define Ug := {σ ∈ S(G, u) |σ(g) 6= 0} =
(gˆ−1(0))c. This is clearly open in S(G, u), and is also dense: take any
element τ ∈ S(G, u) with τ(g) = 0, since g 6∈ Inf G, there exists σ ∈
S(G, u) such that σ(g) 6= 0 [16]; then φn := (1/n)σ + (1− 1/n)τ → τ ,
and φn(g) 6= 0, so φn ∈ Ug.
As S(G, u) is compact, ∩g∈G\InfGUg is a dense Gδ, and this is precisely
the set of traces τ with ker τ = Inf G. 
8 T. GIORDANO, D. HANDELMAN, AND M. HOSSEINI
Corollary 1.8. Let (G, u) be a countable unperforated partially ordered
abelian group with order unit u. Then⋂
τ∈S(G,u)
τ(G) = {λ ∈ R | ∃g ∈ G such that gˆ = λ1}.
Proof. The right side is clearly contained in the left. Suppose α belongs
to the left side but not the right. By Proposition 1.7, there exists a
trace τ ∈ S(G, u) such that ker τ = InfG. There exists g ∈ G such that
τ(g) = α. Since α does not belong to the right side, gˆ is not constant,
so there exists σ ∈ S(G, u) such that σ(g) 6= α.
Let F be the subfield of R generated by τ(G)∪σ(G); this is countable,
so there exists β in the open interval (0, 1) such that {1, β} is linearly
independent over F . Set φ = βτ + (1 − β)σ. As α belongs to the
left side, there exists h ∈ G such that φ(h) = α. This yields α =
βτ(h) + (1 − β)σ(h), whence (τ(h) − σ(h))β + (σ(h) − α) = 0. As
σ(h), τ(h), and α = τ(g) belong to F , we deduce τ(h) = σ(h) = α.
Thus τ(g) = τ(h), so g − h ∈ InfG. Hence σ(g) = σ(h), and the
latter equals α, contradicting σ(g) 6= α. 
Corollary 1.9. If (G, u) is a simple dimension group, then we have
the following short exact sequence:
0 −→ Inf (G) −→ J(G, u) Φ−→ I(G, u) −→ 0.
Proof. The proof is a straightforward consequence of Corollary 1.8 and
the definitions of J(G, u), I(G, u), and Φ. 
Let (X, T ) be a Cantor minimal system and C(X, Z) be the abelian
group of all continuous integer-valued functions on X. Denote by
∂TC(X, Z) the subgroup of all elements, g, in C(X,Z) which can be
represented in the form g = f − f ◦ T for some f ∈ C(X, Z); an alter-
native notation is g = (I − T )f . Each element of ∂TC(X, Z) is called
an integer coboundary. Define K0(X, T ) = C(X, Z)/∂TC(X, Z) and
set K0+(X, T ) to be the semigroup of equivalence classes of nonnegative
functions, That is,
K0+(X, T ) = {[f ] : f ≥ 0}.
Denote by [1X ], the equivalence class of the constant function 1 on X.
Then
(K0(X, T ), K0+(X, T ), [1X ])
9is a simple non-cyclic dimension group. Moreover, any simple non-
cyclic dimension group, G, can be realized as K0(X, T ) for some Can-
tor minimal system (X, T ) [21, Theorem 6.2]. There is a bijective
correspondence between S(K0(X, T ), [1X ]) and MT (X), the space of
all invariant measures on (X, T ). For a Cantor minimal system (X, T ),
we have that {f : ∫ f dµ = 0 ∀ µ ∈MT (X)} is a subgroup of C(X, Z)
containing ∂TC(X, Z). Then
Inf (K0(X, T )) = {f :
∫
f dµ = 0 ∀ µ ∈MT (X)}/∂TC(X, Z)
and
K0m(X, T ) = C(X, Z)/{f :
∫
f dµ = 0 ∀ µ ∈MT (X)}.
Indeed, K0m(X, T ) = K
0(X, T )/Inf (K0(X, T )), and both K0(X, T )
and K0m(X, T ) are simple dimension groups (with the obvious order-
ings), the latter with order unit [1X ].
Theorem 1.10. [13] Two Cantor minimal systems, (X, T ) and (Y, S),
are orbit equivalent iff
(K0m(X, T ), K
0
m(X, T )
+, [1X ]) ' (K0m(Y, S), K0m(Y, S)+, [1Y ]).
Theorem 1.11. [13] Two Cantor minimal systems, (X, T ) and (Y, S),
are strongly orbit equivalent iff
(K0(X, T ), K0(X, T )+, [1X ]) ' (K0(Y, S), K0(Y, S)+, [1Y ]).
2. Spectra and real coboundaries
Let(X, T ) be a Cantor minimal system. If E(X, T ) denotes as in
[3], the subgroup of all real numbers θ that exp(2piiθ) ∈ Sp (T ), we
construct in this section an embedding Θ of E(X, T ) into K0(X, T )
(Corollary 2.6) and study properties of the image Θ(E(X, T )).
Recall that a continous function f : X → R is a real T -coboundary
if f = g − g ◦ T for some g ∈ C(X, R). Real co-boundaries were
characterized in [18] by Gottschalk & Hedlund and studied in particular
in [23] and [25].
The following lemma is well known, but as it plays an important role
in Theorem 2.2, we include a proof.
Lemma 2.1. Let X be a totally disconnected compact space, and sup-
pose that f : X → S1 is continuous. For every  > 0, there exists a
continuous function F : X → [−, 1] such that f = exp(2piiF).
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Proof. With suitable choice of analytic branches of the logarithm, for
each x ∈ X, there exists a neighbourhood Ux and a continuous func-
tion Ex : Ux → [−δ, 1 + η], δ, η ≥ 0, such that f(y) = exp(2piiEx(y)),
for y ∈ Ux. Then compactness of X yields a finite open covering
by {Ux(j)}j, and total disconnectedness yields a finite disjoint clopen
covering {Vj}nj=1 with Vj ⊆ Ux(j). To finish the proof, set F =∑n
j=1 χVjEx(j)|Ux(j). such that 
Let (X, T ) be a Cantor minimal system; as in [4], denote by E(X, T )
the subgroup of real numbers consisting of all θ such that exp(2piiθ) ∈
Sp (T ). This is the additive group of (continuous) eigenvalues.
Theorem 2.2. Let (X,T ) be a transitive topological dynamical system,
and suppose that X is totally disconnected. Then θ ∈ E(X, T ), 0 <
θ < 1, if and only if there exists a clopen set U = Uθ such that
1Uθ − θ · 1 is a real coboundary.
Moreover, for every µ ∈M(X, T ), µ(Uθ) = θ.
Proof. Let f be a continuous eigenfunction with respect to exp(2piiθ.
The function |f | is continuous and constant on orbits, at least one of
which is dense. By replacing f by f/|f | if necessary, we may assume
that |f | = 1. Choose 0 <  < min{θ, 1− θ} and write f = exp(2piiF)
by the previous lemma. Then for all x in X, there exists an integer
k(x) such that F(x)− F(Tx)) = −θ + k(x).
We have − ≤ F(T (x)) ≤ 1 and + θ < 1. Thus
−1 < −1 + (θ − ) ≤ k(x) ≤ + F(x) + θ < 2.
But k(x) is an integer-valued function, so k(x) ∈ {0, 1}; in addition,
k(x) = F(x)− F ◦ T (x) + θ is continuous. Hence k = 1U for a clopen
subset U of X.
For any invariant measure µ
µ(U) =
∫
X
1U dµ =
∫
X
k dµ =
∫
X
(F − F ◦ T + θ)dµ = θ.
The converse is straightforward. If 1U−θ·1 is a real coboundary, that
is an element of (1 − T )C(X,R), then λ := exp 2piiθ is an eigenvalue
of T . Explicitly, if 1U − θ · 1 = (1 − T )F where F is real-valued and
continuous, then we see
f := exp 2piiF = exp 2pii(F ◦ T + 1U − θ · 1)
= f ◦ T · 1 · λ−1.
Hence f ◦ T = λf .
In the case that θ = 1/q, we take F =
∑q−1
j=0 1T jUj/q. 
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Remark 2.3. Let (G, u) = (K0(X, T ), [1X ]). With the notation of
sections 2, 3, the conclusion of Theorem 2.2 can be rephrased as follows:
If θ ∈ E(X, T ) ∩ (0, 1), then there exists g ∈ G+ such that gˆ = θ · 1.
Let us say that a dynamical system has sufficiently many measures
if every nonempty open set has nonzero measure for at least one in-
variant probability measure. Every minimal system obviously has this
property.
Corollary 2.4. Let (X,T ) be a topologically transitive dynamical sys-
tem where X is totally disconnected space, and there are sufficiently
many T -invariant measures. If p and q are relatively prime positive in-
tegers such that θ = p/q ∈ E(X, T ) ∩ (0, 1), then there exists a clopen
set Uθ of X such that q[1Uθ ] = p[1X ] in K
0(X, T ).
Proof. Suppose that θ = p/q belongs to E(X, T ) ∩ (0, 1). For 0 <  <
1, set F := F. First assume that p = 1. Let U = Uθ be given by
Theorem 2.2. We claim that U, TU, . . . , T q−1U are pairwise disjoint.
To prove the claim, we have by the preceding, F −F ◦ T = 1U − θ and
F ◦ T − F ◦ T 2 = 1TU − θ. Also since f ◦ T 2 = λ2f , it follows that
F − F ◦ T 2 = 1V − 2θ for some clopen V . However, F − F ◦ T 2 =
(F −F ◦T ) + (F ◦T −F ◦T 2) = 1U + 1TU − 2θ, or 1U + 1TU = 1V ; this
forces U ∩ TU = ∅. The same reasoning may be applied to any pair of
iterates of T iU , 0 ≤ i ≤ q − 1, and the claim follows.
By the claim and the fact that for any invariant measure µ, µ(T iU) =
1/q, we have µ(∪q−1i=0T iU) = 1. Since sufficiently many measures exist,
X = ∪q−1i=0T iU . As 1T iU are all equivalent in K0(X,T ), it follows that
q[1U ] = [X].
If p 6= 1, there exists a positive integer s such that ps ≡ 1 mod q.
Then we can apply the previous to T s (we no longer need T s to be
topologically transitive, since we have already constructed a suitable
logarithm of f).

Lemma 2.5. Let (X, T ) be a topologically transitive Cantor system
and θ ∈ E(X, T ), 0 < θ < 1. If f, g are two continuous integer-valued
functions on X such that f−θ1 and g−θ1 are real valued coboundaries,
then f − g is an integer valued coboundary.
Proof. Let λ = exp 2piiθ. We have F = f − θ · 1 + F ◦ T and G =
g − θ · 1 +G ◦ T , F,G ∈ C(X, R) . As f is integer-valued, this yields
exp (2piiF ) = λ−1 exp (2piiF ◦ T ) = λ−1 exp (2piiF ) ◦ T.
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Hence exp (2piiF ) and (with similar arguments) exp (2piiG) are two
eigenfunctions for T with the same eigenvalue λ. As T is transi-
tive, they are proportional; hence there exists t ∈ [0, 1) such that
exp (2piiF ) = exp (2piit) · exp (2piiG). Therefore, h := F − G − t1 ∈
C(X, Z) and
∂Th = ∂TF − ∂TG = ∂T (F −G) = f − g
which proves the lemma.

For x ∈ R, let us denote by bxc (respectively dxe) the largest (re-
spectively, smallest) integer less (respectively larger) than x and recall
that {x} is the fractional part of x.
Corollary 2.6. Let (X, T ) be a Cantor minimal system. For each
θ ∈ E(X, T ), let Θ(θ) be defined by
Θ(θ) =

bθc[1X ] + [1U{θ} ] if θ ≥ 0,
dθe[1X ] + [1U{θ} ] if θ < 0.
Then Θ : E(X, T )→ K0(X, T ) is an injective homomorphism.
Proof. By Theorem 2.2 and Lemma 2.5, Θ is well-defined. Now we
prove that Θ : E(X, T )+ → K0(X, T )+ is a semigroup homomor-
phism. Recall first that if θ1 and θ2 are positive, then θ1 + θ2 =
bθ1 + θ2c + {θ1 + θ2}. So if 0 < {θ1} + {θ2} < 1, then {θ1 + θ2} =
{θ1} + {θ2} and bθ1 + θ2c = bθ1c + bθ2c. And if 1 ≤ {θ1} + {θ2} < 2
then bθ1 + θ2c = bθ1c+ bθ2c+ 1 and {θ1 + θ2} = {θ1}+ {θ2} − 1.
Therefore, to check that Θ : E(X, T )+ → K0(X, T )+ is a semigroup
homomorphism, it suffices to consider the following cases.
(1) If 0 ≤ θ1 + θ2 < 1. By Theorem 2.2, there exist clopen sets
Uθ1 , Uθ2 , Uθ1+θ2 and continuous real valued functions F1, F2 and
F such that 1Uθ1+θ2 = F − F ◦ T + (θ1 + θ2)1X and 1Uθi =
Fi − Fi ◦ T , i = 1, 2. So
1Uθ1+θ2 − (1Uθ1 + 1Uθ2 ) = (F − F1 − F2)− (F − F1 − F2) ◦ T
and therefore, 1Uθ1+θ2 − (1Uθ1 + 1Uθ2 ) ∈ (1 − T )C(X, R). So by
Lemma 2.5, [1Uθ1+θ2 ] = [1Uθ1 ] + [1Uθ2 ] in K
0(X, T ).
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(2) If 1 ≤ θ1 + θ2 < 2. Set θ = θ1 + θ2 − 1. By Theorem 2.2,
there exists clopen sets Uθ, Uθj , real valued functions Fj, j = 1, 2
and F such that for j = 1, 2, 1Uθj − θj1 = Fj − Fj ◦ T and
1Uθ − θ1 = F − F ◦ T . Then fj = exp(2piiFj), j = 1, 2 and
f = exp(2piiF ) are eigenfunctions with respect to θj and θ. As
f1f2f
−1 is eigenfunction with respect to the eigenvalue 1, there
exists t ∈ R such that exp(2piit)f1f2f−1 = 1 and therefore,
F1 + F2 − F − t ∈ C(X, Z). Then
1Uθ1 +1Uθ2−1Uθ−1X = (1−T )(F1+F2−F−t1) = (1−T )(F1+F2−F ).
Hence,
[1Uθ1 ] + [1Uθ2 ] = [1Uθ + 1] = [1X ] + [1Uθ ].
Therefore, if 0 ≤ {θ1}+ {θ2} < 1, then {θ1 + θ2} = {θ1}+ {θ2} and
bθ1 + θ2c = bθ1c+ bθ2c and by case 1) we have
(2.1) Θ(θ1 + θ2) = Θ(θ1) + Θ(θ2).
If 1 ≤ {θ1}+{θ2} < 2, then bθ1 + θ2c = bθ1c+ bθ2c+ 1 and {θ1 + θ2} =
{θ1}+ {θ2} − 1. Then by case 2), we will get (2.1).
Moreover, Θ(0) = [0]. So we have a semigroup homomorphism which
can be extended to a group homomorphism Θ : E(X, T )→ K0(X, T ).
Theorem 2.2 implies that the kernel of Θ is trivial. 
If (X, T ) is a Cantor minimal system and (G, u) = (K0(X, T ), [1X ]),
let us write (see Section 2,3) to simplify notation,
J(X, T ) = J(G, u), I(X, T ) = I(G, u).
Note that the group I(X, T ) is denoted by I(G, G+, u) in [4].
Then by Section 2.3, Theorem 2.2 and Corollary 2.6, E(X, T ) is a
subgroup of Im(Φ) = I(X, T ) and Θ(E(X, T )) ⊂ J(X, T ). Denoting
Φ−1(E(X, T )) by H(X, T ), we have the following corollary.
Corollary 2.7. Suppose (X, T ) is a Cantor minimal system. Then
the short exact sequence of abelian groups,
Inf (K0(X, T))−→H(X, T) Φ−→ E(X, T)
splits (positively).
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The following proposition, already stated in [13] and proved in [24],
is a consequence of Corollary 2.4 and Lemma 2.5.
Proposition 2.8. Let (X, T ) be a Cantor minimal system and let Θ
be the injective homomorphism defined in Corollary 2.6. Then
Θ(E(X, T ) ∩Q) = Q(K0(X, T ), [1X ]).
Proof. By Corollary 2.4, if θ = p/q ∈ E(X, T ), then there exists
a clopen set U such that q[1U ] = p[1X ]. So from the definition of
Q(K0(X, T ), [1X ]), the result follows from Corollary 2.6. 
Remark 2.9. For a Cantor minimal system (X,T ), the rational spec-
trum, E(X, T )∩Q is therefore invariant under strong orbit equivalence.
This was already observed in [13], [24].
Theorem 2.10. Let (X,T ) be a Cantor minimal system and Θ be as
in Corollary 2.6. Then K0(X, T )/Θ(E(X, T )) is torsion-free.
Proof. Let g ∈ K0(X, T ). Let us show that if ng ∈ Θ(E(X, T )) for
some n ∈ N then g itself belongs to Θ(E(X, T )). Since Θ(E(X, T )) is
totally ordered we can assume that ng is positive (otherwise, replace it
by −ng) and as K0(X, T ) is unperforated, g ∈ K0(X, T )+ \ {0}. By
the assumption, there exists θ ∈ E(X, T ) ∩ R+ such that ng = Θ(θ).
If θ ∈ Q, then by Proposition 2.8, ng ∈ Q(K0(X, T ), [1X ]), hence
g ∈ Q(K0(X, T ), [1X ]). By Proposition 2.8 again, g ∈ Θ(E(X, T )).
We can therefore assume θ /∈ Q and that there exists a proper clopen
set U of X such that ng = bθc[1X ] + [1U ] for some clopen subset U
such that 1U − {θ}1X is a real coboundary.
Suppose first that n > bθc. Then
ng = bθc[1X ] + [1U ] ≤ (n− 1)[1X ] + [1U ] ≤ n[1X ].
So, as K0(X, T ) is unperforated, 0 < g ≤ [1X ]. Moreover, ng 6= n[1X ]
which yields that g 6= [1X ] and by [16, Lemma 2.5], there exists a
proper clopen set V of X such that g = [1V ].
Thus n1V − bθc1X − 1U = G − G ◦ T , for some G ∈ C(X, Z). As
{θ}1X − 1U = F − F ◦ T for some F ∈ C(X, R), we have
1V − θ
n
1X = 1V − bθc+ {θ}
n
1X =
F +G
n
− F +G
n
◦ T
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which by Theorem 2.2 means that θ/n ∈ E(X, T ) and
Θ(θ/n) = [1V ] = g.
If n ≤ bθc, write bθc = kn + s with 0 ≤ s < n and k ≥ 1. As
ng = (kn+ s)[1X ] + [1U ], we have
n(g − k[1X ]) = s[1X ] + [1U ].
In particular, g − k[1X ] ≥ 0 and since s < n, the previous case implies
that g − k[1X ] ∈ Θ(E(X, T )). 
Let (X, T ) be a Cantor minimal system with Inf (K0(X, T)) = {0}.
Maintaining our notation, J(X, T ) ∼= I(X, T ); by Corollary 1.9, we
can identify I(X, T )/E(X, T ) with J(X, T )/Θ(E(X, T )).
Corollary 2.11 ([4], Theorem 1). Let (X, T ) be a Cantor minimal
system with Inf (K0(X, T)) = {0}.
Then the quotient group I(X, T )/E(X, T ) is torsion-free.
Proof. Let g ∈ K0(X, T ). If for some n ∈ N, there exists θ ∈ E(X, T )
with ng = Θ(θ), then for every τ ∈ S(K0(X, T ), [1X ]),
nτ(g) = τ(ng) = τ(Θ(θ)) = θ.
Hence g ∈ J(X, T ); so the torsion elements of K0(X, T )/Θ(E(X, T ))
and of J(X, T )/Θ(E(X, T )) are the same. By Theorem 2.10 and the
above identification, the corollary is proved. 
Remark 2.12. For the identification between J(X, T )/Θ(E(X, T ))
and I(X, T )/E(X, T ) to be true, Inf (K0(X, T)) has to be trivial. In
[4], an example of a Cantor minimal system for which neither Inf (K0(X, T))
nor the torsion subgroup of I(X, T )/E(X, T ) are trivial, is described.
3. Irrational miscibility
Let G be a simple dimension group. With notation and results of
Section 2, recall that we have for u ∈ G+ \ {0}, a short exact sequence
0→ Inf (G) −→ J(G, u) Φ−→ I(G, u) −→ 0
where J(G, u) = {g ∈ G : gˆ is constant } and Φ(g) = gˆ.
Definition 3.1. Let (G, u) be a non-cyclic simple dimension group.
We say that (G, u) is irrationally miscible if Φ(J(G, u)) ⊆ Q. More-
over, G is globally irrationally miscible if for all choices of order units
u, (G, u) is irrationally miscible .
The following is an immediate consequence.
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Proposition 3.2. Let (G, u) be a non-cyclic simple dimension group
with order unit u. Then (G, u) is irrationally miscible iff
⋂
S(G,u) τ(G) ⊂
Q.
Remark 3.3. In general, we cannot take the intersection over the set of
pure traces,
⋂
∂eS(G,u)
τ(G), as shown by the following drastic example.
Let K be the set of real algebraic numbers; this is a countable sub-
field of the reals. Equipped with the sums of squares ordering, this is
well-known (and easily proved) to be a simple dimension group and a
partially ordered ring with 1 as order unit, and its pure traces with
respect to the order unit 1 are given by r 7→ γ(r) where γ : K → K is
a Galois automorphism (we view the second copy of K as a subgroup
of the reals).
In particular, for every pure trace γ on (K, 1), we have γ(K) = K
(viewing the latter as a subgroup of R), and thus ∩γ∈∂eS(G,u)γ(K) = K.
However, ⋂
τ∈S(K,1)
τ(K) = Q.
It suffices to show {λ ∈ R | gˆ = λ1} = Q. Select g ∈ K; if gˆ = λ1,
then for every Galois automorphism, we have that γ(g) is the same
constant, λ; hence g belongs to the fixed point subgroup of the Galois
group, hence is a rational number.
If we replace the order unit 1 by any other order unit, the same
conclusions apply, as is easy to verify, since K is a field. Hence K with
the sums of squares ordering is globally irrationally miscible .
Of course, we can obtain a simpler example with quadratic squares
ordering. There are two pure traces, each has range K itself, but the
intersection over all the traces of their images is just Q, via the same
argument. The infinite-dimensional example is more interesting.
Before giving sufficient conditions for a non-cyclic simple dimension
group to be globally irrationally miscible , let us describe the implica-
tion of this property for dynamical systems.
Let (X, T ) be a Cantor minimal system and (G, u) = (K0(X, T ), [1X ]).
By results in section 3, we have
Θ(E(X, T )) ⊂ J(X, T ) and Φ ◦Θ(θ) = θ, ∀θ ∈ E(X, T ).
The condition ∩τ∈S(G,u)τ(G) ⊂ Q is not affected when we factor out
the infinitesimals from G. Therefore, if (K0(X, T ), [1X ]) is irrationally
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miscible , then the additive group of continuous eigenvalues of any
Cantor minimal systems orbit equivalent to (X, T ) is contained in Q.
Proposition 3.4. If G is a simple dimension group with a rational-
valued trace, then G is globally irrationally miscible .
Proof. Follows immediately from Proposition 3.2 above, since there
exists a trace τ such that τ(G) ⊂ Q, and renormalizations (changing
the order unit) do not affect this property. 
Recall that a matrix has equal column sums if all its column sums
are the same.
Corollary 3.5. Let {An} be a sequence of nonnegative integer matri-
ces, with equal column sum such that the direct limit G of An : Zf(n) →
Zf(n+1) is simple (and non cyclic). Then G is globally irrationally mis-
cible .
Proof. Let cn be the column sum of An. For a = [a(n), n] ∈ G and
c(n) =
∏
l≤n cl then τ(a) =
c(n)∑
n a(n)
defines a trace on G, and τ(G) ⊂
Q. 
Example 3.1. The condition of Corollary 3.5 applies when all the
matrices {An} are circulant. For example, let (B, V ) be the Brat-
teli diagram with |Vn| = 2 for all n ≥ 2 and for any n ≥ 1, An be
the symmetric matrix,
[
kn `n
`n kn
]
. By Corollary 3.5, the associated di-
mension group, G is irrationally miscible . Moreover, Inf (G) is trivial.
Therefore any Cantor minimal system (X, T ) with K0(X,T ) order iso-
morphic to G has only rational continuous eigenvalues.
Recall that for an abelian group H, rank H denotes the dimension
of the rational vector space H ⊗Q.
Proposition 3.6. Let G be a simple dimension group with n pure
traces, n > 1.
If either rank G/Inf (G) = n or both rank G/Inf (G) = n + 1 and
G/Inf (G) is finitely generated, then G is globally irrationally miscible
.
Proof. Let u be an order unit of G and {σi : 1 ≤ i ≤ n} be the set of
pure (normalized) traces on G. Let Gˆ denote both the (simple dimes-
nion) group G/Inf (G) and the dense image of G in Aff(S(G, u)) ' Rn.
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Let Φˆ denote the restriction to Gˆ of the map Φ from Aff(S(G, u))
to Rn−1, given by
Φ(f) = (σ2(f)− σ1(f), · · · , σn(f)− σ1(f)), f ∈ Aff(S(G, u)).
If (G, u) is not irrationally miscible , then there exists an irrational
number λ and g ∈ G such that gˆ = λuˆ. Then the ker Φˆ contains
both gˆ and uˆ, so has rank at least 2 and thus Im(Φˆ) has rank at most
rank (Gˆ)− 2.
As Φ is continuous and surjective, Φˆ(Gˆ) is dense in Rn−1 and there-
fore must be of rank at least n − 1. Hence, we obtain a contradiction
if rank (Gˆ) = n.
If rank (Gˆ) = n+ 1 and Gˆ is finitely generated, then we note that a
free dense subgroup of Rn−1 must have rank at least n, again reaching
a contradiction. 
If G is a simple dimension group with an order unit u, we denote (as
in the proof of the above proposition) by Gˆ both the (simple dimesnion)
group G/Inf (G) and the dense image of G in Aff(S(G, u)) ' Rn. Set
J = {gˆ ∈ Gˆ : gˆ is constant}.
Proposition 3.7. Let G be a simple dimension group with order unit
u such that rank (G/Inf G) < ∞. Let l be the number of pure traces
of (G, u). Then l ≤ rank (Gˆ) and rank (Gˆ/J) ≥ l − 1. If G itself has
finite rank, then
rank G ≥ rank J + l − 1;
and if G/Inf G is finitely generated, then rank G/J ≥ l.
Proof. Since Inf G ⊂ J, G/J ' (G/Inf G)/(J/Inf G), whence the for-
mer is of finite rank. Let {σ1, · · · , σl} be the set of pure traces of G and
let Φ : Aff(S(G, u)) → Rl−1 be given (as in th eproof of Proposition
3.6) by
Φ(f) = (σ2 − σ1(f), · · · , σl − σ1(f)), f ∈ Aff(S(G, u)).
Then Φ(G) is a dense subgroup of Rl−1, and as J ⊂ ker(Φ), Φ(G/J) is
isomorphic to a dense subgroup of Rl−1. Hence, rank (G/J) ≥ l − 1.
If G/Inf (G) is finitely generated, then rank (G/J) ≥ l (as a dense
subgroup of Rl−1 must have rank at least l).

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If (X, T ) is a Cantor minimal system and (G, u) = (K0(X, T ), [1X ]),
then by results in section 3, H(X, T ) = Θ(E(X, T )) ⊂ J(X, T ) and
therefore,
rank (E(X, T )) ≤ rank (J(X, T )).
If (X, T ) has n ergodic invariant measures, then the proposition above
yields
(3.1) rank (K0(X, T )) ≥ rank (E(X, T )) + n− 1
or
rank (K0(X, T )) ≥ rank (E(X, T )) + n
if K0(X, T ) is finitely generated.
4. Weak mixing Bratteli-Vershik systems
A topological dynamical system (X, T ) is weakly mixing if the prod-
uct system (X ×X, T × T ) is topologically transitive, or equivalently,
if for any two nonempty open sets U and V of X, the set N (U, V ) :=
{n ∈ Z : T nU ∩V 6= ∅} is thick [10]. Recall that a subset of Z is thick
if
∀ k ∈ N, ∃ n; n, n+ 1, · · · , n+ k ∈ N (U, V ).
By [27, Proposition 3], (X, T ) is weakly mixing if and only if for any
pair of nonempty open sets U and V there exist n ∈ N such that
n, n+ 1 ∈ N (U, V ).
Recall that for a minimal system, (X, T ), to be weakly mixing, it is
necessary and sufficient that its additive continuous spectrum E(X, T )
is equal to Z (see [15] for example).
We will denote by WM, the collection of weakly mixing Cantor
minimal systems.
For a simple dimension group (G, u), let SOE(G, u) denote the class
of Cantor minimal systems (X, T ) such that (K0(X, T ), [1X ]) is order
isomorphic to (G, u). Recall (see Theorem 1.11) that two Cantor min-
imal systems belong to SOE(G, u) if and only if they are strongly orbit
equivalent.
Similarly, for a simple dimension group (G, u) whose infinitesimals
subgroup is trivial, let OE(G, u) be the class of all Cantor minimal
systems (X, T ) such that (K0(X, T )/Inf (K0(X, T)), [1X]) is order iso-
morphic to (G, u). Two Cantor minimal systems belong to OE(G, u)
if and only if they are orbit equivalent (see Theorem 1.10).
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Proposition 4.1. Let (G, u) be a simple dimension group with or-
der unit u. If Q(G, u) = Z and (G, u) is irrationally miscible , then
SOE(G, u) ⊂ WM.
Remark. In other words, if (X, T ) is a minimal Cantor system such
that (K0(X, T ), [1X ]) is irrationally miscible and has trivial rational
spectrum, then (X, T ) is weakly mixing.
Proof. Let (X, T ) be a Cantor minimal system with (K0(X,T ), [1X ]) =
(G, u). As (G, u) is irrationally miscible and by Theorem 2.2, E(X, T ) ⊆
Q. So by Proposition 2.8, Θ(E(X, T )) = Q(G, u) = Z. 
The following theorem is a direct corollary of [24, Theorem 6.1].
Theorem 4.2. Let (G, u) be a simple dimension group whose rational
subgroup Q(G, u) is equal to Z. Then there exists a topologically weakly
mixing Cantor minimal system (X, T ) belonging to SOE(G, u).
Proof. Let (Y, ν, T ) be a measurable weakly mixing system on a Lebesgue
space. By [24, Theorem 6.1], there exists a Cantor minimal system
(X, S) with (K0(X, S), [1X ]) ' (G, u) and µ ∈ MS(X) such that
(X, S, µ) is isomorphic to (Y, ν, T ). In particular, E(X, S) = Z. 
Proposition 4.3. Let (G, u) be a simple non-cyclic dimension group
with trivial infinitesimal subgroup. If (G, u) is irrationally miscible and
Q(G, u) ⊂ Z then
OE(G, u) ⊂ WM.
Proof. Recall that by Proposition 3.2, if (H, v) is a simple non-cyclic
dimension group, then (H, v) is irrationally miscible if and only if
(H/Inf (H), [v]) is also irrationally miscible . Moreover, if x ∈ Q(H, v)
then the image [x] in H/Inf (H) belongs to Q(H/Inf (H), [v]).
Let (X, T ) be a Cantor minimal system belonging to OE(G, u).
Then (K0(X, T ), [1X ]) is irrationally miscible and
Θ(E(X, T )) ⊂ Q(K0(X, T ), [1X ]).
AsQ(K0(X, T ), [1X ]) = Z, it follows that (X, T ) is weakly mixing. 
In the rest of this section, we are going to prove that:
Theorem 4.4. Let B = (V, E) be a simple Bratteli diagram such that
Q(K0(V, E), [v0]) = Z. Then there exists a telescoping B˜ = (V˜ , E˜) of
B and a proper ordering on B˜ whose associated Bratteli-Vershik system
is weakly mixing.
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To prove this theorem, we will use Corollary 4.6 and Lemma 4.7.
The first one is a result of [24] which we prove for sake of complete-
ness. It gives a characterization of Bratteli diagrams whose associated
dimension group has a trivial rational subgroup. Lemma 4.7 gives a
technical characterization for a Bratteli-Vershik transformation to be
weakly mixing.
Lemma 4.5. Let (G, u) be a simple dimension group with order unit
u. Then its rational subgroup Q(G, u) is trivial if and only if The
equation nx = u is not solvable for any x ∈ G, x 6= u, and n ∈ Z.
Proof. If Q(G, u) = Z, then (1) is clearly satisfied. By Proposition 3.4,
we only have to prove that (1) implies Q(G, u) = Z.
If not, let x ∈ G such that px = qu with (p, q) = 1. As there exists
a, b ∈ Z with ap + bq = 1 we have bpx = bqu = (1 − ap)u. Hence,
p(bx+ au) = u, which contradicts (1). 
Lemma 4.5 forces a combinatorial property for any Bratteli diagram
B = (V, E) with K0(V, B) = G. That is Corollary 4.6.
Let B = (V, E) be a Bratteli diagram with
V = unionsqk≥0Vk, V0 = {v0}, Vk = {vk1 , vk2 , . . . , vkn(k)}.
For k ≥ 1 and 1 ≤ j ≤ n(k), let hki denote the number of (finite) paths
from v0 to vkj . We assume that hk = (h
k
1, . . . , h
k
n(k)) ∈ Nn(k).
Corollary 4.6. Let B = (V, E) be as above and K0(V, E) its asso-
ciated (simple) dimension group. Then Q(K0(V, E), [v0]) = Z if and
only if for all k ≥ 1, gcd(hk1, . . . , hkn(k)) = 1.
Lemma 4.7. Let (B, ≤) be a properly ordered Bratteli diagram such
that the minimal path emin = (e1, e2, . . . ) satisfies
r(ek) = v
k
1 , ∀k ≥ 1.
Then the associated Bratteli-Vershik system (XB, TB) is weakly mixing
if and only if the following condition C(4.7) is satisfied:
∀ k ≥ 1, ∃n; {n, n+ 1} ⊂ N (C(ek), C(ek)) C(4.7)
where C(ek) is the cylinder set defined by the finite path ek = (e1, . . . , ek).
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Proof. By [27, Proposition 3] condition C(4.7) is necessary. We prove
its sufficiency in two steps.
Step 1: Condition C(4.7) implies that
∀ k ≥ 1, ∀ a, b,∃n; {n, n+ 1} ⊂ N (C(a), C(b)), C1(4.7)
where a, b are two finite paths from v0 to vk1 .
To see this, let us first notice that if {n, n + 1} ⊂ N (C(ek), C(ek))
and 0 ≤ i ≤ hk1, then
{n+ i, n+ i+ 1} ⊂ N (C(ek), C(T i(ek))).
As for a, b ∈ E(v01, vk1), with a < b, there exists 0 ≤ i ≤ hk1 and
1 ≤ j ≤ hk1 − i such that a = T iB(ek) and b = T j+iB (ek), condition
C1(4.7) follows.
Step 2: Condition C1(4.7) implies that (XB, TB) is weakly mixing.
As the cylinders form a basis for the topology on XB, it is enough
to show that for any two cylinder sets U and V , N (U, V ) contains
two consecutive integers. Then for k large enough there exist two
finite paths a, b ∈ E(v0, vk1) such that C(a) ⊂ U and C(b) ⊂ V . As
N (C(a), C(b)) ⊂ N (U, V ), step 2 is proved.

Let us recall that if {h1, h2, . . . , hn} is a set of n positive integers
having greatest common divisor one, then for every integer m bigger
than (min(hi) − 1)(max(hi) − 1), there exist x1, x2, . . . , xn ∈ Z+ such
that m =
∑n
j=1 xjhj. This result was proved in 1935 by I. Schur, but
not published until 1942 by A. Brauer [2]. This will be used in the
proof of Proposition 4.4.
Proof of Theorem 4.4.
Let B = (V, E) with V0 = {v0} and Vk = {vk1 , . . . , vkn(k)}. By
Lemma 4.6 and Schur’s result, there exist for each k ≥ 1, some `k ∈ N
and xk1, . . . , x
k
n(k) ∈ N ∪ {0} such that
(4.1) `kh
k
1 + 1 =
n(k)∑
j+1
xkjh
k
j ; x
k
j ≥ 0.
By induction, we can construct a sequence
1 = k1 < k2 < k3 < · · ·
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such that
#e(vkm1 , v
km+1
1 ) > `km + x
km
1 ,
#e(vkmj , v
km+1
1 ) > x
km
j , 2 ≤ j ≤ n(km).
where for p < q, #e(vpj , v
q
i ) is the number of finite paths from v
p
j to v
q
i .
So by telescoping the diagram along the sequence (km)m≥1, we can
assume that for every k ≥ 1, (4.1) holds and
#e(vk1 , v
k+1
1 ) > `k + x
k
1,
#e(vkj , v
k+1
1 ) > x
k
j , 2 ≤ j ≤ n(k).
To complete the proof of the theorem, we define an ordering ≤ on
B = (V, E) satisfying condition C(4.7) and such that (B, ≤) is prop-
erly ordered. For k ≥ 1 and 2 ≤ j ≤ n(k + 1), we order the edges of
r−1(vk+1j ) from left to right. To describe the linear order on r
−1(vk1),
let us introduce the following notation.
For 1 ≤ j ≤ n(k), let maxki = #e(vki , vk+11 ) and
e(vki , v
k+1
1 ) = {e(i, j) : 1 ≤ j ≤ maxki }.
Then the order on r−1(vk+11 ) is determined by ordering the pairs
{(i, j) : 1 ≤ j ≤ maxki , 1 ≤ i ≤ n(k)} as follows:
(1, 1) < (1, 2) < · · · < (1, `k + xk1) <
(2, 1) < (2, 2) < · · · < · · · < (2, xk2) <
...
(n(k), 1) < (n(k), 2) < · · · < (n(k), xkn(k)) <
(1, `k + x
k
1 + 1) < · · · < (1, maxk1) <
(2, xk2 + 1) < · · · < (2, maxk2) <
...
(n(k), xkn(k) + 1) < · · · < (n(k), maxkn(k)).
It is easy to check that with this ordering (B, ≤) is properly ordered
with a single min path (resp. max path) going through vk1 (resp. v
k
n(k))
for all k ≥ 1.
To finish the proof, let us verify that condition C(4.7) is satisfied.
Let e = (e1, e2, . . . ) be the minimal path of XB. Then by the above
definition of the ordering on B, en ∈ e(vn−11 , vn1 ) is equal to en(1, 1). So
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e belongs to the cylinder set C(ek), where ek = (e1, e2, . . . , ek). Since
#e(v0, vk1) = h
k
1,
T
`kh
k
1
B (e) = (e1, e2, . . . , ek, ek+1(1, `k + 1), . . . ) ∈ C(ek)
and therefore,
`kh
k
1 ∈ N (C(ek), C(ek)).
Let a = (e1, . . . , ek, ek+1(1, `k + 1), . . . ) ∈ C(ek). By (4.1),
T
`kh
k
1+1
B (a) = (e1, . . . , ek, ek+1(1, `k + x
k
1 + 1), . . . )
also belongs to C(ek) and therefore, condition C(4.7) is verified.

We adopt the following notation for Proposition 4.8.
• Σk = {paths from v0 to vki ∈ Vk, i = 1, . . . , n(k)}.
• ΣZk = shift space with the finite alphabet Σk.
• pik : XB → Σk truncation map, restricts each infinite path of
XB to its first k coordinates.
• Yk = {(pik(T nBx))n∈Z : x ∈ XB} ⊆ ΣZk .
• Sk is the shift map on Yk.
It is well-known that pik is a factor map and (XB, TB) is an extension
of (Yk, Sk).
Proposition 4.8. Let (B, ≤) = (V, E, ≤) be a properly ordered Brat-
teli diagram and (XB, TB) the associated Bratteli-Vershik system. With
the above notation, (XB, TB) is weakly mixing if and only if (Yk, Sk)
is weakly mixing for all k ≥ 1.
Proof. If (XB, TB) ∈ WM then (Yk, Sk) ∈ WM as pik is a factor
map. Conversely, it is enough to observe that for any two cylinder
sets U = [e1, · · · , ek] and V = [f1, · · · , fk] of XB, N (U, V ) is thick.
Let us denote by U˜ (resp. V˜ ) the cylinder of Yk given by U˜ = {y ∈
Yk; y0 = (e1, . . . , ek)} (resp. V˜ = {y ∈ Yk; y0 = (f1, . . . , fk)}). If
(Yk, Sk) ∈ WM then N (U˜ , V˜ ) is thick, and therefore N (U, V ) has
the same property. 
One class of examples of simple dimension groups satisfying both
the conditions of Proposition 4.1 occurs when we combine the gcd= 1
condition with Corollary 3.5.
For example, let G be an extension, Z → G → Z[1/3] with the
strict ordering induced by the map to Z[1/3]; an easy example is the
stationary direct limit implemented by the matrix ( 2 11 2 ); this yields a
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non-split extension. By choosing an element u ∈ G+, not an integer
multiple of any other elements of G, Q(G, u) = Z. Moreover, the
unique state τ of G, u) satisfies τ(G) ⊂ Q. By Corollary 3.5 and
Proposition 4.1, SOE(G, u) ⊂ WM.
On the other hand, G/Inf G is isomorphic to Z[1/3], so (X,T ) is
orbit equivalent to the 3-odometer, which is not weakly mixing. Recall
that by [13, Corollary 2], any uniquely ergodic Cantor minimal system
is orbit equivalent to a minimal Cantor system which is a Denjoy’s or
an odometer, hence is not weakly mixing.
However, when the system is not uniquely ergodic, somewhat more
interesting phenomena can occur and we may have a system which is
not even orbit equivalent to a non-weakly mixing system. For instance,
if we consider G to be the direct limit implemented by the matrices(
kn ln
ln kn
)
, n ≥ 1, then Inf (G) is trivial and by Proposition 3.4 there
exists a rational valued trace on it. It is not hard to choose a sub-
diagram which satisfies the gcd= 1 condition as well. Then by Corollary
4.3 any Cantor minimal system orbit equivalent to the Vershik system
associated to this sub-diagram, is weakly mixing.
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