Abstract. We rigorously state and prove properties previously used to ilustrate non-uniqueness of some generalized physical quantities. This fact imposes peculiar constraints to the mathematical functions that can be used to represent such quantities.
Introduction
During the last decades many attempts have been made in order to explain and formalize mathematically a large set of phenomena that, at first glance, are not well described by traditional theories. Among those attempts we can find the whole theory of selforganized criticallity (that now seems to be over at least in the criticallity part) and some statistical theories. Probably the most popular in recent years has been the Daróczy-like entropy (Daróczy 1970) , and its correponding Statistical Mechanics formalism known as Tsallis entropy (Tsallis 1988) :
where W is the total number of configurations, p i are the associated probabilities and k B is some suitable constant. It is based in a special parameter q, which is adjusted to the phenomena the theory tries to represent. When q → 1 the Boltzmann entropy is obtained. In Papa (1998), an inverse formalism was applied to find the limit when q → 1. In this way, an infinite set of entropies(and consequentely Statistics) of the same type was found. The necessity of a deeper criteria to choose a formalism to represent physical systems was pointed out. In particular, it was shown that for the special functional form of equation (1), integrating an infinite number of times the numerator and the denominator separately leads to the same result as differentiating once (i.e., to apply the replica trick or, even simpler, L'Hôpital's rule). So, letting the number of integrations go to infinity, we achieve a limit that is independent of the parameter q, without considering the limit of q approaching some specific value. The aim of this paper is to state and prove a general Lemma providing general conditions to apply this technique.
The lemma
For a real continuous function f : R → R and a point x 0 ∈ R, we denote by I f n (x) the sequence of functions defined inductively as follows:
To keep the notation as simple as possible, we do not write explicitely the dependence of the sequences of functions above on the point x 0 . The point used as lower limit of integration should be obvious in what follows. We use the usual notation f (j) (x) to denote the j-th derivative of f (x). With this basic notation, we can state the lemma:
uniformily in V \{x 0 }, where the sequences of functions I n are constructed using x 0 as the lower limit of integration.
Proof: Since f and g are analytic in V, we have for
Since both series converge uniformly, we can integrate term by term to get
