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High energy hard scattering in large Nc limit can be described by the QCD dipole model. In this
paper, single, double and triple BFKL pomeron exchange amplitudes are computed explicitly within
the dipole model. Based on the calculation, the general formula γ
(k)∗
0 = χ
−1
`
kχ
`
1
2
´´
which governs
the anomalous dimension of 1 ⇒ k amplitude is conjectured. As far as the unitarity problem is
concerned, we find that the anomalous dimension γ varies from graph to graph due to the DGLAP
evolution. In the end, a comparison between this computation and reggeon field theory is provided.
PACS numbers: 12.38.Cy; 11.10.Hi; 11.55.Bq
I. INTRODUCTION
High energy QCD small-x evolution of hadron can be described by the Balitsky-Fadin-Kuraev-Lipatov (BFKL)
Pomeron[1, 2, 3]. BFKL pomeron should be relevant for describing the exponential growth of scattering amplitudes
with respect to rapidity. More than a decade ago, the dipole picture of pomeron was discovered by Mueller et al[4, 5, 6],
and the exact equivalence[7] between the color dipole model and the BFKL pomeron result was verified several years
later. Onium-onium scattering at high energy is used to describe this dipole picture of high energy hard scattering
in large Nc limit. Supposing that M , the mass of the onium, is large enough to justify the fixed coupling calculation,
one can find that the onium-onium scattering cross section at single pomeron exchange level behaves as
σ ∼ xx′α2 exp [(αP − 1)Y ] (1)
where x, x′ are the sizes of the interacting onia, Y = ln sM2 and αP − 1 = 8αCF ln 2pi with CF =
N2c−1
2Nc
⇒ Nc2 in large Nc
limit. Besides the exponential growth of the cross section, one also gets the anomalous dimension γ = 12 as a result
of σ being proportional to xx′.(The shift of the exponents of x2 and x′2 from 1 is called the anomalous dimension of
the BFKL pomeron.)
On the other hand, single pomeron exchange amplitude violates the unitarity and the Froissart bound at extremely
high energy. Multiple exchanges of pomerons (here we mean pomeron loops) should be able to reduce the growth
rate of the amplitudes, and eventually unitarize it at high energy. Within the dipole model, Kovchegov equation[8], a
nonlinear evolution equation, is derived by re-summing the fan diagrams(i.e., multiple pomeron exchanges in dipole-
nucleus scattering). Recently, there has been a lot of development[9, 10, 11, 12, 13, 14, 15, 16] in high-energy QCD
evolution. Evolution equations which include pomeron loops are derived[17, 18, 19, 20, 21, 22] and utilized to QCD
phenomenology(e.g., see [23, 24, 25, 26].). As far as the unitarity problem is concerned, one has to integrate over
rapidity and stretch the pomeron loops as large as possible in rapidity space in order to obtain the maximum leading
order loop amplitudes. Meanwhile, the anomalous dimensions of pomeron loops are determined by the lower and
upper pomerons with infinitesimal rapidity length. Assuming that only one pomeron can interact with the target
or projectile onia, these two pomerons then connect the target onium and projectile onium, respectively. In spite of
having the same characteristic function as other large rapidity pomeron, these two pomeron, however, give rise to
different value of anomalous dimensions to the loop amplitudes[5, 6, 27].
As building blocks of pomeron loops, 1 ⇒ 2 amplitude as well as triple pomeron vertex, which features dipole
pair correlation in onium states, has been studied extensively[5, 27, 28, 29, 30, 31, 32]. One can easily obtain the
anomalous dimension of one loop amplitudes by calculating the 1 ⇒ 2 amplitude n(2)Y since the one loop diagram
is just nothing but square of 1 ⇒ 2 by hooking them in the middle of the rapidity. Following the same reason, the
1 ⇒ 3 amplitude indicates the anomalous dimension of two loop amplitudes. The objective of this paper is then to
investigate the 1⇒ 2 and 1⇒ 3 amplitudes explicitly after integrating the rapidity from 0 to the maximum rapidity
of the system Y , and then generalize the results to 1⇒ k amplitudes.
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2In this paper, in the way described above, we explicitly calculate the anomalous dimensions of the single, double
pomeron and triple pomeron exchange amplitudes in QCD dipole model in the leading logarithmic approximation.
In addition to the usual pomeron anomalous dimension 12 , we find that γ
(2)∗
0 = 0.18 and γ
(3)∗
0 = 0.12 for double
and triple pomeron exchange amplitude, respectively. The anomalous dimension γ
(2)∗
0 = 0.18 of one loop amplitude
is not new, and it has been obtained in ref. [5, 6, 27]. The anomalous dimension of the triple pomeron exchange
amplitude γ
(3)∗
0 = 0.12 is new and is given by Eqs. (79) and (80). Based on the calculation, the general formula
γ
(k)∗
0 = χ
−1 (kχ ( 12)) which governs anomalous dimensions of 1⇒ k amplitude is conjectured in the region ln2 (qρ)≪
14αCF ζ(3)
pi Y and ρ
2q2 ≪ 1, where ρ stands for all dipole sizes and q represents all momentum scales.
The paper is organized as follows: we start with the computation on single pomeron exchange amplitude in onium-
onium scattering and discussion on the DGLAP evolution in double logarithmic limit, then calculate the double
and triple pomeron exchange amplitudes, which are then followed by the generalization to 1 ⇒ k amplitude and a
comparison with the reggeon field theory, as well as conclusions.
II. THE DIPOLE DENSITY IN THE QCD DIPOLE MODEL.
A. Single BFKL pomeron exchange in onium-onium scattering.
In order to be intuitive and complete, let us first sketch the well-known single pomeron exchange amplitude in
onium-onium scattering. Following [5, 7, 28], the distribution of dipoles in an onium state in coordinate space reads,
n
(1)
Y
(
ρ0ρ1; ρa0ρa1
)
=
∞∑
n=−∞
∫
dν
2ν2 + n2/2
π4
∫
dω
2πi
eωY
ω − ω (n, ν) (2)
× 1
ρ2a
∫
d2ργE
h,h
(
ρ0γ , ρ1γ
)
Eh,h∗
(
ρa0γ , ρa1γ
)
where all the coordinates ρ are complex coordinates in the two dimensional transverse space,
−→ρ = (ρx, ρy) (3)
ρ = ρx + iρy and ρ = ρx − iρy (4)
Eh,h
(
ρ0γρ1γ
)
is the eigenfunction of the SL (2, C) group, and
Eh,h
(
ρ0γρ1γ
)
= (−1)n
(
ρ01
ρ0γρ1γ
)h(
ρ01
ρ0γρ1γ
)h
, (5)
Eh,h∗
(
ρ0γρ1γ
)
= E1−h,1−h
(
ρ0γρ1γ
)
, (6)
with ρa = ρa0 − ρa1 , ρ10 = ρ0 − ρ1 and
h =
1− n
2
+ iν
h =
1 + n
2
+ iν. (7)
We define
ω (n, ν) =
4αCF
π
[
ψ (1)− 1
2
ψ
(
1 + |n|
2
+ iν
)
− 1
2
ψ
(
1 + |n|
2
− iν
)]
, (8)
where ψ (x) is the digamma function. For fixed values of ν, one can easily find that ω (0, ν) is always larger than ω (n, ν)
with nonzero values of n. Thus, as one can find in later discussions, the n = 0 contribution corresponds to the dominant
pomeron trajectory with a positive intercept, and n 6= 0 parts correspond to sub-dominant reggeon trajectories with
intercepts being equal to or less than 0. For convenience, we also define χ (ν, n) = ψ (1) − 12ψ
(
1+|n|
2 + iν
)
−
1
2ψ
(
1+|n|
2 − iν
)
, where χ (ν, n) is a real function of ν which is analytic in the strip − 1+|n|2 < Im ν < 1+|n|2 . For real
value of ν, χ (ν, n) is symmetrical with respect to ν = 0, and it has a global maximum value at ν = 0.
3According to the Fourier transform of Eh,h
(
ρ0γρ1γ
)
,
Eh,h
(
ρ0γρ1γ
)
= Eh,h
(
R+
1
2
ρ,R− 1
2
ρ
)
=
bn,ν |ρ|
2π2
∫
d2q
(2π)
2 e
−iqREn,νq (ρ) , (9)
with R = 12 (ρ0 + ρ1)− ργ , ρ = ρ0 − ρ11 and
bn,ν =
π324iν
|n| /2− iν
Γ (|n| /2− iν + 1/2)Γ (|n| /2 + iν)
Γ (|n| /2 + iν + 1/2)Γ (|n| /2− iν) . (10)
One can get rid of the impact parameter dependence and define n
(1)
Y in momentum space,
n
(1)ρ,ρa
Y,q,qa
=
∫
d2rd2rae
iqr+qaran
(1)
Y
(
ρ0ρ1; ρa0ρa1
)
(11)
=
∞∑
n=−∞
∫
dν
2ν2 + n2/2
π4
1
ρ2a
4π2δ(2) (q − qa)
×
∫
dω
2πi
eωY
ω − ω (n, ν)
bn,νb
∗
n,ν |ρρa|
(2π2)
2 E
n,ν
q (ρ)E
n,ν∗
qa (ρa) , (12)
where r = 12 (ρ0 + ρ1) and ra =
1
2
(
ρa0 + ρa1
)
. At very large rapidity Y , the term corresponding to n = 0 dominates
the exponent since ω (0, ν) is greater than other ω (n, ν). Thus, all the contributions of sub-dominant trajectories
(contributions from nonzero n) can be neglected. Therefore, defining n
(1)ρ,ρa
Y,q,qa
= n
(1)ρ,ρa
Y,q 4π
2δ(2) (q − qa) , and noting
that
b0,ν |ρ|
2π2
E0,νq (ρ) =
∫
d2ReiqR
[
ρ∣∣R− ρ2 ∣∣ ∣∣R+ ρ2 ∣∣
]1+2iν
, (13)
one gets
n
(1)ρ,ρa
Y,q ≃
∫
dν
2ν2
π4
1
ρ2a
b0,νb
∗
0,ν |ρρa|
(2π2)
2 E
0,ν
q (ρ)E
0,ν∗
q (ρa) exp [ω (0, ν)Y ] , (14)
≃ 1
2
|qρ|
|qρa|
e (ρ, q) e (ρa,−q)
exp [(αP − 1)Y ] exp
[
− pi ln2(ρ/ρa)28αCF ζ(3)Y
]
(7αζ (3)CFY )
3/2
, (15)
with the famous BFKL pomeron intercept αP − 1 = 8αCF ln 2pi , and qρ and qρa being much smaller than 1. In
arriving at the above result, we have used saddle point approximation and assumed that diffusion approximation
ln2 (ρ/ρa)≪ 14αCF ζ(3)pi Y is valid, and have defined
e (ρa, qa) =
1
2π
∫
d2R exp (iqaR)
1∣∣R− ρa2 ∣∣ ∣∣R+ ρa2 ∣∣ . (16)
It is straightforward to see that the saddle point approximation picks the dominant contribution of the
∫
dν integral
in the vicinity of ν = 0 which gives rise to the anomalous dimension of single BFKL pomeron: γ∗ = 12 + iν
∗ = 12 .
Furthermore, employing saddle point approximation, it is easy to find a general formula for the intercepts of all
reggeon trajectories(for all values of n): αn− 1 = 4αCFpi χ (0, n). For reader’s convenience, we list the first three sets of
intercepts in the following: α0− 1 = 2.77 2αCFpi , α±1− 1 = 0 and α±2− 1 = −1.23 2αCFpi . The n = 0 contribution gives
to the dominant pomeron trajectory with a positive intercept, and n 6= 0 parts correspond to sub-dominant reggeon
trajectories with intercepts being less than or equal to 0.
In addition, the single pomeron exchange amplitude between two onia with sizes ρ and ρ′ then scales as
F (1) (ρ, ρ′, q, Y ) ∝ (q2ρ2) 12 (q2ρ′2) 12
{
α2
exp [(αP − 1)Y ]
(7αζ (3)CFY )
3/2
}
. (17)
1 Hereafter, we use ρ as an abbreviation of above definition for ρ0 − ρ1.
4B. The DGLAP evolution.
In comparison, we would like to discuss another interesting limit of the one dipole amplitude. Other than the
extremely large Y rapidity limit, we now focus on the limit where ln
(
ρa
ρ
)2
≫ 4αCFpi Y and ln 1qρ ≫ 1 while Y is
relatively small. This calculation is useful to understand the new anomalous dimensions of dipole pair and triplet
densities found in later discussions. Therefore, one can cast the one dipole amplitude (Eq.(14)) into the form,
n
(1)ρ,ρa
Y,q ≃
∫
dν
1
2π2
|ρρa|
ρ2a
E0,νq (ρ)E
0,ν∗
q (ρa) exp [ω (0, ν)Y ] , (18)
≃
∫
dν
1
2π2
[(
ρ2
ρ2a
)γ
+
(
ρ2
ρ2a
)1−γ]
exp [ω (0, ν)Y ] , (19)
≃ 1
π2
ρ2
ρ2a
√√√√√√
π
√
4αCF
pi Y
2 ln
(
ρ2a
ρ2
)√
ln
(
ρ2a
ρ2
) exp
[
2
√
4αCF
π
Y ln
(
ρ2a
ρ2
)]
(20)
where one has used b0,νb
∗
0,ν =
pi6
ν2 and the expansion [7, 33]
E0,νq (ρ)E
0,ν∗
q (ρa)
∣∣
q≪ 1
ρ
, 1
ρa
≃
(
ρ2
ρ2a
)iν
+
(
ρ2
ρ2a
)−iν
, (21)
as well as saddle point approximation in the vicinity of γ ≃ 1 or 0. Thus the cross section scales as,
σ (ρ, ρa, Y ) ∼ α2ρ2 exp
[
2
√
4αCF
π
Y ln
(
ρ2a
ρ2
)]
. (22)
In this collinear limit (ρa ≫ ρ), we retrieve the well-known result of the DGLAP evolution[34] when the strong
coupling is fixed. The DGLAP evolution is featured by the exponent being 2
√
4αCF
pi Y ln
(
ρ2a
ρ2
)
since it involves
evolutions both in rapidity and virtuality (the reciprocal of the dipole sizes) in the so-called double leading logarithmic
limit. Furthermore, as a result of being proportional to ρ2 when the logarithmic dependence of ρ2 is neglected, the
anomalous dimension in this situation is zero, as opposed to the anomalous dimension of the BFKL pomeron being
1
2 (for a pedagogical introduction of BFKL and DGLAP evolutions, see [35]). In addition, in small Y limit, this
coincides with the perturbative QCD calculation of the dipole-dipole cross section[7, 36]
σdd (x, x
′) = 2πα2x2<
(
1 + ln
x>
x<
)
, (23)
with x> being the greater one of x and x
′ and x< being the lesser. Therefore, one expects that the anomalous
dimension should approach zero when rapidity is small or DGLAP limit (here we mean double leading logarithmic
limit which includes both evolutions in virtuality and rapidity) is valid.
III. THE 1⇒ 2 AMPLITUDE AND DOUBLE POMERON EXCHANGE.
As shown in Fig. 1, the 1 ⇒ 2 amplitude is defined as the dipole pair density in an onium state. It involves a
triple pomeron vertex which splits the upper pomeron into two descendent pomerons. In QCD dipole model[4, 5, 6],
50
1
a b
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β
FIG. 1: Dipole pair density n2Y in an onium state with initial size ρ = ρ0 − ρ1 and two children dipoles having transverse sepa-
ration ρ
a
and ρ
b
. The left graph shows the rapidity structure of n2, and the right graphs indicates the graphical representation
of the triple pomeron vertex.
following Peschanski[28], one can write the 1⇒ 2 amplitude as
n
(2)
Y
(
ρ0ρ1; ρa0ρa1 , ρb0ρb1
)
=
∫
dhdhadhb
1
ρ2aρ
2
b
∫
dω
2πi
eωY
ω − ω (n, ν)
αNc
pi
ω − ω (a)− ω (b)
×
∫
d2ραd
2ρβd
2ργE
h,h
(
ρ0γ , ρ1γ
)
Eha,hb
(
ρa0α, ρa1α
)
Ehb,hb
(
ρb0β , ρb1β
)
×
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
Eh,h∗
(
ρ2γ , ρ3γ
)
Eha,hb∗ (ρ2α, ρ4α)E
hb,hb∗ (
ρ3β , ρ4β
)
, (24)
=
∫
dhdhadhb
1
ρ2aρ
2
b
∫ Y
0
αNc
π
dy exp [ω (n, ν) (Y − y) + (ω (a) + ω (b)) y]
×
∫
d2ραd
2ρβd
2ργE
h,h
(
ρ0γ , ρ1γ
)
Eha,hb
(
ρa0α, ρa1α
)
Ehb,hb
(
ρb0β , ρb1β
)
×
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
Eh,h∗
(
ρ2γ , ρ3γ
)
Eha,hb∗ (ρ2α, ρ4α)E
hb,hb∗ (
ρ3β , ρ4β
)
(25)
with ρa = ρa0 − ρa1 , ρb = ρb0 − ρb1 and
ω (a) =
4αCF
π
[
ψ (1)− 1
2
ψ
(
1 + |na|
2
+ iνa
)
− 1
2
ψ
(
1 + |na|
2
− iνa
)]
,
ω (b) =
4αCF
π
[
ψ (1)− 1
2
ψ
(
1 + |nb|
2
+ iνb
)
− 1
2
ψ
(
1 + |nb|
2
− iνb
)]
. (26)
We also use a compact notation, ∫
dh =
∞∑
n=−∞
∫
dν
2ν2 + n2/2
π4
. (27)
Essentially, the above expression for n
(2)
Y is the same as the ones in ref. [29, 30]. On the other hand, hereafter, we
employ different methods of evaluation and show that there exists a different anomalous dimension in n
(2)
Y other than
the typical pomeron anomalous dimension γ = 1/2.
First of all, the last line of the above definition of n
(2)
Y can be defined and written as
R
h,ha,hb
γ,α,β = R
1−h,1−ha,1−hb
γ,α,β ,
=
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
Eh,h∗
(
ρ2γρ3γ
)
Eha,hb∗ (ρ2αρ4α)E
hb,hb∗ (
ρ3βρ4β
)
. (28)
After using the SL (2, C) transformation
ρ′ =
ρβ − ργ
ρβ − ρα
ρ− ρα
ρ− ργ
, (29)
6one can easily write
R1−h,1−ha,1−hbγ,α,β = g3P (1− h, 1− ha, 1− hb)
(
ρ−1+iαβ ρ
−1+j
βγ ρ
−1+k
γα
)(
ρ−1+iαβ ρ
−1+j
βγ ρ
−1+k
γα
)
, (30)
where
i = −h+ ha + hb, (31)
j = −ha + hb + h, (32)
k = −hb + ha + h, (33)
and
g3P (h, ha, hb) =
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
ρh23ρ
h
23
(
ρ24
ρ2ρ4
)ha ( ρ24
ρ2ρ4
)ha
×
(
ρ34
(1− ρ3) (1− ρ4)
)hb ( ρ34
(1− ρ3) (1− ρ4)
)hb
(34)
Explicit evaluation of g3P can be found in ref. ([31]) and Appendix F.
Furthermore, according to the Fourier transform of Eh,h
(
ρ0γρ1γ
)
, one can get rid of the impact parameter depen-
dence and define n
(2)
Y in momentum space,
n
(2)ρ,ρa,ρb
Y,Q,qa,qb
=
∫
d2rd2rad
2rbe
iQr+qara+iqbrbn
(2)
Y
(
ρ0ρ1; ρa0ρa1 , ρb0ρb1
)
=
∫
dhdhadhb
1
ρ2aρ
2
b
∫
dω
2πi
eωY
ω − ω (n, ν)
αNc
pi
ω − ω (a)− ω (b)
×bn,νbna,νabnb,νb |ρρaρb|
(2π2)
3 E
n,ν
Q (ρ)E
na,νa
qa (ρa)E
nb,νb
qb
(ρb) g3P (1− h, 1− ha, 1− hb)
×
∫
d2ραd
2ρβd
2ργ exp
(
iQργ + iqaρα + iqbρβ
) [
ρ−1+iαβ ρ
−1+j
βγ ρ
−1+k
γα
]
[a.h.] (35)
where a.h. stands for the antiholomorphic part of the square-bracket term, r = 12 (ρ0 + ρ1), ra =
1
2
(
ρa0 + ρa1
)
and
rb =
1
2
(
ρb0 + ρb1
)
. Hereafter in this section, we compute n
(2)
Y in ρ
2q2a ≪ 1 limit, where q2a, q2b and Q2 are of the same
order and ρ, ρa and ρb are of the same order as well.
In addition, let us define
Ih,ha,hbQ,qa,qb =
∫
d2ραd
2ρβd
2ργ exp
(
iQργ + iqaρα + iqbρβ
) [
ρ−1+iαβ ρ
−1+j
βγ ρ
−1+k
γα
]
[a.h.] (36)
In order to evaluate Ih,ha,hbQ,qa,qb , we change the variables ρα, ρβ and ργ into u, v and w, where
u =
1
2
(
ρα + ρβ
)
,
v = ρα − ρβ ,
w = ρα − ργ + ρβ − ργ . (37)
Then the integral can be cast into,
Ih,ha,hbQ,qa,qb =
1
4
∫
d2ud2vd2w exp
(
i (Q+ qa + qb)u− iQw
2
+ i (qa − qb) v
2
)
×
[
v−1+i
(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.] ,
= π2δ(2) (Q+ qa + qb)
∫
d2vd2w exp
(
−iQ · w
2
+ i (qa − qb) · v
2
)
×
[
v−1+i
(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.] , (38)
7where the factor of 14 comes from the Jacobian. Hereafter, in order to simplify the calculation, we define
Ih,ha,hbQ,qa,qb = π
2δ(2) (Q+ qa + qb) I
h,ha,hb
Q,q−
, (39)
with q− = 12 (qa − qb), perform the Taylor expansion of the term exp
(−iQw2 ) and only keep the first term. Keeping
only the first term is equivalent to the physical case when Q = 0 and qa = −qb = q which corresponds to the forward
scattering of an onium on two nucleons. We put the evaluation of Ih,ha,hbQ,q− and discussion of higher order terms in the
expansion in Appendix A and B, respectively. As shown in the appendix, the following conclusion holds for all the
terms in the expansion when n = 0.
Therefore, one obtains,
n
(2)ρ,ρa,ρb
Y,Q,q−,0
=
∫
dhdhadhb
1
ρ2aρ
2
b
∫ Y
0
αNc
π
dy exp [ω (n, ν) (Y − y) + (ω (a) + ω (b)) y]
×bn,νbna,νabnb,νb |ρρaρb|
(2π2)
3 E
n,ν
Q (ρ)E
na,νa
qa (ρa)E
nb,νb
qb
(ρb) g3P (1− h, 1− ha, 1− hb)
×4π2
(
2
q−
)i+j+k+i+j+k−2
Γ (k) Γ (j)
Γ (k + j)
Γ
(
1− j − k)
Γ
(
1− j)Γ (1− k) Γ (i+ j + k − 1)Γ (2− i− j − k) (40)
where the last subscript of n
(2)ρ,ρa,ρb
Y,Q,q−,0
means that this result comes from the first term of the expansion. Assuming that
the diffusion approximation is valid which requires ln2 (qρ) ≪ 14αCF ζ(3)pi Y , let us first evaluate the rapidity-integral.
The integral yields
αNc
pi
ω (n, ν)− ω (a)− ω (b) {exp [(ω (a) + ω (b))Y ]− exp [ω (n, ν)Y ]} . (41)
For the first term, the saddle point approximation fixes ha = hb =
1
2 , na = nb = 0. As a result, n
(2)
Y is then proportional
to exp [2 (αP − 1)Y ]. In comparison, for the second term, n(2)Y is proportional to exp [(αP − 1)Y ] because saddle point
approximation fixes h = 12 and n = 0. Therefore, we can drop the second term in later discussions since it is the
next-leading order contribution which is exponentially suppressed.
In the following, we break the discussions into two parts. The first part is on the n = 0 case, and the second
part discusses the result when n 6= 0. Usually, we can neglect the contribution from sub-dominant trajectories of
pomerons when rapidity is large enough as we explained in the calculation of the single pomeron exchange amplitude.
Nevertheless, the rapidity interval of the upper pomeron after integration is infinitesimal in this situation. Therefore,
we have to seriously consider the contribution from sub-dominant trajectories.
A. n = 0 part
n = 0 part of the amplitude is the only angular-independent part. From Appendix C, one uses saddle point
approximation to evaluate
∫
dhadhb integrals,
∫
dha
bna,νa |ρa|
2π2
Ena,νaqa (ρa)
(
4
q2
)γa
exp [ω (a)Y ]
≃ 1
2π
ρa
q
e (ρa, qa)
exp [(αP − 1)Y ] exp
[
− pi ln2(ρaqa)28αCF ζ(3)Y
]
(7αζ (3)CFY )
3/2
, (42)
810
γ
0.18 0.82
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FIG. 2: Illustration of the contours in complex γ plane for the computation of n
(2)
Y
when n = 0.
where γa =
1
2
(
ha + ha
)
= 12 + iνa. In the end, there is only
∫
dh left in the expression,
n
(2)ρ,ρa,ρb
Y,Q,q−,0
≃
∫
dh
1
2ρ2aρ
2
b
1
2χ
(
1
2
)− χ (γ) b0,ν |ρ|2π2 E0,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)
×4π2
(
4
q2−
)γ−1
Γ3 (γ) Γ (1− 2γ)
Γ (2γ) Γ3 (1− γ)
× 1
4π2
ρaρb
q2−
e (ρa, qa) e (ρb, qb)
exp [2 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3 (43)
Let us focus on the dh-integral (first two lines of the above expression):
4π2
2ρ2aρ
2
b
∫
dh
1
2χ
(
1
2
)− χ (γ) b0,ν |ρ|2π2 E0,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)(
4
q2−
)γ−1
Γ3 (γ) Γ (1− 2γ)
Γ (2γ) Γ3 (1− γ) ,
=
2
ρ2aρ
2
b
∫
dγ
2πi
|ρ|
2χ
(
1
2
)− χ (γ)En,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)(
4
q2−
)γ−1
Γ (γ)
Γ (1− γ) . (44)
In ρQ≪ 1 limit[33],
E0,νQ (ρ) ≃ ρ1−2γ −
Q2γ−1Γ2
(
3
2 − γ
)
26−12γ
Γ2
(
1
2 + γ
) (ρQ)2γ−1 . (45)
Therefore, the integral can be cast into the form
dh− integral ≃ 2
ρ2aρ
2
b
∫ 1
2+i∞
1
2−i∞
dγ
2πi
1
2χ
(
1
2
)− χ (γ)g3P
(
1− γ, 1
2
,
1
2
)
Γ (γ)
Γ (1− γ)
(
4
ρ2q2−
)γ−1
− 2
ρ2aρ
2
b
∫ 1
2+i∞
1
2−i∞
dγ
2πi
1
2χ
(
1
2
)− χ (γ)g3P
(
1− γ, 1
2
,
1
2
)
Γ (γ)
Γ (1− γ)
×Γ
2
(
3
2 − γ
)
26−12γ
Γ2
(
1
2 + γ
) (4Q2
q2−
)2γ−1(
ρ2q2−
4
)γ
(46)
According to the residue theorem, the contour integral equals to the sum of all residues of poles enclosed by
the contour. In the ρ2q2− ≪ 1 limit, the first poles to the left and right of the vertical contour are the dominant
contribution. The positions of these two poles are determined by the equation 2χ
(
1
2
) − χ (γ) = 0, and they are
γ
(2)∗
0 = 0.18 and 1 − γ(2)∗0 = 0.82. For the first integral(see the left graph of Fig. 2), we should close the contour to
9the left to −∞ and compute the residue of the pole at γ = 0.18; while for the second integral(see the right graph of
Fig. 2), we should close the contour to the right to ∞ and compute the residue at γ = 0.82. Eventually, up to leading
order precision, one reaches the result
n
(2)ρ,ρa,ρb
Y,Q,qa,qb,0
= π2δ(2) (Q+ qa + qb)n
(2)ρ,ρa,ρb
Y,Q,q−,0
≃ 1
2ρaq−ρbq−
(
ρ2q2−
4
)1−γ(2)∗0
δ(2) (Q+ qa + qb)
g3P
(
1− γ(2)∗0 , 12 , 12
)
∣∣∣χ′ (γ(2)∗0 )∣∣∣
×

 Γ
(
γ
(2)∗
0
)
Γ
(
1− γ(2)∗0
) − Γ
(
1− γ(2)∗0
)
Γ
(
γ
(2)∗
0
) Γ2
(
1
2 + γ
(2)∗
0
)
2−6+12γ
(2)∗
0
Γ2
(
3
2 − γ
(2)∗
0
) (4Q2
q2−
)−2γ(2)∗0 +1
×e (ρa, qa) e (ρb, qb)
exp [2 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3 . (47)
In this leading order calculation of 1⇒ 2 amplitude, we push the rapidity integration to its upper limit Y which leaves
infinitesimal rapidity for the upper pomeron. As a result, the anomalous dimensions is determined by the dynamical
pole introduced by the rapidity integration. This result agrees with eq.(44) in ref.[5].
n2 (Y, x01, q) =
πx201 exp [2 (αP − 1)Y ]
8 (7αζ (3)CFY )
3
∫ +∞
−∞
dν
2π
(qx01)
2iν−1 Vν
4 ln 2− χ (ν) (48)
≃ π exp [2 (αP − 1)Y ]
8 (7αζ (3)CFY )
3
(
q2x201
)0.82
q2
V
ν
(2)∗
0∣∣∣χ′ (ν(2)∗0 )∣∣∣ , (49)
where Vν is defined by ∫ +∞
−∞
dν
2π
(qx01)
2iν−1
Vν =
∫
d2x2
x01x12
J0
(
1
2
qx01
)
e (x12, q) e (x02, q) , (50)
and
γ
(2)∗′
0 =
1
2
+ iν
(2)∗
0 = 0.82. (51)
In reaching the final result, we have assumed that Vν has no pole before γ
(2)∗′
0 . The proof of this assumption is
explicitly provided in appendix D.
B. n 6= 0 part
n 6= 0 part of the amplitude is angular-dependent, and it vanishes after averaging over the angle of initial dipole
orientation. This part of amplitude comes from the subdominant trajectories of the upper pomeron. As discussed in
Appendix B, we should restrict ourselves to the forward scattering case in which Q = 0, since we are unable to prove
that the whole discussion can be generalized to arbitrary momenta. According to the discussion above, one can easily
obtain the expression for n
(2)
Y for nonzero value of n in forward scattering.
n
(2)ρ,ρa,ρb
Y,Q=0,q−
∣∣∣
|n|>0
≃
∫
n6=0
dh
bn,ν |ρ|
ρ2aρ
2
b
1
2χ
(
1
2
)− χ (n, γ)En,ν0 (ρ) g3P
(
1− h, 1
2
,
1
2
)(
4
q2−
)γ−1 Γ3 (h) Γ (1− 2h)
Γ (2h) Γ3
(
1− h)
× 1
4π2
ρaρb
q2−
e (ρa, qa) e (ρb, qb)
exp [2 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3 (52)
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1
2 + i∞
1
2
− i∞
− |n|
2 1 +
|n|
2
1− γ(2)∗
n
γ(2)∗
n
γ
1
2 − i∞
1
2 + i∞
1 +
|n|
2
1− γ(2)∗
nγ
(2)∗
n
− |n|
2
FIG. 3: Illustration of the contours in complex γ plane for the computation of n
(2)
Y
when n 6= 0.
Changing
∫
n6=0
dh into
∫
dγ
2pii , and using the identity g3P
(
1− h, 12 , 12
)
= g3P
(
1− h, 12 , 12
)
which we proved in Appendix
F, along with the detailed derivation in Appendix E, one can reach
n
(2)ρ,ρa,ρb
Y,Q=0,q−
∣∣∣
|n|>0
≃
∞∑
n=1
2 |ρ|
ρ2aρ
2
b
∫ 1
2+i∞
1
2−i∞
dγ
2πi
1
2χ
(
1
2
)− χ (n, γ)
Γ
(
γ + |n|2
)
Γ
(
1 + |n|2 − γ
) ( 4
q2−
)γ−1
×i|n| [En,ν0 (ρ) + E−n,ν0 (ρ)] g3P
(
1− h, 1
2
,
1
2
)
× 1
4π2
ρaρb
q2−
e (ρa, qa) e (ρb, qb)
exp [2 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3 (53)
In ρQ≪ 1 limit[33],
En,νQ (ρ) = Q
iν−n/2
Qiν+n/22−6iνΓ
(
1− iν + |n|
2
)
Γ
(
1− iν − |n|
2
)
(54)
×
[
Jn
2−iν
(
Qρ
4
)
J−n2−iν
(
ρQ
4
)
− (−1)n J−n2 +iν
(
Qρ
4
)
Jn
2 +iν
(
ρQ
4
)]
≃
(
ρ
ρ
)n
2
ρ1−2γ − (−1)n Q
2γ−1Γ
(
3
2 − γ + n2
)
Γ
(
3
2 − γ − n2
)
26−12γ
Γ
(
1
2 + γ +
n
2
)
Γ
(
1
2 + γ − n2
) (Q
Q
)n(
ρ
ρ
)−n2
(ρQ)
2γ−1
. (55)
where
(
ρ
ρ
)n
2
and
(
ρ
ρ
)−n2
parts give the angular dependence, and vanish after averaging. Thus, En,ν0 (ρ)+E
−n,ν
0 (ρ) =[(
ρ
ρ
)n
2
+
(
ρ
ρ
)−n2 ]
ρ1−2γ . Similarly, one has to examine the pole structure of the integrand of the γ integral. Assuming
that g3P
(
1− h, 12 , 12
)
does not contribute any new singularity in the domain
(
− |n|2 , |n|2 + 1
)
(see Appendix F), noting
that χ (γ, n) is analytic in the strip − |n|2 < Re ν < |n|2 + 1, and defining γ
(2)∗
n as the solution to the equations
2χ
(
1
2
)− χ (n, γ) = 0 in the domain (− |n|2 , 12)(see the left graph of Fig.3), one reaches
n
(2)ρ,ρa,ρb
Y,Q=0,q−
∣∣∣
n
∝
(
ρ2q2−
)1−γ(2)∗n
ρaq−ρbq−
e (ρa, qa) e (ρb, qb)
exp [2 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3 (56)
by closing the contour to the left to −∞ and collecting the residue at γ = γ(2)∗n (other residues are suppressed by
factors of ρ2q2−). It seems that the dynamical pole introduced by the rapidity integrations always comes before other
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FIG. 4: Dipole triplet density n3Y in an onium state with initial size ρ = ρ0 − ρ1 and three children dipoles having transverse
separation ρ
a
, ρ
b
and ρ
c
. The left graph shows the rapidity structure of n3, and the right graphs indicates the graphical
representation of two successive triple pomeron vertices.
poles. Here we conjecture that, although we can not prove, n
(2)ρ,ρa,ρb
Y,Q=0,q−
∣∣∣
n
∝ (ρ
2q2−)
1−γ
(2)∗
n
ρaq−ρbq−
still holds even for nonzero
momenta of Q by picking up poles at γ
(2)∗
n or 1 − γ(2)∗n depending on how the contour is closed(as shown in both
graphs of Fig. 3).
Comparing this result to the result in the case of n = 0, one can spot that n
(2)
Y with nonzero n is suppressed by
factors of ρ2q2− in the ρ
2q2− ≪ 1 limit since 1 − γ(2)∗n ≃ 1 + |n|2 − ǫn, where ǫn is a small positive number. Therefore,
the sub-dominant trajectories can be neglected in the case of forward scattering computation. It is our conjecture
that they can also be neglected in the non-forward scattering case. This result is new.
To summarize, we have shown that the dipole pair density in momentum space scales as
(
ρ2q2
)1−γ(2)∗0 with respect
to the onium size in ρ2q2 ≪ 1 limit. This indicates that the anomalous dimension of dipole pair density is equal
to 0.18. Similar result can also be found in ref. ([27]). Qualitatively, this result is easy to understand according
to the discussion in Section II. The anomalous dimension is determined by the upper pomeron which connects the
triple pomeron vertex to the initial onium as seen in fig. 1. The rapidity length of the upper pomeron is infinitesimal
after rapidity integration. The anomalous dimension should approach zero in small rapidity limit or DGLAP limit
(ρ2q2 ≪ 1 implies the collinear ordering and the evolution in virtuality). In the case of onium-onium scattering, the
double pomeron exchange amplitude between two onia with sizes ρ and ρ′ then scales as
F (2) (ρ, ρ′, q, Y ) ∝ (q2ρ2)0.82 (q2ρ′2)0.82
{
α2
exp [(αP − 1)Y ]
(7αζ (3)CFY )
3/2
}2
. (57)
IV. THE 1⇒ 3 AMPLITUDE AND TRIPLE POMERON EXCHANGE.
As shown in Fig. 4, the 1 ⇒ 3 amplitude is defined as the dipole triplet density in an onium state. It is easy to
generalize the 1 ⇒ 2 amplitude to the 1 ⇒ 3 amplitude by adding one more triple-pomeron vertex. This amplitude
corresponds to the graph in which one ancestor pomeron splits into two pomersons and one of the two descendent
pomerons again splits into another two pomerons. As discussed in ref. [29], the amplitude of this graph is different
from the 1⇒ 3 amplitude introduced in ref. [28] which involves a non-local 1⇒ 3 pomeron vertex(see also ref. [37]).
As seen in ref. [28], an initial pomeron can split into p (p > 1) pomerons simultaneously via a non-local 1⇒ p pomeron
vertex. The use of the non-local 1 ⇒ p pomeron vertex (p > 1) is still under debate[29]. It seems more natural that
the theory only requires one type of vertex (triple pomeron vertex) instead of infinite number of different vertices.
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Therefore, the 1⇒ 3 amplitude reads,
n
(3)
Y
(
ρ0ρ1; ρa0ρa1 , ρb0ρb1 , ρc0ρc1
)
=
1
ρ2aρ
2
bρ
2
c
∫
dhdhadhbdhcdhd
∫
d2ραd
2ρβd
2ργd
2ρθd
2ρδ
×
∫
dω
2πi
eωY
ω − ω (n, ν)
αNc
pi
ω − ω (c)− ω (d)
αNc
pi
ω − ω (a)− ω (b)− ω (c)
×Eh,h (ρ0δρ1δ)Ehc,hc
(
ρc0θρc1θ
)
Eha,ha
(
ρa0αρa1α
)
Ehb,hb
(
ρb0βρb1β
)
×
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
Eh,h∗ (ρ2δρ3δ)E
hd,hd
(
ρ2γρ4γ
)
E
hc,hc∗
(ρ3θρ4θ)
×
∫
d2ρ5d
2ρ6d
2ρ7
|ρ56ρ57ρ67|2
Ehd,hd∗
(
ρ5γρ6γ
)
Eha,ha∗ (ρ5αρ7α)E
hb,hb∗ (
ρ6βρ7β
)
(58)
Following the same procedure as in the last section, first of all, we define
R
h,1−ha,hb
1,δ,γ,θ = R
1−h,hd,1−hc
1,δ,γ,θ
=
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
Eh,h∗ (ρ2δρ3δ)E
hd,hd
(
ρ2γρ4γ
)
E
hc,hc∗
(ρ3θρ4θ) , (59)
and
R
hd,ha,hb
2,γ,α,β = R
1−hd,1−ha,1−hb
2,γ,α,β
=
∫
d2ρ5d
2ρ6d
2ρ7
|ρ56ρ57ρ67|2
Ehd,hd∗
(
ρ5γρ6γ
)
Eha,ha∗ (ρ5αρ7α)E
hb,hb∗ (
ρ6βρ7β
)
. (60)
Using SL (2, C) transformation, one can easily reach,
R1−h,hd,1−hc1,δ,γ,θ = g3P (1− h, hd, 1− hc)
(
ρ−1+i
′
γθ ρ
−1+j′
θδ ρ
−1+k′
δγ
)(
ρ−1+i
′
γθ ρ
−1+j′
θδ ρ
−1+k′
δγ
)
, (61)
R1−hd,1−ha,1−hb2,γ,α,β = g3P (1− hd, 1− ha, 1− hb)
(
ρ−1+i
′′
αβ ρ
−1+j′′
βγ ρ
−1+k′′
γα
)(
ρ−1+i
′′
αβ ρ
−1+j′′
βγ ρ
−1+k′′
γα
)
, (62)
where
i′ = −h+ 1− hd + hc, (63)
j′ = −1 + hd + hc + h, (64)
k′ = −hc + 1− hd + h, (65)
and
i′′ = −hd + ha + hb, (66)
j′′ = −ha + hb + hd, (67)
k′′ = −hb + hd + ha. (68)
Moreover, in momentum space, we have
n
(3)ρ,ρa,ρb,ρc
Y,Q,qa,qb,qc
=
∫
d2rd2rad
2rbd
2rce
iQr+qara+iqbrb+iqcrcn
(3)
Y
(
ρ0ρ1; ρa0ρa1 , ρb0ρb1 , ρc0ρc1
)
=
∫
dhdhadhbdhcdhd
∫
dω
2πi
eωY
ω − ω (n, ν)
αNc
pi
ω − ω (c)− ω (d)
αNc
pi
ω − ω (a)− ω (b)− ω (c)
× 1
ρ2aρ
2
bρ
2
c
bn,νbna,νabnb,νbbnc,νc |ρρaρbρc|
(2π2)4
En,νQ (ρ)E
na,νa
qa (ρa)E
nb,νb
qb
(ρb)E
nc,νc
qc (ρc)
×g3P (1− hd, 1− ha, 1− hb) g3P (1− h, hd, 1− hc)
×
∫
d2ραd
2ρβd
2ργd
2ρθd
2ρδ exp
(
iQρδ + iqcρθ + iqaρα + iqbρβ
)
×
(
ρ−1+i
′
γθ ρ
−1+j′
θδ ρ
−1+k′
δγ
)(
ρ−1+i
′
γθ ρ
−1+j′
θδ ρ
−1+k′
δγ
)
×
(
ρ−1+i
′′
αβ ρ
−1+j′′
βγ ρ
−1+k′′
γα
)(
ρ−1+i
′′
αβ ρ
−1+j′′
βγ ρ
−1+k′′
γα
)
(69)
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Hereafter in the computation of n
(3)
Y , we will restrict ourselves to the limit of ρ
2Q2 ≪ 1 ρ2q2a ≪ 1, n2Y , ρ2q2b ≪ 1 and
ρ2q2c ≪ 1, where Q2, q2a, q2b and q2c are of the same order. After changing of variables,
u =
1
2
(
ρα + ρβ
)
+
1
2
(ρδ + ρθ) ,
v = ρα − ρβ,
w = ρα − ργ + ρβ − ργ ,
x = ρθ − ρδ,
y = ρθ − ργ + ρδ − ργ (70)
the last three lines of Eq.(69) can be written as
J =
π2
4
δ(2) (Q+ qa + qb + qc)
×
∫
d2vd2w exp
[
iqab
v
2
+ iq′−w
] [
v−1+i
′′
(
w − v
2
)−1+j′′ (
w + v
2
)−1+k′′]
× [a.h.]
×
∫
d2xd2y exp
[
iqcQ
x
2
− iq′−y
] [
x−1+j
′
(
y − x
2
)−1+k′ (
x+ y
2
)−1+i′]
× [a.h.] . (71)
where a.h. stands for the anti-holomorphic part of the square-bracket term, qab = qa − qb, qcQ = qc − Q and
q′− =
qa+qb−qc−Q
4 . Following the same philosophy that we have employed in the last section, we can expand
exp
[
iq′−w − iq′−y
]
into Taylor series
(
1 + iq′−w + · · ·
) (
1− iq′−y + · · ·
)
, and calculate the integrals order by order.
One can easily see that all higher terms yield the same anomalous dimension as the first term does(See appendix.B).
Thus, hereafter, we keep only the first term of the expansion
J0 =
π2
4
δ(2) (Q+ qa + qb + qc)
×
∫
d2vd2w exp
[
i (qa − qb) v
2
] [
v−1+i
′′
(
w − v
2
)−1+j′′ (
w + v
2
)−1+k′′]
× [a.h.]
×
∫
d2xd2y exp
[
i (qc −Q) x
2
] [
x−1+j
′
(
y − x
2
)−1+k′ (
x+ y
2
)−1+i′]
× [a.h.] , (72)
and then perform the integrals of coordinates
J0 =
π2
4
δ(2) (Q + qa + qb + qc)
×4π2
(
2
qab
)i′′+j′′+k′′+i′′+j′′+k−2
Γ (k′′) Γ (j′′)
Γ (k′′ + j′′)
Γ
(
1− j′′ − k′′
)
Γ
(
1− j′′
)
Γ
(
1− k′′
) Γ (i′′ + j′′ + k′′ − 1)
Γ
(
2− i′′ − j′′ − k′′
)
×4π2
(
2
qcQ
)i′+j′+k′+i′+j+k′−2
Γ (k′) Γ (i′)
Γ (k′ + i′)
Γ
(
1− i′ − k′
)
Γ
(
1− i′
)
Γ
(
1− k′
) Γ (i′ + j′ + k′ − 1)
Γ
(
2− i′ − j′ − k′
) . (73)
In addition, at leading order in rapidity, one should pick the 1ω−ω(a)−ω(b)−ω(c) pole in
∫
dω
2pii integral, and use saddle
point approximation to evaluate
∫
dhadhbdhc integrals which eventually fixes ha = hb = hc =
1
2 , na = nb = nc = 0.
Moreover, we assume n = nd = 0 in the following discussion. (In n
(2)
Y calculation, we have shown that higher n is
suppressed. Here it is our assumption that higher n and nd would also be suppressed. Nevertheless, we have been
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unable to find a proof for this point since the calculation becomes very lengthy.) Thus,
n
(3)ρ,ρa,ρb,ρc
Y,Q,qa,qb,qc
≃ π
2
4
δ(2) (Q+ qa + qb + qc)
∫
dhdhd
1
2
3χ
(
1
2
)− χ (γ)
1
2
2χ
(
1
2
)− χ (γd)
×b0,ν |ρ|
2π2
E0,νQ (ρ) g3P
(
1− γd,
1
2
,
1
2
)
g3P
(
1− γ, γd,
1
2
)
×4π2
(
4
q2ab
)γd−1 Γ2 (γd) Γ ( 12 − γd) 21−4γd
Γ2 (1− γd) Γ
(
1
2 + γd
)
×4π2
(
4
q2cQ
)γ−γd
Γ2
(−γd + 12 + γ)Γ ( 32 − γd − γ)Γ (2γd − 1)
Γ2
(
γd +
1
2 − γ
)
Γ
(
1
2 + γd + γ
)
Γ (2− 2γd)
× 1
8π3
e (ρa, qa) e (ρb, qb) e (ρc, qc)
ρaqabρbqabρcqcQ
exp [3 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb)+ln
2(qcρc))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
9/2
(74)
Unfortunately, we are unable to to evaluate
∫
dhd since
q2ab
q2
cQ
is not necessarily a large parameter. This difficulty
originates from the fact that all the relevant length scales have been integrated out. In this case we have to take into
account all the singularities according to the residue theorem, or we can just choose the vertical contour from 12 − i∞
to 12 + i∞ and define the integral as a function of γ. Let us define
dhd − integral ≃
∫ 1
2+i∞
1
2−i∞
dγd
2πi
1
π3
1
2χ
(
1
2
)− χ (γd)g3P
(
1− γd,
1
2
,
1
2
)
g3P
(
1− γ, γd,
1
2
)
× (4π2)2
(
q2ab
q2cQ
)1−γd
Γ3 (γd) Γ
2
(−γd + 12 + γ)Γ (32 − γd − γ)
Γ3 (1− γd) Γ2
(
γd +
1
2 − γ
)
Γ
(
1
2 + γd + γ
) (75)
= 16π
q2ab
q2cQ
f (γ) . (76)
Here one can not use the residue theorem since the ratio
q2ab
q2
cQ
is not necessarily large or small. Nevertheless, it is
straightforward to see that f (γ) should be analytic in the strip domain 0 < Re γ < 1 when γd is integrated from
1
2 − i∞ to 12 + i∞. Thus,
n
(3)ρ,ρa,ρb,ρc
Y,Q,qa,qb,qc
≃ δ(2) (Q + qa + qb + qc)
∫
dh
1
3χ
(
1
2
)− χ (γ) b0,ν |ρ|2π2 E0,νQ (ρ) f (γ)
(
4
q2cQ
)γ−1
×1
8
e (ρa, qa) e (ρb, qb) e (ρc, qc)
ρaqcQρbqcQρcqcQ
exp [3 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb)+ln
2(qcρc))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
9/2
. (77)
One can cast the final integral into
n
(3)ρ,ρa,ρb,ρc
Y,Q,qa,qb,qc
≃ δ(2) (Q+ qa + qb + qc)
∫
dγ
2πi
f (γ)
3χ
(
1
2
)− χ (γ) 2
4γ
2π2
Γ (1− γ) Γ (γ + 12)
Γ (γ) Γ
(
1
2 − γ
) |ρ|E0,νQ (ρ)
(
4
q2cQ
)γ−1
×1
8
e (ρa, qa) e (ρb, qb) e (ρc, qc)
ρaqcQρbqcQρcqcQ
exp [3 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb)+ln
2(qcρc))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
9/2
. (78)
In the end, following the same procedure as in the last section, we write E0,νQ (ρ) ≃ ρ1−2γ−
Q2γ−1Γ2( 32−γ)26−12γ
Γ2( 12+γ)
(ρQ)2γ−1
in ρQ≪ 1 limit[33], close the contour to the left for the first term, and close the contour to the right for the second.
Therefore, according to the residue theorem, the contour integral equals to the sum of all residues enclosed by the
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1 k − 1 k
0
γk =
1
2
2
Y
Y − δy
γ1 =
1
2 γ2 =
1
2 γk−1 =
1
2
γ = γ
(k)∗
0
FIG. 5: Assuming δy is infinitesimal, the anomalous dimensions of 1⇒ k amplitude nkY are illustrated in this figure.
contour. The dominant contribution is
n
(3)ρ,ρa,ρb,ρc
Y,Q,qa,qb,qc
∝
(
ρ2q2cQ
)1−γ(3)∗0
ρaqcQρbqcQρcqcQ
exp [3 (αP − 1)Y ] exp
[
−pi(ln
2(qaρa)+ln
2(qbρb)+ln
2(qcρc))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
9/2
×δ(2) (Q+ qa + qb + qc) e (ρa, qa) e (ρb, qb) e (ρc, qc) (79)
where γ
(3)∗
0 = 0.12 and 1− γ(3)∗0 = 0.88 are the two solutions of the equation 3χ
(
1
2
)− χ (γ) = 0 in the domain [0, 1].
The anomalous dimension γ
(3)∗
0 = 0.12 found here is new.
In the case of onium-onium scattering, the triple pomeron exchange amplitude between two onia with sizes ρ and
ρ′ then scales as
F (3) (ρ, ρ′, q, Y ) ∝ (q2ρ2)0.88 (q2ρ′2)0.88
{
α2
exp [(αP − 1)Y ]
(7αζ (3)CFY )
3/2
}3
. (80)
V. GENERALIZATION TO 1⇒ k AMPLITUDE
Based on the above computation, one can easily conjecture that the anomalous dimensions of 1 ⇒ k amplitudes
should be governed by the equation kχ
(
1
2
) − χ (γ) = 0, which comes from the dynamical pole introduced by the
rapidity integration. Another way of stating this conjecture is that 1 ⇒ k amplitudes tend to have constant energy
dependence from 0 to Y (see Fig. 5) as a result of kχ
(
1
2
)
= χ (γ). Namely, the total BFKL intercepts of multiple
pomeron exchanges are independent of rapidity y. Supposing γ
(k)∗
0 is the solution to this equation between 0 and
1
2 ,
then the 1⇒ k amplitude should scale as
n
(k)(ρ,ρ1···ρk)
Y (q,q1···qk) ∝
(
ρ2q2
)1−γ(k)∗0
(ρ1q) · · · (ρkq)
exp [k (αP − 1)Y ] exp
[
−pi[ln
2(ρq)+ln2(ρ1q1)+···+ln2(ρkqk)]
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3k/2
(81)
×δ(2) (q + q1 + · · ·+ qk) e (ρ1, q1) · · · e (ρk, qk) . (82)
For reader’s convenience, we list the first five γ
(k)∗
0 in the following: γ
(1)∗
0 =
1
2 , γ
(2)∗
0 = 0.18, γ
(3)∗
0 = 0.12, γ
(4)∗
0 = 0.090,
γ
(5)∗
0 = 0.072. This result fits the naive expectation that the anomalous dimension should approach zero in small
rapidity limit or in DGLAP limit. Furthermore, when k becomes large enough, we obtain γ
(k)∗
0 ≃ 0. This indicates
that the anomalous dimensions of large order pomeron loops are dominated by the DGLAP evolution. We should
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remind the reader that this conjecture can only be used in the region ln2 (qρ) ≪ 14αCF ζ(3)pi Y and ρ2q2 ≪ 1, while
q, q1 · · · , qk are all of the same order, and so are all the dipole sizes ρ, ρ1 · · · , ρk. In the case of onium-onium scattering,
we obtain that the corresponding k-pomeron exchange amplitude should scale as
F (k) (ρ, ρ′, q, Y ) ∝ (q2ρ2)1−γ(k)∗0 (q2ρ′2)1−γ(k)∗0
{
α2
exp [(αP − 1)Y ]
(7αζ (3)CFY )
3/2
}k
, (83)
where we restrict ourselves to the ρ2q2 ≪ 1 and ρ′2q2 ≪ 1 limit. As a result, different order of pomeron-loop
amplitudes have different dipole size dependence, namely, they belong to different universality classes. Thus, it seems
that re-summation of leading order amplitudes is insufficient and impossible to reach unitarity. The argument is
straightforward: supposing that unitarity is achieved by resummation of all loop amplitudes by means of delicate
balances for fixed ρ, it seems impossible to obtain unitarity again when ρ is changed to another value since the
delicate balance is then broken.
In summary, according to the conjectured formula, we have found infinite number of new anomalous dimensions
between 12 and 0. Comparing the multiple pomeron exchanges to single pomeron exchange, it seems that the evolu-
tion gets pushed towards DGLAP evolution[34], and the anomalous dimension discretely approaches the anomalous
dimension of DGLAP evolution. Because of the lack of the rapidity space for upper and lower pomerons, the evo-
lutions in pomeron loops manage to balance themselves in between the BFKL evolution and the DGLAP evolution.
This explains why the new anomalous dimensions are distributed in between 12 and 0. Furthermore, it is intuitive to
notice that the saturation anomalous dimension found in ref. [38] is γs = 0.37 as a solution to Kovchegov equation
in geometric scaling region. Kovchegov equation essentially resums multiple pomeron exchanges (fan diagrams) and
yields an anomalous dimension between 12 and 0 as a result of re-summation of multiple pomeron exchanges. The
explicit connection between the γs and γ
(k)∗
0 , however, is still unknown and remains as an open question.
VI. COMPARISON WITH REGGEON FIELD THEORY CALCULUS
Reggeon field theory (RFT) calculus(for a review, see ref. [39, 40, 41, 42]), similar as Feynman rules, provides definite
intercepts (α (t) − 1 = α (0) + α′t) and propagators for reggeons (including pomerons) in QCD phenomenology. In
RFT, the pomeron anomalous dimension γ = 12 is a universal (conserved) quantity and it corresponds to the pomeron
intercept αP − 1 = 8αCF ln 2pi . In leading order of 1 ⇒ 2 amplitude, RFT has a genuine triple pomeron vertex which
connects 3 pomerons with anomalous dimension γ = 12 . This approach certainly is justified in some situations such
as large diffractive mass scattering, where the large diffractive mass is large enough to fix the anomalous dimension
of upper pomeron at 12 by saddle point approximation(e.g., see ref. [43]). On the other hand, as far as the unitarity
problem is concerned, one has to integrate the intermediate rapidity to the upper limit Y , in which case the anomalous
dimension of the upper pomeron in the vertex is no longer fixed at 12 .
Following this philosophy and the essence of the RFT, in order to compare with the calculation we have finished
above, let us re-consider n
(2)
Y in forward scattering (Q = 0, qa = −qb = q) by assuming that Y − y is always large
enough to justify the saddle point approximation (In fact, this assumption breaks down when one integrates rapidity
to the upper limit Y .) First of all, let us begin with the expression with the rapidity integration,
n
(2)ρ,ρa,ρb
Y,Q,q−,0
=
1
ρ2aρ
2
b
∫ Y
0
αNc
π
dy
∫
dh exp [ω (γ) (Y − y)]
×bn,ν |ρ|
2π2
En,ν0 (ρ) g3P
(
1− h, 1
2
,
1
2
)
4π2
(
4
q2
)γ−1
Γ3 (γ) Γ (1− 2γ)
Γ (2γ) Γ3 (1− γ)
× 1
4π2
ρaρb
q2
e (ρa, q) e (ρb,−q)
exp [2 (αP − 1) y] exp
[
−pi(ln
2(qρa)+ln
2(qρb))
28αCF ζ(3)y
]
(7αζ (3)CF y)
3 (84)
Dropping all the higher n, and changing
∫
dh into
∫
dγ
2pii , one can simplify n
(2)
Y and get,
n
(2)ρ,ρa,ρb
y,Y,Q,q−,0
≃
∫
dγ
2πi
(
q2ρ2
4
)1−γ
exp [ω (γ) (Y − y)] 4Γ (γ)
Γ (1− γ)g3P
(
1− γ, 1
2
,
1
2
)
× 1
4π2
1
q2ρaρb
e (ρa, q) e (ρb,−q)
exp [2 (αP − 1) y] exp
[
−pi(ln
2(qρa)+ln
2(qρb))
28αCF ζ(3)y
]
(7αζ (3)CF y)
3 (85)
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If one uses saddle point approximation to evaluate the
∫
dγ
2pii integral before the rapidity integral, one reaches,
n
(2)ρ,ρa,ρb
y,Y,Q,q−,0
≃ 1
8π2
qρ
qρaqρb
g3P
(
1
2
,
1
2
,
1
2
)
e (ρa, q) e (ρb,−q)
×
exp [2 (αP − 1) y + (αP − 1) (Y − y)] exp
[
−pi(ln
2(qρa)+ln
2(qρb))
28αCF ζ(3)y
− pi(ln
2(qρ))
28αCF ζ(3)(Y−y)
]
(7αζ (3)CF y)
3
[7αζ (3)CF (Y − y)]1/2
(86)
Indeed, we now obtain the genuine triple pomeron vertex which connects 3 pomerons with anomalous dimension
γ = 12 . Finishing the rapidity integration yields,
n
(2)ρ,ρa,ρb
Y,Q,q−,0
≃ 1
8π2
qρ
qρaqρb
g3P
(
1
2
,
1
2
,
1
2
)
e (ρa, q) e (ρb,−q) (87)
×
√
1
14ζ (3) ln 2
exp [2 (αP − 1)Y ] exp
[
−pi(ln
2(qρa)+ln
2(qρb))
28αCF ζ(3)Y
]
(7αζ (3)CFY )
3 (88)
This result agrees with eq.(56) in ref.[5]. Integrating the triple pomeron vertex found in eq.(56) in ref.[5], one gets
∫ Y
0
dyn2 (Y, y, x01, q) =
∫ Y
0
dy
αCFV0x01 exp [2 (αP − 1) y + (αP − 1) (Y − y)]
8q
√
7αζ (3)CF (Y − y) (7αζ (3)CF y)3
(89)
≃ πV0 exp [2 (αP − 1)Y ]
16
√
14ζ (3) ln 2 (7αζ (3)CFY )
3
x01
q
(90)
It clearly differs from Eq.(47) which is proportional to
(ρ2q2−)
1−γ
(2)∗
0
ρaq−ρbq−
g3P
(
0.82, 12 ,
1
2
)
as a result of the anomalous
dimension being 1 − γ(2)∗0 . The origin of this difference comes from the rapidity integral which dynamically changes
the anomalous dimension from 12 to γ
(2)∗
0 .
The zero transverse dimension toy models[44, 45, 46, 47, 48, 49], which catch the essence of reggeon field theory
calculus, also have universal rules for the pomeron intercepts and propagators, as well as the triple pomeron (or
reggeon) vertices. The toy model does not contain the anomalous dimension or transverse dimensions. In some sense,
it over-simplifies the problem and fails to catch new features of the QCD pomeron that we found above.
On the other hand, the QCD dipole model, as one can easily spot from the calculation in Sections II, III and
IV, contains the distinct feature of the non-existence of universal intercepts and anomalous dimensions for QCD
pomerons in the unitarity calculation. In leading order calculation of 1⇒ k amplitude, we always push the rapidity
integral to the upper limit Y which leaves infinitesimal rapidity for the upper pomeron (see Fig. 5). As a result, the
anomalous dimensions of this pomeron are then fixed by the dynamical pole introduced by the rapidity integration.
The anomalous dimensions are no longer universal and they vary from graph to graph according to the detail structure
of the graph and dynamics. Nevertheless, the other side of the coin is that we now have the constant energy dependence
(coefficients of the rapidity) from 0 to Y while this certainly is not true in RFT.
VII. CONCLUSION
We explicitly calculate the anomalous dimensions of the single, double pomeron and triple pomeron exchange
amplitudes in QCD dipole model in the leading logarithmic approximation. Other than the usual pomeron anomalous
dimension 12 , we find γ
(2)∗
0 = 0.18 and γ
(3)∗
0 = 0.12 for double and triple pomeron exchange amplitude, respectively.
Based on the calculation, the general formula γ
(k)∗
0 = χ
−1 (kχ ( 12)) which governs anomalous dimensions of 1 ⇒ k
amplitude is conjectured in the region ln2 (qρ) ≪ 14αCF ζ(3)pi Y and ρ2q2 ≪ 1, where ρ stands for all the dipole sizes
and q represents all the momenta scales.
Furthermore, the calculation of forward scattering n
(2)
Y in the n 6= 0 case shows that contributions of sub-dominant
trajectories of the upper pomeron are suppressed by powers of ρ2q2 in ρ2q2 ≪ 1 limit. It is our conjecture that sub-
dominant trajectories can be neglect in the non-forward scattering case. We utilize this conjecture in the calculation
of n
(3)
Y and get rid of the contribution from nonzero value of nd.
18
In addition, different pomeron loop amplitudes (leading order) belong to different universality class as a result of
different anomalous dimensions. It seems that re-summation of these amplitudes is insufficient and impossible to
reach unitarity. One may have to take higher order contributions into account.
Last but not least, in comparison with the reggeon field theory, one finds that there are two differences between
this computation and the reggeon field theory although the BFKL characteristic function χ (γ) is universal. The first
one is that the anomalous dimensions are no longer a constant and they vary according to their positions in the graph
while γ = 12 everywhere in RFT in order to have a fixed pomeron intercept(for small and fixed t value); the second
difference is that the QCD dipole model tends to have a constant energy dependence (coefficients of the rapidity) from
0 to Y while this certainly is not true in RFT. Namely, the total BFKL intercepts of multiple pomeron exchanges are
independent of rapidity y in QCD dipole model. The constancy of the energy dependence is equivalent to the general
formula γ
(k)∗
0 = χ
−1 (kχ ( 12)) and can easily explain its physical meaning.
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APPENDIX A: THE EVALUATION OF INTEGRALS.
In this and the next appendices, we evaluate the following integral,
Ih,ha,hbQ,q− =
∫
d2vd2w exp
(
−iQ · w
2
+ iq− · v
)[
v−1+i
(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.] . (A1)
where a.h. stands for the antiholomorphic part of the square-bracket term. First of all, let us perform the Taylor
expansion of the exp
(−iQw2 ), and keep only the first term 1. We will discuss the results for higher terms in the next
appendix. Thus, the above integral becomes,
Ih,ha,hb,0Q,q− =
∫
d2vd2w exp (iq− · v)
[
v−1+i
(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.] . (A2)
1. The d2w integral
Furthermore, one can decouple Eq.(A2) into two 2-dim integrals in which the d2w integral can be reduced to the
following integral:
I =
∫
dzdz
2i
z−1+iz−1+i (1− z)j−1 (1− z)j−1 , (A3)
where i − i and j − j are integers. The solution to this integral can be found in Dotsenko and Fateev’s paper[50] in
statistical physics. In the following, we carry out the detailed calculation[51] in complex plane.
The first step is to change z = x+ iy, z = x− iy, and then perform a Wick rotation y → i (1− 2iǫ) y, where the ǫ,
which is an infinitesimal positive number, makes sure that the singularities are not touched. We obtain,
I = i
∫ +∞
−∞
dx
∫ +∞
−∞
dy (x− y + 2iǫy)i−1 (x+ y − 2iǫy)i−1 (1− x+ y − 2iǫy)j−1 (1− x− y + 2iǫy)j−1 . (A4)
Next, one can change the variables into X+ = x+ y and X− = x− y and cast the integral into the form,
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FIG. 6: Integral contour of X− and branch cuts in three different domains of X+, where the straight line stands for the contour
and the photon line represents the branch cuts.
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C
FIG. 7: The contour C.
I = − i
2
∫ +∞
−∞
dX+
∫ +∞
−∞
dX− [X− + iǫ (X+ −X−)]i−1 [X+ − iǫ (X+ −X−)]i−1
× [1−X− − iǫ (X+ −X−)]j−1 [1−X+ + iǫ (X+ −X−)]j−1 . (A5)
The integral over X+ can be decomposed into 3 pieces with respect to three integration domains(see Fig. 6). Only
in the second domain does the integral give non-trivial contribution, since the contour of X− can not be deformed to
a single point only in that case. Therefore, we can reach the factorized integrals,
I =
∫ 1
0
dX+X
i−1
+ (1−X+)j−1
∫
C
dX−
2i
X i−1− (1−X−)j−1 , (A6)
where contour C(see Fig. 7) is a contour which encloses the branch cut [1,∞]. It starts from iǫ+∞, goes to iǫ + 1,
then crosses the real axis to −iǫ+ 1, in the end, goes to −iǫ+∞ and forms a close contour. It is straightforward to
compute this contour integral and obtain the final result,
I =
∫ 1
0
dX+X
i−1
+ (1−X+)j−1
× [exp (−iπ (j − 1))− exp (iπ (j − 1))]
∫ ∞
1
dX−
2i
X i−1− (X− − 1)j−1 , (A7)
= π
Γ
(
i
)
Γ
(
j
)
Γ
(
i+ j
) Γ (1− i− j)
Γ (1− i) Γ (1− j) = π
Γ (i) Γ (j)
Γ (i+ j)
Γ
(
1− i− j)
Γ
(
1− i)Γ (1− j) (A8)
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Therefore, the d2w integral yields,
∫
d2w
[(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.]
= 4π
Γ (k) Γ (j)
Γ (k + j)
Γ
(
1− k − j)
Γ
(
1− k)Γ (1− j)vj+k−1vj+k−1.
2. The d2v integral
The d2v integral can be cast into
∫
d2v exp (iq− · v) vη−2vη−2, (A9)
=
∫ ∞
0
dr
∫ 2pi
0
dϕrη+η−3 exp [i (η − η)ϕ+ iq−r cosϕ] , (A10)
= iη−ηπ
(
2
q−
)η+η−2
Γ (η − 1)
Γ (2− η) , (A11)
where η = i+ j+ k and η− η = − (n+ na + nb ) ∈ Z. In reaching the above result, we have set the orientation of the
−→q − parallel to the real axis
(
ϕq− = 0
)
, and used the following two formulae:
Jm (z) =
1
2πim
∫ 2pi
0
exp (iz cosϕ+ imϕ) , (A12)
∫ ∞
0
dxxµJν (ax) =
2µ
aµ+1
Γ
(
1
2 +
ν
2 +
µ
2
)
Γ
(
1
2 +
ν
2 − µ2
) , (A13)
where m should be integers.
Combining the two results, one gets,
Ih,ha,hb,0Q,q− = 4π
2i−(n+na+nb )
(
4
q2−
)γ+γa+γb−1 Γ (h+ ha − hb) Γ (h+ hb − ha) Γ (1− 2h)
Γ (2h) Γ
(
1− h− ha + hb
)
Γ
(
1− h− hb + ha
) Γ (h+ ha + hb − 1)
Γ
(
2− h− ha − hb
) .
(A14)
APPENDIX B: OTHER TERMS IN THE TAYLOR EXPANSION
In this part, we discuss cases of the higher terms of the Taylor series of exp
(
iQw2
)
.
1. The second term in the expansion
The relevant integral of the second term in the expansion reads,
Ih,ha,hb,1Q,q− =
∫
d2vd2w exp (iq− · v)
[
v−1+i
(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.] i
Q
2
·
[(
w − v
2
)
+
(
w + v
2
)]
(B1)
=
∫
d2v exp (iq− · v)
(
i
Q
2
· v
)
vη−2vη−24π
Γ (k) Γ (j)
Γ (1 + k + j)
Γ
(
1− k − j)
Γ
(
1− k)Γ (1− j) . (B2)
where Ih,ha,hb,lQ,q− stands for the relevant integral of the l + 1 term in the Taylor expansion. Assume i
Q
2 · v =
iQ2 v cos (φ+ ϕ), where φ is the orientation of
−→
Q in 2-dim plane. φ should also be considered as the angle between
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−→q − and −→Q . It is straightforward to compute the v integral and obtain
Ih,ha,hb,1Q,q− = 4π
2i−(n+na+nb )
Q
2q−
(
4
q2−
)γ+γa+γb−1 Γ (k) Γ (j)
Γ (1 + k + j)
Γ
(
1− k − j)
Γ
(
1− k)Γ (1− j) (k − j)
×
[
exp (−iφ) Γ (i+ j + k − 1)
Γ
(
1− i− j − k) − exp (iφ) Γ (i+ j + k − 1)Γ (1− i− j − k)
]
. (B3)
Since k − j = 2 (ha − hb) and eventually ha = hb = 12 , Ih,ha,hb,1Q,q− vanishes in the end. Moreover, it is easy to prove
that integrals of all odd power of Qw2 are proportional to k − j and they vanish as well.
2. The third term in the expansion
The relevant integral of the third term in the expansion reads,
Ih,ha,hb,2Q,q− =
∫
d2vd2w exp (iq− · v)
[
v−1+i
(
w − v
2
)−1+j (
w + v
2
)−1+k]
[a.h.]
1
2
(
i
Q
2
· w
)2
, (B4)
=
∫
d2v exp (iq− · v) 1
2
(
i
Q
2
· v
)2
vη−2vη−2
×4π Γ (k) Γ (j)
Γ (2 + k + j)
Γ
(
1− k − j)
Γ
(
1− k)Γ (1− j)
[
(k − j)2 + (k + j)
]
. (B5)
Dropping the (k − j)2 term and finishing the
∫
d2v integral, one gets
Ih,ha,hb,2Q,q− = −4π2i−(n+na+nb )
Q2
4q2−
(
4
q2−
)γ+γa+γb−1 Γ (k) Γ (j)
Γ (2 + k + j)
Γ
(
1− k − j)
Γ
(
1− k)Γ (1− j) (k + j)
×
[
Γ (η)
Γ (1− η) −
exp (2iφ)
2
Γ (η + 1)
Γ (2− η) −
exp (−2iφ)
2
Γ (η − 1)
Γ (−η)
]
. (B6)
Thus, it is straightforward to examine the singularity structure of n
(2)ρ,ρa,ρb
Y,Q,q−,2
(it is proportional to Ih,ha,hb,2Q,q− which
comes from the third term in the expansion) before the final γ integral in the complex γ plane when n = 0.
n
(2)ρ,ρa,ρb
Y,Q,q−,2
∝
∫
dγ
2πi
2π
2ν2
π4
|ρ|
2χ
(
1
2
)− χ (γ)E0,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)
Ih,ha,hb,2Q,q−
∝
∫
dγ
2πi
|ρ|
2χ
(
1
2
)− χ (γ)E0,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)
1
γ + 12
[
Γ (γ + 1)
Γ (−γ) − cos 2φ
Γ (γ + 2)
Γ (1− γ)
]
. (B7)
In addition, one can also show that the fifth term in the expansion
n
(2)ρ,ρa,ρb
Y,Q,q−,4
∝
∫
dγ
2πi
2π
2ν2
π4
|ρ|
2χ
(
1
2
)− χ (γ)E0,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)
Ih,ha,hb,4Q,q−
∝
∫
dγ
2πi
|ρ|
2χ
(
1
2
)− χ (γ)E0,νQ (ρ) g3P
(
1− γ, 1
2
,
1
2
)
1(
γ + 12
) (
γ + 32
)f4 [γ, φ] , (B8)
where f4 [γ, φ] are terms which are singular only at integer values of γ. Therefore, we can see the pattern and conclude
that γ = 0.18 and 0.82 are the only two singularities in the (0, 1) domain when n = 0. In the case when n 6= 0, since
things are much more complicated, we have been unable to reach similar conclusion. Therefore, we have to restrict
ourselves to the forward scattering case in which Q = 0. Nevertheless, contributions from sub-dominant trajectories
would not play any role when one averages over the orientation of the initial onium, since those contributions are all
angular dependent and vanish after averaging over angles.
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APPENDIX C: SADDLE POINT EVALUATION OF THE POMERON
In this appendix, we use saddle point approximation to evaluate the pomeron trajectory when Y is large. The
relevant integral is∫
dha
bna,νa |ρa|
2π2
Ena,νaqa (ρa)
(
4
q2
)γa
exp [ω (a)Y ] , (C1)
≃
+∞∫
−∞
dνa
π4
2ν2a
∫
d2R exp (iqa ·R)
(
2ρa∣∣R− ρa2 ∣∣ ∣∣R+ ρa2 ∣∣ q
)1+2iνa
exp [ω (a)Y ] , (C2)
≃
∫
d2R
exp (iqa ·R) 2ρa∣∣R− ρa2 ∣∣ ∣∣R+ ρa2 ∣∣ q
+∞∫
−∞
dνa
π4
2ν2a exp
[
2 ln 2αsY − 7ξ (3) ν2aαsY + 2iνa ln
2ρa∣∣R − ρa2 ∣∣ ∣∣R + ρa2 ∣∣ q
]
, (C3)
where αs =
4αsCF
pi . In reaching the above result, we have used the idea of saddle point approximation and neglected
all sub-dominant trajectories. In the region where the diffusion approximation ln2 (qρ) ≪ 14αCF ζ(3)pi Y is valid, this
integral yields
1
2π
ρa
q
e (ρa, qa)
exp [(αP − 1)Y ] exp
[
− pi ln2(ρaqa)28αCF ζ(3)Y
]
(7αζ (3)CFY )
3/2
, (C4)
where we have set ln2 2ρa|R− ρa2 ||R+ ρa2 |q ≃ ln
2 (ρaqa) since
∫
d2R is dominated in the region where R ∼ 1/qa, and we
have defined e (ρa, qa) =
1
2pi
∫
d2R exp (iqaR)
1
|R− ρa2 ||R+ ρa2 | , αP − 1 =
8 ln 2αsCF
pi .
APPENDIX D: EXPLICIT CALCULATION OF Vν
According to Eq.(50) and Mellin transform, one can easily obtain,
∫ 1
2+i∞
1
2−i∞
dγ
2πi
(
q2x201
)γ−1
Vγ =
∫
d2x2
x01x12
J0
(
1
2
qx01
)
e (x12, q) e (x02, q) . (D1)
Evaluating the above integral in q2x201 ≪ 1 limit, we should close the contour to the right half plane. The leading
order term tells us the position of the first pole of Vγ in complex γ plane.
First of all, it is straight forward to discover that
e (x, q) =
1
π
∫ 1
0
du
exp
[
iq · x ( 12 − u)]
[u (1− u)]1/2
K0
[
qx
√
u (1− u)
]
, (D2)
where we have used the formulae
1√
ab
=
1
Γ2
(
1
2
) ∫ 1
0
du
1
[u (1− u)]1/2
1
au+ b (1− u) , (D3)
and ∫ ∞
0
Jν (qx)x
ν+1
(x2 + a2)µ+1
dx =
aν−µqµKν−µ (qa)
2µΓ (µ+ 1)
. (D4)
Changing variable u = sin2 t2 , and combining
Kµ (x) =
π
2 sinπµ
[I−µ (x)− Iµ (x)] , (D5)
Iµ (x) = exp
(
−iπ
2
µ
)
Jµ
[
exp
(
−iπ
2
)
x
]
(D6)
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along with the integration identity∫ pi/2
0
Jµ [z sin t] cos (x cos t) dt =
π
2
Jµ
2
[y+]Jµ
2
[y−] , (D7)
where y± =
√
x2+z2±x
2 , gives
e (x, q) = lim
µ→0
π
2 sinπµ
[
J−µ2 (̺)J−µ2 (̺
∗)− Jµ
2
(̺)Jµ
2
(̺∗)
]
, (D8)
= −π
4
[Y0 (̺)J0 (̺
∗) + J0 (̺)Y0 (̺∗)] , (D9)
where ̺ = qx4 e
iψ with ψ being the angle between −→q and −→x . Therefore,∫
d2x2
x01x12
J0
(
1
2
qx01
)
e (x12, q) e (x02, q)
=
π3
8
J0
(qx10
2
) ∫
dx12dx20dbbJ0 (bx01)J0 (bx02)J0 (bx12)
× [Y0 (̺12) J0 (̺∗12) + J0 (̺12)Y0 (̺∗12)] [Y0 (̺20)J0 (̺∗20) + J0 (̺20)Y0 (̺∗20)] , (D10)
where the identities[4]
d2x2 = J (x21, x20) dx21dx20 =
4x21x20√[
(x21 + x20)
2 − x210
] [
x210 − (x21 − x20)2
] , (D11)
and
π
2
∫
dbbJ0 (bx01)J0 (bx02)J0 (bx12) =
1√[
(x21 + x20)
2 − x210
] [
x210 − (x21 − x20)2
] (D12)
have been used. It is easy to estimate the above integral and obtain
∫
d2x2
x01x12
J0
(
1
2qx01
)
e (x12, q) e (x02, q) ∼ ln 1q2x210 ,
which indicates that the first pole of Vγ occurs at γ = 1.
APPENDIX E: DETAILED CALCULATION FOR HIGHER POMERON TRAJECTORIES.
Here we consider the integrand of
∫
dγ in the case of general value of n,
Integrand = 2π
2
(
ν2 + n4/4
)
π4
bn,νI
h,ha,hb,0
Q,q−
(E1)
=
4
(
ν2 + n4/4
)
π3
π324iν
|n| /2− iν
Γ (|n| /2− iν + 1/2)Γ (|n| /2 + iν)
Γ (|n| /2 + iν + 1/2)Γ (|n| /2− iν)
×4π2i−n
(
4
q2
)γ Γ3 (h) Γ (1− 2h)
Γ (2h) Γ3
(
1− h) (E2)
When n > 0, the integrand yields (−i)−|n| 8π2
(
4
q2
)γ Γ(γ+ |n|2 )
Γ(1+ |n|2 −γ)
; when n < 0, it gives i|n|8π2
(
4
q2
)γ Γ(γ+ |n|2 )
Γ(1+ |n|2 −γ)
.
Generally, it can be cast into i|n|8π2
(
4
q2
)γ Γ(γ+ |n|2 )
Γ(1+ |n|2 −γ)
.
APPENDIX F: TRIPLE POMERON COEFFICIENT g3P
In this appendix, following Korchemsky[31], we discuss the triple pomeron coefficient g3P .
g3P (h, ha, hb) =
∫
d2ρ2d
2ρ3d
2ρ4
|ρ23ρ34ρ42|2
ρh23ρ
h
23
(
ρ24
ρ2ρ4
)ha ( ρ24
ρ2ρ4
)ha
×
(
ρ34
(1− ρ3) (1− ρ4)
)hb ( ρ34
(1− ρ3) (1− ρ4)
)hb
(F1)
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Changing the variables: ρ′ = ρ and ρ′ = ρ,
g3P (h, ha, hb) =
∫
d2ρ′2d
2ρ′3d
2ρ′4
|ρ′23ρ′34ρ′42|2
ρ′h23ρ
′h
23
(
ρ′24
ρ′2ρ4
)ha ( ρ′24
ρ′2ρ
′
4
)ha
×
(
ρ′34
(1− ρ′3) (1− ρ′4)
)hb ( ρ′34
(1− ρ′3) (1− ρ′4)
)hb
(F2)
= g3P
(
h, ha, hb
)
, (F3)
which means triple pomeron coefficient g3P is an even function of n, na and nb. Following the methods used in
ref.[31](here our h corresponds the hγ in ref.[31]), we find that
g3P
(
h,
1
2
,
1
2
)
=
1
Γ (1− h)
3∑
c=1
Jc
(
h,
1
2
,
1
2
)
Jc
(
h,
1
2
,
1
2
)
(F4)
where Jc
(
h, 12 ,
1
2
)
and Jc
(
h, 12 ,
1
2
)
can be written in terms of Meijer’ G functions G2444 and hypergeometric functions
4F3 as follows
J1
(
h,
1
2
,
1
2
)
= Γ (1− h)G4244
(
1
∣∣∣∣1, 12 + h, 1, 32 − h1
2 ,
1
2 ,
1
2 ,
1
2
)
= Γ (1− h)G2444
(
1
∣∣∣∣ 12 , 12 , 12 , 120, 12 − h, 0, h− 12
)
; (F5)
J2
(
h,
1
2
,
1
2
)
= J3
(
h,
1
2
,
1
2
)
=
π2Γ3 (1− h)
Γ
(
3
2 − h
)
Γ
(
3
2 − h
) 4F3
(
1
2 ,
1
2 , 1− h, 1− h
1, 32 − h, 32 − h
∣∣∣∣1
)
; (F6)
J3 (h, ha, hb) = J2 (h, hb, ha) ; (F7)
J1
(
h,
1
2
,
1
2
)
=
π2−h
Γ
(
1− h)Γ (h)G4244
(
1
∣∣∣∣ 1, 32 − h, 1, 11
2 ,
1
2 ,
1
2 − 12h, 1− 12h
)
=
π2−h
Γ
(
1− h)Γ (h)G2444
(
1
∣∣∣∣12 , 12 , 12h+ 12 , 12h0, h− 12 , 0, 0
)
; (F8)
J2
(
h,
1
2
,
1
2
)
= J3
(
h,
1
2
,
1
2
)
= G4244
(
1
∣∣∣∣1, 32 − h, 1, 12 + h1
2 ,
1
2 ,
1
2 ,
1
2
)
= G2444
(
1
∣∣∣∣
1
2 ,
1
2 ,
1
2 ,
1
2
0, h− 12 , 0, 12 − h
)
; (F9)
J3
(
h, ha, hb
)
= J2
(
h, hb, ha
)
. (F10)
We find different but equivalent final expressions of Jc (h, ha, hb) and Jc
(
h, ha, hb
)
as compared to those in ref.[31]. 2
Numerically, one finds g3P
(
1
2 ,
1
2 ,
1
2
)
= 7766.68 which agrees with the previous result in ref.[31, 52]. Thus, we outline
our evaluation of the g3P
(
h, 12 ,
1
2
)
in the following. For instance, from ref.[31], one can get
J1
(
h,
1
2
,
1
2
)
=
π3
Γ
(
1− h)Γ (h)
∫ 1
0
dxx−h (1− x)−1+h 2F1
( 1
2 ,
1
2
1
∣∣∣∣x
)
2F1
( 1
2 ,
1
2
1
∣∣∣∣x
)
. (F11)
Using the identity[52]
2F1
( 1
2 ,
1
2
1
∣∣∣∣x
)
2F1
( 1
2 ,
1
2
1
∣∣∣∣x
)
=
1
(1− x)1/2 3
F2
( 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣− x24 (1− x)
)
, (F12)
2 Due to some numerical subtleties, B.X. did not realize the equivalence between the results obtained above and the final expressions of
Jc (h, ha, hb) and Jc
“
h, ha, hb
”
in ref.[31]. B.X. would like to thank Dr. L. Motyka for communications on this issue.
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and the Mellin-Barnes representation of hypergeometric function
3F2
( 1
2 ,
1
2 ,
1
2
1, 1
∣∣∣∣z
)
=
1
Γ3
(
1
2
) ∫ +i∞
−i∞
ds
2πi
Γ3
(
1
2 + s
)
Γ (−s)
Γ2 (1 + s)
(−z)s , (F13)
along with identities ∫ 1
0
dxxµ−1 (1− x)ν−1 = Γ (µ) Γ (ν)
Γ (µ+ ν)
, (F14)
Γ (2s) =
22s−1√
π
Γ (s) Γ
(
s+
1
2
)
, (F15)
one obtains,
J1
(
h,
1
2
,
1
2
)
=
π2−h
Γ
(
1− h)Γ (h)
×
∫ +i∞
−i∞
ds
2πi
Γ2
(
1
2 + s
)
Γ
(
s+ 12 − 12h
)
Γ
(
s+ 1− 12h
)
Γ (−s) Γ (h− 12 − s)
Γ2 (1 + s)
. (F16)
According to the definition of the Meijer’s G function
Gmnpq
(
z
∣∣∣∣a1, . . . , apb1, . . . , bq
)
=
∫ +i∞
−i∞
ds
2πi
m∏
j=1
Γ (bj + s)
n∏
j=1
Γ (1− aj − s)
q∏
j=m+1
Γ (1− bj − s)
p∏
j=n+1
Γ (aj + s)
z−s, (F17)
one can easily reach the expression we found above. It is straightforward to put g3P
(
h, 12 ,
1
2
)
into Mathematica and
plot it for fixed integer values of n as function of γ. The plots for the first few integer values of n show that g3P
(
h, 12 ,
1
2
)
has no pole in the domain
(
− |n|2 , |n|2 + 1
)
.
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