This paper examines the relationships among per capita CO 2 emissions, per capita GDP and international trade based on panel data sets spanning the period 1960-2008: one for 150 countries and the others for sub-samples comprising OECD and Non-OECD economies. We apply panel unit root and cointegration tests, and estimate a panel error correction model. The results from the error correction model suggest that there are long-term relationships between the variables for the whole sample and for Non-OECD countries. Finally, Granger causality tests show that there is bidirectional short-term causality between per capita GDP and international trade for the whole sample and between per capita GDP and CO 2 emissions for OECD countries.
Introduction
The relationships between economic growth (measured by increases in real GDP per capita) and pollution, as well as between economic growth and international trade, have been analyzed extensively during the last two decades. However, as countries around the world continue to grow and develop there is increasing interest in elucidating more comprehensively the dynamic relationships among these variables. The purposes of this paper are: to estimate the long-term relationships between per capita CO 2 emissions, per capita GDP and international trade; and to examine short-term causal relationships among these variables.
To meet these objectives we analyze a comprehensive panel data set, and two sub-sets of the data, using the econometric techniques of cointegration and error correction.
There are two well-established research strands in the literature on this topic. The first originates from studies on environmental economics and is based on joint analysis of GDP and pollution. Much of this work has focused on testing the Environmental Kuznets curve (EKC) hypothesis, according to which there is an inverted U-shaped relationship between pollution and GDP. The EKC hypothesis was proposed and tested in a seminal paper by Grossmann and Krueger (1993) . Stern (2004) and Dinda and Coondoo (2006) , among others, have reviewed the literature on economic growth and environmental pollution in considerable detail. These reviews demonstrate that no single relationship fits all pollutants for all places and times. However, the existence of an EKC-type relationship has important policy implications. Specifically, policies that stimulate growth (e.g., trade liberalization, economic restructuring, etc.) may reduce environmental pollution in the long run.
The second strand of research originates from studies on international economics and is primarily focused on the relationships between international trade and both pollution and GDP growth. Several authors have investigated whether international trade leads to increased pollution as a consequence of increased production or income (e.g., Copeland and Taylor, 1994 ; Rodríguez and Rodrik, 1999; Frankel and Romer, 1999; Frankel and Rose, 2002) . These studies indicate that international trade can affect the environment, even if the empirical relationships between trade, GDP and different types of pollution are not clear-cut. For instance, openness to trade can have positive or negative effects on the environment (Grossman and Krueger, 1993) , because the overall effect is due to the combined impact of changes in industrial composition, increasing GDP, and increasing demand for environmental quality. Furthermore, there is an extensive body of literature on the relationship between economic growth and international trade (see for example the surveys by Edwards, 1998; Williams, 2000a, 2000b; Lewer and Van den Berg, 2003) . Much of this work deals with the link between exports and GDP by testing export-led growth and growth-led export hypotheses. Different studies have yielded substantially divergent results, making it difficult to draw unambiguous conclusions. More recent studies have addressed the potential simultaneity of increases in pollution, GDP (or national income) and international trade rather than assuming (possibly erroneously) that trade and GDP are exogenous determinants of pollution (see Frankel and Rose (2005) used an instrumental variables technique to test for a causal relationship between international trade and environmental pollution by analyzing cross-country data for 1990. The central focus of their work was on the effect of trade on the environment for a given level of GDP per capita. They derived three equations: one for GDP, one for environmental pollution (specifically sulfur emissions) and one for trade. They also examined the endogeneity of trade openness, which was included as an explanatory variable in both the GDP and environmental quality equations, by introducing a gravity model of bilateral trade as a research instrument. The three derived equations were then used to test the validity of a proposed causal relationship between trade and environmental pollution. Their results show that trade reduces sulfur dioxide emissions.
Some of the studies from both strands of research have focused on the GDP-environment relationship (e.g., the EKC) or that between GDP and trade, while other authors such as Frankel and Rose (2005) and Managi (2006) and Managi et al. (2009) have studied the nexus among CO 2 emissions, growth and trade using a single unified model to explicitly describe the endogeneity of GDP and trade.
Why is it interesting to study the nexus among GDP, trade and CO 2 pollution? Much attention has been paid to global environmental problems and the relationship between CO 2 emissions and trade liberalization policies in particular. The debate focuses on two different (but related) issues (Huang and Labys, 2001 ). The first, following the agenda of the Kyoto protocol, is the rising trend in carbon emissions. One of the most important challenges for environmental policy in the near future will be to reduce these emissions. Hence, an understanding of the relationships between CO 2 emissions and GDP is essential for formulating effective public policy. The second major issue is trade openness, which probably promotes GDP growth but may also increase pollution. The ongoing globalization of the world's economy is increasing the volume of international trade, and this has further contributed to the growing interest in the relationships between international trade, economic growth and environmental pollution.
We have examined the relationships between CO 2 emissions, GDP and international trade by using three time series econometric techniques -unit root testing, cointegration and the related Error Correction (EC) model -to analyze a panel data set. One of the key objectives of this work is to determine whether the time-series for CO 2 emissions, GDP and international trade follow similar temporal trends. In addition, the directions of short-run causality among these three variables are examined. The analyzed data set consists of a data panel covering 150 countries for the period 1960-2008. Separate estimates are presented for all countries, OECD countries and non-OECD countries. The sample was split into these two groups of countries because most developing countries, which are heavily represented among the Non-OECD economies, are not signatories of the Kyoto Protocol. Consequently, the relationships that this paper attempts to capture are likely to differ substantially between developed and developing economies. Moreover, in recent decades many poor countries have experienced rapid economic development after adopting liberal economic policies (Akyüz and Gore, 2001 ).
Our analysis is based on the strategy recently proposed by Westerlund (2007) , in which a panel ECCointegration approach is used to test whether CO 2 , GDP and a common measure of international trade are cointegrated, i.e. whether there is a stationary linear combination of the random variables CO 2 , GDP and international trade. The heterogeneous panel unit root test developed by Im, Pesaran and Shin (2003) is used to check for stationarity. This paper thus fills a gap in the literature by using a dynamic panel error correction model to study the causal linkages among all three variables. Further, this econometric technique allows us to address the endogeneity of the GDP and trade variables, as explained in more detail below.
In our framework, the per capita GDP, the measure of international trade, and per capita CO 2 emissions are treated as three potentially simultaneous variables, and the issue of short-run causality is addressed through a series of regressions where each variable is regressed against the other two.
The paper contributes to the literature in several ways. First, our work uses a larger dataset than previous studies on similar topics that have used a panel approach of any kind. Dinda and Coondoo (2006) used a panel data-based cointegration approach to study incomes and emissions in 83 countries over 30 years, while Managi et al. 2009 used panel data for SO 2 and CO 2 emissions of 88 countries over 27 years and Biological Oxygen Demand (organic pollutant) emissions of 83 countries over 20 years. Our data set includes 150 countries as a full sample, 30 OECD countries and 120 Non-OECD countries, over a period of 48 years. Second, the cointegration approach allows us to address the endogeneity problem that arises from the simultaneous determination of CO 2 emissions, GDP and international trade. This has been one of the most extensively discussed issues in previous publications on trade and the environment (e.g. Frankel Managi, 2006, and Managi et al., 2009 ) are based on panel data, primarily because of the lack of data on pollutant levels over longer periods of time. In contrast, our approach enables us to model the determination of CO 2 emissions, GDP and international trade simultaneously, and examine how these variables change over time in both the short and long runs. Fourth, our panel causality tests take into consideration the heterogeneity in the cross-section units and the nonstationary aspects of the panel structure of our data, both of which are neglected in most panel causality studies in this field.
The rest of the paper is organized as follows: Section 2 presents the data and the empirical methodology. Section 3 illustrates and discusses the empirical results. Finally, Section 4 presents and discusses our conclusions.
Empirical Framework

Data sources and variables
As mentioned in the introduction, the full sample consists of data for 150 countries covering the period 1960-2008.
† Separate estimates were prepared for two groups of countries: the OECD nations (30 countries) and the NON-OECD nations (120 countries). The basic country-level data, i.e. per capita real gross domestic product and information about international trade (exports and imports) were obtained from the Penn World Table (Mark 7.0). In the analysis below, per capita GDP is expressed in US$ measured in real 2005 PPP-adjusted dollars and converted in log form, while the indicator of international trade is defined as exports plus imports divided by GDP, i.e. the total volume of trade as a proportion of GDP. The corresponding country-level annual data on per capita CO 2 emissions, expressed in metric tons, were obtained from the Tables of National CO 2 Emissions prepared by the Carbon Dioxide Information Analysis Center, Environmental Science Division, Oak Ridge National Laboratory, USA.
The standard summary statistics of our data are available in Appendix A, while the list of countries included in the analysis can be found in Appendix C. As can be seen from Table A1 , the mean per capita CO 2 emissions are higher for OECD than for Non-OECD countries. In addition, Non-OECD countries exhibit the greatest range (distance between Max and Min) variability in metric tons of CO 2 released per capita. A similar trend is observed for per capita GDP, with the mean being greater for the OECD countries than for the non-OECD countries. In addition, the per capita CO 2 emissions, per capita GDP and volume of international trade are all more variable (as judged by the corresponding standard deviations) between countries than within countries.
With respect to international trade, Table A1 shows that Non-OECD countries are more open to trade than OECD countries (as indicated by the ratio of total trade to GDP). It should be noted that the Non-OECD sample includes some high-and medium-income countries according to World Bank classifications.
Hereafter, log values of real GDP per capita ‡ are denoted Y, per capita CO 2 emissions E and the measure of international trade T. † We omitted 16 countries for which we had insufficient historical data on international trade and CO2 emissions.
‡ We take the log of GDP for scale reasons and to facilitate interpretation of the coefficients.
Econometric Technique
As indicated in the introduction, this paper examines the relationships among E, Y and T. To address the stationarity properties of the time-series, a panel data unit root test is performed to determine whether or not the observed country-specific time series for Y, E and T exhibit stochastic trends. Next, cointegration analysis is performed to examine whether the variables are cointegrated (i.e. whether there are stable long-term equilibrium relationships among them). Finally, an Error Correction Model (ECM) is estimated, to test the short-term causality relationships among E, Y and T.
Panel unit root test
As a first step, we must determine the order of integration of the three series in our data. Testing for unit root is performed using the panel unit root test of Im, Pesaran and Shin (2003; hereafter the IPS test), which is appropriate for balanced panels:
, where 
Error Correction based Panel Cointegration tests
As a second step, we apply the panel cointegration tests developed by Westerlund (2007) and Persyn and Westerlund (2008) . The rationale here is to test for the absence of cointegration by determining whether Error Correction exists for individual panel members or for the panel as a whole.
Consider the Error Correction Models described by equations (2), (3) and (4), in which all variables in levels are assumed to be I(1):
Here, the parameters
are the parameters of the Error Correction (EC) term and provide estimates of the speed of error-correction towards the long run equilibrium for country i , while We focus on E and its relation to Y and T; therefore, equation (2) is our primary equation of interest. Equations (3) and (4) 
for at least one i . In other words, in the two groupmean based tests, the alternative hypothesis is that there is cointegration in at least one cross-section unit. Therefore, the adjustment coefficient The tests are very flexible and allow for an almost completely heterogeneous specification of both the long-run and short-run parts of the error correction model. The series are allowed to be of unequal length. If cross-sectional units are suspected to be correlated, robust critical values can be obtained through bootstrapping of the test statistics.
We are mainly interested in the long-run behavior of our model so the next step is to determine the coefficients of the conditional long-run relationships between E, Y and T when the short-run terms are set to zero. The long-run coefficients can be easily derived from the following long-run equation, obtained from the reduced form of (2) when the terms representing short-run changes are
, as follows:
Finally, we also test for short-run causality. This implies testing the significance of the coefficients of the lagged difference of the variables (using the Wald restriction test) for equations (2), (3) and (4). The putative causality of individual relationships is tested by checking the significance of the tstatistic for the coefficient of the lagged variable, while the joint causality is tested as follows. 
Results and discussion
The panel unit root test results for E, Y and T over the full sample are summarized in Table 1 . The decision of whether or not to reject the null hypothesis of unit root for the panel as whole is based on the   bar t W  statistic. We were not able to reject the null unit root hypothesis for the Y and T series when expressed in level form. However, E is stationary without a trend term. When using the first differences, the null of unit roots is strongly rejected at the P<0.01 significance level for all three series, implying that the series are I(1). This finding is confirmed by all tests employed for all three country samples examined, i.e. the full sample and both the OECD and Non-OECD sub-samples, although the corresponding values are not presented herein.
We proceed by testing whether Y, E and T are cointegrated (see Appendix B for the specifications used in the four cointegration tests). We adopt the Westerlund-based panel cointegration tests using a single lag and lead,
. The lead and lag orders were selected based on the minimum AIC (Akaike's Information Criterion). We perform cointegration tests with both a constant and a trend, no constant or trend, and with a constant but no trend. We also consider the robust P-values obtained after bootstrapping using 800 replicates after testing for cross-sectional dependence among residuals.
Results obtained from the model with a constant but no trend suggest that there is no cointegration for Y and T ( Table 2, see Table B1 in Appendix B for results from the other cointegration tests). However, as can be seen in Table 2 , our results for the whole sample, i.e. from the panel cointegration tests, indicate that there is a long-run cointegrating relationship for E among the series under consideration, based on equation (2). The t P and a P statistics indicate that the null hypothesis of no cointegration for E should be rejected at the P<0.01 level. The other models (neither constant nor trend, and both a constant and trend) also indicate that the null hypothesis of no cointegration for E should be rejected at the P<0.01 level. The robust P-values indicate that the the null hypothesis of no cointegration should be rejected at the P<0.05 level for the full sample and P<0.01 level for Non-OECD countries.
As can be seen from the P-values, for the income equation (Y) the null hypothesis of no cointegration cannot be rejected for either the full sample or the OECD sample. However, the t P and a P values indicate that the null hypothesis of no cointegration (and hence no stationary equilibrium relationship among the variables) should be rejected at P<0.01 for the Non-OECD sample. At the same time, the robust P-values indicate that we cannot reject the null hypothesis of no cointegration for the full sample or either the OECD and Non-OECD countries. Note: We then used xtwest to test for cointegration, using the AIC to choose the optimal lag and lead lengths for each series and with the Bartlett kernel window width set to 4(T/100) 2/9 ≈ 3.
For the trade equation (T), there is cointegration across the panel as a whole when the model is estimated without constant and trend terms. However, the addition of either a constant alone or a constant and a trend term makes all of the test statistics non-significant for all of the samples. Thus, the null hypothesis of no cointegration in the Trade equation cannot be rejected for the model with either a constant or both constant and trend terms.
Because of differences in their construction, "group-mean" and " It should also be noted that caution is required when interpreting the results of our tests for the emission equation. Given the definitions used, one would expect the group-mean tests to reject the null hypothesis more often than the panel tests (because at least one series is cointegrating in the former case, which might not necessarily show up in the latter test), not the opposite. When analyzing a small dataset, such as that used here (T=48), the results of the two tests should be interpreted carefully ** . As a consequence, for our data, it seems that panel tests are probably more appropriate than group-mean tests † † .
The economic implication of the existence of cointegration is that there is a stable equilibrium longrun relationship among the variables E, Y and T. Table 2 provides evidence of cointegration in the emissions equation for both the full sample and Non-OECD countries. However, the other models suggest that there is no cointegration of Y, except for some evidence of cointegration for Y based on the P-value obtained from the panel tests for Non-OECD countries. Thus, results based on the income equation should be interpreted with caution.
A further consideration is that our results are somewhat mixed, especially the robust P-values. For both the full sample and Non-OECD countries, only the panel tests suggest there are long-run relationships among E, Y and T. When we account for cross-sectional dependence using the bootstrap approach, we get somewhat different results. For both the full sample and Non-OECD countries, cointegration is still confirmed by the panel tests; however, for Non-OECD countries the group mean-tests also indicate that the no cointegration hypothesis should be rejected.
Overall, the primary model used in this study suggests that there are long-run relationships among E, Y and T for the whole sample as a panel and for Non-OECD countries both as a panel and as individual panel members.
Error Correction Model estimates
Given the evidence of panel cointegration, the long-run relationships among E, Y and T can be further estimated by applying the estimator of Westerlund (2007) . Therefore, we estimate equations (2), (3) and (4) of the ECM, reparameterized based on panel data. Table 3 reports the findings for the three specifications for comprehensiveness, although our focus is on E (Eq. 2).
** The group-mean and panel tests are constructed in different ways and can therefore give different results. They require large N and large T datasets. These tests are also very sensitive to the specific choice of parameters such as lag and lead lengths, and the kernel width. † † We also estimated the mean group error-correction model, averaging coefficients of the error-correction equation over all cross-sectional units, together with the implied long-run relationship. However, these results are not reported here because the long-run coefficients were not significant.
We approach the interpretation of the regression results presented in Table 3 from the point of view of short-run fluctuations around a long-run equilibrium relationship. In Table 4 we report the results for the long-run relationships of E, Y and T, while Table 5 presents results of the test of the shortrun causality relationships. In Table 3 , all of the estimated adjustment parameters (i.e. the coefficients of the EC term) are statistically significant and have the expected negative sign, except those for the OECD countries when T is taken as the dependent variable. This result is consistent with the findings reported by Dinda and Coondoo (2006) , of negative coefficients for Africa, Central America, America as whole, Eastern Europe, Europe as a whole and the World.
In the equation for E, we find that E  is negative for each of the three country-groups. This implies that if
, the EC term induces a negative change in E back toward the longrun equilibrium. We obtain larger absolute values for the Non-OECD countries (0.142) and the full sample (0.130) than for the OECD countries (0.055). This implies that a much longer time will be required for equilibrium to be restored following any deviation from the long-run equilibrium of E with Y and T in the OECD countries than in the Non-OECD countries.
Interestingly, we found that the speed of adjustment coefficients is greater for Non-OECD countries than for OECD countries. This empirical evidence suggests structural divergences between the OECD and Non-OECD countries in the speed of adjustment towards the long-run equilibrium. Note: values in parentheses are t-values. Significance levels: *, p<0.05; **, p<0.01; ***, p<0.001. Lag and lead lengths both 1. The "xtwest" Stata command was applied for the ECM-based panel cointegration test (Persyn and Westerlund, 2008) The estimated long-run ECM coefficients are presented in Table 4 . 
Note: It is difficult to test the significance of k i
 because the variances for these coefficients may not be available, so we did not estimate their standard errors. Y is the log of GDP.
According to our results, for the full sample and Non-OECD economies, a 1% increase in Y will increase E by 0.4 metric tons, which represents the long-term effect of Y on E over future periods; the increase of Y will cause deviations from its equilibrium, causing E to be too high. E will then decrease to correct this disequilibrium, with the deviation decreasing by 13% ( E i  ) in each subsequent time period. That is, E will decrease by on average 0.4 metric tons in response, with the decrease occurring over successive future measurement intervals at a rate of 13% per interval. A one-unit increase in T will increase E by 0.1 metric tons. To re-establish equilibrium E will then decrease by 0.1 metric tons over successive future measurement intervals at a rate of 13% per interval. For OECD countries, an increase of 1% in Y will increase E by 1.4 metric tons, while a one-unit increase in T will increase E by 3.1 metric tons. In both cases, the return to equilibrium will occur at a rate of 13% per time interval.
The results of the short-run causality tests are presented in Table 5 , where the direction of causal relationships is indicated by (→) for unidirectional causal relationships. According to our results, the relationship between Y and E exhibits bidirectional causality for OECD countries, i.e. a change in Y will affect E and a change in E will similarly affect Y. There is also a bi-directional relationship between T and Y for the full sample, implying that a change in Y will affect T and vice versa. For Non-OECD countries, E and Y are causally related to T and there are unidirectional causal relationships from Y to T. The main findings can be summarized as follows. There is strong bi-directional short-run causality between CO 2 and GDP for OECD countries. This is consistent with expectations, since the OECD experienced a significant increase in CO 2 emissions that was especially pronounced in certain countries over the studied period. Furthermore, the higher the country's GDP (and income), the greater the amount of CO 2 that is likely to be released via production and/or consumption. Dinda and Coondoo (2006) also found cointegrating relationships between CO 2 and GDP for Eastern and Western Europe, Central America, Africa, Japan and Oceania. In addition, they found evidence for their panel as a whole that strongly points to the existence of bivariate causality.
Finally, there is bi-directional causality between international trade and GDP for the full sample and uni-directional causality between the same variables for OECD countries. For Non-OECD countries, there are no direct effects of GDP and trade on emissions. This implies that neither GDP growth nor international trade have any significant effect on CO 2 emissions for Non-OECD countries.
Conclusions
In this paper, we analyzed cointegration and short-run causal relationships between per capita CO 2 emissions, per capita GDP and international trade based on a cross-country panel data set covering 150 countries during the period 1960-2008. Our estimates are based on the full sample of countries as well as on two separate sub-samples, comprising OECD and Non-OECD countries, respectively.
Using the unit root test procedure, we found that all three series (the logarithm of the per capita GDP, per capita CO 2 emissions and trade measure) follow ) 1 ( I processes. These findings were then used to apply ECM-based panel cointegration tests (Westerlund, 2007) . The robust p-values obtained from both the panel tests and group-mean tests indicated that the null hypothesis of no cointegration should be rejected for both the full sample and the Non-OECD countries. This suggests that per capita CO 2 emissions, per capita GDP and the measure of international trade are cointegrated. Consequently, there are long-run equilibrium relationships among these three variables for both the full sample and Non-OECD sample. Our results are consistent with previous findings; Dinda and Coondoo (2006) We would like to stress that comprehensive analysis in this field would require a study of incometrade-emission-energy relationships, specifying the type of energy used, the structural composition of GDP, and available technology among other factors. However, the empirical framework employed in this study could be used to estimate the short-and long-run elasticities of CO 2 emissions in disaggregated sectors, in order to calibrate the developed models and generate scenarios describing how openness policies might motivate businesses to adopt environmentally-friendly and efficient technologies to reduce emissions. Moreover, the control of CO 2 emissions will require careful examination of the cross-country distributional patterns of global production and the corresponding total emissions as well as their changes over time in a way that accounts for the nature of causality in each specific case. 
Appendices Appendix A -Descriptive Statistics
