Abstract
Introduction
Wildfires have significant impacts on both the ecosystems and human society. Wildfires can burn local plants, reduce species diversity because of the emission of carbon dioxide, cause flash floods due to destroying organic nutrients, and result in climate changes by releasing carbon into atmosphere [1] [2] [3] . Wildfires also generate massive losses of properties, and even human lives. It is estimated that more than 11,000 communities close to federal land are subject to threats from wildfires in the US [4] . In the 2007 wildfire season, over 85,500 fires across the whole US burned more than 9.3 million acres of land. It cost 1.8 billion dollars in effort to fight wildfires and a potential 2.5 billion dollars in insured loss in California alone [5] . To help effectively manage and suppress wildfires, simulation models can be used to study and predict wildfire spread. In this work, we consider the simulation model called DEVS-FIRE [6] [7] , which is a discrete event simulation model for wildfire spread and suppression.
The results of wildfire spread simulations are influenced by many factors, including the terrain data, fuel data, weather data, and the quality of the wildfire behavior models. Due to the dynamic and complex nature of wildfire, it is impossible to capture these data with absolute accuracy. For example, the weather data used in simulations is typically obtained from nearby weather stations in a time-based manner (e.g., every 10 minutes). This is in contrast to the real weather that constantly changes (e.g., due to the interactions between wildfires and the weather). Also, the precision of terrain data and fuel data is constrained by the spatial resolutions of the GIS data. Besides data errors, the wildfire behavior model itself has errors too due to its modeling abstraction. Therefore, the predictions from the simulation model will be different from the real wildfire spread. This difference between the simulation and the real wildfire is likely to grow continuously if no data from real wildfire is assimilated into the simulation model.
Assimilating data into large-scale wildfire spread simulations is challenging because of the high complexity of the wildfire simulation model, the large number of possible spatially dependent state variables and model parameters. Also, the non-stationary, non-linear, and non-Gaussian behavior of wildfire [8] makes it ineffective to use conventional inference techniques, such as Kalman filter and its variants (e.g., ensemble Kalman filter [9] ). Furthermore, the DEVS-FIRE model used in the work is a discrete event simulation model and has complex model structure and state update mechanism. This makes it difficult to apply conventional inference techniques that rely on equation-based model representations. Motivated by these challenges, in previous work [10] we developed a data assimilation framework based on Sequential Monte Carlo (SMC) methods [11] for wildfire spread simulation using DEVS-FIRE. In the framework, ground temperature sensor data are assimilated into the DEVS-FIRE simulation model in order to improve simulation results. A SMC method implementing a basic Sequential Importance Sampling with Resampling (SISR) procedure (see [11] for more details) is used as the inference technique to estimate the dynamic evolving fire front of a wildfire.
Experiment results showed that the developed data assimilation method was able to improve the accuracy of wildfire spread simulation by assimilating ground temperature sensor data into the DEVS-FIRE simulation model. Built on previous work, this paper carries out systematic analysis and measurement to quantify the effectiveness and robustness of the developed data assimilation method. A systematic analysis and quantification is needed because the results of data assimilation for wildfire spread simulation depend on many system parameters, including the data errors between the real system and the simulation model, and the density, frequency, and quality of the sensor data. Examining the influences of these parameters to the data assimilation results will allow us to assess the effectiveness of data assimilation for wildfire spread simulation. Furthermore, applying SMC methods to data assimilation for large-scale spatial-temporal simulations (such as the wildfire spread simulation considered in this paper) is still a relatively new research topic.
Thus quantification of the statistical features, including convergence, degeneracy, and sample impoverishment associated with SMC methods can provide information to evaluate the applicability of SMC methods to other application areas where sophisticated simulation models are used.
Towards this goal, we use several measurement metrics to measure the convergence, degeneracy, and sample impoverishment of SMC methods.
Both of the sensitivity analysis of data assimilation and the quantification of SMC methods in this paper provide guidelines for us to develop more advanced and more efficient data assimilation method to further improve the wildfire spread simulation results.
The rest of this paper is organized as follows. Section 2 introduces background and related work in data assimilation. Section 3 provides an overview of the developed data assimilation framework based on SMC methods for wildfire spread simulation. Section 4 introduces the measurement metrics for evaluating SMC methods. Section 5 presents the analysis and quantification results including sensitivity analysis for different wind speeds/directions, sensitivity analysis for different sensor data, and robustness quantification of the SMC methods. Section 6 concludes this work.
BACKGROUND AND RELATED WORK
Data assimilation is a technique used in many different application domains, such as geosciences, weather forecasting, hydrology, and other environmental systems. Its purpose is to use observation information to improve state estimation of a system under study. Many techniques have been developed to support data assimilation. The optimal interoperation analysis techniques including three-dimensional variational analysis (3D-VAR) and four-dimensional variational assimilation (4D-VAR) are widely used in data assimilation. Their related applications can be found in many literatures, such as [12] and [13] . Kalman filter [14] is another analysis technique of data assimilation, which estimates the state of a dynamic system with observations represented by a linear state space model. For applications with non-linear behaviors, Kalman filter needs to be extended [15] . A more recent set of techniques for data assimilation are based on SMC methods, also called particle filters. SMC methods can be applied to dynamic systems with non-linear behaviors, by approximating the state of dynamic systems using particles and associated weights. SMC methods are widely used in application domains such as signal processing, wireless communication, target tracking, speech recognition, computer vision, mobile robot localization, and DNA sequence analysis [16] .
SMC methods are sample-based methods that use Bayesian inference and stochastic sampling techniques to recursively estimate the state of dynamic systems from some given observations. A dynamic system can be defined as a state space model composed of the system model Bayes's theorem, the prediction density and updating density can be computed using integrals. Therefore, approximation methods are needed to solve the integrals, including the linearizing method and the numerical method. For the latter, the posterior density is represented by a set of particles, and the expectation can be easily calculated. However, it is usually impossible to directly sample from the posterior density. To overcome this problem, another known proposal density, denoted as q, is introduced, and its expectation can be calculated by the weighted sum of its generated samples and their associated importance weights. According to the property of Markov process, the recursive estimate of the importance weight is calculated as shown in Equation (1).
where the proposal density
is obtained by minimizing the variance of t w [17] . This method is called sequential important sampling (SIS). However, sequential importance sampling has the limitation that the entire process relies on the initially generated samples. To improve the algorithm, a resampling step is added by using replicated particles in proportion to their weights for future use. This gives rise to the sequential importance sampling with resampling (SISR), which forms the basic structure of SMC methods. More details about the algorithm can be found in [11] .
Although SMC methods are applied in many non-linear and nonGaussian systems and have satisfactory results, they still have some problems to be explored, such as degeneracy or sample impoverishment.
Much work has been done to study the convergence of SMC methods, examining if they converges when the number of particles approaches infinity (see e.g., [18] [19]). It has been shown that SMC methods have good convergence results when enough number of particles are used.
However, large number of particles will greatly increase the computational cost. Therefore, many algorithms are proposed to avoid the sample impoverishment and degeneracy for applications with limited number of particles. In [20] , an evolutionary approach was introduced in the resampling stage, combining advantages of both SMC methods and the genetic algorithm. It has showed effectiveness to reduce sample impoverishment in a finite number of particles. To evaluate the effectiveness of state estimation using SMC methods, a framework to quantify estimation errors and measurement metrics are needed. For example, uncertainty analysis frameworks were developed in [21] [22] to compute the satellite-based precipitation estimation errors and assess the impact of the error propagation into hydrological simulations.
Measurements metrics were used to explain the estimation results. In this paper we take a similar approach to use measurements metrics for evaluating data assimilation based on SMC methods for wildfire spread simulations.
OVERVIEW OF THE DATA ASSIMILATION FRAMEWORK
Before presenting the measurement metrics and analysis results, we give an overview of the data assimilation framework based on SMC methods for wildfire spread simulations. More details of this framework can be found in [10] .
PROBLEM DESCRIPTION
To improve the results of wildfire spread simulation of DEVS-FIRE, the ground temperature sensor data from real wildfires is assimilated into the simulation model. To carry out the data assimilation, we formulate a nonlinear state-space model as shown in Equation (2) . (2) In the equations, fire t and fire t+1 are the system state variables of fire spread at time step t and time step t+1 respectively. In this work, the system state variable is defined as the evolving fire front, which is the most important information in a wildfire spread simulation. Specifically, the fire front at time step t (fire t ) is composed of all the burning cells along the fire perimeter at time step t. All these burning cells represent the initial ignition points for the simulation to proceed to the time step t+1. TM t is the measurement variable. The measurement variables are referred to as the temperature data obtained from deployed ground temperature sensors in the fire areas (the total number of sensors and their locations are known).
DF is the system model, which is the DEVS-FIRE simulation model that defines the evolution of fire front over time. If a fire front at time step t is given, we can obtain the fire front at time step t+1 by executing DEVS-FIRE simulation for one time step. MM is the measurement model that maps the system state variable (the fire front) to the measurement variable (the ground temperature sensors' temperature data). It specifies the functions to compute the temperatures of all the deployed ground temperature sensors for a given fire front. The v t and w t refer to the noises of the system state and those of the measurement data respectively. The system model of DEVS-FIRE is a key component of the data assimilation system. It is a discrete event cell space model where the forest is modeled as a two-dimensional cell space, and fire spread is modeled as a propagation process as burning cells ignited their unburned neighbors.
Detailed description of the DEVS-FIRE model is omitted in this paper and can be found in [6] [7].
MEASUREMENT MODEL
The measurement model is another important component of the data assimilation system. It defines the mapping from the system state (the fire front) to the measurement data (temperatures of deployed sensors). In the measurement model, we assume the deployment schema of the sensors is known, which defines how the sensors are deployed in the fire field.
Examples of deployment schema include regular deployment, e.g., Based on the locations of the sensors and a given fire front, the temperature of each sensor is calculated using Equation (3).
In the equation, T is the temperature data of a sensor; T c (°C) refers to the temperature rise above ambient temperature of the closest burning cell on the fire front; T a denotes the ambient temperature (°C); x is the location of the sensor, and x 0 represents the location of the closest burning cell on the fire front; σ is a constant and is set to 50 meters in our work. This formula is based on the work of [8] . To compute T c for any burning cell, Equation (4) is used.
In the equation, FI is the fireline intensity of the burning cell (kW m -1 ), and h is the height above ground (m). In the DEVS-FIRE simulation, the fireline intensity of a burning cell is computed from Rothermel's model at runtime. For ground temperature sensors, the height h would be their installation heights.
DATA ASSIMILATION USING SMC METHODS
Based on the non-linear state-space model of Equation (2), SMC methods can be applied to estimate the fire front of each time step by assimilating real time sensor data. Fig. 1 shows the structure of SMC methods and the procedure of the data assimilation algorithm. In the figure, the rectangle boxes denote the primary activities in some time step of the algorithm, and the circles refer to the data/variables. The algorithm proceeds in a stepwise fashion. At time step t, the set of the fire fronts from time step t-1 (denoted as S t-1 in Fig. 1 ) are inputted into the simulation model of DEVS-FIRE.
Based on the DEVS-FIRE fire spread simulation, these fire fronts grow to a set of new fire fronts (denoted as S' t ). Based on each new simulated fire front, the measurement data, which is the temperature data of all the sensors, can be computed using the measurement model. The set of measurement data for all fire fronts are denoted as M' t . By comparing the measurement data with the real temperature sensor data (the real observation, denoted as m t in Fig. 1 ), the importance weight of each fire front is computed and normalized. These weights are used by the resampling algorithm that draws a set of offspring samples from S' t with probability proportional to the importance weights. The set of resampled fire fronts are denoted as S t and are the inputs for the next time step t+1.
Note that the time interval between two consecutive steps is decided by the frequency of real time sensor data collection, i.e., how often the sensor data is collected. In the implementation of the SMC algorithm, the set of fire fronts is represented by a set of particles, where each particle is a fire front. The algorithm starts by initializing N particles representing the initial fire fronts when the fire is ignited (we start the data assimilation from when the fire is ignited). Then the algorithm goes through multiple iterations, each of which includes the sampling, weight computation, and resampling stages. At the sampling stage, all the particles go through the DEVS-FIRE simulation to obtain their corresponding new fire fronts (with noises added) of the next time step. At the weight computation stage, the differences between the temperature data (computed using the measurement model) from these fire fronts and the real temperature sensor data from the real wildfire are calculated. These temperature differences More details of the algorithms can be found in [10] . Fig. 2 illustrates how the data assimilation works for estimating fire front by assimilating ground temperature sensor data. In the figures, the top left window is the "real" wildfire, which is unknown to the data assimilation system and needs to be estimated. Here the "real" fire is generated by a simulation (see the identical-twin experiment description in Section 5 for more details). The top right window is the temperature map of the fire area due to the "real" fire front. In this window, the blue dots indicate the locations of the ground temperature sensors. The bottom right window shows the temperature sensor data collected from the temperature sensors. These data will be assimilated by the SMC method for estimating the "real" fire front. The bottom left window shows the data assimilation results. In this window, the red perimeter represents the real fire. It is displayed in this window for comparing with the data assimilation results.
The gray perimeters represent different estimations of the fire fronts. In this example, there were 210 estimations of the fire front because 210 particles were used in this example. By displaying all these estimations together, one can treat the shades of a cell as its burning possibility: the darker the shade, the higher possibility that the cell is at the fire front.
A "real" fire to be simulated.
Temperature map from the "real" fire. Blue dots are sensors.
Temperature sensor data used in data assimilation. Probability map of simulated firefronts. The red perimeter is the "real" firefront.
MEASUREMENT METRICS
To quantify the robustness of the SMC method in data assimilation, we use several measurement metrics to measure its properties from different aspects. These include convergence, degeneracy, and sample impoverishment. In this section, we describe these measurement metrics in general. Specific measurement results for the SMC method in data assimilation for DEVS-FIRE simulation are presented in the experiment section. The convergence of all the particles can be graphically displayed by drawing the distribution of the particles. Furthermore, to quantify the convergence over time, the normalized measure of ensemble dispersion can be used [24] . It evaluates how confidently the ensemble (all the particles) can be obtained from its spread. NRR, the normalized Root Mean Square Error (RMSE), is defined as
, where n is the ensemble size; 1 R is the time-averaged RMSE of the ensemble mean as shown in Equation (5); 2 R is the mean RMSE of the ensemble members as shown in Equation (6) . In the equations, T is the analysis time period.
NRR can be used to evaluate the error propagation. If NRR is larger than 1, the ensemble has too little spread. NRR < 1 indicates the ensemble has too much spread. The expected case is that NRR has the value of 1. More details about this measure and its explanation can be found in [24] .
Another measure of ER, short for Exceedence Ratio, is used to evaluate the spread of prediction quantiles [25] . Its definition is shown in Equation (7), where 
DEGENERACY METRIC
Degeneracy refers to the phenomenon that the samples gradually diverge.
If it happens, the estimated states are far away from the true states, thus not to obtain "correct" results. For the SIS algorithm mentioned in section 2, if the variance of w t stochastically increases over time, only one sample will dominate, resulting in degeneracy problem [17] . To detect the sample impoverishment, the range of samples between the minimum and the maximum can be used. If the range is too small, the sample impoverishment happens.
ANALYSIS AND QUTIFICATION RESULTS

EXPERIMENTAL DESIGN
To analyze and quantify the data assimilation results, we carried out a series of experiments by varying some control parameters. Because of the unavailability of observation data from real wildfires, we adopted the identical-twin experiment approach, which is widely used in data assimilation research, to evaluate the data assimilation results. The purpose of identical-twin experiment is to study the data assimilation in ideal situations and evaluate the proximity of the prediction to the true states in a controlled manner. In the identical-twin experiment, a simulation is first run, and the corresponding data is recorded. These simulation results are considered as "true"; therefore, the observation data obtained here is regarded as the real observation data (because they come from the "true" model). Consequently, we estimate the system states from the observation data using SMC methods, and then check whether these estimated results are close to the "true" simulation results. To present the experimental results, in this work we define three terms: "real" fire, filtered fire, and simulated fire. A real fire is the simulation from which the real observation data is obtained. A simulated fire is the simulation based on some "error" data ("error" in the sense that the data are different from those used in the real fire), for example, imprecise weather data. This is to represent the fact that wildfire simulations usually rely on imperfect data as compared to real wildfires. Finally, a filtered fire is the data assimilation-enhanced simulation based on the same "error" data as in the simulated fire. In our experiments, we intended to show a filtered fire gave more accurate simulation results by assimilating observation data from the real fire even it still used the "error" data.
The differences between a real fire and a simulated fire are due to the imprecise data such as wind speed, wind direction, GIS data, and fuel model, used in the simulation. In our experiments, we used the incorrect wind conditions (wind speed or wind direction) as the "error" data. Table 1 shows the configurations of eight sets of experiments. The real wind speed By executing these 8 experiments, we tried to examine the impact of weather data errors between the real system and the simulation system on the data assimilation results. We also computed the symmetric set difference as a metric to measure the similarity between two fire fronts.
Results of this sensitivity analysis for different wind speeds/directions are presented in Section 5.2. The sensor deployment information that includes the total number of sensors and their locations is an important factor. To carry out sensitivity analysis for different sensor data, we choose Case 1 in Table 1 as the experimental setting and vary the sensor data collection from three different aspects: deployment density, data collection frequency, and sensor data quality. In terms of sensor deployment density, in general, the more sensors deployed in the fire area, the more information the sensor data contain. To carry out sensitivity analysis on this aspect, we vary the sensor deployment densities from ¼, 1/16, 1/36, 1/64, to 1/100 (sensor per cell). Note that all the sensors are randomly deployed. The frequency of the sensor data collection is also important because it defines how frequent the sensor information will be available for the data assimilation. Note that too frequent data collection consumes a lot of computing resources. To consider the aspect of data collection frequency, we used three frequencies of 6, 3, and 1.5 times per hour (corresponding to 10 minutes, 20 minutes, and 40 minutes time interval between two consecutive data collections).
Besides the number of sensors and the frequency of data collection, there also exist errors/noises in any sensor data. Thus the quality of the sensor data, i.e., how correct the sensor data is, also impacts the data assimilation results. For this aspect, we introduce noises to the sensor data by 10%, 20%, and 40% to explore its impacts. Results of the sensitivity analysis for different sensor data are presented in Section 5.3.
Finally, we measure the properties of the SMC method to quantify its robustness in data assimilation for wildfire spread simulation. We choose Case 2 and Case 5 in Table 1 
SENSITIVITY ANALYSIS FOR DIFFERENT WIND SPEEDS/DIRECTIONS
We carried out the experiments in Table 1 and compared their data assimilation results. Fig. 4 displays the filtered fires (displayed in red) for case 1, case 2, case 3, and case 4 after 6 hours of simulation, compared with the real fire (displayed in blue) and the corresponding simulated fires (displayed in green). Fig. 4 shows that in both case 2 and case 3, the filtered fire shapes match the real fire shape better than the simulated fires do. This is particularly true for case 2 in Fig. 4(b) , where the simulated fire was much smaller than the real fire at the head area due to the smaller wind speeds. However, using the same "error" wind speeds as the simulated fire did, through data assimilation the filtered fire was able to match the real fire well at the head area. To better see the effect of data assimilation, Fig. 6 shows the symmetric set differences between the simulated/filtered fires and the real fire after 6 hours for different wind speeds and wind directions. In mathematics, the symmetric set difference of two sets is the set of elements in either set, but not in both. We used it to compare two fire shapes, which is the number of cells in one of the fire shapes, but not in both. The smaller the symmetric set difference is, the more similar two fire shapes are. From Fig. 6(a) and Fig. 6(b) , we can see that for all the cases, the symmetric set differences between the filtered fires and the real fire are smaller than those between the simulated fires and the real fire. These results show that the data assimilation was able to improve the simulation results when there were data errors in either wind speed or wind direction. Frequency of sensor data collection refers to how often the sensor data is collected. In this work it is defined as the number of times of data collection in every hour. To examine the influences of the sensor data's frequency on the data assimilation results, we implemented case 1 in Table   1 using three difference frequencies (6 per hour, 3 per hour, and 1.5 per hour). Fig. 9 shows the perimeters and burned areas of the real fire, the simulated fire, and the filtered fires for the three different data frequencies.
The figure shows that the data frequency affects the data assimilation results. The result with frequency of 1.5 per hour is worse than the ones with frequencies of 6 per hour and 3 per hour. This is because the frequency of 1.5 per hour provides the least information for the data assimilation method to use, and thus leads to the worst results among the three. However, as the frequency increases from 3 per hour to 6 per hour, Fig 9(a) shows that the perimeter difference between the filter fire and the real fire increases. This means the higher frequency of 6 per hour does not gives better data assimilation result compared to the lower frequency of 3 per hour. This suggests more investigations be needed to improve the data assimilation method that we have implemented in order to better use the sensor data. (a) (b) Fig. 10 Decreased symmetric set differences (SSD) for sensor data frequencies
QUALITY OF SENSOR DATA
The next factor that is explored is the quality of sensor data. For this goal, we manually add noises to the sensor data, including 10%, 20%, and 40% of noise. Based on the sensor data with different qualities, we ran the experiments based on Case 1 in Table 1 and obtained the results. Fig. 11 shows the burned areas and perimeters of the real fire, the simulated fire, and corresponding filtered fires for the four different experiments after 6 hours, which have the sensor data noises of 0%, 10%, 20%, and 40%
respectively. From the figures, we know that the areas of the filtered fires are closer to that of the real fire when the sensor data noise decreases. This means as the quality of sensor data improves, the data assimilation leads to better results. We note that this trend is not obvious in the fire perimeter figure ( Fig. 11(a) ) because the perimeters do not completely show the features of fire fronts. For example, although the burned area of the filtered fire is much smaller than that of the real fire as shown in Fig 11(b) , their perimeters are not very different as shown in Fig. 11(a) . can clearly see that as the noise of sensor data increases, i.e., the quality of the sensor data decreases, the data assimilation results decreases continuously (the decreased SSD becomes smaller as shown in the figure).
In particular, when the noise increases to 40%, the symmetric set difference between the real fire and the filtered fire is larger than that between the real fire and the simulated fire. This means the data assimilation in fact made the simulation results worse compared to when no data assimilation was used. To measure the robustness of the SMC method in data assimilation for wildfire simulation, we compute the results according to the measurement metrics in section 4. We chose case 2 and case 5 in Table 1 and compare their results. Note that from the analysis in Section 5.2, we know that the data assimilation results of case 2 are better than those of case 5. By comparing these two cases, we intend to show that the corresponding properties of the SMC method in case 2 are better than those in case 5 too.
CONVERGENCE ANALYSIS
To examine the convergence, we compare distributions of particles for the two cases. To graphically display the distribution, we use the perimeter and burned area as the x-axis and y-axis of a 2D plane and draw all the particles on this plane according to their perimeters and burned areas. Fig.   13 shows the distributions of particles for the case 2 at time step 10 and 18
respectively. Fig. 14 shows the distributions of particles for the case 5 at time step 10 and 18 respectively. From the figures we know that as time advances (from time step 10 to 18), the particles converge to small areas close to the values of the real fire (whose fire perimeter is 9.8 km and burned area is 431 ha) for both cases. Moreover, the first case has better results because more particles are distributed around the values of the real fire. We note that the fire perimeter and the burned area cannot adequately represent a fire front; therefore, they only partially reflect the convergence results.
In addition, the measurement of NRR and n ER are used to evaluate the two cases above. We consider the time step 14 to 18 for both cases. For case 2, NRR=1.1. For case 5, NRR=1.4. Therefore, the ensemble of both cases has little spread. But compared to case 5, case 2 has better results because its NRR is closer to 1.0. This is also verified by their data 
DEGENERACY ANALYSIS
For the degeneracy analysis, we compute the effective sample sizes according to Equation (8) SISR algorithm is used. This also calls for future work to improve the data assimilation method that can alleviate the degeneracy problem when a limited number of particles are used.
SAMPLE IMPOVERISHMENT ANALYSIS
As stated above, the resampling step may lead to sample impoverishment.
Evaluation of the sample impoverishment is based on the fire perimeter error (the perimeter difference between the filtered fires and the real fire) and the burned area error (the burned area difference between the filtered fires and the real fire) of the particles. Specifically, we show the range of the perimeter error and the burned area error between the minimum and the maximum of all the particles. impoverishment. In contrast to case 2, the burned area error range is almost always larger than 0, meaning that all generated particles are larger than the real fire. By comparing Fig. 16 and Fig. 17 , we can see that case 5 has more severe sample impoverishment because the burned area error range is smaller than that of case 2. This analysis also suggests further improvement of the data assimilation method to achieve better results. includes developing more advanced sampling, re-sampling, and weight computation method of the algorithm, and studying the optimal value of parameters for data assimilation in wildfire simulations.
