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Zusammenfassung
In dieser Arbeit wurde ein Verfahrung zur Random-Walk-Simulation auf frak-
talen Strukturen untersucht. Es dient der Simulation von Diffusion in porösen Ma-
terialien.
Konkret wurde der Mastergleichungsansatz zur Simulation eines Random Walks
auf Sierpin´ski-Teppichen für GPGPUs (General Purpose Graphics Processing Units) in
drei verschiedenen Versionen implementiert: Zunächst wurde die gesamte Fläche
in einem zweidimensionalen Array gespeichert. Danach wurde eine Version unter-
sucht, bei der nur die begehbaren Felder abgespeichert wurden. Diese Vorgehens-
weise spart Speicher, da die Sierpin´ski-Teppiche meist nur dünn besetzt sind. Weiter
wurde die Implementierung verbessert, indem die Fläche jeweils dynamisch erwei-
tert wird, wenn die Simulation an den Rand des vorhandenen Gebietes stößt.
Die genutzten Grafikprozessoren arbeiten nach dem SIMD-Prinzip. Daher wur-
de zusätzlich untersucht, ob sich Laufzeitverbesserungen ergeben, wenn der Code
dahingehend optimiert wird.
Die Ergebnisse zeigen, dass sich in der Tat eine kürzere Laufzeit ergibt, wenn nur
noch begehbare Felder abgespeichert werden. Noch weiter kann die Laufzeit mit
der dynamischen Erweiterung der Simulationsfläche verkürzt werden. Optimierun-
gen für die SIMD-Arbeitsweise der Prozessoren bringen jedoch keine Laufzeitver-
besserung.
Der Algorithmus läuft auf aktuellen Grafikkarten allerdings langsamer als eine
Implementierung für CPUs auf einem aktuellen 16-Core-Rechner.
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Aufgabenstellung
Verwendung von Grafikprozessoren zur Simulation von Diffusionsprozessen mit
zufälligen Sierpin´ski-Teppichen
Die zunehmende Leistungsfähigkeit moderner Grafikprozessoren führt zur ver-
stärkten Entwicklung von Ansätzen, die diese vorhandene Leistungsfähigkeit auch
für nicht-grafische Berechnungen, beispielsweise im Bereich des wissenschaftlichen
Rechnens verwenden. Im Vordergrund steht hierbei insbesondere die Nutzung pro-
grammierbarer Einheiten der Grafikprozessoren durch so genannte Shader-Program-
me.
Im Rahmen der Diplomarbeit soll die Verwendung von Grafikprozessoren an-
hand einer Anwendung zur Simulation von Diffusionsprozessen untersucht und
realisiert werden. Das Simulationsprogramm berechnet die Wahrscheinlichkeitsver-
teilung für den Aufenthalt eines Testteilchens (Random Walker) auf einer zufällig ge-
nerierten fraktalen Struktur (Sierpin´ski-Teppiche). Basierend auf bereits vorhandenen
sequentiellen und parallelen Programmversionen soll die Ausführung recheninten-
siver Programmteile auf Grafikprozessoren übertragen werden. Es sollen geeigne-
te Datenstrukturen für die irregulären fraktalen Strukturen und die Berechnungs-
operationen mit ihnen entworfen werden. Die entwickelten Lösungen sollen imple-
mentiert und ihre Leistungsfähigkeit untersucht werden. Hierbei sollen auch Gren-
zen ermittelt und bewertet werden, die sich durch das zu verwendende Program-
miermodell, die Programmierumgebung oder durch technische Gegebenheiten wie
Speicherbandbreite, Anzahl verfügbarer Grafikprozessorkerne (Stream-Prozessoren)
oder Genauigkeit der arithmetischen Operationen ergeben.
Für die praktischen Untersuchungen steht an der Professur Praktische Informatik
ein Rechnersystem samt Grafikkarte mit NVIDIA 8800 GTX Prozessor und 768 MB
Speicher zur Verfügung. Die Programmierung des Grafikprozessors kann durch Ver-
wendung des NVIDIA CUDA Software Development Kits erfolgen. Des Weiteren
können auch bereits existierende Programmbibliotheken wie CUBLAS oder alterna-
tive Programmierumgebungen wie BrookGPU verwendet werden.
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1 Einleitung
Simulationen haben heute in der Forschung und Entwicklung einen hohen Stellen-
wert. Sie ermöglichen es, Ergebnisse von Experimenten vorherzusagen, ohne diese
mit großem finanziellen und zeitlichem Aufwand durchführen zu müssen. Sie er-
lauben allerdings nur eine grobe Annäherung an die wahren Werte. Daher müssen
vorher zur Kalibrierung und nachher zur Verifikation der Ergebnisse der Simulation
trotzdem noch Experimente durchgeführt werden.
In dieser Arbeit soll es die Simulation zufälliger Fraktalstrukturen untersucht und
Verbesserungsmöglichkeiten vorhandener Simulationsverfahren gefunden werden.
Zufällige Fraktalstrukturen werden genutzt, um Struktureigenschaften zu model-
lieren, die in vielen realen Materialien wie Aerogels, porösen Gesteinen oder Ze-
ment vorkommen. Es hat sich gezeigt, dass zufällige Sierpin´ski-Teppiche für diesen
Zweck gut eignen [1]. Die anomale Diffusion von Flüssigkeiten (beispielsweise Erd-
öl) in den genannten Materialien wird sehr gut durch Zufallsbewegungen (random
walk) beschrieben. In dieser Arbeit soll ein mögliches Verfahren zur Simulation der
Diffusion in porösen Materialien untersucht werden.
In den Anfangsjahren des wissenschaftlichen Rechnens besaß man Großrechner-
anlagen, welche über einen langen Zeitraum von meist mehreren Tagen oder Wo-
chen die Lösung für ein Problem berechneten. Diese wurden im Laufe der Zeit wei-
terentwickelt und immer schneller. Für viele kleinere, aber auch sehr große Installa-
tionen stellten diese Supercomputer trotzdem ein Kostenproblem dar. Man begann
damit, aus Standard-PC-Komponenten große Cluster als Rechnerverbund zu kon-
struieren. Dadurch konnten Kosten gespart werden, während gleichzeitig durch die
große Parallelität die Rechenleistung stieg.
Vor einigen Jahren erkannte die Wissenschaft das riesige Potenzial, das in Gra-
fikkarten steckte. Sie wurden bis dahin vor allem zur schnellen Darstellung von
Szenen in Computerspielen oder in der Wissenschaft zur Visualisierung verwen-
det. Ihre Rechenkapazität kann allerdings sehr gut auch für andere Anwendungen
genutzt werden. Die Grafikkartenhersteller unterstützen diese Bestrebungen und
stellen Werkzeuge bereit, die es dem Programmierer einfach möglich machen, diese
Rechenkapazität zu nutzen. Daher soll das im Rahmen dieser Arbeit entstandene
Simulationsverfahren die Rechenleistung von Grafikkarten verwenden.
1
2
2 General Purpose Computing auf
Grafikprozessoren
Bereits bei den ersten grafikfähigen Heimcomputern existierten auf den Platinen
spezielle Grafikchips, RAMDAC genannt. Ihre Aufgabe beschränkte sich zunächst
darauf, den Inhalt des Grafikspeichers (Video-RAM) in Signale für den Monitor
(bzw. Fernseher) umzuwandeln. In den IBM-kompatiblen PCs setzten sich Steckkar-
ten durch, die je nach benötigter Leistungsfähigkeit ausgetauscht werden konnten.
Anfang der 1990er-Jahre kamen die so genannten Windows-Beschleuniger (auch un-
ter der Bezeichnung 2D-Beschleunigung bekannt) auf den Markt. Sie beherrschten ne-
ben dem pixelweisen Umsetzen des Grafikspeichers in Monitorsignale auch Befehle
zum Zeichnen von Linien oder Flächen. Diese Technik beschleunigte die Darstel-
lung der grafischen Windows-Oberfläche deutlich. Beginnend damit entwickelten
sich die Grafikchips zu immer leistungsfähigeren Graphics Processing Units (GPU).
Nochmals gesteigert wurde das Prinzip mit der Einführung von 3D-Beschleuni-
gern wie dem 1996 vorgestellten Voodoo-Grafikchipsatz. Diese 3D-Chipsätze be-
herrschen alle Funktionen, die zur Darstellung von dreidimensionalen Szenen not-
wendig sind: Rasterung, Koordinatentransformationen, Texture Mapping, Z-Buffe-
ring, Shading usw. Seit dem Jahr 2001 verfügen die Grafikkarten über eine program-
mierbare Renderingpipeline. Das begründet die Anfänge des General Purpose Compu-
ting auf GPUs, also das Ausführen allgemeiner (nicht grafik-spezifischer) Algorith-
men.
Traditionell besteht die Rendering-Pipeline (neben einer Reihe anderer Stufen)
aus zwei Shadertypen: dem Vertex-Shader und dem Pixel-Shader. Beide Shader füh-
ren vom Benutzer programmierte Berechnungen durch. Ursprünglich nur zur Be-
rechnung der Beleuchtungsverhältnisse (über Radiosity) gedacht, kann ein Vertex-
Shader heute weit umfangreichere Berechnungen an geometrischen Objekten durch-
führen. Pixel-Shader führen Berechnungen an einzelnen Pixeln durch, beispielswei-
se Farbveränderungen.
Bei der neuesten Generation von Grafikkarten1, die etwa Mitte 2007 vorgestellt
wurde, wird das so genannte Unified Shader Model genutzt. Dabei wird nicht mehr
zwischen Vertex- und Pixel-Shadern unterschieden, sondern der Grafikkartentrei-
ber kann jeden der vorhandenen Shader entweder als Vertex- oder als Pixel-Shader
einsetzen. Auf diese Weise können je nach Anforderung der Szene entweder mehr
1Nvidia-GeForce-8-Serie und ATI-Radeon-HD-2000-Serie
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Vertex- oder mehr Pixel-Shader genutzt werden. Durch die höhere Flexibilität kann
eine höhere Leistung erzielt werden.
Mit der Aufgabe der Spezialisierung der Shader wurde es möglich, effiziente Pro-
grammbibliotheken zu entwickeln, die es auch der breiten Masse von Programmie-
rern ermöglichen, allgemeine Berechnungen auf dem Grafikprozessor durchzufüh-
ren. Vorher war es notwendig, die Teile eines Algorithmus zu finden, die zur Be-
rechnung auf den jeweiligen Shadern geeignet sind, und sie in der genutzten Shader-
Sprache (welche in der Regel auf Assembler-Niveau war) auszudrücken. Außerdem
musste der Programmierer vertiefte Kenntnisse in OpenGL bzw. DirectX besitzen,
um die Programme in die Grafikkarte laden zu können.
In gewisser Weise sind die GPUs vergleichbar mit den mathematischen Kopro-
zessoren, die es beispielsweise für den Intel 80287 gab. Sie wurden eingesetzt, um
Gleitkommaberechnungen in Hardware durchzuführen, während der Hauptprozes-
sor diese Fähigkeit zu jener Zeit noch nicht besaß. Später wurde der mathematische
Koprozessor in die CPU integriert. Ebenso gibt es bei AMD Bestrebungen, die GPU
näher an die CPU zu „ziehen“, bis sie eines Tages in diese integriert werden wird
[2].
2.1 Möglichkeiten zur Grafikkartenprogrammierung
Es existieren verschiedene Ansätze, Grafikprozessoren zu programmieren. Sie besit-
zen einen unterschiedlichen Abstraktionsgrad. Während bei einigen noch deutlich
sichtbar ist, dass eigentlich Shader programmiert werden, ermöglichen es andere,
sequentielle Programmteile ohne großes Hintergrundwissen in parallele umzuwan-
deln.
Viele dieser Ansätze bedienen sich des Konzepts der so genannten Stream-Pro-
grammierung. Das bedeutet, dass es Datenstrukturen gibt – Streams genannt – die
eine beliebig lange Folge von Werten (beispielsweise Gleitkommazahlen) bilden.
Man könnte einen Stream auch als einen sehr langen Vektor auffassen. Auf diesen
Streams lässt sich mittels Kernel-Funktionen operieren. Dabei ist es möglich, sowohl
einen einzelnen Stream zu manipulieren (beispielsweise alle Werte mit einem Skalar
zu multiplizieren), als auch, mehrere Streams zu verknüpfen. Beispielsweise könn-
te dann ein Stream c die Summe der jeweiligen Werte der Streams a und b enthal-
ten. Dabei ist es in der Regel nur möglich, den i-ten Wert des Streams a mit dem
i-ten Wert des Streams b zu verknüpfen. Manchmal werden Reduktionsoperationen
unterstützt, also beispielsweise die Bildung der Summe oder die Bestimmung des
Maximums aller Elemente eines Streams.
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Sh
Sh ist eine Metaprogrammiersprache, welche sich zur Shader-Programmierung eig-
net [3]. Sie unterstützt sowohl Stream-Programmierung als auch allgemeine Pro-
gramme. Metaprogrammiersprache bedeutet in diesem Fall, dass man ein C++-Pro-
gramm schreibt, welches dann erst das Sh-Programm erzeugt. Dazu wird für jedes
Programm eine neue Instanz einer speziellen Klasse angelegt. In diese wird über Me-
thodenaufrufe bzw. überladene Operatoren das Sh-Programm geschrieben. Durch
Ausnutzen der C++-Syntax (wie beispielsweise Operatorenüberladung) und ver-
schiedene Makros lassen sich Sh-Programme am Ende fast genauso einfach schrei-
ben wie C++-Programme, obwohl man hier eigentlich Objekte erzeugt und diese
über Methodenaufrufe manipuliert.
Sh wird seit August 2006 nicht mehr weiterentwickelt.
BrookGPU
BrookGPU ist eine Weiterentwicklung der Stream-Processing-Sprache Brook, wel-
che an der Stanford University durchgeführt wurde. BrookGPU setzt das Paradig-
ma der Stream-Programmierung konsequent um. Brook ist wiederum eine Variante
der Programmiersprache C und wird von BrookGPU zur Programmierung der Stre-
ams eingesetzt. Unter anderem wurde C hier um Stream-Datenstrukturen und die
Möglichkeit zur Darstellung der Kernel-Funktionen erweitert.
Die Besonderheit an BrookGPU ist, dass es verschiedene Backends gibt, man also
über verschiedene Methoden auf die Hardware zugreifen bzw. auch verschiedene
Hardware einsetzen kann. Momentan werden als Backend OpenGL, DirectX und
Close to Metal unterstützt. Außerdem gibt es ein CPU-Backend, welches zum Bei-
spiel zu Debugging-Zwecken eingesetzt werden kann.
AMD Stream SDK
Das AMD Stream SDK ist ein Programmpaket mit Werkzeugen zur Stream-Pro-
grammierung auf Grafikkarten [4]. Die Stream-Prozessoren (also GPUs) von AMD
werden über die Abstraktionsschicht Close to Metal programmiert. Dadurch kann un-
ter anderem sichergestellt werden, dass Programme auch auf künftigen ATI-GPUs
mit möglicherweise verändertem Befehlssatz laufen. Als Compiler kommt Brook+,
eine Weiterentwicklung von Brook, zum Einsatz. Zusätzlich sind ein Profiler und
verschiedene Bibliotheken (u. a. für BLAS) im Paket enthalten.
Das AMD Stream SDK ist momentan für Linux und Windows, jeweils mit 32 und
64 Bit Wortbreite, verfügbar.
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CUDA
CUDA ist ein auf C aufsetzendes Konzept des Grafikkartenherstellers Nvidia. Ein
CUDA-Programm gliedert sich in zwei Teile: einen Host- und einen Device-Teil.
Die Device-Funktionen werden auf dem Grafikprozessor ausgeführt und von Host-
Funktionen (die auf der CPU ausgeführt werden) aufgerufen.
In den Device-Funktionen wird als Programmiersprache eine Variante von C ver-
wendet, die einigen Einschränkungen unterliegt. Diese werden – ebenso wie deren
Aufrufe in Host-Funktionen – von einem speziellen Compiler übersetzt, für das rest-
liche Programm bedient sich CUDA der GNU Compiler Collection. Man ist also für
das Hostprogramm nicht an C gebunden, sondern kann sich Wrapper für beliebige
Programmiersprachen schreiben.
Die Parallelität kommt dadurch zustande, dass beim Aufruf einer Device-Funkti-
on angegeben wird, wieviele Threads diese Funktion parallel ausführen sollen. Die
Aufrufe müssen voneinander vollkommen unabhängig sein, es ist also unerheblich,
ob sie in Wirklichkeit parallel oder sequentiell (beispielsweise in einem Emulator)
ausgeführt werden.
Außerdem hält CUDA Bibliotheken bereit, die über die Standardschnittstellen
BLAS- oder FFT-Berechnungen auf der Grafikkarte durchführen.
CGiS
Bei CGiS handelt es sich um ein Projekt von Forschern der Universität des Saarlan-
des, welches mit dem Anspruch entstand, ein Framework zu entwickeln, mit wel-
chem auch solche Programmierer die Vorteile datenparalleler Hardware ausnutzen
können, die nicht über umfangreiches theoretisches Hintergrundwissen verfügen
[5]. Es soll den Abstraktionsgrad so hoch heben, dass sich der Programmierer nicht
mit Hardware-Details beschäftigen muss.
Ein CGiS-Programm besteht aus parallelen for-all-Schleifen, welche auf Streams
angewandt werden. Diese Funktionen mit einem hohen Abstraktionsgrad können
für diverse Hardwarearchitekturen (darunter unter anderem GPUs und CPUs) über-
setzt werden. Dabei werden verschiedene Optimierungen vorgenommen: So wer-
den die Streams beispielsweise in Abhängigkeit von der Cache-Größe partitioniert.
OpenCL
Im kommenden Release „Schneeleopard“ des Betriebssystems OS X von Apple soll
eine Technologie namens „Grand Central“ enthalten sein [6]. Diese Technologie ver-
teilt die Last automatisch auf mehrere CPUs und sogar GPUs. Der Entwickler teilt
sein Programm hierfür in Blöcke ein, damit Grand Central weiß, aus welchen Pro-
grammteilen sich neue Threads erzeugen lassen. Da Grand Central in den Betriebs-
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systemkern integriert ist, kann die Auslastung der Prozessoren beim Verteilen be-
rücksichtigt werden [7].
Für besonders rechenintensive Teilaufgaben wurde die Sprache OpenCL (Open
Computing Language) entwickelt. Sie lehnt sich an C an und soll zur Laufzeit kom-
piliert werden. Dadurch ist es möglich, den Code je nach Auslastung und Verfüg-
barkeit für CPUs oder GPUs zu übersetzen. Es wird davon ausgegangen, dass sich
OpenCL technisch auf clang und LLVM (Low Level Virtual Machine) stützt. LLVM
ist eine modulare Compiler-Backend-Architektur mit einem virtuellen Befehlssatz.
Damit kann sowohl zur Compile- als auch zur Bindungs-, Ausführungs- und Id-
le-Zeit optimiert werden. Für die Familie der C-Programmiersprachen kann clang
als Compiler-Frontend für LLVM eingesetzt werden. OpenCL wurde von Apple als
Industriestandard vorgeschlagen.
2.2 Warum CUDA?
Die Entscheidung für CUDA als Framework basierte vor allem auf der Erwägung,
dass es sich hierbei um ein aktuelles Framework des Herstellers der Grafikkarte
handelt, das zudem noch kostenlos ist. Der Umstand, dass es vom Hersteller der
Grafikkarte entwickelt wurde, bietet eine gewisse Gewähr dafür, dass es nicht zu
Inkompatibilitäten kommt und die Hardware möglichst gut ausgenutzt wird. Das
macht CUDA sehr effizient. Nicht zuletzt ist CUDA auch sehr komfortabel benutz-
bar.
2.3 Funktionsweise von CUDA
CUDA-Programme bestehen prinzipiell aus zwei Teilen: einem Host-Teil, der auf
der CPU ausgeführt wird und einem Device-Teil, der auf der GPU ausgeführt wird.
Grundsätzlich kann der Host-Teil in jeder beliebigen Programmiersprache geschrie-
ben werden, sofern man für die Grafikkarten-spezifischen Funktionen Wrapper ein-
setzt. Vorgesehen ist jedoch die Programmiersprache C. Der Device-Teil wird eben-
falls in C geschrieben, für das es jedoch einige Einschränkungen gibt. So sind bei-
spielsweise Rekursionen oder static-Variable verboten.
Das Host-Programm ist dafür zuständig, dem Device-Programm die Daten und
die Umgebung bereitzustellen, die es für seine Berechnungen benötigt. Dazu muss
zunächst Grafikspeicher angefordert werden. Dorthinein werden die benötigten Da-
ten aus dem Hauptspeicher kopiert. Danach ruft das Host-Programm die Device-
Funktionen auf. Zum Schluss werden die für das Ergebnis relevanten Daten wieder
vom Grafikspeicher in den Hauptspeicher zurückkopiert und können dort ausge-
wertet werden.
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Beim Aufruf der Device-Funktion muss angegeben werden, wie viele Threads
parallel gestartet werden sollen. Da die Maximalanzahl an Threads auf einem Multi-
prozessor (unter anderem durch die zur Verfügung stehenden Register) beschränkt
ist, werden Threads zu Blöcken zusammengefasst. Alle Threads eines Blocks werden
auf einem Multiprozessor ausgeführt. Die Anzahl der Blöcke ist quasi unbeschränkt.
Sie bilden zusammen das Grid. Die Blöcke werden auf die vorhandenen Multipro-
zessoren aufgeteilt und parallel bzw. – wenn notwendig – nacheinander ausgeführt.
Kommunikation zwischen den Threads ist nur innerhalb eines Blocks vorgesehen.
Dazu gibt es einen gemeinsamen Speicher, auf den alle Threads eines Blocks zugrei-
fen können. Außerdem ist es möglich, die Threads eines Blocks zu synchronisieren.
2.3.1 Hardware-Implementierung
Wird eine GPU über CUDA programmiert, kann sie als Ansammlung von Multipro-
zessoren angesehen werden, die eine große Zahl an Threads gleichzeitig ausführen
können. Diese Multiprozessoren sind die Shader der Grafikkarte. Jeder von ihnen
arbeitet nach dem SIMD-Prinzip (nach Flynn-Klassifikation [8]). In aktuellen Grafik-
karten sind 1 bis 64 dieser Multiprozessoren vorhanden, in der verwendeten GeFor-
ce 8800 GT sind es 14, in der GeForce 8800 GTX sind es 16 ([9], S. 73).
Jeder Multiprozessor verfügt über 8192 Register, 16 Kilobyte lokalen Cache-Spei-
cher, zwei Arten von Nur-Lese-Speicher (Texturspeicher, Konstantenspeicher) und
besitzt Zugriff auf den globalen Grafikspeicher. Zu jedem Zeitpunkt können in je-
dem Multiprozessor maximal 8 Blöcke bzw. 768 Threads aktiv sein. Die Threads ei-
nes Blockes werden in Gruppen der Größe 32, so genannte Warps, aufgeteilt. Diese
werden mittels Zeitscheibenverfahren (time slicing) quasi-parallel auf einem Multi-
prozessor ausgeführt.2 Das Time-Slicing ist notwendig zur besseren Auslastung der
Multiprozessoren, da zwar ausreichend Register vorhanden sind, jedoch unter an-
derem nicht für jeden Thread eine separate arithmetisch-logische Einheit (ALU).
Jeder Block kann höchstens 512 Threads umfassen. Benötigen die Threads jedoch
eine höhere Anzahl an Registern oder einen größeren Bereich des lokalen Speichers,
so verringert sich ihre maximal zulässige Anzahl. In keinem Fall darf einer der
oben genannten Grenzwerte überschritten werden. Grundsätzlich sollte aus Effizi-
enzgründen versucht werden, die Zahl der Threads pro Block möglichst nahe dem
Maximum festzulegen. Einerseits steigt so die Auslastung eines jeden Mikroprozes-
sors, andererseits ist nur zwischen Threads eines Blocks Kommunikation möglich.
Mit einer größeren Gruppe von Tasks, die untereinander kommunizieren können,
ist in vielen Fällen eine höhere Effizienz möglich.
2Diese Technik wird auch auf Intels neuem Larrabee-Prozessor genutzt, dort aber werden die Warps
als Strand bezeichnet [10].
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2.3.2 Kernel-Funktionen
Eine Device-Funktion (auch als Kernel-Funktion bezeichnet) muss so gestaltet sein,
dass sie – mehrmals parallel aufgerufen – jeweils von den anderen Instanzen nicht
abhängt. Die Reihenfolge der Aufrufe bzw. die Tatsache, ob die Instanzen parallel
oder sequentiell (beispielsweise in einem Emulator) ausgeführt werden, darf keine
Rolle spielen.
Die Device-Funktionen werden auf den Shadern der Grafikkarten, also den Mul-
tiprozessoren, ausgeführt. Heutige Grafikkarten sind spezialisiert auf Gleitkomma-
berechnungen mit einfacher Genauigkeit.3 Deshalb ist es empfehlenswert, in der
Regel den float-Datentyp zu verwenden. double-Werte werden stillschweigend
ins float-Format umgewandelt. 32-Bit-Integer-Berechnungen dauern bei den un-
tersuchten Grafikkarten extrem lange. Deshalb existieren spezielle Funktionen, die
Operationen von Integer-Zahlen mit 24 Bit Breite durchführen. Außerdem stellt CU-
DA Funktionen bereit, um mathematische Funktionen besonders effizient (dafür
aber evtl. mit geringerer Genauigkeit) zu berechnen.
Verboten sind rekursive Aufrufe von Kernel-Funktionen. Ebenso nicht erlaubt
sind statische Variable.
Kernel-Funktionen werden in CUDA in zwei Klassen eingeteilt: Sie werden ent-
weder mit dem Flag global oder mit dem Flag device gekennzeichnet. global-Funktio-
nen können nur vom Host aus aufgerufen werden, device-Funktionen nur von an-
deren device-Funktionen oder von einer global-Funktion. global-Funktionen kehren
sofort zurück, d. h. sie warten nicht auf die Abarbeitung der Funktion.
2.3.3 Speicher
Ein Thread, der auf dem Grafikprozessor ausgeführt wird, kann nur auf den Spei-
cher auf der Grafikkarte zugreifen. Für spätere Generationen ist ein Direktzugriff
auf den Hauptspeicher des Hosts über DMA vorgesehen.
Der Grafikspeicher ist aufgeteilt in verschiedene Bereiche, die jeweils spezielle
Funktionen erfüllen. Außerdem können auf manche Bereiche nicht alle Threads zu-
greifen. Auf welchen Speicher von wo aus zugegriffen werden kann, ist in Tabelle
2.1 dargestellt.
Jeder Thread besitzt einen eigenen Registersatz, auf den nur er zugreifen kann.
Ebenso kann ihm beim Aufruf ein eigener, lokaler Speicher zugewiesen werden. Er
befindet sich – ebenso wie der gemeinsame Speicher – direkt auf dem Multipro-
zessor, sodass er sehr schnell ist. Letzterer kann zusätzlich noch zum Austausch
von Daten zwischen Threads eines Blocks verwendet werden. Der globale Speicher,
Konstantenspeicher und Texturspeicher sind Teile des mehrere hundert Megabyte
3Seit Juni diesen Jahres sind Grafikkarten vom Typ GeForce GTX 280 verfügbar, die auch Gleitkom-
mazahlen mit doppelter Genauigkeit unterstützen [11].
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Speicher lesen schreiben zugreifbar per . . .
Register × × Thread
lokaler Speicher (local memory) × × Thread
gemeinsamer Speicher (shared memory) × × Block
globaler Speicher (global memory) × × Grid
Konstantenspeicher (constant cache) × − Grid
Texturspeicher (texture cache) × − Grid
Tabelle 2.1: Erreichbarkeit der verschiedenen Speicherarten
großen Grafikspeichers. Er sitzt getrennt von den Multiprozessoren und es existiert
für ihn kein Cache. Daher ist er vergleichsweise langsam. Die nur lesbaren Teile des
Grafikspeichers sind hierbei jedoch schneller als die Teile mit wahlfreiem Zugriff.
Der globale Grafikspeicher wird mit einer speziellen Funktion (cudaMalloc()),
die analog zum aus C bekannten malloc() funktioniert, angefordert. Die Funk-
tion cudaMallocPitch() erzeugt ein zweidimensionales Array im Speicher. Da-
bei werden die Zeilen des Arrays so verlängert, dass jeweils der Zeilenanfang kor-
rekt an Wortgrenzen ausgerichtet ist. Das erhöht zwar den Speicherverbrauch, ver-
kürzt allerdings die Speicherzugriffszeit deutlich. Mit der Funktion cudaMemcpy()
(funktioniert analog zu memcpy()) wird ein Speicherbereich vom Hauptspeicher in
den Grafikspeicher kopiert bzw. umgekehrt.
Außerdem existiert die Funktion cudaMallocHost(), welche Speicher anfor-
dert und danach die betreffende Speicherseite für die Auslagerung sperrt (page lo-
cking). Diese Funktion kann die Performance des Systems beeinträchtigen, da sie
den fürs Auslagern verfügbaren Speicher verringert. Daher sollte sie mit Bedacht
eingesetzt werden. Andererseits kann sie für einen kräftigen Performance-Gewinn
sorgen, da die Grafikkarte auf gesperrte Speicherseiten direkt zugreifen kann. Auf
diese Weise kann man die Transferrate zwischen Haupt- und Grafikspeicher etwa
verdoppeln. Der Speicher wird mit der Funktion cudaMemcpy() kopiert, welche
die Quell- und die Zieladresse erwartet und eine Angabe, welcher Art der Quell-
und der Zielspeicher ist (Grafikspeicher oder Hauptspeicher). Diese Funktion exis-
tiert auch in einer asynchronen Variante, welche sofort nach dem Aufruf zurück-
kehrt und nicht wartet, bis die Kopieroperation abgeschlossen ist. Zusätzlich existie-
ren Funktionen, die speziell auf zweidimensionalen Speicherbereichen operieren.
2.3.4 Alignment
Da es für den globalen Speicher keinen Cache gibt, ist die Ausrichtung der Daten
besonders wichtig. Ein Multiprozessor kann 32-, 64- und 128-Bit-Worte in einer In-
struktion laden. Dafür müssen die Datenworte an diesen Grenzen ausgerichtet sein.
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Es können entweder die vorhandenen Datentypen wie float2 oder int4 verwen-
det werden oder bei der Deklaration von Strukturen die Alignment-Spezifikatoren
__align__(8) oder __align__(16):
1 struct __align__(8)
2 {
3 float f;
4 int i;
5 } mystruct;
Strukturen, die größer als 16 Byte sind, sollten mit __align__(16) definiert wer-
den:
1 struct __align__(16)
2 {
3 float a;
4 float b;
5 float c;
6 float d;
7 float e;
8 } mystruct;
Diese Struktur würde nun mit zwei 128-Bit-Instruktionen statt mit fünf nachein-
ander ausgeführten 32-Bit-Instruktionen geladen werden ([9], Abschnitt 5.1.2.1).
Außerdem müssen die Threads eines Warps4 auf Adressen in aufsteigender Rei-
henfolge ihrer Threadidentifikationsnummer zugreifen. Die Basisadresse (auf die
der erste Thread eines Warps zugreift), muss dabei ein Vielfaches der sechzehnfa-
chen Größe des zugegriffenen Datentyps haben.
2.3.5 Synchronisation
Zur Synchronisation stehen zwei Methoden zur Verfügung: eine globale Barriere
und eine blockweite Barriere. Die globale Barriere wird auf dem Host ausgelöst.
Der Funktionsaufruf kehrt erst zurück, wenn alle Threads beendet sind und alle
Speicherkopieroperationen abgeschlossen sind. Notwendig ist diese Funktion, da
Aufrufe von Device-Funktionen und Speicherkopieroperationen asynchron sind.
Für Kernel-Funktionen steht eine Funktion zur Verfügung, welche eine Barriere
für alle Threads innerhalb eines Blocks erzeugt. Eine blockübergreifende Synchroni-
sation innerhalb von Kernel-Funktionen ist nicht möglich, da die Blöcke in beliebi-
ger Reihenfolge vom Scheduler geladen werden und erst vollständig abgearbeitet
sein müssen, bevor die nächsten Blöcke geladen werden können.
4Eigentlich reicht es, wenn ein half warp betrachtet wird, es werden jedoch im Sinne der Zukunftssi-
cherheit ganze Warps empfohlen. Für weitere Details sei auf das Handbuch [9] verwiesen.
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2.3.6 Werkzeuge
Kompiliert werden CUDA-Programme mit dem Compiler nvcc. Dieser teilt das
Programm in den Device-Teil und den Host-Teil auf. Der Device-Teil wird passend
für die GPU übersetzt, für den Host-Teil greift der Compiler auf die GNU Compi-
ler Collection (gcc) zurück. Der nvcc erzeugt Binaries, die kompatibel zum GNU
Debugger sind, sodass sich seine Debugging-Funktionalität nutzen lässt.
Beim CUDA Toolkit 2.0 wird außerdem ein Profiler mitgeliefert werden.
2.4 Geeignete Algorithmen für Grafikprozessoren
Aufgrund der sehr hohen Parallelität der Hardware muss auch der Algorithmus
hochgradig parallel ausführbar sein. Das Programmiermodell für Grafikkarten ent-
spricht eher dem Modell der PRAM als dem des herkömmlichen Parallelrechners.
So lassen sich beispielsweise im Modell von CUDA theoretisch ca. 256 Threads paral-
lel ausführen (in der Realität sind es allerdings nur wenige tausend). Es sollten also
möglichst wenige Datenabhängigkeiten bestehen, d. h. möglichst viele Ergebnisse
sollten unabhängig von einander sein.
Eine weitere Besonderheit ist die Ausführungsart der Threads: In einem Multipro-
zessor wird mehrmals parallel dieselbe Anweisung ausgeführt, jedoch immer mit
verschiedenen Daten. In der Klassifikation nach Flynn handelt es sich also um ein
SIMD-Modell. Daher muss darauf geachtet werden, dass bei Verzweigungen mög-
lichst von allen Threads innerhalb eines Blocks derselbe Weg gegangen wird. Trotz-
dem noch notwendige Verzweigungen sollten möglichst kurz sein, da dann immer
die Threads, die einen Programmabschnitt überspringen, im Leerlauf sind. Ebenso
sollte die Anzahl der Schleifendurchläufe von Threads innerhalb eines Blocks mög-
lichst wenig variieren. Zwischen unterschiedlichen Blöcken bestehen jedoch keine
solchen Abhängigkeiten – sie können vollkommen unterschiedliche Programmab-
laufpfade wählen.
Noch deutlich wichtiger als bei sequentiellen Programmen ist hier, dass möglichst
wenige Register gebraucht werden. Die Anzahl der Register pro Multiprozessor ist
begrenzt5. Je weniger Register ein Thread benötigt, desto mehr Threads können auf
einem Multiprozessor gleichzeitig ausgeführt werden. Vor allem bei Pfaden, die nur
sehr selten genommen werden, muss darauf geachtet werden, dass sie nicht deutlich
mehr Register benötigen als die anderen Pfade. Dann würden diese Register die
meiste Zeit brachliegen.
Außerdem sollten die nötigen Daten möglichst vollständig in den Grafikspeicher
passen. Zugriff auf den Hauptspeicher ist mit der aktuellen Grafikkartengenerati-
on von den Kernel-Funktionen aus nicht möglich. Ebensowenig gibt es die Mög-
5Bei der NVidia 8800 GT sind es beispielsweise 8192.
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lichkeit, Speicher auf die Festplatte auszulagern. Die Speicherzugriffsmuster sollten
möglichst linear sein, das heißt, zufällige Speicherzugriffe über den gesamten Spei-
cher verteilt, wie sie zum Beispiel bei Datenbanken vorkommen, sind ungünstig.
Ebenfalls vorteilhaft ist eine hohe Datenlokalität, da dann die Vorzüge des lokalen
und gemeinsamen Speichers genutzt werden können.
Daher sind prinzipiell solche Algorithmen gut für Grafikkarten geeignet, die sich
mit kurzen, einfach strukturierten Programmen umsetzen lassen, die eine hohe Par-
allelität aufweisen. Außerdem sollten sie einen hohen Rechenaufwand haben, dafür
aber nur wenige Speicherzugriffe benötigen.
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3 Vorversuche
Zunächst sollen verschiedene kleinere Versuche erläutert werden, die durchgeführt
wurden, um die Möglichkeiten und Grenzen der Grafikkarte näher kennenzuler-
nen. So wurde untersucht, wie groß die maximale Parallelität ist, wie der Speicher
effizient genutzt werden kann und wie groß die maximale Rechenleistung bei vor-
gefertigten Funktionen der linearen Algebra ist.
Zuerst soll jedoch kurz auf die vorhandene Hardware eingegangen werden.
3.1 Hardware
Die Untersuchungen wurden hauptsächlich auf zwei Rechnern durchgeführt: Ein
Cluster Rechner aus 8 Dual-Core-Opterons vom Typ 870 mit 2,0 GHz Taktfrequenz,
der andere Rechner besteht aus 4 Quad-Core-Opterons vom Typ 8347 mit 1,9 GHz
Taktfrequenz.
In jedem dieser Rechner ist eine Nvidia-Grafikkarte mit CUDA-Unterstützung
eingebaut, einmal die GeForce 8800 GTX und einmal die GeForce 8800 GT. Die Ge-
Force 8800 GT ist das neuere Modell. Es besitzt – im Gegensatz zur 8800 GTX – die
CUDA compute capability 1.1. Der wichtigste Vorteil der Version 1.1 ist die Unterstüt-
zung atomarer Funktionen.
Modell GeForce 8800 GTX GeForce 8800 GT
Core-Taktfrequenz (MHz) 575 600
Shader-Taktfrequenz (MHz) 1350 1500
Speicher-Taktfrequenz (MHz) 900 900
Speicher (MB) 768 1024
Speicherschnittstelle 384 Bit 256 Bit
Speichertransferrate (GB/s) 86,4 57,6
Textur-Füllrate (Mrd. Pixel/s) 36,8 33,6
Compute-Capability 1.0 1.1
Multiprozessoren 16 14
Cores 128 112
Tabelle 3.1: Technische Daten der genutzten Grafikkarten
Die etwas neuere GeForce 8800 GT besitzt eine höhere Taktfrequenz und einen
größeren Speicher, dafür vefügt sie über weniger Multiprozessoren, eine weniger
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breite Speicherschnittstelle und daraus resultierend eine geringere Speichertransfer-
rate. Die technischen Daten sind ausführlich in Tabelle 3.1 aufgeführt ([12], [9]).
3.2 Maximale Parallelität
Es soll untersucht werden, wie sich die Aufteilung einer Aufgabe in Threads auf
die Laufzeit auswirkt. Eine große, vollständig parallelisierbare Aufgabe, die in ei-
nem einzelnen Thread berechnet wird, sollte doppelt so lange brauchen, wie diesel-
be Aufgabe aufgeteilt auf zwei Threads und so weiter. Eine Grenze wird dann er-
reicht, wenn die maximale Parallelität der Hardware ausgeschöpft wird. Abbildung
3.1 verdeutlicht, dass das Programm, wenn die Threads sequentiell ausgeführt wür-
den, stets dieselbe Laufzeit hätte. Auf einer theoretisch unbegrenzten Anzahl von
Prozessoren wie im PRAM-Modell betrüge die Laufzeit des Programms stets die
Laufzeit eines einzelnen Threads, also zum Beispiel 1/16 der ursprünglichen Lauf-
zeit, wenn das Programm in 16 Threads aufgeteilt würde. Bei einer GPU, die maxi-
mal 4 Threads parallel ausführen kann, verringerte sich die Laufzeit auf 1/4, wenn 4
Threads erzeugt würden. Danach kann keine Verbesserung mehr erreicht werden.
1 2 4 8 16
Zeit
Threads
sequentiell
GPU
PRAM
1
½
¼
⅛
Abbildung 3.1: Laufzeiten eines vollständig parallelisierbaren Algorithmus bei Auf-
teilung auf 1–16 Threads
Konkret wurde ein Programm untersucht, das die Quadratwurzeln der Zahlen
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von 1 bis 8192 mittels Heron-Verfahren1 bestimmt. Abgebrochen wurde, wenn die
Differenz zwischen dem Ausgangswert und dem Ergebnis eines Iterationsschrittes
kleiner als 10−5 wurde. Um die Messungenauigkeit zu verkleinern, wurden für jede
Zahl 1000 Durchläufe mit jeweils unterschiedlichen Startwerten durchgeführt. Jedes
dieser 1000 Endergebnisse wird in den gemeinsamen Speicher geschrieben.
Der Algorithmus wurde unterschiedlich stark parallelisiert: Im ersten Schritt wur-
den die Quadratwurzeln aller 8192 Zahlen in einem Thread (nacheinander) berech-
net. Danach wurden sie auf zwei Threads aufgeteilt, das heißt, jeder Thread berech-
nete 4096 Quadratwurzeln. Im letzten Schritt wurde in jedem Thread nur eine einzi-
ge Quadratwurzel bestimmt.
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Abbildung 3.2: Laufzeiten mit unterschiedlicher Threadaufteilung auf den Grafik-
kartenmodellen GeForce 8800 GT und GeForce 8800 GTX
1Die Quadratwurzel von a wird nach folgender Iterationsvorschrift angenähert:
xn+1 =
xn + axn
2 ,
wobei der Startwert x0 eine beliebige Zahl mit x0 > 0 sein kann.
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Die untersuchte Grafikkarte GeForce 8800 GT besitzt 14 Multiprozessoren, von
denen jeder maximal 8 Blöcke gleichzeitig ausführen kann ([9], S. 73f). Hier soll
ein Block jeweils nur aus einem Thread bestehen. Der Grafikprozessor kann daher
maximal 112 Threads parallel ausführen. Die GeForce 8800 GTX besitzt 16 Multipro-
zessoren, kann also maximal 128 Threads gleichzeitig ausführen.
Die Ergebnisse sind in Abbildung 3.2 im doppelt logarithmischen Koordinaten-
system dargestellt. Man erkennt, dass im Bereich von 1 bis knapp über 100 Threads
eine Proportionalität zwischen der Threadanzahl und einer Potenz der Zeit besteht.
Dort kann also durch höhere Parallelität eine Laufzeitverbesserung erreicht werden.
Im Diagramm ist die Gerade t = f(n) = an−1 (t: Zeit, n: Anzahl Threads) einge-
zeichnet. Es wird deutlich, dass die Werte im Intervall von 1 bis etwa 100 Threads
auf dieser Geraden liegen bzw. parallel davon verlaufen, die Potenz ist also −1.
Für die GeForce 8800 GT wurde für den Proportionalitätsfaktor mittels Regression
a = 824,6± 0, 6 und für die GeForce 8800 GTX a = 1024,9± 0, 5 ermittelt. Das steht
in Einklang mit den in Tabelle 3.2 aufgeführten Messwerten. Es gibt also im Inter-
vall von einem bis etwa 100 Threads tatsächlich (mit Abweichungen von etwa 10 %)
tatsächlich eine umgekehrte Proportionalität zwischen Threadanzahl und Laufzeit
mit dem oben genannten Proportionalitätsfaktor.
Ab der Grenze von 112 Threads (GeForce 8800 GT) bzw. 128 Threads (GeForce
8800 GTX) verläuft die Kurve etwa parallel zur x-Achse. Ist die maximale Paralle-
lität einmal erreicht, kann durch Erhöhung der Threadanzahl keine Verbesserung
mehr erreicht werden. Die Laufzeit bleibt dann mit steigender Threadanzahl kon-
stant. Der Messfehler schwankt zwischen 0,1 und 0,2 Prozent.
Ebenfalls wird in der Tabelle 3.2 die Effizienz der Implementierung dargestellt.
Sie berechnet sich nach der Vorschrift
E = t1
p tp
.
t1 ist die Laufzeit des sequentiellen Programms (das von nur einem Thread ausge-
führt wird), tp ist die Laufzeit des parallelen Programms mit p parallel ausgeführten
Threads. Für eine kleine Anzahl Threads ist ist die Effizienz stets etwa 100 %. Sie
sinkt dann ab 128 Threads bei der GeForce 8800 GTX langsam ab auf etwa 87 %.
Dann werden die vorhandenen Multiprozessoren alle ausgenutzt. Danach bleibt sie
nahezu konstant bei 85 % bis 88 %. Ein etwas anderer Effekt lässt sich bei der GeFor-
ce 8800 GT im Intervall von 128 bis 512 Threads beobachten: Hier ist die Effizienz
kurzzeitig drastisch niedrig. Das liegt am ungünstigen Teilungsverhältnis zwischen
der Threadanzahl und der Anzahl der Cores (also 112): Stünden 128 Cores zur Ver-
fügung, so könnten 128 Threads gleichzeitig ausgeführt werden. Bei 112 Cores, kön-
nen nur 112 Threads parallel ausgeführt werden, die restlichen 16 Threads müssen
in einer zweiten Runde abgearbeitet werden. Dadurch verdoppelt sich die Laufzeit,
obwohl der Großteil der Cores untätig ist. Bei einer höheren Anzahl Threads ver-
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GeForce 8800 GTX GeForce 8800 GT
Threads Laufzeit (in ms) Effizienz Laufzeit (in ms) Effizienz
1 1025 ± 2 100,0 % 824,5 ± 0,9 100,0 %
2 512,4 ± 0,6 100,0 % 412,3 ± 0,5 100,0 %
3 341,6 ± 0,4 100,0 % 274,78 ± 0,28 100,0 %
4 256,23 ± 0,26 100,0 % 206,20 ± 0,21 100,0 %
6 170,79 ± 0,18 100,0 % 137,40 ± 0,14 100,0 %
8 128,13 ± 0,13 100,0 % 103,09 ± 0,11 100,0 %
11 93,10 ± 0,10 100,1 % 74,90 ± 0,08 100,1 %
16 64,07 ± 0,07 100,0 % 51,56 ± 0,06 100,0 %
23 44,56 ± 0,05 100,0 % 35,86 ± 0,04 100,0 %
32 32,05 ± 0,04 99,9 % 26,104 ± 0,027 98,7 %
45 23,061 ± 0,024 98,8 % 19,640 ± 0,020 93,3 %
64 17,166 ± 0,018 93,3 % 13,826 ± 0,014 93,2 %
91 12,451 ± 0,013 90,5 % 10,379 ± 0,011 87,3 %
128 9,156 ± 0,010 87,4 % 14,226 ± 0,015 51,7 %
181 12,418 ± 0,013 64,5 % 10,361 ± 0,011 71,1 %
256 9,183 ± 0,010 87,2 % 11,043 ± 0,012 66,7 %
362 9,410 ± 0,010 85,1 % 10,119 ± 0,011 72,8 %
512 9,197 ± 0,010 87,1 % 9,210 ± 0,010 79,9 %
724 9,421 ± 0,010 85,0 % 8,862 ± 0,009 83,1 %
1024 9,225 ± 0,010 86,8 % 9,163 ± 0,010 80,3 %
2048 9,244 ± 0,010 86,6 % 8,734 ± 0,009 84,3 %
4096 9,268 ± 0,010 86,4 % 8,529 ± 0,009 86,3 %
8192 9,279 ± 0,010 86,3 % 8,520 ± 0,009 86,4 %
Tabelle 3.2: Laufzeiten und Effizienz für den Algorithmus auf der GeForce 8800 GTX
und auf der GeForce 8800 GT
schwinden diese Effekte wieder, da dann die Laufzeit eines einzelnen Threads sehr
klein wird.
3.3 Speichertransferrate
CUDA stellt zum Kopieren von Speicherbereichen die Funktion cudaMemcpy()
bereit. Sie erwartet als Parameter einen Zeiger vom Typ void* für die Zieladresse,
einen Zeiger vom Typ const void* für die Quelladresse, eine Variable vom Typ
size_t die die Größe des zu kopierenden Speicherbereiches und eine Variable vom
Typ enum cudaMemcpyKind, die angibt, welcher Art die Kopieroperation sein soll.
Es kann entweder vom Host zum Device (vom Haupt- in den Grafikspeicher), vom
Device zum Host oder vom Device zum Device kopiert werden.
Im CUDA-Paket ist ein Beispielprogramm mit dem Namen bandwidthTest enthal-
ten, welches die Speichertransferraten für alle drei Quell- und Zielkombinationen
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der Kopieroperation misst. Beim Kopieren vom Host zum Device und zurück wird
außerdem noch unterschieden, ob der Hostspeicher auslagerbar ist (pageable) oder
nicht (pinned).
Für die Messung werden nacheinander verschieden große Speicherblöcke kopiert.
Ihre Größe steigt zunächst in 1-KB-Schritten an, ab 20 KB in 2-KB-Schritten, schließ-
lich in 10- und 100-KB-Schritten, in 1- und 2-MB-Schritten und ab einer Größe von
32 MB in 4-MB-Schritten. Der größte zu kopierende Speicherblock ist 64 MB groß.
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Abbildung 3.3: Speichertransferrate auf der GeForce 8800 GTX vom Host-Speicher
zum Device-Speicher
In Abbildung 3.3 wird die Transferrate beim Kopieren vom Host- in den Device-
Speicher dargestellt. Bei kleinen Blockgrößen ist sie niedriger als bei großen Block-
größen. Sie nähert sich bei der GeForce 8800 GTX etwa 1,4 GB/s für nicht auslager-
baren Speicher und 870 MB/s für auslagerbaren Speicher an, bei der GeForce 8800
GT 1,6 GB/s bzw. 1,3 GB/s. Durch das Pinning (also das Unterbinden des Ausla-
gerns bestimmter Speicherseiten) können also höhere Speichertransferraten erzielt
werden.
Dasselbe gilt für die Transferrate beim Kopieren vom Device- in den Host-Spei-
cher, die in Abbildung 3.4 dargestellt ist. Hier nähert sich die Rate für die GeForce
8800 GTX bei auslagerbarem Speicher etwa 610 MB/s an, bei nicht auslagerbarem
Speicher etwa 1,1 GB/s, für die GeForce 8800 GT sind es 1,1 GB/s bzw. 1,4 GB/s.
Die Unterschiede zwischen den beiden Grafikkarten bei der Datenübertragung zwi-
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Abbildung 3.4: Speichertransferrate auf der GeForce 8800 GTX vom Device-Speicher
zum Host-Speicher
 100
 1000
 10000
 100000
 1000  10000  100000  1e+06  1e+07  1e+08
S p
e i
c h
e r
t r a
n s
f e
r r a
t e
 i n
 M
B /
s
Größe des Speicherbereichs in KB
GeForce 8800 GTX
GeForce 8800 GT
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21
3 VORVERSUCHE
schen Haupt- und Grafikspeicher lassen sich mit dem unterschiedlich schnellen
Hauptspeicher der Rechner, in denen die Grafikkarten eingebaut sind, erklären. Es
kann nicht darauf geschlossen werden, dass eine Grafikkarte eine schnellere Anbin-
dung zum restlichen System habe als eine andere.
Die Transferrate für Kopieroperationen innerhalb des Device-Speichers ist demge-
genüber sehr groß. Sie wird in Abbildung 3.5 dargestellt. Sie beträgt bei der GeForce
8800 GTX für große Speicherblöcke etwa 62 GB/s. Das entspricht ca. 72 % der im Da-
tenblatt angegebenen theoretischen maximalen Rate von 86,4 GB/s (siehe Abschnitt
3.1). Bei der GeForce 8800 GT werden mit 50 GB/s ca. 88 % der theoretischen maxi-
malen Datenrate von 57 GB/s erreicht.
Die GeForce 8800 GT ist bei der Datenübertragung zwischen Device- und Host-
Speicher schneller als die GeForce 8800 GTX, dafür aber bei Datenübertragung in-
nerhalb des Device-Speichers deutlich langsamer. Letzteres ist durch die geringere
Breite des Speicherkanals (nämlich 256 Bit statt 384 Bit) begründet.
3.4 Speicherausrichtung
Es soll untersucht werden, wie sich die korrekte Ausrichtung (alignment) von Struk-
turen (siehe Abschnitt 2.3.4) auf die Datentransferrate beim Kopieren innerhalb des
Grafikspeichers auswirkt. Dazu gibt es im Toolkit ein Beispielprogramm (alignedTy-
pes). Es erzeugt Felder, die mit Strukturen verschiedener Typen beschrieben werden.
Danach werden diese Felder elementweise kopiert und die Datentransferrate gemes-
sen.
Die untersuchten Strukturen sind in Tabelle 3.3 angegeben. In der ersten Spalte
steht der Name der Struktur, in der zweiten, aus welchen primitiven Datentypen
sie zusammengesetzt ist. Die dritte Spalte gibt an, an welchen Byte-Grenzen die
Strukturen ausgerichtet wurden. In der vierten Spalte werden die erreichten Spei-
chertransferraten angegeben.
Es wird deutlich, dass die Transferraten bei korrekter Ausrichtung etwa eine Grö-
ßenordnung besser sind als ohne. Lediglich der Wert für RGB32 bildet eine Ausnah-
me.
Man sollte also als Programmierer möglichst immer die in der CUDA-Bibliothek
vorhandenen Datentypen verwenden oder neue Strukturen mit dem Spezifikator
__align__(. . .) deklarieren.
3.5 Routinen der Linearen Algebra
Die BLAS (Basic Linear Algebra Subprograms) [13] sind Routinen, welche Standard-
bausteine für grundlegende Vektor- und Matrixoperationen zur Verfügung stellen.
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Name Typen Alignment Transferrate
uint8 char – 0,8 GB/s
uint16 short int – 1,6 GB/s
RGBA8_misaligned char, char, char, char – 0,6 GB/s
LA32_misaligned int, int – 3,2 GB/s
RGB32_misaligned int, int, int – 3,6 GB/s
RGBA32_misaligned int, int, int, int – 3,2 GB/s
RGBA8 char, char, char, char 4 27,2 GB/s
I32 int 4 28,3 GB/s
LA32 int, int 8 33,1 GB/s
RGB32 int, int, int 16 2,4 GB/s
RGBA32 int, int, int, int 16 31,3 GB/s
RGBA32_2 RGBA32, RGBA32 16 14,9 GB/s
Tabelle 3.3: Transferraten verschiedener Datentypen (alle jeweils unsigned) mit
und ohne Alignment auf der GeForce 8800 GTX
Es gibt neben der Referenzimplementierung zahlreiche hoch optimierte Implemen-
tierungen für verschiedene Architekturen und Programmiersprachen.
Da es für CUDA mit CUBLAS eine spezielle BLAS-Bibliothek für die GeForce-
Grafikkarten gibt, bietet es sich an, diese mit Bibliotheken für CPUs bezüglich ihrer
Laufzeit zu vergleichen. Dadurch lassen sich möglicherweise Aussagen über die
maximal nutzbare Rechenleistung treffen. Da die Bibliotheken von den jeweiligen
Herstellern der Hardware herausgegeben werden, kann erwartet werden, dass die
Hardware nahezu optimal ausgenutzt wird.
Verglichen wurde CUBLAS mit der AMD Core Math Library (ACML). Diese Bi-
bliothek wurde von AMD speziell für seine Prozessoren entwickelt und optimiert.
ACML ist kompatibel zu allen anderen gängigen BLAS-Implementierungen, CU-
BLAS hingegen nicht. Zwar existieren dieselben Funktionen, sie tragen auch analo-
ge Bezeichner, es ist jedoch vor dem Funktionsaufruf notwendig, die Daten in den
Grafikspeicher zu kopieren. Sollen mehrere Operationen hintereinander mit densel-
ben Daten durchgeführt werden, müssen sie nur einmal kopiert werden. Außerdem
ist die Fehlerbehandlung in CUBLAS etwas anders gelöst als in anderen BLAS-Im-
plementierungen. Von ACML wurden eine Version, die auf einem einzelnen Prozes-
sorkern (Core) arbeitet, und eine Multicore-Version genutzt.
Untersucht wurde konkret die Prozedur sgemm(). Sie berechnet den neuen Wert
der Matrix C basierend auf dem Matrix-Matrix-Produkt der Matrizen A und B und
dem alten Wert von C nach folgender Vorschrift:
C := αAB + βC.
23
3 VORVERSUCHE
 0
 50
 100
 150
 200
 250
 0  1000  2000  3000  4000  5000  6000  7000  8000  9000  10000
A u
s f
ü h
r u
n g
s z
e i
t  ( i
n  s
)
Matrixgröße (pro Dimension)
Laufzeit Matrixmultiplikation mit BLAS
CUBLAS GeForce 8800 GTX
ACML Opteron 870 (2 GHz)
Multicore−ACML Opteron 870 (2 GHz)
CUBLAS GeForce 8800 GT
ACML Opteron 8347 (1,9 GHz)
Multicore−ACML Opteron 8347 (1,9 GHz)
Abbildung 3.6: Laufzeiten für Matrixmultiplikationen der BLAS-Implementierun-
gen
Für die Parameter wurde α = 1,0 und β = 0 eingesetzt. A, B und C wurden vorher
mit Zufallszahlen belegt. Die Prozedur sgemm() rechnet mit Gleitkommazahlen
mit einfacher Genauigkeit.
In Abbildung 3.6 werden die Laufzeiten für eine Multiplikation zweier quadrati-
scher Matrizen durch die CUBLAS- und die ACML-Implementierungen verglichen.
Die Matrixgröße reicht dabei von 512 × 512 bis 6144 × 6144 bzw. 9216 × 9216. Sie
wurde in 512-er Schritten erhöht, da nach [14] bei CUBLAS die Rechenzeit kürzer
ist, wenn die Dimension der Matrizen ein Vielfaches von 32 beträgt. Die GeForce-
8800-GTX-Grafikkarte ist in dem in Abschnitt 3.1 beschriebenen Dual-Core-System
eingebaut, die GeForce 8800 GT im Quad-Core-System. Der unterschiedliche Spei-
cherausbau der Grafikkarten bedingt die Unterschiede in der gewählten Maximal-
größe der Matrizen.
Die Zeiten der CUBLAS-Bibliothek umfassen im Diagramm sowohl die reine Re-
chenzeit zum Multiplizieren, als auch die Zeit, die fürs Kopieren der Daten vom
Haupt- in den Grafikspeicher und zurück benötigt wird. Dabei nimmt das Kopieren
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Abbildung 3.7: Laufzeiten für Matrixmultiplikationen der BLAS-Implementierun-
gen
einen großen Anteil der Zeit in Anspruch. Die GeForce 8800 GT ist etwas schneller
als die GeForce 8800 GTX, unter anderem, da sie höher getaktet ist. Bei den ACML-
Implementierungen ist das Quad-Core-System etwas schneller. Die Zeiten für die
Multicore-ACML-Implementierung und die CUBLAS-Implementierung liegen et-
wa in der selben Größenordnung, die Zeit für die Singlecore-Implementierung ist
um ein Vielfaches größer.
Abbildung 3.7 kann entnommen werden, wie viele Gleitkommaoperationen pro
Sekunde mit der jeweiligen Hardware erreichbar sind. CUBLAS schafft auf der Ge-
Force 8800 GT bis zu 110 GFLOPS, auf der GeForce 8800 GTX bis zu 100 GFLOPS.
Die Implementierung für CPUs, ACML, erreicht hingegen auf einem Core lediglich
ca. 8 GFLOPS. Nutzt man die Multicore-Implementierung, so steigt die Rechenleis-
tung auf 100 GFLOPS (8 Dual-Core Opteron 870) bzw auf knapp 150 GFLOPS (4
Quad-Core Opteron 8347). Auf einem aktuellen Multiprozessorsystem lassen sich
also für die Matrixmultiplikation ähnliche Werte in der Rechenleistung erzielen wie
mit einer Grafikkarte der neuesten Generation.
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Die genauen Werte der Resultate für die CUBLAS-, die Singlecore-ACML- und
die Multicore-ACML-Implementierung können den Tabellen 3.4, 3.5 und 3.6 ent-
nommen werden.
Bemerkenswert ist, dass bei der CUBLAS-Version die Zeit für das Multiplizie-
ren immer kleiner als eine Millisekunde ist. Sie wächst auch nicht an, je größer
die zu multiplizierenden Matrizen werden. Das deutet darauf hin, dass die Funk-
tion asynchron arbeitet, das heißt, dass sie nach dem Aufruf sofort zurückkehrt und
parallel zum CPU-Programm weiterarbeitet. Außerdem ist die Zeit fürs Zurückko-
pieren, wenn vorher die Matrixmultiplikation durchgeführt wurde, deutlich größer,
als wenn vorher nichts gemacht wurde. Das ist ein weiterer Hinweis darauf, dass
die Prozedur asynchron arbeitet. Offenbar ist die Matrixmultiplikation noch nicht
ganz beendet, wenn die Kopieroperation aufgerufen wird. So muss diese auf die Fer-
tigstellung der Matrixmultiplikation warten. Im Handbuch zu CUBLAS ist jedoch
nichts zur Asynchronität erwähnt, sodass der Programmierer sich darum offenbar
nicht kümmern muss. Die Funktionen werden zwar asynchron ausgeführt, es wird
jedoch durch die Bibliothek sichergestellt, dass das Ergebnis stets korrekt ist, wenn
es wieder in den Hauptspeicher kopiert wird. Diese Herangehensweise ist sinnvoll:
Ein CPU-Programm muss nicht auf die Beendigung eines GPU-Unterprogramms
warten, da beide ablaufen können, ohne sich gegenseitig zu beeinflussen.
Bei der Bewertung der Ergebnisse muss jedoch beachtet werden, dass die Ma-
trizen nur mit einfacher Genauigkeit dargestellt werden, da die Grafikkarte keine
Gleitkommazahlen mit doppelter Genauigkeit verarbeiten kann. Außerdem können
mit einem Grafikspeicher von 1024 Megabyte nur Matrizen bis zu einer Größe von
etwa 9216 × 9216 multipliziert werden, da der Speicher für größere Matrizen nicht
ausreicht. Für sehr große Probleme ist die Verwendung von CUBLAS also einge-
schränkt. Man müsste dann z. B. auf Blockmultiplikationsalgorithmen zurückgrei-
fen wie beispielsweise in [15] beschrieben. Außerdem ist gerade die Matrixmultipli-
kation ein Beispiel für ein sehr rechenintensives Problem. Die Ergebnisse lassen sich
also nur mit Einschränkungen auf andere Problemstellungen übertragen.
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Matrix Opteron 8347 1,9 GHz Opteron 870 2,0 GHz
512 0,008568 ± 0,000029 0,01125 ± 0,00005
1024 0,03498 ± 0,00009 0,04600 ± 0,00013
1536 0,09375 ± 0,00021 0,11988 ± 0,00006
2048 0,19646 ± 0,00025 0,23992 ± 0,00025
2560 0,3561 ± 0,0008 0,4293 ± 0,0009
3072 0,5875 ± 0,0007 0,7182 ± 0,0005
3584 0,897 ± 0,010 1,0656 ± 0,0004
4096 1,3223 ± 0,0020 1,5357 ± 0,0009
4608 1,8297 ± 0,0019 2,1892 ± 0,0011
5120 2,4838 ± 0,0025 2,8406 ± 0,0006
5632 3,261 ± 0,004 3,7109 ± 0,0028
6144 4,243 ± 0,005 4,9272 ± 0,0029
6656 5,306 ± 0,004 5,955 ± 0,004
7168 6,588 ± 0,005 7,3638 ± 0,0025
7680 8,061 ± 0,008
8192 9,950 ± 0,030
8704 11,6622 ± 0,0017
9216 13,806 ± 0,012
Tabelle 3.4: Laufzeiten (in s) der Matrixmultiplikation mit CUBLAS auf NVidia-
GPUs
Matrix GeForce 8800 GT GeForce 8800 GTX
512 0,04334 ± 0,00021 0,04628 ± 0,00009
1024 0,313 ± 0,006 0,3316 ± 0,0006
1536 1,017 ± 0,007 1,0941 ± 0,0030
2048 2,347 ± 0,015 2,5495 ± 0,0017
2560 4,51 ± 0,04 4,890 ± 0,004
3072 7,66 ± 0,08 8,346 ± 0,005
3584 11,62 ± 0,06 12,940 ± 0,006
4096 17,96 ± 0,09 19,803 ± 0,008
4608 25,58 ± 0,12 27,950 ± 0,018
5120 34,93 ± 0,11 38,157 ± 0,014
5632 46,26 ± 0,07 50,870 ± 0,014
6144 60,02 ± 0,07 65,797 ± 0,020
6656 76,27 ± 0,11 83,436 ± 0,014
7168 92,83 ± 0,12 102,80 ± 0,05
7680 115,72 ± 0,12
8192 141,66 ± 0,10
8704 169,63 ± 0,19
9216 201,16 ± 0,30
Tabelle 3.5: Laufzeiten der Matrixmultiplikation mit der AMD Core Math Library (sin-
gle core)
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Matrix Opteron 8347 1,9 GHz Opteron 870 2,0 GHz
512 0,0143 ± 0,0020 0,027 ± 0,005
1024 0,060 ± 0,011 0,096 ± 0,016
1536 0,17 ± 0,07 0,169 ± 0,027
2048 0,28 ± 0,05 0,29 ± 0,05
2560 0,38 ± 0,04 0,49 ± 0,07
3072 0,55 ± 0,11 0,74 ± 0,08
3584 0,82 ± 0,13 1,461 ± 0,028
4096 1,20 ± 0,24 2,11 ± 0,08
4608 1,67 ± 0,28 2,88 ± 0,06
5120 2,13 ± 0,19 2,88 ± 0,06
5632 3,00 ± 0,22 3,78 ± 0,10
6144 3,6 ± 0,8 4,84 ± 0,24
6656 4,4 ± 0,6 6,1 ± 0,4
7168 5,5 ± 0,9 7,6 ± 0,9
7680 6,1 ± 0,6 8,9 ± 0,4
8192 9 ± 2
Tabelle 3.6: Laufzeiten (in s) der Matrixmultiplikation mit der AMD Core Math Libra-
ry (multi core)
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4 Random-Walk-Simulationen auf zufälligen
Sierpin´ski-Teppichen
Es soll die Diffusion von Flüssigkeiten in porösen Materialien simuliert werden. Als
Modell dient dafür ein Random Walk auf Sierpin´ski-Teppichen. Im Folgenden sollen
die physikalischen Grundlagen und die Details des Modells erläutert werden.
4.1 Sierpin´ski-Teppiche
Ein Sierpin´ski-Teppich ist ein von Wacław Sierpin´ski im Jahr 1916 erstmalig be-
schriebenes zweidimensionales Fraktal. Es wird nach folgender Vorschrift gebildet:
1. Beginne mit einem Quadrat.
2. Teile das Quadrat in 3× 3 gleich große Quadrate auf.
3. Entferne das mittlere Quadrat.
4. Fahre für die verbleibenden 8 Quadrate mit Schritt 2 fort (ad infinitum).
Abbildung 4.1: Die ersten 5 Iterationsschritte eines Sierpin´ski-Teppichs
Der Algorithmus wird in Abbildung 4.1 veranschaulicht: In jedem Schritt wird
das mittlere Teilquadrat entfernt und die verbleibenden Quadrate wieder in kleine-
re Teilquadrate unterteilt. Durch die iterative Konstruktionsvorschrift ist der Sier-
pin´ski-Teppich selbstähnlich.
Die fraktale Dimension (Hausdorff-Dimension) des Sierpin´ski-Teppichs beträgt
dH = log3 8 ≈ 1, 8928.1 Sein Flächeninhalt ist (im Lebesgue-Maß) null. Seine Kon-
1Die Haussdorff-Dimension berechnet sich in diesem speziellen Fall nach der Formel
dH = loge f,
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struktion ähnelt der des Sierpinski-Dreiecks bzw. der Cantor-Menge. Überträgt man
die Konstruktionsvorschrift von der Fläche in den Raum, erhält man einen so ge-
nannten Menger-Schwamm.
4.2 Verallgemeinerte Sierpin´ski-Teppiche
Man kann die Konstruktionsvorschrift des Sierpin´ski-Teppichs dahingehend verall-
gemeinern, dass man in Schritt 3 anstelle des mittleren Quadrats ein oder mehrere
andere, fest vorgegebene Quadrate entfernt. Ebenso könnte man die Aufteilung in
Teilquadrate aus Schritt 2 verändern (beispielsweise in 5 × 5). Ein Parametersatz,
der diese Vorgaben beschreibt, soll Generator genannt werden. In Abbildung 4.2 sind
verschiedene Generatoren und die resultierenden Teppiche der Iterationstiefe 5 dar-
gestellt.
Abbildung 4.2: Verschiedene Generatoren und die resultierenden Sierpin´ski-Teppi-
che der Iterationstiefe 5, invertiert gegenüber Abbildung 4.1
Im Folgenden wird eine noch weiter verallgemeinerte Variante der Erzeugung
wobei e für die Anzahl der Elemente steht, die nebeneinander in einer Dimension angeordnet
sind, und f für die Anzahl der Elemente, die in jedem Iterationsschritt stehen bleiben, also nicht
weggenommen werden.
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verwandt: Es soll nicht mehr in jedem Iterationsschritt derselbe Generator verwen-
det werden. Vielmehr wird jedesmal zufällig ein Generator aus dem Generatorsatz
ausgewählt. Die resultierenden Strukturen sind noch weit unregelmäßiger als die
in Abbildung 4.2 dargestellten. Durch die Wahl des Generators kann die Hausdorff-
Dimension recht frei beeinflusst werden.
4.3 Brownsche Bewegung
Die brownsche Bewegung bezeichnet die im 18. Jahrhundert entdeckte Wärmebewe-
gung von Teilchen. In ruhenden Flüssigkeiten und Gasen beschreibt jedes Atom
oder Molekül eine zufällige Bewegung. Je größer die Temperatur ist, desto schnel-
ler (und weiter) bewegen sich die Teilchen im Mittel. Richtungsänderung kommen
durch Stöße zustande, die als elastische Stöße angesehen werden können. Unter
Normbedingungen bei einem idealen Gas beträgt der zurückgelegte Weg zwischen
zwei Stößen im Mittel λ = 68nm (mittlere freie Weglänge). Bei jedem Stoß erfahren
die Teilchen eine unvorhersehbare Impulsänderung, was zu einer zufälligen Bewe-
gung führt. Wie eine solche Bewegung zum Beispiel aussehen könnte, findet sich
in Abbildung 4.3. Ohne äußere Einflüsse auf das System ist die Wahrscheinlichkeit
einer Bewegungsänderung in jede Richtung gleich groß.
x
y
Abbildung 4.3: Die brownsche Bewegung eines Teilchens in der Ebene: Jeder Stoß
mit einem anderen Teilchen bewirkt eine zufällige Richtungsände-
rung.
31
4 RANDOM-WALK-SIMULATIONEN AUF ZUFÄLLIGEN SIERPIN´SKI-TEPPICHEN
4.4 Random-Walk-Simulation
Die brownsche Bewegung kann durch einen Zufallspfad (random walk) simuliert wer-
den. Im Eindimensionalen wird der Random Walk häufig mit dem betrunkenen See-
mann veranschaulicht: Ein betrunkener Seemann tritt vom Wirtshaus auf die Straße.
Dort sucht er Halt an einer Straßenlaterne. Da er desorientiert ist, geht er in eine
zufällig gewählte Richtung bis zur nächsten Straßenlaterne, wo er eine Pause macht
und danach wieder in eine zufällig gewählte Richtung weitergeht. Das wiederholt
sich so lange, bis er bei seinem Haus am Ende der Straße angekommen ist. Es gibt
verschiedene Varianten dieses Gedankenspiels: Beispielsweise könnte die Straße ei-
ne Sackgasse sein, sodass er am anderen Ende stets zurückgeworfen wird. Oder die
Straße ist leicht abschüssig, sodass der Seemann mit einer höheren Wahrscheinlich-
keit in eine der Richtungen läuft. Dann spricht man von einem gerichteten Zufallspfad
(biased random walk).
Im allgemeinen Fall läuft der Zufallswanderer in jedem Zeitschritt mit der Wahr-
scheinlichkeit p nach links und mit der Wahrscheinlichkeit q nach rechts (p+ q = 1).
Es wird bei x0 = 0 gestartet. Dann wird für den i-ten Schritt die Zufallsgröße Zi be-
stimmt: Zi = −1 für den Schritt nach links und Zi = +1 für den Schritt nach rechts,
P (Zi = −1) = p, P (Zi = +1) = q. Es ergibt sich für die Position nach dem n-ten
Schritt xn =
∑n
i=1 Zi. Die Folge der {xn} bildet den Zufallspfad.
Für p = q = 12 (ungerichteter Zufallspfad) ist offensichtlich, dass für den Erwar-
tungswert E(xn) der Zufallsgröße xn gilt E(xn) = 0: Im Mittel bewegen sich die
Teilchen gleich weit nach links und nach rechts. Es wird also ein besseres Maß für
das Ausmaß eines Pfades benötigt: Es bietet sich der Mittelwert des quadratischen
Abstands 〈xn2〉 an. Es gilt 〈xn2〉 = 4pqn (Beweis siehe [16], Kapitel 7.2). Der erwarte-
te Abstand eines ungerichteten Zufallswanderers von seinem Ausgangspunkt nach
n Schritten liegt also in der Größenordnung von
√
n.
Im eindimensionalen Fall erscheint es offensichtlich, dass der ungerichtete Zu-
fallswanderer nach unendlich vielen Schritten fast sicher wieder an seinem Aus-
gangspunkt vorbeigekommen sein wird. Dasselbe gilt auch für jeden anderen belie-
bigen Punkt. Dieser Umstand wird auch mit dem Begriff level crossing phenomenom
oder gambler’s ruin beschrieben: Ein Glücksspieler besitze einen endlichen Geldbe-
trag. Die Bank, sein Gegenspieler, verfüge über unendlich viel Geld. Man kann den
Geldbetrag, den ein Glücksspieler nach jeder Spielrunde besitzt durch einen Ran-
dom Walk beschreiben. Es wird nach dem Gesetz des gambler’s ruin irgendwann der
Punkt erreicht sein, dass der Spieler die Grenze von 0 Münzen erreicht und verlo-
ren hat. Ein Glücksspieler mit einem endlichen Vermögen wird also gegen eine Bank
mit unendlichem Vermögen fast sicher verlieren.
Ein Beweis für das level crossing phenomenom findet sich in [17] (Kapitel 1.6). Es
wird ebenfalls bewiesen, dass dasselbe bei zweidimensionalen Zufallspfaden gilt:
Der betrunkene Seemann würde also auch fast sicher bei seinem Haus ankommen,
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wenn er an jeder Straßenkreuzung zufällig eine der vier Richtungen einschlagen
würde. Verläuft der Zufallspfad hingegen in 3 oder mehr Dimensionen, ist es fast
unmöglich, dass der Zufallswanderer an einem bestimmten Punkt vorbeikommt.
Dasselbe gilt für 1- und 2-dimensionale Zufallspfade, falls sie gerichtet sind (also
p 6= q). Der Beweis dafür findet sich ebenfalls in [17].
Für eine immer kleiner werdende Schrittweite nähert sich der Random Walk der
brownschen Bewegung an.
4.5 Simulation poröser Materialien
Es hat sich gezeigt, dass zufällige Fraktalstrukturen (wie Sierpin´ski-Teppiche) gut
geeignet sind, um Struktureigenschaften zu modellieren, die in vielen realen Mate-
rialien wie Aerogels, porösen Gesteinen oder Zement vorkommen [1]. Man beob-
achtet dort über zwei bis drei Größenordnungen fraktale Strukturen, während die
Materialien in höheren Größenordnungen homogen erscheinen. Die anomale Diffu-
sion in diesen Materialien wird sehr gut durch den Random Walk beschrieben. Eine
Diffusion wird als „anomal“ bezeichnet, wenn die Beziehung 〈xn2〉 ∼ t nicht gilt.
Zur Bildung der fraktalen Strukturen werden Sierpin´ski-Teppiche (in ihrer wei-
testen Verallgemeinerung) mit einer gewissen Iterationstiefe zufällig (nach den be-
schriebenen Regeln) erzeugt und dann aneinandergesetzt. Die Sierpin´ski-Teppiche
erzeugen die mikroskopischen inhomogenen Strukturen. Dass die Teppiche regel-
mäßig aneinandergesetzt werden, sorgt für die makroskopische Homogenität des
Materials.
Zu beachten ist, dass der zufällige Sierpin´ski-Teppich nicht nur einmal (oder we-
nige Male) erzeugt und dann jeweils kopiert wird. Vielmehr muss jeder Teppich er-
neut vollständig zufällig erzeugt werden. Die zufällig erzeugten Teppiche, die zur
fraktalen Gesamtstruktur zusammengesetzt werden, sollen hier (in Anlehnung an
[1]) Iteratoren genannt werden. Ein Beispiel für einen so erzeugten Teppich ist in Ab-
bildung 4.4 zu sehen. Dort startete die Diffusion im Mittelpunkt und ist bereits über
drei Iteratoren fortgeschritten. Sie breitete sich gleichmäßig in alle Richtungen aus.
Auf einem Sierpin´ski-Teppich läuft ein Random Walk langsamer ab als in der Ebe-
ne. Das heißt, das mittlere Abstandsquadrat 〈xn2〉 bestimmt sich nicht über 〈xn2〉 ∼
n (es werden nur noch ungerichtete Bewegungen betrachtet), sondern über 〈xn2〉 ∼
nδ mit δ < 1. Intuitiv lässt sich das damit erklären, dass nicht mehr jedes Feld in
der Ebene begangen werden kann. Daher gerät der Zufallswanderer manchmal in
Sackgassen. Um aus diesen Sackgassen wieder herauszufinden, wird zusätzliche
Zeit benötigt. Durch die Löcher in der Ebene können außerdem nicht alle Punkte
auf dem direkten Weg erreicht werden. Übertragen auf Flüssigkeiten erscheint es in-
tuitiv, dass eine Flüssigkeit mit hoher Viskosität auf einer schwammartigen Fläche
langsamer fließt als auf einer freien Fläche.
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Abbildung 4.4: Beispiel einer zufälligen fraktalen Struktur zur Simulation poröser
Materialien.
Durch die freien Felder ergeben sich für den Random Walk auf Sierpin´ski-Teppi-
chen zwei unterschiedliche Ansätze. Sie werden mit kurzsichtige Ameise und blinde
Ameise bezeichnet. Hier wird der Zufallswanderer durch eine Ameise dargestellt.
Die kurzsichtige Ameise kann immer bis zum Nachbarfeld schauen (und nicht wei-
ter, da sie sonst ihren Weg schon im Voraus – nicht-zufällig – festlegen würde). Da-
her weiß sie, welche der vier Nachbarfelder betreten werden können. Ist also ein
Nachbarfeld des aktuellen Standortes der Ameise nicht begehbar, wählt sie aus den
restlichen drei Feldern jedes mit Wahrscheinlichkeit 1/3 aus. Die blinde Ameise hin-
gegen sieht die Nachbarfelder nicht. Sie entscheidet sich mit Wahrscheinlichkeit 1/4
für eine der vier Himmelsrichtungen. Ist in der gewählten Richtung kein begehbares
Feld, stößt sie mit ihrem Kopf gegen die Wand und bleibt an ihrem Standort sitzen.
Im Modell der blinden Ameise läuft die Diffusion folglich noch etwas langsamer ab.
Zusätzlich kann vorgesehen sein, dass der Zufallswanderer auf jedem Feld mit
einer bestimmten Wahrscheinlichkeit stehenbleibt. Das hat auf das Resultat nur in-
sofern einen Einfluss, als dass die Diffusion etwas langsamer abläuft. Außerdem
können Effekte vermieden werden, die dadurch zustande kommen, dass im Modell
der kurzsichtigen Ameise bei geradzahligen Schritten nur die Felder in gerader Ent-
fernung besetzt sind und bei ungeradzahligen Schritten nur die Felder in ungerader
34
4.6 MASTERGLEICHUNGEN
Entfernung.
4.6 Mastergleichungen
Häufig interessiert die Wahrscheinlichkeitsverteilung der Zufallswanderer über die
Felder nach einer bestimmten Zahl von Schritten. Dazu können Zufallspfade der
gewünschten Länge auf der gegebenen Fläche gelaufen werden. Das Endfeld wird
markiert. Die Anzahl der Pfade, die dort enden, wird um eins erhöht. Zum Schluss
werden aus diesen absoluten Häufigkeiten die relativen Häufigkeiten bestimmt.
Da diese Methode sehr langwierig ist, wurde ein anderer Ansatz entwickelt: die
Mastergleichungen. Hiermit wird direkt die Wahrscheinlichkeit für jedes Feld berech-
net, dass ein Weg einer vorgegebenen Länge l auf diesem Feld endet.
Das Startfeld hat für die Weglänge l = 0 zu Beginn die Wahrscheinlichkeit p = 1.
Danach wird in jedem Simulationsschritt die Weglänge jeweils um einen Schritt er-
höht. Dazu wird für jedes Feld aus der gegebenen Wahrscheinlichkeit vor dem letz-
ten Schritt die Wahrscheinlichkeit nach diesem berechnet. Hat ein Feld eine Wahr-
scheinlichkeit von p, so wird jedem Nachbarfeld (falls es vier Nachbarfelder gibt)
die Wahrscheinlichkeit p4 zugewiesen. Hinzu kommt natürlich noch die Übergangs-
wahrscheinlichkeit von dessen anderen Nachbarfeldern.
Bei weniger als 4 Nachbarn muss zwischen dem Modell der blinden und der kurz-
sichtigen Ameise unterschieden werden: Wenn drei Nachbarfelder existieren, erhält
bei der kurzsichtigen Ameise jedes Nachbarfeld die Wahrscheinlichkeit p3 . Dem Aus-
gangsfeld wird die Wahrscheinlichkeit 0 zugewiesen. Bei der blinden Ameise behält
das Ausgangsfeld selbst p4 und weist denselben Wert jedem der drei Nachbarn zu.
Die Summe aller Wahrscheinlichkeiten der Ebene ergibt stets 1.
In Abbildung 4.5 wird der Prozess für die kurzsichtige Ameise dargestellt:
• Vor dem ersten Simulationsschritt (Bild 1) endet mit Sicherheit jeder Pfad am
Ausgangspunkt (Wahrscheinlichkeit 1).
• Die Pfade der Länge 1 enden mit einer Wahrscheinlichkeit von je p = 14 auf
einem der vier Nachbarfelder (Bild 2).
• Jeder Wert p = 14 wird im nächsten Simulationsschritt aufgeteilt auf zweimal
p = 18 – da die Ameise weiß, dass zwei der Nachbarfelder nicht betreten wer-
den können, geht sie mit gleicher Wahrscheinlichkeit auf die anderen beiden
Nachbarfelder. Im mittleren Feld (Startfeld) ergeben die Werte der vier Nach-
barfelder p = 12 und auf den äußeren Feldern enden die Wege der Länge 2 mit
je p = 18 (Bild 3).
• Die Wege der Länge 3 enden schließlich mit einer Wahrscheinlichkeit von je
p = 132 auf einem der Felder, die einen Ring im Abstand 3 um den Ausgangs-
35
4 RANDOM-WALK-SIMULATIONEN AUF ZUFÄLLIGEN SIERPIN´SKI-TEPPICHEN
1.
– – – 0 – – –
– 0 0 0 0 0 –
– 0 – 0 – 0 –
0 0 0 1 0 0 0
– 0 – 0 – 0 –
– 0 0 0 0 0 –
– – – 0 – – –
2.
– – – 0 – – –
– 0 0 0 0 0 –
– 0 – 1/4 – 0 –
0 0 1/4 0 1/4 0 0
– 0 – 1/4 – 0 –
– 0 0 0 0 0 –
– – – 0 – – –
3.
– – – 0 – – –
– 0 0 1/8 0 0 –
– 0 – 0 – 0 –
0 1/8 0 1/2 0 1/8 0
– 0 – 0 – 0 –
– 0 0 1/8 0 0 –
– – – 0 – – –
4.
– – – 1/32 – – –
– 0 1/32 0 1/32 0 –
– 1/32 – 5/32 – 1/32 –
1/32 0 5/32 0 5/32 0 1/32
– 1/32 – 5/32 – 1/32 –
– 0 1/32 0 1/32 0 –
– – – 1/32 – – –
Abbildung 4.5: Die ersten Schritte des Mastergleichungsalgorithmus mit einer kurz-
sichtigen Ameise
punkt bilden. Mit einer Wahrscheinlichkeit von je p = 532 enden sie auf einem
der Nachbarfelder vom Ausgangsfeld (Bild 4).
In Abbildung 4.6 wird der Prozess für die blinde Ameise dargestellt:
• Die ersten beiden Bilder sind identisch zur kurzsichtigen Ameise.
• Danach geht die Ameise von jedem Feld mit p = 14 mit einer Wahrscheinlich-
keit von je p = 116 in jede der vier Richtungen. Sie stößt jedoch in zwei Richtun-
gen an, sodass sie mit Wahrscheinlichkeit p = 2 · 14 · 14 stehen bleibt. Aus p = 14
wird p = 18 .
• Das Verfahren wird in den folgenden Schritten fortgeführt.
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1.
– – – 0 – – –
– 0 0 0 0 0 –
– 0 – 0 – 0 –
0 0 0 1 0 0 0
– 0 – 0 – 0 –
– 0 0 0 0 0 –
– – – 0 – – –
2.
– – – 0 – – –
– 0 0 0 0 0 –
– 0 – 1/4 – 0 –
0 0 1/4 0 1/4 0 0
– 0 – 1/4 – 0 –
– 0 0 0 0 0 –
– – – 0 – – –
3.
– – – 0 – – –
– 0 0 1/16 0 0 –
– 0 – 1/8 – 0 –
0 1/16 1/8 1/4 1/8 1/16 0
– 0 – 1/8 – 0 –
– 0 0 1/16 0 0 –
– – – 0 – – –
4.
– – – 1/64 – – –
– 0 1/64 1/32 1/64 0 –
– 1/64 – 9/64 – 1/64 –
1/64 1/32 9/64 1/8 9/64 1/32 1/64
– 1/64 – 9/64 – 1/64 –
– 0 1/64 1/32 1/64 0 –
– – – 1/64 – – –
Abbildung 4.6: Die ersten Schritte des Mastergleichungsalgorithmus mit einer blin-
den Ameise
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5 Implementierung
In diesem Kapitel sollen verschiedene Möglichkeiten der Implementierung des Mas-
tergleichungs-Algorithmus vorgestellt werden, zunächst eine sequentielle Version
für CPUs, danach drei (jeweils verbesserte) parallele Versionen für Grafikprozesso-
ren.
5.1 Implementierung für CPUs
Im Folgenden soll beschrieben werden, wie eine Implementierung des Lösungsan-
satzes über Mastergleichungen aussehen könnte.
Zunächst muss die Fläche erzeugt werden, in der der Random Walk simuliert
wird. Die Felder werden in einem zweidimensionalen Array abgespeichert. Ein Sier-
pin´ski-Teppich kann rekursiv unter zufälliger Auswahl der Generatoren in der ge-
wünschten Iterationstiefe erzeugt werden, wie in Listing 5.1 dargestellt.
1 bool** s;
2
3 void createIterator(int iterations, int size,
4 int posx, int posy)
5 {
6 bool** g = getRandomGenerator();
7
8 if (iterations==1)
9 {
10 for (int x=0; x<GENERATOR_SIZE; x++)
11 {
12 for (int y=0; y<GENERATOR_SIZE; y++)
13 {
14 s[posx+x][posy+y] = g[x][y];
15 }
16 }
17 }
18 else
19 {
20 for (int x=0; x<GENERATOR_SIZE; x++)
21 {
22 for (int y=0; y<GENERATOR_SIZE; y++)
23 {
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24 if (g[x][y])
25 {
26 int size_ = size / GENERATOR_SIZE;
27 createIterator(iterations - 1, size_,
28 posx + size_ * x, posy + size_ * y);
29 }
30 }
31 }
32 }
33 }
Listing 5.1: Rekursive Generierung eines Sierpin´ski-Teppichs
Die angegebene Funktion erzeugt in dem zweidimensionalen bool-Array s der
Größe size × size an der durch posx und posy festgelegten Position einen Sier-
pin´ski-Teppich der Iterationstiefe iterations. Es soll dabei gelten, dass ein true
bedeutet, dass das Feld begehbar ist, ein false, dass das Feld nicht begehbar ist.
Der Wert von size muss in der aufrufenden Funktion berechnet werden und ist
die iterations-1-te Potenz von GENERATOR_SIZE.
In Zeile 6 wird ein Zeiger auf einen zufällig ausgewählten Generator erzeugt. In
Zeile 8 wird die Abbruchbedingung überprüft. Ist sie erfüllt, wird in den Zeilen
10–16 ein Bereich von der Größe eines Generators mit ebendiesem überschrieben.
Andernfalls wird für jedes Quadrat des Generators geprüft, ob es begehbar ist (Zeile
24) und wenn ja, wird die nächste Iterationsstufe für dieses Quadrat aufgerufen
(Zeilen 27–28). Die entstehenden Iteratoren werden nebeneinandergesetzt, indem
ihre Position im Array und ihre Iterationstiefe als Funktionsparameter übergeben
werden. Das entstandene Array repräsentiert einen zufälligen Sierpin´ski-Teppich,
der entsprechend den in Abschnitt 4.5 genannten Vorgaben zur Simulation poröser
Materialien erzeugt wurde.
Danach werden aus dem eben erzeugten bool-Array s zwei double-Arrays t1
und t2 erzeugt. Begehbare Felder (also mit dem Eintrag true) erhalten eine 0 als
Wert, nicht begehbare Felder (mit false) eine spezielle Markierung, in unserem
Beispiel −∞, also den Wert -HUGE_VAL aus der math.h. In t1 wird der Wert des
Startfeldes auf 1 gesetzt.
In jedem Simulationsschritt wird nun Folgendes ausgeführt: Eine Schleife durch-
läuft alle Felder in t1. In dieser Schleife werden die neuen Werte der Felder berech-
net und in t2 gespeichert. Im nächsten Simulationsschritt wird mit diesen Werten
weitergerechnet. Aus Effizienzgründen ist es vorteilhaft, die Anzahl der Nachbarn
für jedes Feld einmal zu bestimmen und dann in einem weiteren Array (hier mit n
bezeichnet) abzuspeichern.
1 double** t1;
2 double** t2;
3 int** n;
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4
5 void calculateStep()
6 {
7 for (int x=0; x<area_width; x++)
8 {
9 for (int y=0; y<area_height; y++)
10 {
11 if (t1[x][y]>-HUGE_VAL)
12 {
13 t2[x][y] = 0.0;
14 }
15 }
16 }
17
18 for (int x=0; x<area_width; x++)
19 {
20 for (int y=0; y<area_height; y++)
21 {
22 if (t1[x][y]>-HUGE_VAL)
23 {
24 double s4 = t1[x][y] / n[x][y];
25 t2[x-1][y] += s4;
26 t2[x+1][y] += s4;
27 t2[x][y-1] += s4;
28 t2[x][y+1] += s4;
29 }
30 }
31 }
32
33 double** t_t = t1;
34 t1 = t2;
35 t2 = t_t;
36 }
Listing 5.2: Funktion zur Berechnung eines Schrittes beim Mastergleichungsalgo-
rithmus
Im Listing 5.2 ist die oben beschriebene Funktion zur Berechnung eines Schrittes
dargestellt. In den Zeilen 7–16 wird das Zielfeld geleert. In den Zeilen 18–31 wird
das Zielfeld mit den neuen Werten gefüllt: Falls ein Feld begehbar ist (Zeile 22), wird
sein Wert durch die Anzahl der Nachbarn geteilt (Zeile 24) und bei den 4 Nachbarn
hinzuaddiert (Zeilen 25–28). Da nach IEEE 754 [18] für Gleitkommaberechnungen
gilt −∞ + a = −∞, ∀ a ∈ Q muss nicht speziell unterschieden werden, ob ein kon-
kreter Nachbar begehbar ist oder nicht – der Wert wird in jedem Falle hinzuaddiert.
In den Zeilen 33–35 werden schließlich die beiden Zeiger vertauscht.
Nach der gewünschten Schrittzahl kann abgebrochen und die Wahrscheinlich-
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keitsverteilung ausgegeben werden. Außerdem lassen sich die Entropie und das
mittlere Abstandsquadrat der Zufallswanderer nach l Schritten berechnen.
5.2 Implementierung für GPUs
Die in Abschnitt 5.1 vorgeschlagene Implementierung kann nicht ohne Weiteres
für GPU-Programme übernommen werden. Vielmehr muss der Algorithmus abge-
ändert werden, um die in Kapitel 2 beschriebenen Anforderungen aus der GPU-
Programmierung mit CUDA zu erfüllen.
Alle Anteile, die sequentiell ablaufen, viele zufällige Speicherzugriffe erfordern,
viele Alternativen enthalten oder aus anderen Gründen nicht einfach handhabbar
sind, werden weiterhin auf der CPU ausgeführt. Auf die GPU ausgelagert werden
nur rechenintensive, vergleichsweise einfach strukturierte Abschnitte.
Im Fall des Mastergleichungsalgorithmus trifft das auf die Neuberechnung der
Wahrscheinlichkeiten in jedem Schritt zu. Die Fläche wird weiterhin von der CPU im
Hauptspeicher erzeugt. Dann wird sie in den Grafikspeicher kopiert. Dort berechnet
die GPU die gewünschte Anzahl Schritte. Das Ergebnis wird anschließend wieder
in den Hauptspeicher zurückkopiert, wo es ausgewertet werden kann.
Hier soll nur auf das Modell der blinden Ameise eingegangen werden, da die Im-
plementierung meist einfacher ist. Grundsätzlich lassen sich die Überlegungen und
Ergebnisse auch auf das Modell der kurzsichtigen Ameise übertragen. Im Folgen-
den wird davon ausgegangen, dass der Zufallswanderer stets mit Wahrscheinlich-
keit 1/2 auf seinem Feld stehenbleibt.
5.2.1 Variante für dicht besetzte Teppiche
Zunächst wurde ein Algorithmus für dicht besetzte Sierpin´ski-Teppiche entwickelt.
Dicht besetzt bedeutet hier, dass es nur wenige Felder gibt, die der Zufallswanderer
nicht betreten kann. Er ähnelt der Implementierung für CPUs.
Es werden in jedem Simulationsschritt wieder ein Quell- und ein Zielarray be-
nötigt. In diesen stehen die momentan berechneten Wahrscheinlichkeiten. Nicht be-
gehbare Felder werden durch eine negative Zahl markiert (negative Zahlen sind
für Wahrscheinlichkeiten nicht zulässig). Da die benutzten Grafikkarten nicht mit
double, sondern nur mit float-Zahlen umgehen können, sind die Arrays vom
Typ float. Beide Arrays sind zweidimensional und haben die Größe der betrachte-
ten Fläche.
In jedem Schritt wird ein Thread für jedes Feld erzeugt. In diesem wird der mo-
mentane Wert des Feldes ausgelesen und der jeweilige Anteil zu den Werten der
Nachbarn addiert. Es überschreibt also jeder Thread die Werte seiner Nachbarn.
Durch die konkurrierenden Schreibzugriffe können Wettlaufbedingungen (race con-
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ditions) auftreten. Um diese zu vermeiden, müssen die vier Richtungen nacheinan-
der abgearbeitet und jeweils eine Barriere nach jedem Teilschritt eingefügt werden.
Synchronisierungen sind stets sehr zeitaufwändig, insbesondere, wenn – wie hier
– über alle Threads synchronisiert werden muss. Verbessern lässt sich der Algorith-
mus, indem nicht jeder Thread in die vier Nachbarfelder schreibt, sondern diese
ausliest. Dann bestimmt er den Anteil, der auf sein Feld übertragen wird (also ein
Viertel des Wertes bei einer blinden Ameise und einer Bleibewahrscheinlichkeit von
0). Diese Anteile werden zusammengezählt und ins Zielarray geschrieben. Da jetzt
jeder Thread nur noch eine Schreiboperation vollführt, kann es nicht mehr zu kon-
kurrierenden Schreibzugriffen kommen. Die Barrieren und zusätzlich 4 Schreibope-
rationen können eingespart werden.
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Abbildung 5.1: exemplarischer Sierpin´ski-Teppich (links), Ausgangsarray des 1.
Schrittes (Mitte), Zielarray nach dem 1. Schritt (rechts)
In Abbildung 5.1 ist der erste Schritt dargestellt. Links ist der Sierpin´ski-Teppich
abgebildet. Im Ausgangsarray des ersten Schrittes sind die Werte eingetragen, die
das Array zu Beginn der Simulation hat: Im Startfeld in der Mitte des Teppichs ste-
hen alle Zufallswanderer mit Wahrscheinlichkeit 1. Die nicht begehbaren Feldern
werden mit einem negativen Wert markiert. Im Zielarray ist erkennbar, dass die Zu-
fallswanderer mit Wahrscheinlichkeit 1/2 auf ihrem Feld stehenbleiben. Andernfalls
gehen sie mit gleicher Wahrscheinlichkeit in eine der vier Richtungen.
1 __global__ void calculateStep(float* s, float* t,
2 int size_x, int size_y, int s_pitch, int t_pitch)
3 {
4 int x = threadIdx.x + blockDim.x * blockIdx.x;
5 int y = threadIdx.y + blockDim.y * blockIdx.y;
6
7 if (x <= 0 || y <= 0 || x == size_x - 1 || y == size_y - 1)
8 return;
9
10 double this_cell = s[x*s_pitch+y];
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11
12 if (this_cell >= 0.0)
13 {
14 this_cell *= 0.5;
15
16 if (s[(x-1)*s_pitch+y] > 0)
17 this_cell += s[(x-1)*s_pitch+y] / 8.0;
18 if (s[(x+1)*s_pitch+y] > 0)
19 this_cell += s[(x+1)*s_pitch+y] / 8.0;
20 if (s[x*s_pitch+y-1] > 0)
21 this_cell += s[x*s_pitch+y-1] / 8.0;
22 if (s[x*s_pitch+y+1] > 0)
23 this_cell += s[x*s_pitch+y+1] / 8.0;
24
25 t[x*t_pitch+y] = this_cell;
26 }
27 }
Listing 5.3: Kernel-Funktion für die dicht besetzte Variante
Das Programm in Listing 5.3 berechnet einen Schritt des Algorithmus mit einer
kurzsichtigen Ameise und einer Wahrscheinlichkeit von 1/2, dass sie an ihrem Platz
stehen bleibt. s ist das zweidimensionale Quellarray, t das Zielarray. Sie wurden für
das korrekte Alignment mit cudaMallocPitch() (siehe Abschnitt 2.3.3) alloziert.
s_pitch und t_pitch geben an, alle wieviele Werte eine neue Zeile beginnt . size
beschreibt die Größe der Fläche in jeder Dimension. Nicht begehbare Felder werden
hier einem negativen Wert gekennzeichnet.
Zunächst werden die Koordinaten des zugewiesenen Feldes aus den Parametern
des Threads berechnet (Zeilen 4 und 5). Falls das Feld am Rand liegt, wird die Funk-
tion beendet (Zeilen 7 und 8), damit nicht über die Arraygrenzen hinaus gelesen
wird. Vor dem Start der Simulation wurde sichergestellt, dass nur nicht begehbare
Felder am Rand liegen. In Zeile 10 wird geprüft, ob das untersuchte Feld begehbar
ist. Wenn ja, wird (wegen der Bleibewahrscheinlichkeit von 1/2) die Hälfte in den
nächsten Schritt übertragen (Zeile 14). Danach wird je ein Achtel des Wertes der vier
Nachbarn hinzugezählt (Zeilen 16–23) – 1/2 für die Wahrscheinlichkeit, dass der Zu-
fallswanderer auf ein Nachbarfeld geht, multipliziert mit 1/4, da zu jedem Nachbar-
feld mit der gleichen Wahrscheinlichkeit gegangen wird. Sind die Nachbarn nicht
begehbar, wird nichts hinzugezählt. In Zeile 25 wird das Ergebnis in den globalen
Speicher zurückgeschrieben.
Nach Beendigung der Device-Funktion müssen noch die Zeiger auf das Quell-
und das Zielarray vertauscht werden.
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SIMD-Optimierung
Die Multiprozessoren der untersuchten Grafikkarten funktionieren nach dem SIMD-
Prinzip. Das heißt, dass alle Threads eines Multiprozessors gleichzeitig den gleichen
Befehl ausführen, nur unterschiedliche Daten verarbeiten. Wählt ein Thread bei ei-
ner Verzweigung einen anderen Weg als die anderen, müssen beide Wege gegangen
werden. Die Befehle des nicht benötigten Zweiges werden dann zwar ausgeführt,
das Ergebnis wird jedoch verworfen. Daher sollten also möglichst alle Threads eines
Blocks denselben Weg bei Verzweigungen gehen oder Verzweigungen im Quelltext
ganz vermieden werden.
1 __global__ void calculateStep(float* s, float* t,
2 int size_x, int size_y, int s_pitch, int t_pitch)
3 {
4 int x = threadIdx.x + blockDim.x * blockIdx.x;
5 int y = threadIdx.y + blockDim.y * blockIdx.y;
6
7 if (x <= 0 || y <= 0 || x == size_x - 1 || y == size_y - 1)
8 return;
9
10 double this_cell = s[x*s_pitch+y];
11
12 if (this_cell >= 0.0)
13 {
14 float tt = 0.5 * this_cell;
15
16 tt += s[(x-1)*s_pitch+y] / 8.0;
17 tt += s[(x+1)*s_pitch+y] / 8.0;
18 tt += s[x*s_pitch+y-1] / 8.0;
19 tt += s[x*s_pitch+y+1] / 8.0;
20
21 float tt_int = -floor(tt);
22 float tt_real = tt_int + tt;
23
24 t[x*t_pitch+y] = tt_real + tt_int * this_cell / 8.0;
25 }
26 }
Listing 5.4: Kernel-Funktion für die dicht besetzte Variante mit SIMD-Optimierung
Die in Listing 5.4 dargestellte Implementation der Funktion calculateStep()
wurde nach dem beschriebenen Prinzip für SIMD-Prozessoren optimiert. Die vier
if-Anweisungen, welche abfragten, ob die Nachbarn begehbar sind, wurden dabei
eliminiert.
Nicht begehbarte Felder werden hier durch den Wert -8.0 angezeigt. Dieser wur-
de gewählt, da von jeder Nachbarzelle 1/8 ihres Wertes übertragen wird. Durch die-
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se Wahl der Konstanten wird nun in den Zeilen 16–19 für jeden nicht begehbaren
Nachbarn -1 zum Zwischenergebnis addiert. Da nur Zahlen im Intervall von 0 bis
1 zulässig sind, interessiert zunächst nur der Nachkommaanteil. Der wird durch
diese Operation nicht beeinflusst. Das Negative des Ganzzahlanteils (tt_int) ent-
spricht der Anzahl nicht begehbarer Nachbarn. Für jeden dieser Nachbarn bleibt der
Zufallswanderer mit einer Wahrscheinlichkeit von einem Achteldes Anfangswertes
auf dem Feld stehen. Es müssen also der Nachkommaanteil und ein Achtel des Pro-
duktes des Ganzzahlanteils mit dem Anfangswertes addiert werden, um auf den
Endwert zu kommen (Zeile 23). Der Summand tt_real enthält hierbei den Wert,
der entstünde, wenn alle Nachbarn begehbar wären, der andere Summand enthält
die Wahrscheinlichkeit, die daraus resultiert, dass die blinde Ameise anstößt und
somit auf dem Feld stehenbleibt, wenn sie einen nicht begehbarten Nachbarn ausge-
wählt hat.
Zur Genauigkeit der Berechnung bedarf es noch einer Bemerkung: Gleitkomma-
zahlen in der Umgebung der Null sind bei der Kodierung nach IEEE 754 mit höhe-
rer Anzahl Nachkommastellen darstellbar als Zahlen mit höherem Absolutbetrag.
Wenn also zu einem Zwischenergebnis (im schlechtesten Falle) −3 addiert wird,
sinkt die Genauigkeit des Nachkommaanteils unter Umständen etwas. Obige Aus-
sage, dass der Nachkommaanteil nicht beeinflusst wird, stimmt also nicht ganz. Je-
doch kommt es hier nicht primär auf die Genauigkeit der Rechnung, sondern in
erster Linie auf den Algorithmus an. Daher richtet der kleine Verlust an Genauig-
keit keinen Schaden an. Ist man wirklich am exakten Ergebnis interessiert, lässt sich
dieses durch etwas aufwändigeren Code ebenso berechnen (beispielsweise, indem
man einen kleineren Betrag als 1 abzieht).
Ob diese Optimierung erfolgreich ist, werden Messungen zeigen müssen. Es wer-
den 4 if-Anweisungen eingespart, dafür kommen jedoch ein Aufruf der Funktion
floor(), zwei Additionen und zwei Multiplikationen hinzu.
Laufzeit
Die oben gezeigte Kernel-Funktion muss für jeden Schritt für jedes Feld (egal ob be-
setzt oder unbesetzt, begehbar oder nicht begehbar) einmal aufgerufen werden. Die
Laufzeit der Kernel-Funktion tkernel multipliziert mit der Anzahl der Felder f und
der Anzahl der Schritte s ergibt die Gesamtlaufzeit tges. Je nach Betrachtungsweise
kommt noch die Zeitdauer für das Kopieren der Felder in den Grafikspeicher und
zurück tkopiere hinzu.
tges = f · tkopiere + f · s
p
· tkernel
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tges: Gesamtlaufzeit
tkopiere: zum Initialisieren und Kopieren eines Feldes vom Haupt- in den Grafikspei-
cher und zurück benötigte Zeit
tkernel: Laufzeit der Kernel-Funktion
f : Anzahl der Felder
s: Anzahl der Schritte
p: Anzahl der Prozessoren
Im allgemeinen Fall breitet sich die Wahrscheinlichkeitsverteilung in alle vier
Richtungen gleichmäßig aus und belegt einen karoförmigen Bereich (siehe Abbil-
dung 4.4). Er vergrößert sich in jedem Simulationsschritt um ein Feld in jede Rich-
tung. Nach dem i-ten Schritt wird er von einem Quadrat der Kantenlänge 2i um-
schlossen. Das Karo selbst hat eine Kantenlänge von
√
2i. Für die Anzahl f benötig-
ten Felder gilt also in etwa die Beziehung
f ≤ (2s)2.
Will man s Schritte durchführen, muss man also zu Beginn (2s)2 Felder anlegen.
Die Formel für tges kann also vereinfacht werden zu
tges ≤ 4s2 · tkopiere + 4s
3
p
· tkernel ∈ O
(
s3
)
.
Die Laufzeit der Kernel-Funktion tkernel bestimmt sich hauptsächlich durch die
5 Leseoperationen und die Schreiboperation im globalen Speicher. Die Laufzeit der
logisch-arithmetischen Befehle kann als vergleichsweise kurz angesehen werden.
5.2.2 Variante für dünn besetzte Teppiche
Gibt es nur wenige besetzte (bzw. begehbare) Felder im Vergleich zu den nicht be-
gehbaren Feldern, kann es sich lohnen, nur die begehbaren Felder abzuspeichern.
15
21
25
23
20
16
64
141210
5
1
13119
87
2
3
24
2219
17
18
Abbildung 5.2: Zuordnung der Felder des Sierpin´ski-Teppichs zu den Arrayindizes
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Feld 0 1 2 3 4 5 6 7 8 9 10 11 12
Nachbar Nord 0 0 1 2 0 0 3 0 0 0 4 0 5
Nachbar Süd 0 0 0 0 0 6 7 0 0 10 11 12 13
Nachbar Ost 0 2 3 6 10 12 13 14 16 0 18 0 19
Nachbar West 0 0 0 0 0 0 5 6 0 0 9 10 11
Quellarray −∞ 0 0 0 0 0 0 0 0 0 0 0 0
Zielarray −∞ 0 0 0 0 0 1/8 0 0 0 0 0 1/8
Feld 13 14 15 16 17 18 19 20 21 22 23 24 25
Nachbar Nord 6 7 0 8 0 10 12 13 14 16 20 23 24
Nachbar Süd 14 15 16 17 0 0 20 21 0 0 0 0 0
Nachbar Ost 20 21 0 22 0 0 0 23 0 0 24 25 0
Nachbar West 12 13 14 15 16 0 0 19 20 0 0 0 0
Quellarray 1 0 0 0 0 0 0 0 0 0 0 0 0
Zielarray 1/2 1/8 0 0 0 0 0 1/8 0 0 0 0 0
Tabelle 5.1: Nachbarn der Felder und ihre Werte vor (Quellarray) und nach dem 1.
Schritt (Zielarray)
Die Wahrscheinlichkeiten werden wieder in zwei Arrays abgespeichert: ein Ar-
ray enthält die Ausgangsdaten vor einem Schritt, ein zweites enthält die Ergebnisse
nach dem Schritt. Sie werden wieder nach jedem Schritt getauscht. Da die Nachbar-
schaft der Felder jetzt nicht mehr anhand der Nachbarschaft im Speicher erkannt
werden kann, existiert ein drittes Array, welches für jedes Feld die Indizes seiner
vier Nachbarfelder abspeichert. Dieses Array ist während der gesamten Laufzeit
des Programms konstant, sodass es im Konstantenspeicher abgelegt werden könn-
te. Da er jedoch zu klein dafür ist, muss es ebenfalls im globalen Speicher abgelegt
werden.
Für alle nicht begehbaren Felder muss nur noch ein einziges Element im Array
vorgesehen werden. Hier wird dafür das Element mit dem Index 0 vorgesehen. Hat
ein Feld einen nicht begehbaren Nachbarn, wird auf genau dieses Feld 0 verwiesen.
In Abbildung 5.2 wird die Indizierung der Felder dargestellt, Tabelle 5.1 stellt die
Eintragungen der drei Arrays dar. Feld 0 ist das nicht begehbare Feld. Es trägt den
Wert −∞.
Listing 5.5 zeigt die Kernel-Funktion für diese Variante. cells enthält das Quell-
feld mit den Wahrscheinlichkeiten des aktuellen Simulationsschrittes, cells_next
das Zielfeld (also die Wahrscheinlichkeiten nach dem Simulationsschritt). Die Varia-
ble cells_count gibt an, wie viele Felder das Array enthält.
Jeder Thread ist für die Bearbeitung eines Feldes zuständig. In Zeile 4 wird der
Arrayindex des im Thread bearbeiteten Feldes anhand der Thread-Parameter be-
stimmt. In Zeile 7 wird die Wahrscheinlichkeit von 1/2, dass der Wanderer stehen-
bleibt in den nächsten Schritt übertragen. In den Zeilen 9–18 werden die Werte aus
den Nachbarfeldern gelesen und anteilig zum eigenen Wert addiert.
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Besondere Beachtung verdient die Zeile 12: Nur, wenn das Nachbarfeld ein begeh-
bares ist, wird überhaupt dessen momentaner Wert ausgelesen. Das widerspricht
zwar dem SIMD-Prinzip, erspart aber Datenübertragungen vom globalen Speicher
in den Multiprozessor. Da der Speicherbus ohnehin während der gesamten Laufzeit
ausgelastet ist, kann die Laufzeit auf gut 50 % verkürzt werden.
Eine Einsparung von etwa 6 % bringt Zeile 15: Wenn die Felder aller 32 Threads
eines Warps noch nicht belegt sind, kann so eine Addition und eine Division einge-
spart werden. Die zusätzliche Zeit, die zur Auswertung der if-Bedingung benötig
wird, fällt demgegenüber offenbar kaum ins Gewicht. Da alle Felder eines Iterators
von benachbarten Threads bearbeitet werden, kann in den Randbereichen, die erst
zuletzt belegt werden, Zeit eingespart werden.
Das Endergebnis wird schließlich in Zeile 22 in den Speicher zurückgeschrieben,
falls das untersuchte Feld nicht das nicht begehbare Feld war (Zeile 20).
1 __global__ void calculateStep(float* cells, float* cells_next,
2 Neighbours* neighbours, int cells_count)
3 {
4 int i = (blockIdx.x + gridDim.y * blockIdx.y) * blockDim.x *
5 blockDim.y + threadIdx.x + blockDim.y * (threadIdx.y);
6
7 float cells_next_i = 0.5 * cells[i];
8
9 for (int neighbour = 0; neighbour < 4; neighbour++)
10 {
11 int n = neighbours[i][neighbour];
12 if (n > 0)
13 {
14 float neighbour_value = cells[n];
15 if (neighbour_value > 0.0)
16 cells_next_i += neighbour_value / 8.0;
17 }
18 }
19
20 if (i>0)
21 {
22 cells_next[i] = cells_next_i;
23 }
24 }
Listing 5.5: Kernel-Funktion für die statische dünn besetzte Variante
Laufzeit
Dass hier im Gegensatz zur Variante für dicht besetzte Teppiche nur die besetzten
Felder betrachtet werden, findet auch Eingang in die Laufzeit:
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tges = f · tkopiere + b · f · s
p
· tkernel
b: Besetzungsgrad (Anzahl besetzter FelderAnzahl Felder ).
Es kann wieder die Zahl der Felder f durch s2 ersetzt werden:
tges ≤ s2 · tkopiere + b · s
3
p
· tkernel ∈ O
(
s3
)
Da sich die Laufzeit nur um einen festen Koeffizienten (den Besetzungsgrad) ver-
ändert, kann keine bessere Laufzeitklasse erreicht werden.
tkernel wird im Wesentlichen durch die 5 Lese- und die Schreiboperation im glo-
balen Speicher bestimmt. Die Kernellaufzeit ist hier also etwa so groß wie bei der
Version für dicht besetzte Teppiche, sie wird jedoch nicht mehr für alle Felder aufge-
wandt.
5.2.3 Dynamische Variante für dünn besetzte Teppiche
Bei den statischen Varianten des Algorithmus (aus den letzten beiden Abschnitten)
muss schon im Vorhinein feststehen, welche Felder bis zum Schluss belegt sein wer-
den. Gerade bei dicht unregelmäßig geformten Generatoren kann es jedoch vorkom-
men, dass die Verteilung sehr ungleichmäßig ist. Daher ist es zweckmäßig, den Tep-
pich erst dann dynamisch zu erweitern, wenn die belegte Fläche seinen Rand er-
reicht hat.
Diese Erweiterung geschieht auf Iteratoren-Ebene. Wird ein Wert am Rand des
Teppichs von Null auf eine positive Zahl verändert, wird das detektiert und ein
weiterer Iterator an diesem Rand angefügt.
Die benötigten Datenstrukturen sind dieselben, die auch bei der statischen Varian-
te benötigt werden. Allerdings kommt noch eine Warteschlange für die hinzuzufü-
genden Iteratoren hinzu. Diese wird durch ein Array des Typs BorderCell (siehe
Listing 5.6) und einen Zeiger auf die nächste freie Position im Array repräsentiert.
BorderCell enthält die Position des derzeitigen Rand-Iterators (x, y) und die Rich-
tung, in der der Rand liegt (dir). Die Warteschlange wird nach jedem Schritt von
der CPU ausgewertet. Die neuen Iteratoren werden dann vom Hauptspeicher in den
Grafikspeicher kopiert.
1 struct BorderCell
2 {
3 int x;
4 int y;
5 char dir;
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6 };
Listing 5.6: Struktur der Warteschlangen-Einträge
In Listing 5.7 wird die Kernel-Funktion für die dynamische Implementierung des
Algorithmus dargestellt. Die Zeilen 4–24 sind identisch zur statischen Variante. Da-
nach wird geprüft, ob sich ein Feld am Rand des bisher besetzten Bereiches befindet
(Zeile 26). Das ist der Fall, wenn sein Wert vor dem Schritt 0 und nach dem Schritt
größer als 0 ist. Anschließend wird in Zeile 31 für jeden Nachbarn geprüft, ob er
an ein Randfeld grenzt (an ein solches, das am Rand der bisher vorhandenen Fläche
liegt). Falls ja, wird ein neues BorderCell-Objekt in die Warteschlange gestellt. Sei-
ne Eigenschaften (also die Koordinaten und die Richtung) werden aus der Nachbar-
struktur gelesen (Zeilen 35–37). Dort wurden sie beim Erzeugen hineingeschrieben.
Zur Erhöhung des Warteschlangenzeigers bei einem neuen Eintrag wird die ato-
mare Funktion atomicInc() verwendet. Sie erhöht eine Zählvariable vom Typ
unsigned int um 1. Sie erwartet als Parameter einen Zeiger auf die Variable und
einen Wert, bei dem der Zähler umlaufen (wieder auf Null gesetzt) werden soll.
Zurückgegeben wird der Wert vor der Erhöhung. Nur der Rückgabewert kann als
global eindeutiger Wert angesehen werden. Würde man den erhöhten Wert ausle-
sen und in ein Register kopieren, könnte bereits zwischen dem Erhöhen und Ausle-
sen wieder ein Schreibzugriff auf die Variable stattgefunden haben. Also wird der
Rückgabewert der atomaren Funktion atomicInc() in eine lokale Variable kopiert
(Zeile 33). Er gibt die Position in der Warteschlange an, an die gefahrlos geschrieben
werden kann.
Nach Beendigung der Kernel-Funktionen wird die Warteschlange abgearbeitet.
Das geschieht in der CPU. Für jeden Eintrag wird der entsprechende Iterator gebil-
det. Das schließt ein, dass das Array der Zeiger auf die Nachbarn aktualisiert wird.
Da der neue Iterator Felder enthält, die bisher nicht vorhandenen waren, müssen die
Nachbarzeiger aller benachbarten Iteratoren aktualisiert werden. Alle geänderten
oder neu erzeugten Iteratoren werden anschließend in den Grafikspeicher kopiert.
1 __global__ void calculateStep(float* cells, float* cells_next,
2 Neighbours_d* neighbours, int cells_count)
3 {
4 int i = (blockIdx.x + gridDim.y * blockIdx.y) * blockDim.x *
5 blockDim.y + threadIdx.x + blockDim.y * (threadIdx.y);
6
7 float cells_i = cells[i]
8 float cells_next_i = 0.5 * cells_i;
9
10 for (int neighbour = 0; neighbour < 4; neighbour++)
11 {
12 int n = neighbours[i][neighbour];
13 if (n > 0)
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14 {
15 float neighbour_value = cells[n];
16 if (neighbour_value > 0.0)
17 cells_next_i += neighbour_value / 8.0;
18 }
19 }
20
21 if (i>0)
22 {
23 cells_next[i] = cells_next_i;
24 }
25
26 if (cells_next_i > 0.0 && cells_i == 0.0)
27 {
28 for (int j = 0; j < 4; j++)
29 {
30 Neighbours_d n = neighbours[neighbours[i].neighbours[j]];
31 if (n.neighbours[0] == BORDER)
32 {
33 unsigned int c = atomicInc(&bordercellqueuecounter_d,
34 INT_MAX);
35 bordercellqueue_d[c].x = n.neighbours[1];
36 bordercellqueue_d[c].y = n.neighbours[2];
37 bordercellqueue_d[c].dir = n.neighbours[3];
38 }
39 }
40 }
41 }
Listing 5.7: Kernel-Funktion für die dynamische Variante für dünn besetzte Sierpin´-
ski-Teppiche
Laufzeit
Im Vergleich zu den bisher betrachteten Laufzeiten gibt es bei der dynamischen Ver-
sion einen bedeutenden Unterschied: Es werden nicht mehr in jedem Schritt alle
Felder berechnet und aktualisiert, die bis zum letzten Schritt benötigt werden, son-
dern nur die, die bisher besetzt sind. Es werden also im i-ten Schritt wirklich nur
∼ (√2i)2 Felder berechnet und nicht ∼ (2s)2. Die Anzahl der Aufrufe der Kernel-
Funktion k ergibt sich wie folgt.
k =
s∑
i=1
2i2 = s(s+ 1)(2s+ 1)3 ∈ O(s
3).
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Es wird also bei s Schritten insgesamt k ∈ O(s3) Felderberechnungen durchge-
führt.
Es ergibt sich folgende Gesamtlaufzeit:
tges = f · tkopie + k · tkernel + s · tschritt+
≤ s2 · tkopie + s(s+ 1)(2s+ 1)3 · tkernel + s · tschritt+
k: Anzahl der Aufrufe der Kernel-Funktion
tkopie: zum Initialisieren und Kopieren eines Feldes vom Haupt- in den Grafik-
speicher und zurück benötigte Zeit
tkernel: Laufzeit der Kernel-Funktion
tschritt+ : für jeden Schritt zusätzlich zu tkernel benötigte Laufzeit
Da das Einstellen in die Warteschlange eine Laufzeit in O (1) benötigt, kann die
dafür notwendige Zeit dem tkernel zugeschlagen werden. Für das Abarbeiten der
Warteschlange wird für jeden Eintrag folgende Laufzeit benötigt: O (1) für das Fin-
den der benötigten Nachbarn,O (g2) für das Anlegen der Speicherbereiche (g sei die
Kantenlänge eines Iterators), ebenso um sie zu initialisieren. Weiter wird eine Zeit in
O (g2) benötigt, um alle Nachbarschaftsbeziehungen zu aktualisieren. Zuletzt wer-
den die Speicherbereiche in einer Laufzeit in O (g2) vom Haupt- in den Grafikspei-
cher kopiert. Da jedoch die Kantenlänge schon im Vorhinein feststeht und über die
Laufzeit des Programms unveränderlich ist, ist die Zeit zum Abarbeiten eines War-
teschlangeneintrages in Bezug auf die Schrittanzahl mit O (1) zu veranschlagen.
Es soll nun noch die Anzahl der Warteschlangeneinträge qs berechnet werden:
Im schlechtesten Fall wird in jedem Iterator, der sich am Rand befindet, der Rand
wirklich erreicht. Der belegte Bereich wird von Quadrat der Kantenlänge 2s um-
schlossen, also beträgt dessen Umfang 4s. Es ergibt sich also für die Anzahl der
Warteschlangeneinträge:
qs ≤ 4
l
s ∈ O(s).
qs: maximale Anzahl der Einträge in der Warteschlange nach Schritt s,
l: Kantenlänge eines Iterators.
Für die in jedem Schritt zusätzlich zur Laufzeit der Kernel-Funktion benötigte
Zeit tschritt+ ergibt sich:
tschritt+ ≤ qs · (terzeugung + ttransfer)
terzeugung : benötigte Zeit zur Erzeugung eines neuen Iterators (inkl. Anpassen der
Nachbarschaftsbeziehungen),
ttransfer: benötigte Zeit zum Transfer eines neuen Iterators inkl. seiner geänder-
ten Nachbarn in den Grafikspeicher.
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Es wird neben der Kernel-Funktion in jedem Schritt die Warteschlange abgearbei-
tet und die neuen Iteratoren und die aktualisierten Nachbarn werden in den Grafik-
speicher kopiert.
Wie oben schon erwähnt sind terzeugung und ttransfer konstant im Bezug auf die
Schrittanzahl. Es ergibt sich also für die Gesamtlaufzeit:
tges = f · tkopie + k · tkernel + s · tschritt+
≤ s2 · tkopie + s(s+ 1)(2s+ 1)6 · tkernel + s ·
4
l
s · (terzeugung + ttransfer)
∈ O(s2) ∪ O(s3) ∪ O(s2)
= O(s3).
5.2.4 Implementierung mit Matrixmultiplikation
Der Mastergleichungsansatz lässt sich auch über Matrixmultiplikation lösen. Dieses
Verfahren zu untersuchen lohnt deshalb, weil es mit CUBLAS eine sehr effiziente
Möglichkeit zur Multiplikation von Matrizen auf der GPU gibt.
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Abbildung 5.3: Nummerierung der begehbaren Felder eines Sierpin´ski-Teppichs
(links), Startwerte (rechts)
Dazu müssen alle begehbaren Felder in einem Startvektor ~v0 angeordnet sein wie
bei der Implementierung für dünn besetzte Teppiche. Die Matrix M wird dann so
gebildet, dass das Element (i, j) die Wahrscheinlichkeit enthält, dass der Wanderer,
der auf dem i-ten Feld des Vektors sitzt, auf das j-te Feld geht. Die Wahrscheinlich-
keitsverteilung nach dem ersten Schritt ~v1 wird wie folgt berechnet:
~v1 =M~v0.
Für den in Abbildung 5.3 dargestellten Beispielteppich ergibt sich der erste Schritt
für eine blinde Ameise wie folgt:
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~v1 = M~v0
=

3
4
1
4 0 0 0 0 0 0 01
4
1
2 0 0
1
4 0 0 0 0
0 0 34
1
4 0 0 0 0 0
0 0 14
1
2
1
4 0 0 0 0
0 14 0
1
4 0
1
4 0
1
4 0
0 0 0 0 14
1
2
1
4 0 0
0 0 0 0 0 14
3
4 0 0
0 0 0 0 14 0 0
1
2
1
4
0 0 0 0 0 0 0 12
1
4


0
0
0
0
1
0
0
0
0

=

0
1
4
0
1
4
0
1
4
0
1
4
0

.
Analog gilt für den 2. Schritt:
~v2 =M~v1 =M(M~v0) = (MM)~v0 =M2~v0.
Allgemein gilt folglich für den k-ten Schritt:
~vk =Mk~v0.
Es kann also zunächst die Matrix M k-mal mit sich selbst multipliziert werden,
dann wird erst im letzten Schritt mit dem Vektor ~v0 multipliziert. Falls k eine Po-
tenz von 2 ist, kann die Multiplikation effizient durchgeführt werden, indem sie
(log2k)-mal quadriert wird. Sollte k keine Potenz von 2 sein, so kann die Matrix mit
Schnellem Potenzieren (Square-&-Multiply-Verfahren), mitO(log2k)Multiplikationen
potenziert werden.
Speicherbedarf
Die Dimension des Vektors entspricht der Anzahl der benötigten Felder f . Im s-ten
Schritt werden so viele Felder benötigt, dass daraus ein Karo mit einer Kantenlänge
von
√
2s gebildet werden kann. Da der Teppich nur einen Besetzungsgrad b < 1
hat, muss mit diesem mutlipliziert werden, um die Anzahl der begehbaren Felder
zu erhalten:
f = b
(√
2s
)2
= 2bs2.
Die Dimension der Matrix entspricht in den Zeilen und in den Spalten der Di-
mension des Vektors, sie ist also (f × f). Der Speicherbedarf m für die Matrix ist
also
m = f2 = 4b2s4,
inO-Notation ausgedrücktO(f2) = O(s4). Das ist also eine höhere Größenklasse als
für die in den vorangegangenen Abschnitten besprochenen Verfahren, die alle die
Felder zweimal abspeichern, also einen Speicherbedarf von O(f) = O(s2) haben.
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Laufzeit
Es müssen für s Schritte log2sMultiplikationen von Matrizen der Dimension (f×f)
durchgeführt werden. Das schnellste derzeit bekannte Verfahren1 zur Multiplikati-
on zweier Matrizen der Dimension n × n hat eine Laufzeit in O(n2,376). Für eine
Multiplikation der Matrix M würde also hier mindestens eine Laufzeit in
O
((
s2
)2,376)
= O
(
s4,752
)
benötigt. Da die Matrix (log2s)-mal quadriert werden muss, liegt die Gesamtlaufzeit
in
O
(
(log2s)s4,752
)
.
Fazit
Da sowohl der Speicherbedarf als auch die Laufzeit dieses Verfahrens im Vergleich
zu den anderen inakzeptabel hoch ist, wird der Ansatz hier nicht weiter verfolgt.
1Verfahren von Coppersmith und Winograd
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Im Folgenden sollen die Ergebnisse der Laufzeitmessung kurz vorgestellt und mög-
liche Schlüsse gezogen werden.
6.1 Version für dicht besetzte Teppiche
Bei dieser Version wird die Wahrscheinlichkeitsverteilung auf dem Sierpin´ski-Tep-
pich in einem zweidimensionalen Array abgespeichert. Ein zweites, gleichgroßes
Array dient zum Abspeichern von Zwischenergebnissen. Die asymptotische Lauf-
zeit beträgt O(s3) mit gegen unendlich gehender Schrittzahl s.
6.1.1 Anzahl der Threads pro Block
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Abbildung 6.1: Laufzeit in Abhängigkeit von der Anzahl der Threads pro Block
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Zunächst wurde untersucht, bei welcher Anzahl von Threads pro Block die ge-
ringste Laufzeit erreicht werden kann. Das Diagramm ist in Abbildung 6.1 darge-
stellt. Es ist erkennbar, dass die Laufzeit sehr hoch ist, wenn jeder Block nur sehr
wenige (bis zu 5) Threads umfasst. Mit größer werdender Threadanzahl sinkt sie
jedoch schnell. Bei ca. 64 Threads pro Block ist die Laufzeit minimal, danach steigt
sie nur sehr langsam bzw. ist nahezu konstant. Es liegt also nahe, für weitere Mes-
sungen die Blockgröße so einzustellen, dass sie 64 Threads beträgt.
Bei der GeForce 8800 GT können einige Ausreißer beobachtet werden, für die die
Laufzeit deutlich niedriger ist als normal. Es ist davon auszugehen, dass es sich hier
um einen sporadisch auftretenden Fehler handelt. Da die Ausreißer jedoch leicht zu
erkennen sind, lassen sie sich einfach eliminieren.
Weiterhin ist bemerkenswert, dass die Laufzeiten ab ca. 500 Threads pro Block
nahezu null betragen. Das liegt daran, dass dann eine der in Abschnitt 2.3.1 genann-
ten Grenzen überschritten wird. Die Device-Funktion bricht in diesem Fall sofort
mit einem Fehler ab.
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6.1.2 SIMD-Optimierung
In Abbildung 6.2 werden die Laufzeiten für die Implementierung mit SIMD- und
ohne die angesprochene SIMD-Optimierung (siehe Abschnitt 5.2.1) dargestellt. Es
wird schon bei wenigen Simulationsschritten deutlich, dass die Optimierung nach
dem SIMD-Prinzip keine Laufzeitverbesserung bringt. Sie wurde daher in den wei-
teren Versuchen nicht weiter genutzt.
Offenbar ist der Verlust durch die floor()-Funktion und die vier zusätzlichen
arithmetischen Operationen größer als der Gewinn durch die Einsparung der vier
if-Bedingungen.
6.1.3 Laufzeit
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Abbildung 6.3: Laufzeiten t für die Version für dicht besetzte Teppiche in Abhängig-
keit von der Schrittanzahl s
In Abbildung 6.3 und in Tabelle 6.1 werden die Laufzeiten t in Abhängigkeit von
der Anzahl der Simulationsschritte s dargestellt. Bei der GeForce 8800 GT steigt die
Laufzeit bis zu einer Schrittzahl von 5000 kubisch an. Danach kommt ein Ausreißer
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nach oben, ab 6000 Simulationsschritte ist die Laufzeit sehr klein. Das liegt daran,
dass das Programm dann mit einem Fehler abbricht, da der Speicher nicht mehr
ausreicht. Die GeForce 8800 GTX verfügt über weniger Speicher, sodass dort nur
maximal 4500 Simulationsschritte durchgeführt werden können.
Schritte GeForce 8800 GTX GeForce 8800 GT
500 0,759 ± 0,007 1,218 ± 0,016
1000 7,77 ± 0,04 10,38 ± 0,07
1500 27,28 ± 0,08 34,48 ± 0,23
2000 117,94 ± 0,23 81,99 ± 0,12
2500 207,9 ± 0,4 175,7 ± 0,4
3000 214,5 ± 0,6 313,5 ± 0,4
3500 332,0 ± 0,8 498 ± 2
4000 496,6 ± 0,8 746,6 ± 0,8
4500 700 ± 2 1093 ± 2
5000 0,125 ± 0,004 1499,6 ± 0,5
5500 0,138 ± 0,004 5390 ± 5
6000 0,149 ± 0,005 0,130 ± 0,004
6500 0,158 ± 0,006 0,139 ± 0,005
7000 0,176 ± 0,004 0,149 ± 0,004
Tabelle 6.1: Laufzeiten (in s) der Implementierung für dicht besetzte Teppiche in Ab-
hängigkeit von der Anzahl der Simulationsschritte
Es werden zwei zweidimensionale Arrays von float-Werten benötigt, die beide
in jeder Dimension doppelt so viele Einträge haben, wie Simulationsschritte durch-
geführt werden sollen. Da Variable vom Typ float 4 Byte Speicher belegen, ergibt
das bei 4500 Schritten einen Speicherbedarf von 2 · (2 · 4500)2 · 4 B = 648 · 106 B –
das passt gerade in die 768 MB Speicher der GeForce 8800 GTX, 5000 Schritte wä-
ren für diese zuviel. Die GeForce 8800 GT verfügt über 1024 MB Speicher, das ist
ausreichend für 5500 Schritte: 2 · (2 · 5500)2 · 4 B = 986 · 106 B.
Die Funktion für die GeForce 8800 GT wurde durch die Kurve t = f(s) = as3 an-
genähert. Dabei wurde amittels der Methode der kleinsten Quadrate in einer Imple-
mentierung des nichtlinearen Marquardt-Levenberg-Verfahrens (enthalten im Pro-
gramm gnuplot [19]) bestimmt. Das Resultat lautet a = 1, 1910 · 10−8 ± 0, 0006 · 10−8.
Für die GeForce 8800 GTX gilt etwa t = f(s) = bs3 mit b = 7, 841 ·10−9±0, 030 ·10−9.
Die ältere GeForce 8800 GTX ist also etwa um den Faktor 1,52 schneller als die Ge-
Force 8800 GT. Letztere hat zwar einen höheren Core-Takt, jedoch eine niedrigere
Speichertransferrate. Der Algorithmus ist sehr speicherlastig – es müssen viele Da-
ten vom Speicher in die Prozessoren geladen werden. Die Berechnungen, die dort
durchgeführt werden, sind jedoch relativ kurz. Daher hat die Speichertransferrate
ein größeres Gewicht auf das Ergebnis als die Taktfrequenz.
60
6.2 STATISCHE VERSION FÜR DÜNN BESETZTE TEPPICHE
6.2 Statische Version für dünn besetzte Teppiche
Bei dieser Version werden nicht mehr alle Felder gespeichert, sondern nur noch
diejenigen, die auch begehbar sind. Daher wird nicht mehr ein zweidimensionales
Array benutzt, sondern eine Liste von Feldern. Die Nachbarschaft von Feldern wird
durch Zeiger abgebildet. Dadurch wird bei dünn besetzten Sierpin´ski-Teppichen
Speicher gespart. Die asymptotische Laufzeit beträgt wie im vorherigen Fall O(s3).
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Abbildung 6.4: Laufzeiten t für die statische Version in Abhängigkeit von der Schritt-
anzahl s
In Abbildung 6.4 ist erkennbar, dass die statische Version für dünn besetzte Tep-
piche ebenfalls eine kubische Laufzeit besitzt. Es wurden die Regressionsgeraden
t = f(s) = as3 mit a = 1, 9092 · 10−9 ± 0, 0010 · 10−9 (für die GeForce 8800 GT) und
t = f(s) = bs3 mit b = 1, 4482 · 10−9 ± 0, 0011 · 10−9 (für die GeForce 8800 GTX)
bestimmt. Die GeForce 8800 GT ist immer noch etwas langsamer als die GeForce
8800 GTX, der Unterschied ist jedoch geringer. Der Faktor beträgt nur noch etwa
1,32. Das deutet darauf hin, dass die Implementierung weniger speicherlastig ist.
Bei gleicher Schrittanzahl müssen hier viel weniger Daten zwischen Speicher und
Prozessoren übertragen werden, da nicht begehbare Felder nun nicht mehr berück-
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Schritte GeForce 8800 GTX GeForce 8800 GT
500 0,2283 ± 0,0005 0,300 ± 0,012
1000 1,60 ± 0,04 2,12 ± 0,04
1500 5,17 ± 0,10 6,87 ± 0,08
2000 12,08 ± 0,16 15,88 ± 0,12
2500 23,227 ± 0,019 30,74 ± 0,13
3000 39,87 ± 0,26 52,64 ± 0,25
3500 63,0 ± 0,5 83,2 ± 0,5
4000 94,0 ± 0,7 124,57 ± 0,09
4500 133,3 ± 0,8 175,7 ± 0,9
5000 181,97 ± 0,24 239 ± 2
5500 242,3 ± 0,4 319 ± 2
6000 311,96 ± 0,23 413 ± 2
6500 399 ± 3 525 ± 2
7000 496 ± 3 657 ± 3
7500 609,9 ± 0,6 804 ± 4
8000 741 ± 5 978,4 ± 0,6
8500 0,199 ± 0,005 1172 ± 4
9000 0,2090 ± 0,0026 1391 ± 4
9500 0,222 ± 0,007 1632 ± 7
10000 0,2317 ± 0,0027 0,189 ± 0,006
10500 0,275 ± 0,005 0,202 ± 0,005
11000 0,288 ± 0,004 0,2160 ± 0,0025
11500 0,299 ± 0,004 0,220 ± 0,006
12000 0,311 ± 0,007 0,256 ± 0,007
Schritte GeForce 8800 GT
500 0,158 ± 0,010
1000 0,736 ± 0,029
1500 2,11 ± 0,05
2000 4,75 ± 0,12
2500 8,92 ± 0,16
3000 15,4 ± 0,4
3500 24,4 ± 0,8
4000 37 ± 2
4500 55 ± 2
5000 69 ± 2
5500 93 ± 2
6000 118 ± 3
6500 160 ± 5
7000 219 ± 6
7500 274 ± 9
8000 334 ± 6
8500 407 ± 9
9000 489 ± 8
9500 574 ± 15
10000 689 ± 13
10500 793 ± 14
11000 917 ± 12
11500 1047 ± 8
12000 1203 ± 19
12500 1209 ± 9
13000 1472 ± 21
13500 1846 ± 16
14000 2056 ± 17
14500 2330 ± 50
15000 2416 ± 11
15500 2420 ± 23
16000 2418 ± 19
16500 2427 ± 19
Tabelle 6.2: Laufzeiten (in s) der Implementierungen für dünn besetzte Teppiche in
Abhängigkeit von der Anzahl der Simulationsschritte, statische Version
(links), dynamische Version (rechts)
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sichtigt werden. Die Messwerte sind in Tabelle 6.2 dargestellt.
Durch den unterschiedlichen Speicherausbau der Grafikkarten, wird die maxima-
le Anzahl an Simulationsschritten wieder begrenzt auf 9500 bei der GeForce 8800
GT und auf 8000 bei der GeForce 8800 GTX. Es werden für jedes Feld zwei float-
Variable für die Wahrscheinlichkeiten und vier int-Variable als Zeiger für die Nach-
barn benötigt. Da der Besetzungsgrad etwa 0,2 beträgt, sinkt die Anzahl der zu spei-
chernden Felder um diesen Faktor. Insgesamt können mit der gleichen Speichermen-
ge fast doppelt so viele Schritte durchgeführt werden wie bei der Version für dicht
besetzte Teppiche.
6.3 Dynamische Version für dünn besetzte Teppiche
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Abbildung 6.5: Laufzeiten t für die dynamische Version in Abhängigkeit von der
Schrittanzahl s
Bei der dynamischen Version wird nicht mehr zu Beginn der Simulation ein gro-
ßer Teppich angelegt, der dann in ihrem Verlauf ausgefüllt wird, sondern der Tep-
pich wird nach jedem Simulationsschritt dynamisch erweitert, wenn der belegte Be-
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dicht besetzt a = 1,19 · 10−8 100 %
dünn besetzt, statisch a = 1,91 · 10−9 16 %
dünn besetzt, dynamisch a = 6,83 · 10−10 5,7 %
Tabelle 6.3: Vergleich der Laufzeiten der verschiedenen Versionen
reich an den Rand stößt. Damit beträgt die asymptotische Laufzeit allerdings immer
noch O(s3).
In Abbildung 6.5 werden die Laufzeiten für die dynamische Version auf der Ge-
Force 8800 GT dargestellt. Die Messwerte können der Tabelle 6.2 entnommen wer-
den. Die dynamische Version läuft auf der GeForce 8800 GTX nicht, da diese nicht
über atomare Funktionen verfügt, die jedoch notwendig wären. Es ist erkennbar,
dass sich – wie hergeleitet – ebenfalls eine kubische Laufzeit ergibt. Die Funktion
wurde durch die Kurve t = f(s) = as3 angenähert. Dabei wurde für a der Wert
a = 6,83 · 10−10 ± 0, 04 · 10−10 bestimmt.
Der Speicher der Grafikkarte reicht bei dieser Implementierung für etwa 14500
Schritte aus. Wenn danach weitere Iteratoren hinzugefügt werden, bricht die Kernel-
Funktion jeweils sofort mit einem Fehler ab. Daher steigt die Laufzeit dann nicht
weiter an.
Bei etwa 12500 Schritten ist eine Anomalie in den Ergebnissen zu erkennen. Wor-
an dies liegt, konnte nicht festgestellt werden.
6.4 Vergleich der drei Versionen
In Abbildung 6.6 werden die Laufzeiten der verschiedenen Implementierungen auf
der GeForce 8800 GT verglichen. Es ist erkennbar, dass die Kurve der Version für
dicht besetzte Teppiche am steilsten ansteigt. Sie reicht außerdem am wenigsten
weit nach rechts, was bedeutet, dass im Vergleich zu den anderen Versionen mit dem
vorhandenen Speicher eine geringere Anzahl an Simulationsschritten durchführbar
ist. Die statische Version für dünn besetzte Teppiche hat eine deutlich bessere Lauf-
zeit und kann auch mehr Simulationsschritte durchführen. Da bei der dynamischen
Version nur die Iteratoren in den Grafikspeicher kopiert und damit auch berech-
net werden, die auch wirklich gebraucht werden, ist sie sowohl laufzeitmäßig die
schnellste als auch bei der Anzahl der durchführbaren Simulationsschritte die beste.
In Tabelle 6.3 werden die oben berechneten Koeffizienten a für die Regressionskur-
ven der Laufzeit t = as3 aufgeführt. Die Verbesserungen in der Implementierung
zogen jeweils eine Laufzeitverbesserung um etwa eine Größenordnung nach sich.
Der Wechsel von der dicht besetzten zur dünn besetzten Implementierung lässt die
Laufzeit auf 16 % sinken, von der statischen zur dynamischen Version wiederum
auf 36 %, bzw. auf 5,7 % relativ zur Ausgangsversion.
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Abbildung 6.6: Vergleich der Laufzeiten der verschiedenen Versionen
6.5 Vergleich mit einer CPU-Implementierung
Die dynamische GPU-Version sollen nun als beste Implementierung für die GPU
noch mit einer CPU-Implementierung verglichen werden. Dazu wurde eine paral-
lele Implementierung, die auf PThreads basiert, herangezogen [20]. Dort werden
komplette Iteratoren als Tasks in einen Task-Pool eingefügt. Die Threads arbeiten
sie nacheinander ab. Die Datenstruktur ist ebenfalls auf dünn besetzte Teppiche aus-
gelegt und kann ebenfalls dynamisch erweitert werden.
Das Programm wurde auf dem Quad-Core-Rechner (siehe Abschnitt 3.1) ausge-
führt. Es wurden 16 Threads gestartet, also pro CPU-Kern einer.
In Abbildung 6.7 wird die dynamische Implementierung für dünn besetzte Matri-
zen für die GPU mit der PThread-Implementierung für die CPU verglichen. Die
CPU-Version ist deutlich schneller als die GPU-Version und kann auch deutlich
mehr Simulationsschritte durchführen. Bei den hier dargestellten 20000 Schritten
war das Maximum noch nicht erreicht.
Daraus kann geschlossen werden, dass zwar mit der vorhandenen Hardware mit
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Abbildung 6.7: Vergleich der Laufzeiten von GPU- und CPU-Version
GPUs kein schnelleres Ergebnis erzielt werden konnte. In Kapitel 3.5 wurde ge-
zeigt, dass die genutzten Grafikkarten und Multicore-Rechner im optimalen Falle
etwa über die gleiche Rechenleistung verfügen. Allerdings ist das Mastergleichungs-
Problem ein eher irreguläres Problem, während die Matrixmultiplikation sehr regu-
lär ist. Für irreguläre Probleme sind CPUs generell besser geeignet, da sie flexibler
sind. Für die hohe Parallelität, die eine Grafikkarte bietet, und aufgrund des SIMD-
Prinzips sind reguläre Algorithmen im Vorteil. Außerdem ist es möglich, dass mit
der vorgestellten Implementierung noch nicht alle Optimierungsmöglichkeiten der
GPU-Programmierung ausgeschöpft wurden.
6.6 Weitere Verbesserungsmöglichkeiten
Es sind verschiedene Verbesserungsmöglichkeiten denkbar. Da sich herausgestellt
hat, dass der Algorithmus eher speicherlastig ist, sollte man versuchen, die Spei-
cherlast zu reduzieren.
Eine Möglichkeit, die Speicherlast zu reduzieren, wäre, bei jedem Kernel-Aufruf
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zwei oder mehr Simulationsschritte zu berechnen. Möglicherweise müssten dafür
Threads benachbarter Felder miteinander kommunizieren, man würde jedoch die
Hälfte der Schreiboperationen sparen.
Außerdem ließe sich die Last auf dem globalen Speicher verringern, indem die zu
lesenden Werte im gemeinsamen Speicher zwischengespeichert werden. Dadurch
könnten sie von allen Threads eines Blocks schneller gelesen werden. Es böte sich
an, hierfür die Blockgröße der Iteratorengröße anzugleichen, da innerhalb eines Ite-
rators viele aneinander grenzende Felder existieren, zwei benachbarte Iteratoren
grenzen jedoch meist nur an einem Feld aneinander. Allerdings wäre bei den ver-
wendeten Grafikkarten der gemeinsame Speicher zu klein, um einen kompletten
Iterator abzuspeichern.
Weitere Verbesserungen ließen sich vermutlich erzielen, indem noch genauer auf
das korrekte Alignment der Daten und auf die Größe der Strukturen geachtet wird.
Eventuell ließe sich auch das oben angesprochene CPU-Programm so adaptieren,
dass lediglich die rechenintensiven Teile auf die GPU ausgelagert werden, die Ver-
waltung jedoch nach wie vor mittels PThreads auf der CPU abgewickelt wird.
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In den vorangegangenen Kapiteln wurde gezeigt, dass sich der Mastergleichungs-
Algorithmus zur Random-Walk-Simulation auf zufälligen Sierpin´ski-Teppichen auf
Grafikprozessoren implementieren lässt. Deren hohe Parallelität lässt sich dabei gut
ausnutzen. Es hat sich weiter gezeigt, dass – zumindest bei einem Besetzungsgrad
von 0,2 – die entwickelten Versionen für dünn besetzte Matrizen eine bessere Lauf-
zeit aufweisen als die Version für dicht besetzte Matrizen. Außerdem hat sich ge-
zeigt, dass es im untersuchten Fall von Vorteil ist, die Iteratoren des Teppichs dyna-
misch erst dann in den Grafikspeicher zu laden, wenn sie benötigt werden. Dabei
konnte jedoch die Laufzeit nur um einen konstanten Faktor verbessert werden, ei-
ne bessere Laufzeitklasse wurde nicht erreicht. Sie liegt bei allen drei Versionen in
O(n3), wobei n die Anzahl der Simulationsschritte (die der Länge der Pfade des
Random Walks entspricht) ist.
Gegenstand weiterer Forschung auf diesem Gebiet könnte sein, ein neues Ver-
fahren zur Simulation von Random Walk zu entwickeln, das explizit als paralleles
Verfahren entworfen ist. Beim Mastergleichungsansatz hängen – wenn die Imple-
mentierung wie vorliegend durchgeführt wird – alle Threads in jedem Simulations-
schritt von ihren Nachbarthreads ab. Das heißt, nach jedem Schritt müssen die Er-
gebnisse mit den Nachbarn ausgetauscht werden. Dieser Umstand erschwert eine
Parallelisierung sehr. Wenn es möglich wäre, Teile des Problems ohne oder nur mit
sehr wenig Kommunikation getrennt von einander zu lösen, könnte das Verfahren
viel besser parallelisiert werden.
Wie in den vorangegangenen Kapiteln ebenfalls gezeigt, bieten moderne Grafik-
prozessoren vielversprechende Möglichkeiten zur Lösung allgemeiner, nicht grafik-
spezifischer Probleme. So erreicht man bei der Matrixmultiplikation mit einer ein-
zelnen Grafikkarte für etwa 200 Euro dieselbe Rechenleistung wie ein System mit
vier Quad-Core-Prozessoren, der derzeit etwa 4000 bis 5000 Euro kostet.
Bei aller Euphorie ist jedoch zu beachten, dass sich nicht alle Probleme auf Gra-
fikkarten lösen lassen. Vielmehr können nur solche Algorithmen auf Grafikkarten
durchgeführt werden, die zu einem hohen Grade parallelisierbar sind – wie zum Bei-
spiel die Matrixmultiplikation oder die Random-Walk-Simulation. Außerdem gibt
es bisher noch die Einschränkungen, dass Grafikprozessoren nur über eine sehr be-
schränkte Menge an Speicher verfügen können und dass sie oft nur mit Gleitkom-
mazahlen mit einfacher Genauigkeit rechnen können.
Der Einschränkung beim Speicherausbau einer Grafikkarte ließe sich begegnen,
indem eine Möglichkeit geschaffen würde, neben Zugriffen auf den Grafikspeicher
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auch auf den Hauptspeicher des Rechners zu ermöglichen. Während die Größe des
Grafikspeichers heute in der Regel nur etwa 1 Gigabyte beträgt, ist der Hauptspei-
cher bei Hochleistungsrechnern und Servern häufig schon 16 Gigabyte groß. Außer-
dem lässt er sich durch Auslagerung auf Festplatten beliebig virtuell vergrößern.
Außerdem wäre eine Möglichkeit, um zwischen verschiedenen Grafikkarten in ei-
nem Rechner – aber möglicherweise auch über Rechnergrenzen hinweg in einem
Rechnerverbund – direkt zu kommunizieren, wünschenswert. Das würde ebenfalls
Möglichkeiten schaffen, noch deutlich größere Probleme zu bearbeiten als das auf
einer einzelnen Grafikkarte möglich ist.
Der Nachteil der einfachen Genauigkeit wird in naher Zukunft beseitigt sein: Es
sind bereits erste Grafikkarten, die auch mit doppelter Genauigkeit rechnen, verfüg-
bar.
Eine große Rolle werden in der Zukunft auch Techniken wie OpenCL spielen.
Durch das Übersetzen des Bytecodes zur Laufzeit (mittels eines Just-in-Time-Com-
pilers) kann sehr gut Hardware und damit Kosten gespart werden. Da immer für
den Prozessor (also CPU oder GPU) compiliert werden kann, der gerade brach liegt,
können Lastspitzen besser abgefedert werden und die vorhandene Hardware wird
besser ausgenutzt. So können die Errungenschaften im Bereich des General Purpose
Computing auf Grafikprozessoren auch auf Arbeitsplatzrechnern genutzt werden
und werden so für jedermann verfügbar.
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