INTRODUCTION
This paper is a continuation of our series on the quasiclassical limit [7, 9, lo] , especially on tunnelling problems [S, 9, 101. One of our goals is to prove multidimensional analogs of the results of Jona-Lasinio, Martinelli, and Scoppola [S] . Our attention was drawn again to this paper by the recent work of Grafh, Grecchi, and Jona-Lasinio [2] who found a functional analytic proof of the l-dimensional results of [S] . In this paper we will absorb some ideas of HelIfer and Sjostrand [3] into our framework; another of our goals will be to advertise their ideas. Independently and somewhat before this work, Helffer and Sjostrand [4] also discussed multidimensional versions of [S, 21.
We will consider through most of the paper the two lowest eigenvalues E,,(l), El(l) (resp. co(A), E,(A)) of -A + n2V(x) = H(I) (resp. Thus W is a small flea on the elephant I/. The flea does not change the shape of the elephant (in that we will see E, -&, is exponentially small) but it can irritate the elephant enough so that it shifts its weight, i.e., we will see that the ground state, instead of being asymptotically in both wells, may reside asymptotically in only one well. These phenomena in one dimension are precisely what were discussed by Jona-Lasinio et al. [S] .
We are interested in the quantities
It will be useful to recall the results in [9] concerning A. For a nonnegative functionf(x) we define the Agmon metric p,(x, v) by p+,y)=inf j,'Jfm
The equality of the two quantities is a result of Carmona and Simon [ 11; we remark that pr differs by fi f rom that in [9] , since we take -A here, where we took -+A there; pV (resp. pV+ w) will be denoting p (resp. p). The basic result in [9] is
This result was obtained by proving estimates on decay of eigenfunctions. Either of the proofs of decay in [9] shows THEOREM 1.2. rff is a function obeying hypotheses (a), (b) on V and f vanishes at some points, and if Q,(x, A) is the (n + 1)th eigenfunction of -A + A'f (x), then >irnm I ~ ' In I Qn(x, n)l < -inf{pAx, y)l f(y) = O}. (1.2) The limit is uniform on compact sets, and for 1 x 1 > 2R (R given by hypothesis (b)), (1.3) for some C2 > 0. In addi 'on, if f runs through a compact set of functions obeying (a), (b) (uniform 6, R), then the convergence in (1.2) is uniform in I f, and the compact sets a d (1.3) hold uniformly in j
To describe the lower ound estimates on Q, in [9] , DEFINITION. We delin the vacuum limiting set, I'(Q,,) by XE V (Q,) Either of the lower bound methods in [9] shows that THEOREM 1.3. Under the hypotheses of Theorem 1.2:
While neither of these theorems is explicitly stated in this generality in [9] (1.4c) This is just Theorem 1.3 (with a uniformity which is easy to check). 1
In fact, we will see that lim 2 ~' In 1 E,(L) -E,(A)1 is never as small as -d, and often not as large as -d, . Our goal in Sections 3-5 will be to treat the distinct cases:
Case1 (d<d,<d,).
d=d"=d, a,=a,,=d,, u~~=u~~=~. Moreover, V(Q,(x, a= 1)) is {a, 6 ).
Moreover, V(sZ,(X, 0 = 1)) is a single point of a, b (the one with p( ., supp W) = d2)).
Moreover, V(Q,(x, a = 1)) is a single point of a, b (the one with p( .,
There are two ways of summarizing and synthesizing these results. First, one can think of 8, as trying to minimize its energy subject to two rules: The vacuum can shift to only one well, but it costs an energy O(e-"d). If the vacuum is in both wells, the shift due to turning on W is O(e-"dl), but if it is in the sole well with p( ., supp W) = d,, then O(e -"dZ). Thus, when d, < d2, s"i,, is in one well if d, cd and in both if d < d,. This is the approach we will pursue in Sections 3-5, using as a preliminary an estimate of Helffer and Sjostrand [3] proven in Section 2.
Another way is to let e,, e, be the two eigenvalues of the matrix (8 ;) and Z,, e", the two eigenvalues of the matrix (2 &), where a1 = exp( -Ad,), a = exp( -Ad). Then the leading behavior of any difference of Es is identical to the leading behavior of the same pair of e's. This way of understanding the results will be explained in Section 6, using ideas of Helffer and Sjostrand [3] . We will then apply these ideas to discuss some multiwell situations in Section 7.
As we were completing the preparation of this paper, we received a second paper of Helffer and Sjostrand [4] which briefly analyzes this "flea on the elephant" situation. Their approach is like that in Section 6.
It is a pleasure to thank B. Helffer and J. Sjostrand for explaining their beautiful ideas to me, and S. Grafh for useful correspondence. (2) Using ideas of [4] , one can take a,(1) = 1.
The correct (for n = 0, the limit) lim is -p(x, a). This can be proven using an idea from [4] , that the oprator P, below has an integral kernel obeying 1 P,(x, y)l < C,e ~ (' --E)P(X,y). The methods of [7 J show that 1 E," -EZn) = O(J') for all 1. Let P,, be the projection onto the span of Q2,, and Qz, + 1. Then ll(l-P,)fII CCL-' IIW-Ef)fIl. Using the bounds (2.6) and (2.1), we find that I Q*n + 4IQZn + 1 1 < ce -Mb) + ce -(1 -EMX,Q).
Since d(6) + ~(a, b), as 6 JO, the theorem follows. 1
This case is easy. By Theorem 1.4, the shifts a@ and aI1 are smaller than A, so E, -& is comparable to E, -E,,, i.e., A = d. Moreover, we can use bI, as a trial function for H and find that and thus V&+,(x, CI = 1)) = (a, b j. In fact, the argument shows that the analog of (3.1) holds for any .CI,(x, a) uniformly for LX = 0, 1. Thus, using (1.6), we immediately see that a, = d,. Once we know that V(Q,(x, c1= 1)) is {a, b}, one can see that away from those x with p(x, a) = p(x, b) one has lim,,,-(l/A) In 1 sZ,(x, A)j* = min(p(x, a), p(x, b)), so from (1.6), we see that a 11 = d, also. Since 1 E, -& 1 (n = 0, 1) is so small relative to E, -E,,, we conclude that a,, = a,, = d.
THE CASE d, < d2
This is more involved. First, label the points so p (supp W, b) = d, < p (supp W, a) = d2. Next, note that since the geodesic from x to supp W only hits supp W at the end point, we have, for any tl3 0, P VGG suPP W) = P Vf a w(x, suPP W. Given this, we can use the bounds of Section 2 to show that W%(x)) = (4. F or let II/ = (52, + C&,)/,/S with a given by Theorem 2.1. Then, by that theorem Given this, it is easy to see that IId, -(l/fi)(Q, + Q,)1/ --f 0 and that @o, Jai) > &% + E, ).
The last result and (4.4) (and a -+ 1) show that and, in particular, (4.6) From (4.6) we immediately conclude that a,=a,,=d. Let 3, (resp. $,,) be a cutoff function j, (resp. j,) times the Dirichlet boundary condition ground states for A with zero boundary conditions on {x(1x-bl=b} (resp. {x)1x-a)=G})f or 6 small. As in Section 2 (following Helffer and Sjiistrand [3] using the improvement to Theorem 2.1 indicated in Remark 3 after that theorem.
THE CASE d,< d
The analysis is quite similar to that in Section 4; (4.2) still holds, as does (4.4), so
Vfio (4) 
THE INTERACTION MATRIX OF HELFFER AND SJ~STRAND
It is probably worth describing very briefly the approach that Helffer and Sjiistrand use for these problems. This may serve the reader as a useful introduction to part of their papers [3, 4] . Let $,, $b be the cutoff eigenvectors for Dirichlet problems described in Section 4. Let p be the projection onto do, a, and define J==@,; Jb=P$,. Let &', ,!?f denote the eigenvalues for the Dirichlet problems defining $,.
Define also the Dirichlet objects without tildes associated to H and note that, by symmetry, Ef = Ef. Introduce the matrices (without tildes also) E= (im Hi%) (SLY Hi%) ; fi= ( ) ( CL&J c$ah,i,, C&b, H&J C&b, f@d ) (L i&b> (Tbb, h, .
By standard linear algebra, Eo, i?, are the eigenvalues of (fi) -'12, (zfi)-'/2 and the eigenvectors of this matrix determine now 8, as related to JO,, &b.
By the Helffer and Sjostrand ideas of Section 2,
(where E will depend on 6). Since ($, 
SOME REMARKS ON MULTIPLE WELLS
In this final section, we discuss two examples of the Helffer-SjSstrand philosophy [3, 4] which show its use in multiple well problems. The first involves a question left open in [9] , and the second some examples in [S]. THEOREM 7.1. Suppose that V is a nonnegative C" function, with V(x) 2 6 > 0 for 1 x 1 > R (some R) so that V has only a finite number of zeros, each non&generate. Suppose that a, ,,.., ak are among these zeros, and that for some 6, the functions Vx, (where x0 is the characteristic function of {x ( 1 x -a, ( cd}) are related to one another by Euclidean motions. Let e,, e,,..., denote the eigenvalues of -A + W, where W is the quadratic approximation to V at some aj. Then, for each j there are at least k eigenvalues {E;(lz)),=,,.,,,k of H (1) Let A4 be the Lx L matrix M andletm,>m,> .a. 2 mL be its eigenvalues, and ack) its eigenvectors (i.e., C M,aJk) = mkaik)). Of course these are explicitly known, viz.,
We introduce the symbol 0 of Helffer and Sjostrand: a(e-u') means that for any E, the quantity is O(e-(aPE)'). In the theorem below, there are objects f, $. Then o(e-'") means for any E, we can choosef, Ic/ so that the errors are 0(e ~ +')').
We will describe the result for the case of the L lowest eigenvalue, but a very similar result (except we only have an upper bound onf2 and we don't know if f2 > 0) holds for excited clusters also. Let Ej(l), j= O,..., L -1 denote the L lowest eigenvalue of H(1) and let ci(x, A) denote the corresponding eigenvectors. ProoJ We first claim that one can replace W(x) by any function of the same type controlling errors by the methods of the first part of the paper (here d< d, ! So the eigenfunctions will not change much. The eigenvalues will not change by more than d(e -21d(60) )). Hence, we ignore the effects of W except for the fact that it makes the bottom group of eigenvalues contain only L members. Take 6 small, and let ~(x, 2) and fo(i) be the ground state of The first part of (a) and (b) are already known; (c), (d) will imply f2(,I) > 0 (since lo is positive) and the last result in (a) follows from standard tunnelling calculations. Thus, we need only prove (c), (d).
As Gi Cll(1-P)~il12+ ll(1-P)H~~l121
and I[(1 -P) $J, II H(l -P) t,GiII = a(eed') by the arguments in Section 2. The proof of (7.1) is virtually identical to that of (7.2) if we note that (Jli, t,bi) = 1 + a(e-2dA) given where j lives. [
