INTRODUCTION
Condition monitoring is used to assess the health state of industrial components and identify possible incipient faults (Venkatasubramanian et al., 2003a) , ( Nandi et al., 2005) , (Jardine et al., 2006) , (Wei, et al., 2013) . For this, a model is usually built to reconstruct the values of the monitored signals expected in normal conditions of the components (Hameed, et al., 2009 ).
During operation, observed signal measurements are compared with the reconstructions provided by the model: abnormal components conditions are detected when the reconstructions are remarkably different from the measurements. Data-driven (empirical) models are employed in those cases in which analytical models of the component behavior are not available and cannot be easily developed, whereas historical data collected during operation are available and limited number of hypotheses are required for building a data-driven model (Venkatasubramanian et al., 2003b) , (Venkatasubramanian et al., 2003c) , (Hines, et al., 2007) .
Reconstruction methods are used in very different sectors, ranging from missing data reconstruction with various applications such as seismic data (Duijndam et al., 1999) , (Liu et al., 2004) , genetics (Kim et al., 2005) , (Brock et al., 2008) , climatology (Guiot et. al., 2005) , to financial applications, image analysis (Candès et al., 2006a) , (Candès et al., 2006b ) and condition monitoring of industrial components (Guglielmi et al., 1995) , (Dunia et al., 1996) , (Nabeshima et al., 1998) , (Jack et al., 2002) , (Harkat et al., 2007) , (Chevalier et al., 2009) , (King et al., 2009 ), (Baraldi et al., 2011a) , (Baraldi et al., 2011b) , (Baraldi et al., 2013b) .
With respect to condition monitoring of industrial components, several methods have been shown to provide accurate reconstructions of the measured signals under normal operations. However, it has been noticed that these methods tend to suffer of high computational costs (Hunsop, 2011) and to be not robust (Baraldi et al., 2012) . By robustness, here we intend the property that in case of abnormal conditions the reconstructions of the signals are properly estimating the values of the 3 signals expected in normal conditions of the components (Baraldi et al., 2011a) . In particular, it has been shown that, especially when the measured signals are highly correlated, the reconstruction provided by AutoAssociative Kernel Regression (AAKR) method (Baraldi et al., 2011a) of an anomalous transient characterized by a drift of one signal can be not satisfactory for two reasons: 1) the reconstruction of the signal affected by the drift tends to assume values in the middle between the drifted and the expected values of the signal in normal conditions; 2) the reconstructions of other signals not affected by the drift tend, erroneously, to be different from the signal measurements, (this latter effect is usually referred to with the term 'spill-over'). The consequence of 1) is a delay in the detection of abnormal conditions, whereas the consequence of 2) is that the condition monitoring system, although it correctly triggers an abnormal condition alarm, it is not able to correctly identify the signal that triggers the alarm.
These limitations of reconstruction models have been already studied in (Chevalier et al., 2009 ), (Baraldi et al., 2011a) . Solutions to these problems have been proposed, which amount to try to exclude the signals with abnormal behaviors from the set of input signals used to perform the reconstruction. In (Baraldi et al., 2011b) , (Baraldi et al., 2012) , (Di Maio et al., 2013) , the authors have propounded ensembles of reconstruction models handling different sets of input signals. In case of an anomaly impacting the behavior of a generic signal, only the few models fed by that signal provide non robust reconstructions, whereas all the other models provide correct reconstructions. Conversely, in (Baraldi et al., 2013a) , an ensemble of different reconstruction models handling the same set of input signals is proposed. Another solution has been embraced in (Feller, 2013) , whereby a ponderation matrix iteratively modifies its elements to reduce the contribution of abnormal signals to the reconstruction but the convergence of the method to correct signal reconstructions has not been yet demonstrated and all these solutions come at high computational costs.
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The objective of the present work is to propose a robust signal reconstruction method with low computational cost and i) capable of early detection of abnormal conditions, ii) accurate in the reconstructions of the values of the signals impacted by the abnormal conditions and iii) resistant to the spill-over effect.
The proposed method is based on the modification of the measure of similarity used by the AAKR method: instead of measures of similarity based on Euclidean or Mahalanobis distances, the proposed method introduces a penalty vector which reduces the contribution provided by those signals which are expected to be impacted by the abnormal conditions. The rationale behind this proposition of the modification is the attempt to privilege those abnormal conditions caused by the most frequently expected malfunctions and failures. The performance of the proposed method has been verified considering i) synthetic malfunctioning simulated on real healthy data and ii) real abnormal conditions collected from an industrial plant for energy production (Baraldi et al., 2013b) . The remainder of the paper is organized as follows. In Section 2, the fault detection problem is introduced. In Section 3, the AAKR method is briefly recalled. Section 4 shows the limitation of the traditional AAKR approach to condition monitoring and states the objectives of the present work. In Section 5, the proposed modification of the traditional AAKR is described and discussed. In Section 6, the application of the proposed method to a real case study concerning the monitoring of 6 signals in an industrial plant for energy production is presented.
Finally, in Section 7 some conclusions are drawn.
FAULT DETECTION
We consider condition monitoring scheme for fault detection as shown in Fig. 1 . The (empirical) model reproducing the plant behavior in normal conditions receives in input the vector, ⃗ ( ), containing the actual observations of the signals monitored at the present time, t, and produces 5 in output the reconstructions, ⃗ ( ), i.e. the values that the signals are expected to have in normal conditions (Baraldi et al., 2012) . If the actual conditions at the time t are instead, the residuals ∆ ⃗ = ⃗ ( ) − ⃗ ( ) , i.e. the variations between the observations and the reconstructions, are larger and can be detected by exceedance of a prefixed thresholds by at least one signal. 
AUTOASSOCIATIVE KERNEL REGRESSION (AAKR)
Different empirical modeling techniques have been applied to the problem of signal reconstruction, such as AutoAssociative Kernel Regression (AAKR) (Hines et al., 2006) , (Baraldi et al., 2011b) , Principal Component Analysis (PCA) (Dunia et al., 1996) , (Harkat et al., 2007) , Robust Principal Component Analysis (Hubert et al., 2005) , Fault-relevant PCA (FPCA) (Zhao et al., 2014) , Partial Least Squares (PLS) (Muradore et al., 2012) , Evolving Clustering Method (ECM) (Zio et al.,2011) , Parzen Estimation (King et al.,2009) , (Chen et al.,2013) , fuzzy-logicbased systems (Marseguerra et al.,2003) , AutoAssociative (AA) and Recurrent (R) Neural Networks (NN) (Bishop, 1995) , (Guglielmi et al., 1995) , (Nabeshima et al., 1998) , (Samanta, 2004) , (Worden et al., 2011) . In this work, we consider AAKR which has been shown to provide more satisfactory performance than ECM and PCA (Chevalier et al., 2009 ) and is less computationally demanding than AANN, RNN (Baraldi et al., 2013a) 
where ̿ − indicates a × matrix containing N historical observations of the signals performed in normal-conditions. Since the mapping is independent from the present time, t, at which the signals observations are performed, the present time t will be omitted from the 
The weights, ( ), measure the similarity between the test pattern, ⃗ , and the -th historical observation vector, ⃗ − ( ). They are evaluated through a kernel, , i. e., a scalar function which can be written as a dot product (Burges, 1998), (Müller et al., 2001) , (Widodo et al., 2007) .
From the mathematical point of view, a Kernel is a function:
where is a map from the observation space ℝ in a (possibly countable infinite dimensional)
Euclidean space ℋ and 〈. , . 〉 denotes the dot product. Traditional AAKR adopts as function the Gaussian Radial Basis Function (RBF) with bandwidth parameter ℎ, i.e.:
Notice that, according to Mercer's theorem (Burges, 1998), eq. (4) can be seen as a dot product in a countable infinite dimensional Euclidean space:
In fault detection applications, Euclidean and Mahalanobis distances are typically used to compute the distance in the Gaussian RBF. In this work, in order to account for differences in the scale and variability of the different signals, a Mahalanobis distance is used, defined by the covariance matrix, S, such that:
Assuming independence between the signals, is given by:
8 where 2 indicates the estimated variance of signal in the historical observations. Alternatively, instead of using (6) and (7), one can obtain the same results by mapping the data into a normalized space:
where is the mean value of signal in the historical dataset, and by applying a Gaussian kernel with Euclidean distance in the normalized space.
LIMITATIONS IN THE USE OF AAKR FOR SIGNAL RECONSTRUCTION
In the context of safety-relevant industries like oil & gas, nuclear and avionics, the need of high reliability targets and the availability of relatively affordable monitoring technology has pushed the installation of a great number of sensors to facilitate the monitoring of physical quantities (i.e.
temperature, pressure, flows, vibrations, etc. ) and of the operational condition of their components (Lee, 1997), (Roverso et al., 2007) . Among all these sensors, due to the redundancy (Baraldi et al., 2012) . This effect is well illustrated by the following case study concerning the monitoring of a component of a plant for the production of energy (Baraldi et al., 2013b) . A dataset containing the real evolution of 6 highly correlated signals (Table 1) From the practical point of view of the fault detection, two problems arise in relation to the low robustness of the reconstruction: 1) delay in the detection of the abnormal condition (an alarm is usually triggered when the residuals exceed prefixed thresholds).
2) detection of abnormal conditions on signals different from those which are actually impacted by the abnormal behavior (spill-over). With regards to the latter, the identification of the signals impacted by the abnormal conditions is critical since it can allow to identify the cause of abnormality and, thus, to properly plan the maintenance intervention.
MODIFIED AAKR
In order to enhance the AAKR robustness, we propose to modify the computation of the weights as the traditional AAKR (eq. (2)). The basic ideas underling the proposed modification are (a) to identify the signals affected by abnormal behaviors and (b) to reduce their importance in the computation of the similarity between the test pattern and the historical observations.
With respect to (a), we assume that the probability of occurrence of a fault causing variations on a large number of signals is lower than that of a fault causing variations on a small number of signals:
where 1 and 2 indicate the sets of signals affected by variations due to the abnormal (faulty) conditions, and | 1 | and | 2 | their cardinality. If we consider, for example, the problem of sensor failures, it is reasonable to assume that the probability of having N1 faulty sensors at the same time is lower than that of having a lower number of faulty sensors, 2 ≤ 1 , at the same time. Notice that this assumption is realistic for several abnormal conditions such as those affecting sensors or small failures which can occur in single components of a complex industrial systems or in systems characterized by redundancies in the design. On the other hand, notice that the assumption does not possess universality, since it does not apply to other cases such as common cause failures or to some failures in network systems such as electrical grids.
The proposed procedure computes the similarity measure between the observation, ⃗ , and the generic -th historical observation, ⃗ − ( ), according to two steps: (a) a pre-processing step consisting in the projection of ⃗ and ⃗ − ( ) in a new space defined by a penalty vector, ⃗ = [ (1), … , ( )], with increasing entries, i.e., (1) ≤ ⋯ ≤ ( ) and (b) the application of the Gaussian RBF kernel in the new space.
Step (a) is based on:
 computing the vector of the absolute values of the normalized differences between ⃗ and ⃗ − ( ):
 defining a permutation matrix, , i.e. a matrix which, when multiplied to a vector, only modifies the order of the vector components; in our procedure, we define a matrix, , such that when it is applied to the vector | ⃗ −  defining a diagonal matrix having increasing entries on its diagonal:
where the vector ⃗ = [ (1), … , ( )] = ( ⃗ ) will be referred to as penalty vector;
 projecting ⃗ and ⃗ − ( ) in a new space defined by the transformation:
In step (b), we apply to ( ⃗ ) and ( ⃗ − ) the Gaussian kernel with Euclidean distance:
Notice that, given a couple of observations ⃗ and ⃗ − , the effect of step (a) ] and the signal reconstruction will be close to it. Hence, according to this approach, the only significant residual is detected on the first signal (Fig. 4 and Fig. 5 ). Notice that the basic difference between the reconstructions provided by the traditional and the modified AAKR algorithm is the hypothesis of the latter that an abnormal condition involving few signals is more probable than an abnormal condition involving a lot of signals. Coherently with that hypothesis, the modified AAKR identifies an abnormal behavior only on one signal.
APPLICATION OF THE METHOD TO A SYNTHETIC AND A REAL CASE STUDY

Real normal and synthetic abnormal conditions
The data previously introduced in Section 4 are here used to test the performance of the modified AAKR method. The dataset containing the measurements of 6 highly correlated signals in 5200 consecutive time steps has been divided into 3 subsets:
 Training set ̿ − ∈ ℝ 2500 ×6 , used as historical dataset to perform the reconstruction;
 Validation set ̿ − ∈ ℝ 1700 ×6 , used for the setting of the optimal parameter values;
 Test set, ̿ − ∈ ℝ 1000 ×6 , used for testing the performance of the method.
Since all the available data refer to components operating in normal conditions, abnormal conditions have been simulated in the test set by considering sensors failures. Assuming that sensors failures are independent events with constant probability, q, the following procedure has been applied: In all cases, the optimal bandwidth parameter, h, has been identified by minimizing the Mean Square Error (MSE) of the reconstructions on the validation set, ̿ − :
Then, for each test pattern, ⃗ ( ), of ̿ , k=1,…,1000, the reconstruction ⃗ ( ) of the signals values expected in normal conditions has been performed, and the residuals ⃗( ) computed. Typically, an abnormal condition is detected and an alarm is triggered when at least one of the signal residuals exceeds a prefixed threshold. According to the level of conservatism demanded by the problem at hand, and the fractions of false and missing alarms which can be accepted in the considered industrial context, different strategies to fix the thresholds can be applied. In this work, we have set the threshold equal to 4°C for all the signals, i.e. if |( , )| > 4, an abnormal condition involving signal j is detected. The value of 4 °C has been arbitrarily chosen by looking for a satisfactory trade-off between the fraction of false and missing alarms on the validation set. Further investigations on the strategy for abnormal condition detection and alarm triggering, which are outside the scope of the present work, can be found in (Hines et al., 2006) and (Di Maio et al., 2013) .
In order to evaluate the performance in the reconstruction, we have considered 4 different possible cases for each test pattern: 1) presence of both false and missed alarms. There is at least one signal for which an abnormal condition is erroneously detected (|( , )| > 4) when no sensor failure has been simulated (false alarm) and, at the same time, at least one signal for which an abnormal condition is erroneously not detected (|( , )| ≤ 4), when actually a sensor failure has been simulated (missed alarm);
2) presence of only a false alarm. At least one false alarm, no missed alarms;
3) presence of only a missing alarm. At least one missed alarm, no false alarms; 4) correct identification (OK). Neither false nor missed alarms. Table 2 Fraction of test patterns correctly identified (OK), missed, false and both missed and false alarms.
The most satisfactory method from the point of view of the highest fraction of correct identification and the lowest fraction of missed and false alarms is the modified AAKR with an exponential penalty vector, whereas the less satisfactory is the traditional AAKR. Furthermore, notice that the lowest total fraction of false alarms, which can be obtained from the sum of the false and false and missed alarms (columns 5 and 6 of Table 2 ), is obtained by the modified AAKR with exponential weight vector.
The performance of the modified AAKR method with exponential penalty vector and =10 has also been verified on different types of synthetic malfunctioning which causes abnormal signal 19 behaviors such as spikes, increasing noises and gradual drifts. In practice, these abnormal conditions have been simulated following the same procedure described in Section 4 (Fig. 2) , i.e.
by adding to the normal condition data the simulated failure on one single signal. Further analyses have been performed in order to identify the sensitivity of the modified AAKR method to the setting of the exponential penalty vector parameter, to the number of simultaneous sensor failures and to the intensity of the failure.
With respect to the setting of the parameter of the exponential penalty vector, Fig. 11 reports the fault detection performance obtained by varying its value. Notice that for =1 the modified AAKR method becomes the traditional AAKR method, and, thus, its performance, as reported in Table 2 , is less satisfactory. Values of ≥ 20 are associated to an increasing percentage of false and missed alarms since the method tends to identify failures on healthy sensors. It is, however, interesting to note that the performance is not very sensitive to variation of in the range of = [10, 40] , where the percentage of correct detection remains larger than 90% and the percentage of false and false and missed alarms are subject to small variations. Table 4 Quantitative results for 4 simultaneous error.
24
The sensitivity of the method to the intensity of the deviations has been investigated by adding to the signals of the dataset ̿ deviations of intensity sampled uniformly in the interval [9, 10] instead of [4, 10] . The results reported in Table 5 show that:
 the number of correct detections performed by the traditional AAKR method increases due to the decrease of the number of missing alarms  both the numbers of false alarms and missed and false alarms increase due to the spillover effect on the remaining signals.
With respect to the modified AAKR method, in case of higher intensity of the deviations, the number of missed alarms decreases, whereas the increase of the number of false alarms is lower than that of the traditional AAKR. This confirms that the modified AAKR is more resistant to spill-over than the traditional AAKR. Table 5 Quantitative detection results with increasing deviation intensity for the Euclidean AAKR = and for the penalized AAKR = .
Application to real normal and abnormal conditions
The method is here applied to a real abnormal condition occurring in the same industrial component previously considered. The available 5200 observations collected in normal conditions have been used to train and validate the traditional and modified AAKR reconstruction models, whereas we have considered a test set made by 1752 observations which, according to plant experts, contains signal values collected during a component malfunctioning. Fig. 12 shows the reconstruction of the test set provided by the traditional and the modified AAKR methods.
Notice that both methods identify around the time step 900 an abnormal condition with 25 consequences on signals 1 and 4 (the residuals exceed the threshold of 4). At the same time step, the modified AAKR finds that the abnormal conditions has consequences also on signal 2, whereas the traditional AAKR delays this detection until time step 1250, when it triggers the alarm also for signals 5 and 6. 
CONCLUSIONS
In this work, we have considered condition monitoring for fault detection in industrial components. In order to obtain robust reconstructions of the values of the monitored signals expected in normal conditions, we have proposed to modify the traditional AAKR method. The modification is based on a different procedure for the computation of the similarity between the Future work will be devoted to the demonstration that the whole procedure proposed for the evaluation of the weights, i.e. the pre-processing step and the application of a Gaussian kernel, is itself a kernel function.
