As in the predecessor [Numerical range of a normal compression, Linear and Multilinear Algebra, in press] of this paper, we consider properties of matrices of the form V * NV , where N = diag(a 1 , . . . , a n+1 ) is a diagonal matrix with distinct eigenvalues a j s such that each of them is a corner of the convex hull they generate, and V is an (n + 1)-by-n matrix with V * V = I n such that any nonzero vector orthogonal to the range space of V has all its components nonzero. We obtain that such a matrix A is determined by its eigenvalues up to unitary equivalence, is irreducible and cyclic, and the boundary of its numerical range is a differentiable curve which contains no line segment. We also consider the condition for the existence of another matrix of the above type which dilates to A such that their numerical ranges share some common points with the boundary of the (n + 1)-gon a 1 · · · a n+1 .
Introduction
Following our work in [9] , we continue the study of properties of matrices obtained in the following way. Let N = diag(a 1 , . . . , a n+1 ) (1) be a diagonal matrix with distinct eigenvalues a j s such that each of them is a corner of the convex hull they generate. We assume that the a j s are arranged in the counterclockwise orientation. Let V be an (n + 1)-by-n matrix with V * V = I n , the n-by-n identity matrix, such that its n-dimensional range space is orthogonal to a unit vector x = [x 1 · · · x n+1 ] T in C n+1 with x j / = 0 for all j . The type of matrices which we will study is of the form
Recall that an n-by-n matrix B (n < m) is said to dilate to the m-by-m matrix C or B is a compression of C if B = V * CV for some m-by-n matrix V with V * V = I n or, equivalently, C is unitarily equivalent to a matrix of the form B * * * . Hence the matrix A in (2) dilates to (i.e., it is a compression of) N with N and V having some special properties. For convenience, we denote by N n the class of n-by-n matrices which are unitarily equivalent to one of the form in (2) . When the above diagonal matrix N is unitary, the corresponding A is exactly the S n -matrix or the UB-matrix studied in [5] [6] [7] 10, [12] [13] [14] (cf. [10, Lemma 2.2]). The numerical ranges of latter matrices are known to have the (n + 1)-Poncelet property. For an account of the developments on this subject, the reader can consult the survey paper [16] and the more recent one [8] . It turns out that many of the properties for the S n -matrices can be generalized to ones for the more general N n -matrices. Adam and Maroulas [1] and Mirman and Wu [15] are the first attempts along this line. A more systematic investigation was carried out in [9] . The purpose of this paper is to further develop the ideas from [9] .
Recall that the numerical range of an n-by-n matrix A is by definition the set W (A) = { Ax, x : x ∈ C n , x = 1}, where ·, · and · denote, respectively, the standard inner product and Euclidean norm in C n . The numerical range is a nonempty compact convex subset of the complex plane. It is invariant under unitary equivalence and contains the eigenvalues. When the matrix is normal, its numerical range coincides with the convex hull of its eigenvalues. Moreover, the numerical range of a compression of the matrix A is contained in the numerical range of A. For other properties of the numerical range, the reader can consult [11, Chapter 1] .
We have to emphasize that the generalizations from S n -matrices to N n -matrices are not straightforward. As opposed to the unitary compression case in which the unit circle in the complex plane plays the role of the parametrizing curve for the (n + 1)-gons a 1 · · · a n+1 circumscribing the numerical range of A, the corresponding curve for the normal case is still unknown. As a consequence, we can only consider one (n + 1)-gon at a time and we are not able to reach those results which depend on the existence of infinitely many such circumscribing (n + 1)-gons. Another difficulty is that the matrices in class N n are not necessarily contractions, which renders the rich structure theory of contractions not applicable. To overcome these obstacles, we need to devise the arguments more cleverly, which in turn gives more insight even to the unitary case.
In Section 2, we first prove that an N n -matrix A is determined by its eigenvalues up to unitary equivalence. This is comparable to [9, Theorem 4] , in which we have the determination of A by its numerical range. The former is even true for an arbitrary n-dimensional compression of any (n + 1)-by-(n + 1) normal matrix, while the same cannot be said for the latter. We also supplement [9, Theorem 3] by characterizing the N n -matrices A whose numerical range has boundary tangent to every edge of the (n + 1)-gon a 1 · · · a n+1 at its midpoints as those whose eigenvalues are the zeros of the derivative of the characteristic polynomial of N. In Section 3, we prove that every N n -matrix is irreducible and cyclic, and that the boundary of its numerical range is differentiable and contains no line segment. In Section 4, we consider the problem of compressing an N n -matrix to another N m -matrix so that the boundaries of their numerical ranges share m tangent points with the edges of the (n + 1)-gon a 1 · · · a n+1 . We show that this is the case exactly when the m tangent points are on successive edges of the polygon. This gives a clear illustration in a most natural context why [3, Theorem 6] should be true.
Spectrum
In this section, we present some results which supplement those in [9] , the predecessor of this paper. The first one says that the matrices in N n associated with the same diagonal matrix are determined up to unitary equivalence by their eigenvalues. This is comparable to [9, Theorem 4] , which says that such matrices are determined by their numerical ranges. In fact, more is true. 
p=1 k p for all j, 2 j m, and l m+1 = n + 1.
The proof can be facilitated by the following lemma. 
Proof. Let K be the range space of V 1 . Since
for every j , there are orthonormal vectors y 1 , . . . , y n−m+1 with y l j −j +2 , . . . , y l j +1 −j in K ∩ ker(N − a j I n+1 ), 1 j m. For each j , we add one more vector y n−m+1+j to the j th group of such vectors to form an orthonormal basis of ker(N − a j I n+1 ). Then {y 1 , . . . , y n+1 } is an orthonormal basis of C n+1 . Let U be the (n + 1)-by-(n + 1) unitary matrix such that Uy l = e l , the vector with its lth component equal to 1 and the rest of its components equal to 0, 1 l n + 1. Since x is orthogonal to y 1 , . . . , y n−m+1 , we have 
As a linear transformation, U maps the orthogonal complement of M x to that of M y , where M x and M y denote the subspaces generated by x and y, respectively. The former coincides with the range space K of V 1 and the latter coincides with C n−m+1 ⊕ K , where K is the orthogonal complement in C m of the subspace generated by [
Since U commutes with N and N is decomposed as 
where the hat "∧" over z − a j indicates that the term is missing from the products, and
,
Since the a j s are distinct, we obtain x j = y j for all j , that is, (c) holds. The implication (c) ⇒ (a) follows by Lemma 2.2.
Note that when N has multiple eigenvalues, the analogue of Theorem 2.1 for numerical ranges is in general false. For example, if N = diag(0, 0, 1, 2), A = diag(0, 1, 2) and B = diag(0, 1/2, 2), then A and B both dilate to N, have numerical ranges equal to [0, 2], and are not unitarily equivalent. Another example is provided
where ω is the fifth primitive root of unity and ε > 0 is sufficiently small.
Part of the next result is mentioned in [9] . Here we give the complete version.
, and let A = V * NV be an N nmatrix as in (2) . Then the following statements are equivalent: 
The implication (b) ⇒ (c) is essentially proved in [15] .
Proof of Theorem 2.3. If (a) holds, then, by [9, Theorem 1], the characteristic polynomial of A is
which is a scalar multiple of p . This proves (b).
Assume next that (b) is true, that is, the eigenvalues of A coincide with the zeros (counting multiplicities) of
Since these eigenvalues are exactly the zeros (counting multiplicities) of
by [9, Theorem 1], we infer from the equality of (1/(n + 1))p and this latter polynomial that
As the a j s are distinct, we have
in general (see [9, Theorem 3] and its proof), condition (c) follows. Finally, if (c) holds, then
for all j , 1 j n + 1, where a n+2 ≡ a 1 and x n+2 ≡ x 1 . These imply that |x 1 | 2 = · · · = |x n+1 | 2 . As their sum is equal to one, we have |x j | = 1/ √ n + 1 for all j , that is, (a) holds.
Numerical range
Let A = V * NV be a matrix in the class N n as in (2) . Our first theorem says, among other things, that the boundary of its numerical range NW (A) contains no line segment and is a differentiable curve.
is a vector space of dimension one; (c) A is irreducible; and (d) NW (A) is a differentiable curve.
A matrix A is said to be irreducible if it is not unitarily equivalent to the direct sum of two other matrices; otherwise, A is called reducible. These definitions of reducible and irreducible matrices are commonly used in operator theory and are different from the classical ones for entrywise nonnegative matrices (in the Perron-Frobenius theory). 
(x 1 , . . . , x n+1 / = 0, x n+2 ≡ x 1 and e n+2 ≡ e 1 ). We may assume that [a, b] lies between c j and c j +1 of the boundary NW (A). Let L denote the subspace of C n+1 generated by the vectors V y with y ∈ C n satisfying Ay, y = c y 2 for some c in [a, b], and let M be the subspace generated by the linearly independent V y 1 , . . . , 
which, in light of (3) (3) that the V y j s span the range space of V . Hence the y j s span C n . We conclude from above that A 1 is of size n, which shows that A is irreducible.
(d) The differentiability of NW (A) follows easily from (c) since any nondifferentiable point λ of NW (A) is a reducing eigenvalue of A (i.e., Ay = λy and A * y = λy for some nonzero vector y) (cf. [11, Theorems 1.6.3 and 1.6.6]).
An n-by-n matrix A is called cyclic if there is a vector y in C n such that y, Ay, . . . , A n−1 y span C n ; in this case, y is called a cyclic vector of A. It is easy to see that a normal matrix is cyclic if and only if its eigenvalues are distinct. The next theorem proves the cyclicity of N n -matrices.
Theorem 3.2. Every N n -matrix A is cyclic. In fact, if y is any unit vector such that Ay, y is the tangent point of some edge of the (n + 1)-gon a 1 · · · a n+1 with NW (A), then y is a cyclic vector of both A and A * .
In the unitary compression case, more is true: every unit vector y for which Ay, y lies on the boundary of W (A) is a cyclic vector of both A and A * . This is proved in [6, Lemma 3.2] and also in [2, Proposition 2]. We have only had this restricted version in the normal case because of our inability to prove the existence of a circumscribing (n + 1)-gon of W (A) passing through every given point of NW (A). Our proof of Theorem 3.2 is similar to the one for [6, Lemma 3.2].
Proof of Theorem 3.2. We verify that the vector y in C
n with
is cyclic for A. Indeed, we first prove that for each j , 1 j n − 1, the vector V A j y can be expressed as N j V y − 
which is the desired expression for V A j +1 y.
To complete the proof, we show that y, Ay, . . . , A n−1 y are linearly independent. Suppose that n−1 j =0 α j A j y = 0 for some scalars α j s. Since
where p 1 and p 2 are the polynomials
α j λ k z j −k , respectively, we have
and
Since x l / = 0 for all l and p 2 is a polynomial of degree at most n − 2, the equalities in (6) yield
Hence n−1 k=j +1 α k λ k−j = 0 for all j , 0 j n − 2. For j = n − 2, this gives α n−1 λ 1 = 0. Note also that
since the a j s are distinct and the x j s are nonzero. Therefore, we have α n−1 = 0. Proceeding successively from j = n − 3 to j = 0, we obtain α n−2 = · · · = α 1 = 0. Thus p 1 (z) = α 0 . From (4) or (5), we derive that α 0 = 0. Hence y is a cyclic vector of A. Notice that A * = V * N * V is also an N n -matrix with the same vector x. The above arguments show that y is also cyclic for A * . This completes the proof.
The following is a slight generalization of Theorem 3.2. N = diag(a m+1 , . . . , a n+1 ). Since A and N are both cyclic (the former by Theorem 3.2) and have no common eigenvalue, we infer that A ⊕ N , and hence A, is also cyclic.
Note that the preceding theorem is false for a general normal matrix N. For example, if N = diag(0, 1, 2) and A = I 2 , then A is a compression of N but is not cyclic.
Dilation
The main result of this section is the following theorem relating general compressions of a normal matrix to N n -matrices via the tangency property of their numerical ranges. This line of investigation is taken in attempt to understand what [3, Theorem 6] really means. A special case of (b) above, first shown to the second author by Choi, is that if A is a 2-by-2 matrix which dilates to N = diag(1, i, −1, −i) with NW (A) tangent to the square formed by 1, i, −1, and −i at exactly two opposite edges, then A must be normal. Our theorem can be seen as an elaborate generalization of this. 
Since Ay, y belongs to the edge (a j , a j +1 ) of a 1 · · · a n+1 , the above expression implies that u k = 0 for all k / = j, j + 1, and u j , u j +1 / = 0. Hence if q = min {l, n} and y 1 , . . . , y l are unit vectors in C m such that the Ay j , y j s are the tangent points of the edges of a 1 · · · a n+1 with NW (A), then any q vectors among the y j s are linearly independent.
(a) If m < n, then it follows from the above discussion that l m. On the other hand, if m = n, then, letting x = [x 1 · · · x n+1 ] T be any nonzero vector orthogonal to the range space K of V , we claim that all x j s are nonzero. Indeed, if some x j = 0, then e j , being orthogonal to x, is in K. Hence e j = V u for some unit vector u in C m . We have Au, u = NV u, V u = Ne j , e j = a j , which shows that a j lies in W (A), contradicting our assumption on NW (A). Thus A is in class N n . In this case, all the n + 1 edges of a 1 · · · a n+1 are tangent to NW (A) by [9, Theorem 3] . Hence l = n + 1 as asserted.
(b) If the k points are on successive edges, then, for simplicity, we may assume that these are (a 1 , a 2 ) , . . . , (a k , a k+1 ) and that Ay j , y j is in (a j , a j +1 ), 1 j k. On the other hand, if the k points are not on successive edges, then we may assume for simplicity that these are (a 1 , a 2 ), . . . , (a l , a l+1 ), (a l+2 , a l+3 ) , . . . , (a k+1 , a k+2 ) with a k+2 ≡ a 1 , and that Ay j , y j is in (a j , a j +1 ) for 1 j l, and in (a j +1 , a j +2 ) for l + 1 j k. Let M (resp., M 1 and M 2 ) denote the subspace of C m generated by the y j s (resp., y 1 , . . . , y l and y l+1 , . . . , y k ), and let V (resp., V 1 and V 2 ) be some m-by-k (resp., m-by-l and m-by-(k − l)) matrix of the inclusion map from M (resp., M 1 and M 2 ) into C m . Then, as proved before, B = V * AV (resp.,
is a k-by-k matrix (resp., an N l -matrix and N k−l -matrix). Moreover, for any y i (1 i l) and y j (l + 1 j k), we have by the special structure of the components of V y i and V y j . We conclude that B is unitarily equivalent to the direct sum B 1 ⊕ B 2 and hence is reducible. In addition, it is easy to see that W (B 1 ) (resp., W (B 2 )) is contained in the convex hull of {a 1 , . . . , a l+1 } (resp., {a l+2 , . . . , a k+2 } 
It is easily seen that
, and β 2 = 1 − |α 2 | 2 . Since α 1 and α 1 (resp., α 2 and α 2 ) are zeroes of the derivative of the polynomial (z − 1)(z − ω)(z − ω 2 ) (resp., (z + 1)(z − ω 3 )(z − ω 4 )), the boundary NW (C 1 ) (resp., NW (C 2 )) is tangent to the edges of G at c 1 and c 2 (resp., c 4 It is known more generally that if A and B are S n -and S m -matrices, respectively, such that A is unitarily equivalent to a matrix of the form B 0 * * , then we always have W (B) ∩ NW (A) = ∅ (see [6, Corollary 3.4] ). Whether the same can be said about N n -and N m -matrices seems to be unknown. We end this section with an example showing that even when A is not unitarily equivalent to B 0 * * but only a dilation of B, the disjointness of W (B) and NW (A) can still happen. 
