The existence and boundedness on Sobolev spaces and Hardy-Sobolev spaces for the hypersingular Marcinkiewicz integrals with variable kernels are derived.
Introduction
The function Ω x, z defined on R n × R n is said to belong to L ∞ R n × L q S n−1 , if it satisfies the following two conditions:
1 Ω x, λz Ω x, z , for any x, z ∈ R n and any λ > 0;
2 Ω L ∞ R n ×L q S n−1 : sup r≥0, y∈R n S n−1 |Ω rz y, z | q dσ z 1/q < ∞.
Let α ≥ 0 and q > max{1, 2 n − 1 / n 2α }, and let Ω ∈ L ∞ R n × L q S n−1 satisfy the following cancellation property: for f ∈ S R n , the Schwartz class. In general, the way in which the integrals were given has to be interpreted. Let H {h t : h H ∞ 0 |h t | 2 dt/t 1/2 < ∞}, and let h f t, x t −1−α |x−y|≤t Ω x, x − y /|x − y| n−1 f y dy. We have to show h f ·, x ∈ H for every x ∈ R n and f ∈ S, and so that μ Ω,α f x h f ·, x H can be regarded as a well-defined Hilbert-valued function. To see this, applying the Taylor's expansion, we can write 
1.4
Simultaneously, by choosing r so that 1 < r < q and r sufficiently closing to 1, the Hölder inequality for integrals implies
where 1/r 1/r 1. Hence, noting 1 α − α > 0 and −α − n n/r < 0, one can easily check that h f ·, x H ≤ C for any test function f and every x ∈ R n , and so μ Ω,α f x is well defined for f ∈ S R n and α ≥ 0. Historically, as high dimension corresponding to the Littlewood-Paley g-function, Stein 1 first introduced the classical Marcinkiewicz integral with convolution kernel Ω x, z ≡ Ω z and in the special case α 0. The L p H p boundedness, 1 < p ≤ 2, or p ≤ 1 but is close to 1, for the classical Marcinkiewicz integrals was extended by many authors to various kernels, for example, 1-4 . On the other hand, because of connecting with the problems about the partial differential equations with variable coefficients, more attentions are focused on the variable kernels.
A fresh look at this problem is due to Ding et al. [5] [6] [7] , where they showed the following theorem.
Our main results are as follows.
By Theorems 1.2 and 1.3 and applying the interpolation theorem of sublinear operator, we obtain the
Further, we can derive the boundedness of μ Ω,α on H p α for some p ≤ n/ n α under an additional assumption, the L 1,β -Dini condition, on Ω as follows:
where δ is the integral modulus of continuity of Ω defined by
where O is a rotation in R n with |O| O − I , and I is an identical operator.
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with the constant C independent of any f ∈ H p α R n ∩ S R n .
We will give the definitions for Sobolev spaces and Hardy-Sobolev spaces, and prove the key lemma Lemma 2.2 for Bessel functions in the next section. The proof of Theorem 1.2 will be given in Section 3, and Theorems 1.3 and 1.5 will be proved in Section 4. Finally, as an application of Theorem 1.2, in Section 5 we will get the L with variable kernels and index α ≥ 0, which relate to the Lusin area integral and the Littlewood-Paley g * λ function, respectively. Here we point out that, by the same arguments in the paper, our theorems are also hold for the following hypersingular parametric Marcinkiewicz integrals
with the complex parameter ρ with Re ρ > 0. Throughout the paper, C always denotes a positive constant not necessarily the same at each occurrence. we use a ∼ b to mean the equivalence of a and b; that is, there exists a positive constant C independent of a, b such that
Some notations and lemmas
Let us first recall the Triebel-Lizorkin space. Fix a radial function ϕ x ∈ C ∞ satisfying supp ϕ ⊆ {x : 1/2 < |x| ≤ 2} and 0 ≤ ϕ x ≤ 1, and ϕ x > c > 0 if 3/5 ≤ |x| ≤ 5/3. Let ϕ j x ϕ 2 j x . Define the function ψ j x by ψ j ξ ϕ j ξ . For 0 < p, q < ∞ and α ∈ R, the homogeneous Triebel-Lizorkin spaceḞ α,q p is the set of all distributions f satisfyinġ
and if α is a nonnegative integer, then for any
Xiangxing Tao et al.
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For 0 < p ≤ 1, we define the homogeneous Hardy-Sobolev space
one can refer to 8 for the details.
Next we give two lemmas, which play important roles in the paper and are valuable in other applications of the Bessel functions.
n has the form f x f 0 |x| P x , where P x is a solid spherical harmonic polynomial of degree m. Then, the Fourier transform of f has the form f ξ F 0 |ξ| P ξ , where
and r |ξ|, J m s is the Bessel function.
Proof. Let us write ν m λ. In case 0 < t ≤ ν, since J ν ρ > 0 for 0 < ρ < ν, it follows from 10, inequality 6.1 that
In case ν < t ≤ 2ν, the second mean value theorem and 10, inequality 6.2 yield
where the big oh is an absolute one. Thus,
In case t > 2ν, we use the differential equation of J ν which may be written as see 10, page 221
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2.10
Since |J ν ρ | ≤ 1 and that ρ λ 1 − ν/ρ 2 −1 is a decreasing function for λ ≥ 0 and ρ ≥ 2ν, we obtain by the second mean value theorem
To estimate I 1 , if λ > 0, one can easily see that
2.12
If λ 0, then ν m is an integer. Since |J m ρ | ≤ 1 see 9, page 137 , and ρ 1 − ν/ρ 2 −1 is decreasing for ρ ≥ 2ν, we apply the second mean value theorem again to obtain
Now we have gotten
14 which implies the lemma.
The boundedness on Sobolev spaces
In this section, we derive the boundedness for the Marcinkiewicz integral μ Ω,α on Sobolev spaces, and give the proof of Theorem 1.2.
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with q > max{1, 2 n − 1 / n 2α }. Therefore, to prove the theorem, it remains to show that for ε sufficiently close to 1, we have where, by the changing of variable,
Hence by Plancherel theorem, we have
3.10
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By 11 , we know that 
3.12
Now we let λ n − 2 /2 and use the inequality above to see that
3.13
To estimate I 2 , using Lemma 2.2 that
3.14
Combining the estimates of I 1 and I 2 , we get from 3.10 and 3.11 that
which implies 3.7 . Then, we complete the proof of the theorem.
The boundedness on Hardy-Sobolev spaces
In order to show the boundedness for the operator μ Ω,α on Hardy-Sobolev spaces, and prove Theorems 1.3 and 1.5, we first recall the atomic decomposition for Hardy-Sobolev spaces.
Definition 4.1 see 13 . For α ≥ 0, the function a x is called a p, 2, α atom if it satisfies the following three conditions:
By 13 , we know that every f ∈ H p α R n can be written as a sum of p, 2, α atoms a j x , that is, f j λ j a j which converges in H p α R n and in the sense of distributions.
To consider the hypersingular Marcinkiewicz integral μ Ω,α f on Hardy-Sobolev spaces H p α R n , we can start with f in a nice dense class of function, say f ∈ H p α R n ∩ S R n . Then, by the Lebesgue dominated convergence theorem, we have
Now we are in the position to prove the following theorem.
Proof of Theorem 1.3. Because of 4.2 , it is sufficient to show that
with the constant C independent of any p, 2, α atom a. By translation argument, we can assume that supp a ⊂ B 0, ρ . We first note that
By Theorem 1.2 and size condition 2 of a, it is not difficult to deduce that
Next we estimate J 2 according to three cases.
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Case 1. 0 < α < n/2. In this case, one may refer to 14, Lemma 5.5 to get B a x dx ≤ Cρ n−n/p α .
4.6
Since 0 < p ≤ 1, the Minkowski inequality and the Hölder inequality give that
4.7
Thus, by 4.6 and the condition p > n/ n α , we get
Case 2. α > n/2 and α − n/2 is not an integer. Thus there is an integer k ≥ 1 such that n/2 − 1 < α − k < n/2. By Pitt's theorem, one has the following. Hence, by the same argument as in 4.7 and using Lemma 4.2, we have
4.11
Case 3. α ≥ n/2 and α − n/2 is a nonnegative integer. In this case, we can take a small positive real 0 < ε < 1 satisfying n/ n α − ε < p and α ε α , then by Cases 1 and 2, we have
4.12
By interpolation, see 15 ,
Next we are going to proof the following.
Proof of Theorem 1.5. By similar arguments, it is enough to show the uniform boundedness of μ Ω,α a L p for any p, 2, α -atom a with the support B 0, ρ . Write
It is easy to see that W ≤ C. 
4.14
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Note that for |x| > 8ρ, |y| ≤ ρ, we have |x−y| ∼ |x| ∼ |x| 2ρ, so the mean value theorem gives | |x| 2ρ 
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