Reverse top-k queries are recently proposed to help producers (or manufacturers) predict the popularity of a particular product. They can also help them design effective marketing strategies to advertise their products to a target audience. This paper designs an innovative algorithm, termed IRTA (Improved Reverse top-k Threshold Algorithm), to answer reverse top-k queries efficiently. Compared with the state-of-the-art RTA algorithm, it further reduces the number of expensive top-k queries. Besides, it utilizes the dominance and reverse-dominance relationships between the query product and the other products to cut down the cost of each top-k query. Comprehensive theoretical analyses and experimental studies show that IRTA is a more effective algorithm than RTA.
INTRODUCTION
With the availability of huge amount of data and the need to support effective decision making, query processing that results in ranked data items has attracted much attention in the database research community recently. A case in point is the well-studied top-k queries (Akbarinia et al., 2007; Chang et al., 2000; Chaudhuri and Gravano, 1999; Fagin et al., 2001; Hristidis et al., 2001; Xin et al., 2006; Yi et al., 2003; Zou and Chen, 2008) , which return the k best data items based on user preferences. Top-k queries can effectively narrow down the data items that are of interest to the users. Since top-k queries consider the interesting data items only from the user's perspective, it fails to aid producers with their decision making. In view of this problem, Vlachou et al. (Vlachou et al., 2010) proposed a new type of queries called reverse top-k queries. While top-k queries help a customer find the k best products, reverse top-k queries can help a producer determine how many customers will be interested in a given product.
Example 1 shows the difference between top-k and reverse top-k queries. Considering the LCD (Liquid Crystal Display) market. Assume there are five types of LCDs on the market, of which the two most important specifications, namely screen size and refresh rate, are listed in Table 1 . We further assume there are three customers, their preferences, expressed as weights on screen size and refresh rate, are listed in Table 2 . Note that the weights are normalized in [0, 1] and ∑ w i = 1. This treatment follows the related research work (Hristidis et al., 2001; Xin et al., 2006) and does not jeopardize generality.
Top-k queries are posted from the perspective of a certain user (or customer). Suppose customer Bell issues a top-2 query. This query will return the two best LCDs that match his preference. In this case, lcd1 and lcd4 will be returned because they have the largest score (namely 70) for Bell's weights.
In contrast, a reverse top-k query identifies what user preferences make a given product their top-k products. Let's consider a reverse top-2 query for lcd1. By calculation, we know that lcd1 is the top-2 products for customers Bell and Carl. Therefore the query results will be two vectors that describe Bell and Carl's weights, namely (0.5,0.5) and (0.2,0.8). If we issue a reverse top-2 query for lcd3. The query will return only one vector that describes Adam's weights, namely (0.8,0.2). Obviously, lcd1 has a larger group of potential buyers than lcd3. Reverse top-k queries can not only help producers (or manufacturers) predict the popularity of a particular product. They can also help them design effective marketing strategies. For instance, to advertise lcd1 to Bell and Carl, and to advertise lcd3 to Adam.
Reverse top-k queries are different from reverse nearest neighbor (RNN) queries (Korn and Muthukrishnan, 2000) and reverse skyline queries (Dellis and Seeger, 2007) . Generally speaking, reverse top-k queries provide a more generic way to identify potential interested customers(and their preferences) for a given product. Existing research findings in the fields of RNN and reverse skyline queries can not be applied to reverse top-k queries.
The rest of the paper is organized as follows: Section 2 formally define reverse top-k queries. Section 3 explains the original RTA algorithm and our IRTA algorithm. Section 4 shows the experimental results and concludes this paper.
PROBLEM STATEMENT
Consider an n dimensional data space D. A dataset S on D has the cardinality |S| and represents the set of products. Each product p ∈ S can be plotted on D as a point. The n coordinates of p are (p 1 , p 2 , . . . , p n ), where p i stands for the ith attribute of p. Without loss of generality, we assume that each product p has non-negative, numerical attribute values. We further assume smaller attribute values are preferred.
Top-k queries use a scoring function to determine the rank of each product. The most commonly used scoring function is a linear function that calculates the weighted sum of attribute values. Each attribute value p i has a corresponding weight w i , which indicates p i 's relative importance to the rank. The linear scoring function for p, denoted as f w (p), is defined as:
A linear top-k query takes three parameters and can be denoted as T OP k (S, w), where S is a dataset on an n-dimensional data space, w is an n-dimensional vector that represents a certain customer's preferences. Formally, a top-k query can be defined as follows: Definition 1 . Given a dataset S on an n-dimensional data space, a positive integer k and an n-dimensional vector w, A top-k query T OP k (S, w) returns a set of points P such that P ⊆ S, |P| = k, and ∀p i , p j :
A reverse top-k query takes four parameters and can be denoted by RT OP k (S,W, p), where S and W are two datasets on an n-dimensional data space, where S represents the set of products and W the set of user preferences, respectively, and p represents a certain product. A reverse top-k query is formally defined as follows: Definition 2 . Given two datasets S and W on an ndimensional data space, a positive integer k and a product p, A reverse top-k query RT OP k (S,W, p) returns a set of weightsW , such that ∀w i ∈W , q ∈ T OP k (S,w i ).
3 THE RTA AND IRTA ALGORITHMS
The RTA Algorithm
A naive brute force approach to answer a reverse topk query has to process a top-k query for each weight vector w ∈ W that represents user preferences. As processing just a single top-k query involves non-trivial calculations, evaluating |W | top-k queries can be prohibitively expensive. The brute force approach is impractical when |S| or (and) |W | is (are) large. Vlachou et al (Vlachou et al., 2010) proposed the RTA (Reverse top-k Threshold Algorithm) to reduce the number of top-k evaluations. The algorithm makes use of the calculated top-k results to determine if it is necessary to evaluate top-k queries for the remaining weight vectors. This algorithm is based on the observations that similar weight vectors return similar result sets for top-k queries (Hristidis et al., 2001) .
To make the RTA algorithm effective, it is essential to examine each pair of the most similar weight vectors in order. Therefore, the weight vectors should be ordered based on their pairwise similarity. Vlachou et al used cosine similarity (Tan et al., 2005) to measure the similarity between each pair of weight vectors. The first weight vector is most similar to the diagonal vector of the space. Then the next vector is most similar to its predecessor, and so on. Figure 1 describes the RTA algorithm in pseudocode. Lines 1 to 3 initialize the variables. Specifically,W , which contains the result set of user preferences, is initially empty and so is the buffer. The variable threshold is initialized to infinity so that a top-k query evaluation is always performed on the first weight vector, which is inevitable. Lines 5 to 13 consider each weight vector w i in the prearranged order. That is, each consecutive pair has the largest cosine similarity. Here two notations are used. As defined before, f w i (p) is the linear scoring function for p on w i , f w i (p) = ∑ n j=1 w i j × p j . max( f w i (bu f f er)) is the maximum scoring function for all the points in buffer, which means ∀p ∈ bu f f er, max( f w i (bu f f er)) ≥ f w i (p). Line 6 compares f w i with threshold, if f w i is greater than the threshold, it means the current w i under consideration can be safely discarded without evaluating a top-k query on it. Otherwise, line 7 evaluates the top-k query on w i and put the results, which are a set of products, in buffer. Line 8 then compares f w i (p) with max( f w i (bu f f er)), if the former is smaller, then w i should be included in the result setW . Line 12 update the variable threshold by assigning it the max scoring function for all the points in buffer on the next weight vector w i+1 .
The effectiveness of the RTA algorithm depends largely on the similarity of each consecutive pair of weight vectors. This is because the RTA algorithm predicts if performing a top-k query on the next weight vector is necessary by assuming that the top-k products of the next weight vector are the same (or at least very similar) to those of the current weight vector.
An RTA Example
Let's use a two dimensional example to illustrate the RTA algorithm. Consider the dataset S listed in table 3 and dataset W listed in table 4. We further assume k = 2 and the product p under study has the value pair (1, 1). RTA first evaluates a top-2 query on w 1 and then assign the top-2 products, namely p 1 and p 2 to buffer (line 7). Since f w 1 (p) = 1 and max( f w 1 (bu f f er)) = 0.6, the inequality on line 8 holds, therefore w 1 is added to the result setW . On line 12, threshold is updated to max( f w 2 (bu f f er)) = 0.8. In the second iteration, w 2 is investigated. On line 6, since f w 2 (p) = 1, which is greater than max( f w 2 (bu f f er)) = 0.8, therefore no top-2 query evaluation on w 2 is necessary, w 2 can be safely discarded. The final result setW contains only w 1 . 
The IRTA Algorithm
The RTA algorithm aims to reduce the number of topk evaluations by considering similar user preference vector pairs in order. We observed that the effectiveness of the RTA algorithm can be dramatically im-proved by incorporating two factors: 1) Taking into consideration the dominance or reverse-dominance relationships between the product under study p and the products in the dataset S to reduce the cost of topk queries; 2) Relaxing the similarity requirement of consecutive user preference vectors to further reduce the number of top-k queries.
Let's first define the dominance and reversedominance relationships between two products p 1 and p 2 on a n-dimensional data space.
Definition 3 . Given two products p 1 and p 2 on an ndimensional data space. p 1 dominates p 2 iff p 1 i ≤ p 2 i , for all 1 ≤ i ≤ n. Conversely, we say p 2 is dominated by p 1 .
If p 1 dominates p 2 , then for any user preference vector w, the value of the linear scoring function f w (p 1 ) is always less than or equal to f w (p 2 ). Let's consider the dataset S listed in table 5. Again we assume k = 2, the value pair for p is (1, 1) and the dataset W is listed in table 4. Clearly p is dominated by p 2 and p dominates p 3 , p 4 and p 5 . In other words, p 2 is a better product than p no matter which user preference is concerned and similarly p is always better than p 3 , p 4 , and p 5 . Therefore during a top-k evaluation, we don't need to consider these products p 2 , p 3 , p 4 , and p 5 because their relationships with p are already clear. Figure 2 summarizes the above discussions in pseudo-code. If we feed the dataset S listed in table 5, k = 2, and p(1, 1) to the method ChkDomiannce(). It will returnk = 1, andS as shown in table 6. Clearly this method helps dramatically reduce the size of the dataset S. It also reduces the k value to 1. In practice, grid files are usually used to determine the dominance (reverse-dominance) relationships betwe- en different grids. Interested readers are referred to (Hou et al., 2008) for further reading.
The RTA algorithm is very restrictive in terms of the similarity between consecutive user preference vectors. To further help reduce the number of top-k evaluations, we can relax this requirement by maintaining a larger buffer. The size of the buffer is a user customizable parameter. Figure 3 shows the IRTA algorithm in pseudocode. The IRTA algorithm takes an extra parameter m, which is a customizable positive integer representing the buffer's size. The symbol min k ( f w i+1 (bu f f er)) on line 12 denotes the k-th smallest value of the linear scoring function for all the products in buffer. Intuitively, the larger the buffer size, the more accurate we can compute the threshold, and the more unnecessary top-k queries we can eliminate.
An IRTA Example
Let's consider the dataset S listed in table 5 and W listed in table 4. We further assume that p is (1, 1), k = 2, and m = 2. As discussed before, after line 2 in Algorithm IRTA, dataset S is updated to the set of products listed in table 6, and k is updated to 1. Essentially, the original problems is converted to a reverse top-1 query with a much reduced cardinality of dataset S. On line 9, we first check w 1 (0.5, 0.5). After line 11, bu f f er will contain two products (since m = 2), namely (1.6, 0) and (0, 2.5). On line 16, threshold is updated to 0 × cause f w 2 (p) > threshold, w 2 can be safely discarded and we don't need to evaluate any top-k queries on w 2 .
In contrast, if we don't introduce m, thus we maintain the bu f f er with size the same as k = 1. Then in the first iteration, on line 9, bu f f er will contain only one value (1.6, 0). On line 16, threshold = 1.6 × . Because f w 2 < threshold, we will have to evaluate top-k queries on w 2 .
EXPERIMENTAL EVALUATION
We implemented both RTA and IRTA algorithms in Java and conducted the experiments on a computer with 2.4GHz CPU and 1GB memory. Three synthetic datasets, namely uniform, anti-correlated, and correlated were tested. These datasets have varying dimensionality from 2 to 5.
Figures 4 and 5 show the experimental results for RTA and IRTA algorithms. For each dimensionality, the first group of data are for RTA and the second for IRTA. We used |S| = 10k, |W | = 10k, k = 100, and 1, 000 random p's. IRTA was shown to be able to reduce the number of top-k queries and is thus faster and more effective than RTA. 
