Abstract-Consider a two-stage tandem queueing system, with dedicated machines in each stage. Additional reconfigurable resources can be assigned to one of these two stations without setup cost and time. In a clearing system (without external arrivals) both with and without machine failures, we show the existence of an optimal monotone policy. Moreover, when all of the machines are reliable, the switching curve defined by this policy has slope greater than or equal to 1. This continues to hold true when the holding cost rate is higher at the first stage and machine failures are considered.
I. INTRODUCTION
In recent years, competition and market changes have caused customized products to become more popular. To meet the challenge, many factory managers choose reconfigurable machines to improve robustness under uncertain demand [1] . When the demand variation is high, Narongwanich et al. [2] suggests that reconfigurable capacity can be particularly valuable. This value may be amplified when machine failures are considered. In this note, we consider a tandem queueing system where there exists an external, potentially expensive, reconfigurable resource. Machines are subject to failure and the resource can be configured to work at either station. We show for a clearing system (without external arrivals) that the optimal policy is characterized by a switching curve. Without reliability considerations this curve is shown to have slope greater than or equal to 01. In the case with machine failures and the added assumption that the holding cost rate at station 1 is higher than station 2, the same bound on the slope holds.
Previous clearing system analyses of flexible systems (where servers can perform several tasks) include [3] - [5] . Ahn et al. [3] examined a clearing system problem with two-stage tandem queues and two flexible servers. They show that an exhaustive policy for the upstream or downstream queue is optimal. Farrar [5] shows the existence of an optimal policy that is transition monotone in a tandem queueing system with one fixed server at each stage and a controllable service rate at the first station. We extend this result to cover the case when the server can serve at either station and also to include machine breakdowns. Our approach establishes properties of the value function directly, rather than showing that properties are preserved by value iteration as in [4] and [6] .
In contrast, when external arrivals are allowed, Hajek [4] shows that the optimal reconfigurable machine assignment in a parallel queueing system follows a monotone switching curve. Ahn et al. [7] show that the results of [3] extend under the average cost criterion. Duenyas et al. [8] and Iravani [9] consider the optimal control of a single flexible server in a tandem queueing system. The control of two interconnected queues with identical machines is discussed by Javidi et al. [10] . The allocation of flexible workers with regard to maximizing throughput is considered in [11] - [13] and [14] . None of the previous work considers machine failures in a reconfigurable manufacturing system with regards to minimizing total expected holding costs.
II. MODEL FORMULATION AND STATEMENT OF MAIN RESULTS
Consider a two-station tandem queueing system. Jobs move from station 1 to station 2 and then exit the system. There are N1 and N2 dedicated servers in station 1 and station 2, respectively. In addition, there are Nr reconfigurable servers that can be configured at any time to serve at either station. There are no external arrivals. All jobs require an exponentially distributed amount of service with mean 1. Let the service rate of the k th dedicated server at station`be denoted k;`, for = 1; 2. When there are fewer jobs at a station than available servers, we assume that the service rates are additive; servers can collaborate on a single job. Similarly, the k th reconfigurable resource, which serves at rate k;r , can also collaborate. Although this assumption has always been reasonable for large scale operations (automotive assembly, parallel processing in computer systems), it is becoming more common even in small scale operations such as the drilling of several bores simultaneously rather than in series. Let the failure (repair) time distribution of the kth reconfigurable server and kth dedicated server at station`be exponential with rates k;r ( k;r ) and k;`( k;`) , respectively. Without loss of generality, assume k k;r + k;r + k;r + k;` k;`+ k;`+ k;`= 1. For each job at station 1 (2), a holding cost rate of h 1 (h 2 ) per unit time is accrued. Let = f(i; j; m; n; r)ji; j 2 + ; m = (m 1 ; m 2 ; . . . ; m N ); n = (n1; n2; . . . ; nN ); r = (r1; r2; . . . ; rN ) m k 2 f0; 1g; n k 2 f0; 1g; r k 2 f0; 1gg be the state-space, where i and j represent the number of customers (including that in service) at stations 1 and 2, respectively, m k and n k denote the machine status (0 = failed, 1 = online) of the dedicated servers at each station, and r k denotes the machine status of the k th reconfigurable machine. Suppose that (Xt; Yt) denote the number of customers at stations 1 and 2 at time t. For a policy that describes where to allocate the reconfigurable resource for all time and x 2 , define v (x) := x 1 0 (h1Xt + h2Yt)dt. The optimal cost say v(x) minimizes v over all nonanticipating, nonidling policies . We note here that although it might be optimal to idle some servers, the nonidling assumption seems congruent with current practice. The following example illustrates the usefulness of the reconfigurable resource.
Example 2.1: Suppose there is one reconfigurable server, only one dedicated server in each station, and the reconfigurable server never fails. Given the following inputs: 1 = 1; 2 = 3; r = 1; 1 = 2 = 0:001; 1 = 2 = 0:01; h 1 = h 2 = 1. The expected total cost at state (i; j; m; n; r) = (10; 10; 1; 1; 1) of a system that does not have a reconfigurable resource is 87.7 while that with access to this 0018-9286/$20.00 © 2006 IEEE capacity (used optimally) is 63.0; a 28.2% improvement. Also, note that if the allocation policy of the resource is simply to only use the reconfigurable resource at station 1 or station 2, the total costs are 71.5 and 76.5, respectively; still 9.7% and 15.4% away from optimal.
In order to simplify notation, extend v to v(i; 01;m;n; r) = v(i; 0; m; n; r) and v(01; j; m; n; r) = v(0; j 0 1; m; n; r). It is clear from the minimum in (II.1) that it is optimal to place all reconfigurable servers at station 1(2) if v(i 0 1; j + 1; m; n; r) () v(i; j 0 1; m; n; r). We say that a policy is transition monotone (cf. [5] ) if for fixed i, j, m, n, and r, v(i; j 01;m;n; r) v(i01; j + 1; m; n; r) implies that v(i; j + k 0 1; m; n; r) v(i 0 1; j + k + 1; m; n; r) for all k 0.
It can be inferred that for a transition monotone policy for each fixed i, m, n, and r there is a threshold level, say L(i), such that for j > L(i)
it is optimal to use the reconfigurable machine at station 2, otherwise use it at station 1. The function L(i) is called a switching curve . Fig. 1 depicts optimal switching curves for (m; n; r) = (0; 1; 1) and (1, 1, 1).
The inputs are the same as Example 2.1. Unfortunately, we were unable to prove that the switching curve is monotone in general although our numerical work seems to confirm it. The remainder of the note is dedicated to proving the following theorem.
Theorem 2.2: The following hold: 1) there exists an optimal policy that is transition monotone; 2)
there exists a switching curve defined by an optimal transition monotone policy that has slope greater than or equal to 01 when h1 h2 or when the machines are reliable.
We conclude this section with some results that are quite intuitive but will simplify the analysis. the optimal cost function, v(i; j; m; n; r) is nondecreasing in both i and j; 2) v(0; j + 2; m; n; r) 0 v(0; j + 1; m; n; r) v(0; j + 1; m; n; r) 0 v(0; j; m; n; r) for all j 0; 
3)
if h 1 h 2 , v(i; j; m; n; r) v(i 0 1; j + 1; m; n; r).
Proof: To show the first assertion above we prove v(i + 1; j; m; n; r) v(i; j; m; n; r). The fact that v is nondecreasing in j is analogous. Consider two processes defined on the same probability space. Process 1 starts in state (i + 1; j; m; n; r) and uses the optimal policy, while Process 2 starts in state (i; j; m; n; r) and uses the policy that mimics the policy followed by Process 1 at each time point with the caveat that if Process 1 allocates the server to station 1 when the station is empty for Process 2, Process 2 avoids idling by allocating the server to station 2. Since the processes are defined on the same space, they see the same service times, failures and repairs. The first time the allocations might differ is when Process 2 empties station 1.
If the dedicated servers of Process 1 complete the remaining job at station 1, the processes continue to have a difference of one customer (at station 2) until Process 1 empties. If the remaining job in station 1 is completed by the reconfigurable resources, Process 2 sees this completion in station 2 and the difference in the number of jobs is 2. That is to say that Process 1 has (at least) one more customer in the system than Process 2 and at least as many at each station until such time that Process 1 empties. Hence v(i + 1; j; m; n; r) 0 v(i; j; m; n; r) v(i + 1; j; m; n; r) 0 v (i; j; m; n; r) 0 and the result is proven. The second result is proved similarly. Define 3 processes on the same probability space starting in states (0; j + 2; m; n; r), (0; j + 1; m; n; r), and (0; j; m; n; r), respectively and proceeding optimally.
Since we have assumed the policies are nonidling, the processes maintain their relative queuelength positions (Process 1, one more customer than Process 2 and Process 2 one more than Process 3) until Process 3 empties and Processes 1 and 2 see a service that is not seen by Process 3. Before this occurs, the difference in the holding costs per unit time is zero (h 2 0 h 2 ). After this time Process 1 has one customer and the others are empty; the differential cost rate is then h 2 . That is v(0; j + 2; m; n; r) 0 v(0; j + 1; m; n; r) 0 v(0; j + 1; m; n; r) +v(0; j; m; n; r) h2 X 0 where X is the service time of this last customer.
To show the third result, again consider two processes defined on the same probability space with Process 1 starting in (i; j; m; n; r) and using the optimal policy. Process 2 starts in (i 0 1; j + 1; m; n; r)
and mimics Process 1 as previously indicated. There are two important events to consider. In the first, Process 2 empties the first station followed (perhaps after several other events) by a service at station 1 by Process 1 (not seen by Process 2). Since prior to this event, both processes have seen the same services, failures and repairs, Process 1 has one more customer at station 1 and one less at station 2. After the extra service is seen by Process 1, the processes couple and accrue the same costs. The difference in the holding costs up until this time is h1 0 h2 0 (per unit time v(i; j; m; n; r) 0 v(i 0 1; j + 1; m; n; r) v(i; j; m; n; r) 0 v (i 0 1; j + 1; m; n; r) 0 and the result is proven.
III. RESOURCE ALLOCATION WITHOUT RELIABILITY CONSIDERATIONS
In this section, we show the existence of a transition monotone optimal policy for the problem without reliability considerations. The method forms a baseline and will be extended to the case with machine failures. However, we view the results as interesting without this extension. We also note that in this case the nonidling assumption (on the reconfigurable servers) is not restrictive; there exists optimal nonidling policies within the broader class of potentially idling policies. The proof of this fact has been omitted for brevity.
Assume that all machines are reliable (no failures). Since in this case m k = n k = r k = 1 and k;r = k;`= 0 for all k and`, this is equivalent to considering a single dedicated server at each station with service rate `= k k;`f or`= 1, 2 and a single reconfigurable server with service rate r = k k;r . The uniformization rate is 1+2+r = 1. The DP equations v(i; j) now simplify considerably: Using this result and the result for (1; j) (for all j > 0), we make two inductive assumptions; first that (III.2) holds for all (m; n) with m < i
and n > 0 and second that (III.2) holds for all (i; n) such that n j. for all (i; j) such that it is optimal to allocate the reconfigurable resource to station 1. Intuitively, this implies that the reconfigurable machine tends to stay at station 1 if i is increased and the workload for station 2 is constant. First, we establish some useful properties of v(i; j). Note that B K represents the subset of A K such that it is optimal for the reconfigurable machine to work at station 1. Using the fact that B k+1 is not accessible from B k , we show inductively that (III.7) holds for all Observe that for fixed K, the hypothesis of S K may not hold for any (i; j) 2 AK. In this case, we say that SK holds vacuously and search for the minimum K such that B K is nonempty to establish the induction basis. Denote this minimum by k and note that k depends on the optimal switching curve (see Fig. 2 ). In Fig. 2(a) it is optimal to serve at station 2 for i 6 and j = 1 while it is optimal to serve at station 1 for i = 7, j = 1. The induction basis would be established at k = 8. In Fig. 2(b) , it is optimal to serve at station 1 at i = j = 1; the induction basis is established at k = 2. Moreover, note that there may exist points K > k such that B K is empty. Suppose there exists K > k for which BK is empty. Define`to be the minimum point larger than K such that B`is nonempty. That is to say, the switching curve reaches zero for a second time. The arguments that follow hold for k K <`such that BK is nonempty and can be repeated at`and so on (see Fig. 2(c) ).
The existence of an optimal transition monotone policy implies that B k = f(k 0 1; 1)g. Also using Lemma 3.1 (part 2) for k < 1 v(k0n01; n+1)0v(k0n; n01)0; for n = 2; and v(k0n01; n+1)0v(k0n; n01)0;
for n = 0; 1: (III.9)
That is to say that it is optimal for the reconfigurable resource to be allocated to station 2 in state (k 0 2; 2) while it is optimal to allocate it to station 1 in states (k; 0) and (k 0 1; 1). Note that (k 0 1; 1) is the point that the arrow points to in Fig. 2 . where the inequalities follow from 1) of Lemma 3.1 and the fact that v(i; j) is nondecreasing in i and j. We remark that the proof of the inductive basis is valid not only for the basis but also for all states (i; 1) 2 B i+1 with the only change needed being that we invoke the inductive hypothesis for the terms associated with 1 . Thus, we need only consider j 2 in the following induction process.
Assume now for K > k that S K01 holds. Since the optimal reconfigurable machine location is station 1 at state (K; 0) and station 2 at state (0; K), there exists a state (i; j) 2 AK, in which using the reconfigurable machine at station 1 is optimal for state (i; j) and at station 2 for (i 0 1; j + 1). This (coupled with the monotonicity in j for i = 1) implies v(i02; j+2)0v(i01;j)0v(i 0 1; j + 1) 0 v(i; j 0 1).
Our inductive proof for K starts from that specific state. This proof can extended to all states in BK. Since we have the existence of an optimal transition monotone policy, using the reconfigurable resource at station 1 is also optimal in state 2 and r are nonnegative and the result is proven for (i; j).
Since (i; j) can be any state in A K for which it is optimal to serve at station 1 while it is optimal to serve at station 2 in (i 01;j + 1), S K is true for all K 2. This guarantees that the slope of the switching curve L(i) is greater than or equal to 01.
IV. RESOURCE ALLOCATION WITH RELIABILITY CONSIDERATIONS
In this section, we extend the results of the previous section to the case with reliability considerations. For now, we assume there is only one reconfigurable server and one dedicated server in each station. Let We make the important observation that Tmnr has the same form as T in (III.1), except that the coefficients of v on the right hand side no longer sum to one. Recall that the proof of (III.2) for reliable systems did not require the coefficient to sum to 1 and only used Proposition 2.3, and (III.1). Hence, the same proof shows that (III.2) holds for Repeating the same procedure for all (m; n; r) 2 f0; 1g 3 the DP equations for a given (i; j) can be written in matrix form AV = T. Here, A is an 8 2 8 matrix with, e.g., A11 = ; A12 = 0r; A13 0 2; negative linear combination of (T mnr v)(i; j) for (m; n; r) 2 f0;1g 3 .
Since (III.2) holds for (T mnr v)(i; j) it also holds for v(i; j; m; n; r),
i.e., an optimal transition monotone policy exists with reliability considerations. It remains to show that when h1 h2 the switching curve defined by an optimal transition monotone policy has slope 01. We cannot use the previous approach because Lemma 3.1 does not hold for v(i; j; m; n; r). Instead, we show that this holds by showing that (III. 7) holds for all i 1 and j 2. Consider four processes A-D defined on the same probability space, and starting in states (i 01;j+1;m;n; r), (i; j; m; n; r), (i; j01; m; n; r), and (i+2; j02; m; n; r), respectively [see Fig. 3(a) ]. Notice that as long as the relative queuelength positions of A to B and C to D are the same, the difference in the holding cost rates is h 2 0 h 1 0 (h 2 0 h 1 ) = 0. Thus, suppose process B (C) uses the policy 1 ( 2 ) that mimics the policy followed by A (D) with the caveat that it does not idle. Since the reconfigurable resources serve at the same rate for either station, the services seen by that resource are seen by all of the processes (as long as the queuelengths are positive). Through this fact (and Theorem 2.2, part 1) we note that the relative position of processes A and B are always to the left of processes C and D.
There are several cases to consider. First suppose that the relative positions of all processes have remained intact, but that Process A serves at station 2 while Process D serves at station 1. Eventually, Processes A and C will couple as will Processes B and D; see Fig. 3(b) and the cost rate difference thereafter is zero. Suppose now that Process A empties the first station followed by a service at station 1 in Process B. Since station 1 is empty for Process A, the two processes couple leaving processes C and D in their same relative positions; seeFig. If Process D empties station 2 followed by a service at station 2 by Process C before any of the previously described events occur, the relative position of the processes changes as depicted in Fig. 3(d) . However, the difference in costs becomes h1 0 h1 + h2 = h2 0. Note it is Since in each case, the cost difference between processes is nonnegative, (III.7) holds for the whole state space (not just when it is optimal to serve at station 1) and the result follows.
V. CONCLUSION
This note investigates the optimal allocation of reconfigurable resources in a tandem queueing system. The optimality of transition monotone policies defines an optimal switching curve while the lower bound on the slope of this curve further reduces the computation of optimal policies. With respect to transition monotone policies, our findings indicate that with or without reliability considerations it will tend to be optimal to use the additional resource at the downstream station when the queue length is increased at that workstation. There is significant potential for further research in this area. We have a strong belief that the optimal switching curve is actually monotone. Indeed in over 30 000 cases with randomly chosen parameters in every case the monotonicity held. Moreover, it is unknown whether these properties still hold in a system with external arrivals or setup costs/time. Again, our numerical studies suggest that the results extend. We would also like to see if the ideas here can be used to develop heuristics for problems with several stations.
