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We study the problem of decomposing a nonnegative matrix into a nonnegative
combination of 0-1-matrices whose ones form a rectangle such that the sum of the
coefficients isminimal.Wepresent for the case of two rows an easy algorithm that provides
an optimal solutionwhich is integral if the givenmatrix is integral. An additional integrality
constraint makes the problem more difficult if the matrix has more than two rows. An
algorithm that is based on the revised simplex method and uses only very few Gomory
cuts yields exact integral solutions for integral matrices of reasonable size in a short time.
For matrices of large dimension we propose a special greedy algorithm that provides
sufficiently good results in numerical experiments.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the following we studymatrices of nonnegative real numbers of dimensionm×n. Some auxiliary matrices have other
dimensions, but thiswill be clear from the context. Let [n] = {1, . . . , n}. A nonempty subset R of [m]×[n] is called a rectangle
if there are l, r ∈ [n] and b, t ∈ [m] such that R = {(i, j) : b ≤ i ≤ t, l ≤ j ≤ r}. A matrix S = (sij) is said to be a rectangular
segment if there is a rectangle R such that
sij =
{
1 if (i, j) ∈ R,
0 otherwise.
Wewrite SR to indicate that the segment is given by R. A segmentation of amatrix A is a decomposition of A into a nonnegative
combination of rectangular segments:
A =
∑
R
uRSR
where uR ≥ 0 for all R. The DT of the segmentation is defined to be
U =
∑
R
uR
(DT is an abbreviation for delivery time — see below). The rectangular DT-segmentation problem is the following: For a given
matrix A, find a rectangular segmentation of A such that its DT is minimal. Let c(A) be this minimal DT. Moreover, let cI(A)
be the minimal DT under integrality constraint, i.e. if the coefficients uR are required to be integral.
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The problem is motivated by radiation therapy planning. The radiation is produced by a linear accelerator and delivered
through a rectangular region bounded by jaws. These jaws can be shifted so that the size of the rectangle can be
changed (realized by a collimator). Usually the largest possible rectangle is discretized into bixels. Optimization algorithms
provide values for the desired fluence through each bixel. Since the fluence varies from bixel to bixel one speaks of
intensity-modulated radiation therapy (IMRT). The fluence values for each bixel are given by a nonnegative fluence matrix
that must be realized as a superposition of adjustable positions. The segments S correspond to the positions and the
coefficients u correspond to the time of delivery, counted by monitor units. The total time of radiation is then the sum of
the coefficients, i.e. the delivery time — DT. For the purpose that there are sufficiently many adjustable positions modern
additional devices, called multileaf collimators (MLCs), have been created, cf. [1]. But these MLCs are expensive and not
used everywhere. Moreover, the practical verification of the positions is an important task. Hence the question of the much
simpler realization by jaw movements using conventional collimators is plausible. There exist commercial systems using
these simpler collimators for IMRT, e.g. the ‘‘Prowess’s unique jaws-only IMRT system’’. But in that system the planning
process is not split into the two steps ‘‘bixel-fluence-optimization’’ and ‘‘segmentation’’ — the process is combined and the
fluence through the rectangles is directly optimized. A new algorithm for thisDirect Aperture Optimization is contained in [2].
For the one-step approach, the number of rectangles or, more generally, segments cannot be very large, hence a restriction
to a smaller set of allowed segments is indispensable. These allowed segments have to be chosen by heuristic means.
In this paper we focus on the two-step approach, where on principle all segments are allowed, and further discuss the
segmentation step using jaws only, i.e. rectangles. An interesting special case of the rectangle segmentation, namely that A
is a Booleanmatrix, was considered by several authors in a geometrical setting, see [3–5]. These papers contain an algorithm
for the determination of an optimal integral solution, i.e. of cI(A) in the case of a 0-1-matrix A.
The first results for general segmentation were obtained by Dai and Hu [6] using a simple heuristic, see Section 3.4. In
a series of papers, Webb [7–9] studied the case where rectangular segments are combined with certain masks. This was
extended by Webb et al. [10] for variable masks, called variable-aperture collimators.
The results show, that on the average the use of MLC-segments leads to much smaller DTs than the use of rectangular
segments since with an MLC many more positions can be realized. This is partly compensated for by the fact that the
transmission of radiation through the leaves of an MLC is significantly greater than the transmission through the jaws of a
collimator. At least, as a mathematical problem, the rectangular DT-segmentation problem is very challenging and probably
also interesting for other applications.
For brevity, we add two zero-columns and two zero-rows to A, i.e., we put
ai,0 = ai,n+1 = 0 for all i ∈ {0, . . . ,m+ 1},
a0,j = am+1,j = 0 for all j ∈ {0, . . . , n+ 1}.
LetM be the entry-rectangle incidence matrix, i.e. a 0-1-matrix of dimensionmn×
(
m+1
2
) (
n+1
2
)
whose rows are indexed
by the elements from [m]×[n] andwhose columns are indexed by the rectangles, where – as usual – an element ofM equals
1 iff the corresponding entry is contained in the rectangle. In order to makeM well-defined we must fix a linear ordering of
the elements of [m] × [n] and of the rectangles. With A we associate the vector a whose entries are the entries of A in the
order that is given by the linear ordering of the elements of [m] × [n] (usually row by row in A). With these notations the
rectangular DT-segmentation problem can be written in the form
min 1Tu
s.t. Mu = a
u ≥ 0.
(1)
The casem = 1 is well-known and well studied (cf. [11,12,1]). We have
c(A) =
n∑
j=1
max{a1,j − a1,j−1, 0}. (2)
Moreover,M is an interval matrix and hence totally unimodular. This immediately implies the existence of integral optimal
solutions if A is integral, i.e. c(A) = cI(A) (cf. [13, pp. 540 ff]).
Simple inspection shows that for m = n = 2 the matrix M is still totally unimodular. But for m ≥ 2, n ≥ 3 (and
similarly form ≥ 3, n ≥ 2) the matrixM is no longer totally unimodular. Indeed, the submatrix ofM induced by the entries
(1, 1), (1, 3), (2, 2) and the rectangles {(1, 1), (1, 2), (2, 1), (2, 2)}, {(1, 1), (1, 2), (1, 3)}, and {(1, 2), (1, 3), (2, 2), (2, 3)}
reads (1 1 0
0 1 1
1 0 1
)
and has determinant 2. Moreover, form ≥ 2, n ≥ 3 (and similarly form ≥ 3, n ≥ 2) the polyhedron of feasible solutions of
(1) is not necessarily integral for integral A. One can easily check that
1
2
(
1 0 0
0 0 0
)
+ 1
2
(
0 0 1
0 0 0
)
+ 3
2
(
0 1 0
0 1 0
)
+ 7
2
(
0 0 0
1 1 0
)
+ 5
2
(
0 0 0
0 1 1
)
+ 1
2
(
1 1 1
1 1 1
)
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Fig. 1. Segmentation network.
gives a non-integral vertex of the polyhedron for the matrix(
1 2 1
4 8 3
)
(check the linear independence of the rows ofM corresponding to the six given rectangles).
However, in the case m = 2 (and hence also for n = 2 because the problems for a given matrix and its transpose
are equivalent) there always exist integral optimal solutions for integral matrices A, i.e. c(A) = cI(A). We prove this fact
in Section 2 using flows. An algorithm for an optimal segmentation will be presented as well. Other applications of flow
techniques to segmentation problems can be found in [14,15], and [16].
The casem ≥ 3 ismore difficult. In general, we do not have integral optimal solutions. The following example [17] shows
that the optimal DT may not be integral:(3 2 1
2 2 2
1 2 1
)
= 1
2
(1 0 0
1 0 0
0 0 0
)
+ 1
2
(1 1 0
1 1 0
1 1 0
)
+ 1
2
(1 1 1
1 1 1
0 0 0
)
+ 1
2
(1 1 1
1 1 1
1 1 1
)
+ 1
2
(0 0 0
0 1 1
0 1 1
)
+ 1
2
(0 0 0
0 0 1
0 0 0
)
+ 1
2
(1 0 0
0 0 0
0 0 0
)
+ 1
2
(0 0 0
0 0 0
0 1 0
)
+ 1
2
(1 1 0
0 0 0
0 0 0
)
.
The DT is 9/2 and with the dual matrix (a feasible solution of the dual problem written in the matrix form)( 1 0 −1/2
0 −1/2 1
−1/2 1 −1/2
)
one can easily check that the above segmentation is indeed optimal and that we have c(A) = 9/2 < 5 = cI(A).
In Section 3, we present an algorithm for the general case that is based on the revised simplexmethod and uses only very
few Gomory cuts. It yields exact integral solutions for integral matrices of reasonable size in a short time. For matrices of
large dimension we propose a special greedy algorithm that provides sufficiently good results in numerical experiments.
2. Optimal segmentation for two rows
Letm = 2. With Awe associate the following segmentation network N(A) = (V , E, q, s, c):
V = {q, s, 0, 1, . . . , n}, E = E1 ∪ E2 ∪ E3
with source q, sink s, and
E1 = {(j− 1, j) : j ∈ [n]},
E2 = {(q, j− 1) : a1,j−1 < a1,j and a2,j−1 < a2,j, j ∈ [n]},
E3 = {(j, s) : a1,j > a1,j+1 and a2,j > a2,j+1, j ∈ [n]},
c(j− 1, j) = min{a1,j, a2,j} for (j− 1, j) ∈ E1,
c(q, j− 1) = min{a1,j − a1,j−1, a2,j − a2,j−1} for (q, j− 1) ∈ E2,
c(j, s) = min{a1,j − a1,j+1, a2,j − a2,j+1} for (j, s) ∈ E3.
Fig. 1 contains the segmentation network for the matrix(
0 4 3 1 4 5 2 3
1 3 6 5 7 6 7 4
)
.
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For fixed n, the set E of arcs still depends on the entries of A. In order to avoid such a dependency it is helpful to add to
N(A) further arcs of capacity 0. Then we have (with the same notation as before)
E2 = {(q, j− 1) : j ∈ [n]},
E3 = {(j, s) : j ∈ [n]},
c(q, j− 1) = max{0,min{a1,j − a1,j−1, a2,j − a2,j−1}} for (q, j− 1) ∈ E2,
c(j, s) = max{0,min{a1,j − a1,j+1, a2,j − a2,j+1}} for (j, s) ∈ E3,
and only the capacities depend on A. Note that, for all j,
c(j, s) > 0 implies c(q, j) = 0 (3)
and that the arcs of capacity 0 are omitted in Fig. 1. Letw(A) be the maximum value of a flow through N(A) (cf. [18, p. 118]).
By the construction of N(A), every directed path from q to s in N(A) has the form (q, l− 1, l, . . . , r, s) for some l, r with
1 ≤ l ≤ r . Let fl,r be a unit flow along such a path. We call fl,r a directed elementary flow (def). Let f be a flow through N(A) of
valuew(A). If A is integral, the capacities of N(A) are integral, and hence f can be considered to be integral as well. It is easy
to see (cf. [18, p. 124]) that f can be written as a nonnegative combination of defs:
f =
t∑
h=1
uhflh,rh (4)
with uh ≥ 0, 1 ≤ lh ≤ rh ≤ n,∑th=1 uh = w(A). Moreover, if A is integral (and hence f is integral w.l.o.g), obviously the
coefficients uh can be chosen integral. With the pair (l, r) or the def fl,r we associate the rectangle
Rl,r = {(i, j) : l ≤ j ≤ r, i ∈ [2]}. (5)
In such a way, the decomposition (4) of a flow of valuew(A) corresponds to a nonnegative combination of segments
t∑
h=1
uhSRlh,rh (6)
with
∑t
h=1 uh = w(A). In Lemma 1 we show that the remainder matrix
A′ = A−
t∑
h=1
uhSRlh,rh (7)
is a matrix of nonnegative entries, and hence (6) can be considered as a partial segmentation of A using two-row-rectangles.
Moreover, Theorem 1 says that this partial segmentation together with an optimal segmentation of the remainder matrix
A′ using only one-row-rectangles leads to an optimal segmentation of A.
Before going into details, we extend our example from above. Consider the flow f on the network of Fig. 1 given by
f (e) =
{1, if e ∈ {(q, 1), (1, 2), (2, 3), (3, s)},
2, if e ∈ {(q, 4), (4, 5), (5, 6), (6, 7), (7, 8), (8, s)},
0, otherwise.
We have f = f2,3 + 2f5,8 where f2,3 is a unit flow on the directed path q→ 1→ 2→ 3→ s and f5,8 is a unit flow on the
directed path q→ 4→ 5→ 6→ 7→ 8→ s. With f2,3 and f5,8 we associate the rectangles
R2,3 = {(i, j) : 2 ≤ j ≤ 3, i ∈ [2]} and R5,8 = {(i, j) : 5 ≤ j ≤ 8, i ∈ [2]}.
For A′ = A− SR2,3 − 2SR5,8 we have
A′ =
(
0 3 2 1 2 3 0 1
1 2 5 5 5 4 5 2
)
.
The first row of A′ can be segmented with DT = 6 and the second row with DT = 6. This gives a segmentation of A with
minimal DT = 1+ 2+ 6+ 6 = 15.
In the following we use the notation f (v1, v2) or fl,r(v1, v2) to denote the value of the flow f (respectively the def fl,r ) on
the arc (v1, v2). In the case of a def, this value is either 1 or 0.
Lemma 1. Let f be a maximal flow in N(A)with def decomposition as in (4). Then the remainder matrix A′ defined in (5)–(7) has
nonnegative entries and we have a′i,j = ai,j − f (j− 1, j).
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Proof. We have for the entries a′i,j of A′
a′i,j = ai,j −
∑
h: lh≤j≤rh
uh = ai,j −
t∑
h=1
uhflh,rh(j− 1, j),
and hence
a′i,j = ai,j − f (j− 1, j)
which is also true for j = 0 if we define f (−1, 0) = 0. Since f (j − 1, j) ≤ c(j − 1, j) ≤ ai,j, i = 1, 2, we have that a′i,j ≥ 0,
and thus A′ is a matrix of nonnegative entries. 
Let rci(A) be the single-row complexities of A, i.e.
rci(A) =
n∑
j=1
max{ai,j − ai,j−1, 0}, i = 1, . . . ,m. (8)
Recall that by (2) rci(A) is the smallest possible DT of a segmentation of the ith row of A. Further let the row complexity rc(A)
be the sum of the single-row complexities of A, i.e.
rc(A) =
m∑
i=1
rci(A). (9)
Lemma 2. Let f be a maximal flow in N(A) with def decomposition as in (4). Let A′ be the remainder matrix defined in (5)–(7).
Then we have
rc(A′) = rc(A)− 2w(A).
Proof. We have for all j ∈ [n] in view of Lemma 1
a′i,j − a′i,j−1 = ai,j − ai,j−1 − (f (j− 1, j)− f (j− 2, j− 1)).
Since f is a flow,
f (q, j− 1)+ f (j− 2, j− 1) = f (j− 1, s)+ f (j− 1, j)
which implies that
f (j− 1, j)− f (j− 2, j− 1) = f (q, j− 1)− f (j− 1, s).
If a1,j − a1,j−1 ≤ 0 or a2,j − a2,j−1 ≤ 0 the arc (q, j − 1) has zero capacity and hence f (q, j − 1) = 0. If a1,j − a1,j−1 ≥ 0 or
a2,j − a2,j−1 ≥ 0 the arc (j− 1, s) has zero capacity and hence f (j− 1, s) = 0. Consequently, for all i, j
a′i,j − a′i,j−1 =
{ai,j − ai,j−1 − f (q, j− 1) ≥ 0 if a1,j > a1,j−1 and a2,j > a2,j−1,
ai,j − ai,j−1 + f (j− 1, s) ≤ 0 if a1,j < a1,j−1 and a2,j < a2,j−1,
ai,j − ai,j−1 − 0 otherwise
(the nonnegativity and nonpositivity follow from the capacity constraint). Accordingly,
rc(A′) = rc(A)−
2∑
i=1
n∑
j=1
f (q, j− 1) = rc(A)− 2w(A). 
In the proof of the following theorem we use a trivial lemma:
Lemma 3. (a) If the capacities of some arcs in a network are increased then the maximal value of a flow does not decrease.
(b) If the capacities of the arcs of a directed path from the source to the sink in a network are increased by  then the maximal
value of a flow increases by at least .
Theorem 1. The minimal DT, c(A), of a rectangular segmentation of a matrix A with two rows is given by
c(A) = rc(A)− w(A)
and there is an integral solution realizing this minimal DT if A is integral. The optimal segmentation can be obtained by
decomposing a flow in N(A) of maximal value w(A) into defs as in (4), constructing the corresponding partial segmentation
as in (6), and optimally segmenting the remainder matrix A′ in (7) using one-row-rectangles.
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If we use the construction described in the theoremwe get a segmentationwith a DT ofw(A)+ rc(A′) = w(A)+(rc(A)−
2w(A)) = rc(A) − w(A) by Lemma 2 and by (2). Moreover, by the above considerations, the coefficients can be chosen
integral if A is integral.
Hence, we only have to show that for any segmentation the DT is at least rc(A) − w(A). We consider an arbitrary
segmentation of A. LetR be the set of rectangles that are used in this segmentation:
A =
∑
R∈R
uRSR.
LetR1 andR2 be the set of those rectangles that lie completely in the first row resp. second row (i.e. that have only elements
of the form (1, j) resp. (2, j)) and letR3 = {R1, . . . , Rt} be the set of rectangles that have elements from both rows. Let
Bi =
∑
R∈Ri
uRSR, i = 1, 2. (10)
The representation (10) can be considered as a segmentation of a one-row matrix (the second row is completely covered),
hence by (2)
rc(Bi) = rci(Bi) ≤
∑
R∈Ri
uR
and consequently, for A0 = B1 + B2
rc(A0) = rc(B1)+ rc(B2) ≤
∑
R∈R1∪R2
uR
which implies (sincew(A0) ≥ 0)∑
R∈R1∪R2
uR ≥ rc(A0)− w(A0). (11)
For k = 0, . . . , t let
Ak = (akij) = A0 +
k∑
h=1
uRhSRh .
W.l.o.g we may assume the following for k = 1, . . . , t:
If ak−1i,j−1 < a
k−1
i,j then a
k
i,j−1 ≤ aki,j. (12)
If ak−1i,j−1 > a
k−1
i,j then a
k
i,j−1 ≥ aki,j. (13)
This can be achieved by writing – if necessary –
ukSRk = u1kSRk + · · · + ugkSRk
with adequate coefficients u1k, . . . , u
g
k ≥ 0 and u1k + · · · + ugk = uk and allowingR3 to be a multiset, i.e. to include repeated
elements. (If e.g. ak−1i,j−1 < a
k−1
i,j and a
k
i,j−1 > a
k
i,j and hence SRk equals 1 at position (i, j − 1) and 0 at position (i, j), then
uk = aki,j−1 − ak−1i,j−1 and the partition uk = (ak−1i,j − ak−1i,j−1) + (aki,j−1 − ak−1i,j ) = u1k + u2k permits that (12) is true after the
splitting of ukSRk into u
1
kSRk + u2kSRk .) We prove by induction on k that∑
R∈R1∪R2
uR +
k∑
h=1
uRh ≥ rc(Ak)− w(Ak). (14)
The case k = t then yields the desired inequality∑
R∈R
uR ≥ rc(A)− w(A).
The case k = 0 is given by (11). So let us consider a step k− 1→ k. Let
Rk = {(1, l), (2, l), (1, l+ 1), (2, l+ 1), . . . , (1, r), (2, r)}
for some l, r with 1 ≤ l ≤ r ≤ n. We have
akij =
{
ak−1ij + uRk if l ≤ j ≤ r,
ak−1ij otherwise.
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Consequently,
aki,j − aki,j−1 =

ak−1i,j − ak−1i,j−1 + uRk if j = l,
ak−1i,j − ak−1i,j−1 − uRk if j = r + 1,
ak−1i,j − ak−1i,j−1 otherwise.
Going fromN(Ak−1) toN(Ak), obviously (by the definition of the capacities) only the capacities of the arcs (q, l−1), (l−1, s),
(q, r), (r, s), and (l − 1, l), (l, l + 1), . . . , (r − 1, r) are possibly changed. If this is the case, then they are increased by uRk .
This follows from our special assumptions (12) and (13). By Lemma 3 (a)
w(Ak) ≥ w(Ak−1) (15)
and by the induction hypothesis
∑
R∈R1∪R2
uR +
k−1∑
h=1
uRh ≥ rc(Ak−1)− w(Ak−1). (16)
We show that
uRk ≥ (rc(Ak)− rc(Ak−1))− (w(Ak)− w(Ak−1)). (17)
Inequalities (16) and (17) yield the desired inequality (14).
For the following case distinction we introduce the sets
Il = {i ∈ [2] : ak−1i,l ≥ ak−1i,l−1}, Ir = {i ∈ [2] : ak−1i,r ≥ ak−1i,r+1}.
Case 1. |Il| = |Ir | = 2. Then
rc(Ak) = rc(Ak−1)+ 2uRk .
Moreover, exactly the capacities of the arcs of the q–s-path (q, l − 1), (l − 1, l), . . . , (r − 1, r), (r, s) are increased by uRk ,
all other arc capacities remain unchanged. By Lemma 3 (b)
w(Ak) ≥ w(Ak−1)+ uRk .
This gives (17).
Case 2. |Il| = 2, |Ir | ≤ 1. Then (recall assumptions (12) and (13))
rc(Ak) ≤ rc(Ak−1)+ 2uRk − uRk = rc(Ak−1)+ uRk .
With (15) we obtain (17)
Case 3. |Il| ≤ 1. Then
rc(Ak) ≤ rc(Ak−1)+ uRk
and again with (15) we obtain (17). 
The one-dimensional segmentation of both rows of the matrix A′ can be done with several known segmentation
algorithms, cf. [1]. Here we point out that also the determination of the maximal flow and the decomposition into defs can
be accomplished in a direct way without really constructing a network. The following Two-row-segmentation algorithm
describes the construction of the sum
∑t
h=1 uhSRlh,rh in (6).
Two-row-segmentation algorithm:
Input: Nonnegative 2× n-matrix A
Iteration:
repeat
find the lexicographically smallest pair (l, r), 1 ≤ l ≤ r ≤ n, such that
u = min{a1,l − a1,l−1, a2,l − a2,l−1, a1,r − a1,r+1, a2,r − a2,r+1, a1,l, a2,l, . . . , a1,r , a2,r} > 0
if there is no such pair
u := 0
else
A := A− uSRl,r
Output(l, r)
until u = 0
return A
The returned matrix A is the remainder matrix A′ from above.
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Theorem 2. Suppose that the Two-row-segmentation algorithm provides the coefficients uh and pairs (lh, rh), h = 1, . . . , t. Then
f =
t∑
h=1
uhflh,rh
is a maximal flow in N(A).
Proof. Assume that f is notmaximal.We apply the flow-labelling algorithm startingwith f , cf. [18, pp.117ff]. By assumption
there must be a flow augmenting path. In view of the termination of the Two-row-segmentation algorithm this path must
have the form q, β, β − 1, . . . , α, s where α < β , f (q, β) < c(q, β), f (α, s) < c(α, s), f (j, j + 1) > 0, j = α, . . . , β − 1.
Since f (α, α + 1) > 0 and c(q, α) = 0 (note (3)) there must be an index h ∈ [t] such that lh ≤ α and rh > α. But then the
pair (lh, rh) could be replaced by the lexicographically smaller pair (lh, α), a contradiction to the choice of the pairs (l, r) in
the algorithm. 
Note that the Two-row-segmentation algorithm has time complexity O(n2): Each step can be accomplished clearly in
linear time. Moreover, the sum
|{j : a1,j > a1,j−1, a2,j > a2,j−1}| + |{j : a1,j > a1,j+1, a2,j > a2,j+1}| + |{j : a1,j > 0}| + |{j : a2,j > 0}|
decreases in each step, hence we have only O(n) steps in the repeat-loop.
3. Optimal segmentation for more than two rows
In what follows, we present an algorithm for solving the rectangular DT-segmentation problem that does not require the
use of LP solvers or other sophisticated software. We explicitly define all algorithms, based on a revised simplex approach,
showing how to efficiently generate new columns to enter the basis, and how to update the inverse basis matrix. Clearly, if
one is willing to use LP or Integer LP solvers, the rectangular DT-segmentation problem could be solved by applying any LP
algorithm to problem (1). It could also be approached by using a network flowmodel with side constraints as in [15], with a
dummy start node q, a dummy end node s, and nodes for each row and each pair of positions that could be taken by the jaws,
i.e. nodes (i, l, r) for each i = 1, . . . ,m, l = 1, . . . , n and r = l, l+ 1, . . . , n. However the arcs should be restricted to only
those that induce a rectangular field: there should be an arc from (i, l, r) to (i+ 1, l, r) for each i = 1, . . . ,m− 1, as well as
arcs from q to every (non-dummy) node and from every (non-dummy) node to s. Then a path in this network corresponds to
a rectangular segment, and as in [15], a flow from q to s satisfying side constraints to ensure required A values are delivered
can be path-decomposed to yield a rectangular decomposition.Wehave tested both a direct LPmodel of (1) and this adaption
of the network model of [15], implemented in the SCIP platform [19], on a small sample of randomly generated data (we
tested square matrices of dimensions 20, 25, 30, with elements chosen at random from {0, 1, . . . , 10}, using 4 instances for
each dimension). In these cases, the network model ran substantially and increasingly faster as dimension increased, taking
less than 16% of the time of the direct LPmodel on the 30×30matrices. The algorithmwhichwewill present inwhat follows
was tested on the same problems, and also compared against the network model for larger square matrices, of dimensions
40 and 50. Direct comparison of computational results was not easy, as our SCIP platform is only supported on a different
(and faster) hardware platform from that on which the algorithm we develop here runs. Making modest allowances for
the difference in speed of the hardware, we found the run times for the two approaches to be very similar. The principal
advantage of the approach we give below is that it does not rely on ILP technology, but is a self-contained and independent
algorithm, readily implemented without the need for additional sophisticated software.
3.1. Application of the revised simplex method
The matrixM hasmn rows and
(
m+1
2
) (
n+1
2
)
columns. The revised simplex method is an adequate tool since it enables
also an integrality check of the basic solutions. For example, for m = n = 15 (a reasonable size) we have already 225
rows and 14,400 columns. The special structure ofM allows efficient computations so that the algorithm is fast enough. We
assume that the reader is familiar with the revised simplex method and sketch the essential steps of the adapted algorithm
— here called algorithm RSM.
Let supp(A) = {(i, j) ∈ [m]×[n] : aij > 0}. A rectangle R is said to be feasible if R ⊆ supp(A). LetR be the set of all feasible
rectangles. In particular,R contains all unit rectangles R(i,j) = {(i, j)}, (i, j) ∈ supp(A). Let p = |supp(A)|, q = |R| − p, and
R = {R1, . . . , Rp+q} a fixed ordering. For brevity, we often write ui instead of uRi and Si instead of SRi .
First of all, it is easy to see that one can omit inM all rows that correspond to positions (i, j) 6∈ supp(A) and all columns
that correspond to non-feasible rectangles. This leads to a (p× (p+ q))-matrixM ′. In the following we consider entries of
(m, n)-matrices at positions (i, j) 6∈ supp(A) as non-existent.
A basis is a set of linearly independent segments {Sβ1 , . . . , Sβp}with Rβi ∈ R for all i, and a basic solution is the (unique)
vector u = (uR)R∈R such that uR = 0 if R 6∈ {Rβ1 , . . . , Rβp} and
∑p
i=1 uβiSβi = A. If, in addition, uβi ≥ 0 for all i, we speak of an
feasible basic solution (FBS). A first FBS can be obtained using the unit rectangles: uR(i,j) = aij, (i, j) ∈ supp(A). In Section 3.2
we describe a heuristic procedure that yields a good first (integral) FBS for our optimization problem.
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For two (m× n)-matrices X and Y let
X · Y =
∑
(i,j)∈supp(A)
xijyij,
i.e., the standard scalar product of two matrices (ignoring (i, j) 6∈ supp(A)). Let S be any rectangular segment. We consider
S simultaneously as a matrix and as a vector (in the linear ordering of the elements of [m] × [n] and ignoring sij with
(i, j) 6∈ supp(A)). Let {Sβ1 , . . . , Sβp} be a basis and let {γ1, . . . , γq} = [p+ q] \ {β1, . . . , βp}. In the vector interpretation we
obtain a basis matrix
B = (Sβ1 | . . . |Sβp).
The essential idea of the revised simplex method is the iterative update of the inverse basis matrix V = B−1 using exchanges
βk ↔ γl. The rows V1, . . . , Vp of V can also be considered simultaneously as vectors and as matrices. In the (mostly used)
matrix interpretation we have
Vi · Sβj =
{
1, if i = j,
0, otherwise.
The corresponding basic solution can be obtained in a standard way by
uβi = Vi · A, i = 1, . . . , p,
since the given linear system of equations∑
R∈R
uRSR = A
is equivalent (multiplying with Vi) to
uβi +
q∑
j=1
uγjVi · Sγj = Vi · A, i = 1, . . . , p. (18)
It is an easy exercise to see that the objective function (to be minimized) then reads
p+q∑
i=1
ui = w −
q∑
j=1
gjuγj
where
V =
p∑
i=1
Vi,
w = V · A,
gj = V · Sγj − 1, j = 1, . . . , q. (19)
Note that w is the value of the objective function and (g1, . . . , gq) is the reduced price vector for the actual basic solution.
If gj ≤ 0, i.e. V · Sγj ≤ 1 for all j, the optimum is reached, otherwise an exchange step has to be carried out (recall that the
original problem is a minimum problem). Using Bland’s rule (because of degeneracy) we look for the smallest index j such
that V · Sj > 1 (column generation). Note that V · Sβi = 1 for all i, hence j = γl for some l. Let for i = 1, . . . , p
αi = Vi · Sγl , (20)
σi = Vi · A. (21)
We assume that the given basic solution is feasible. The exchange βk ↔ γl leads again to an FBS if k is chosen by
σk
αk
= min
{
σi
αi
: αi > 0, i = 1, . . . , p
}
,
where in the case that the minimum is attained several times, βk has to be minimum by Bland’s rule. After the exchange
we have new matrices V ′i , V
′
, and numbers σ ′i , w′, i = 1, . . . , p, which can be obtained by standard formulas in time
O(p2) = O(m2n2):
V ′k =
1
αk
Vk, (22)
V ′i = Vi −
αi
αk
Vk, i 6= k, (23)
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V
′ = V + gl
αk
Vk, (24)
σ ′k =
1
αk
σk, (25)
σ ′i = σi −
αi
αk
σk, i 6= k, (26)
w′ = w − gl
αk
σk. (27)
It is well-known that the iteration terminates in finite time. Note that in the first FBS, given by the unit rectangles, the
matrices Vi are 0-1-matrices having a 1 exactly at the position that corresponds to the ith nonzero entry of A in the linear
ordering of [m] × [n], i = 1, . . . , p.
A sensible step is the column generation, i.e. the choice of j such that V ·Sj > 1 sincewe have (if all rectangles are feasible)(
m+1
2
) (
n+1
2
)
− mn = O(m2n2) candidates for j. If R = {(i, j) : b ≤ i ≤ t, l ≤ j ≤ r} and S = SR, then the computation of
V · S needs (t − b+ 1)(r − l+ 1) additions. If we calculate V · S for all possible segments we thus need
m∑
l=1
m∑
r=l
n∑
b=1
n∑
t=b
(t − b+ 1)(r − l+ 1) = 1
36
m3n3 + o(m3n3)
many additions. This can be reduced using a dynamic-programming-type approach:We compute amatrixW whose entries
are the partial column sums of V (where vkj = 0 if (k, j) 6∈ supp(A)), i.e.
wij =
i∑
k=1
vkj, i = 1, . . . ,m, j = 1, . . . , n.
Note thatw1j = v1j for all j andwi+1,j = wij + vi+1,j for all i, j. Letw0j = 0 for all j.
For each of the
(
m+1
2
)
pairs (i1, i2)with 1 ≤ i1 ≤ i2 ≤ mwe compute vectors µi1,i2 where
µi1,i2;j =
j∑
k=1
(wi2,k − wi1−1,k), j = 1, . . . , n.
Note that µi1,i2;j is the cumulative sum of all entries of V between rows i1 and i2 and columns 1 and j. We have (as initial
values) µi1,i2;1 = wi2,1 − wi1−1,1 and (as recursion) µi1,i2;j+1 = µi1,i2;j + (wi2,j+1 − wi1−1,j+1) for all j. Let µi1,i2;0 = 0. Now
it easy to see that for R = {(i, j) : b ≤ i ≤ t, l ≤ j ≤ r} and S = SR we have (in constant time)
V · S = µb,t;r − µb,t;l−1.
We have to calculate V · S exactly for the feasible rectangles. It is not necessary to check feasibility of each R at each simplex
step. Instead, we compute in a preliminary step (i.e. beforeRSM really starts) in a similar recursiveway as above for each pair
(i1, i2), 1 ≤ i1 ≤ i2 ≤ m, a list Li1,i2 of pairs (j1, j2), 1 ≤ j1 ≤ j2 ≤ n, such that the rectangles {(i, j) : i1 ≤ i ≤ i2, j1 ≤ j ≤ j2}
are feasible. This can be done in time O(m2n2) using Algorithm 1. So we determine V · S = µb,t;r −µb,t;l−1 only for all (b, t)
with 1 ≤ b ≤ t ≤ m and all pairs (l, r) of the precalculated list of pairs assigned to (b, t).
Hence the computation of all values V · Sj, j = 1, . . . , q, can be carried out in time O(m2n2) (instead of O(m3n3)) which
shows that a complete step in our algorithm RSM can be carried out in time O(m2n2).
As for general linear programs, also for our special type of an LP we do not have a reasonable estimate of the number of
iteration steps, but experiments show that it is in practice sufficiently small.
3.2. A heuristic approach for the determination of a good first feasible basic solution
Analogously to the (single-) row complexities of A (see (8) and (9)) we define the single-column complexities of A by
ccj(A) =
m∑
i=1
max{ai,j − ai−1,j, 0}, j ∈ [n],
and the column complexity of A by
cc(A) =
n∑
j=1
ccj(A).
Finally, let the total complexity of A be given by
tc(A) = rc(A)+ cc(A).
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Algorithm 1 Auxiliary Algorithm for the determination of all feasible rectangles
Initialization
for i1 = 1 tom do
for i2 = i1 tom do
Li1,i2 = ∅
end for
end for
Iteration
for i1 = 1 tom do
for j = 1 to n do
allowed[j] = true
end for
for i2 = i1 tom do
for j = 1 to n do
if ai,j = 0 then
allowed[j] = false
end if
end for
for j1 = 1 to n do
if allowed[j1] then
j2 = j1
while j2 ≤ n and allowed[j2] do
Li1,i2 = Li1,i2 ∪ {(j1, j2)}
j2 = j2 + 1
end while
end if
end for
end for
end for
The case of one row resp. one column indicates that quickly decreasing the total complexity of A yields a small DT. In the
following algorithm we determine the minimum value u of a nonzero element of the actual matrix A and look for a feasible
rectangle R such that the corresponding part of A contains an element of value u and the total complexity of A − uSR is
minimal. Then we update A by A = A− uSR and iterate until the zero matrix is obtained:
Greedy simplex segmentation algorithm (GSSA):
Input: Nonnegativem× n-matrix A
Iteration:
while A 6= O
determine u = min{aij : aij > 0, i ∈ [m], j ∈ [n]}
find b, t, l, r such that for R = {(i, j) : b ≤ i ≤ t, l ≤ j ≤ r}
aij = u for some (i, j) ∈ R and R ⊆ supp(A),
tc(A− uSR) is minimal
A := A− uSR
Output(u, SR)
Since at each step a nonzero element of A becomes 0, GSSA terminates after at most p steps. It is important that GSSA
yields a first FBS for the revised simplex method: Let SR1 , . . . , SRp′ , 1 ≤ p′ ≤ p be the segments of the output and let
(i1, j1), . . . , (ip′ , jp′) be the positions where the minimum u is attained for the actual matrix A. Moreover, let SRp′+1 , . . . , SRp
be the segments given by the remaining unit rectangles R = {(i, j)} with (i, j) ∈ supp(A) \ {(i1, j1), . . . , (ip′ , jp′)}. Then
SR1 , . . . , SRp are linearly independent since (i1, j1) ∈ R1 and (i1, j1) is not contained in R2, . . . , Rp, (i2, j2) ∈ R2 and (i2, j2) is
not contained in R3, . . . , Rp etc.
In order to find the corresponding inverse basis matrix, i.e. the matrices V1, . . . , Vp we imitate the simplex exchange
starting with the first FBS from Section 3.1, i.e. the FBS given by the unit rectangles. We only have to carry out the exchanges
R(i1,j1) ↔ R1, R(i2,j2) ↔ R2, etc.
This can be computed as in (22)–(27). Using this greedy exchange one has one advantage:
Lemma 4. At each step one has αk = 1 in (22)–(27).
Proof. Recall that at the beginning Vi is a 0-1-matrix having the 1 exactly at the ith nonzero position of A. Since at each step
only a unit rectangle is exchanged the matrices Vi, i = 1, . . . , p, have been changed after the hth step only at the positions
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(i1, j1), . . . , (ih, jh). Assume that (ih+1, jh+1) is at the kth nonzero position of the original matrix A. The rectangle Rh+1 does
not contain the elements (i1, j1), . . . , (ih, jh) since the entries of the actual matrix A are already zero at these positions. The
scalar product Vk · SRh+1 equals the sum of the entries of Vk whose positions are in Rh+1, hence αk = Vk · SRh+1 = 1. 
The computation of tc(A − uSR) has time complexity O(mn). Since we have O(m2n2) many rectangles we need for one
step time O(m3n3). As for the algorithm RSMwe may beat down this complexity to O(m2n2) in the following way: Let
H1(d, u) = max(0,min(d, u)),
H2(d, u) = max(0,min(d, 0)+ u).
Let R = {(i, j) : b ≤ i ≤ t, l ≤ j ≤ r}. It follows immediately from the definition of the total complexity that
tc(A)− tc(A− uSR) =
t∑
k=b
(H1(ak,l − ak,l−1, u)− H2(ak,r+1 − ak,r , u))
+
r∑
k=l
(H1(ab,k − ab−1,k, u)− H2(at+1,k − at,k, u)).
This difference must be maximized with respect to all feasible rectangles having an element u. If one defines matrices
B, T , L, P by
Bi,j =
j∑
k=1
H1(ai,k − ai−1,k, u), Ti,j =
j∑
k=1
H2(ai,k − ai−1,k, u),
Li,j =
i∑
k=1
H1(ak,j − ak,j−1, u), Pi,j =
i∑
k=1
H2(ak,j − ak,j−1, u),
then obviously
tc(A)− tc(A− uSR) = (Lt,l − Lb−1,l)− (Pt,r+1 − Pb−1,r+1)+ (Bb,r − Bb,l−1)− (Tt+1,r − Tt+1,l−1).
The computation of B, T , L, P can be done in time O(mn) in a preparation step. In order to find all rectangles R = {(i, j) :
b ≤ i ≤ t, l ≤ j ≤ r} with aij = u for some (i, j) ∈ R and R ⊆ supp(A) we calculate similarly to the end of Section 3.1 for
1 ≤ i1 ≤ i2 ≤ m and 1 ≤ j1 ≤ j2 ≤ n the values
µi1,i2;j1,j2 = min{aij : i1 ≤ i ≤ i2, j1 ≤ j ≤ j2}.
Obviously,
µi1,i1;j1,j1 = ai1,i1 ,
µi1,i2;j1,j1 = min{µi1,i2−1;j1,j1 , ai2,j1} if i2 > i1,
µi1,i2;j1,j2 = min{µi1,i2;j1,j2−1, µi1,i2;j2,j2} if j2 > j1,
hence these values can be computed in time O(m2n2).
Having the matrices B, T , L, P and the valuesµi1,i2;j1,j2 , the difference tc(A)− tc(A− uSR) can be determined in constant
time for each rectangle R with µb,t;l,r = u which gives the time complexity O(m2n2). It is not difficult to see that after the
replacement A := A−uSR thematrices B, T , L, P can be updated a little bit more efficiently than using the original definition,
but this does not give an improvement concerning the complexity O(m2n2).
We see that each step has similar complexity as in the revised simplex method. But the number of steps is much smaller
in this heuristic algorithm than in the simplex method andmoreover we do not need multiplications and divisions, thus we
get much faster an integral solution which is not far away from the optimal solution.
3.3. Determination of optimal integral solutions using Gomory cuts
Very often the optimal solution from the algorithm RSM is already integral. For example, of 1000 (15 × 15)-matrices
whose elements were randomly chosen from {0, . . . , 10} (uniformly distributed) 898 had an optimal solution which was
integral, i.e. with probability of about 90% we have c(A) = cI(A) for matrices of the above type.
But the example at the end of Section 1 shows that there exist matrices for which integrality is not given automatically.
Moreover, cI(A) − c(A) can be arbitrarily large. To see this take a 3 × (3n + (n − 1))-matrix A which has n blocks that are
separated by zero-columns and where the blocks are the example matrix(3 2 1
2 2 2
1 2 1
)
.
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It is easy to see that for this matrix cI(A) − c(A) = n/2. However, the experiments suggest that integrality can be reached
without too much effort. Hence we cut off the non-integral optimal solutions using simple Gomory cuts.
At the moment when the algorithm RSM terminates and the optimal solution is not integral we compute all coefficients
gj from (19) because we must know all of them for the dual simplex method (note that in RSMwe have to calculate gj only
until the first gj > 0 has been found).
Assume that in the optimal solution u the component uβi = σi is not integral. Practically we take that i for which
min({σi}, 1− {σi}) is maximal. Here {x} denotes as usual the fractional part of x, i.e. {x} = x− bxc.
With the notation
rij = Vi · Sγj (28)
Eq. (18) with the basic variable uβi reads
uβi +
q∑
j=1
rijuγj = σi (29)
and the corresponding Gomory cut is given by
q∑
j=1
−{rij}uγj + up+q+1 = −{σi},
where up+q+1 is a new (slack-)variable (here called the Gomory variable) which can be chosen as a new basic variable. The
new basis matrix has the form
B′ =
(
B 0
0T 1
)
,
hence also the new inverse basis matrix has the form
V ′ =
(
V 0
0T 1
)
. (30)
We put σp+1 = −{σi}. In the sense of the dual simplexmethodwemust find in the following an optimal solution of the dual
problem. First observe that still at the end of the (revised) dual simplex method the solution may not be integral. Hence we
have to add a new Gomory cut, etc. So assume that we have introduced already τ Gomory cuts and the Gomory variables
up+q+1, . . . , up+q+τ . The corresponding inverse basis matrix V has size (p + τ) × (p + τ). We cannot consider the rows of
V only as matrices as in Section 3.1 because now the dimension has increased from p to p+ τ (recall that p elements are at
the p positions (i, j) for which (i, j) ∈ supp(A)). But we still work with the matrix interpretation Vi of the first p elements of
the ith row of V and collect the additional τ components in a vector vi. The introduction of a further Gomory cut leads to a
new basis matrix as in (30) and means that we have to add a 0 at the end of the vectors vi, i = 1, . . . , p + τ , to add a new
zero matrix Vp+τ+1 and a new unit vector vp+τ+1.
Now we describe one exchange step in the sense of the dual simplex method, here fixed to τ Gomory variables. Assume
that σ1, . . . , σp+τ are the actual values of the basic variables, g1, . . . , gq are the actual values of the dual basic variables and
thatw is the actual value of the objective function. Moreover assume that the Gomory cuts are given in a form
Tu = α,
where u has (now) p+ τ components, α is the vector of negative fractional parts and
T =
t11 · · · t1,p+q 1 0 · · · 0t21 · · · t2,p+q t2,p+q+1 1 · · · 0· · · · · ·
tτ1 · · · tτ ,p+q tτ ,p+q+1 tτ ,p+q+2 · · · 1
 .
Let Tj be the jth column of T . Let σk < 0 (if there are several of themwe take by Bland’s rule that k for which βk is minimum).
We must find a representation as in (29)
uβk +
q∑
j=1
rkjuγj = σk.
Since we have already τ Gomory variables we have to compute the coefficients rkj by
rkj = Vk · Sγj + vTkTγj , j = 1, . . . , q
(instead of using (28)). Here we define Sγj to be the zero matrix if γj > p + q, i.e. if γj is a Gomory variable. Note that the
computation of rkj can be done in time O(m2n2) in the same way as the computation of V · Sj at the end of Section 3.1 if τ
2028 K. Engel / Discrete Applied Mathematics 157 (2009) 2015–2030
is bounded by a constant. In order to obtain again a feasible dual basic solution where the value of the objective function is
not smaller than before we determine l by
gl
rkl
= min
{
gj
rkj
, rkj < 0, j = 1, . . . , q
}
and if the minimum is attained more than once γl has to be minimum by Bland’s rule. Having found k and lwe can carry out
an exchange step. This can be done similarly to (22)–(27) (we do not need V ): We put (with the abbreviation αi = ril)
αi = Vi · Sγl + vTi Tγl , i = 1, . . . , p+ τ ,
and then
V ′k =
1
αk
Vk, v ′k =
1
αk
vk
V ′i = Vi −
αi
αk
Vk, v ′i = vi −
αi
αk
vk, i 6= k
σ ′k =
1
αk
σk
σ ′i = σi −
αi
αk
σk, i 6= k
w′ = w − gl
αk
σk
g ′l = −
1
αk
gl
g ′j = gj −
rkj
αk
gl, j 6= l.
Again, a whole exchange step (determination of k, l and update) can be done in time O(m2n2) if τ is bounded by a constant.
The iteration terminates for one Gomory cut if σi ≥ 0 for all i (after finite time by the finiteness of the simplexmethod using
Bland’s rule) and the whole process terminates if in addition σi is integral for all i (after finite time by the theory on Gomory
cuts). We call the whole algorithm described above the algorithm IRSM because it provides integral optimal solutions based
on the revised simplex method. Experimental results can be found in Section 3.5.
3.4. Further heuristic algorithms for the determination of good integral solutions
For a rectangle R = {(i, j) : b ≤ j ≤ t, l ≤ i ≤ r} define the area of R by
area(R) = (b− t + 1)(r − l+ 1).
As mentioned in the introduction, Dai and Hu [6] presented the first heuristic algorithm for the segmentation into
rectangles, in the following called the algorithm DAIHU. The idea is simple: Find a rectangle R of largest area under the
constraint that
u = min{aij : (i, j) ∈ R} > 0,
update A by A = A− uSR and iterate until the zero matrix is obtained. Dai and Hu proposed also a second algorithm (which
is not precisely formulated), but Dai and Hu showed by experiments that it behaves worse with respect to the DT than the
first algorithm, so we compare our results only with the first algorithm.
One can obtain significantly better results if the objective is replaced by using the total complexity from Section 3.2 (as
for GSSA one can see that each step can be carried out in time O(m2n2)).
Greedy segmentation algorithm (GSA):
Input: Nonnegativem× n-matrix A
Iteration:
while A 6= O
find a rectangle R ⊆ supp(A) such that
tc(A− SR) is minimal
and – with lower priority – area(R) is maximal.
A := A− SR
OutputR
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Table 1
Average DT (with percentage gap) and number of Gomory cuts.
L DAIHU GSSA GSA IRSM RSM Cuts
3 125.91 (7.25) 121.51 (3.50) 120.55 (2.69) 117.39 117.38 0.02
4 160.91 (8.15) 155.08 (4.23) 153.27 (3.02) 148.78 148.76 0.04
5 195.01 (8.65) 188.01 (4.75) 185.26 (3.08) 179.48 179.46 0.05
6 229.28 (9.12) 221.49 (5.41) 217.44 (3.48) 210.12 210.10 0.07
7 263.31 (9.48) 254.21 (5.70) 249.32 (3.66) 240.51 240.49 0.09
8 296.99 (9.63) 286.72 (5.84) 280.89 (3.69) 270.90 270.88 0.08
9 330.62 (9.87) 319.31 (6.11) 312.38 (3.81) 300.92 300.89 0.10
10 364.60 (10.01) 352.42 (6.34) 344.27 (3.88) 331.42 331.38 0.13
11 399.04 (10.20) 385.37 (6.43) 376.39 (3.95) 362.10 362.06 0.13
12 431.86 (10.25) 417.73 (6.64) 407.52 (4.03) 391.72 391.68 0.14
13 467.17 (10.29) 451.97 (6.70) 440.65 (4.03) 423.59 423.55 0.15
14 499.04 (10.46) 482.53 (6.80) 470.40 (4.12) 451.79 451.74 0.14
15 533.12 (10.55) 515.43 (6.88) 502.19 (4.13) 482.26 482.22 0.17
16 568.02 (10.68) 549.20 (7.01) 534.79 (4.20) 513.23 513.19 0.17
Table 2
Average NS.
L DAIHU GSSA GSA IRSM RSM
3 97.81 103.34 98.67 98.23 98.11
4 111.40 120.90 114.37 112.94 112.62
5 122.11 134.22 127.14 124.07 123.64
6 130.56 145.02 138.23 132.69 132.30
7 137.43 152.60 147.06 140.07 139.43
8 143.19 159.13 154.34 146.16 145.65
9 148.22 164.41 161.72 151.93 151.23
10 152.71 169.12 167.23 156.19 155.40
11 156.27 172.60 172.50 160.00 159.21
12 159.76 176.12 177.56 163.76 162.89
13 162.84 179.08 181.87 167.08 166.28
14 165.55 181.35 185.70 169.73 169.08
15 168.06 183.58 189.19 172.29 171.55
16 170.19 185.67 192.30 174.80 174.09
3.5. Experimental results
We applied the algorithms DAIHU, GSSA, GSA, IRSM and RSM in each case to 1000 (15× 15)-matrices whose elements
are randomly chosen from {0, . . . , L} (uniformly distributed), L = 3, . . . , 16. We determined the corresponding DT. Note
that only for the last algorithm we do not have an integrality constraint, i.e. we may have non-integral solutions. However,
as mentioned in Section 3.3, the algorithm RSM yields in many cases integral solutions, and if not, only a very small number
of Gomory cuts is necessary in IRSM. Table 1 contains in each case the average DT, in brackets the percentage gap between
the heuristic solutions using DAIHU, GSSA, and GSA and the optimal solution using IRSM, and also the average number of
Gomory cuts.
For practical reasons it is useful to find solutions where the number of pairwise different segments (NS) is small. This
was not our aim in this paper, but in Table 2 we present the average NS for our algorithms.
Finally, in order to have an impression of the time that is really needed on a 1.8 GHz PC we present in Fig. 2 the average
number of seconds for the case m = n = 15 and L varying from 3 to 16 as well as for the case L = 10 and m = n varying
from 5 to 15.
If m = n = 30 and L = 10 the algorithms DAIHU, GSSA, GSA, IRSM, RSM need 1.5, 1.32, 1.97, 44.73 and 41.09 s,
respectively. Of course, these numbers depend on the randomly chosen matrices and on the implementation details.
3.6. Open problems
It is easy to see that one can find the minimum DT in polynomial time using interior point methods for the solution of
(1). There remains the question:
Problem 1. Does there exist a polynomial time algorithm for the determination of the minimum DT under integrality
constraint?
Many experiments suggest the following conjecture which we formulate as a problem:
Problem 2. Suppose that A is a Boolean matrix. Prove that cI(A) = c(A).
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Fig. 2. Average number of seconds; left:m = n = 15, right: L = 10.
Problem 3. Characterize in the general case all matrices for which cI(A) = c(A).
Problem 4. Determine the maximal relative integrality gap cI(A)/c(A) − 1 extended over all matrices or over all matrices
of fixed size, respectively.
Problem 5. Find useful valid inequalities for the rectangular DT-segmentation problem under integrality constraint.
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