Abstract--The problems of stability and optimal control for stochastic difference equations are receiving important attention now (see for example [1] [2] [3] [4] [5] [6] ). In this paper, the necessary optimality condition for nonlinear stochastic difference second kind Volterra equation are constructed. For stochastic integral-functional equations analogous results were obtained in [7] .
THE STATEMENT OF THE PROBLEM
Consider the optimal control problem {xu, J(u), U} where xu is the motion trajectory, J(u) is the cost functional, and U is the set of the admissible controls.
The control u0, for which the cost functional J(u) is minimal, i.e., J(uo) = minueu J(u), is called optimal control.
Let u,, e _> 0 be the admissible control, for which there exists the limit (1)
Jo(uo)
Obviously, the inequality J0(uo) _> 0 is a necessary condition for the optimality of the control uo. The existence of the limit (1) and the form of the necessary optimality condition are depended from the form of the control ue. Let be, for example, ue = uo + ev, Uo, v • U.
In this case Jo(u0) = Jo (uo, v) is G~teaux differential.
In particular, if J0(uo, v) is linear with respect to v then Jo(uo, v) = (J0(uo), v) where J0(uo)
is G~teaux derivative. In the linear case the inequality (Jo(uo),v) >_ 0 is equivalent to the equation Jo(uo) = 0 which has the unique solution uo [5] . Using the calculation of the limit (1), (2) a necessary optimality condition for the nonlinear optimal control problem is obtained below.
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MAIN RESULT
Consider the optimal control problem for the difference equation
jffi0 jffi0
and the cost functional
Let {~, a, P} be a probabiliW space, i 6 Z = {0,1,..., N} be a discrete time, fi 6 a, i • Z, be a family of a-algebras, E be a mathematical expectation, H be a space of f~-adapted functions
Let x~ be the trajectory of the process x(j), j < i, ~/(i) be the fi-adapted random values, [[~/[[N < oo, ((i) be f~+l-adapted random values, which independent from each others and from rl(i), Here V is G~teaux derivative with respect to ~o and V~ is derivative with respect to u.
For the cost functional it is assumed that The kernel and the resolvent are connected by the relations: 
For the proving of the theorem we need the auxiliary statements. where CI = C(I + CN). The lemma is proved.
AUXILIARY STATEMENTS

LEMMA 2. Let xe(j) be the solution of the equation (3) by the control ue(j),
1 [X,(i) -Xo(i)],(24)
q~(i) =
and the conditions (7)- (12) 
AI(i) = xo(i) 4-7eqe(i), u~(i) = uo(i) 4-~'ev(i),
~e(i) = f V(I)(i, A~) d'r,
+ + Y~ [a.(i,j)v(j)[ + b.(i,j)v(j)((j) .
j=o j=o Squaring this expression and calculating the mathematical expectation by virtue of (9), (10) 
~ffil J Using Lemma 1 and EIv(j)l 2 < oo we obtain that qe E H uniformly for 6 _> 0. The lemma is proved. 
j=o j=o
Using (8), (9) analogously (26) 
qe(i) = qe(i)x~ (i) + qe(i)(1 -XeK (i) ).
We obtain From the Lemma 1, we obtain IIq~ -qoll~ <-c1~.
The lemma is proved.
LIMIT CALCULATION
From (1) The theorem is proved.
