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Sammanfattning 
 
Examensarbetet gick ut på att göra ett verktyg till Edument AB. Edument ville 
ha ett verktyg som gav dem information om hur de 1000 största svenska 
webbsidorna presterar och hur säkerheten är. Informationen skall senare 
användas för en nystartad kurs i webbsäkerhet och webbprestanda som 
Edument kommer erbjuda. 
 
Det slutgiltiga verktyget blev uppdelat i fyra delar. Första delen läser de 1000 
största svenska sidorna från en fil av de 1 000 000 största sidorna i världen. 
Sedan sparas sidornas url i en databas.  
 
Den andra delen besökte alla de 1000 största sidorna och sparade sidornas 
rådata i en databas.  
 
Den tredje delens syfte var att skapa ett verktyg som hämtar den sparade 
rådatan och transförmerar denna data till ett format som blir lättare att 
analysera till nästa steg. 
 
Den fjärde och sista delen skulle innehålla själva analysen av datan.    
 
Nyckelord: Fiddlercore, crawler, webprestanda, websäkerhet, RavenDB, http, 
NoSQL  
  
Abstract 
 
The thesis was to make a tool to Edument AB. Edument wanted a tool that 
gave them information about how the 1000 biggest Swedish sites are 
performing and how the security is. This information will later be used for a 
new course in web-security and web-performance that Edument will offer. 
 
The final tool was divided into four parts. The first part reads the 1000 biggest 
Swedish sites from a file of the 1,000,000 biggest sites in the world. Then the 
pages url is stored in a database. 
 
The second part was visiting all of the 1000 sites and stores the raw data in a 
database.  
 
The third part was intended to create a tool that retrieved the saved raw data 
and then transform it to a format that would be easier to analyze in the next 
step. 
 
The fourth and last part would make the analysis itself. 
 
Keywords: Fiddlercore, crawler, web-performance, web-security, RavenDB, 
http, NoSQL 
  
Förord 
 
Vi vill tacka Edument för möjligheten till det här examensarbetet. Vi vill även 
ge ett speciellt tack till Eduments Tore Nestenius för handledning och stöd 
under projektets gång samt Christian Nyberg från Lunds universitet som 
agerade examinator. 
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1 Inledning 
1.1 Bakgrund och Syfte 
Projektetförslaget kom från Edument AB som är ett konsultföretag med kontor 
i Helsingborg. Edument erbjuder stöd när utvecklare kör fast och deras 
specialister erbjuder även ett antal olika utbildningar. Edument skall snart 
börja med en ny kurs som inriktar sig på webbsäkerhet och webbprestanda och 
därför tyckte de att det var lämpligt att på något sätt få fram vilken kunskap 
svenska utvecklare har inom dessa områden. Genom att analysera ett visst 
antal svenska hemsidor ville de få fram vilka typiska säkerhetsbrister svenska 
hemsidorna har. Utöver webbsäkerheten ville de även få fram vilka tekniker 
som används t.ex. hur många procent som idag använder sig av javascript och 
CSS eller vilka olika bildformat som är mest populära. På nätet kan man hitta 
en viss del av sådan statistik men eftersom Edument ville kunna visa 
analyserna vid utbildningstillfällen så var det bättre om de själva hade fått 
fram och analyserat data och för att göra detta behövde de ett verktyg.  
 
1.2 Problemformulering 
 
En fråga som verkligen ligger bakom arbetet är hur svenska hemsidor ligger 
till helt säkerhet- och prestandamässigt jämfört med resten av världens 
hemsidor. Ligger de bättre eller sämre till? Här under följer en punklista på 
några av de frågar som förhoppningsvis skall bli besvarade. 
 
 Hur skall inläsning av http trafiken göras? 
 Vad är de vanligaste felen som görs inom webbsäkerhet på våra svenska 
hemsidor? 
 Hur vanligt det är med https i Sverige? 
 Hur stor del av svenska hemsidor har typiska fel och brister? 
 Vilket av de olika bildformaten är vanligast? 
 Är det ofta onödigt långa laddningstider för hemsidorna? 
 Hur stor andel av hemsidor använder flash?  
 Hur medvetna är svenska utvecklare om de olika säkerhetsbrister som 
kan uppstå vid utveckling på nätet? 
 Hur optimerad är hemsidornas prestanda? 
 Följer svenska utvecklare övriga världens trender? 
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För att svara på ovanstående frågor skall ett verktyg som läser in och 
analyserar data från de 1000 största svenska sidorna skapas. 
1.3 Avgränsningar 
Slutprodukten ska göra en så bred analys som möjligt av de 1000 största 
svenska hemsidorna men eftersom det alltid finns mer att analysera och det i 
framtiden antagligen kommer att tillkomma ny data att analysera så är det inte 
möjligt att analysera all den data som hämtas. Fokus läggs därför på att ladda 
hem all rådata och analysera så mycket som möjligt och göra det lätt för 
framtida tillägg i programmet så att data som inte redan har analyserats men 
blivit sparad i databasen kan analyseras. 
 
Programmet kommer bara analysera hemsidornas startsida eftersom en 
genomgång av alla länkar på hemsidan blir för avancerad att implementera. 
Detta bör dock räcka eftersom kvaliteten på startsida ofta speglar kvaliteten på 
undersidorna.  
 
Eftesom det i dagens läge inte finns mycket information på nätet om Fiddler 
och Fiddlercore så kan inlärningsprocessen ta lite längre tid än beräknat. 
 
Vår brist på tidigare erfarenhet av s.k. NoSQL-databaser kan skapa problem 
vid planering av datamodellen.  
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2 Metod 
Eftersom det var två som programmerade gjordes valet att använda den agila 
metoden XP som innebär par programmering där en programmerade och den 
andra satt bredvid och hjälpte till. Det var inte alltid möjligt att använda sig av 
XP eftersom man ibland var tvungen att jobba på egen hand. Därför gjordes 
valet att dela projektet i de fyra delarna WebSiteDonwloader, 
OurCrawler,WebsiteParser och Analys. Detta gjorde att man kunde arbeta från 
olika arbetsplatser utan att behöva riskera att förstöra för varandra.  
2.1 Inlärning 
Pga. bristen på kunskaper om de olika programspråk och program som 
användes var inlärningsprocessen en stor del av projektet. Stora delar av 
inlärningsprocessen skedde via hemsidan www.pluralsight.com som Edument 
gav oss tillgång till. 
 
Pluralsight är en hemsida som inriktar sig på utlärning av utveckling inom IT. 
På sidan kan man välja vilka lektioner man är intresserad av att ta och ibland 
även på vilken nivå man ligger på t.ex. grundnivå eller avancerad. Pluralsight 
hade b.la. kurser inom C#, .Net och http som användes som verktyg vid 
inlärningsprocessen. 
 
Vid inlärningsprocessen togs även hjälp av e-böckerna   
Pro C# 5.0 and the .Net 4.5 Framework, 6th Edition,  
C# 5.0 IN A NUTSHELL och Debugging with Fiddler (E-book) Eric 
Lawrence. 
 
Projektet krävde kunskaper om Fiddler och Fiddlercore. Många av de problem 
som uppstod i programmet berodde på Fiddler. Bland dessa fanns problem 
med att få Fiddler att starta och få trafiken att gå genom Fiddlers proxy. För att 
lösa dessa problem togs ofta hjälp av Fiddlers google group där grundaren till 
Fiddler Eric Lawrence är väldigt aktiv med att svara på olika frågor angående 
Fiddler. 
 
För att ta hand om versionshantering var den ursprungliga planen att använda 
versionshanteringsprogrammet GitHub men eftersom de andra 
inlärningsdelarna tog längre tid än förväntat valdes GitHub bort. För att båda 
skulle ha tillgång till koden på olika arbetsplatser användes Dropbox. Dropbox 
fungerade bra ända tills det började komma flera olika versionen och det 
började bli rörigt i mapparna. GitHub hade helt klart varit ett bättre alternativ 
och antagligen hade det varit värt att ta sig tid att lära inför projektet. 
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2.2 Programmet 
För att underlätta utvecklingsprocessen och felsökandet så delades projektet 
upp i fyra delar. Dessa delar kunde sedan utvecklas parallellt med varandra. På 
detta sett kunde projektet framskrida i snabbare takt. 
 
2.2.1 WebSiteDownloader 
En fil tas från hemsidan http://www.alexa.com där de en miljon största 
hemsidorna i världen listas. Programmet ”WebSiteDownloader” filtrerar ut de 
sidor som slutar på .se.  En hemsidas namn t.ex. http://google.se sparas sedan i 
ett objekt som kallas Site som i sin tur sparas i en databas som heter 1000Sites 
(se figur 1).  
 
 
Figur 1: Site objektet sparas i databasen 1000Sites  
2.2.2 OurCrawler 
Programmet ”OurCrawler” har tre huvuduppgifter. Först och främst hämtar 
den hemsidorna från 1000Sites databasen. Sedan ska den styra en webbrowser 
för att kunna söka på URL: er som hämtats från databasen. Till detta används 
Selenium webdriver som gör det möjligt att styra en webbrowser. Innan 
browsern börjar navigera till de olika hemsidorna startas Fiddler som är en 
web debugging proxy som alla http requests och http responses skickas 
igenom. På detta sätt kan man i Fiddler få ut all information som skickas 
mellan browsern och servern hemsidan ligger på. Sista uppgiften 
”OurCrawler” har, är att spara ner den informationen som man kan få ut med 
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hjälp av Fiddler i ett objekt som kallas SiteInformation. Varje hemsidas data 
sparas i ett eget SiteInformation objekt som i sin tur sparas i en databas som 
heter RawData. För att inte webbsidornas bilder skall ta för mycket plats på 
databasen så sparas de istället på hårddisken. För att veta vilka bilder som hör 
till vilken sida så kommer varje bild få ett namn från en GUID, sedan sparas 
namnen på bilderna i en lista i SiteInfo (se figur 2). 
   
 
Figur 2: Strukturen på OurCrawler 
2.2.3 WebSiteParser 
Den tredje delen går ut på att hämta ner datan som finns i RawData databasen 
och tolka den information som är relevant och intressant. Sedan ska dessa data 
sparas ner i ett objekt som heter ParsedSiteInformation och sen i sin tur sparas 
i en databas som heter ParsedSiteInformationStore. Allt detta görs i ett 
program som heter WebSiteParser. 
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Figur 3: Strukturen på WebSiteParser 
2.3 Analys 
I den sista delen kommer analysen av informationen in, det är här 
informationen färdigställs och presenteras på ett lämpligt sätt. T.ex. i någon 
sorts diagram där man även kan jämföra samma hemsida men mellan två olika 
datum. Det är även här man kan jämföra de svenska sidorna mot världens 
sidor och se hur vi ligger till prestandamässigt och säkerhetsmässigt mot 
dessa.     
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3 Källkritik 
Källorna som använts vid inlärningen av ravenDB är trovärdiga eftersom de 
har blivit hämtade direkt från ravenDBs hemsida. Martin Faulers blogg har 
även använts och anses vara trovärdig eftersom han är en erkänd expert inom 
NoSQL vilket RavenDB är. 
 
Vid inlärningsprocessen av Fiddler och Fiddlercore har Fiddlers hemsida och 
boken om Fiddler som är skriven av grundaren Eric Lawrence använts. Dessa 
källor anses vara trovärdiga eftersom de kommer från grundaren själv. Eric 
Lawrence har även hjälpt till att besvara på frågor angående Fiddlercore på 
forum.  
 
För att lära oss om Selenium Webdriver har Seleniums hemsida använts och 
deras demos har testats och visat sig fungerat, detta gör att källan känns 
trovärdig.  
 
Steve Souders blogg har använts en del för att hitta fakta angående 
webbprestanda. Steve Souders är en erkänd expert inom webbprestanda och är 
huvudansvarig i Googles prestandateam. Han har dessutom gett ut flera 
böcker. Detta gör att hans blogg känns trovärdig.   
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4 Teknisk Bakgrund 
4.1 RavenDB NoSQL databas 
En NoSQL-databas är en databas som skiljer sig från de vanliga SQL-
databaserna på ett eller annat sätt.  Det finns vissa som tolkar namnet som ”No 
to SQL” men de flesta tycker det är mer passande att tolka det som ”Not Only 
SQL”, andra tolkar det bara som ”No SQL”. Eftersom det finns så pass många 
olika tolkningar på vad namnet NoSQL egentligen betyder är det svårt att veta 
vad det egentligen står för. Därför får man skapa sin egen tolkning.  
 
NoSQL kallas för nästa generations databaser och är mer och mer påväg in 
som alternativ vid val av databas. Det som oftast skiljer en NoSQL-databas 
från en SQL-databas är att den inte har några relationer, är open-source och är 
optimerad för vissa typer av datastrukturer och operationer. 
 
Som tidagare nämnt är RavenDB en dokumentbaserad databas. Ett dokument i 
RavenDB kan se ut som följande. 
 
{ 
 Förnamn:”Kristofer”, 
 Efternamn:”Arndorff”, 
 Skola:”Campus Helsingborg” 
} 
 
 
Ett annat dokument kan se ut som följande. 
 { 
 Förnamn:”Markus”, 
 Efternamn:”Rosdahl”, 
 Fördelseort:”Ystad” 
} 
 
De båda dokumenten liknar varandra men skiljer sig lite åt. I en SQL databas 
hade tabellerna haft samma värden och därför hade alternativ ett gett 
Födelseort = null och alternativ två hade gett Skola = null. I RavenDB behöver 
däremot inte några null värden sparas eftersom man kan lagra dokument med 
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olika element. På detta vis kan man lägga till ny information till vissa 
dokument i databasen utan att alla dokuments struktur behöver ändras. 
[1][2][3] 
4.2 Fiddler 
Det finns flera sätt att se all http(s) trafik mellan en klient och en server. Ett av 
dem är en web debugging Proxy som kallas Fiddler. Lokala program som t.ex. 
web browsern skickar sina http och https requests till Fiddler som i sin tur 
vidarebefordrar dem till en webbserver. Serverns svar returneras då till Fiddler 
som passerar trafiken tillbaka till klienten.  Under tiden loggar Fiddler all 
trafik som passerar så att den är tillgänglig för användaren att inspektera.  För 
att alla program ska skicka sina requests till Fiddler först, registrerar sig 
Fiddler med Windows Internet (WinInet) nätverkskomponent. 
 
Fiddler kan lätt utvidgas med hjälp av enkla Fiddlerscript eller tyngre Fiddler-
extentions. Dessa kan utvecklas i vilket .NET språk som helst så att 
användaren själv kan forma dem efter just sina krav. Man kan dessutom 
använda ett klassbibliotek som heter Fiddlercore för att bygga in Fiddlers core 
proxy engine för att ta del av http(s)-visning och modifiering i sin egen .NET 
applikation utan att behöva ha något Fiddler användargränssnitt.  
 
I skrivande stund är Fiddler ett gratisprogram som är perfekt för att studera 
http-trafik. Dessutom är Fiddlercore utmärkt i vårt arbete då vi inte alls är 
intresserade av Fiddlers användargränssnitt. 
[4][5] 
4.3 Browser 
För att söka på de 1000 största hemsidorna i Sverige behövs någon browser 
och ett sätt att styra denna browsern med hjälp av verktyget som skall 
utvecklas. Det finns ett antal browsers att välja mellan och alla agerar lite på 
sitt eget sätt. Från första början var tanken att verktyget skulle använda någon 
av de stora och välkända webbrowsers, Internet Explorer, Firefox eller Google 
chrome. Sedan hittades en fjärde kandidat, en så kallad headless browser som 
heter Phantom.  
 
Med en headless browser blir man av med användargränssnittet på browsern 
och eftersom verktyget inte har någon nytta av att se något mer än http-
trafiken mellan browsern och servern hade denna fungerat utmärkt till 
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projektet. Eftersom en headless browser saknar användargränssnitt finns det 
en risk att den agerar väldigt annorlunda från en vanlig browser. Detta bör 
undersökas innan beslut om vilken browser som ska användas tas. 
[6][7][8] 
4.4  Webbsäkerhet 
Webbsäkerhet är ett väldigt brett ämne och det kommer hela tiden komma nya 
luckor som kan utnyttjas för att skada för utvecklare eller användare. Därför 
fick först och främst beslut tas om vad som var viktigast att analysera och vart 
begränsningarna låg. Tillsammans med handledaren gjordes en lista på 
säkerhetsrisker som programmet skulle analysera om det var möjligt att 
implementera. Här följer en beskrivning av några av de olika säkerhetsrisker 
som programmet skulle analysera. 
 
4.4.1 Cross-Site Scripting(XSS)  
 
Cross-Site Scripting(XSS) är en säkerhetsrisk som oftast finns i webbaserade 
applikationer. XSS är en attack där en ”end-user” på något sätt använder sig 
av säkerhetsbrister i koden på webbapplikationer för att skicka skadligt 
innehåll som i sin tur kan leda till att känslig data läcker ut till användarna. 
[9][10] 
4.4.2 CrossDomain.XML 
 
CrossDomain.Xml används för att specificera vilka domäner som med hjälp 
av b.la. flash applikationer har tillåtelse att läsa data från din hemsida. Detta 
kan skapa mycket problem eftersom vissa utvecklare inte specificerar vilka 
hemsidor som har tillåtelse att läsa data och tillåter därför applikationer från 
vilken sida som helst att läsa hemsidans data. Om hemsidan har någon form av 
privat data kan bristen i specifikationen utgöra en risk att känslig data läcker 
ut.  
 
För att vårat program skall kunna kolla om en sida har en dåligt specificerad 
CrossDomain.Xml måste programmet ladda ner den och kolla om den 
innehåller <allow-access-from domain=”*” /> där ”*” betyder att sidan tillåter 
alla sidor att läsa data med webbapplikationer. 
[11] 
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4.4.3 Http 
 
Nästan all trafik på nätet använder sig av protokollet http(Hypertext Transfer 
Protocol) som på 90-talet kom att bli en standard vid trafik över internet. Http 
används för att sända information mellan en webbserver och en browser. I http 
skickas meddelanden mellan en server och en klient. Ett meddelande från en 
klient till en server kallas request och efterfrågar en webbsida. Ett meddelande 
från en server till en klient kallas response och innehåller en webbsida. 
[12][13][14] 
4.4.3.1 Headers 
 
I alla http request och response finns det headers som innehåller information 
om b.la. browsern, servern och hemsidan. En header kan se ut som i figur 4. 
 
 
Figur 4: Detta är en bild på en header av en session hämtad av OurCrawler 
och lagrad i RavenDB. 
 
Eftersom headers bär på så pass mycket information så kan man genom att 
analysera dem hitta potentiella säkerhetsbrister. En säkerhetsbrist kan vara att 
en hemsida använder sig av s.k. Cross-Origin Resource Sharing(CORS). 
CORS är en attack som utförs av att en hemsida www.minSida.se behöver 
data från hemsidan www.dinSida.se, då kan hemsidan www.dinSida.se ge 
www.minSida.se tillåtelse att få tillgång till data på www.dinSida.se genom att 
lägga Access-Control-Allow-Origins: http://www.minSida.se i 
www.dinSida.se :s header. Om man istället anger Access-Control-Allow-
Origins * betyder det att alla hemsidor har tillgång till data och om sidan har 
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någon form av privat data kan detta vara en potentiell risk eftersom man inte 
bara ger tillgång till de ”säkra” hemsidorna. Om en sida bara kan visas i ett 
intranät och en användare som sitter på intranätet surfar på en hemsida som 
ägs av en som vill attackera den interna sidan så kan den attackerandes sida 
göra CORS till den interna sidan (se figur 5). 
 
Om headern skulle returnera Access-Control-Allow-Credentials True så skulle 
det också vara en säkerhetsbrist. 
 
Figur 5: En CORS attack mot en hemsida som bara skall vara tillgänglig på 
ett intranät. 
[12][13][14][15] 
 
4.4.4 Cross-Site Request Forgery(CSRF) 
 
CSRF kan beskrivas som en attack mot användarens browser. Om ett mail 
med en <img> tag med en aktion (<img src=”http://privatsida.com/utför 
aktion”>) skulle skickas till användaren så skulle en aktion som användaren 
inte är medveten om kunna inträffa. För att attacken ska kunna utföras måste 
en cookie (som inte har utgått) för inloggning till sidan http://privatsida.com 
vara sparad. Om detta skulle inträffa på användarens bank så skulle 
attackeraren kunna skicka över användarens pengar till sitt konto utan 
användarens godkännande. Ett sätt att skydda sig mot CSRF är att använda sig 
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av en form av inloggning, helst med en asynkron token som med ditt lösen 
generar ett nytt lösen som kan användas en kort tid framåt för att logga in på 
sidan. Ett sätt att kolla om en sida skyddar sig mot CSRF är att kontrollera att 
den har ett formulär med ett lösenords fält. 
[16] 
 
4.5 C# 
 
Vid utveckling av programmet användes C# som är ett objektorienterat 
programspråk och kan därför använda sig av inkapsling, arv och polymorfism. 
C# har tillskillnad från många andra objektorienterade språk inte bara class 
som type, det kan även använda sig av andra typer som t.ex. ett interface som 
är likt en class men bara beskriver medlemmar som kommer från typer som 
implementerar interface. Interface används ofta då multipla arv behövs 
eftersom C# tillskillnad från C++ inte stödjer multipla arv av klasser. 
 
C# är ett type-safe språk vilket innebär att C# hindrar dig från att använda 
strängar som om de vore heltal. Detta gör att användaren snabbt kan rätta vissa 
fel i koden utan att köra programmet. Visual studio kan ge användaren mycket 
hjälp med vilka metoder du kan kalla på från en viss variabel eftersom den vet 
av vilken typ variabeln är. C# hindrar även användaren att kalla på funktioner 
som tar typen integer med float. Användaren måste först konvertera float till 
integer för att Visual Studio inte ska ge ett felmeddelande.   
 
C# är Microsoft eget programspråk och är till stor del baserad på 
programspråket C++ men utvecklades eftersom Microsoft ville ha en egen 
version av programspråket JAVA och har därför en stor likhet med JAVA. 
Vid kompilering omvandlas koden till en CIL-kod som är en bytekod som kör 
på en virtuell maskin.  JAVA fungerar på samma sätt med en bytekod som 
körs på en virtuell maskin men de båda språken är ändå inte kompatibla. 
Eftersom C# program körs i en virtuell maskin är det lite långsammare än 
vissa andra programspråk eftersom det vid uppstart måste kompileras innan 
det körs. Likt JAVA har C# automatisk garbage collection som ska underlätta 
minneshanteringen för utvecklaren.   
 
Här nedan visas hur HelloWorld kan se ut skriven i C#.  
 
using System; 
namespace HelloWorld 
{ 
    class HelloWorld  
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    { 
        static void Main()  
        { 
            Console.WriteLine("Hello World!"); 
            Console.WriteLine("Press any key to exit."); 
            Console.ReadKey(); 
        } 
    } 
}  
 
C# är plattformsoberoende men eftersom C#s utvecklingsverktyg Visual 
Studios bara finns till Windows så går det bara att utveckla i Windows-miljö 
med det verktyget. C# tillhör den s.k. .NET-plattformen. 
[17][18] 
4.6 .Net 
.Net är ett framework som skapats av Microsoft och används ofta tillsammans 
med C# eftersom det kommer tillsammans med Microsofts utvecklingsverktyg 
Visual studio.  
 
Innan Microsoft skapade .Net och C# användes programmeringsmodellen 
COM(Component Object Model) vid utveckling av Windows-applikationer. 
COM gjorde det möjligt att skapa kodbibliotek som gick att använda med 
olika språk, man kunde t.ex. skapa ett bibliotek som fungerade för både C++ 
och Visual Basic. COM var för en tid mycket användbart men hade sina 
brister. Den komplicerade infrastrukturen och det faktum att det bara gick att 
använda på Windows operativsystem fick Microsoft på tankarna att skapa en 
modell som var lättare att använda och inte begränsade sig till Windows. 
Deras nya lösning kom att kallas .Net och används idag för att skapa allt från 
Desktop applikationer till hemsidor eller OS tjänster. 
Trots att .Net utvecklats av Microsoft så är det inte begränsat att bara fungera 
tillsammans med C#. Det kan användas till många olika språk som t.ex. Visual 
Basic och F#. 
 
.Net stödjer arv, debugging av kod och exception hantering mellan språk. Man 
kan t.ex. definiera en klass i C# och utöka denna typ i Visual Basic. 
  
.Net har ett bibliotek med klasser som kan användas i alla program som 
stödjer .Net. I biblioteket finns t.ex. trådar, I/O, grafisk rendering och 
integration med hårdvara. Det går att använda .Net för att skapa de flesta 
applikationer. För att göra hemsidor används ASP.Net, för att utveckla en 
applikation med nätverkstjänster används WCF och för att skapa en desktop 
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applikation med GUI så används WPF. Detta är bara 3 av många delar av .Net 
som är ett stort tillägg till det vanliga programmerings språket. 
[19] 
4.7 HTML 
Html eller HyperText Markup Language, är standarden för att skriva www 
(world wide web) hemsidor i och majoriteten av världens hemsidor är skrivna 
i html. Det fick sitt genombrott i mitten av 1990 talet då internet började 
expanderas och almänheten mer började utveckla egna hemsidor. Html är 
dessutom en öppen standard och ägs inte av någon. Detta gör att vem som 
helst kan utveckla ett system som stöder html utan att behöva betala licens till 
något företag. 
  
Ett html-dokument utgörs av ett antal taggar som delar upp dokumentet i ett 
antal html-element. Ett html-element har vanligtvis en starttag och en sluttag, 
t.ex. <b> html elementet </b>. En del html-element innehåller ingen sluttag 
och kallas då tomma element, <img> är ett exempel på en tag som inte kräver 
en sluttag. Mellan dessa taggar kan utvecklaren skriva sin önskade text, 
kommentar eller annat textbaserat innehåll. 
 
När html-dokumentet är färdigt är det browserns jobb att tolka detta med hjälp 
av taggarna i dokumentet och sedan rita upp alla element på hemsidan. 
Browsern visar inte själva taggarna på hemsidan utan tolkar bara det som finns 
mellan taggarna alltså själva elementet. Alla browsers tolkar dock inte html 
koden lika, t.ex. så är <p> en markering för nytt stycke. Om detta görs genom 
att lägga till en blank rad eller på något annat sätt är helt upp till utvecklarna 
av webbrowsern. Detta gör att alla browsers egentligen har sitt eget sätt att 
tolka html koden på. 
 
Html har hela tiden uppdaterats med nya versioner och redan 2004 började 
man arbeta med html5 som är den nyaste versionen av html. Html5 innehåller 
en hel del nya finesser t.ex. <video> och <audio> element.  
[20] 
4.8  HTML Agility Pack  
Html Agility Pack eller HAP, används som ett verktyg för att tolka 
information ur en Html-text. HAP är väldigt tolerant mot olika deformeringar i 
html-koden vilket betyder att det inte behövs några extra kontroller ifall html 
koden är skriven på ett ”konstigt” vis. 
[21] 
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5  Analys 
De data som sparats i databasen har granskats genom att jämföras med olika 
onlinetjänster som erbjuder mätningar vid laddning av hemsidor. Datan har 
även granskats i Fiddler. Granskningen som gjordes med onlinetjänster kan 
man inte till 100 % lita på eftersom vissa saker kan variera beroende på vart 
man är eller vilken webbrowser man använder.  
5.1 Prestanda 
Det finns både i prestanda- och säkerhetsmässigt hur mycket som helst att 
analysera, vi har riktat in oss mer på vad som skiljer de svenska hemsidorna 
jämfört med världens övriga sidor. Det kommer även tas upp en del diskussion 
angåenda vad som kan förbättras och vad utvecklare kan tänka på när de 
utvecklar hemsidor samt vilka trender som har ändrats de senaste åren. 
Att analysera en hemsidas prestanda kan vara väldigt svårt eftersom det finns 
så många faktorer som kan påverka den. En hemsidas laddningstider kan t.ex. 
tolkas på väldigt många olika sätt och kan påverkas av mycket, både 
geografiska faktorer och snabbheten på näten.  Dessutom ligger en del 
prestandaskillnad i vilken browser som används. Om man kollar historiskt sett 
är det även en ordenlig skillnad på hur browsers agerar, eftersom browser 
tillvärkarna optimerar och förbättrar prestandan kontinuerligt.  
 
Det som ska tas upp prestandamässigt i detta arbete är, en hemsidas 
laddningstider, en hemsidas storlek i bytes, antalet scripts, CSS, flash och 
bilder samt om det används någon sort av komprimering av data. Denna lista 
skulle kunna utökas väldigt mycket men valdes att begränsas till detta. Om 
någon i framtiden skulle vilja utöka listan är det väldigt lätt att bygga ut vårt 
program så att den önskade datan kan hämtas hem. 
 
När laddningstiderna skulle implementeras märktes hur otroligt mycket som 
kunde påverka dessa, och hur svårt det egentligen var att förstå hur vi skulle 
mäta dem.  Från allra första början räknades alla sessioners tid på hemsidan ut, 
sedan adderades alla sessioner ihop och blev hemsidans laddningstid. Detta 
upptäcktes senare ge ett felaktigt resultat då browsers har en tendens att tolka 
sessioner parallellt med varandra vilket gjorde att den beräknade tiden blev för 
lång jämfört vad den verkligen var (se figur 6). I andra försöket var tanken att 
tiden mellan den första requesten till serveren som hemsidan ligger på, till den 
sista responsen som servern ger tillbaka till browsern. Detta blev ett bättre 
resultat men fortfarande inte helt riktigt. Eftersom många sessioner tolkas 
parallellt är det inte helt säkert att det är den sista sessionen som blir klar sist, 
alltså kan den beräknade tiden bli för kort jämfört vad den är på riktigt. Så i 
det sista försöket kollades först alla sessioner igenom och hittade den som blev 
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klar sist, sedan beräknades tiden mellan den tiden och den första requesten till 
servern.  
 
 
Figur 6: Detta diagram visar hur www.google.se kör många av sina sessioner 
parallellt med varandra. 
 
En annan stor del av en sidas prestanda är såklart storleken på själva sidan. 
Hur många kB stor en hemsida är påverkar ju eftersom det faktiskt är dessa 
data som ska laddas ner från servern till browsern som sedan ska tolka koden 
den fått. Antal script, CSS, flash och bilder påverkar direkt hur stor hemsidan 
blir eftersom det är dessa data en hemsida består av. Detta kan lätt räknas ut 
genom att addera ihop alla sessioners storlek.  
 
Komprimering av data har även det en prestandainverkan. Enligt Steve 
Souders blogg blev netflix.com 13-25% snabbare med hjälp av optimering och 
komprimering av kod. Därför är det intressant att undersöka vilken sorts 
komprimering som används samt om alla data är komprimerad eller om det är 
begränsat på delar av den. 
 [22] 
5.2 Säkerhet 
Det finns så pass många olika säkerhetsrisker att det är omöjligt att göra en 
sida helt säker från attacker men för att kunna analysera de svenska sidorna 
läggs fokus på de mest kända och vanliga säkerhetsbristerna på webben.  
Den absolut vanligaste och kanske även största säkerhetsrisken är Cross-Site 
Scripting(XSS). Det är en välkänd attack som är svår för utvecklaren att 
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förhindra och därför har de flesta browsers implementerat säkerhetsfunktioner 
som motverkar olika former av XSS. I response headern finns ett fält X-XSS-
Protection som antingen har värdet 1 eller 0 där 1 betyder att XSS skydd är 
aktiverat och 0 att det är avstängt. Detta fält inriktar sig till Internet Explorers 
skydd mot säkerhet och är igång by default. Andra browsers använder sig av 
andra tekniker för att skydda sig mot XSS och kan inte alltid läsas från 
headern men eftersom Internet Explorer i dagens läge räknas som en av de 
största browsers så kommer fokus läggas på att ta reda på hur många sidor 
som stänger av XSS skyddet till Internet Explorer.  
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6 Resultat 
Projektet resulterade i tre stycken C# program. Det första av dem är 
WebSiteDownloader vars uppgift är att hämta hem alla 1000 hemsidor med 
ändelsen .se från ett dokument som hämtas från hemsidan 
http://www.Alexa.com och slutligen spara ner dessa i en databas.  Edument 
tipsade om att använda en NoSQL-databas som heter RavenDB. Eftersom det 
redan fans kunskaper inom SQL-databaser från kurser i skolan var det tid att 
bredda på kunskaperna och valet blev därför att RavenDB skulle användas. 
RavenDB var dessutom en relativt enkel databas att använda och 
inlärningsprocesen blev inte så lång. 
 
Det andra programmet som heter OurCrawler har uppgiften att navigera till de 
sidor som WebSiteDownloader har lagt till i databasen. När den gör detta ska 
även alla http-paket hämtas och sparas ner till en ny databas. Här fans ett par 
problem som var tvungna att lösas. För det första behövs en webbrowser som 
ska användas. Tanken var först att en så kallad headless browser skulle 
användas, detta blev dock aldrig fallet eftersom den inte fungerade som det var 
tänkt. Istället valdes Google Chrome vilket gav gott resultat. 
  
Något annat som behövdes var något som skulle kunna kontrollera browsern 
så att programmet skulle kunna navigera runt till de olika hemsidorna.  För att 
göra detta användes Selenium Webdriver. Anledningen till att Selenium 
Webdriver valdes var för att det var väldigt lätt att ändra webbrowser utan att 
ändra mycket i koden (Se figur 7). Detta gjorde att det var väldigt lätt att testa 
de olika webbrowsersen och komma fram till vilken som var bäst att tillämpa i 
detta projekt, utan att behöva ändra alldeles för mycket i koden. Det fanns 
dessutom mycket information om det på internet vilket gjorde att 
inlärningsprocessen underlättades.  
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Figur 7: I detta fall används ChromeDrivern, det enda som behövs göras för 
att byta browser är att använda någon av de bortkommenterade raderna 
(gröna) istället för den som används nu. 
 
För att logga all http-trafik och sedan lagra detta till en databas behövdes 
någon sorts program som kunde göra detta. Ett sådant program är Fiddler. 
Detta valdes mycket beroende på att det var ett gratis program, men framför 
allt på grund av att Fiddlercore fanns, vilket gör det möjligt att integrera 
Fiddlers kapacitet till vårt program utan att behöva ha med något av Fiddlers 
användargränssnitt. 
 
WebSiteParser som är det tredje programmet har som sin huvudsakliga 
uppgift att tolka informationen som lagrats av WebSiteDownloadern. Detta 
görs för att man lättare ska kunna ta fram relevant data ur http-headern och 
http-bodyn.  För att kunna studera dessa behövs något sätt att tolka 
informationen på. Detta kan göras på lite olika sätt, bland annat genom att 
lägga hela koden i ett strängobjekt och sedan använda string metoder för att få 
fram den sökta informationen. Detta visade sig dock senare vara ett olämpligt 
sätt att tolka html-koden på, eftersom den kan skrivas på så många olika sätt 
och kan vara väldigt deformerad. Detta skulle innebära en väldig massa kollar 
efter specialfall. Därför valdes istället ett .Net bibliotek som heter Html 
Agility Pack vilket är en html-parser som kan användas till egna applikationer. 
Html Agility Pack är dessutom väldigt tollerant mot olika deformeringar i 
html-koden. 
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För att tydligare kunna visa samanställningen av data från de olika hemsidorna 
hade det varit väldigt snyggt med ett fjärde program som kunde rita upp 
sammanställningen som diagram vilket skulle göra att man mycket tydligare 
skulle kunna se statistiken över en eller flera hemsidors uppbyggnad. Detta 
fick nu göras för hand istället. I framtiden kommer kanske ett sådant program 
att implementeras så att detta kan göras smidigare. Något annat som hade varit 
bra var ifall man hade kunnat jämföra samma hemsida fast mellan olika datum 
för att på så sett kunna upptäcka trender. Detta är tänkt att göras i framtiden 
men eftersom man i detta läge bara har gjort en undersökning kan inte några 
datum jämföras. 
 
De data som man fick fram med hjälp av de utvecklade programmen kan 
studeras och jämföras med världens 1000 största hemsidor med hjälp av att 
kolla på http://www.httparchive.org. 
  
Om man kollar på filformaten som finns bland de 1000 största svenska 
hemsidorna ser man att CSSer och JavaScripts används i nästan alla fall då 
man utvecklar hemsidor (Se figur 8 och 9), detta kommer kanske inte som en 
speciell chock då dessa förenklar och tillför nyttiga funktioner inom 
webbutveckling. Om man studerar hemsidorna som använder flash, har endast 
31,7% av de 1000 största svenska hemsidorna detta (se figur 10). Vilket är 
väsentligt mindre än världens 1000 största hemsidor där 42 % använder flash. 
Om trenderna på httparchive.org studeras syns en tydlig nedåtgående linje när 
det gäller flash användning. Då det endast för ett par år sedan var betydligt 
vanligare med flash, 2011 använde 47 % av världens 100 största hemsidor det. 
En stor anledning till varför flash är på nedåtgång beror på att flash inte 
fungerar på många av de nya mobilenheterna som kommit på senare år, som 
t.ex. iphone och ipad. Detta betyder att de Svenska hemsidorna hänger med i 
trenderna och ligger före med att arbeta ut flash som inte längre är lika 
populärt. 
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Figur 8: Här visas hur många procent av de 1000 största svenska sidorna som 
använder sig av CSS:er. 
 
 
Figur 9: Här visas hur många procent av de 1000 största svenska sidorna som 
använder sig av javascript. 
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Figur 10: Här visas hur många procent av de 1000 största svenska sidorna 
som använder sig av flash. 
 
 
De olika bildformaten är även intressant att studera då bilderna utgör en stor 
del av en hemsidas storlek. Om man kollar på de data som framgick från 
projektet så visar det sig att det vanligaste bildformatet bland de 1000 största 
svenska sidorna är JPEG (Se figur 11). Med hela 47 % av de totala bilderna på 
hemsidorna. Det intressanta är att om världens 1000 största hemsidor studeras 
så blir bildfördelningen nästan identisk med detta resultat. Det enda som 
skiljer dem åt är att gif är något större bland världens sidor då gif där ligger på 
delad andra plats med PNG. 
 
 
Figur 11: Här visas uppdelningen av bildformat av alla bilder på de 1000 
största svenska hemsidorna. 
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Gif som var väldigt populärt i början av internets historia och utvecklades 
redan 1987 har tappat sin ledning och ligger bland de svenska sidorna på bara 
en tredje plats. En stor andledning till att utvecklare numera istället föredrar 
framförallt JPEG är för att de oftast tar betydligt mindre plats med det 
bildformatet. Det som fortfarande gör Gif lite speciellt är möjligheten att göra 
animationer med dem. Dock finns det en del som tycker att en hemsida med 
mycket animerade Gif bara tyder på att den inte blivit uppdaterad på många år 
och undviker sådana sidor. Trotts detta använder totalt hela 95 % av alla de 
största Svenska hemsidorna Gif. (Se figur 12). 
 
 
Figur 12: Användningen av gif bland de 1000 största svenska hemsidorna. 
 
 
Figur 13: Användningen av png bland de 1000 största svenska hemsidorna. 
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Figur 14: Även om Favicon.ico bara utgör 1 % av de totala antalen bilder 
bland de 1000 största svenska hemsidorna, används det fortfarande på 59 % 
av dem.  
 
Om de data som skickas genom http-trafiken är komprimerad eller inte kan 
påverka prestandan på hemsida väldigt mycket. Av de 1000 största svenska 
hemsidorna använder 91 % sig av någon sorts komprimering på sina data. (se 
figur 15). Däremot använder sig enbart 17 % av de största svenska hemsidorna 
sig av komprimering på alla sina filer (se figur 16). Anledningen till att denna 
siffra är så låg är lite svårt att komma fram till. Det beror förmodligen på att 
utvecklare inte riktigt inser vinsten med att komprimera sina data. 
 
 
Figur 15: Andelen av de 1000 största svenska hemsidorna med komprimering 
på någon av sina filer.  
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Figur 16: Andelen av de 1000 största svenska hemsidorna som har 
komprimring på alla sina filer.   
 
En av de säkerhetsrisker som studerades var andelen hemsidor som använde 
sig av https-anrop vilket bland annat gör så att inloggningsuppgifter skyddas 
bättre. Av de 1000 största svenska hemsidorna använder sig 40 % av https-
anrop(se figur 17). 
  
Andra säkerhetsrisker som studerades var om hemsidan hade en Access-
Control-Allow-Origin * i sin header. Detta betyder att vilken källa som helst 
kan komma åt denna resurs. Detta gör hemsidan mer känslig för en del 
attacker. Hela 49 % av de 1000 största svenska hemsidorna har en osäker 
Access-Control i någon av sina headers (se figur 18). Anledningen till att 
denna siffra är så hög beror förmodligen på att en del av hemsidorna behöver 
komma åt resurser från varandra och utvecklare skriver då i * istället för att 
specificera vilka domäner som har rätt att komma åt denna hemsidas resurser, 
utan att tänka på att detta blir en säkerhetsrisk. 
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Figur 17: Andelen av de 1000 största svenska hemsidorna som använder sig 
av https. 
 
 
Figur 18: Andelen av de 1000 största svenska hemsidorna som har en osäker 
Access-Control-Allow-Origin. 
 
Andelen av de 1000 största svenska hemsidorna som innehåller ett fel, vilket 
innebär att servern svarar med någon av statuskoderna 4xx eller 5xx, är 28 % 
(se figur 19). Detta kan tyckas vara en ganska låg siffra men om man jämför 
med världens 1000 största hemsidor där bara 13 % har ett fel så är det en rejäl 
skillnad. Detta lär bero på att det är en väldigt stor skillnad på Sveriges 1000 
största sidor och världens 1000 största sidor, på så sätt att världens sidor 
förmodligen nästan alla ägs av företag som ständigt underhåller dessa 
hemsidor. En del av de Svenska hemsidorna ägs förmodligen av 
privatpersoner som kanske inte alltid är lika duktiga på att underhålla sina 
hemsidor. 
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Andelen hemsidor som gör en redirect, vilket innebär att servern svarar med 
någon av statuskoderna 3xx, förutom 304 är 32 % (se figur 20). 
 
 
Figur 19: Antalet av de 1000 största svenska hemsidorna som innehåller 
någon av statuskoderna 4xx eller 5xx bland under-anropen. 
 
 
Figur 20: Antalet av de 1000 största svenska hemsidorna som gör en redirect. 
Alltså innehåller en statuskod 3xx förutom 304.  
 
[23][24] 
 
 
28% 
72% 
Antal hemsidor med errors 
Med errors
Utan errors
32% 
68% 
Antal hemsidor med redirects 
Med redirects
Utan redirects
  
31 
7 Slutsats  
Att projektet delades upp i mindre delar underlättade arbetet och det var lätt att 
komma med nya ändringar i de olika programmen. Det underlättade även 
själva testningen eftersom programmen kan köras individuellt. På så sett kan 
man direkt veta i vilket program ett fel ligger och kunna ändra detta utan att 
göra några större ändringar i de andra programmen. 
  
Att använda Fiddlercore för att läsa http-trafiken gick utmärkt och det var 
enkelt att ställa frågor till Eric Lawrence som är grundare av Fiddler om man 
behövde hjälp. 
  
Resultatet av de data som man fick fram från hemsidorna riktade sig mest åt 
prestandahållet. Det var från början tänkt att det skulle blivit mer fokus på de 
säkerhetsrisker som finns än vad det tillslut blev. Detta beror på att det var 
svårt att få fram många säkerhetsrisker genom att bara studera startsidan och 
de skickade http paketen. För det mesta används t.ex. inte https på förstasidan 
eftersom det ofta inte finns någon känslig data där. 
  
Om man ska kolla på hur Sveriges 1000 största hemsidor ligger till jämfört 
med världens största hemsidor får man väl ändå tycka att de håller måttet, och 
är till och med i framkanten i vissa avseende som att hänga med i trenderna 
inom bildformaten. Det vanligaste bildformatet är jpeg som innehar 47 % av 
de totala bilderna bland de 1000 största svenska hemsidorna. Det som skiljer 
sig mest mellan Sveriges och världens hemsidor är andelen fel som fås. Detta 
tyder på att bland annat bättre underhåll kan behövas. Andelen Svenska 
hemsidor med https förfrågningar var 40 % och kommer förmodligen fortsätta 
växa i framtiden. 
  
Hemsidornas laddningstider hade gärna studerats lite mer men det visade sig 
vara svårt att få fram ett bra resultat eftersom det finns så många faktorer som 
påverkar den.  
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8 Programmets specifikation 
8.1 WebSiteDownloader 
WebSiteDownloader läser de 1000 största svenska hemsidorna från ett 
dokument med de 1 000 000 största sidorna i världen, sedan sparas det i 
databasen som ett objekt med en string innehållande sidans URL. 
 
8.2 OurCrawler 
namespace OurCrawler 
{ 
    class RawDataDownloader 
    { 
         //Starts Fiddler and creates a new Session List 
         public void StartFiddler(): 
  
         //ends the fiddlerapplication 
         public void EndFiddler(); 
  
//DownloadURL goes through all the sessions in the session list 
for each Site, And then store it in a RawData object which then is 
returned.   
public SiteInfo DownloadURL(string Url): 
 
        //Store the sessions data 
private static FiddlerSessionObject SessionHandler(Session oS): 
 
//Takes care of all responses 
private static void ResponseHandler(Session oS, 
FiddlerSessionObject d, SiteInfo si): 
 
 //Takes care of all Requests 
private static void RequestHandler(Session oS, 
FiddlerSessionObject d): 
 
  
//Download CrossDomain.xml and Robots.txt 
         public void ExtraCalls(String url, SiteInfo si); 
   
 //Clear sessions 
         public void ClearFiddler(); 
    } // end class RawDataDownloader 
} 
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namespace OurCrawler 
{ 
       
    class BrowserController 
    { 
//Navigates through websites using webdriver and Fiddlercore 
reads the traffic and stores the data in Database  
public void NavigateAndStore(string url, 
Raven.Client.Document.DocumentStore ds, RawDataDownloader 
RDD) 
 
 //Close webdriver 
public void CloseDriver(); 
 
    }//end browserController 
} 
 
namespace OurCrawler 
{ 
    class Program 
    { 
//Loads the sites from database and creates BrowserController and 
RawDataDownloader. Calls NavigateAndStore for each site in the 
database 
         static void Main(string[] args) 
       
    } 
} 
8.3 WebSiteParser 
namespace WebSiteParser 
{ 
    class Program 
    { 
//Loads the information of a site from the database and saves it in a 
SiteInfo object 
private static WebSiteParser.SiteInfo 
LoadSite(Raven.Client.Document.DocumentStore documentStore, 
int i); 
 
//Parsing the SiteInfo object and saves it in a ParsedSiteInfo object 
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private static void ParseSiteInfo(ParsedSiteInfo PSI, SiteInfo 
SiteInfo); 
    
//Saves the ParsedSiteInfo object to the database 
private static void 
SaveParsedData(Raven.Client.Document.DocumentStore 
documentStore, ParsedSiteInfo PSI); 
 
    } 
} 
 
8.4 Analys 
namespace Analys 
{ 
    class AnalysObject 
    { 
 //An object with all the variables needed in the analysis 
        public AnalysObject(); 
 
//Creates a string wich contains the data you want to see in the 
Console 
         public string toString(); 
    } 
 
} 
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9 Framtida utvecklingsmöjligheter 
Det finns stora möjligheter för framtida utveckling av verktyget. Det finns 
många säkerhetsrisker och mer prestanda som kan vara intressant att 
analysera. Det hade även kunnat vara trevligt med ett användargränssnitt där 
man t.ex. kan välja om man vill analysera en speciell sida eller ett visst antal 
sidor eller kanske alla sidor. Man skulle även kunna göra att verktyget 
uppdaterades med ny data vid jämna mellanrum. Då skulle man kunna följa 
trender om man jämförde en eller flera sidor vid olika tillfällen.  
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10 Terminologi 
 
Google group 
 
Olika forums som google har hand 
om. 
GUID 
 
Globaly Unique IDentifier. Ett id som 
oftast består av 128-bitar. 
Parse 
 
Tolka 
Proxy 
 
Fungerar som mellanhand vid 
förfrågningar av resurser från andra 
servrar 
End-user 
 
Person som använder produkten 
Crawler 
 
En crawler är en bot som systematiskt 
navigera world wide web(www) 
Robots.txt Textfilen som ger t.ex. crawlers 
iformation om vad de får göra. 
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