Abstract. We study generalized polar decompositions of densely defined, closed linear operators in Hilbert spaces and provide some applications to relatively (form) bounded and relatively (form) compact perturbations of self-adjoint, normal, and m-sectorial operators.
Introduction
This paper had its origin in attempts of proving that certain operators of the type With (1.3) in mind, it is natural to try to establish that, in fact, the following version of (1.3) holds B = |B * | α U |B| 1−α on dom(B) = dom(|B|) (1.5) for all α ∈ [0, 1]. In fact, after this was accomplished, it became clear that the following rather general polar-type decomposition can be established B = φ(|B * |)U ψ(|B|) on dom(B) = dom(|B|), (1.6) where φ and ψ are Borel functions on R with the property that φ(λ)ψ(λ) = λ, λ ∈ R, and such that dom(|B|) ⊆ dom(ψ(|B|)). Finally, an even more general version of (1.6) is to show that an operator T introduced as
also has the representation T = φ(A 2 )V ψ(A 1 ) on dom(T ) = dom(A 1 ) (1.8)
for any pair of self-adjoint (in fact, also normal) operators A j , j = 1, 2, and any bounded operator V satisfying V dom(A 1 ) ⊆ dom(A 2 ), assuming also dom(A 1 ) ⊆ dom(ψ(A 1 )) (cf. Theorems 2.1 and 2.3 for details).
In Section 2 we provide proofs of (1.6) and (1.8) , and in Section 3 we discuss some applications to relatively (form) bounded and relatively (form) compact perturbations of self-adjoint operators. In the final Section 4 we discuss some applications to m-sectorial operators.
Generalized Polar Decompositions
To set the stage, let H j , j = 1, 2, be two separable complex Hilbert spaces with scalar products and norms denoted by (·, ·) Hj and · Hj , j = 1, 2, respectively. The identity operators in H j are written as I Hj , j = 1, 2. We denote by B(H 1 , H 2 ) (resp., B ∞ (H 1 , H 2 )) the Banach space of linear bounded (resp., compact) operators from H 1 into H 2 . If H 1 = H 2 = H, these spaces are denoted by B(H) (resp., B ∞ (H)). The domain, range, kernel (null space), resolvent set, and spectrum of a linear operator will be denoted by dom(·), ran(·), ker(·), ρ(·), and σ(·), respectively. Finally, we let S stand for the closure of an operator S.
We assume that
A j are self-adjoint operators in H j with domains dom(A j ), j = 1, 2, (2.1)
and that
3) In addition, suppose that V A 1 = A 2 V on dom(A 1 ). (2.4) Next, given a self-adjoint operator A in a complex separable Hilbert space H, we denote by {E A (λ)} λ∈R the family of spectral projections associated with A, and we introduce the function ρ f by Hence, ρ f generates a measure, denoted by dρ f , in a canonical manner. A function φ : R → C is then called dE A -measurable if it is dρ f -measurable for all f ∈ H. Standard examples of dE A -measurable functions are all continuous functions, all step functions, all pointwise limits of step functions, and all Borel measurable functions. Given a dE A -measurable function φ, the operator φ(A) is then defined in terms of the spectral representation of A as usual by
Our first result result then reads as follows: Proof. Since V A 1 ⊆ A 2 V , one infers V (A 1 − zI H1 ) ⊆ (A 2 − zI H2 )V and hence
(2.14)
In the following we denote by {E Aj (λ)} λ∈R the family of (strongly right-continuous) spectral projections of the self-adjoint operators A j , j = 1, 2. Then, the representation (cf. [9, Sect. VI.5.2])
where
(here s-lim denotes the strong limit in H j ) yields
Choosing f ∈ dom(ψ(A 1 )) and g ∈ H 2 then yields 19) and hence (2.10) is proven. Finally, (2.13) follows from (2.10)-(2.12) since 20) concluding the proof.
Remark 2.2. (i)
The crucial intertwining relation (2.17) also follows from (2.14) and the Stieltjes inversion formula for (finite) complex measures (cf., e.g., [21, App. B]). Indeed,
22) and hence (2.17) .
(ii) In the special case where in addition to (2.1)-(2.4), A j are bounded, A j ∈ B(H j ), j = 1, 2, one can also derive (2.13) for functions φ and ψ continuous in an open neighborhood of the spectra of A 1 and A 2 using a Stone-Weierstrass approximation argument. Now we turn our attention to a pair of normal operators A j , j = 1, 2, with the aim of proving the analog of Theorem 2.1 in this case. For an extensive treatment of normal operators and the spectral family and spectral theorem associated with them, we refer to [21, Sects. 5.6 and 7.5].
Thus, we assume that
(2.24)
In addition, suppose that
(2.27) Given a normal operator A in a complex separable Hilbert space H we denote by {E A (ν)} ν∈C the family of spectral projections associated with A. We recall that (A + A * )/2 and (A − A * )/(2i) are self-adjoint, and we denote by {E (A+A * )/2 (λ)} λ∈R and {E (A−A * )/(2i) (λ)} λ∈R the corresponding family of spectral projections. Then the family of spectral projections {E A (ν)} ν∈C for the normal operator A is given by (cf. [21, Theorem 7 .32])
(2.28)
In analogy to the self-adjoint case one then defines the function τ f by
defines a regular interval function and hence a measure dτ f for each f ∈ H. A function φ : C → C is then called dE A -measurable if it is dτ f -measurable for all f ∈ H.
Theorem 2.3. Suppose A j , j = 1, 2, and V satisfy (2.23)-(2.27), and consider the operator T given by 
Proof. The idea of the proof is to try to reduce the case of normal operators to that of self-adjoint ones treated in Theorem 2.1. With this goal in mind, pick z ∈ C\(σ(A 1 ) ∪ σ(A 2 )) for the remainder of this proof. Then V A 1 ⊆ A 2 V implies again
and hence also V e iζ(A1−zIH 1 )
39) applying (2.38) repeatedly to all terms in the norm convergent Taylor expansion of both exponentials in (2.39). (Here ζ denotes the complex conjugate of ζ ∈ C.) In particular,
(2.40)
Thus, one obtains
where we have set
Since the left-hand side of (2.41) is entire with respect to ζ ∈ C, the uniform boundedness in (2.43) and Liouville's theorem yield that the left-hand side of (2.41) is actually constant with respect to ζ ∈ C. Thus, the left-hand side of (2.41) equals its value at ζ = 0, allowing one to conclude that
Differentiating (2.44) with respect to ζ and subsequently taking ζ = 0, then yields 
Next we will show that (2.47) extends to the closures of A j ±A * j , j = 1, 2, as follows: First, we note that A j ± A * j , j = 1, 2, are symmetric and hence closable. Next, pick arbitrary f ± ∈ dom A 1 ± A * 1 and let f ±,n ∈ dom(A 1 ) = dom(A * 1 ) be such that lim n→∞ f ±,n − f ± H1 = 0 and lim
Since A 2 ± A * 2 are closable and
and thus,
Upon recalling that f ± ∈ dom A 1 ± A * 1 were arbitrary, this finally implies that
Next, we recall that (A j + A * j )/2 and (A j − A * j )/(2i), j = 1, 2, are self-adjoint, and we denote by {E (Aj +A * j )/2 (λ)} λ∈R and {E (Aj −A * j )/(2i) (λ)} λ∈R , j = 1, 2, the corresponding family of spectral projections.
Analogously to (2.28), the families of spectral projections {E Aj (ν)} ν∈C for the normal operators A j , j = 1, 2, are given by
(2.54)
As in the proof of (2.17), equations (2.53) then yield
(2.55) From (2.54) and (2.55) one then deduces that
(2.56)
With this in hand, the proof is then completed by following the last part of the proof of Theorem 2.1 step by step (replacing
Remark 2.4. We note that the strategy just employed to prove that (2.32) implies (2.46) is essentially outlined in the special context of similarity and unitarity of normal operators (where
After completing this proof, we became aware of the detailed history of this type of results: Aparently, Fuglede [5] first proved that V A ⊆ AV , with V bounded and A normal, implies V A * ⊆ A * V . This was extended by Putnam [13] to the result at hand, viz., V A 1 ⊆ A 2 V , with V bounded and A j normal, j = 1, 2, implies V A * 1 ⊆ A * 2 V . Finally, the proof of (2.46) we presented is basically due to Rosenblum [17] . For the convenience of the reader (and for some measure of completeness) we decided to keep the short proof of (2.46). For a detailed history of this circle of ideas we refer to [14, p. 9-11] .
Remark 2.5. For A j ∈ B(H j ) (A j not necessarily normal), j = 1, 2, and functions φ, ψ analytic in an open neighborhood of the spectra of A 1 and A 2 , one can also use the Dunford-Taylor functional calculus (see, e.g., [2, Sect. VII.3]) to prove (2.37).
To make the connection with the polar decomposition of densely defined closed operators in Hilbert spaces, and some of its generalizations, which originally motivated the writing of this paper, we next recall a few facts: Given a densely defined, closed linear operator S : dom(S) → H 2 , dom(S) ⊆ H 1 , the self-adjoint operator |S| is defined as usual by
Moreover, we denote by P M the orthogonal projection onto the closed linear subspace M of a Hilbert space. The basic facts about the polar decomposition of closed linear operators then read as follows:
In particular, U is a partial isometry with initial set ran(|T |) and final set ran(T ). 
In particular, for each α ∈ [0, 1],
Remark 2.8. We note that in the case of a bounded operator T , (2.64) also follows from (2.58) and a Stone-Weierstrass-type approximation argument. More precisely, approximating the functions λ → λ α uniformly by a sequence of polynomials on a compact interval then yields (2.64) in analogy to the treatment in [20, p. 6-7] in connection with contractions and their associated defect operators.
Remark 2.9. The symmetric case α = 1/2 in (2.64) (which will play a special role in the following sections) permits a fairly simple and direct proof that we briefly sketch next:
using the second relation in (2.62), U U * = P ran(|T * |) = P ran(|T * | 1/2 ) . Thus (R) * R ⊇ |T |, and since |T | is self-adjoint and hence maximal, one obtains (R) * R = |T |. In exactly the same manner one infers
That is, R is normal and symmetric, and hence self-adjoint. Since in addition, R ≥ 0, R is the unique self-adjoint, nonnegative square root of
(2.69) Next, using also the first relation in (2.62), U * U = P ran(|T |) = P ran(|T | 1/2 ) , one infers
and hence
72) as was to be proven.
Some Applications to Relatively (Form) Bounded and Relatively (Form)
Compact Perturbations of Self-Adjoint Operators
The symmetric version
of equation (2.64) permits some applications to relatively (form) bounded and compact perturbations of a self-adjoint operator which we briefly discuss in this section. The first application concerns circumstances in which relatively bounded perturbations are also relatively form bounded perturbations of a self-adjoint operator. While, as noted in [9, Sect. VI. 1.7] , there seems to be no general connection between relative boundedness and relative form boundedness, such a connection does exist for symmetric perturbations of a self-adjoint operator (cf. [9, Sect. VI. 1.7] and [15, Sect. X.2]). Here we add another result of this type.
To set the stage, we briefly recall the notion of relatively bounded and relatively form bounded perturbations of an operator A in some complex separable Hilbert space H. For simplicity we will actually assume that A is a closed operator with nonempty resolvent set for the remainder of this section. We recall the following definition: Definition 3.1. (i) Suppose that A is a closed operator in H and ρ(A) = ∅. An operator B in H is called relatively bounded (resp., relatively compact ) with respect to A (in short, B is called A-bounded (resp., A-compact )), if
(ii) Assume, in addition, that A is self-adjoint in H and bounded from below, that is, A cI H for some c ∈ R. Then a densely defined and closed operator B in H is called relatively form bounded (resp., relatively form compact ) with respect to A (in short, B is called A-form bounded (resp.,
In particular, B is A-form bounded (resp., A-form compact), if and only if |B| is. We note that in Definition 3.1 (ii), since A 1/2 and |B| 1/2 are closed, dom
, and hence the first condition in (3.3) suffices in the relatively form bounded context. Similarly, if B is closed (in fact, closability of B suffices) in Definition 3.1 (i), then the first condition dom(B) ⊇ dom(A) in (3.2) already implies B(A − zI H ) −1 ∈ B(H), z ∈ ρ(A), and hence the A-boundedness of B.
Using the polar decomposition of B (i.e., B = U |B|), one observes that B is A-bounded (resp., A-compact) if and only if |B| is A-bounded (resp., A-compact).
We recall that in connection with relative boundedness, (3.2) can be replaced by the (more general) condition dom(B) ⊇ dom(A), and there exist numbers a 0, b 0 such that 4) or equivalently, by dom(B) ⊇ dom(A), and there exist numbers a 0, b 0 such that
Clearly, (3.5) implies (3.4) with a = a, b = b and conversely, (3.4) implies (3.5) with a 2 = (1+ε)a 2 ,
We also note that if A is self-adjoint and bounded from below, the number α defined by
equals the greatest lower bound of the possible values for a in (3.4) (resp., for a in (3.5)). This number α is called the A-bound of B.
We then have the following result: 
7)
and
Proof. Suppose that a, b are the constants in the inequality (3.4), and similarly, a * , b * denote the corresponding numbers in the analogous inequality (3.4) with B replaced by B * . Then (3.4) implies
using the polar decomposition B = U |B| of B (cf. (2.58)). Since also
the proof of Theorem X.18 in [15] yields that
], one can prove that H pt are interpolating spaces between H p0 and H p1 . Given m, n ∈ N, an operator C : C ∞ (A) → H extends to a bounded operator from H m to H −n , if and only if
The case at hand in (3.11) then alludes to the special situation m = n = 1 in (3.12). Since
By symmetry of our hypotheses, one also obtains
This justifies (3.7). Next, using the generalized polar decomposition B = |B * | 1/2 U |B| 1/2 (cf. (3.1) ), one thus obtains from (3.14) and (3.15) that Af H for all f ∈ dom(A), (3.19) then for all α ∈ [0, 1], one has 
Proof. An elementary computation shows that (3.5) implies
Replacing |B| by |B| + I H and A by A + I H , Theorem 3.4 implies
and analogously with B replaced by B * . As a result, terms of the type
are well-defined as operators in B(H).
Next we allude to the complex interpolation proof of the Lemma on p. 115 in [16] . The proof of this lemma and equation (3.25) yield that and the latter is then equivalent to
Finally, using the generalized polar decomposition of B, B = |B * | 1/2 U |B| 1/2 , one obtains Remark 3.6. We conclude this section by recalling a well-known example, where A and B are self-adjoint, B is A-form bounded and even A-form compact, but B is not A-bounded (let alone A-compact): Denote by R the class of Rollnik potentials in R 3 , that is,
and by H 0 the L 2 (R; d 3 x)-realization of (minus) the Laplacian −∆ defined on the Sobolev space
(cf. Simon [18] , Theorem I.22 and Example 4 in Sect. I.6) and hence V 0 is H 0 -form compact, but
and thus V 0 is not H 0 -bounded.
Some Applications to Maximally Sectorial Operators
In this section we relax the condition that A is self-adjoint and study maximally sectorial operators A instead.
We recall that A is called accretive if the numerical range of A (i.e., the set {(f, Af ) H ∈ C | f ∈ dom(A), f H = 1}) is a subset of the closed right complex half-plane. A is called m-accretive if A is a closed and maximal accretive operator (i.e., A has no proper accretive extension). Moreover, A is called an m-sectorial operator with a vertex 0 and a corresponding semi-angle θ ∈ [0, π/2) if A is a maximal accretive, closed (and hence densely defined) operator, and the numerical range of A is contained in a sector | arg(z)| θ < (π/2) in the complex z-plane.
We also recall that an equivalent definition of an m-accretive operator A in H is
With A assumed to be m-sectorial, one associates the quadratic form
The form t ′ A is closable (cf. [9, Theorem VI.1.27]) and according to the first representation theorem (see, e.g., [9, Theorem VI.
2.1]), A is associated with its closure t
Denoting by t * the adjoint form of a sesqulinear form t in H,
the form t A R = (t A + t * A )/2 is closed and nonnegative on dom(t A R ) = dom(t A ). We denote by A R 0 the self-adjoint operator uniquely associated with t A R , that is, 
We denote by A 1/2 the unique m-sectorial square root of A, and recall that
It should be emphasized that in general,
However, if in fact, dom A 1/2 = dom (A * ) 1/2 , then one can obtain the analog of the second representation theorem for densely defined, closed, sectorial forms. For this purpose we next recall the following results: 
is sectorial and closed. In particular,
Proof. Although this result is known (cf. Kato [6] ), we thought it might be of some interest to present an alternative proof. Since 
(H). (4.14)
Next we show that the operator Y is accretive. Since A is m-accretive, one gets
Similarly one obtains where K = K * and K tan(θ). Consequently, is and Re(Y ) is boundedly invertible. Moreover, using (4.14) one obtains
Since Remark 4.3. Let A = diag (it 0 , −it 0 ), t 0 ∈ R\{0}. Then A is maximal accretive operator in C 2 and 0 ∈ ρ(A), although A R = 0 and hence 0 ∈ σ(A R ). This simple example shows that the assumption on A to be m-sectorial is important in proving the implication 0 ∈ ρ(A) =⇒ 0 ∈ ρ(A R ). and that 0 ∈ ρ(A). 
Proof. As in the proof of Lemma 4.2, we may write (A)
, where Y is m-accretive and 0 ∈ ρ(Re(Y )). In this context we note that we replaced A + I H and A * + I H by A and A * in the definition of Y in (4.14) to arrive at the operator
which is possible due to the hypothesis 0 ∈ ρ(A) (implying 0 ∈ ρ(A * )). Therefore,
where ε 1 = inf σ(Re(Y )) . Similarly, one gets and that the (right-hand) inequality in (4.24) holds with 1/2 replaced by α (cf. also [8] , [20, Theorem IV.5.1]), that is, there exists an ε 0 (α) > 0 such that Definition 4.6. Let A be an m-sectorial operator in H with a vertex 0 and B a densely defined, closed operator in H. Then B is called A-form bounded (resp., A-form compact ) if
Again, B is A-form bounded (resp., A-form compact) if and only if |B| is. We also note again that due to the closedness of |B| 1/2 and
, and hence the first condition in (4.31) implies the second in connection with form boundedness.
In the following, for simplicity of notation, we agree that for a densely defined linear operator C in H, the symbol C # either equals C or C * .
(4.32) Theorem 4.7. Let A be m-sectorial in H with a vertex 0 and assume that
In addition, suppose that B is a densely defined and closed operator in H. Then the following assertions hold: (i) B is A-form bounded (resp., A-form compact ) if and only if it is
if and only if (4.34)
(ii) The following conditions (α)-(δ) are equivalent: R are closed, one concludes that the operator T # defined below, satisfies
holds. By (4.37), this argument can be reversed, proving the equivalence (4.34). That
is proven in the same manner.
(ii) Assume that (
# due to (4.37). This follows from the following two facts: (1) If S 1 ∈ B(H) and S 2 is a closable (resp., closed) operator in H, then S 2 S 1 is closable (resp., closed) in H.
(2) If T 1 , T 2 are closable (resp., closed) operators in H, and T
Since
this proves the closability of (A # )
Again by (4.37), this argument can be reversed, proving the equivalence of (α) and (δ) in (4.35). The remaining equivalences in (4.35) follow from (4.14) which permits one to individually exchange A and A * (or A * and A) in the most left and/or most right factor (.
has a closure in B(H) (resp., in B ∞ (B)), then (4.37) and (4.39) yield
Here we used the following facts:
(1) Let S be a bounded operator in H with domain dom(S). Then S is closable and the closure of S has domain dom(S) ⊆ H.
). Once more by (4.37), this argument is reverseable, proving the equivalence of (α) and (δ) in (4.36). As in the final part of the proof of item (ii), the remaining equivalences in (4.36) follow from (4.14).
To prove one of our main results on sectorial operators we next need a generalization of Theorem 3.4 to the sectorial case.
First we recall that S 1 is called subordinated to S 2 (cf., e.g., [10, Sect. 14.5]) if dom(S 1 ) ⊇ dom(S 2 ), and for some C > 0, Then for all α ∈ (0, 1], there exists a constant C α > 0 such that
In the sequel we need the special case of Theorem 4.8 corresponding to T = I H . However, it turns out, that this special case is, in fact, equivalent to the general case displayed in Theorem 4.8, as will be shown subsequently. α is subordinated to A α , that is, the inequality
for some constant C α > 0 independent of g ∈ dom(A α ).
The following result was deduced in [6] from Theorem 4.8. (Actually, it is equivalent to Theorem 4.8 as we will show below.) For the sake of completeness we present a short proof based on the generalized polar decomposition (2.64) and on Corollary 4.9. 
Then for each α ∈ (0, 1), there exists a constant C α > 0 such that the following inequality holds:
Proof. By Corollary 4.9 and the fact that Qg H = |Q|g H , Q * f H = |Q * |f H , the inequalities (4.46) yield for β, γ ∈ (0, 1], 
In addition, T dom(A) ⊆ dom(B) yields dom(Q) ⊇ dom(A). Therefore, by Theorem 4.10 (with B replaced by B * ), for any α ∈ (0, 1),
(The case α = 1 is obvious and needs not be considered.) Hence,
where P is the orthogonal projection onto the closure of ran(B * ). Therefore, fixing g ∈ dom(A), inequality (4.52) yields Thus, P B α T g = B α T g, g ∈ dom(A), and hence finally, 
In particular, B and B * are A # -form bounded. Moreover, B and B * are A R -form bounded, 
Combining these inclusions with (4.9) one obtains
proving the first claim in assertion (i). The remaining three are proven in precisely the same manner.
(ii) Since by hypothesis 
Hence,
applying Theorem 4.7 (i) (also with B replaced by B * ). Using the generalized polar decomposition (3.1), B = |B * | 1/2 U |B| 1/2 , one obtains from (4.64) and (4.68) that
Precisely the same argument works for the remaining three operators in (4.61) (using also 
Combining (4.72) and (4.73) and using the generalized polar decomposition (3.1), one arrives at 
resp.,
(ii) Suppose that dom(B)∩dom(B * ) ⊇ dom(A R ) and that B (resp.,
In particular, B (resp., (ii) Again, one can follow the proof of Theorem 4.11 (ii), noting that the right-hand side of (4.69) (resp., (4.70)) contains a compact factor from (4.80). Similarly, the right-hand side of (4.71) and the analogous equations with A replaced by A * (resp., B replaced by B * ) contains at least one compact factor from (4.80). Relations (4.78) and (4.79) are clear from Theorem 3.5 since A R 0 is self-adjoint. holds, the proof of Theorem 4.12 (iii) (c.f., in particular, estimates (4.88)) shows that ε can indeed be taken equal to zero. In particular, (4.98) holds if A is similar to a self-adjoint operator S in some complex, separable Hilbert space H ′ with S ≥ −I H ′ and {−1} not an eigenvalue of S (by applying the spectral theorem to S). Conversely, suppose A is m-sectorial in H with a vertex 0 and consider T = (A + I H ) −i = (A + I H ) −1 i . Then by (4.98), T t , t ∈ R, is a uniformly bounded one-parameter commutative group of transformations, in fact, a C 0 -group with generator log (A + I H ) −1 (cf. the discussion in [12, Corollary 5.4] ),
it log((A+IH)
for some fixed constant C > 0. Thus, by Sz.-Nagy's theorem [19] (see also [1, Sect. I.6], [3, Lemma XV.6.1]), there exists an operator V ∈ B(H) with V −1 ∈ B(H), such that
where U (t), t ∈ R, is a strongly continuous unitary one-parameter group with a self-adjoint (possibly unbounded) generator H = H * in H. Thus,
it log((A+IH) Taking t = 1 in (4.104) then shows that A is similar to a self-adjoint operator in H. (Incidentally, we note that necessarily H ≤ cI H for some c ∈ R, since (4.103) represents a family of contractions.)
