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Abstract 
Neural network exhibits superior ability in mapping and finding input-output patterns from a priori data set. Neural network is a common data 
analytics tool for extracting knowledge and forecasting. In this paper, a General Regression Neural Network or GRNN is used in modeling and 
forecasting Global Innovation Output. Global Innovation Index (GII) provides a detailed analysis of underlying factors influencing year-on-year 
changes in rankings; identifies the strengths and weaknesses of each country’s profile; computes and provides the national indicators based on the 
certain input and output indicators. This paper particularly focuses on Innovation Output of United Arab Emirates or UAE. General Regression 
Neural Networks is proposed using GII data for 125 countries for training and then optimized to compute the improvement on the innovation output 
indicator of UAE as a test case by individually and collectively using following inputs from Singapore: Regulatory environment, Tertiary education, 
Information and Communication Technologies, Market sophistication in Investment and Knowledge absorption. It is observed that the output 
indicator improves from a value of 29.6 to about 42 when Knowledge absorption input is considered individually whereas the output increases to 
over 45 when all five indicators are simultaneously improved. 
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1. Introduction 
Innovation has become increasingly a global phenomenon that is sought after by every business and country alike. Just recently, in 
his State of the Union address, the USA President, Mr. Barak Obama said, "we know that the nation that goes all-in on innovation 
today will own the global economy tomorrow....." [1]. But how innovation is measured, and what are its main inputs? Since 2007, 
INSEAD [7] and WIPO [8] has been publishing The Global Innovation Index (GII) with the goal of determining how to find metrics 
and approaches to better capture the richness of innovation in society and go beyond such traditional measures of innovation as the 
number of research articles and the level of research and development (R&D) expenditures [2]. Table 1 shows how GII is calculated 
along with its inputs and outputs. 
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Education X5
Tertiary education X6
Infrastructure
ICT X7
General infrastructure X8
Ecological sustainability X9
Market sophistication
Credit X10
Investment X11
Trade & competition X12
Business sophistication
Knowledge workers X13
Innovation linkages X14
Knowledge absorption X15
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Knowledge & technology 
outputs
Knowledge creation
Knowledge impact
Knowledge diffusion
Creative outputs
Intangible Assets
Creative goods & services
Online Creativity
Table 1, Inputs and Outputs specified and use in GII Calculation (2) 
In order to calculate GII, the innovation input and output sub-indices are simply arithmetic means of inputs and outputs that are 
used in each category of sub-indices. The GII is then expressed as ratio of output over input.  The GII simply measure relative 
significance of each input and output in overall measure of innovation capacity or efficiency. Of course, it also provides an insight 
and a measure of comparison of different inputs and outputs when GII is analyzed among various countries. So, by comparing a 
country with high GII, a developing country can identify where investment will be needed to improve that specific country's GII.  
However, GII as it is calculated today does not capture an input-output pattern or model between inputs and outputs. Creating such 
model and inversing it, countries and companies can predict innovation output growth for a given set of input parameters. This has 
significant value because inverse model will allow a country to select different combinations of inputs based on resources and other 
constraints and create an investment plan considering multiple inputs to increase innovation output growth. In other words, an 
organization can optimize the inputs investment for increasing innovation capacity. 
Recently, neural network modelling has received increasing attention and has been applied to an array of pattern identification 
problems [4]. Compared with other traditional statistical methods, neural networks require only minimum knowledge of a problem's 
structure. No prior knowledge of the statistical distribution of the data is required because the network develops an internal
relationship between the variables. The purpose of this is paper is to demonstrate how a neural network based modelling approach 
can be used for innovation growth in UAE. 
1.1 General Regression Neural Network: 
General Regression Neural Network or GRNN[5][6] is selected as a method of choice for GII modeling or mapping between GII 
Inputs and Output as noted in Table 1. At the beginning of the Master’s thesis, an attempt was made to try a back-propagation Neural 
Network but it was not pursued since it requires estimation of many design parameters such as number of hidden layers, transfer 
functions, number of hidden neurons, number of output neurons, and learning rate and momentum. The GRNN requires only a single 
parameter be estimated for implementation, and unlike back propagation does not involve an iterative training process. The 
theoretical basis is a Parzen window estimation [5] and the first reported neural network application [4]. Compared to the 
conventional regression technique, the GRNN does not require D SULRUL specification of the regression equation. In addition, 
compared to other non-linear regression techniques, bounds of the independent variables, initial values and convergence criteria do 
not have to be selected.  This makes on-line implementation of GRNN relatively straightforward. 
The implementation of GRNN will now be outlined.  The estimated value of Y for a given X is given by a basic equation for 
general regression as follows:   
      
An estimate for the desired mean, Y, at any given value of X
    …. (1) 
Where the scalar function  is given by 
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                 …. (2) 
Where  
n is the number of sample observations 
 p is the dimension of the X vector.  
  is a smoothing parameter.   
Equations 1 and 2 are the essence of the GRNN method. The estimate  is essentially is a weighted average of all the 
observed samples, <L, where each sample is weighted exponentially according to its Euclidean distance 'L from each ;L . In that 
sense, 'Lresembles the weighting coefficients of a back propagation scheme. For small values of the smoothing parameter, , the 
estimated density assumes non-Gaussian shapes but with the chance that the estimate may vary widely between the known points. 
When  is large, a very smooth regression surface is achieved. In the case when an input is outside the range of observed samples, 
the GRNN will predict an output based on the nearest samples in the observed data.  
When using measured data, it is necessary to find the optimum value of as the parent distribution between ; and < is usually 
not known. As a preprocessing step, all input variables are normalized to obtain the same scale using the ranges of observed samples. 
The value of  can be then calculated by a simple yet effective scheme known as "Holdout" method which is one of several 
methods available to find an optimum value of the smoothing parameter, . In the Holdout method, one sample at a time is 
removed from the set and the network is constructed using the remaining samples. The network is then used to estimate  for the 
removed sample. Each estimate  is compared with the actual < and the mean squared error between the estimate and the actual 
value is computed and stored. The process is repeated for each sample. The value of  is chosen so as to minimize the mean 
squared error. The Holdout method is formulated as a single parameter minimization problem in comparison to the training process 
in back propagation which is computationally intense and inherently slow. 
As already stated the selected model is GRNN. When compared to GRNN other neural networks have more free parameters that 
need to be optimized. With GRNN only one parameter, the smoothing parameter needs to be optimized.  
The training method selected is local training. This decision has been taken due to following two considerations.  
• Local training is faster because not all the data set is used for training. With local training, calculations can be significantly 
reduced.  
• With GRNN only one smoothing vector needs to be calculated. Using GRNN with local training has the benefit of 
optimizing one free parameter.  
 Proposed New Technique Using GRNN
Innovation model can be developed using various innovation input indicators (Xi) to predict the innovation output indicator (Yi).
Innovation input indicators are divided into the following sub-indices: Institutions (Political Environment, Regulatory Environment 
and Business Environment),  Human Capital and Research (R&D, Education and Tertiary Education), Infrastructure (ICT, General 
Infrastructure and Ecological Sustainability), Market Sophistication (Credit, Investment and Trade & Competition), Business 
sophistication (Knowledge workers, Innovation Linkages and Knowledge Absorption) as indicated in Table 1.
The GRNN diagram that has been used in proposing the new technique is outlined in Figure 1. Xi is the chosen input indicator and 
Yi is the corresponding chosen output indicator. A is calculated using only the input indicators with a summation following. B is 
computed using a Yi with a summation following. The predicted output indicator/estimate ( ˆ Y ) is computed by computing the ratio 
B/A. Before GNN model is used to predict Innovation output for a given set of inputs, it needs to be trained first. This is 
accomplished by creating a training set that includes inputs and output data from 22 countries.  
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Figure.1. GRNN Block Diagram used to model innovation index. Xis are the input indicators and Yis are the output indicator 
During training, the choice of the smoothing parameter ( ) is critical. The actual output indicator and the predicted output 
indicator is plotted (see Figure 2) for the 21 countries chosen [2] for = 0.5 and  = 0.1. It can be seen that the actual output value 
and predicted output value of the innovation output are closer for a lower value of . 
The error between the predicted and actual value is calculated for a country for each choice of input and output indicators and from 
this the correlation coefficient is computed. For = 0.5 the correlation coefficient, r2, is 0.796 and when  = 0.1 the r2 is 0.841.  
The plots showing predicted output using different smoothing parameters are shown in Figure 2.  
1.3 Case Study for UAE with prediction capability of new technique 
Once the training was completed, the GRNN is now ready to predict the innovation output performance of any country. The 
GRNN model is expected to predict the output for combinations of different values of inputs from various countries. That way a 
country can choose a specific investment plan in order to provide more inputs in specific categories that a country is lacking.  
In this paper, Singapore input values were chosen as the test case to predict the innovation growth of UAE. This was reasonable 
because the GDP as per PPP [6] for Singapore is $425million while that figure for UAE is $534 million. As per the World Bank GDP 
ranking [6] UAE is placed at the 31st position while Singapore’s position is 37th. But when the innovation input indicators of these 
two countries are compared, UAE lags far behind Singapore. The input indicators for UAE and Singapore are compared, in Figure 3.
Therefore, it was reasonable and simple to select Singapore inputs to predict the UAE’s innovation output growth. However, only 5 
Singapore inputs were selected for this purpose. The influence of these 5 inputs individually and then collectively is shown in Figures 
5-7.  
V V VV
V V
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Figure 2: Predicted output indicator (Y’) and Actual output indicator (Y) is plotted for different countries for (smoothing parameter) 
 = 0.1 & 0.5.
Figure 3: Comparison the Innovation Input Indicators, X1...X15 (ref Table-1) for UAE and Singapore. 
If the input indicator “Knowledge Absorption” for UAE is improved to match that of Singapore, the overall predicted output 
indicator increases from 29.6 to 42.17 (see Figure5). A similar analysis was done by optimizing, individually, the following 
parameters: Tertiary Education, ICT, Market Sophistication in Investment, Regulatory Environment; the predicted overall output 
indicator increased from 29.6 to 40.78, 29.6 to 41, 29.6 to 41.21, and 34.1 to 40.82 respectively,(see Figure5,6&7a). When all these 
five parameters were simultaneously optimized, the predicted overall output indicator increased from 29.6 to 45.23 (see Figure7b).
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0 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
In
no
va
to
in
 O
ut
pu
t (
%
) 
Predicated Output (Y') v/s Actual Output(Y) 
σ= 0.5, r2 =0.796 
σ= 0.1, r2 =0.841 
V
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 
UAE 77.6 75.4 92.3 56.8 48.3 52.3 45.6 30.5 31.3 51.1 30.8 74.3 69.3 63.4 15.6 
SG 80 97.5 93.8 69.5 94.4 60.2 69 26 47.9 65.1 78.5 92.5 87.3 68.3 81.7 
0 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
In
no
va
tio
n 
In
pu
t I
nd
ic
at
or
s (
%
) 
Comparison of the innovation input indicators for UAE and Singapore 
274   Harish Nair et al. /  Procedia Computer Science  36 ( 2014 )  269 – 275 
Figure 5 Improvement of UAE’s output growth due to the use of individual Singapore input.
Figure 6 Improvement of UAE’s output growth due to the use of individual Singapore input.
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Figure 7a Improvement of UAE’s output growth due to the use of individual Singapore input.
Figure 7b Improvement of UAE’s output growth due to the use of all 5 Singapore inputs.
1.4 Conclusions and Recommendations 
From this research, it was possible to establish a relation between various innovation input indicators and innovation output of a 
country. The GRNN model gives us the flexibility of analyzing the innovation output of a country by varying various innovation 
input indicators. The innovation indicators can be chosen from different countries depending on, say, geographical, political, market 
or business similarities. This model can help an institution or even a government to prioritize their innovation inputs investments by 
analyzing the innovation output of the model. 
The following conclusions are drawn and recommended: 
x GRNN exhibits superior ability in capturing GII Model. 
x Using GRNN as a data analytics tool, companies and countries can make sound decisions in choosing the right combination 
of inputs in order to maximize innovation efficiency and capacity.  
x The GRNN tool can be embedded within the investment or financial-decisions making tools. 
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