We consider a re-sampling scheme for parameters' estimates in nonlinear regression models. We provide an estimation procedure which recycles, via random weighting, the relevant parameters estimates to construct consistent estimates of the sampling distribution of the various estimates. We establish the asymptotic normality of the resampled estimates and demonstrate the applicability of the recycling approach in a small simulation study and via example.
Introduction
One of the most commonly used approaches for estimation of the parameters in nonlinear regression models is that of the least squares method. However, these least squares estimators do not generally exhibit tractable nor optimal finite-sample properties, largely due to nonlinearity of the regression function. Consequently, statistical inference in these cases relies primarily on either, asymptotic results and/or simulations. Specifically, consider the following regression model which specifies the relationship between the observations on a response Y and the corresponding x = (x 1 , x 2 , . . . , x p ) t ∈ IR p , with p > 1, via a nonlinear function f (·) as
where x i is the ith fixed input which gives rise to the observation y i . θ = (θ 1 , θ 2 , . . . , θ p ) t is the unknown p × 1 parameter from a compact parameter space Θ ⊂ IR p . Here f i (θ) := f (x i ; θ), i = 1, . . . , n are assumed to be continuous functions in θ ∈ Θ and ǫ 1 , ǫ 2 , . . . , ǫ n are independent and identically distributed (i.i.d.) random error terms with mean 0 and unknown variance σ 2 . We denote by θ 0 the true, though unknown, value of θ in (1). We assume throughout that θ 0 ∈ int(Θ). The (p-variate) minimizer,θ n , of the residual sum of squares
is the least square estimator (LSE) of θ 0 . The existence and strong consistency ofθ n as an estimator of θ 0 was established by Jennrich (1969) under the rather general conditions of model (1) and Condition J below. Under some additional conditions (see Assumption A, below), Wu (1981) established the asymptotic normality ofθ n , so that √ n(θ n − θ 0 ) ⇒ N p (0, σ 2 Σ 0 ),
where Σ 0 is some p × p-positive definite matrix (see Assumption A, below) and N p denotes the p−variate normal distribution.
In this paper, we are interested in the re-sampled version of the LSEθ n and its properties. The implementation of various bootstrapping techniques in the context of linear regression models has received much attention in the literature. Various approaches, such as the 'naive', the 'residual', the 'pair' and the 'wild' bootstarp have been thoroughly studied under various conditions (see, Efron (1979) , Efron and Tibshirani (1986) , Wu (1986) ). However, here we focus attention on a resampling approached for the nonlinear regression model in (1) based on random weighting technique (see for example Zheng and Tu (1988) , Mason and Newton (1992) , or Chatterjee and Bose (2005) ).
In Section 2 we review and provide for completeness some of the known results on LSE in the non-linear regression context. In Section 3 we discuss the random weights we employ and describe the re-sampling procedure we propose for estimating the sampling distribution ofθ n . We term the resulting estimates,θ * n , as obtained using this random-weighting scheme, as a recycled estimate of θ 0 . We study the conditions for its strong consistency and the asymptotic normality of the recycled versionθ * n ofθ n . In Section 4, we provide the results of a simulation study along with a numerical illustration. For the random weighting technique, it is also of interest to compare their relative performances for different choices of random weights and their distributions, which are also provided in Section 4 along with a closing discussion. Section 5 is dedicated to technical details and proofs. Jennrich (1969) provided the existence and strong consistency ofθ n , the LSE of θ 0 for the nonlinear regression model in (1) as the minimizer of (2), under the following general condition :
On the LS Estimation
is a continuous function for any θ, θ ′ ∈ Θ and D(θ, θ 0 ) = 0 if and only if θ = θ 0 . As is readily available from (2), the least squares estimatorθ n of θ 0 is the p-simultaneous solution of ∇Q n (θ) := 2 n i=1 φ i (θ) = 0, with
and where ∇f i (θ) = (h i:j ), j = 1, . . . , p is a p × 1 vector of the partial derivatives of f i , with h i:j = ∂f i (θ)/∂θ j , i = 1, . . . , n. Similarity we denote by ∇ 2 f i (θ) = (a i:jk (θ)), j, k = 1 . . . p the p × p matrix of partial second derivatives of f i , with a i:jk (θ) := ∂ 2 f i (θ)/∂θ j ∂θ k , i = 1, . . . , n. Along with this notation, we denote by ∇φ i (θ), the p × p matrix,
Additionally, we set
so that by (4) and (6),
Wu (1981) assumed that aside from Condition J, the functions f i and their gradients satisfy the following conditions (which we will also use in the sequel):
0 a p × p positive definite matrix, as n → ∞;
0 , uniformly as n → ∞ and |θ − θ 0 | → 0;
4. there exist a δ > 0, such that for all j, k lim sup 
In the next section, we describe the re-sampling scheme we use to obtain the recycled estimateθ * n ofθ n . We denote by R * n,c the corresponding recycled version of R n,c in (8) . Let, P * denote the resampled probability (conditional on the given sample data) and set
to denote the corresponding c.d.f of R n,c and R * n,c , respectively. We show in particular that under the conditions given in Theorem 2 below,
This result allows us to approximate the sampling distribution ofθ n based on the sampling distribution of its recycled version,θ * n .
Recycled Estimation via Random Weighting
For each n ≥ 1, we let the random weights, w n = (w 1:n , w 2:n , . . . , w n:n ) t , be a vector of exchangeable nonnegative random variables with E(w i:n ) = 1 and V ar(w i:n ) := τ 2 n , and let W i ≡ W 1:n = (w i:n − 1)/τ n be the standardized version of w i:n , i = 1, . . . , n. In addition we also assume, Assumption W: The underlying distribution of the random weights w n satisfies 1. For all n ≥ 1, the random weights w n are independent of (ǫ 1 , ǫ 2 , . . . , ǫ n ) t ;
The following are examples of random weights that satisfy the above conditions in Assumption W.
i) Multinomial weights, w n ∼ Multinomial(n, 1/n, 1/n, . . . , 1/n), which reflect a simple random re-sampling scheme (with replacement) and essentially correspond to the classical bootstrap of Efron (1979) .
ii) Dirichlet weights, w n ≡ n × z n where z n ∼ Dirichlet(α, α, . . . , α), with α > 0 which often refer to as the Bayesian bootstrap (see Rubin (1981) , and its variants as in Zheng and Tu (1988) and Lo (1991) ).
We will assume throughout this paper that all the random weights we use in the sequel do satisfy Assumption W. With such random weights w n at hand, we define in similarity to (2), the recycled versionθ * n ofθ n as the minimizer of the randomly weighted least squares criterion.
or alternatively as the p-simultaneous solution of ∇Q * n (θ) := 2 n i=1 w i:n φ i (θ) = 0. The next results establishes the storng consistency of the recycled estimatorθ * n for θ 0 .
Theorem 1 Letθ * n be the minimizer of Q * n (θ) in (10) and suppose that E(ǫ 4 i ) < ∞ and that in addition to Condition J,
Onceθ * n is obtained, the recycled version R * n,c of R n,c in (8) can readily be obtained as:
where Σ −1 n (θ n ) is as in (6), evaluated atθ n . Below we show that under some additional conditions to those stated above, we may obtain the asymptotic normality of R * n,c . However, aside from the strong consistency ofθ * n we will also need the following additional conditions in order to establish the consistency of the resampling estimator for estimating the sampling distribution ofθ n .
Assumption B:
In addition to Assumption A, we assume that
Theorem 2 Letθ n andθ * n be a strongly consistent least squares estimator and the recycled estimator of θ 0 respectively. Then, under Assumptions A & B we have, R * n,c ⇒ N (0, σ 2 ), as n → ∞, and hence, sup
Remark: The technique we use for the proof of Theorem 2 (see Section 5 below) can similarity be used, under a stronger version of Assumption B.2, to also establish the consistency of the (resampling) variance of √ n(θ * n −θ n )/τ n . However, this result will be presented elsewhere.
Implementation and Numerical Results
It is clear from the above description that the recycled estimateθ * n of θ 0 , using the random weights w n , is straightforward to implement. Further, in light of Theorem 2, one can also obtain a finitesample approximation to the sampling distribution ofθ n using the (recycled) sampling distribution ofθ * n . To that end, generate B independent replications of the random weight w n , independent of the given sample data (y, X), to obtain the B recycled replications,θ * 1 n ,θ * 2 n , . . . ,θ * B n . Then obtain the B corresponding recycled replications, R * 1 n,c , R * 2 n,c , . . . , R * B n,c of R n,c as in (11) . Finally, a finitesample approximation to the sampling distribution, F * n of R * n,c can be obtained by the empirical
When the error terms variance, σ 2 , is unknown, we may estimate it byσ 2 n := Q n (θ n )/(n−p) to obtain the 'studentized' version,R * n,c ≡ R * n,c /σ n , of R * n,c . The recycled estimates ofσ 2 n can be obtained in a similar manner asσ * 2 n,1 ,σ * 2 n,2 , . . . ,σ * 2 n,B , whereσ * 2
A Simulation Study
For the simulation study, we considered two nonlinear regression models with p = 2 each, defined by the functions Model I:
Model II:
The fixed values of the independent variable, x i , i = 1, . . . , n, were selected uniformly from the [0, 10] interval and we assumed that ǫ i ∼ N (0, 0.25 2 ), i.i.d.. In the simulations, the value of the parameter θ 0 := (θ 10 , θ 20 ) was set to (2, 0.04) ′ and (10, 0) ′ , corresponding to Model I and Model II, respectively. For each model, M = 10, 000 recycled samples were drawn from a sample with varying sample sizes of n = 10, 30, 50, 80, 150. To study the properties of the recycled estimation procedure, we compared the simulated distribution of R n,c to that of the recycled distribution of R * n,c , obtained Tables 1 and 2 below (corresponding to Model I and Model II, respectively), we present the results as were obtained using random weights w n , generated from the standard (a) Multinomial, (b) Dirichlet and (c) Exponential distributions. It can be seen, under either one of these random weighting schemes, the agreement between the simulated and the recycled distribution of R n,c improves, as the sample size increase. This is in agreement with the main results of this paper. To highlight this result, we present in Figure 1 and Figure 2 a comparison of the resulting recycled sampling distribution of R n,c illustrating both, the consistency and the asymptotic normality of the recycled least squares estimate in the case of Model I. To further study the recycling estimation procedure, we took c = (1, 0) t for obtaining sampling distribution for θ 1 and c = (0, 1) t for that of θ 2 and a 95% confidence interval was constructed in each case of three distributions for random weights: Dirichlet, Multinomial and Exponential distribution. In each case, B = 10, 000 replications of such recycled simulations were executed to determine the percentage of times the true value of the parameter was contained in the interval estimate and the average length of the confidence interval was calculated. The simulation results for Model I, corresponding to θ 1 and θ 2 are provided in Table 3 and Table 4 , respectively. The first column in these tables indicates the sample size n. Column 2 to Column 4 provide the Coverage Percentages and the average length of the confidence interval (in parentheses). As can be seen from these Tables, using the Multinomial random weights for the recycled estimation performs slightly better than the other two, for both, Model I and Model II. However, the performance, in terms of the average coverage percentage, using the Dirichlet and the Exponential weights are similar. Even when sample size is small, the confidence interval constructed by recycled estimate covers the true parameter well, especially in the case of the Multinomial random weights. We note that when the sample size increases, the Coverage Percentage for all three cases of the random weights are close to 0.95 (the nominal value), with a narrower average length of the confidence interval. Similarly, the results of the simulation studies conducted in the case of Model II for θ 1 and θ 2 are illustrated in Tables 5 and 6 , respectively. The coverage percentages and average confidence interval lengths for Model I and II are also illustrated in Figure 3 and Figure 4 . 
Illustrative Example
As an illustrative example we consider the Chwirut1 data file from NIST-nonlinear least square datasets. These data are the result of a NIST study involving ultrasonic calibration. The response variable is ultrasonic response, and the predictor variable is metal distance (Chwirut, 1979 model was proposed as:
where f is predicted response and x is metal distance. The given sample data were resampled with various random weights (Multinomial, Dirichlet and Exponential) for a total of M = 10, 000 times so as to produce the recycled estimate,θ * n of θ = (θ 1 , θ 2 , θ 3 ) ′ (and of σ too). The results are provided in Table 7 below which also provide the corresponding least squares estimates,θ n , andσ for a comparison. Table 7 : The recycled Least Squares Estimates in the Chwirut1 example; displaying the mean and the SE of the sampling distribution based on M = 10, 000 runs, along with the estimated standard deviation, σ.
Technical Details and Proofs
This section provides the technical details and proofs of the main results of the paper stated in Theorems 1 and 2. To establish these results, we repeatedly use the results stated in Lemma 1 below, which summaries similar technical steps from Wu (1981) (see also Corollary A there).
Lemma 1 Let Θ be a compact subset of IR p and g 1 , g 2 , . . . , g n functions over Θ satisfying the following assumptions:
The results in the next two Lemmas are concerned with the random weights.
Lemma 2 With
and hence
Proof:
First note that
Also, since by Assumption W,
Finally, we conclude that,
Lemma 3 For the standardized random weights,
Proof: By Assumption W.2 we have that
is uniformly integrable and finally by Chebyshev's inequality,
Q.E.D.
Lemma 4 Let W i = (w i:n − 1)/τ n , i = 1 . . . , n, be the standardized random weights as are given in Assumption W and let
Then, as n → ∞, ξ n (θ)
Proof: We begin by rewriting ξ n as
For each of these terms, we obtain using Jensen's inequality,
where E * (ξ 3:n ) 2 converges to 0 uniformly by Lemma 1 and Condition J. Accordingly, we have E * (ξ 1:n ) 2 , E * (ξ 2:n ) 2 , E * (ξ 3:n ) 2 all converge to 0 uniformly. Further, by Chebyshev's inequality, for any ǫ > 0
so that have ξ 2:n p * → 0 uniformly. Similarly, we show that ξ 1:n , ξ 3:n converge to 0 uniformly and in probability (P * ).
Proof of Theorem 1:
It is easy to verify that Q * n (θ) := n i=1 w i:n (y i − f i (θ)) 2 may be written as Q * n (θ) = Q n (θ) + nξ n . Since by Jennrich(1969) (and under Condition J),
uniformly. Now let θ be a limit point ofθ * n . Then there is a subsequenceθ * nt ofθ * n such thatθ * nt →θ as t → ∞. Hence,
Lemma 5 Under the conditions of Assumption A,
as n → ∞, where ∇φ i (θ) as in (5) andθ n is any sequence such thatθ n → θ 0 a.s..
Proof:
It is straightforward to see that
Under Assumption A.2 , and sinceθ n → θ 0 , a.s., it immediately follows that
Further, under Assumption A. 4-A.5 , and Lemma 1, it also follows that
upon using the Cauchy-Schwarz inequality in conjunction with Assumption A.3-A. 4 . Q.E.D.
Lemma 6 Under the conditions of Assumptions A and B,
in probability, where W i as in Assumption W and ∇φ i (θ) as in (5) andθ n is any sequence such thatθ n → θ 0 a.s., as n → ∞.
Proof:
It can be verify that since (j, k)th entry of the random matrix in
We obtain that,
Since, by Assumption W, we have that τ 2 n = o(n), we only need to show
However with straightforward rearrangements, we have
Then, under Assumption A, Assumption B and application of Lemma 1, and upon repeated applications of the Cauchy-Schwarz inequality, it follows that
Lemma 7 Under the conditions of Assumptions A and B ,
Rewrite as φ i (θ) as,
Then we have,
Upon using the Cauchy-Schwarz inequality in conjunction with Assumption B.1, it follows that A 2 → 0 a.s. and A 3 → 0 a.s., as n → ∞. Finally, by decomposing the term A 1 as
it is easy to see that A 12 → σ 2 Σ −1 0 , by Assumption A.3, and whereas the first term A 11 → 0, by using again the Cauchy-Schwarz inequality in conjunction with Assumption B.1.
Lemma 8 Letθ n be the LSE for θ 0 . Under the conditions of Assumptions A and Assumption B we have as n → ∞,
as well as,
We are now ready to present the proof of the main results stated in Theorem 2.
Proof of Theorem 2:
We denote by S n (θ) := ∇Q n (θ) and S * n (θ) := ∇Q * n (θ) the gradients of Q n (θ) and Q * n (θ) in (2) and (10) By the mean-value theorem, there exists a λ n ∈ [0, 1] such that
whereθ n = (1 − λ n )θ * n + λ nθn . Sinceθ n andθ * n are such that S n (θ n ) = 0 and S * n (θ * n ) = 0, the equation in (12) may be re-written as
where ∇φ i (θ) is as defined in (5). Since W i ≡ (w i:n − 1)/τ n , we trivially obtain that,
Thus, we have
where by Lemma 5 and Lemma 6,
Hence,
By Lemma 5, Lemma 8 and (14),
Finally, when combined with Assumption A.2, we have that R * n,c ⇒ N (0, σ 2 ), as n → ∞.
