ost of the algorithms used for research in mesh simplification and discrete levels of detail (LOD) work well for simplifying single objects with a large number of polygons. However, when you apply these algorithms to a large collection of simple objects that consist of eight vertices, many objects simply vanish or become illegible. For a city-sized collection of simple buildings, using these traditional algorithms could mean the disappearance of an entire residential area in which the buildings tend to be smaller than those in commercial regions. To solve this problem, we developed a mesh-simplification algorithm that incorporates concepts from architecture and city planning.
M
ost of the algorithms used for research in mesh simplification and discrete levels of detail (LOD) work well for simplifying single objects with a large number of polygons. However, when you apply these algorithms to a large collection of simple objects that consist of eight vertices, many objects simply vanish or become illegible. For a city-sized collection of simple buildings, using these traditional algorithms could mean the disappearance of an entire residential area in which the buildings tend to be smaller than those in commercial regions. To solve this problem, we developed a mesh-simplification algorithm that incorporates concepts from architecture and city planning.
Specifically, we rely on the concept of urban legibility, which segments a city into paths, edges, districts, nodes, and landmarks.
1 If we preserve these elements of legibility during the simplification process, we can maintain the city's image and create urban models that users can understand more effectively. To do so, we base our algorithm on merging similar elements. Consider a row of identical houses separated by little space. When we view these houses from afar, we should be able to combine their geometries and render them together as one single model (see Figure 1 , next page).
To accomplish this goal, we divide our algorithm into five steps. During preprocessing, it performs hierarchical clustering, cluster merging, model simplification, and hierarchical texturing; at runtime, it employs LOD to select the appropriate models for rendering. We use hierarchical single-link clustering to group buildings according to the paths and edges dictated by urban-legibility concepts, and we use polyline-based cluster merging and simplification to create logical districts and nodes while still preserving the paths and edges. In addition, we use hierarchical texturing to create the appropriate amount of texture for each generated cluster.
The reason existing techniques aren't well suited for simplifying large collections of objects is because vertex, edge, or face removal can destroy the geometry that's essential to the recognizability of such objects. We designed our algorithm specifically to address this issue. Figure 2 shows a comparison between an original urban model, the model simplified using a traditional method that decimates buildings, and textured and untextured simplified models that use our algorithm.
The models shown in differ from the model shown in Figure 2a in different ways and arguably would have different levels of recognizability to the viewer. However, when we use models generated from the three simplification methods in flyby tests, we find that the amount of pixel error caused by the different simplification methods are quantitatively indistinguishable (see Figure 3) . In other words, although the different simplification methods create models that look different, the quantitative measurements are almost the same. This simple experiment illustrates that to create models that are legible and understandable, we can't rely solely on quantitative measurements. Instead, a higher-level knowledge Traditionally, most meshsimplification algorithms have focused on rendering complex objects with a large number of polygons. These algorithms prove to be ineffective for rendering large collections of simple models. The authors' approach relies on a new algorithm for simplifying city-sized collections of 2.5D buildings, with the goal being urban legibility.
that encompasses our understanding of urban models must guide the simplification process and generate models that are legible. For such highlevel knowledge, we turn to the concept of urban legibility.
Urban legibility
Urban legibility is a concept used for many years in city planning. In his book, The Image of the City, 1 Kevin Lynch had residents of Boston sketch their neighborhoods in relation to the city (see Figure  4) . On the basis of these sketches, Lynch defined these inhabitants' sense of legibility as "the ease with which [a city's] parts may be recognized and can be organized into a coherent pattern."
The term coherent pattern refers to cues that people use to "structure and identify the environment." Lynch classified them into five types of elements:
Paths. Avenues of travel, such as streets, walkways, railroads, and canals. Edges. Linear elements not considered paths, including structures or features providing boundaries. Examples include shorelines, edges of development, and walls. Districts. Medium to large sections of the city that an observer mentally enters. An example would be a historical residential area. Nodes. Strategic spots of intense activity or information flow, occurring most frequently at junctions of paths. Times Square in New York City would be one example. Landmarks. Recognizable objects that are distinctive to the observers. Examples include towers, signposts, and hills.
We believe these elements help people recognize a city more effectively and maintain spatial coherence from a bird's-eye view. We base our assumption on Haken and Portugali's information theory of urban environments, which states that the amount of information per building in a cluster of similar buildings decreases as the number of buildings in the cluster increases.
2 In other words, as more buildings are added to a big cluster of similar buildings, each new addition contributes less to the overall understanding of the cluster. If this is true, it means we can reduce the geometric complexity of the buildings in a cluster, especially when the clusters get bigger. The method that we propose for such reduction is our algorithm, which is based on Lynch's five legibility elements. We believe that as long as the simplification algorithm retains these elements of legibility when reducing the geometry or texture of an urban model, the resulting urban model will remain legible to the user. Our five-step algorithm relies on several factors: hierarchical clustering to maintain paths and edges when grouping similar buildings; cluster merging to combine the geometries of the buildings into a single model and create districts and nodes; simplification to reduce the geometric complexity of the model while preserving paths, edges, districts, and nodes; texturing to add visual fidelity to the created model; and the LOD process to select the appropriate models to render at runtime, preserving the landmarks in the scene. The following sections describe our algorithm.
Hierarchical clustering
Lynch considers paths to be the predominant city elements, so it's critical that our clustering algorithm doesn't cluster buildings on opposite sides of a path. Our algorithm doesn't require knowledge of the street layout, only of building footprints with which we maintain both paths and edges by preserving the empty spaces between buildings. To achieve this, we use single-link clustering, which creates clusters that respect path boundaries. In contrast, k-means and complete-link clustering both produce oval-shaped clusters that don't consider paths or edges (see Figure 5 ).
Single-link clustering is a greedy algorithm. At any given iteration, it finds the closest pair of elements or clusters (in Euclidean distance) and groups them into a cluster. For n number of elements, single-link clustering requires n − 1 iterations and produces a total of n − 1 clusters. The algorithm, which relies on distance minimization, guarantees that a building will be clustered with other buildings on the same side of the road before being grouped with buildings from the other side of the road, as long as the distances between the buildings aren't wider than the width of the road. In most urban environments in which buildings are close to each other, this property of single-link clustering ensures that clusters obey paths and edges.
Unfortunately, single-link clustering doesn't guarantee a balanced cluster hierarchy (dendrogram), which means that the depth of the tree often is far from the ideal depth of lg(n). To create a moderately balanced tree, we use a distance metric that incorporates cluster size
where size(Cx) denotes the number of buildings in cluster Cx, d(C1, C2) is the cost of merging clusters C1 and C2, d(x, y) is the Euclidian distance between the two closest vertices in buildings x and y, and avgClusterSize is the average number of buildings in all the existing nonleaf nodes. With the introduction of avgClusterSize, we can reduce the tree's depth from 726 to 170 in the Charlotte data set, which contains 370,000 buildings.
An optimal implementation of single-link clustering has the complexity of O(n 2 ). However, our ) algorithm, because avgClusterSize changes at every step, requiring all distances to be recomputed. For efficiency, we precompute the nearest neighbors of each building and only consider the nearest neighbors during clustering, a process that reduces the complexity of the algorithm to O(k 3 ), where k is the number of neighbors. We found empirically that a value of 50 for k is sufficient for all our models in producing clusters that follow paths and edges while drastically reducing the clustering time.
Merging and simplifying clusters
Once our algorithm completes the clustering process, each node in the hierarchy contains buildings that are geographically near each other and are roughly bounded by paths and edges. We then merge the buildings within each cluster into a single geometric model (called a merged hull), which contains and resembles the aggregate of the buildings. This merge often creates logical districts (see Figure 6 ). We perform the cluster merge recursively until all nonleaf nodes in the hierarchy contain a merged hull.
Because all the buildings are 2.5D, we can merge the building footprints separately from the height data in a process that permits us to apply different rules to the footprints and the heights. Our merging algorithm begins by finding the 2D convex hull of all the buildings' ground vertices, and iteratively subdivides a line segment to form the largest-possible triangular area between the original line segment and the two newly created ones (see Figure 6 ). According to the inverse of the onemouth theorem, 3 this process can continue until no line segment can subdivide without causing self-intersections.
The computation of this iterative line subdivision method has a worst-case upper bound of O(n 3 ), where n is the number of vertices. For efficiency's sake, we stop the subdivision process when we reach the target number of edges. Although we can change the target number, the number of edges in a parent cluster must be less than or equal to the sum of the two children's number of edges. By adhering to this rule, the cluster hierarchy remains monotonic, which means that moving down the hierarchy always results in more geometric detail. Empirically, we find that setting the parent cluster's number of edges to be 75 percent of the two children's combined edges results in a good balance between computation time and geometric detail.
Once we calculate the simplified merged hull, we define the cluster's height to be the weighted average height of all the buildings in the cluster, where each building's weight is directly proportional to its area. Our algorithm considers buildings with dramatically different heights to be landmarks that get special treatment during the runtime LOD. The final polygonal model for each cluster (called a cluster mesh) is produced by protruding the merged hull toward the sky to the height of the cluster and using the OpenGL GluTesselator to create the triangulation of the roof.
We find our merging and simplification process produces clusters that are understandable as districts and that preserve the elements of paths, edges, and nodes (see Figure 7) . Furthermore, much like the half-edge collapse technique, our system creates no new vertices during this process, making the algorithm useful for speed and memory conservation when used in conjunction with OpenGL vertex arrays.
Negative spaces and level of detail
During the hull merging and simplification process, the algorithm introduces some geometric errors into the final mesh. We call these geometric errors negative spaces because our algorithm adds geometry to previously empty spaces. We define the negative space of a cluster mesh as the difference in area between its footprint and the sum of the buildings' footprints. Our LOD algorithm won't render a cluster if the visual effect of this area is too large. We approximate this negativespace area as a rectangle with the same ratio in dimensions as the axis-aligned bounding box of the merged hull. During the LOD process, we convert the negative-space area into a 3D box with the same height as the cluster mesh and project the camera-facing sides of the box onto screen space, comparing the number of pixels against a userdefined tolerance (ε). If the number of pixels is greater than ε, the algorithm will not render the cluster and will check its descendants recursively (see Figure 8 ).
The concept of landmarks is perhaps the most subjective of Lynch's categories. We assume that taller buildings have higher visual importance than shorter ones because of their role in defining the skyline. We use a threshold in numbers of pixels to determine the acceptable error in height (see Figure 9a , next page). During runtime, we project a user-defined height tolerance α onto each cluster mesh and convert to a height value in world coordinates (called αheight), shown in Figure 9b . If any building is taller than its cluster's αheight, the algorithm renders the original building along with the cluster mesh (see Figure 9c) . Figures 9d-f show the effects of changing α on a city's skyline.
Hierarchical texture
Our hierarchical texture approach aims not for visual quality in its strictest sense, but rather for legibility of the urban environment at all scales. The main goal for texturing isn't necessarily to enforce small or even unnoticeable pixel errors. Instead, the goal is to create textures that maintain legibility and interactivity. Texture mapping is one of the most resource-intensive processes in graphics rendering. For our application, the texture problem is more acute because we generate n − 1 new cluster meshes in which the geometries differ from the original models, making it impossible to reuse textures.
To create side textures for each cluster mesh, we iteratively generate an image for each face by placing an orthographic camera with its near-clipping plane on the face. We set the combined images from all faces to fit in one texture, with each image's resolution proportional to each face's length. Texturing the roof is more difficult because the negative spaces between buildings are more visible from a top-down view. If the camera angle changes slightly, the viewer expects to see parts of the building facades. We take images of the roof from five different camera angles: a top-down view and 45-degree views from north, east, south, and west. We scale buildings to the height of the cluster mesh to avoid shifting between the camera angles. During runtime, the system chooses the texture closest to the viewpoint vector.
Because texture resources are limited, we must constrain the amount of texture generated. Analytically, we can find the upper bound of the maximum texture resolution required for any cluster mesh given the user-defined pixel tolerance ε. Because no cluster mesh should have a texture resolution that exceeds its maximum size on screen, the cluster mesh's maximum size defines the upper bound of the texture resolution. We know the footprint of the cluster mesh and the area of the negative space. So given ε, we compute the maximum size that a cluster mesh would ever be and, therefore, the maximum number of texture pixels for the roof (troof) and the sides of the cluster mesh (tside): (d) Setting ε to 500. As ε increases, so does the amount of simplification.
Nonetheless, both models obey the principles of legibility.
In the case of tside, we multiply the number of calculated pixels by four because there are four sides to each 3D negative space. Although the fact that tside doesn't depend on the height of the cluster mesh is counterintuitive, it indicates that the geometry simplification and texturing are interdependent. During runtime, given ε, the LOD process chooses the appropriate geometry to render and guarantees that the associated texture for that geometry is optimal.
The large size of urban data sets makes storing and retrieving textures a critical aspect in rendering. Conceptually speaking, we separate clusters into groups that are geographically close and combine their textures into texture atlases. We consider three types of clusters: those in the cut, those above the cut, and those below the cut. We find the cut by using the LOD process, looking down at the city model. The clusters in the cut are visible in the LOD and approximately equal in size.
Together, they define building groupings that are geographically close.
Choosing an appropriate texture atlas size is a challenge. Large atlases require fewer disk I/O operations and can make more efficient use of space. But small atlases require less runtime texture memory, and the tradeoff seemed worthwhile. In the Charlotte data set, we use texture atlases of 256 × 256 and create a cut of approximately 12,220 groups. During runtime, we leave the geometries of the model in memory. However, to ensure there's enough memory for the textures during runtime, we implement a simple priority queue in which the least-recently-used texture is swapped out when memory becomes a constraint.
Results and analysis
We generated the graphs in Figure 10 using a flyby of the Charlotte model, which contains 369,929 buildings and 4,088,254 polygons (with the parameters ε = 100 and α = 2). To showcase our system's speed and efficiency from all LOD, the camera's fly path starts zoomed-in on several buildings at the ground level, then zooms out and up slowly until the entire city is in view from above. We ran the test on a Windows XP Pro machine with a 3-GHz, Pentium 4 processor, 2 Gbytes of RAM, and a 512-Mbyte, Nvidia 7950 graphics card.
Polygon count
Our algorithm drastically reduces the number of polygons rendered during a flyby in our Charlotte model. Figure 10a shows that the number of rendered polygons ranges between 1 to 8 percent of the total polygons. Figure 10b shows the frame rate of the Charlotte flyby using our algorithm compared to rendering each building individually. Both implementations use OpenGL Vertex Buffer Objects (VBO). However, our algorithm takes advantage of hierarchical frustum culling in removing clusters outside the view frustum, whereas the implementation for rendering individual buildings doesn't cull buildings outside the view.
Frame rate
The frame-rate fluctuations correspond to the frames in which the system fetches the needed textures from the file system. Our current texture-loading implementation doesn't include prefetching, so the system loads textures from file as needed. Although prefetching is a well-studied technique, adding it to our system isn't a trivial task because of the large memory requirement when viewing a textured urban model. Because of the memory constraints, correctly identifying the needed textures for prefetching is a difficult problem that is outside the scope of this article and requires further investigation. Table 1 shows the time required to execute the clustering and merging and simplification preprocessing stages for two data sets. The computation can be performed in parallel, but for consistency's sake, we perform all preprocessing on a single computer. The large difference in clustering times between the two data sets is because the clustering algorithm's distance metric is based on distances between vertices. Therefore, the more detailed the buildings are, the longer it takes to calculate the minimum distance between them. On average, the building models in the Charlotte data set have more detail than those in the Xinxiang data set.
Preprocessing time

Discussion
Evaluation of a simplified city model's legibility remains an open problem because it's difficult to quantify a person's sense of spatial awareness in an urban environment. While the field of spatial cognition is active, researchers have not related it to the analysis of urban legibility, as defined by Lynch, in the context of urban visualization. Some researchers have tried to understand legibility via user studies, while others have attempted to quantify it mathematically. 4 But so far there is no generalized rule that we can use to evaluate urban legibility. One promising direction is to develop benchmark localization and navigation tasks to evaluate user performance. 4 We performed an informal expert evaluation on an exploratory system, UrbanVis, that is built on our simplification method and examines Census information within an urban environment. 5 We evaluated the system by surveying several experts, including GIS experts, city planners in local government, school district planners, population experts in academia, and commercial real estate developers. We gave the experts some time to familiarize themselves with the system, then asked for feedback on its potential usefulness for daily tasks. The survey results indicate that for navigation and spatial awareness and understanding, urban models created according to our algorithm remain legible at all simplification levels, even in the most extreme cases.
The survey finding suggests that Lynch's legibility elements do indeed describe how most people understand an environment. That understanding often depends on familiarity with the surroundings. Long-time city residents, for example, could use a local restaurant as a landmark, whereas tourists might rely on skyscrapers and major roads for orientation. The survey results also suggest that the legibility elements might serve as common ground between different mental images of an urban environment. All survey participants, despite disparate backgrounds, successfully oriented themselves using the simplified urban model generated with our algorithm. More importantly, the survey results strengthen the argument that pixel-level accuracy isn't the most important measurement in evaluating urban-simplification algorithms. As Figure 3 shows, qualitatively different urban models can produce similar quantitative pixel errors. Our evaluation reinforces this point by demonstrating that users can retain spatial awareness of an environment even after aggressive simplification of its image representation. This finding indicates that users can successfully orient themselves and navigate the environment effectively if the simplified model resembles their mental image of it.
O ur quantitative and qualitative evaluations indicate that our method not only reduces the geometry of complex urban models but also
Related Work
Mesh simplification has drawn a tremendous amount of research. For a more comprehensive survey of meshsimplification techniques, see the survey of polygonal simplification algorithms by Luebke.
1 The techniques that are most relevant to our algorithm combine vertices on the basis of their proximity and similarity to other vertices, which enables merging multiple meshes into one.
We take inspiration from Garland and Heckbert's QSlim, an algorithm in which virtual edges form between unconnected vertices within a user-specified Euclidean distance.
2
These virtual edges can be treated in the same manner as actual edges in a mesh. We also take inspiration from Jang and colleagues, who suggest that removal of entire features is typically more visually understandable than vertex removal.
3 Our goal with urban legibility is similar in that we emphasize understandability over geometric accuracy.
In cartography, generalization for ground plans and 3D models has been an active research area. Kada and Luo use the concept of half-space to reduce the complexity of 2D ground plans. 4 While this approach retains the overall appearance of the original building ground plan, it sometimes creates erroneous, self-intersecting lines. Anders, on the other hand, shares our idea of simplifying 3D urban models by aggregating nearby buildings.
5 His algorithm projects the building models onto three orthogonal planes (length, width, and height) and creates a simplified model on the basis of the projections. Unfortunately, this method only works for simple symmetric models that don't selfocclude during the projections.
Although researchers have created numerous applications for 3D global visualization and GIS visualization, the majority of the research has focused on terrain simplification and visualization. 6 The use of simplification for displaying collections of building models mostly focuses on discrete levels of detail where buildings beyond a certain distance aren't rendered. To the best of our knowledge, no existing simplification algorithm prioritizes higher levels of knowledge, such as urban legibility.
Lynch introduced the concept of urban legibility, 7 and the idea has served as inspiration for building virtual worlds, wayfinding in virtual environments, and navigating through abstract data. Several researchers have performed user studies to investigate the effectiveness of urban legibility and wayfinding in virtual environments.
8 Most relevant to our work, Shalabi has used concepts from urban legibility in conjunction with impostors to visualize urban environments of limited scale. 9 successfully preserves the legibility of the environment on all scales. Each step of our simplification process seeks to retain or create elements of legibility. Single-link clustering groups buildings into clusters that adhere to the boundaries of paths and edges; cluster merging creates logical districts; polyline simplification maintains paths, edges, nodes, and districts while reducing the model's complexity; and the runtime LOD process renders only visually appropriate models while preserving the skyline's identifying landmarks. The resulting models render more quickly and still remain effective for users visually navigating the environment.
We can improve our algorithm in several ways. For example, the clustering process merges clusters on the basis of Euclidean distances between building vertices. But we could include more building detail for color, texture, size, and shape. Furthermore, our algorithm would greatly benefit from integrating mesh-decimation techniques in the preprocessing steps so that we could accept true 3D models of arbitrary geometric complexity. This extension, along with prefetching, would enable us to address a challenging problem in urban rendering-namely, flying freely over very large urban scenes at a bird's-eye level and diving in at any time for detailed close-ups, with everything unfolding smoothly and naturally.
Our system doesn't use OpenGL's VBO to its full potential, so the frame rates are more limited than they could be. OpenGL's current VBO implementation limits each vertex to one surface normal. Unfortunately, in the case of 2.5D models, each vertex must represent two surfaces with different surface normals that cannot be blended. For each face of a building with a different surface normal, we render each face independently after setting its surface normal (using GL_QUADS instead of GL_QUAD_STRIP). In addition, ground vertices and roof vertices share the same coordinates and are stored in the same VBO. During runtime, however, we must update the height values of the roof vertices for every frame according to their corresponding cluster meshes. Although the system doesn't introduce new vertices into the VBO, the height updates still slow the rendering. Overall, our evaluation suggests that the bottleneck in our rendering system resides not in the graphics card but in the data transfer between the CPU and the GPU. If we can resolve these issues, we can improve the rendering speed.
Finally, we are interested in furthering the evaluation of how individuals understand their surroundings in an urban environment. Through user studies, we would like to examine how the first three images in Figure 1 differ perceptually and cognitively. If we can understand the way people form mental images of urban surroundings, we believe we can create more legible, simplified urban models.
