T he kinetics of crystal growth is governed by processes on two quite different length scales. The longer length scale involves the diffusive transport of heat and, in the case of mixtures, species unincorporated into the crystal, from the growing interface 1 . The intrinsic growth rate, in contrast, is governed by the microscopic dynamics associated with the cooperative reorganization at the crystal/liquid interface. In computer simulations of crystal growth from the melt, the intrinsic growth rate can be defined as the steady-state growth rate when the temperature is constrained to be uniform in space through the application of an appropriate thermostat. Experimentally, this growth rate is most closely realized in the growth rate of a dendrite tip 2 . The steady-state intrinsic crystal growth rate ν(T) is described theoretically using a rate model in which the growth rate is expressed as the difference between the rate of crystal addition and subtraction. By invoking microscopic reversibility, this difference can be separated into a thermodynamic term βΔμ − [1 exp ( )] that accounts for the fraction of crystal additions that are not subsequently reversed by the subtraction process, and a kinetic term, k (T), that represents the rate of addition; that is,
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where Δ μ = μ cry − μ liq is the difference in crystal and liquid chemical potentials and β = 1/k B T. By definition, V vanishes at T = T m (a consequence of the equality of rates of crystal addition and subtraction) and the increase in the growth rate on cooling is entirely due to the decrease in the subtraction rate relative to the addition, often referred to as the 'thermodynamic driving force' . In equation (1), the kinetics of the ordering process is contained within the magnitude and temperature dependence of the rate of addition k (T) . From the literature, we can identify three different theories regarding the temperature dependence of k(T): diffusion-controlled kinetics, collision-controlled kinetics and kinetics governed by the relaxation of short-wavelength density waves. Diffusion control is described by the Wilson-Frenkel (WF) 3, 4 expression 2 , where D is the liquid diffusion coefficient and λ is an atomic displacement associated with ordering. The WF expression, which predicts a strong decrease in k on cooling due to the activated kinetics of the liquid diffusion, has been found to provide a reasonable description of growth rates of a number of organic molecules 5 . In the collision-controlled scenario 6 ,
, where M is the mass of a liquid particle. A simulation study of the crystal growth in an atomic liquid modelled with a Lennard-Jones potential by Boughton et al. 7 reported that collision control provided a reasonable fit for the growth of the (110) and (100) crystal surfaces. Finally, we have the time-dependent density functional approach, initiated by Mikheev and Chernov 8 , and extended using a Ginzburg-Landau (GL) formalism 9, 10 , where the kinetic coefficient is governed by the relaxation rate of density fluctuations corresponding to the reciprocal lattice vector K i given by
, where S(K i ) is the liquid structure factor, N 1 is the number of principal reciprocal lattice vectors, τ K ( ) i L is the associated structural relaxation time, ξ b is the liquid correlation length and A S is the dimensionless anisotropy factor as defined in the Methods.
With the development of accurate many-body potentials for metals, there have been a number of simulation studies of crystal growth in pure metals 11 . Ashkenazy and Averback 12, 13 have reported the temperature dependence of the crystal growth rates for large number of pure metals. They found a turnover in the growth rates at ~0.7T m and, largely on the basis of this feature, fitted their growth rates to the WF model. More recently, Mendeleev 14 has also carried out simulations of crystal growth in pure metals and also employed the diffusion-controlled theory to model the growth rates at small supercoolings (acknowledging that such a fit may break down at higher supercoolings). Thus, the current situation is that, while unchallenged, the collision-controlled theory of ref. 6 remains untested and its basis unexplained, while the diffusion-controlled theory is being used to model growth despite reservations about its applicability. In this paper, we re-examine and extend these simulations using computational methods developed to study relaxation in supercooled liquids to arrive at an account of the crystal growth rate that is quite different from these previous studies.
We aim to answer the following three questions. How does the rate of crystal addition of pure metals manage to bypass activation to achieve such enormous rates? What physical parameters determine the rate of crystal addition? What is the physical origin of the turnover in growth rates and subsequent decrease at large supercoolings? To this end, we have carried out a series of molecular dynamics simulations of crystal growth for six face-centred cubic (fcc)-forming metals: Al, Ni, Cu, Ag, Pt and Pb. The details of the algorithm and interaction potentials are provided in the Methods, along with the details of the constant-pressure constraint and local thermostat that ensure the uniformity and isotropy of stress and temperature, respectively, during crystal growth.
In Fig. 1 , we plot the crystal growth rates as a function of T for the six pure metals. These data are averaged over ten individual trajectories. We find that the rate of addition, k(T), obtained by fitting equation (1) to the simulated growth rates, is essentially independent of T down to supercoolings of ~300 K for each metal. This means that the addition rate can be well characterized by its value k 0 , listed in Table 1 , evaluated at T m . Over this same range of temperature, the liquid kinetics, as measured by either D or τ, exhibits marked slowing down due to the activated nature of these dynamics (see Supplementary Information). The theories of crystal growth that invoke bulk liquid dynamics, that is the WF and GL theories already introduced, reflect this large T dependence. The WF theory starts to deviate from the simulated data at small supercoolings. In the GL expression, the large T dependence of the timescale τ L (K) is compensated by the T dependence of 1/S(K), resulting in good agreement between theory and simulated results over a wider range. As shown in Fig. 1 , at larger supercoolings, this compensation breaks down and the GL theory is unable to account for the peak growth rates observed.
The absence of activation in the crystal growth rates is consistent with the experimental observation of Coriell and Turnbull 6 , and their proposal that the ballistic velocity of the particles sets the crystal growth rate is found (see Fig. 1 ) to provide a reasonable empirical fit to the simulated data. The difficulty of this empirical success is that it lacks any physical basis. In fact, rather than ballistic motion, the short time dynamics of supercooled liquids are well described by the instantaneous harmonic modes 15 associated with fluctuations about the local disordered ground state, the so-called inherent structure first identified by Stillinger and Weber 16 . A possible explanation of ordering without activation is that the liquid adjacent to the crystal surface has a local inherent structure that is already crystalline, but hidden by the thermal particle motion. This possibility would 
Details of the fitting procedure are provided in the Supplementary Information. The error bars here are the standard deviation of crystal growth velocities based on the ten individual trajectories.
account for the absence of a barrier to ordering since the ordering would, in this case, require the removal only of sufficient heat to make the underlying order apparent. We can explicitly test this idea by carrying out instantaneous potential energy minimizations of the crystal/liquid interface and measuring the movement of the crystal interface arising solely due to the minimization. (Details of the minimization procedure can be found in the Methods.) Any crystallization observed by this procedure represents barrierless ordering, by construction. To test the method, we have looked at two interfaces of the Lennard-Jones fcc crystal-(111) and (100)-that exhibit very different growth kinetics. As shown by Boughton et al. 7 , the (100) surface exhibits fast barrierless growth while the (111) surface growth rate is well described by the diffusion-controlled WF model. In Fig. 2 , we plot the change in interface position due to the minimization of the potential energy of the particles in the interface and liquid. We find that the (111) interface shows only limited ordering on minimization while the (100) interface advances by five layers. We conclude that the existence of a crystalline inherent structure for the liquid at the interface correlates with the observation of barrierless crystal growth since the crystal order can be generated without collective reorganization. The absence of an ordered interfacial inherent structure in the case of the (111) surface demonstrates that such ordering is far from inevitable, as evident even in a system as simple as the pure Lennard-Jones liquid.
Having established that the observation of a crystalline interfacial inherent structure does correlate with the observation of barrierless growth, we can now apply the methodology to the metal crystal/ liquid interfaces. We find a significant advance of all the metal (111) interfaces when minimized. As an example, we plot in Fig. 3a the advance of the Cu (111) interface by three layers due to energy minimization alone. The analogous behaviour of the other five metals is presented in the Supplementary Information. We argue that the demonstration that the liquid adjacent to the interface has crystalline ground states explains how crystal growth in these metals can proceed without activated kinetics even though diffusion in the liquid does involve barrier crossing.
The demonstration that we can observe crystal growth, in the case of the pure metals, via the purely deterministic process of energy minimization offers a valuable window into the microscopic mechanism of ordering. The displacements associated with ordering during energy minimization represent a minimal configuration path from liquid to crystal, shorn of the 'unnecessary' thermal fluctuations. The picture of ordering revealed by this process renders explicit the atomic 'shuffling' that Jackson 17 proposed as the mechanism of fast crystal growth. As shown in Fig. 3b , the crystal/melt interface advances during minimization via highly collective movement of the particles in the liquid-like regions confined between aligned crystal domains.
The preceding analysis provides compelling evidence that the liquid adjacent to the growing interface shares a common local potential minimum with the crystal. This suggests that the characteristic rate with which interfacial configurations (such as those depicted in Fig. 3b ) are explored should correspond to the characteristic frequency of the interfacial instantaneous phonons of the interface. We propose to approximate this quantity by using the analogous vibrational frequency of the crystal. It should be noted that this proposal is in clear contrast to the standard assumption that it is a liquid rate that sets the timing for growth. Here, we introduce the Einstein frequency of the crystal σ ∕M m (where the force constant σ m at T = T m is defined in the Methods and its value provided in Table 1 ) and propose that the vibrational addition rate is given by
m . In Fig. 1 , we plot the crystal growth rate as predicted by a constant rate of addition k(T) = k 0 , as proposed in our vibrational model. We find that the vibrational theory manages to capture a similar behaviour to that expressed in the collisional theory, but without requiring the assumption of ballistic motion. In Table 2 , we present four theoretical predictions of k 0 : the vibrational addition rate, the collisional addition rate, the WF kinetic coefficient and that due to the GL theory, against the simulated values. To make the comparison meaningful, we have scaled each theory value by = M is the atomic mass, k 0 is the addition rate obtained by the fitting shown in Fig. 1 , σ m is the crystal spring constant (see Methods) at T m , D m is the liquid diffusion coefficient at T m , the displacement length λ is explained in the Methods and l is the spacing between (111) crystal layers. such that the scaled theory value is set equal to the simulated rate coefficient for the case of Pb (that is, the smallest value k 0 ). We find that all theories exhibit significant scatter about the simulation data. The vibrational addition and thermal collision expressions do, however, correctly reproduce the simulated ranking of the values of k 0 for the different metals, unlike the WF and GL theories. At supercoolings greater than ~300 K, we observe an apparent turnover and eventual decrease in the growth rate of all the metals with decreasing T. The behaviour for Cu, which is shown in Fig. 4a , is representative of what is seen in the other five metals (provided in the Supplementary Information). This behaviour is similar to that reported previously 12, 13 where the turnover was used to support the idea of diffusion control and the use of the WF model. Here we shall demonstrate that this apparent turnover is a consequence of the kinetic instability of the liquid with respect to crystallization and, hence, the low-temperature data should not be interpreted as a steady-state crystal growth rate.
Quenches of the homogeneous liquid reveal that crystallization takes place at a reproducible temperature (see Fig. 4b ) that we shall refer to as T sp , a temperature that marks the effective end of metastability of the supercooled liquid. (Formally, metastability ends with the disappearance of the liquid minimum in the free energy. In practice, the supercooled liquid ceases to be well defined once the rate of crystal nucleation exceeds the rate of liquid relaxation. We refer to this last condition as the 'kinetic instability' .) We find that T sp In each case, k 0 theory has been scaled by a multiplicative factor = r is relatively insensitive to cooling rate above some threshold value of this rate (see Fig. 4b inset) . Values for T sp for each of the metals in this study are presented in Table 3 along with T max , the temperature of the maximum in the growth rate. Comparison of the values T max and T sp reveals that the two temperatures are essentially identical for each metal studied. We conclude that the turnover of the ultrafast crystal growth of the pure metals is a consequence of the onset of unstable growth of local crystal order throughout the liquid.
The origin of the change in ordering mechanism at T max can be confirmed by inspecting the evolution of a selected layer, located initially in the liquid, well in advance of the interface, during crystallization. As shown in Fig. 5 , for T > T max , the crystal order parameter Q 6 (see Methods) remains small and constant until it abruptly rises to the crystalline value, marking the passage of the crystal front. Below T max , we find that Q 6 increases continuously from the start of the run with no sign of metastability. In Fig. 5a and Supplementary  Fig. 9 (see Supplementary Information), we can see that spontaneous ordering occurs in the liquid well in front of the crystal/liquid interface. The apparent growth rate below T sp is the time average of the intermittent movement of the crystal front in the presence of the freezing liquid as shown in Fig. 5b . This apparent rate is time dependent (due to the freezing of the liquid in advance of the interface) and of no particular physical significance for the overall crystallization kinetics. Previously, Ashkenazy and Averback 13 had dismissed liquid instability as being responsible for the turnover in the growth rate. Their argument was based on equating the absence of a heat signature with an absence of ordering. As is discussed in detail in the Supplementary Information, the relation between order, as measured by Q 6 , and enthalpy is highly nonlinear; a substantial increase in order incurs little enthalpy loss until the final ordering where almost all of the enthalpy of fusion is released. This means that a supercooled liquid can order sufficiently to interfere with the propagation of a crystal interface without releasing much heat.
In conclusion, we have demonstrated that the ultrafast crystal growth in pure metals is governed by a barrierless ordering process that is made possible by the capacity of the crystal interface to impose a crystalline inherent structure (that is, the local potential energy minimum) onto the adjacent liquid. The large interface widths that characterize the crystal interfaces in the pure metals appear to be an important factor in establishing the ordered interfacial inherent structures. Through the introduction of the inherent structure of the crystal/liquid interface, we have presented a general algorithmic approach to assessing the degree to which an interface influences the local ground state of the adjacent liquid in simulations and, hence, the kinetics of its motion. Having established the crystalline character of the ground state of the interfacial liquid, we have introduced a expression for the rate coefficient, the vibrational addition expression, based on the insight that ordering at the interface is dominated by a crystalline inherent structure. This crystal-based timescale provides a better account of the T dependence of k 0 than those based on liquid dynamics while avoiding the unphysical neglect of particle interactions that underlies the thermal collision model. Further improvement in the theory of ultrafast crystal growth will proceed, we suggest, through consideration of anharmonic perturbations of the crystal dynamics in the interfacial region. Finally, we find that the apparent turnover in the growth rate at large supercoolings previously reported is not a consequence of intrinsic liquid dynamics but, rather, a result of the kinetic instability of the liquid with respect to crystallization. Below T max , ordering is no longer determined by the propagation of a single crystal front and so this quantity loses any particular physical significance.
Having established a clear physical account of the upper bound of possible crystal growth rates as represented by the pure metals, the opportunity now exists to explain the slower growth rates observed from more complex liquids in terms of the explicit manner in which the complexities (for example, composition fluctuations or molecular orientation) disrupt the order of the interfacial inherent structures and so necessitate activated reorganization before ordering.
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Methods
To investigate the crystal growth rate of (111) faces of pure metals, we first created the crystal/liquid interface samples. The initial simulation box contains 10 × 10 transformed unit cells in the x-y plane and 40 transformed unit cells along the z direction, with a total of 64,000 atoms. Then, the crystal particles of 10 unit cells in the middle were pinned, and the rest of the crystals were melted into liquids at high temperatures (above melting temperatures). Periodic boundary conditions were applied in three spatial directions, and the NPT ensembles were performed to study the growth rate. Finally, we set the pinned particles free and relaxed the whole crystal/liquid system for 300 ps (with time step 1 fs) at the melting temperature and at pressure = 0, controlled independently in three directions. During crystal growth, to release the latent heat as fast as possible and keep the temperature uniform in space, the whole crystal/liquid system was divided into narrow slabs with width Δ d = 1 nm, and the temperatures were separately controlled. For all of the simulations, temperatures were controlled via a Berendsen thermostat and pressures by a Nose-Hoover barostat. To detect the crystal front, the crystal/ liquid interface was identified via the spatial distribution of the order parameter Q i 6, (refs 18, 19 ), which is the average form of the local bond order parameter Q i 6, (ref. 19 ) over all its neighbours and itself. We measured the crystal growth rate by detecting the width of the crystal. The particle with
6, crystal, m is considered as a crystal. The energy minimization of the crystal/liquid interface was performed using the conjugate algorithm 20 . During energy minimization, the crystal particles were fixed, and the free boundary condition was applied along the crystal growth direction (z direction). The length λ is obtained by calculating the displacement of the liquid particles during crystallization via energy minimization. Specifically, λ is the average displacement distance of the particles in the layer with the maximum change Q i 6, during energy minimization for the configurations at the melting temperatures. For crystal lattice vibration, the spring constant at the melting temperature, σ m , is obtained from the plateau of mean squared displacement, Δ < > r 2 , using the fluctuation relation, σ = , where ξ k i is the effective widths of the density wave profile. Under the isotropic approximation, the corresponding anisotropy factor is = A u s 3 6 s 2 , where u s is the amplitude of density waves in a solid. Embeddedatom method potentials were used to describe the interaction between atoms for all of the metals, Al (ref. 21 ), Ni (ref. 22 ), Cu (ref. 22 ), Ag (ref. 22 ), Pt (ref. 22 ) and Pb (ref. 23 ). For the Lennard-Jones model, the interaction potential is given by , and truncated at r = 2.5σ. The units are scaled by parameters σ, ε and m. The melting temperature for fcc crystal in the Lennard-Jones model is ≅ 0.58 (ref. 24 ). All of the simulations were performed via the code package LAMMPS 25 .
Code availability. The codes that the evidence is generated from during the current study are available from the corresponding author upon reasonable request.
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