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Formal motivation
Equivalence proofs involving recurslve procedures are sometimes at first sight hard to find when only Scott induction is available. This may be due To The following situation:
In a naive setting, all induction arguments in such proofs concern induction on the recurslon depth of some quantity, and ape Therefore carried out within the framework of ~he natural numbers. However in natural-number-free formalisms there exists no direct analogue of courseof-values induction, because its formulation seems to require explicit knowledge of the natural numbers; therefore only Scott-induction is at one's disposal in such
formalisms.
Yet many equivalence proofs -especially those between a recu~sive procedure and some form of iterative implementation -requlme induction steps for which (B2), and not (A2), is the natural naive setting.
Transposing such pmoofs to formalisms in which only Scott's equivalent of (A2) is available as induction step requires sometimes ingenuity. I shall argue, by way of example, that in such cases greatest fixpoint induction may provide a solution. The resulting proofs display a combination of least and greatest fixpoint reasoning.
However, as observed independently by Robert Milne and Robin Milner, the proofs so obtained also suggest in their turn a n-step-n+l argument, i.e., application of Scott-induction.
Consequently, from a formal point of view, ~eatest fixpoint induction is in the considered applications of heuristic value.
ITERATIVE PROCESSING OF TREE-STRUCTURED COMPUTATIONS
First we discuss iterative traversal of an a priori given binary tree, then iteratlve processing of tree-structured computations, -i.e., backtracking -and finally iteratlve traversal and construction of spanning trees of binary directed graphs -the Deutsch-Schorr-Walte mamklng algorithm. The outline of the correctness proof of the last algorithm shows how proofs about program schemes can be relevant to higher-order programs. where P(£) is given by P(£) <= if at(E) then A(£) else cons(P(car(£)),P(cdr(£))) f_~i.
A direct proof of this assertion by structural induction on £ fails.
By proving
... S(cons(r,P(car(£))),P(cdr(£)))= S(r,cons(P(car(£)),P(cdr(£))))=S(r,P(£)), since N(£) implies N(car(£)) and N(cdr(A)).
Generalization to infinite trees
Without the presence of NIL in £, S(£,r) = S(r,P(£)) also holds if £ is infinite; then S(£,r) does not terminate, and neither does P(£), and a forteriori S(r~(£)) since the parameters of S are called by value. (AT this stage divergence with call-by-name (or call-by-need) based ~sTm~ct formalisms occur; in such formalisms P(£) may very well represent for infinite £ a well-defined value obtained as result of a limiting process, while for S(~,r) this limiting process "never takes off", and hence the value of S(£,r) is represented by the "undefined" value I.)
Lifting the finiteness condition off £ implies that no inductive argument upon the structure of £ is anymore available.
Yet II can still be proved by mathematical induction on the recurslon depth of N(£).
(This possibility is eliminated in the next section.)
Note that the value of N(£) may now be either true, false, or 'undefined'.
Consequently our propositional logic should be adapted [9] . The kind of intricacies involved in proving II for the case N(~) = 'undefined' are illustrated in the section 2.2.4.
Backtracking

introduction : representing the 4 queens" problem.
The 4 queens' problem requires a quaternary tree representation.
recurslve solution has the following for~:
Therefore a
The intended interpretation of P'(~) is given by 4 e P'(col,s) <= i~ eol<4^free(col,s) then U P(col+l,~s) else 
Qn.I(cons(r,T(SI(£))),T(S2(£)))= ~_2(r,cons(T(Sl(~)),T(S2(£)))) = Qn_2(r,T(£)) _E
Qn+l(r,T(£)).
If n=l then Q2(£,r)EQ2(r,P(£)) follows from Q2(£,r)=Qo(cons ...), see above, and Qo(cons ...) = I.
2.2.4
In mechanized proof systems, proofs using course-of-values induction are undesirable since these involve unnecessary operations on the natural numbers~ in such systems one prefers proofs using n-step-n+l (-Scott -) induction.
Two such proofs are presented. a The first one is given below and applies Ereatest fixpoint inductlon,/principle for reasoning about infinite computations. The second one is given in section 3.4 and amounts to a translitteration of the course-of-values proof given above.
Proof of III.l using n-step-n+l and greatest fixpoint induction:
Introduce the auxiliary boolean procedure k(Z); k(£) <= if s(Z) then k(Sl(£))Ak(S2(£)) else true f~, assume ipr(£)~ and distinguish between two cases: a.
k(£) = true: proof: by n-step-n+l induction on the recumsion depth of k(£).
The prqof is similar to that of section 2.1.3 and therefore omitted. Moreover the two suhcases are exhaustive. Therefore computation of Q(£,r) has to proceed infinitely if k(£)='undefined' is not to be violated, and hence assertion III.l is trivially fulfilled since the value of Q(£,r) is undefined.
In section 3 the induction principle behind the infinite-sequences argument used above -greatest fixpoint induction -is formally introduced, and the proof given above is justified.
2.2.5
(1)
(3)
The reader may object that:
he considers the example too contrived, he is perfectly satisfied with the proof of III.l using course-of-values induction~ the example is too trivial since the course-of-values proof at level n÷l uses the hypothesis at levels n and n-i only, and that he would rather see an algorithm in which the hypotheses are dynamically rather than statically determined. 
Version for binary trees
The idea behind the Deutsch-Schorr-Waite marking algorithm is described in two steps:
First we refine the figure in section 2.1.1 as follows:
That is, we distinguish during traversal of the tree between a leftdown phase and a ~c k u p phase.
Traversal in leftdown phase ends upon encountering an atom, upon which traversal in backup phase is initiated.
Traversal in backup phase changes into leftdown phase upon encounterir~ a (not yet visited) righthand subtree of the original tree, and remains in backup phase, otherwise~ a bit is introduced in each interior node to distinguish between these two cases.
An interior node met in leftdown phase -this is the first time that node is metis marked by 1 to encode that the righthand subtree must still be traversed. Upon encountering that node (for the first time) in backup phase -this is the second time that node is met -the marking bit is set to 0 to encode preservation of that phase after the righthand Tree has been traversed. Finally, the third time that node has been met, its bit has served its purpose as far as marking phase differences ~s concerned, and it is systematically set to, e.g.~ i. This algorithm has been investigated independently in Burstall [I0~ and de Roever [ll] ; its ccTrectness proof is similar to that of section 2.2.%.
Version for directed binar9 graphs.
In The above algorithm new nodes of the tree are encountered for the first time in leftdown phase, and are then submitted to a test of the form at(g).
Therefore, in the case of traversal of a cycle of a binary directed graph, that test is The spot in the algorithm where newly encountered nodes have To be distinguished from already visited ones in order to prevent infinite repetition in traversal of that cycle.
This distinction is made by introducing a second marking bit which enables marking a node upon encountering that node for the first time, and by replacing the test at(£)
by a test at(£)vm(£) with m(£) checking whether or not a node has been visited already.
In order to express the change in underlying formalism required to express binary directed graphs, a new formalism is introduced.
New formalism (based on [8]):
Let At and Loc denote two disjoint sets~ and at denote a total predicate over these sets satisfying at(e) = true iff a~At.
A memorF for representing binary directed graphs with two marking bits is a total function a :Loc+{O,l}2x(LocuAt) 2.
Changes of such a memory are described as follows: Remark: Michael Patterson observed that the idea behind algorithm S as expressed in section 2.1.1 applies also to directed graphs without marking bits. This can be understood by translitterating S into a formalism such as described above (but deleting the part dealing with marking bits).
Open problem: Pmove corTectness of this new version of S (, for traversal of unmarked directed graphs).
FORMAL JUSTIFICATION
First, greatest fixpoint induction is formally introduced as a valid principle in its own right.
Then our use of it in section 2 is justified.
Finally, we present Milne's and Milner's observation that the use of greatest fixpoint induction in section 2 also suggests a proof using n-step-n÷l (-Scott -)
induction.
Greatest fixpoint induction
Greatest fixpoints, and their associated operators, were described by Consequently The following rule, greatest fixpoint induction, is valid:
Obviously greatest fixpoint induction is dual to the following propemtyleast fixpoint induction -of least fixpoints:
~(~)=~ #x[a]=_~
As usual, these definitions and this rule can be generalized to finite or infinite systems of equations.
Existence of These fixpoints is guaranteed by monotonicitg of o(X) in X (; {XIXE_a(X)} is then obviously a directed set).
Expression of the relationship between least and greatest flxpoints requires I! _.
complete partial orders equipped with a complementation, or negation, operator Examples of such structures are complete algebras of relations, or complete boolean algebras (in the latter case the sign will be used).
In such structures In ihls formulation, Park's rule of greatest fixpoinl induction is applicable:
LHS [7] LHS is formally proved in Thus our informal appeal to greatest fixpoini induction in section 2.2 can he under~inned by formal application of the principle introduced in section 3.1.
Similar arguments apply to other Informal appeals to this principle in section 2. This justifies our use of the term greatest fixpoint induction in section 2. We have either k(Sl£)=l or k(Sl£)=true and k($2£)=I.
In the first case, Qi(Sl£,...)=l, by hypothesis.
In the second case, Qi(Sl£,cons(S2£,r))~(hyp.,2nd conjunct)Qi(cons(S2£,r),T(Sl~)) (hyp')QI+I(eons(S2£,r),T(SI£))=Qi(S2A .... )=(hyp.)l.
Qi+l ~ Qi+2 procedure bodies. In the meantime more proofs of III.l have been found, displaying the rich variety which S c o t t induction allows in this kind of examples.
The simplest of these proofs is the following one:
Proof of III.l using n-step-n+l induction:
Assume ipr(£). We prove for all n: 
