Simulated annealing, an analogy between statistical mechanics and combinatorial optimization, has attracted considerable attention due to its potential in dealing with certain traditional optimization problems. However, it has been shown to be parameter sensitive and require more computational effort to produce high quality solutions than traditional heuristics. The present paper reports on a new approach to applying this method to a class of quadratic assignment problems, i.e., the facility layout problem.
In the above equations, the decision variable Xik is equal to one if Facility i is assigned to Location k, and otherwise is equal to zero. The constraints ensure that exactly n facilities are to be assigned to exactly n locations.
QAP is an NP-complete problem [26] , i.e., there is no general solution technique available that is able to reach an optimal solution for problems of various sizes in polynomially bounded computational time. It is not surprising, therefore, that so much effort has been devoted to devising heuristic methods which yield solutions of acceptable quality in "reasonable" computational time, even if not optimal [30] . These heuristic methods may be classified as either constructive procedures or improvement procedures. In constructive procedures a solution is built from the null solution by making successive assignments of facilities to locations. The best known constructive procedures include CORELAP [18] , MAT [7] and the method of Graves & Whinston [11] .
In contrast, improvement procedures start from an initial assignment or the existing layout, and try to improve it through assignment exchanges [23] . Improvement procedures have generally been found to yield better solutions than constructive procedures. The most cited improvement methods are CRAFT [2] , H63(the method of Hillier [13] ), HC63-66(the modified version of H63) [14] , Biased Sampling [23] , COL [29] , FRAT [15] , and the revised Hillier method [25] . However, improvement procedures frequently get stuck in local optima after executing some iterations, and their performance depends on the initial solution given at the starting point.
Recently, Simulated Annealing (SA) [16] ' an analogy between statistical mechanics and combinatorial optimization, has been applied to support the solution of QAP by a number of researchers. Although classified as iterative improvement procedures the methods based on this approach are able to escape from local optima, which are not global optima, by accepting assignments that momentarily deteriorate the objective function value under specific conditions. Theoretically, it has been proved that simulated annealing algorithm converges asymptotically with probability one to the set of globally minimum costs(GCl, i.e., Global Convergence with probability one) [12, 22] . In application to combinatorial optimization problems, it has also been shown that these methods are able to obtain high quality solution when applied to different problems [3, 6, 10, 30] .
Although SA has great ability for deriving good solutions, this technique is known to be parameter sensitive and time consuming. The performance and computational time of this scheme heavily depend on the annealing schedule and its parameter tuning. In general, high quality solutions can be obtained by tuning the parameters leading to a large number of iterations. Such parameter settings also lead to considerable computational time. Concerning the parameter setting, however, an appropriate setting for each parameter may be obtained that leads to fewer iterations, therefore less computational time, and good solutions. Furthermore, it is difficult to obtain appropriate parameter settings for all cases. Such parameter settings vary according to the type of problems and their sizes.
A modification of Tabu Search technique [28] is also applied in order to overcome local optimalityas well as Simulated Annealing. In that study, a number of numerical experiments with different parameters were conducted and the performance was compared with that of one of traditional SA algorithms, i.e., QAPH4 [:3] , and it was reported that this method is superior to the traditional SA.
The objective of the present study is to create an annealing scheme that leads to superior performance with fewer iterations and therefore less computational time; even though it might lose the GC1 property. For this purpose, we propose a new approach for solving the facility layout problem which combines the simulated annealing methodology with a problem-specific structure or information. This approach requires no parameter setting or tuning. We develop two algorithms based on this approach, which differ only in cooling schedule, and examine their performance using numerical experiments with problems of varying sizes.
In the next section, the simulated annealing algorithm and previous studies are briefly reviewed. The proposed simulated annealing methods are described in Section 3. The results of the numerical experiments are mentioned, and some discussion are given in Section 4. Finally, conclusions are given in Section 5.
2 Methodology of simulated annealing 2.1 General algorithm The principal idea used in simulated annealing was first proposed by Metropolis et al. [21] .
Kirkpatrick et al. [16] applied the concept of the annealing to combinatorial optimization problems. This concept is based on an analogy between the physical annealing process of solids and solution process of combinatorial optimization problems.
The physical annealing process which obtains low energy states of a solid in a heat bath may be modeled as follows [16] : In each step an atom is given a small random displacement and the resulting change in the energy of the system, tl.E, is computed. If tl.E $ 0, then the displacement is accepted, and the configuration with the displaced atom is used as the starting point of the next step. The case of tl.E > ° is treated probabilistically, i.e., the probability that the configuration is accepted is determined using Equation (1), where T is the temperature and kb is Boltzmann's constant.
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A random number uniformly distributed on the interval [0,1] is selected and compared with P(tl.E), which is calculated by Equation (1) . If it is less than P(tl.E), then the new configuration is accepted and used to start the next step. Otherwise, the configuration is rejected. The process is continued until an "equilibrium" state is achieved, then the temperature is lowered according to the annealing schedule. This procedure is repeated until the system freezes. At each temperature, the annealing schedule must allow the simulation to proceed sufficiently long for the system to reach steady state condition (equilibrium point).
The general algorithm of SA derived from analogy with the physical annealing process described above is illustrated in pseudo-code in Figure 1 . In this figure, the outer loop represents the freezing process in which the temperature is changed, whereas the inner loop describes the equilibrium procedure that determines how many exchanges are to be attempted at each temperature.
Comparison of SA algorithms (1) Annealing framework
Many researchers have applied the SA methodology to various combinatorial problems with slight variations of the annealing schedule, and have reported that SA provides a promising approach for solving combinatorial optimization problems. Nonetheless, this methodology has several weak points as presently applied. One of the weakest points may be that the solution quality is sensitive to certain control parameters, and it is hard to set appropriate values for the parameters which enable good solutions. For this reason, we intend to develop a new SA approach that can derive good solutions while achieving robustness to parameter settings and enabling easy tuning of the parameters. In order to cope with the parameter sensitiveness in SA, at least two different approaches may be considered. One is to solve the problem using problem-specific structures and/or information during execution of the annealing process. The other approach is to decrease the number of control parameters required as input variables. This parameter reduction approach may be achieved either by utilizing added information or by changing the procedures that constitute the annealing process itself. Table 1 (a) summarized the general characteristics of SA schemes as they relate to these two approaches.
Regarding the first approach, there are few existing schemes of SA in which problemspecific structures or rules are utilized. In the traditional improvement procedures for QAP, however, several methods employed such problem-specific rules or knowledge. Among these problem specific-rules and structures, the" Move Desirability Table ( MDT)" on which Hillier & Connors [14] method was based, is deemed the' best buy' considering solution quality and CPU times [23] . Therefore, in this study, it was decided to combine MDT with the annealing process. This combination may be considered as one of the most distinguishing features of the proposal approach.
On the other hand, most of existing SA schemes have multiple parameters which constitute the annealing schedule. The larger the number of parameters, the more difficult it is to tune them, and therefore the more difficult it is to derive high quality solutions for all [6] , which has the fewest parameters among the existing schemes, conducts trial executions to elicit information on the annealing schedule at the expense of some computational time. These trials contribute to reduction in the number of annealing parameters and may be useful to give high quality solutions. Problem-specific rules like the MDT mentioned above also play roles in the parameter reduction.
The basic idea of the proposed scheme is to combine the above two approaches in SA methodology. In addition to this idea, we can obtain further insight for improvement by comparing characteristics of annealing process among the existing schemes as shown in 'Table l(b). Previous studies can be categorized into two types with regard to the manner of selecting a pairwise exchange. One type is to select randomly among any possible pairs. In the other type of exchange, the pairs are selected in orde:r. In the method of Connolly [6] , for example, a neighborhood pair (e.g. neighboring facilities in location) is picked up sequentially (in order) from among all possible pairs during the iterations, which is called sequential neighborhood search.
In the same study, Connolly also examined the effects of random search versus sequential neighborhood search at the pairwise exchange in terms of solution quality. He concluded that the sequential neighborhood search is superior for QAPs. From his findings, we adopt a policy of sequential neighborhood exchange criterion in this study. Furthermore, since we employ MDT as problem-specific information, a pair can be selected according to the desirability of move to any adjacent facilities, while in Connolly's method a pair is selected sequentially among all neighborhood exchange pairs.
The number of iterations during the annealing process partly depends on the initial temperature. The procedures for setting the initial temperature may be broadly classified into two types. Most schemes determine the initial temperature as fixed numbers prior to execution of the annealing process. Golden & Skiscim [10] On the other hand, Connolly [6J determines the initial temperature using information obtained during the trials prior to the annealing process. He also suggested the possible existence of an optimal temperature between the extremely high and low temperatures. We adopt his suggestion, which justifies starting the annealing from a low temperature, hoping to reduce the computational time. According to this policy, the proposed scheme estimates the initial and final temperatures to try to maximize the proportion of the search performed near the unknown optimal temperature by using trial information like Connolly's. (c) Temperature tuning:
One of the major issues related to the annealing schedule is how to tune the temperature during the annealing process. In the existing SA schemes, there are several types of procedures for tuning temperature. One is to employ a temperature lowering function based on the annealing schedule. Each annealing scheme has its own individual function. In another type of temperature tuning, information obtained from trials prior to the execution of annealing process is utilized. During these trials, for example in Connolly [6] , the initial temperature To and the final temperature T f are determined. Using these temperatures and the constant M determined by the problem size, the next temperature is calculated by Equation ( 4) . In this equation, parameter {3 usually has a small value, and therefore the temperature reduction proceeds relatively slowly.
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It is clear that when the temperature is too high, a lot of poor uphill moves are accepted. Conversely, when the temperature is too low the probability of falling into a local minimum is very high. Kirkpatrick et al. [16J mentioned that between these two extremes there is a critical band of the temperatures in the whole annealing process where very slow cooling is required. Equation( 4) and the procedures for determining the initial temperature used in Connolly [6J were designed based on this idea. Besides these two types of temperature tuning, Otten & van Ginnekenet [24] suggested a tuning method in which temperature is lowered adaptively during the execution of annealing process.
From the standpoint of solution quality, we adopt Connolly's temperature tuning procedure in one of the proposed methods, SA-MDT1 (Simulated Annealing based on MDT 1). This procedure which uses trial information contributes to reduction in the number of control parameters and leads to high quality solutions. However, it usually requires considerable time to reach the frozen state of the system. Therefore, we also employ another tuning procedure to lower the temperature more quickly in the other proposed method, SA-MDT2. This second method significantly decreases computational effort, especially for large size problems, with a slight degradation in solution quality. From evaluation of test results for the various tuning procedures, Equation(2} was selected for use in SA-MDT2.
(d) Equilibrium test:
Each SA scheme has its own means for testing equilibrium state, i.e., testing whether the annealing process should proceed to the next temperature. Most existing schemes test the equilibrium state according to prescribed criteria independent of the problem characteristics.
For instance in Wilhelm & Ward [30] and Golden & Skiscim [10] , a test as to whether the equilibrium state has been reached is condu.cted after a certain duration at each temperature. In both studies, this duration is called an "epoch", though its definition differs slightly between these two schemes. In Golden & Skiscim [10] ' it is represented as the a priori specified number of attempted exchanges including non-accepted exchanges, while in Wilhelm & Ward [30] it is defined as the a priori specified number of only accepted exchanges. In both methods, after the execution of each epoch, the value of the objective function is calculated, and the equilibrium test is conducted based on the current and previous values of the objective function. If the system reaches the equilibrium state, then the temperature is lowered. Otherwise, exchanges are repeated during the next epoch at the same temperature, and at the end of that epoch the equilibrium test is conducted again.
There is also a slight difference in the procedures for determining the equilibrium state between the above two schemes, as well as the definition of the epoch. In Golden & Skiscim [10] ' as shown in Equation (5), if the mean value of the objective function from the most recent epoch, j, at temperature T; which is defined as l; in this equation, is sufficiently close to any of the mean values at previous epochs, i.e., l E {l~,.··, l;_l}, then the system is assumed to be at equilibrium.
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A simpler procedure than the above was employed in Burkard & Rendl [3] . In this scheme, the number of pairwise exchanges is specified prior to the execution of the annealing process, and the equilibrium state is determined to be reached after that number of exchanges at each temperature. This fixed number, called "rep" in their study, is set to twice the number offacilities and multiplied by the factor 1.1, i.e., 1.1 x 2n for the next rep.
In contrast with these two types of existing schemes, our proposed scheme uses problemspecific information in the form of the MDT. This information can be also utilized in the equilibrium test, in place of the parameter values determined prior to execution. This enables more flexible and more frequent tests since no additional calculation or processing is required for the test. Details are given in the next section. It was determined from preliminary results in this study that regardless of the criterion selected and incorporated into the annealing process, the total number of iterations until the system reaches the frozen state heavily depends on the problem size. From these results, the proposed scheme employs more straightforward stopping criterion based on the total number of exchanges.
3 Simulated annealing combined with MDT 3.1 Procedures of annealing process (1) Pairwise exchanges using MDT The most distinctive feature of the proposed methods is the incorporation of a problemspecific structure, MDT, into the SA methodology. MDT can be utilized in selecting pairwise exchange and test for equilibrium state. In choosing the pairwise exchange at each iteration, MDT is applied in the proposed methods. The criterion adopted by MDT defines the desirability of moving one facility to different directions. This table contains the cost changes that would result from moving of a facility to each alternative location, i.e., left, right, up and down, in relation to its current location.
A procedure for calculating each entry in the MDT is shown next through an example in which eight facilities are to be assigned to eight locations. The material flow between any combination of facilities, Cij, is shown in Table 2 , and the initial assignment is illustrated in Figure 2 . In this example, it is assumed that the distance to be traveled between two locations can be approximated by the distance between their centers measured along directions parallel to the sides of the locations, and the unit of distance is the length of the side of a location. Thus, if a load travels to an adjacent location, the distance is one, and if it travels to another location adjacent to an adjacent location, the distance is two.
Based on the above assumptions, the desirability of moving a given facility to adjacent neighborhood positions, i.e., each entry in the MDT, is determined. For example, in Figure  2 , if Facility 7 is moved one step to the left, the effect on material handling costs is to save one distance unit for each load traveling between facilities assigned to columns on the left of Facility 7, i.e., Facilities 1, 2, 5 and 6, and to increase by one distance unit for each load traveling between facilities assigned to columns on the right of Facility 7 and facility i.n the same column, i.e., Facilities 4, 8 and 3. Using information in Table 2 and Figure 2 , the net decrease on the cost by the move would be (0 + 2 + 5) -(0 + 2 + 10) = -5, meaning that if Facility 7 is moved to the left the total cost will be increased by 5. Thus, the calculated number represents a "move desirability index". The desirability of moving all the facilities to the right, up and down are calculated in the same way. The result of such calculations for the state shown in Figure 2 is presented in Table 3 . The entries in Table 3 , however, do not represent the actual cost reduction to be obtained by the next exchange since they reflect only the desirability of moving a single facility. The candidates for moves are those which have positive values in MDT. The facility that presents the maximum cost improvement from the entries of the MDT, is selected as facility to exchange without consideration of the value of the other facility in the exchange pair. At this time, its indicated move defines the other facility for the exchange. For example, in Table 3 , moving Facility 1 to the right is the entry with maximum desirability. It means Facility 1 shifts one step to the right and is replaced by Facility 2.
Utilizing one of the useful features of tabu search, in order to prevent an infinite loop, the same exchange is not allowed to take place more than one time at each temperature by defining a forbidden set which consists of all accepted pairs at the same temperature. When a facility with a negative value on the move desirability index is replaced as the other pair in an iteration, the move desirability of thi.s facility to the former location will appear as a large positive entry in the next MDT. In this situation, based only on the value of the desirability index, it may be highly possible to select the same pair which was already exchanged before, and therefore this may lead to an infinite loop.
Whether the present exchange is accepted or not is tested according to the general acceptance procedure. At this time, the resulting change in the cost, Ill, is computed efficiently by applying the move desirability indexes in MDT. In the case of accepting a pairwise exchange, the MDT must be revised for the next exchange of facilities. At this time, the revised :\fDT can also be generated easily using the structure of MDT. It should be clear that most of the entries are still valid for the succeeding state of the table. For example, in the state of Figure 2 , if the locations of Facility 6 and Facility 5 are exchanged, those entries in Table 3 which need to be changed to reflect this exchange are the 'left' entries of Facilities 2, 5, and 6, and the 'right' entries of Facilities 1, 5 and 6. The other entries remain without changes. This is because, for example, the facilities located on the left side of Facility 7, i.e., Facilities 5 and 6, are still assigned in the left side, event hough their locations have been exchanged.
Since the state space coverage is not obvious under the proposed state transition scheme, the resulting SA procedure may have lost the GC1 property. (2) Initial temperature setting Using the same procedure of Connolly [6] , the initial and final temperatures are determined using information obtained in trials prior to the annealing process. In these trials, 100 random pairwise exchanges are performed without regard to the resulting changes in the cost. From the results, the minimum value b.!min and the maximum value b.!maz for the changes in cost are calculated for these exchanges. Using these values, the initial temperature, To and the final temperature, Tt are then set according to Equations (7) and (8), respectively. (7) To 1
T.f b.!min (3) Tuning temperature
In SA-MDT1, the temperature is controlled by Connolly [6] 's procedure, i.e., Equation(4). In the equation, M refers to the number of pairwise exchanges examined, and is calculated by Equation (9) in the present studyl.
In the second method, SA-MDT2, in order to lower the temperature faster, the temperature is controlled by Equation(2) as mentioned in Section 2.
( 4) Equilibrium test
The MDT is also utilized in the equilibrium test. As mentioned in Section 2.2, each entry of the MDT represents the degree of desirability of moving to a neighborhood location. If no facilities remain with positive values for the move desirability index in the MDT, it may be considered that a steady state has been reached. Therefore, our proposed methods adopt this state of the MDT as the equilibrium state of the system. This procedure allows us to test for equilibrium any time during the annealing process, with no additional effort needed beyond normal processing of pairwise exchanges. (5) Frozen test As mentioned in Section 2.2, the proposed methods employ a simple, straightforward stopping criterion wherein the total number of iterations from the start of the annealing process is compared with a certain number corresponding to the problem size. The user can easily control the CPU time by selecting an appropriate value for this number. The annealing process terminates when either the total number of pairwise exchanges exceeds M, or the temperature reaches the final temperature Tt.
Algorithm
The complete algorithms for the annealing process procedures mentioned above are described here. The flowchart of one of the proposed methods, SA-MDT1, is illustrated in Figure 3 .
IThis equation is also same as the one used in Connolly [6J.
STEP 0: Determine an initial assignment aO, and calculate To and T f . Concerning the initial assignment, the current existing layout may be used, or it may be generated at random. In the numerical experiments that are mentioned in Section 4, the initial assignment is input in order to compare the results with those of the existing schemes. After a hundred trials, To and T f are calcula.ted by Equations (7) and (8), respectively.
The temperature T is initialized to To and the iteration counter m set to o.
STEP 1: Compute the total cost of initial assignment f(aO), set the temporary solution a* = aO, and the temporary least cost E = f(aO).
In executing SA-MDT1, the tuning parameter on temperature f3 and M are calculated by Equations (4) and (9), respectively, while the parameter a is determined for SA-MDT2 by the user. STEP 2: Generate the" Move Desirability Table" for the current assignment in the manner described previously. STEP 3: Pairwise exchanges selection procedure. a) Select the facility with the maximum entry of the MDT. If the related exchange is the same as the former exchanges at the current temperature, go to STEP 3b;
otherwise go to STEP 4. Ignore this exchange and return to STEP 3a.
Equilibrium test procedure
If the maximum entry of the MDT is less than or equal to zero, then go to STEP 4b; otherwise go to STEP 4c. b) Change the temperature according to Equation (4) instances was stored. So far, the Nugent et al. were most common standard data utilized to evaluate heuristic methods suggested for QAP.
In particular, the proposed methods were compared with Wilhelm & Ward [30] and Connolly [6] , which are known most effective traditional SA schemes for solution of QAPs. The computer programs of the proposed methods, Wilhelm & Ward and Connolly were written in C language and implemented on a workstation, SUN SPARC Station 2. The pseudo random numbers were generated by randO function. The Unix™ online manual for randO states that "the spectral properties [ ... ] leave a great deal to be desired" and that "the low bits of the numbers generated are not very random [ ... ] in particular the lowest bit alternates between 0 and 1." An implicit premise for the numerical results in this paper is, therefore, that the quality of random numbers is unimportant for the performance comparison among SA and other schemes so long as the same quality is kept throughout.
All the above methods were tested for various sizes of problems, i.e., n = 6, 8, 12, 15, 20, 30, using five different initial assignments which were also used in Wilhelm & Ward [30] and others. For larger problems, SA-MDT2 was compared with the other methods. Three problems for n = 50 and one for n = 100 generated in this study in which flow materials data were generated from uniform distributions. Furthermore, for n = 100, two problems reported in [5] were also used. The number of runs for each initial assignment was limited to five for the data up to n = 30 as in the experiments of Wilhelm & Ward [30] , and to one for the data of n = 50,100.
The method of common random numbers [1] was not used because the gain in computation time would not seem to compensate the increase in programming complexity.
Concerning the parameter settings, the Wilhelm & Ward method was employed with e = 15, € = 0.01 and N' = 100 for all problem sizes, as they recommended, while Connolly method was run with MAXFAIL = n(~o~l), same as Connolly's paper. In one of the proposed methods, SA-MDT2, the tuning parameter for temperature Q was set at 0.97 from the results of preliminary experiments. In addition, we also compared the quality of the results for the proposed methods with the results of other methods as reported in the literature [3, 30] . There are many methods by which computational tests were conducted using the same standard data of Nugent et al .. Here, we compared with QAPH4 [3] , CRAFT [2] , Biased Sampling [23] , while for Connolly method the results are different from those reported. This is due to different test methods used and some details which might not be given in his paper. For instance, the number of runs for an initial assignment (unknown for us) was limited to 100 in his study, whereas we tested all of SA methods by five runs for five specific initial assignments presented in [23] . This test method was reported in Nugent et al. and commonly used in the literature.(For instance see [3, 25, 30 ].) Table 4 shows the computational results for relatively small size problems in terms of the mean and best cost for solutions and the mean CPU times for every five runs of each initial assignment. As seen in this table, SA-MDT2, which employs a fast cooling function, That is due to the fact that in SA-MDT1 the system is cooled very slowly in order to search for solutions near an unknown optimal temperature. This slow change in temperature generates a very high quality solution at the cost of more computational time.
On the other hand, SA-MDT2 requires less CPU time to derive a good solution than both Wilhelm & Ward and Connolly methods. As the size of problems increases, the difference in computational times between these methods also increases. Regarding the solution quality, as may be seen in Table 5 for medium size problems, SA-MDT2 is superior to both Wilhelm Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. The results of numerical experiments for larger problems, i.e., n = 50,100, are given in Table 6 . As it can be seen, SA-MDT2 can yield higher quality solutions than both Wilhelm & Ward and Connolly at the cost of more CPU time than Wilhelm &Ward method (but less CPU time than the Connolly method). This is due to the higher computational efforts which is required for generating MDT for extremely large problems. We note that in two problems of [5] , SA-MDT2 could not reach the best solutions obtained by Tabu Search methods. Table 7 presents the comparison results between SA methods and Tabu Search methods reported in [5] . As we mentioned above the best solutions obtained by Tabu Search methods are superior to those of SA methods, including SA-MDT2. Since the Tabu Search methods in [5] were run in a connected machine system, a direct CPU time comparison cannot be conducted. It is obvious that running one iteration of the Tabu Search method is more time consuming than that of the traditional SA. In addition, the number of iterations required to gain such good results by the Tabu Search method is also nearly four times larger than that of the traditional SA methods as shown in this iteration in the same machine. However, as seen in Table 7 the total number of iterations for Connolly(traditional SA) is less than both Tabu Search methods and the CPU time of SA-MDT2 is about a half Connolly's CPU time. Finally, Figure 4 shows the mean improvement of the proposed methods on traditional SA methods and relative CPU time required for such improvement.
(2) Comparison with other methods
As mentioned previously, the performance of many methods has been tested using the same standard data for facility layout problems. Thus, we can also compare the solution performance of the proposed methods with other methods using the original results cited in the literatures [3, 23, 30] . Here, we can compare only by solution quality, not by CPU time, since every method in the literature was run on different computers from the one which was used in this study. Table 8 shows the solution quality of the proposed methods in comparison with another SA method, i.e., QAPH4(the method of Burkard & Rendl [3] ), and several traditional heuristic methods for layout problem, i.e., CRAFT [2] , Biased Sampling [23] and the revised Hillier method [25] as applied to the standard data of Nugent et al. [23] . It can be seen that solution qualities obtained by SA-MDT1 and SA-MDT2 are generally better than the others.
In particular, it can be seen that there is large difference in the existing methods between the best cost and the mean cost for each method, while in the proposed methods, especially for SA-MDT1, the value of the mean cost is closer to the best one in each case. This means, as mentioned previously, that the proposed methods are not as sensitive to the initial assignment and random number sequence. Therefore, only one or a few executions are needed to obtain a good quality solution for a given problem.
Conclusion
In the present study, we proposed a new approach which combines simulated annealing with a problem specific structure. The facility layout planning problem formulated as QAP was treated as an application of this approach, and the" Move Desirability Table" was employed as the structure that is specific to this problem information. Using information from the MDT pairwise exchanges selection and the equilibrium test are conducted. In addition, several procedures for the annealing process were suggested from analysis and comparison with existing methods. Adopting MDT and these suggestions, fewer control parameters need be defined and hence, less computational effort is required for parameters setting. 17 Based on the above concepts, we proposed two methods which differed only in cooling schedule and hence affected in computational time. In the first method, SA-MDT1, information obtained during trials prior to the annealing process is utilized, and the system is cooled very slowly near an unknown critical temperature, thereby making this method appropriate for relatively small size problems.
On the other hand, the second method, SA-MDT2, uses a simpler procedure for temperature tuning, i.e., it determines the next temperature according to a prescribed cooling function. This function used in the present study cools faster, and thereby contributes to saving computational time.
In order to evaluate the proposed methods, we conducted a number of numerical computations using the standard problems of Nugent, et al. [23] in the facility layout problem. Based on the computational results, SA-MDTl was shown to obtain higher quality solutions than all other SA methods for all size of problems, but the expense of relatively high computational effort in the case of large scale problems. In addition, this method was less sensitive to given initial assignments and random number seeds. In the case of large problems, the other proposed method, SA-MDT2 produced solutions of quite satisfactory quality with relatively less computational time. Therefore, considering solution quality as well as computational time, SA-MDT1 may be considered efficient for dealing with small size of layout problems, and SA-MDT2 for larger problems. Finally, although the simulated annealing algorithms proposed here are for the facility layout problem, it is possible to apply these methods to other combinatorial optimization problems by finding rules or structure based on the characteristics of the problem, such as the MDT used in the facility layout problem. It may provide higher quality solutions with increasing efficiency in comparison with other heuristic methods available in the literature. 
