Objective. Concurrent scalp electroencephalography (EEG) and functional near-infrared spectroscopy (fNIRS), which we refer to as EEG+fNIRS, promises greater accuracy than the individual modalities while remaining nearly as convenient as EEG. We sought to quantify the hybrid system's ability to decode mental states and compare it with unimodal systems.
INTRODUCTION
There are many reasons for wanting to have accurate and practical methods for decoding human mental states noninvasively. Developing passive and active brain-computer interfaces (BCI) for everyday life and for the clinic (Nicolas-Alonso and Gomez-Gil, 2012), improving human performance and well-being through better design (Mehta and Parasuraman, 2013; Zander and Kothe, 2011) , investigating the mechanisms of perception and cognition (Haynes and Rees, 2006) , and diagnosing and predicting disease (Orrù et al., 2012; Zhang and Raichle, 2010) to name a few. High fidelity and convenience are obvious technical desiderata for many of these applications. In this paper we aimed to study the characteristics of an emerging multimodal (or hybrid) technique, concurrent electroencephalography (EEG) and functional near-infrared spectroscopy (fNIRS), which we refer to as EEG+fNIRS. This technique promises greater accuracy than the individual modalities while remaining nearly as convenient as traditional scalp EEG. Our primary aims were to quantify the hybrid system's performance in relation to unimodal approaches and better understand the interplay between the different types of features it provides. EEG arises mainly from the synchronization of post-synaptic potentials in dendrites, and represents the input to a large neuronal population rather than its action potentials (Buzsáki et al., 2012) . It is measured as the voltage difference (typically <100 μV) between an electrode attached to the scalp and a reference electrode placed elsewhere on the head or body. EEG may reflects the momentary activity of a population located near the recording electrodes, but also distal populations if they are sufficiently active. fNIRS, on the other hand, provides information that is complementary to EEG, by measuring the changes in cerebral blood flow (CBF) and related hemoglobin concentrations through near-infrared light source/detectors on the scalp. It is comparable to EEG in portability. We have used the continuous wave method with two distinct wavelengths to extract the concentration changes of oxy-and deoxyhemoglobin (HbO and HbR) in the outer layers of the cortex (Durduran, 2010; Scholkmann et al., 2014; Uglialoro, 2014) . The light emitted by an infrared source placed on the scalp produces a signal at a detector placed a few centimeters away from the source. This allows the calculation of local HbO and HbR by means of the modified Beer-Lambert law (Delpy et al., 1988) . Following neural activation, local blood flow and volume typically increase on a time scale of seconds, causing a rise in HbO and a decrease in HbR of smaller magnitude. These closely agree with the blood oxygen level dependent (BOLD) response from fMRI (Huppert et al., 2006; Kleinschmidt, 1996; Steinbrink et al., 2006; Strangman et al., 2002) . fNIRS has been used in numerous studies of the hemodynamics of adult and developing human brains (e.g. Gentili et al., 2013; Lloyd-Fox et al., 2010; Mesquita et al., 2010; White et al., 2009 ). EEG and fNIRS signals differ greatly in the underlying physiology and the physical principles they utilize. This implies that particular shortcomings such as artifacts of various origin, possible weakly coupled sensors, and subject variability that lead to challenges in analysis and classification, would only affect one modality rather than both at the same time. The process of pooling of the signals from two distinct systems is therefore expected to enhance the hybrid system's robustness. EEG+fNIRS also offers additional information based on neurovascular coupling (NVC), the cascade of processes by which neural activity modulates local blood flow and oxygenation Ma et al., 2016) . NVC related features are not resolvable by a unimodal signal sensitive to only neural activity (e.g. EEG) or only hemodynamics (e.g.
BOLD).
Although there is an increasing number of EEG+fNIRS based decoding studies currently available, none to our knowledge has systematically investigated the separate effects of various types of features (Buccino et al., 2016; Coffey et al., 2012; Fazli et al., 2012; Liu et al., 2017; Putze et al., 2015; Tomita et al., 2014) . Another primary aim of this study was, therefore, to rigorously compare the performance of multiple subsets of the hybrid system. In this study we used co-located EEG and fNIRS channels at all standard 10-20 sites bilaterally covering the frontopolar, frontal, central, temporal, parietal, and occipital areas. Many fNIRS studies utilize small frontally located optodes (e.g. Gentili et al., 2013; Kahlaoui et al., 2012; Takahashi et al., 2011; Yeung et al., 2016) and this provides a convenient arrangement since the forehead has little hair that can impede optical coupling. In fact smaller sets of optodes are better than wholehead montages in terms of rapid deployment. In applications where accuracy is paramount, such as BCI, however, this raises a question about the extent of the effectiveness of small fNIRS montages. Our whole-head setup (not to be confused with high-density) allowed us to address this question as well.
A suitable testbed for our study was provided by the semantic verbal fluency task, also known as the category fluency task (CFT). CFT engages multiple mental abilities, as individuals generate words in a particular semantic category (e.g. flowers) while continuously searching their memory for verbal information and self-monitoring in order to avoid repetitions and external distractions. There is extensive information regarding the patterns of neural activity in healthy subjects accompanying CFT coming from multiple neuroimaging studies (Costafreda et al., 2006; Frith et al., 1991; Schecklmann et al., 2008; Schlösser et al., 1998) . Verbal fluency performance and alterations in related brain activity are being linked to clinical ramifications such as traumatic brain injury (Henry and Crawford, 2004) , depression , and cognitive decline (Heinzel et al., 2013) . Versions of the verbal fluency task have also been widely used in BCI development and other research (Schecklmann et al., 2010; Schudlo and Chau, 2015a) . However we are not aware of studies of multimodal brain function measurement during verbal fluency. We therefore chose to investigate EEG+fNIRS in the context of verbal fluency where an accurate and practical method can potentially make a significant contribution.
METHODS

Study Design
The experiments, approved by the Institutional Review Board of the University of Houston, were performed according to standard block design. After written informed consent, a subject was seated in a comfortable chair in front of a desk. A block of the experiment contained a 30 second rest period when the subject relaxed without moving, thinking of anything particular, or falling asleep. This was followed by a 30 s Category Fluency Task. In the beginning of a Task, the experimenter verbally conveyed to the subject the name of a category such as "flower" or "car" selected randomly from a predetermined list. The subject proceeded to find words that belonged to that category. The subject wrote the word on a small white board on the desk. The subject was asked to move only one hand, move as little as possible, and adhere to a rate of about 6 words per 30 s. Subjects who went faster were instructed by the experimenter by saying "slow down." If no word was found the subject was to write "no idea" at about the same rate.
Task was followed by another 30 s of Rest. The final portion of the block consisted of a control condition when the subjects wrote the days of the week at the same rate as during the task. We included the control condition since it was less likely to be contaminated by thought than rest.
Each recording contained three repetitions of the block. Henceforth we use the term episode to refer to a Task, Rest, or Control time segment. Ten healthy adult volunteers participated in the study (8 male, age mean 26 ears (range 24-28)). All participants could communicate in English and were asked not to consume alcoholic or caffeinated beverages during the 3 hours prior to the experiment. Inclusion criteria included no history of psychological illness or substance dependence (determined by self-reporting).
Data Collection
EEG and fNIRS data were acquired simultaneously by using microEEG (Bio-Signal Group Inc., Brooklyn, New York) and NIRScout extended continuous wave system (NIRx Medical Technologies, New York). The microEEG is a wireless and battery operated miniature (80 g) device that is approved by the Food and Drug Administration under 510(k). It was recording 19 channels at 250 Hz with 16 bit resolution. The fNIRS dual wavelengths were set at 760 and 850 nm and NIRStar software by NIRx was used to verify the signal quality before each recording.
EEG and fNIRS signals were synchronized by means of event markers sent by the Presentation software (Neurobehavioral Systems Inc.). The EEG and fNIRS (6.25 Hz) sample rates were sufficiently rapid for the purposes of our study. The EEG and fNIRS channels were co-located at the standard International 10-20 sites Fp1, Fp2, F7, F3, Fz, F4, F8, C3, Cz, C4, T3, T4, T5, T6, P3, P4, Pz, O1, and O2, covering all areas of the scalp. The EEG reference and ground electrodes were, respectively, FCz and Fpz. In order to stably maintain an EEG sensor together with a fNIRS source-detector pair at every site, we utilized an array of triplet holders .
Preprocessing
The signals were band-pass filtered (0.5-80 Hz for the EEG and 0.01-0.5 Hz for fNIRS) and the EEG was also notch filtered at 60 Hz to minimize the power line noise. Power spectrograms were created from the EEG signals using non-overlapping 1 s W  Hamming windows. This resulted in a frequency resolution of 1/ 1 Hz fW     which was sufficient for subsequently determining the frequency band power during feature extraction. The fNIRS detector readings at two wavelengths were converted into concentration changes of oxy-and deoxy-hemoglobin by using the modified Beer-Lambert Law (MBL) (Delpy et al., 1988) . One of the authors (AO) visually inspected the preprocessed signals for artifacts such as eye blinks, muscle activity, motion effects, and sleep patterns. Two recordings that contained excessive amounts of such artifacts were omitted from the study and their data were discarded. The remaining 8 recordings contained 10% or less of such artifact contamination and were included in the subsequent analysis. The parameter values employed in the MBL and other details of hardware and preprocessing were the same as in a previous study . Figure 1 
Feature Extraction
This paper investigated the performance of three systems (EEG, fNIRS, and Hybrid) each with two sets of features (Basic and Expanded). The contents of these systems and feature sets are summarized in Table 1 . The abbreviations such as PSD, PLV, etc. in the table denote particular feature types that will be explained in this subsection. The motivation behind the distinction Basic v Expanded sets was as follows. Some features such as frequency band power of EEG or the mean amplitude of changes in hemoglobin concentration from fNIRS are widely used and their utility is well established in functional neuroimaging. These were gathered under the Basic feature set. Other features, e.g. derived from phase synchronization, are less commonly found in the literature while yet others, such as neurovascular features, are being used for the first time in this paper to our knowledge. These helped form the Expanded set. In computing most features we have also utilized principal components analysis, as will be described below. The list below shows the definition for each feature type in Table 1 , along with an indication of its dependence on variables such as observation window, frequency, and sensor pair. Following the list will be detailed descriptions for how each feature is calculated. 
PSD:
We chose to denote this feature as PSD because it is based on the power spectral density of EEG. A widely used and informative variable derived from an EEG signal is the frequency band power, calculated by integrating the power spectral density within a particular frequency range, and averaging the integral over the feature window, . T  The frequency band power of EEG is thought to represent the extent of recruitment into locally synchronized neuronal populations (Gevins and Smith, 2000) . From the spectrogram of each channel we calculated the frequency band power, . The upper bound was chosen to be low gamma since cerebral activity contributes negligibly to scalp EEG beyond this range (Petroff et al., 2016) . Preliminary studies indicated that lumping or partitioning the beta range in different ways did not affect our results.
PLV: From the EEG signals across pairs of sites we calculated the Phase Locking Value (PLV) at the frequencies 4, 10, 20, and 40 Hz. PLV is a practical method for quantifying long-range, frequency-specific synchronization and a potential measure of inter-area neural integration during cognitive tasks . The signal pairs were selected to be intra- Hz width of the bands was chosen to be sufficiently narrow for the phase to be well-defined (Dvorak and Fenton, 2014) .
HBO, HBR, and COR:
We averaged (over the feature window) the amplitudes of the oxy-and deoxy-hemoglobin concentration changes in order to generate features from the fNIRS data.
These provided the features denoted HBO and HBR. Preliminary results suggested that the correlation between the oxy-and deoxy-hemoglobin was exhibiting regional and time dependent patterns. We therefore also computed the correlation between the two quantities for each window, yielding the feature denoted COR.
NVO and NVR:
Multimodal data allowed us to investigate the utility of features derived from relationships between neural (based on EEG) and hemodynamic activations (fNIRS). Previous research suggested the existence of frequency-and area-specific lagged correlation patterns in EEG+fNIRS. In particular the oxy-hemoglobin response to spontaneous alpha power fluctuations in the resting state typically follow an anti-correlation with a negative peak around 8 s . Since this study uses relatively shorter feature time windows we only computed the zero-lag correlation between EEG frequency band power and oxy-and deoxyhemoglobin changes (to obtain NVO and NVR, respectively). These helped generate what we refer to as neurovascular features. They utilized the same set of 4 Hz wide frequency ranges that were described above. The calculation of the correlation was performed without removing the signal means. The neurovascular quantities therefore provide a measure of the degree of neuronal synchronization and the local instantaneous hemodynamic state. 
 
Principal Components Analysis (PCA): We adopted PCA as a method of generating more illuminating and potentially better discriminating features. Each type of quantity described above is defined at all the 10-20 locations, with the exception of PLV which is for electrode pairs only.
We performed PCA separately on each of the groups of variables (except PLV). For example the window averaged oxy-hemoglobin concentration change constituted a set of N time series.
This yielded a set of principal components (PC), () n j  n = 1, 2, ..., , N with corresponding time series ( ). n at PCA guarantees that distinct pairs of such time series are uncorrelated. For this reason PCA (and the related method of independent components analysis (ICA)) have been used by researchers to identify simultaneous independent contributors to the EEG signals. Such sources may arise from spontaneous or task driven cerebral activity, muscle or motion artifacts, eye blinks, or non-physiological ambient noise. Identification of distinct sources is thus useful for artifact rejection (Jung et al., 2000) . We have selected PCA because of its computational stability and speed, and its ability to calculate the relative amplitudes of the sources (unlike ICA). The variance of the time series associated with a PC is denoted  (also called its energy).
We normalize them so that the set of energies for a particular type of feature sum to unity.
In order to investigate the utility of PCA for our study, we tested its ability to segregate an extraneous small perturbation that was artificially introduced into a resting state (RS) fNIRS recording ( Figure 2 ). The 4 min segment of oxy-hemoglobin concentration changes (A, red curves) were obtained from a previous study . The perturbation was a small amplitude sinusoid with a period of 60 s added onto the oxy-hemoglobin concentration changes in channels F3 and P4 (gray curves). These channels were selected randomly. The first four PCs are shown on the right as activation maps. Directly below each PC is shown the corresponding time series. The first PC (with the highest energy 0.613   ) displayed a distributed activation pattern with amplitudes higher in the posterior areas. The corresponding 1 () at was consistent with spontaneous fluctuations of oxy-hemoglobin during RS. The second PC identified the temporalis muscle oxygenation that appears particularly prominently in the electrode sites F7, F8, T3, and T4. The time course of this activation shown as a sharp spike decaying in about 10 s was consistent with a jaw clenching event . The third PC consisted exclusively of the artificially added sinusoidal perturbation as seen both in the activation map and the time series. The variation distributed across areas (in this case F3 and P4) was therefore encapsulated, through PCA, into a single variable 3 ( ).
at Furthermore its topographic distribution was visible in (3) . j  The implication was that distributed processes such as cerebral activity due to task performance (potentially similar to the perturbation simulated here) could be better represented by the PC time series than by the signals from individual sites. The topographic plots in Figure 2B and elsewhere in this paper used EEGLAB (Delorme and Makeig, 2004) . The locations of the channels in Figure 2B are shown as small dark filled circles and the values are spline interpolated over the head.
Classification
We used support vector machine (SVM) in this setting to make inferences about the mental states of individual subjects on the basis of their functional neuroimaging data. After feature extraction the data are in the form of a matrix whose columns are different features and rows are time windows (or an observation). Every observation in our experiments has an associated label such as Rest, Task, or Control, thus the problem is suitable for analysis by supervised machine learning (ML). Supervised ML approaches in general (and SVM in particular) take advantage of distributed and subtle patterns of activation (otherwise possibly undetectable) to allow inference at the level of the individual subject and specific time window, rather than at the group level. This makes them suitable for applications in brain computer interfaces (BCI). SVM classify data points by maximizing the margin between classes in a high-dimensional feature space (for review and references, Orrù et al., 2012) . SVM has long been used for decoding mental states of healthy subjects (Haynes and Rees, 2006) . In some applications it may be advantageous to nonlinearly transform the feature space before training, however in our preliminary exploration of nonlinear kernels the accuracy did not increase. In order to avoid possible overfitting we utilized linear kernels only. We used SVM for binary classification on 1)
Task and Control; and 2) Task and Rest observations.
When there was a need to reduce the system sizes (e.g. Figure 9 ), we utilized, 2 , R square of Pearson's correlation between a feature and class labels, in order to rank features with regard to their discrimination ability. This is a straightforward and widely used univariate filter for feature reduction (Gudiño-Mendoza et al., 2016; Mwangi et al., 2014) . We examined the accuracy of classification under two distinct conditions: with subject-specific SVM and with group trained SVM. In the latter observations from all subjects were pooled before training. For testing we used leave-one-out cross-validation (LOOCV) in the former and k-fold cross-validation (k=10) for the latter case. The statistical significance of classification from a specific system (e.g. EEG) and a specific subject was determined by the binomial test (Combrisson and Jerbi, 2015) . The number n of correct results was given by   Figure 3 shows the results of the binomial model (solid curve) and permutation tests with 100 repetitions (shaded area) for 4 representative subjects. These data from all subjects suggested that the null density followed the binomial model. We defined the p-value of a particular accuracy a as the area under the binomial density for x-axis a  .
This procedure allowed us to calculate individual subjects' p-values. However the significance of the group result still remained to be determined. To investigate this we formulated the global null hypothesis that the classification was no better than chance for at least one of the tests.
Rejecting this hypothesis amounted to the strong statement that none of the accuracy values was drawn from the null distribution. In testing this hypothesis we utilized the classical 
RESULTS
We now present the results of mental state decoding which implemented the methods described in the previous section. Since decoding was based on features generated from short time windows we will first present examples of time series of representative feature types (Figure 4 ).
The accuracy results will be presented for subject specific trained ( Figure 5 ) and group trained ( Figure 8) classifiers. We will present the variation of accuracy in time ( Figure 6 ), accuracy will be examined further in the form of receiver operating characteristics (Figure 7) , and the dependence of fNIRS accuracy on small subsets of frontal sensors will be shown ( Figure 9 ).
Our approach allowed us to interpret PCs as topographic activation maps ( Figure 10 ) and also examine the most discriminating feature types for individual subjects (Table 2) .
Regarding individual features, Figure 4 presents examples of the subject and block averaged quantities (thick solid curves) obtained from EEG (left column), fNIRS (middle), and multimodal data (right). Every block contains an initial Rest episode, followed by Task, Rest, and Control episodes, each lasting 30 s, as described earlier in the subsection Study Design. During the Task the subjects were asked to generate words belonging to a category and during Control they went over the days of the week, as described earlier in the subsection Study Design. The standard deviation of variability across subjects and blocks is shown by the shaded areas. To better illustrate the variability of response, the traces for individual subjects during one block of the experiment are individually displayed in different colors (thin solid curves) in the top row.
These individual traces are omitted from the remaining rows for clarity. The sharp and sustained decline in alpha power during the Task period (C), slight increase in the theta (B), and the hemodynamic response patterns (D and E) were consistent with previous literature (Gevins and Smith, 2006; Schecklmann et al., 2008) . The right column presents the new type of hybrid feature made possible by EEG+fNIRS. Although they look similar to the hemodynamic data, they are not identical to them and one of the goals of our study was to quantify the additional information they potentially contained. The data in Figure 4 were computed for each nonoverlapping 2 s window and smoothed by using 4 neighboring windows for clarity. We performed binary classification of Task v Control ( Figure 5A ) and Task v Rest (B) with three systems and two feature sets (see Table 1 It is well known that fNIRS measures hemodynamic responses that are substantially slower than the neuronal responses measured by EEG (e.g. Buccino et al., 2016) . This suggests that the accuracy of EEG should be higher in the initial segment of an episode, before fNIRS signals have had time to respond. In order to investigate this effect, we examined the accuracy of individual feature windows. Figure 6 shows that in decoding Task v Control, fNIRS and Hybrid accuracies tended to increase with time after the start of an episode, while that of the EEG system remained approximately constant. In decoding Task v Rest, however, all three systems' accuracies increased with time. In these calculations the standard deviation of variability across subjects and blocks were relatively large (>0.2) and not shown in this figure in order to avoid visual crowding. The large standard deviations resulted from the fact that separately examining individual feature windows reduced the size of available samples.
So far we presented only subject averaged results and overall accuracies. Next we investigated the ability to identify Task windows against a baseline. The ability to do so can be characterized by sensitivity and specificity (also called the receiver operating characteristics (ROC)). Figure 7 shows the ROC of individual subjects for baseline as Control (A) and Rest (B). Each subject is shown by a unique marker type. The systems shown separately are EEG (black), fNIRS (red), and Hybrid (green). Figure 7A indicates that EEG and fNIRS both had low specificity while fNIRS had a substantially higher sensitivity than EEG. That is they performed roughly equally in identifying Control windows, while fNIRS did better in identifying Task. It is also clear that Hybrid generally maintained the higher sensitivity of fNIRS while improving on its specificity. Hybrid results were closest to the upper left corner of the plot which was the optimal location for a system to be. Tracking individual subjects' ROC mostly confirm this conclusion (e.g. square, diamond, inverted triangle, and star markers) with one exception (triangle). In the Task v Rest problem, the sensitivity and specificity values appeared to be similar and improved in going from EEG to fNIRS or Hybrid. The classifiers used in the foregoing results were trained individually for each subject. We next performed classification for the same feature groups and systems while the data from all subjects were pooled and the SVM trained only once. The bar height and error bars in Figure 8 represent the mean and standard deviation of the accuracies found from 10-fold CV. Compared to Figure 5 accuracies were generally lower. In the case of Task v Rest, all CV results had better-than-chance accuracy (i.e. the global null hypothesis was rejected) for all three systems and both feature sets. For Task v Control, no system or feature set was able to reject the global null hypothesis since there was at least one CV result with a p-value greater than the Bonferroni corrected threshold. The pairs of accuracies that differed significantly (via KS test) are indicated by asterisk in Figure 8 . In Task v Rest, the highest accuracy was obtained with the Hybrid system using the Expanded feature set, but it was not significantly more accurate than fNIRS. Results presented so far utilized whole-head EEG+fNIRS channels. We next focused only on the fNIRS system and investigated the performance of small subsets of fNIRS channels. We chose the small subset from the frontal area since prefrontal activations accompany cognitive tasks and many researchers collect fNIRS only frontally. We chose a 7 channel montage consisting of F7, F3, FZ, F4, F8, FP1, and FP2, and an even smaller one only containing only 5 channels: F3, FZ, F4, FP1, and FP2. Figure 9 shows that there were small decreases in accuracy as compared to the full set (red curve, with shaded area which indicates the standard deviation of subject variability). In Task v Control, both of the small frontal montages performed about as well as the full one. In Task v Rest, the 4 channel montage (blue) showed a substantially smaller accuracy. Figure 10C ) with a mainly posterior presence. Its histograms show that the alpha power declines in the Task relative to Rest (black curve is shifted to the left relative to the gray curve).
The first PC in the middle column ( Figure 10D) is HBO and the histogram indicates that it becomes more positive in Task relative to Rest. The PC has positive values in the frontal and occipital areas, and mainly negative ones elsewhere. Figure 10E and F show activations under the inferior electrode sites that overlap with the temporalis muscle. The right column shows that the most discriminating Hybrid features are the correlation of deoxy-hemoglobin with the EEG frequency bands in various beta ranges of frequency. The PCs indicate that these correlations are positive in the frontal and parietal-occipital areas and negative elsewhere, and the correlations tend to switch their sign during the transitions between Task and Rest. These neurovascular features also show a pronounced left-right asymmetry. Figure 10 Principal components for the non-subject specific classification of Task v Rest. The top 3 PCs (according to 2 R ) from each type of system are shown. These PCs can be found in the rightmost section of Table 2 . Below each PC are shown the histograms of its associated time series for Task (black curve) and Rest (gray). Table 2 the top ten most discriminating (according to 2 R ) features for three individual subjects and for the non-subject specific Task v Rest classification problem. The table indicates that different feature types tended to be the most effective ones for different subjects.
We show in
For example top few features in Subject 1 were based on EEG frequency power, in Subject 2 and 3 they were based on deoxy-hemoglobin concentration change and neurovascular correlations. The table also indicates that in every subject the neurovascular features have a strong presence among the most discriminating features. 
DISCUSSION
In this paper we have shown that the Hybrid system tends to perform significantly better than the EEG or fNIRS systems. On the whole our results indicated that concurrent EEG and fNIRS work synergistically rather than dilute each other's capabilities. (We would have inferred dilution had the Hybrid accuracy been intermediate between EEG and fNIRS.) By examining subsets of features we could resolve the Hybrid advantage into mainly two factors. Firstly, pooling of neural and hemodynamic features provides robustness to the system since different types of features perform best in different subjects (Table 2) . And secondly, neurovascular features that are only available to the Hybrid system likely enhance the accuracy ( Figure 5 Figure 8 ). The fact that a similar mutual enhancement of EEG and fNIRS was observed during n-back task performance (Aghajani et al., 2017) suggests that the effect is generalizable. The neuropsychological demands of verbal fluency performance are shared by several other standard tests as well as everyday tasks (Unsworth et al., 2010) . Nevertheless, the reliability and reproducibility of Hybrid methods' accuracy in tasks other than verbal fluency remain to be explored.
Our results have also suggested that (1) due to considerable inter-subject variability, subject specific training of automated classifiers are required for high accuracy;
(2) the well-known slowness of the hemodynamic response lowers the accuracy of the fNIRS system during the initial several seconds of an episode ( Figure 6 ); (3) the higher accuracy of fNIRS relative to that of EEG is in some cases due only to increased sensitivity of detection of the Task state ( Figure   7 ); and (4) that frontal fNIRS montages may forfeit a substantial fraction of their accuracy relative to that of the whole-head montage (Figure 9 ). This is not surprising since cognitive processes typically activate multiple regions in coordination.
The results we have obtained for EEG and fNIRS are separately consistent with those found in previous unimodal studies. For example the survey by Mehta and Parasuraman (2013) place the accuracy of automated classification by EEG broadly in the range 70-85%. Our values for
Task v Rest classification ( Figure 5 ) fit within this scope, although our Task v Control accuracies were somewhat lower. The fNIRS based classification of VFT v Rest in Schudlo and Chau (2015) is an average of 80% which is surpassed by our values in Figure 5B . These are intended only as rough comparisons, as the experiments and types of analysis are not closely matched.
The purpose of our study was not to improve or use the best available methods of classification, but rather to compare on an equal footing the performance of EEG+fNIRS with its own subcomponents.
Did the additional features in the Expanded set help enhance performance? We can explore this question in reference to Figure 5 . In Task v Control the EEG system's accuracy went from 0.61 to 0.63 when PLV was included, so PLV may be having a small beneficial effect. Similarly, it went from 0.78 to 0.81 in Task v Rest. In neither case did these changes reach statistical significance. There were similar small increases brought about by COR in the fNIRS system, however they also did not reach statistical significance. Figure 5A shows that neurovascular features may be having a beneficial effect in Task v Control. In the Basic feature set, the accuracy went from 0.65 for fNIRS to 0.70 for Hybrid. In the Expanded feature set, it went from 0.68 for fNIRS to 0.76 for Hybrid. Some of this increase may be due to pooling of the EEG and fNIRS features mentioned above. However the frequent appearance of NVO and NVR among the top ranked features (e.g. Table 2 but also other subjects (not shown)) suggests that neurovascular features may be specifically contributing the high accuracy of the Hybrid system.
To our knowledge ours is the first study to use neurovascular features in multimodal classification of mental states.
We have further found that Pearson correlation based feature ranking is an effective method for feature selection, as the first few top ranking features account for most of the accuracy of a system (Figure 9 ). This also indicates that system size can be drastically reduced if needed without a correspondingly drastic loss in accuracy. This need may arise, for example, if classification needs to be carried out on-board in a wearable system. Figure 9 displays no indication of overfitting, which would have resulted in a decrease in accuracy with increasing number of features when the number of features was sufficiently high. Other results from our data (not shown) for the EEG and Hybrid systems also displayed no evidence of overfitting. This is consistent with the finding of Chu et al. (2012) that feature selection in fMRI does not improve accuracy unless based on domain specific knowledge about brain regions of interest.
We determined that the classification of Task v Rest was easier than that of Task v Control. This is consistent with expectations since Rest may be considered as being further away than Control from the Task state. However this expectation is contingent on an assumption that during Rest the subject's mind remains restful and does not wander excessively. Somewhat contrary to the present result, in a working memory task (n-back) the easiest level (0-back) was better discriminated from more difficult levels than the resting state (Aghajani et al., 2017) . The similarity of responses during Task and Control (Figure 4) is expected to the extent that word finding and weekday reciting could have overlapping functional patterns associated with autonomic response, simple mnemonic recall, and language generation (Schecklmann et al., 2010) .
Left lateralization of brain activation during verbal fluency is commonly found in healthy individuals (Herrmann et al., 2005; Hutchinson et al., 1999; Schlösser et al., 1998) . This is consistent with the small asymmetries observed in our subject-averaged PCs (Figure 10 ). Tupak et al. (2012) found that CF task results in greater left lateralization in healthy controls than phonemic verbal fluency. Cortical reorganization of brain function during verbal fluency in aging, and in disorders such as schizophrenia and depression has been found in other imaging studies (Heinzel et al., 2013 (Heinzel et al., , 2015 Kahlaoui et al., 2012; Marumo et al., 2014; Shimodera et al., 2012; Takizawa et al., 2008 Takizawa et al., , 2014 Yeung et al., 2016) . Using PET, Reuter-Lorenz et al. (2000) found significant left lateralized frontal activation in younger participants but bilateral activations in older participants, suggesting that older subjects may be recruiting other brain areas to compensate for neural declines. Redistribution of brain activity in aging initially occurred without changes in performance. In our study the PCs for individual subjects (not shown) contained inter-subject variability, finer spatial variation, and significant asymmetry particularly in HBO and HBR for some subjects. In preliminary studies we explored the use of asymmetry based fNIRS features but observed no obvious effects on accuracy and therefore excluded them from this paper.
Our study was limited in a number of ways. For example we did not attempt to separate contributions of cerebral from noncerebral sources. PCA can segregate noncerebral activity (typically of higher amplitude than cortical) into distinct PCs as suggested by Figure 10E and F, which show that the temporalis muscle may have been activated during task performance when subjects clenched their jaw (see Keles et al. (2016) ). This may have enhanced the classification performance if changes in muscle activity correlated with different episodes. Classification based on cortical information alone may be more robust and therefore preferable (Zander et al., 2016) , however for some passive BCI the origin of the discriminating ability may be less important than its accuracy.
In the present study we used only 2 s windows for feature generation. The choice of window size is customarily driven by a compromise between speed and accuracy. Our preliminary results with the Expanded system (not shown) suggested that the EEG accuracy remained nearly constant and the fNIRS and Hybrid accuracies monotonically decreased as window size was increased from 2 to 10 s. The decreases may be attributable to the availability of fewer observations with increasing window size, and the resulting inability to train the classifier well.
However we did not explore this issue further.
Our experimental protocol eliminated variation in subject performance by constraining word generation rate to approximately one word every 5 s. However individuals are known to differ widely in cognitive capacities and recent studies have associated such differences with differences in brain function and gene expression (Parasuraman and Jiang, 2012) . For related reasons our study excluded the analysis of long-term and within-day variability of performance and its neurophysiological correlates (Gevins et al., 2012) . These variations are important for personnel selection, training, and design (e.g. chapter 11 of Wickens et al. (2015) ).
We used a sparse 10-20 coverage which did not lend itself to an adequate estimate of the current density through the Laplace montage. We have not used any additional EEG electrodes which could have provided a local Laplacian estimate and improve space resolution (Nunez and Pilgreen, 1991) . In fNIRS, the effects of systemic artifacts may be investigated, for example by subtracting the global signal from all channels from each channel (common reference correction) or other methods (Bauernfeind et al., 2013; Heinzel et al., 2013 Heinzel et al., , 2015 . In addition, the effects of superficial tissue on the fNIRS signals during our experimental procedure may be investigated (Dehaes et al., 2011) . We did not pursue these lines of investigation although we used bandpass filtering to remove some physiological artifacts. None of our subjects reported discomfort with the headset used in our experiments but our research did not focus on comfort and convenience. We expect that as prolonged hybrid recordings become increasingly more feasible, the design and usability of hybrid equipment will likely gain in importance in the near future.
The neurovascular features used in this paper consisted of simple zero-lag correlations between hemoglobin concentration changes and EEG frequency band power. Previous work on subjects in the resting state indicates that additional topographically distributed patterns exist in the time lagged correlations . We have not computed time lagged correlations as extracting such features may require longer feature windows than used in this study. However there is a growing literature that addresses techniques for analyzing multimodal data (Biessmann et al., 2011; Dahne et al., 2013; de Munck et al., 2009 ) and these may be leveraged for feature extraction in EEG+fNIRS.
CONCLUSION
We investigated EEG+fNIRS as a hybrid technique for decoding mental states in category fluency, a popular psychology test that has implications for medical diagnosis, BCI design, and neuroergonomics. Results suggest that the hybrid system's decoding accuracy is greater than that of its subsystems, and specifically neurovascular features play a prominent role in its enhanced performance. We hope that our results will provide further impetus for developing mobile/wearable hybrid hardware, decoding methods tailored for hybrid data, and a wide range of practical applications.
