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Abstract
In this paper we present novel integrable symplectic maps, associated with or-
dinary difference equations, and show how they determine, in a remarkably diverse
manner, the integrability, including Lax pairs and the explicit solutions, for integrable
partial difference equations which are the discrete counterparts of integrable partial
differential equations of Korteweg-de Vries-type (KdV-type). As a consequence it is
demonstrated that several distinct Hamiltonian systems lead to one and the same
difference equation by means of the Liouville integrability framework. Thus, these
integrable symplectic maps may provide an efficient tool for characterizing, and de-
termining the integrability of, partial difference equations.
Keywords: discrete Korteweg-de Vries-type equations, integrable Hamiltonian systems,
integrable symplectic maps, Baker functions, finite genus solutions
1 Introduction
Integrable symplectic maps [1–4] comprise some of the main products in the theory of
discrete integrable systems: such maps allow the construction of special solutions for the
corresponding partial difference equations by means of algebro-geometric methods [5, 6].
Many of the infinite-dimensional discrete integrable models that are supported by (in the
sense that they can be reduced to) integrable symplectic maps have interesting properties:
the existence of Lax pairs, Ba¨cklund transformations, symmetries and conservation laws,
(elliptic) soliton solutions, finite genus solutions [see 7–13, and references therein].
By definition, in the symplectic space (R2N ,dp ∧ dq), where N is a positive integer, a
mapping S : R2N → R2N is called symplectic and integrable, iff S∗(dp ∧ dq) = dp ∧ dq
and S∗Fj = Fj , 1 ≤ j ≤ N , where F1, . . . , FN are smooth, functionally independent, and
pairwise involutive (with respect to the symplectic form), functions in a dense open subset
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of R2N . We will construct in this paper some powerful symplectic maps, to study the
natural discrete analogues of KdV-type equations which are members of the celebrated
Adler-Bobenko-Suris (ABS) list [14], classifying integrable partial difference equations on
the quadrilateral lattice.
In [15, 16], integrability characteristics of multidimensional mappings arising from the
partial difference analogues of the KdV equation were investigated. These include Lax
pairs, classical r-matrix structures and Liouville integrability, but the explicit solutions
for the map remained to be established. In [17], by means of the finite-gap technique, the
rational maps generated from periodic initial problems of lattice KdV equation, were pa-
rameterized in terms of Kleinian functions, and the closed-form modified Hamiltonians for
one- and two-degrees symplectic mappings arising from the lattice KdV and modified KdV
equations were constructed, combined with the application of the method of separation of
variables [18–20]. The latter gave rise to a discrete analogue of the Kowalewski-Dubrovin
equations, describing the dynamics in terms of the separation variables. The quantization
of the latter systems have been investigated as well in connection with integrable quantum
field systems [21–23].
The motivation for this present paper originates from [11], in which a finite genus
solution for the lattice potential KdV (lpKdV) equation
(¯˜u− u)(u˜− u¯) = β2 − β1, (1.1)
is obtained through integrable symplectic maps and where the lattice KdV (lKdV) equa-
tion is solved as well. Here we use the usual notation, h˜(m,n) = h(m + 1, n), h¯(m,n) =
h(m,n + 1), for any function h(m,n). Thus we investigated a discrete spectral problem
given in [24]
χ˜ = (λ− β)−1/2D(β)(λ; a, b)χ, D(β)(λ; a, b) =

a −λ+ β + ab
1 b

χ, (1.2)
which is different from the ones in [11, 25], and found that a compatible continuous spectral
problem
∂xχ = U(λ; v,w)χ =

v −λ+ w
1 −v

χ, (1.3)
could be constructed with the help of a Darboux transformation. In (1.2) and (1.3) χ is a 2-
component vector function, λ is a spectral parameter, β is the parameter of the lattice and
a, b, v, w are potentials (i.e., functions of the independent variables). These potentials are
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not independent and the relations between them are the key to the problem (see Section
2). In [26, 27], the technique of “nonlinearisation” was introduced, which is related to
the expansions in terms of squared eigenfunctions. In the present paper, following this
method we prove that the spectral problem (1.3) can be nonlinearised resulting in a finite
dimensional integrable Hamiltonian system which provides the essential conditions for
constructing the relevant integrable symplectic map stemming from (1.2). Using this map,
we deduce several well-defined meromorphic functions on the Riemann surface. Finally the
lpKdV equation (1.1) is solved by solving the relevant Jacobi inversion problem in terms
of the Riemann theta function associated with the spectral curve. In contrasts to the
usual cases treated in [11, 28, 29], where potentials themselves satisfy the corresponding
discrete models, the solution here is expressed in terms of a derivative of one special theta
function with respect to the auxiliary Darboux variable.
As it turns out, we conclude that one and the same discrete model can be solved
through different Liouville integrable models. Inspired by this, we will also investigate the
lattice potential modified KdV (lpmKdV) equation
β1(u¯ ˜¯u− uu˜) = β2(u˜ ˜¯u− uu¯), (1.4)
which is closely related to the Hirota equation i.e. the lattice sine-Gordon (lsG) equation
whose algebro-geometric solutions have been discussed [30, 31]. Thus in [28], integrable
symplectic maps and novel theta function solutions for equation (1.4) were constructed
through integrable Hamiltonian systems associated with the continuous sG equation. In
the present paper, we start from the Kaup-Newell spectral problem [32]
∂xχ = V (λ; v,w)χ =

λ2/2 λv
λw −λ2/2

χ, (1.5)
and the associated discrete spectral problem
χ˜ = (λ2 − β2)−1/2D(β)(λ; a)χ, D(β)(λ; a) =

λa β
β λa−1

 . (1.6)
In this example we actually have a different type of situation from the one of the previous
examples [11, 28, 29] since the relation between discrete potential a and continuous poten-
tials v,w is implicit. However, based on the Lax structure of the Kaup-Newell equation,
(1.6), the system can still be nonlinearised as an integrable symplectic map.
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In addition, we will investigate the lattice Schwarzian KdV (lSKdV) equation, first
given in [25],
β21(˜¯u− u˜)(u¯− u) = β22(˜¯u− u¯)(u˜− u), (1.7)
which expresses the cross-ratio of four points in the complex plane being equal to a con-
stant. It was used in [33] to define a discrete conformal map whose solutions in terms
of the Riemann theta function were written down in the context of the geomety of those
conformal maps. Interestingly, by using the direct linearisation method, lSKdV equation
(1.7), i.e., the special case of the lattice Krichever-Novikov equation and a discrete version
of the Volterra-Kac-van Moerbeke equation could be derived from the same formulas [34].
Naturally, in the present paper we are also concerned with the Hamiltonian systems for
the Kac-van Moerbeke hierarchy [35], carrying one useful continuous spectral problem
∂xχ =W (λ; v,w)χ =

−λ2/2 + v +w λv
−λ λ2/2 − v − w

χ, (1.8)
and whose corresponding discrete spectral problem is given by
χ˜ = (λ2 − β2)−1/2D(β)(λ; a, s)χ, D(β)(λ; a, s) =

 λa βs
βs−1 λa−1

 . (1.9)
Similarly, the parametrization of the potentials plays an essential role in this case.
This paper is organised as follows. In Section 2, the construction of integrable sym-
plectic maps and the resulting finite genus solution to lpKdV equation (1.1) are presented.
In Section 3, we deal with the lpmKdV equation (1.4), and exploit the permutability of
the integrable discrete phase flows arising from the iteration of a novel parameter-family
of integrable symplectic maps, leading to the corresponding finite-genus solution to the
partial difference equation. In Section 4, we study the lSKdV case and establish a useful
relation between the two discrete potentials present in the same spectral problem for the
construction of the relevant integrable symplectic map. By this relation, a new Lax pair
for lSKdV equation (1.7) is obtained. As a result, a recursion relation for the finite genus
solution is presented.
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2 The lattice potential KdV equation
2.1 An integrable Hamiltonian system
Let A = diag(α1, · · · , αN ) with α1, · · · , αN distinct and non-zero parameters, and
< ξ, η >=
N∑
j=1
ξjηj , Qλ(ξ, η) =
N∑
j=1
(λ− αj)−1ξjηj .
We construct a Lax matrix
L(λ; p, q) =


√
< q, q >+Qλ(p, q) −λ−Qλ(p, p)
1 +Qλ(q, q) −√< q, q >−Qλ(p, q)

 , (2.1)
whose determinant is
Fλ
△
= detL(λ; p, q) =λ+Qλ(Aq, q) +Qλ(p, p)− 2
√
< q, q >Qλ(p, q)
+Qλ(p, p)Qλ(q, q)−Q2λ(p, q),
(2.2)
where Qλ(Aq, q) = − < q, q > +λQλ(q, q). By its power series expansion in powers of λ
Fλ acts as the generating function for the integrals of the discrete and continuous flows
defined below, and its factorization represents the relevant spectral curve of the problem.
In fact, setting Fλ = λ+Σ
∞
j=1Fjλ
−j , the coefficients in the expansion are given by
F1 =< Aq, q > + < p, p > −2
√
< q, q > < p, q >,
Fl =< A
lq, q > + < Al−1p, p > −2√< q, q > < Al−1p, q > +
+
∑
j+k+2=l;j,k≥0
(
< Ajp, p >< Akq, q > − < Ajp, q >< Akp, q > ), (l ≥ 2).
(2.3)
It turns out that a more essential role is played by the square root Hλ, defined as
λH2λ = Fλ, Hλ = 1 + Σ
∞
j=1Hjλ
−j−1,
where H1 = F1/2. Then we have a Hamiltonian system (H1)
∂x

pj
qj

 =

−∂H1/∂qj
∂H1/∂pj

 =


√
< q, q > −αj + < p, q >√
< q, q >
1 −√< q, q >



pj
qj

 , (1 ≤ j ≤ N).
(2.4)
Equation (2.4) comprises N replicas of equation (1.3) with distinct λ = αj under the
constraint
(v,w) = (
√
< q, q >,< p, q > /
√
< q, q >). (2.5)
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In this representation (H1) is referred to as the nonlinearisation, [26, 27], of the linear
eigenvalue problem (1.3). It could be used to calculate the algebra-geometric solutions for
corresponding continuous soliton equations [27].
In addition, from equation (2.2), it is easy to see that Fλ as a rational function of λ,
has simple poles at {αj}Nj=1, since the coefficient of (λ− αj)−2 is zero. Thus,
Fλ =
∏N+1
j=1 (λ− λj)∏N
j=1(λ− αj)
=
R(λ)
α(λ)2
, (2.6)
where α(λ) = ΠNj=1(λ− αj), R(λ) = α(λ)ΠN+1j=1 (λ− λj).
By virtue of general results of the theory of algebraic curves, cf. [36–38], the spectral
curve R : ξ2 = −R(λ) is associated with a 2-sheeted Riemann surface of genus g = N .
For non-branching λ, there are two points p(λ), τp(λ) on R, with τ : R → R the map of
changing sheets. Consider the two objects on the curve:
1) the canonical basis a1, · · · , ag, b1, · · · , bg of homology group of contours.
2) the basis of holomorphic differentials, written in the vector form as
~ω′ = (ω′1, · · · , ω′g)T , ω′j = λg−jdλ/(2ξ), (2.7)
which can be normalized into ~ω = C~ω′, where C = (ajk)
−1
g×g, with ajk the integral of ω
′
j
along ak and ~Cl the l-th column vector of C.
Near the point at infinity, the following local expansion holds:
~ω = [~Ω1 +O(t
2)]dt, (2.8)
where ~Ω1 = − ~C1 and t(t−2 = −λ) is the local coordinate for the branch point ∞.
The periodicity vectors ~δk, ~Bk are defined as integrals of ~ω along ak, bk, respectively.
They span a lattice T , which defines the Jacobian variety J(R) = Cg/T . The Abel map
A (p) is given as the integral of ~ω from the fixed point p0 to p. And by equation (2.8), we
solve
−A (p) =
∫ p0
p
~ω =
∫ p0
∞
~ω +
∫ ∞
p
~ω = η − ~Ω1t+O(t3), η =
∫ p0
∞
~ω. (2.9)
Now we discuss the complete integrability of (H1) in the Liouville sense. Here we
employ the r-matrix and the evolution of the Lax matrix along a certain phase flow,
which can be used to encode the involution and independence of the integrals in our case.
Referring to [39–41], we verify that there are two matrix-valued functions, r12 and r21,
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on the symplectic space,
r12 =


2
λ− µ 0
−1√
< q, q >
0
0 0
2
λ− µ
1√
< q, q >
0
2
λ− µ 0 0
0 0 0
2
λ− µ


,
r21 =


2
µ− λ
−1√
< q, q >
0 0
0 0
2
µ− λ 0
0
2
µ− λ 0
1√
< q, q >
0 0 0
2
µ− λ


,
such that
{L(λ)⊗
,
L(µ)} = [r12, L1(λ)]− [r21, L2(µ)], (2.10)
where L(λ) is the abbreviation for L(λ; p, q), L1(λ) = L(λ) ⊗ I, L2(µ) = I ⊗ L(µ) and I
is the usual unit matrix.
Lemma 2.1. The Lax matrix L(µ) satisfies the Lax equation along the Fλ flow,
dL(µ)/dtλ = [W (λ, µ), L(µ)], (2.11)
where W (λ, µ) satisfies
d
dtλ

pj
qj

 =

−∂Fλ/∂qj
∂Fλ/∂pj

 =W (λ, αj)

pj
qj

 ,
W (λ, µ) =
2
λ− µL(λ) +
2L11(λ)√
< q, q >
σ+, σ+ =

0 1
0 0

 .
Proof. Since L2(λ) = −FλI, we obtain
{L2(λ)⊗
,
L(µ)} = {−FλI ⊗
,
L(µ)}
=

−{Fλ, L(µ)} 0
0 −{Fλ, L(µ)}


=

dL(µ)/dtλ 0
0 dL(µ)/dtλ

 .
(2.12)
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By equation (2.10), we calculate the left hand side of (2.12) again and get
{L2(λ)⊗
,
L(µ)} =L1(λ){L(λ) ⊗
,
L(µ)}+ {L(λ) ⊗
,
L(µ)}L1(λ)
=− L1(λ)r21L2(µ) + L1(λ)L2(µ)r21
− r21L2(µ)L1(λ) + L2(µ)r21L1(λ)
=− [L1(λ)r21 + r21L1(λ), L2(µ)]
=

[W (λ, µ), L(µ)] 0
0 [W (λ, µ), L(µ)]

 ,
(2.13)
where we use the formulas L21(λ) = −FλI and L1(λ)L2(µ) = L2(µ)L1(λ) = L(λ) ⊗ L(µ)
which are easily got by some calculations. Then comparing (2.12) and (2.13), equation
(2.11) is verified. 
As a corollary, we have dL2(µ)/dtλ = [W (λ, µ), L
2(µ)]. Since L2(µ) = −IF (µ), we obtain
dF (µ)/dtλ = 0 which implies the Moser’s formula
(Fµ, Fλ) = 0, ∀µ, λ ∈ C,
since the derivative of a smooth function along the Hamiltonian flow is equal to its Poisson
bracket with the Hamiltonian. Thus
(Fµ, Fλ) = (Fµ,Hλ) = (Hµ,Hλ) = 0, ∀µ, λ ∈ C,
(Fj , Fk) = (Fj ,Hk) = (Hj,Hk) = 0, ∀j, k = 1, 2, 3, . . . .
Specially F1, . . . , FN are in involution with each other.
In the theory of Liouville integrability the functional independence of F1, . . . , FN plays
a fundamental role [42–44]. In order to prove it, we introduce the elliptic variables νj [45],
L21(λ) = 1 +Qλ(q, q) =
N∏
j=1
λ− νj
λ− αj =
n(λ)
α(λ)
. (2.14)
They define the quasi-Abel-Jacobi and Abel-Jacobi variable, respectively, as
~φ′ =
g∑
k=1
∫ p(νk)
p0
~ω′, ~φ = C~φ′ = A (
g∑
k=1
p(νk)), (2.15)
where ~ω′ is the basis of holomorphic differentials (2.7).
Consider one of the components of equation (2.11):
dL21(µ)/dtλ = 2(W
21(λ, µ)L11(µ)−W 11(λ, µ)L21(µ)), (2.16)
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Since Fλ = −(L11(λ))2 − L12(λ)L21(λ), we get
L11(νk) =
√
−R(νk)/α(νk),
by equation (2.6). Evaluating equation (2.16) at the point µ = νk, we obtain the evolution
of the elliptic variables νk along the Fλ-flow,
1
2
√−R(νk)
dνk
dtλ
=
−2
α(λ)
n(λ)
(λ− νk)n′(νk)
, (1 ≤ k ≤ g),
which are the Dubrovin equations for our case [19, 46]. Then by means of the Lagrange
interpolation formula for polynomials, we have
g∑
k=1
νg−lk
2
√
−R(νk)
dνk
dtλ
=
−2
α(λ)
g∑
k=1
νg−lk n(λ)
(λ− νk)n′(νk) =
−2
α(λ)
λg−l, (1 ≤ l ≤ g),
which can be rewritten in a simple form
(φ
′
l, Fλ) =
dφ
′
l
dtλ
=
−2
α(λ)
λg−l, (1 ≤ l ≤ g), (2.17)
where ~φ′ = (φ′1, · · · , φ′g)T given by (2.15). Expanding both sides of equation (2.17), we
obtain
∞∑
j=1
(φ
′
l, Fj)λ
−j =
−2λ−l
Πgk=1(1− αkλ−1)
= −2
∞∑
i=0
Aiλ
−(i+l) = −2
∞∑
j=−∞
Aj−lλ
−j ,
with A0 = 1, A−l = 0,∀l ∈ N. Thus
∂(φ
′
1, . . . , φ
′
g)
∂(t1, . . . , tg)
=
(
(φ
′
l, Fj)
)
g×g
= −2


1 A1 A2 . . . Ag−1
1 A1 . . . Ag−2
. . .
. . .
...
. . . A1
1


, (2.18)
where tj is the flow variable of the Hamiltonian system (Hj), i.e. dG/dtj = (G,Fj) for
any smooth function G(p, q).
Lemma 2.2. F1, . . . , FN are functionally independent in the phase space (R
2N ,dp ∧ dq).
Proof. We need only prove that dF1, . . . ,dFN are linearly independent in each cotangent
space T ∗yR
2N ,∀y ∈ R2N . Suppose ΣNj=1cjdFj = 0. Then ΣNj=1cj(φ
′
l, Fj) = 0,∀l, which
implies that cj = 0,∀j, since the coefficient matrix is non-degenerate by (2.18). 
Proposition 2.1. The Hamiltonian system (H1) is Liouville integrable, possessing the
integrals F1, . . . , FN , which are involutive and functionally independent in (R
2N ,dp∧ dq).
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2.2 An integrable symplectic map
By considering N replicas of the discrete spectral problem (1.2), we define a linear map,
Sβ :

 p˜j
q˜j

 = (αj − β)−1/2D(β)(αj ; a, b)

 pj
qj

 , (1 ≤ j ≤ N). (2.19)
The factor (αj − β)−1/2 is introduced to make the coefficient determinant equal to unity,
which is necessary for making the resulting map Sβ symplectic. We impose now the
constraint
a = b+ v + v˜, (2.20)
where v is given by (2.5), so that the linear map Sβ is nonlinearised by means of the
following integrable symplectic map.
Lemma 2.3. Let P (β)(b; p, q) = L21(β)b2 + 2L11(β)b− L12(β). Then
L(λ; p˜, q˜)D(β)(λ; a, b) −D(β)(λ; a, b)L(λ; p, q) = −P (β)(b; p, q)

1 b− a
0 −1

 ,(2.21)
N∑
j=1
(dp˜j ∧ dq˜j − dpj ∧ dqj) = −1
2
dP (β)(b; p, q) ∧ d
√
< q˜, q˜ >. (2.22)
Proof. From (2.19), we get ε˜jD
(β)(αj) −D(β)(αj)εj = 0, where D(β)(αj) = D(β)(αj ; a, b)
and
εj =

pjqj −p2j
q2j −pjqj

 .
Thus
ε˜jD
(β)(λ)−D(β)(λ)εj = (λ− αj)(−ε˜jσ+ + σ+εj).
Substitute this into the left-hand-side of equation (2.21), L˜(λ)D(β)(λ)−D(β)(λ)L(λ) = D,
D =

 v˜ −λ
1 −v˜

D(β)(λ)−D(β)(λ)

 v −λ
1 −v


+
N∑
j=1
1
λ− αj (ε˜jD
(β)(λ)−D(β)(λ)εj).
We obtain
D21 = 0,
D11 = −D22 = −b2 − 2bv − γ + v˜2,
D12 = bD11 + aD22.
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By q˜ = (A − β)−1/2(p + bq), derived from (2.19), we have D11 = −P (β)(b; p, q). (2.22) is
obtained through direct calculations. 
We remark that the quadratic equation P (β)(b; p, q) = 0, with P (β)(b; p, q) given by Lemma
2.3, can play a useful role. Its roots are exactly the explicit constraint on b,
b = f2β(p, q) =
1
1 +Qβ(q, q)
(−√< q, q >−Qβ(p, q)±
√
−R(β)
α(β)
),
Actually they are the values of a meromorphic function on R,
B(p) = 1
1 +Qβ(q, q)
(−√< q, q >−Qβ(p, q) + ξ
α(β)
),
at the points p(β) and (τp)(β), respectively. Then by using the constraint (2.20), we get
a = f1β(p, q) = f
2
β(p, q) +
√
< q˜, q˜ >+
√
< q, q >.
Though doubled-valued as functions of β ∈ C, they are single-valued as functions of
p(β) ∈ R. Thus we get a significant constraint for the discrete potentials as
(a, b) = fβ(p, q) = (f
1
β(p, q), f
2
β(p, q)). (2.23)
Proposition 2.2 Under the constraint (2.23), the commutative relation holds:
L(λ; p˜, q˜)D(β)
(
λ; fβ(p, q)
)−D(β)(λ; fβ(p, q))L(λ; p, q) = 0, (2.24)
and the nonlinear map
Sβ :

p˜
q˜

 = (A− β)−1/2

ap+ (−A+ β + ab)q
p+ bq


∣∣∣∣∣
(a,b)=fβ(p,q)
, (2.25)
is an integrable symplectic map, sharing the Liouville set of integrals: Fj(p˜, q˜) = Fj(p, q).
Here we use the same symbol Sβ for short.
Proof. Equation (2.24) and the symplectic property of Sβ is easily got by Lemma 2.3.
And we obtain F˜λ = Fλ which means the integrability of Sβ after taking the determinant
on (2.24). 
Choose (p0, q0) ∈ R2N as any start point. Now we are able to define a discrete phase
flow
(
p(m), q(m)
)
= Smβ (p0, q0) by iteration S
m
β = Sβ ◦ Sm−1β and obtain the finite genus
potentials,
(a(m), b(m)) = (am, bm) = fβ
(
p(m), q(m)
)
= fβ
(
Smβ (p0, q0)
)
, (2.26)
am = bm + vm + vm+1, or a = b+ v + v˜, (2.27)
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where vm =
√
< q(m), q(m) >. Besides the commutative relation along the m-flow is
Lm+1(λ)D
(β)
m (λ) = D
(β)
m (λ)Lm(λ), (2.28)
where we have used the abbreviations Lm(λ) = L(λ; p(m), q(m)),D
(β)
m (λ) = D(β)(λ; am, bm).
Since Fλ
(
Sβ(p, q)
)
= Fλ(p˜, q˜) = Fλ(p, q), we have Fλ
(
p(m), q(m)
)
= Fλ(p0, q0). Thus the
spectral curve R is invariant under the m-flow.
Considering the discrete spectral problem with finite genus potential am, bm as
hβ(m+ 1, λ) = D
(β)
m (λ)hβ(m,λ), (2.29)
whose fundamental solution matrix Mβ(m,λ) satisfies
Mβ(m+ 1, λ) = D
(β)
m (λ)Mβ(m,λ), Mβ(0, λ) = I. (2.30)
By induction and commutative relation (2.28) we obtain
Mβ(m,λ) = D
(β)
m−1(λ)D
(β)
m−2(λ) . . . D
(β)
0 (λ),
detMβ(m,λ) = (λ− β)m,
Lm(λ)Mβ(m,λ) =Mβ(m,λ)L0(λ).
(2.31)
Thus each entry of Mβ(m,λ) is polynomial of λ. And as λ→∞, we have
Mβ(2k, λ) =

(−λ)k[1 +O(λ−1)] O(λk)
O(λk−1) (−λ)k[1 +O(λ−1)]

 ,
Mβ(2k + 1, λ) =

 O(λk) (−λ)k+1[1 +O(λ−1)]
(−λ)k[1 +O(λ−1)] O(λk)

 .
(2.32)
The solution space ελ of equation (2.29) is invariant under the action of the linear operator
Lm(λ). In fact, if h ∈ ελ, then by (2.28),
(Lh)m+1 = Lm+1(D
(β)
m hm) = D
(β)
m (Lh)m.
Thus, Lh ∈ ελ.
In the invariant space ελ, the linear operator Lm(λ) has two eigenvalues ρ
±
λ , indepen-
dent of the discrete argument m due to Proposition 2.2,
det|ρ− Lm(λ)| = ρ2 + Fλ = 0, (2.33)
ρ±λ = ±ρλ = ±
√
−Fλ = ±
√
−R(λ)/α(λ), (2.34)
ρλ =
√
−λ[1 +O(λ−2)], (λ→∞). (2.35)
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And ρ+λ , ρ
−
λ are the values of a meromorphic function ξ(p)/α
(
λ(p)
)
on the Riemann surface
R at the points p(λ), (τp)(λ) respectively.
The corresponding eigenvectors hβ,± satisfy,
hβ,±(m+ 1, λ) = D
(β)
m (λ)hβ,±(m,λ), (2.36)(
Lm(λ)− ρ±λ
)
hβ,±(m,λ) = 0. (2.37)
Since the rank of Lm(λ) ∓
√−Fλ is equal to 1, in each case the common eigenvector is
uniquely determined up to a constant factor. We choose
hβ,±(m,λ) =

h(1)β,±(m,λ)
h
(2)
β,±(m,λ)

 =Mβ(m,λ)

c±λ
1

 . (2.38)
By letting m = 0 in equations (2.37) and (2.38), we solve
c±λ =
L110 (λ)± ρλ
L210 (λ)
= − L
12
0 (λ)
L110 (λ)∓ ρλ
. (2.39)
Hence c+λ c
−
λ = L
12
0 (λ)/L
21
0 (λ), and as λ→∞, we obtain
c±λ = ±
√
−λ[1 +O(λ−1/2)], (2.40)
by the components of Lax matrix equation (2.1) and equations (2.35).
In addition, c+λ , c
−
λ are two branches of a meromorphic function on two sheets of R, since
Ljk0 , j, k = 1, 2 are rational functions of λ apart from ρλ.
Furthermore, taking into account of equations (2.32) and (2.38), another useful mero-
morphic function (Baker function) h
(2)
β (m, p) can be constructed with values h
(2)
β,+(m,λ)
and h
(2)
β,−(m,λ) at the points p(λ) and (τp)(λ) respectively. It turns out that the explicit
expression of h
(2)
β (m, p) is the key to the problem. According to the theory of Riemann
surfaces, we now have to discuss the zeros and poles of h
(2)
β (m, p).
Lemma 2.4. The formula of Dubrovin-Novikov’s type holds:
h
(2)
β,+(m,λ) · h
(2)
β,−(m,λ) = (λ− β)m
g∏
j=1
λ− νj(m)
λ− νj(0) . (2.41)
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Proof. Resorting to equations (2.31), (2.38) and (2.39) we calculate,

h(1)β,+h(1)β,− h(1)β,+h(2)β,−
h
(2)
β,+h
(1)
β,− h
(2)
β,+h
(2)
β,−

 =Mβ(m,λ)

c+λ c−λ c+λ
c−λ 1

MTβ (m,λ)
=
1
L210 (λ)
Mβ(m,λ)[L0(λ) + ρλ]iσ2M
T
β (m,λ)
=
1
L210 (λ)
[Lm(λ) + ρλ]Mβ(m,λ)iσ2M
T
β (m,λ)
=
1
L210 (λ)
[Lm(λ) + ρλ]iσ2(λ− β)m,
where σ2 is the Pauli matrix. Thus, h
(2)
β,+h
(2)
β,− = (λ − β)mL21m (λ)/L210 (λ), which implies
(2.41) by using (2.14). 
Lemma 2.4 gives total zeros and some poles. Based on equations (2.32), (2.38) and
(2.40), we now investigate the remaining poles stemming from the following asymptotic
behaviors.
Lemma 2.5. In the neighborhood of ∞, the following formula holds:
h
(2)
β,±(m,λ) = (±t)−m[1 +O(t)]. (2.42)
Proof. From equation (2.38), we have h
(2)
β,±(m,λ) = c
±
λM
21
β (m,λ) +M
22
β (m,λ). Then by
(2.32) and (2.40), we calculate
h
(2)
β,±(2k, λ) = O(λ
k−1/2) + (−λ)k[1 +O(λ−1)] = (±t)−2k[1 +O(t)],
h
(2)
β,±(2k + 1, λ) = ±(−λ)k+1/2[1 +O(λ−1/2)] = (±t)−2k−1[1 +O(t)].
This leads to the required result. 
The spectral curve R has local coordinate t = (−λ)−1/2 at the branch points∞. Thus,
by equation (2.42), h
(2)
β (m, p) has a pole at ∞ of order m. Considering zeros and other
poles by equation (2.41), we arrive at
Proposition 2.3. The Baker function h
(2)
β (m, p) has divisors as
Div(h
(2)
β (m, p)) =
g∑
j=1
(
p(νj(m))− p(νj(0))
)
+m
(
p(β)−∞). (2.43)
According to [36, 37], for any two distinct points q, r ∈ R, there exists a dipole ω[q, r],
an Abel differential of the third kind, with residues 1,−1 at the poles q, r, respectively,
satisfying ∫
aj
ω[q, r] = 0,
∫
bj
ω[q, r] =
∫ q
r
ωj, (j = 1, · · · , g).
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Decompose the meromorphic differential as
dlnh
(2)
β (m, p) =
g∑
j=1
ω[p(νj(m)), p(νj(0))] +mω[p(β),∞] +
g∑
j=1
γjωj +Ω,
where γj are constants, and Ω is the Abelian differential of the second kind, with residues
equal to zero at all poles. By a method due to Toda [47], the differential leads to
g∑
j=1
∫ p(νj(m))
p(νj(0))
~ω +m
∫ p(β)
∞
~ω ≡ 0, (modT ). (2.44)
Now the flow Smβ viewed in the Jacobian variety J(R) is linear,
~φ(m) ≡ ~φ(0) +m~Ωβ, (modT ), (2.45)
where ~Ωβ =
∫∞
p(β) ~ω, and along the m-flow the Abel-Jacobi variable given by equation
(2.15) has the form
~φ(m) = A
(
Σgj=1p(νj(m))
)
. (2.46)
Besides, the Baker function can be reconstructed as [11, 36]
h
(2)
β (m, p) = Cm ·
θ[−A (p) + ~φ(m) + ~K]
θ[−A (p) + ~φ(0) + ~K]
e
m
∫
p
p0
ω[p(β),∞]
, (2.47)
where Cm, ~K are constants, independent of p ∈ R. By letting p →∞ in equation (2.47),
with the help of Lemma 2.5, we solve the constant factor as
Cm =
θ[−A (∞) + ~φ(0) + ~K]
θ[−A (∞) + ~φ(m) + ~K]
· 1
(r∞β )
m
, r∞β = lim
p→∞
t(p)e
∫
p
p0
ω[p(β),∞]
. (2.48)
Thus,
h
(2)
β (m, p) =
θ[−A (p) + ~φ(m) + ~K]
θ[−A (∞) + ~φ(m) + ~K]
· θ[−A (∞) +
~φ(0) + ~K]
θ[−A (p) + ~φ(0) + ~K]
·
( 1
r∞β
e
∫
p
p0
ω[p(β),∞]
)m
.
(2.49)
In order to derive an explicit solution for lpKdV equation (1.1), we now consider
equation (2.36) which implies
h
(1)
β (m+ 1, p) = amh
(1)
β (m, p) + (−λ+ β + ambm)h(2)β (m, p),
h
(2)
β (m+ 1, p) = h
(1)
β (m, p) + bmh
(2)
β (m, p).
After eliminating h
(1)
β (m, p), we have
h
(2)
β (m+ 1, p) = (bm + am−1)h
(2)
β (m, p) − (λ− β)h
(2)
β (m− 1, p). (2.50)
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Note that the constraint (2.20) is not enough for further calculations. In fact, we need
to combine it with the compatibility of spectral problems (1.2) and (1.3) and obtain vital
relations as
am = zm + vm+1, (2.51)
bm = zm − vm, (2.52)
(zm + zm−1)x = z
2
m − z2m−1, (2.53)
where zm =
√
v2m+1 + v
2
m − β.
We now remark that equation (2.53) can also be derived from a Ba¨cklund transformation
for the potential KdV equation [24, 48],
(um+1 + um)x = 2λ− 1
2
(um+1 − um)2,
when selecting
− 2zm = um+1 − um. (2.54)
According to the permutability property of the Ba¨cklund transformations, u satisfies the
lpKdV equation. Hence we are supposed to solve zm.
By equations (2.51) and (2.52), the coefficient bm + am−1 in equation (2.50) can be
written as zm + zm−1. Now we calculate zm + zm−1 in two ways. First, we have
zm + zm−1 = lim
p→∞
(h(2)β (m+ 1, p)
h
(2)
β (m, p)
+
λ(p)h
(2)
β (m− 1, p)
h
(2)
β (m, p)
)
, (2.55)
and with the help of equation (2.8), we get
θ[−A (p) + ~φ(m) + ~K]
θ[−A (∞) + ~φ(m) + ~K]
= 1− tΘm +O(t2), (2.56)
where Θm = ∂x |x=0 log θ[x~Ω1 + ~K(m)], ~K(m) = η + ~φ(m) + ~K with η given by (2.9).
Thus,
h
(2)
β (m+ 1, p)
h
(2)
β (m, p)
=
1
t
{1 + [Θm −Θm+1 + ǫβ]t+O(t2)},
λ(p)h
(2)
β (m− 1, p)
h
(2)
β (m, p)
=
1
t
{−1 + [Θm−1 −Θm + ǫβ]t+O(t2)},
where ǫβ is given by
t
r∞β
e
∫
p
p0
ω[p(β),∞]
= 1 + ǫβt+O(t
2).
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Therefore, we have
zm + zm−1 = Θm−1 −Θm+1 + 2ǫβ. (2.57)
Second, we have
zm + zm−1 = lim
p→p(β)
(λ− β)h(2)β (m− 1, p)
h
(2)
β (m, p)
=
r∞β
rβ
· θ
2[ ~K(m)]
θ[ ~K(m+ 1)]θ[ ~K(m− 1)]
,
(2.58)
with
rβ = lim
p→p(β)
1
λ− β e
∫
p
p0
ω[p(β),∞]
.
then by equation (2.53), we obtain
zm − zm−1 = 2Θm −Θm+1 −Θm−1. (2.59)
As a result, by adding (2.57) and (2.59), we arrive at the explicit formula
zm = Θm −Θm+1 + ǫβ
= ∂x |x=0 log θ[x
~Ω1 + ~K(m)]
θ[x~Ω1 + ~K(m+ 1)]
+ ǫβ,
(2.60)
which amounts to a novel solution for the lpKdV equation (1.1) in terms of Riemann theta
functions.
2.3 The finite genus solution to lpKdV equation
Let parameters β = β1, β2 be distinct and non-zero, and applying the theory in Section 2.2
to the two parameter cases respectively, the resulting integrable maps Sβ1 , Sβ2 share the
same Liouville set of integrals F1, · · · , FN which subsequently determine the action-angle
variables. Thus, in the neighborhood of each level set
Mc = {(p, q) ∈ R2N : F1(p, q) = c1, . . . , FN (p, q) = cN},
the phase flows Smβ1 and S
n
β2
are linearised by the same action-angle variables. As a
corollary of the discrete version of the Liouville-Arnold theorem [2, 4, 29], Smβ1 and S
n
β2
commute. Then we get a well defined function, and it can be put in two ways, respectively,
as
(
p(m,n), q(m,n)
)
= Smβ1S
n
β2(p0, q0) = S
m
β1
(
p(0, n), q(0, n)
)
= Snβ2S
m
β1(p0, q0) = S
n
β2
(
p(m, 0), q(m, 0)
)
.
(2.61)
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Thus by equations (2.19) in the two special cases, (2.51) and (2.52), the j-th component
satisfies two equations simultaneously with λ = αj ,

p˜j
q˜j

 = (αj − β1)−1/2D(β1)(αj ; z′ + v˜, z′ − v)

pj
qj

 , z′ =√v˜2 + v2 − β1,

p¯j
q¯j

 = (αj − β2)−1/2D(β2)(αj ; z′′ + v¯, z′′ − v)

pj
qj

 , z′′ =√v¯2 + v2 − β2.
(2.62)
Besides the evolution of equation (2.45) along the flows Smβ1 and S
n
β2
gives
~φ(m,n) = ~φ(0, 0) +m~Ωβ1 + n
~Ωβ2 .
Comparing equation (2.54) and the theta function expression (2.60) of zm, we now define
Zmn = ∂x |x=0 log θ(x~Ω1 +m~Ωβ1 + n~Ωβ2 + ~K00), (2.63)
with ~K00 = η + ~φ(0, 0) + ~K. Then we have
z′ = Zmn − Z˜mn + ǫβ1 ,
z′′ = Zmn − Z¯mn + ǫβ2 ,
and straightforward calculations tell us that (z¯′)2− (z˜′′)2 = (z′′)2− (z′)2−2(β1−β2). The
latter relations can be used to calculate the commutator
D¯(β1)D(β2) − D˜(β2)D(β1) =

1 − ¯˜Zmn + Z˜mn + Z¯mn − Zmn + ¯˜v + v
0 1

Ξ, (2.64)
where
Ξ = (Z˜mn − Z¯mn + ǫβ2 − ǫβ1)(Zmn − ¯˜Zmn + ǫβ2 + ǫβ1) + β2 − β1.
Proposition 2.4. The lpKdV equation (1.1) has a finite genus solution
u(m,n) = ∂x |x=0 log θ(x~Ω1 +m~Ωβ1 + n~Ωβ2 + ~K00)−mǫβ1 − nǫβ2. (2.65)
Proof. The commutativity of the flow Smβ1 and S
n
β2
implies the compatibility of equation
(2.62). Thus D¯(β1)D(β2) = D˜(β2)D(β1) which implies Ξ = 0. This leads to lpKdV equation
(1.1) when choosing u(m,n) = Zmn −mǫβ1 − nǫβ2 . 
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3 The lattice potential modified KdV equation
Let us now consider the lattice version of the potential mKdV equation (1.4). Note that
Lax pairs for (1.4) have been written down in [20, 25], but we have not been able to bled
those linear problems with the algebro-geometric technique of nonlinearisation employed
in the present paper. Thus, here we select a different parametrization for the discrete
potential a given in the Lax matrix (1.6), whereby (1.4) then arises as the compatibility
condition of a pair of such linear problems associated with the shifts of the vector-function
χ in the m and n directions, namely
χ˜ = (λ2 − β21)1/2D(β1)(λ)χ, χ¯ = (λ2 − β22)1/2D(β2)(λ)χ, (3.1)
where D(β1)(λ) is given by
D(β1)(λ) =

λ
u˜
u
β1
β1 λ
u
u˜

 , (3.2)
and where D(β2)(λ) is given by a similar matrix obtained from (3.2) by making the re-
placements β1 → β2 and˜→ .¯
In fact, we have
D¯(β1)D(β2) − D˜(β2)D(β1) =

 0 −
λ
u˜u¯
λ
u˜¯u
0

Ξ, (3.3)
where Ξ = β1(u¯˜¯u− uu˜)− β2(u˜˜¯u− uu¯).
It turns out that almost everything that holds true for the lpKdV equation also holds
true for the lpmKdV equation. We shall now discuss the integrable symplctic maps and
show how to solve lpmKdV equation (1.4) via the nonlinearisation approach, which differs
from previous approaches.
3.1 An integrable Hamiltonian system
As the background for the subsequent calculations, now review some results from [32].
Introducing a Lax matrix
L(λ; p, q) =

1/2 +Qλ(A2p, q) −λQλ(Ap, p)
λQλ(Aq, q) −1/2−Qλ(A2p, q)

 , (3.4)
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where Qλ(ξ, η) =< (λ
2 −A2)−1ξ, η >, A = diag(α1, . . . , αN ) with α21, . . . , α2N distinct and
non-zero. It satisfies the r-matrix ansatz
{L(λ)⊗
,
L(µ)} = [r12(λ, µ), L1(λ)]− [r12(µ, λ), L2(µ)],
r12(λ, µ) =
λ
λ2 − µ2
(
λ(I + σ3 ⊗ σ3) + µ(σ1 ⊗ σ1 + σ2 ⊗ σ2)
)
=
2λ
λ2 − µ2


λ 0 0 0
0 0 µ 0
0 µ 0 0
0 0 0 λ


,
where σ1, σ2, σ3 are the usual Pauli matrices. And we also have the Lax equation
dL(µ)/dtλ = [W (λ, µ), L(µ)], W (λ, µ) =
2µ
λ2 − µ2

µL11(λ) λL12(λ)
λL21(λ) −µL11(λ)

 . (3.5)
In a similar way as in Section 2, we obtain pairwise involutive integrals F1, . . . , FN from
the power series expansion
Fλ = detL(λ) = −1
4
+
∞∑
j=1
Fjλ
−2j, (3.6)
where
F1 = < Ap, p >< Aq, q > − < A2p, q >,
Fk =− < A2kp, q > −
∑
i+j=k;i,j≥1
< A2ip, q >< A2jp, q >
−
∑
i+j=k+1;i,j≥1
< A2i−1p, p >< A2j−1q, q >, (k ≥ 2).
Besides, Fλ is a rational function of ζ = λ
2 and is factorized as
Fλ = −1
4
R(ζ)
ζ2α2(ζ)
, (3.7)
where
α(ζ) =
N∏
j=1
(ζ − α2j ), Z(ζ) =
N∏
k=1
(ζ − ζk), R(ζ) = ζ2α(ζ)Z(ζ),
The relevant spectral curve is defined as
R : ξ2 −R(ζ) = 0, (3.8)
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with genus g = N and two infinities∞+, ∞−. For any ζ ∈ C, in the non-branch case (not
equal to ζj, α
2
j or 0) there are two corresponding points on R:
p(ζ) =
(
ζ, ξ =
√
R(ζ)
)
, (τp)
(
ζ) = (ζ, ξ = −
√
R(ζ)
)
.
The branch point, given by ζ = 0 and ξ = 0, is denoted by 0.
By equation (3.4), we get the zeros of the off-diagonal entries, which are exactly the elliptic
variables µ2j , ν
2
j ,
L12(λ) = −λ−1 < Ap, p > m(ζ)
α(ζ)
, m(ζ) = ΠNj=1(ζ − µ2j),
L21(λ) = λ−1 < Aq, q >
n(ζ)
α(ζ)
, n(ζ) = ΠNj=1(ζ − ν2j ),
(3.9)
in terms of which the corresponding quasi-Abel-Jacobi variables and Abel-Jacobi variables
read
~φ′ =
g∑
k=1
∫ p(ν2
k
)
p0
~ω′, ~φ = C~φ′ = A (
g∑
k=1
p(ν2k)),
~ψ′ =
g∑
k=1
∫ p(µ2
k
)
p0
~ω′, ~ψ = C ~ψ′ = A (
g∑
k=1
p(µ2k)),
(3.10)
where ~ω′ = (ω′1, · · · , ω′g)T , ω′l =
ζg−ldζ
2
√
R(ζ)
(1 ≤ l ≤ g).
Since, in order to solve the lpmKdV equation (1.4), we constructed a new spectral
curve (3.8) different from the one in [32], we shall now prove the functional independence
of F1, . . . , FN once again.
The calculation of the evolution of the elliptic coordinates along the Fλ-flow is based
on one component of the Lax equation (3.5),
dL21(µ)/dtλ = 2(W
21(λ, µ)L11(µ)−W 11(λ, µ)L21(µ)),
Let µ = νk, then
1
2
√
R(ν2k)
d(ν2k)
dtλ
=
−1
α(ζ)
n(ζ)
(ζ − ν2k)n′(ν2k)
.
Resorting to the interpolation formula of polynomials, we obtain
(φ′l, Fλ) =
dφ′l
dtλ
=
−1
α(ζ)
ζg−l, (1 ≤ l ≤ g).
Thus
∞∑
j=1
(φ′l, Fj)ζ
−j = −
∞∑
j=−∞
Aj−lζ
−j,
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where A0 = 1, Aj−l = 0 (j < l). And we have
(
(φ
′
l, Fj)
)
g×g
= −


1 A1 A2 . . . Ag−1
1 A1 . . . Ag−2
. . .
. . .
...
. . . A1
1


.
As a result, F1, . . . , FN are functionally independent in the phase space (R
2N ,dp ∧ dq).
Having set up the framework for a Liouville integrable system, whereupon (1.5) can
be nonlinearised a complete integrable Hamiltonian system (H1) is exhibited, defined by
the canonical equations
∂x

pj
qj

 =

−∂H1/∂qj
∂H1/∂pj

 =

 α2j/2 −αj < Ap, p >
αj < Aq, q > −α2j/2



pj
qj

 , (1 ≤ j ≤ N),
(3.11)
where H1 = F1/2 is the first member in the expression of square root Hλ satisfying
−4Fλ = (−4Hλ)2, Hλ = −1
4
+
∞∑
j=1
Hjλ
−2j.
This plays an important role in solving a (2+1)-dimensional derivative Toda equation
by algebra-geometric technique [32], while the nonlinearisation of the discrete spectral
problem (1.6) can lead to one new theta function solution for lpmKdV equation (1.4).
3.2 An integrable symplectic map
Consider N replicas of the discrete spectral problem (1.6)

p˜j
q˜j

 = (α2j − β2)−1/2D(β)(αj ; a)

pj
qj

 , (j = 1, . . . , N). (3.12)
Through some calculations, we deduce a quadratic polynomial as
aP (β)(a; p, q) = a(< p˜, q˜ > + < p, q > −1)
= a2L12(β)− 2aL11(β)− L21(β).
(3.13)
And a constraint on a is derived by solving the quadratic equation aP (β)(a; p, q) = 0,
a = fβ(p, q) =
−1
βQβ(Ap, p)
(
1/2 +Qβ(A
2p, q)±
√
R(β2)
2α(β2)
)
. (3.14)
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By this constraint, we could define a nonlinear map
Sβ :

p˜
q˜

 = (A2 − β2)−1/2

 aAp+ βq
a−1Aq + βp


∣∣∣∣∣
a=fβ(p,q)
. (3.15)
Proposition 3.1. Sβ is symplectic and Liouville integrable, possessing F1, . . . , FN given
by equation (3.6) as integrals.
Proof. The Lax matrix (3.4) can be rewritten as
L(λ; p, q) = (
1
2
− < p, q >)σ3 + λ
2
N∑
j=1
(
εj
λ− αj +
δj
λ+ αj
),
where δj = σ3εjσ3 satisfying δ˜jD
(β)(−αj) = D(β)(−αj)δj . Some direct calculations show
that it solves the following discrete Lax equation under the constraint (3.14),
L(λ; p˜, q˜)D(β)(λ; a) −D(β)(λ; a)L(λ; p, q) = −βP (β)(a; p, q)iσ2 = 0. (3.16)
Thus detL(λ; p˜, q˜) = detL(λ; p, q), which implies the invariability of the Liouville set under
the action of Sβ.
The symplectic property is confirmed by the expression
N∑
j=1
(dp˜j ∧ dq˜j − dpj ∧ dqj) = 1
2a
da ∧ dP (β)(a; p, q). (3.17)
which is derived from equation (3.12). 
We now define the discrete phase flow
(
p(m), q(m)
)
= Smβ (p0, q0). This is more dis-
cernible if we reformulate the finite genus potential a(m) = am and u(m) = um as
a(m) = fβ
(
p(m), q(m)
)
= (Smβ )
∗fβ(p0, q0),
u˜/u = a, or um+1/um = am.
(3.18)
Restricted on the Smβ -flow, the Lax equation (3.16) is rewritten as
Lm+1(λ)D
(β)
m (λ) = D
(β)
m (λ)Lm(λ), (3.19)
where Lm(λ) = L(λ; p(m), q(m)),D
(β)
m (λ) = D
(β)
m (λ; am).
And by equation (3.10), the Abel-Jacobi variables in the Jacobi variety J(R) = Cg/T
read
~φ(m) = A(
g∑
j=1
p(ν2j (m))
)
=
g∑
j=1
∫ p(ν2j (m))
p0
~ω,
~ψ(m) = A(
g∑
j=1
p(µ2j (m))
)
=
g∑
j=1
∫ p(µ2j (m))
p0
~ω.
(3.20)
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Consider the discrete spectral problem with finite genus potential am
hβ(m+ 1, λ) = D
(β)
m (λ)hβ(m,λ). (3.21)
Let Mβ(m,λ) be solution matrix with Mβ(0, λ) = I. Obviously
Mβ(m,λ) = D
(β)
m−1(λ)D
(β)
m−2(λ) . . . D
(β)
0 (λ),
Lm(λ)Mβ(m,λ) =Mβ(m,λ)L0(λ),
(3.22)
detMβ(m,λ) = (λ
2 − β2)m, and as λ→∞,
Mβ(m,λ) =

 O(λm) O(λm−1)
O(λm−1) O(λm)

 . (3.23)
As usual, we solve the eigenvalues of the linear map Lm(λ),
ρ±λ = ±ρλ = ±
√
−Fλ = ±
√
R(ζ)/2ζα(ζ),
ρλ = 1/2 +O(λ
−2), (λ→∞).
(3.24)
The associated eigenfunctions satisfy
hβ,±(m+ 1, λ) = D
(β)
m (λ)hβ,±(m,λ), (3.25)
hβ,±(m,λ) =

h(1)β,±(m,λ)
h
(2)
β,±(m,λ)

 =Mβ(m,λ)

c±λ
1

 . (3.26)
Since hβ,±(0, λ) = (c
±
λ , 1)
T , we get
c±λ =
L110 (λ)± ρλ
L210 (λ)
= − L
12
0 (λ)
L110 (λ)∓ ρλ
, c+λ c
−
λ = −
L120 (λ)
L210 (λ)
, (3.27)
and as λ→∞,
c+λ =
λ
< Aq, q >|0 (1 +O(λ
−2)),
c−λ =
< Ap, p >|0
λ
(1 +O(λ−2)).
(3.28)
It is easy to see that λc+λ and λc
−
λ are the values of a meromorphic function on R,
C(p) = −ζ < (ζ −A
2)−1Ap0, p0 >
−1/2− < (ζ −A2)−1A2p0, q0 > +ξ/2α(ζ) ,
at the points p(λ2) and (τp)(λ2), respectively.
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Quite similarly as in Section 2, depending on equations (3.9), (3.22), (3.26) and (3.27)
we have the formulas of Dubrovin-Novikov’s type
h
(1)
β,+(m,λ) · h(1)β,−(m,λ) =
−L12m (λ)
L210 (λ)
(ζ − β2)m = < Ap, p >|m
< Aq, q >|0 (ζ − β
2)m
N∏
j=1
ζ − µ2j(m)
ζ − ν2j (0)
,
h
(2)
β,+(m,λ) · h(2)β,−(m,λ) =
L21m (λ)
L210 (λ)
(ζ − β2)m = < Aq, q >|m
< Aq, q >|0 (ζ − β
2)m
N∏
j=1
ζ − ν2j (m)
ζ − ν2j (0)
,
(3.29)
and as λ→∞, by equations (3.23), (3.26) and (3.28) we calculate,
h
(1)
β,+(m,λ) =
um
< Aq, q >|0 u0λ
m+1 +O(λm−1),
h
(1)
β,−(m,λ) = O(λ
m−1),
h
(2)
β,+(m,λ) = O(λ
m),
h
(2)
β,−(m,λ) =
u0
um
λm +O(λm−2).
(3.30)
Dividing in two cases: m = 2k − 1, 2k, put equation (3.26) in the form
h
(1)
β,±(2k − 1, λ) = λc±λ [λ−1M11β (2k − 1, λ)] +M12β (2k − 1, λ),
λh
(2)
β,±(2k − 1, λ) = λc±λM21β (2k − 1, λ) + λM22β (2k − 1, λ),
λh
(1)
β,±(2k, λ) = λc
±
λM
11
β (2k, λ) + λM
12
β (2k, λ),
h
(2)
β,±(2k, λ) = λc
±
λ [λ
−1M21β (2k, λ)] +M
22
β (2k, λ).
(3.31)
Apart from λc±λ , the rest functions appearing on the right-hand sides are polynomials of
the argument ζ = λ2. Thus four meromorphic functions on R can be constructed, with
the values at p and τp as
h
(1)
β (2k − 1, p(λ2)) = h(1)β,+(2k − 1, λ), h(1)β (2k − 1, τp(λ2)) = h(1)β,−(2k − 1, λ),
h
(2)
β (2k − 1, p(λ2)) = λh(2)β,+(2k − 1, λ), h(2)β (2k − 1, τp(λ2)) = λh(2)β,−(2k − 1, λ),
h
(1)
β (2k, p(λ
2)) = λh
(1)
β,+(2k, λ), h
(1)
β (2k, τp(λ
2)) = λh
(1)
β,−(2k, λ),
h
(2)
β (2k, p(λ
2)) = h
(2)
β,+(2k, λ), h
(2)
β (2k, τp(λ
2)) = h
(2)
β,−(2k, λ).
(3.32)
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Then by using equation (3.29), we have
h
(1)
β (2k − 1, p(λ2))h(1)β (2k − 1, τp(λ2)) =
< Ap, p >|2k−1
< Aq, q >|0 (ζ − β
2)2k−1
N∏
j=1
ζ − µ2j (2k − 1)
ζ − ν2j (0)
,
h
(2)
β (2k − 1, p(λ2))h(2)β (2k − 1, τp(λ2)) =
< Aq, q >|2k−1
< Aq, q >|0 ζ(ζ − β
2)2k−1
N∏
j=1
ζ − ν2j (2k − 1)
ζ − ν2j (0)
,
h
(1)
β (2k, p(λ
2))h
(1)
β (2k, τp(λ
2)) =
< Ap, p >|2k
< Aq, q >|0 ζ(ζ − β
2)2k
N∏
j=1
ζ − µ2j (2k)
ζ − ν2j (0)
,
h
(2)
β (2k, p(λ
2))h
(2)
β (2k, τp(λ
2)) =
< Aq, q >|2k
< Aq, q >|0 (ζ − β
2)2k
N∏
j=1
ζ − ν2j (2k)
ζ − ν2j (0)
.
(3.33)
Note that at the branch point 0, the Riemann surface R has the local coordinate λ . Thus
by using equations (3.30) and (3.33), we get divisors for the four meromorphic functions
h
(1)
β (2k − 1, p), h(2)β (2k − 1, p), h(1)β (2k, p) and h(2)β (2k, p), respectively:
Div(h
(1)
β (2k − 1, p)) =
g∑
j=1
(
p(µ2j (2k − 1))− p(ν2j (0))
)
+ (2k − 1)p(β2)− k∞+ − (k − 1)∞−,
Div(h
(2)
β (2k − 1, p)) =
g∑
j=1
(
p(ν2j (2k − 1))− p(ν2j (0))
)
+ {0}+ (2k − 1)p(β2)− k∞+ − k∞−,
Div(h
(1)
β (2k, p)) =
g∑
j=1
(
p(µ2j (2k)) − p(ν2j (0))
)
+ {0}+ 2kp(β2)− (k + 1)∞+ − k∞−,
Div(h
(2)
β (2k, p)) =
g∑
j=1
(
p(ν2j (2k)) − p(ν2j (0))
)
+ 2kp(β2)− k∞+ − k∞−.
(3.34)
Resorting to equations (3.20) and (3.34), similarly as proved in Section 2, the discrete flow
Smβ is linearized in the Jacobi variety J(R) as
~ψ(2k − 1) ≡ ~φ(0) + (2k − 1)~Ω−β + k~Ω, (modT ),
~φ(2k − 1) ≡ ~φ(0) + (2k − 1)~Ω−β + k~Ω+ ~Ω−0 , (modT ),
~ψ(2k) ≡ ~φ(0) + 2k~Ω−β + (k + 1)~Ω + ~Ω−0 , (modT ),
~φ(2k) ≡ ~φ(0) + 2k~Ω−β + k~Ω, (modT ),
(3.35)
where ~Ω−β =
∫∞−
p(β2)
~ω, ~Ω−0 =
∫∞−
0
~ω, and ~Ω =
∫∞+
∞−
~ω.
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As a result, the expressions of h
(l)
β (m, p)), (l = 1, 2), read
h
(1)
β (2k − 1, p) =
θ[−A (p) + ~ψ(2k − 1) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞+) +
~φ(0) + ~K]
θ[−A (∞+) + ~ψ(2k − 1) + ~K]
·
· u2k−1
< Aq, q >|0 u0 ·
1
(r+β )
k
· e(1−k)
∫∞+
p ω[p(β
2),∞−]+k
∫
p
p0
ω[p(β2),∞+],
h
(2)
β (2k − 1, p) =
θ[−A (p) + ~φ(2k − 1) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞−) + ~φ(2k − 1) + ~K]
·
· u0
u2k−1
· 1
(r−β )
k−1r−0
· e−k
∫∞
−
p ω[p(β
2),∞+]+
∫
p
p0
(k−1)ω[p(β2),∞−]+ω[0,∞−],
h
(1)
β (2k, p) =
θ[−A (p) + ~ψ(2k) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞+) +
~φ(0) + ~K]
θ[−A (∞+) + ~ψ(2k) + ~K]
·
· u2k
< Aq, q >|0 u0 ·
1
(r+β )
kr+0
· e−k
∫∞+
p ω[p(β
2),∞−]+
∫
p
p0
kω[p(β2),∞+]+ω[0,∞+],
h
(2)
β (2k, p) =
θ[−A (p) + ~φ(2k) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞−) + ~φ(2k) + ~K]
·
· u0
u2k
· 1
(r−β )
k
· e−k
∫∞
−
p ω[p(β
2),∞+]+k
∫
p
p0
ω[p(β2),∞−],
(3.36)
where
r+0 = lim
p→∞+
1
ζ(p)
e
∫
p
p0
ω[0,∞+], r−0 = lim
p→∞−
1
ζ(p)
e
∫
p
p0
ω[0,∞−],
r+β = lim
p→∞+
1
ζ(p)
e
∫
p
p0
ω[p(β2),∞+], r−β = lim
p→∞−
1
ζ(p)
e
∫
p
p0
ω[p(β2),∞−].
Proposition 3.2. The finite genus potentials u(m) and a(m), defined by equation (3.18),
have explicit evolution formulas along the discrete flow Smβ , respectively
u(m) =u(δm) · θ[(1− δm)
~Ω+ (δm+1 − δm)~Ω−0 + ~K(m)] · θ[ ~K(δm) + ~Ω]
θ[(1− δm)~Ω+ (δm+1 − δm)~Ω−0 + ~K(δm)] · θ[ ~K(m) + ~Ω]
·
· em−δm2 [δmRβ+(−1)mR0β ],
(3.37)
a(m) =(a(0))(−1)
m · θ[(1− δm+1)
~Ω − (δm+1 − δm)~Ω−0 + ~K(m+ 1)] · θ[ ~K(δm+1) + ~Ω]
θ[(1− δm+1)~Ω − (δm+1 − δm)~Ω−0 + ~K(δm+1)] · θ[ ~K(m+ 1) + ~Ω]
·
· θ[(1− δm)
~Ω+ (δm+1 − δm)~Ω−0 + ~K(δm)] · θ[ ~K(m) + ~Ω]
θ[(1− δm)~Ω+ (δm+1 − δm)~Ω−0 + ~K(m)] · θ[ ~K(δm) + ~Ω]
·
· e 12 [m(−1)m+δm]Rβ+m(−1)m+1R0β ,
(3.38)
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where δj is equal to 0 and 1 for even and odd j respectively, and
~K(m) = ~φ(m) + ~K +
∫ p0
∞+
~ω, Rβ = ln
r+β r
±
β
r−β r
∓
β
,
R0β = (
∫ p(β2)
p0
ω[0,∞+] + ω[0,∞−]) · ln
r+β
β2r∓β r
+
0 r
−
0
,
r±β = e
∫∞+
p0
ω[p(β2),∞−], r∓β = e
∫∞
−
p0
ω[p(β2),∞+].
(3.39)
Proof. By equation (3.25), we have

h
(1)
β (2k, p) = ζa2k−1h
(1)
β (2k − 1, p) + βh(2)β (2k − 1, p),
h
(2)
β (2k, p) = βh
(1)
β (2k − 1, p) + a−12k−1h
(2)
β (2k − 1, p),
(3.40)
and 

h
(1)
β (2k + 1, p) = a2kh
(1)
β (2k, p) + βh
(2)
β (2k, p),
h
(2)
β (2k + 1, p) = βh
(1)
β (2k, p) + ζa
−1
2k h
(2)
β (2k, p),
(3.41)
where p = p(ζ), ζ = λ2. According to (3.34), the order of the zero p(β2) of h
(l)
β (m, p)), (l =
1, 2), is equal to m. Thus from the above equations we get
a2k−1 = lim
λ→β
−h(2)β (2k − 1, p(λ2))
βh
(1)
β (2k − 1, p(λ2))
, a2k = lim
λ→β
−βh(2)β (2k, p(λ2))
h
(1)
β (2k, p(λ
2))
.
And by using equations (3.35) and (3.36), we obtain the following relation in terms of
theta functions between um and am
a2k−1 =
θ[2k~Ω−β + (k + 1)
~Ω+ ~Ω−0 +
~K(0)]
θ[2k~Ω−β + (k + 1)
~Ω+ ~K(0)]
· θ[
~Ω+ ~K(0)]
θ[(2k − 1)~Ω−β + (k + 1)~Ω+ ~Ω−0 + ~K(0)]
·
· θ[(2k − 1)
~Ω−β + k
~Ω+ ~K(0)]
θ[ ~K(0)]
· < Aq, q >|0 u
2
0
(−β)u22k−1
· (r
+
β )
k(r±β )
k−1
(r−β )
k−1(r∓β )
kr−0
· e
∫
p(β2)
p0
ω[0,∞−],
a2k =
θ[(2k + 1)~Ω−β + (k + 1)
~Ω+ ~K(0)]
θ[(2k + 1)~Ω−β + (k + 2)
~Ω + ~Ω−0 +
~K(0)]
· θ[
~Ω+ ~K(0)]
θ[2k~Ω−β + (k + 1)
~Ω+ ~K(0)]
·
·
θ[2k~Ω−β + (k + 1)
~Ω + ~Ω−0 +
~K(0)]
θ[ ~K(0)]
· (−β) < Aq, q >|0 u
2
0
u22k
·
(r+β r
±
β )
kr+0
(r−β r
∓
β )
k
· e−
∫
p(β2)
p0
ω[0,∞+].
(3.42)
Note that (3.18) gives another relation between them, i.e. a2k−1 = u2k/u2k−1, a2k =
u2k+1/u2k, which implies
a2k
a2k−1
=
u2k−1u2k+1
u22k
,
a2k+1
a2k
=
u2ku2k+2
u22k+1
. (3.43)
Substituting (3.42) into (3.43), we obtain the unified equation (3.37) by induction and
some calculations. Then by using (3.18), equation (3.38) is obtained as well. 
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3.3 The finite genus solution to the lpmKdV equation
Taking now any two distinct lattice parameters β21 , β
2
2 , the integrable symplectic maps Sβ1
and Sβ2 share the same Liouville set of integrals, the confocal polynomials, therefore, the
discrete phase flow Smβ1 and S
n
β2
commute. Thus a well-defined function
(
p(m,n), q(m,n)
)
is obtained, and by equation (3.18) the j-th component (pj(m,n), qj(m,n)) solves two
copies of equation (3.12) with β = β1, β2 simultaneously in the case of λ = αj ,
p˜j
q˜j

 = (α2j − β21)−1/2D(β1)(αj ; u˜/u)

pj
qj

 , (3.44)

p¯j
q¯j

 = (α2j − β22)−1/2D(β2)(αj ; u¯/u)

pj
qj

 . (3.45)
The commutativity of the m- and n-flow implies the compatibility of equations (3.44) and
(3.45). Thus D¯(β1)D(β2) = D˜(β2)D(β1). Then from equation (3.3), the evolution of the
function u(m) given by equation (3.37) along the flows Sβ1 and Sβ2 yields
Proposition 3.3. The lpmKdV equation (1.4) has a finite genus solution as
u(m,n) =u(δm, δn) · θ[(1− δm)
~Ω+ (δm+1 − δm)~Ω−0 + ~K(m,n)]
θ[(1− δn)~Ω+ (δn+1 − δn)~Ω−0 + ~K(δm, δn)]
·
· θ[(1− δn)
~Ω+ (δn+1 − δn)~Ω−0 + ~K(δm, n)] · θ[ ~K(δm, δn) + ~Ω]
θ[(1− δm)~Ω+ (δm+1 − δm)~Ω−0 + ~K(δm, n)] · θ[ ~K(m,n) + ~Ω]
·
· em−δm2 [δmRβ1+(−1)mR0β1 ]+n−δn2 [δnRβ2+(−1)nR0β2 ],
(3.46)
where ~K(m,n) = ~φ(m,n)+ ~K+
∫ p0
∞+
~ω, ~φ(m,n) = ~φ(0, 0)+m~Ω−β1+n
~Ω−β2+
m+ n+ δm + δn
2
~Ω+
(δm + δn)~Ω
−
0 , and Rβk , R0βk are given by equation (3.39) with β = βk, k = 1, 2.
4 The lattice Schwarzian KdV equation
Consider the two discrete potentials a,s in (1.9) in a similar way as before. We note that
the following relation between them
s = β/(a− a−1), (4.1)
guarantees the realization of an associated integrable symplectic map. Thus, imposing
(4.1), the spectral problem (1.9) can be written as
χ˜ = (λ2 − β2)−1/2D(β)(λ; a)χ, D(β)(λ; a) =

 λa
β2
a− a−1
a− a−1 λa−1

 . (4.2)
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And the convenient parametrization leads to a novel Lax pair for lSKdV equation (1.7) of
the form:
χ˜ = D(β1)(λ; z˜/z, β1zz˜/(z˜
2 − z2))χ, χ¯ = D(β2)(λ; z¯/z, β2zz¯/(z¯2 − z2))χ, (4.3)
cf. (1.9).
Indeed, by direct calculation, we get
D¯(β1)D(β2)−D˜(β2)D(β1) =


˜¯z
z(˜¯z2 − z¯2)(˜¯z2 − z˜2)
λz ˜¯z(z˜2 + z¯2 − ˜¯z2 − z2)
(z˜2 − z2)(z¯2 − z2)(˜¯z2 − z˜2)(˜¯z2 − z¯2)
0
−z
˜¯z(z˜2 − z2)(z¯2 − z2)

Ξ,
(4.4)
where Ξ = β21(˜¯z
2 − z˜2)(z¯2 − z2)− β22(˜¯z2 − z¯2)(z˜2 − z2).
Thus the discrete zero curvature equation D¯(β1)D(β2)− D˜(β2)D(β1) = 0 implies Ξ = 0, and
equation (1.7) can be deduced by choosing u = z2.
Following the procedure applied in the preceding sections, we now treat the lSKdV
equation.
4.1 An integrable Hamiltonian system
In order to get the algebra-geometric structure for lSKdV equation, we modify the Lax
matrix (up to a factor −2λ) given in [35]
L(λ; p, q) =

λ/2 + λQλ(p, q) − < p, q > −Qλ(Ap, p)
1 +Qλ(Aq, q) −λ/2− λQλ(p, q)

 , (4.5)
where < ξ, η >= ΣNj=1ξj, ηj , Qλ(ξ, η) =< (λ
2 − A2)−1ξ, η >. The following fundamental
Poisson bracket relation links the Lax matrix to a classical r-matrix stucture:
{L(λ)⊗
,
L(µ)} = [r(λ, µ), L1(λ)] + [r′(λ, µ), L2(µ)],
r =
2
λ2 − µ2Pµλ + σ3 ⊗ σ+, r
′ =
2
λ2 − µ2Pλµ − σ3 ⊗ σ+,
Pλµ =


λ 0 0 0
0 0 µ 0
0 µ 0 0
0 0 0 λ


.
(4.6)
The associated generating function reads:
Fλ = −λ2(1/4+Q2λ(p, q)+Qλ(p, q))+ < p, q > (1+Qλ(Aq, q))+Qλ(Ap, p)(1+Qλ(Aq, q)),
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and the corresponding Fλ-flow for the Lax matrices reads:
dL(µ)/dtλ = [W (λ, µ), L(µ)], W (λ, µ) =
2µ
λ2 − µ2L(λ) +
(2L11(λ)
λ+ µ
− L21(λ))σ3. (4.7)
Consider now the power series expression,
Fλ = −ζ
4
+
∞∑
j=1
Fjζ
−j, ζ = λ2, (4.8)
it yields two types of objects:
a) N smooth functions {Fj(p, q), 1 ≤ j ≤ N} involutive with each other,
F1 =− < p, q >2 − < A2p, q > + < Ap, p > + < p, q >< Aq, q >,
Fj =− < A2jp, q > + < A2j−1p, p > + < p, q >< A2j−1q, q >
−
∑
k+l+1=j;k,l≥0
< A2kp, q >< A2lp, q > +
∑
k+l+2=j;k,l≥0
< A2k+1p, p >< A2l+1q, q >, (j ≥ 2).
b) square root Hλ satisfying
− 4
λ2
Fλ = (1 + 4Hλ)
2, Hλ =
∞∑
j=1
Hjζ
−j−1, (4.9)
where H1 = −1
2
F1, whose corresponding Hamiltonian system (H1) is
∂x

pj
qj

 =

−∂H1/∂qj
∂H1/∂pj


=

−α
2
j/2+ < p, q > +
< Aq, q >
2
αj < p, q >
−αj α2j/2− < p, q > −
< Aq, q >
2



pj
qj

 ,
(4.10)
(1 ≤ j ≤ N). Comparing with equation (1.8), we select the constraint
(v,w) = (< p, q >,< Aq, q > /2) (4.11)
In this sense, (H1) is the nonlinearisation of (1.8).
Consider the fractional expression
Fλ = −1
4
R(ζ)
ζα2(ζ)
, R(ζ) = ζα(ζ)
N+1∏
j=1
(ζ − ζj), α(ζ) =
N∏
j=1
(ζ − α2j ). (4.12)
Then a curve R : ξ2 = R(ζ), with genus g = N , is constructed. It has two infinities ∞+,
∞−, and branch points ζj , α2j , 0. And the general points on R are
p(ζ) =
(
ζ, ξ =
√
R(ζ)
)
, (τp)
(
ζ) = (ζ, ξ = −
√
R(ζ)
)
, ζ ∈ C.
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Introducing the elliptic coordinates µ2j , ν
2
j :
L12(λ) = − < p, q > m(ζ)
α(ζ)
, m(ζ) = ΠNj=1(ζ − µ2j ),
L21(λ) =
n(ζ)
α(ζ)
, n(ζ) = ΠNj=1(ζ − ν2j ).
(4.13)
The quasi-Abel-Jacobi and Abel-Jacobi variable are defined respectively, as
~φ′ =
g∑
k=1
∫ p(ν2
k
)
p0
~ω′, ~φ = C~φ′ = A (
g∑
k=1
p(ν2k)),
~ψ′ =
g∑
k=1
∫ p(µ2
k
)
p0
~ω′, ~ψ = C ~ψ′ = A (
g∑
k=1
p(µ2k)),
(4.14)
where ~ω′ = (ω′1, · · · , ω′g)T , ω′j = ζg−jdζ/(2
√
R(ζ)).
Let us consider one component of the Lax equation (4.7),
dL12(µ)/dtλ = 2(W
11(λ, µ)L12(µ)−W 12(λ, µ)L11(µ)),
and setting µ = µk, then
1
2
√
R(µ2k)
d(µ2k)
dtλ
=
1
α(ζ)
m(ζ)
(ζ − µ2k)m′(µ2k)
,
from which we have
(ψ′l, Fλ) =
dψ′l
dtλ
=
1
α(ζ)
ζg−l, (1 ≤ l ≤ g).
Hence
∞∑
j=1
(ψ′l, Fj)ζ
−j = −
∞∑
j=l
Aj−lζ
−j,
where A0 = 1, Aj−l = 0 (j < l). Thus
(
(ψ
′
l , Fj)
)
g×g
=


1 A1 A2 . . . Ag−1
1 A1 . . . Ag−2
. . .
. . .
...
. . . A1
1


.
which implies F1, . . . , FN are functionally independent in the phase space (R
2N ,dp ∧ dq).
This establishes that the Hamiltonian system (H1) is completely integrable in the sense
of Liouville. We will proceed by constructing a novel integrable symplectic map for lSKdV
equation.
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4.2 An integrable symplectic map
From equation (4.2), the following map can be defined,
Sβ :

p˜j
q˜
j

 = 1√
α2j − β2
D(β)(α
j
; a)

pj
q
j

 , (1 ≤ j ≤ N), (4.15)
In order to get the integrability of Sβ, we calculate Υ = L(λ; p˜, q˜)D
(β)(λ; a)−D(β)(λ; a)L(λ; p, q),
with the components as
Υ11 = a−1 < p˜, q˜ > −a < p, q > − β
2
a− a−1 ,
Υ12 = −λΥ11,
Υ21 = 0,
Υ22 = −Υ11.
Then by equations (4.5) and (4.15), we get
< p˜, q˜ >= (a2 − 1)L12(β) + a2 < p, q > + β
2
a2 − 1(1− L
21(β)) + 2β(
β
2
− L11(β)). (4.16)
Substituting it into Υ11, we obtain
Υ =
P (β)(a; p, q)
a3 − a

1 −λ
0 −1

 . (4.17)
where
P (β)(a; p, q) = (a2 − 1)2L12(β)− 2β(a2 − 1)L11(β)− β2L21(β), (4.18)
which is a quadratic polynomial with respect to a2 − 1.
And the symplectic property for Sβ depends on the following formula
N∑
j=1
(dp˜j ∧ dq˜j − dpj ∧ dqj) = 1
a(a2 − 1)2 dP
(β)(a; p, q) ∧ da. (4.19)
Now consider the roots to the quadratic equation P (β)(a; p, q) = 0,
a2 − 1 = −1
< p, q > +Qβ(Ap, p)
(
β2(1/2 +Qβ(p, q))±
√
R(β2)
2α(β2)
)
. (4.20)
Under the constraint (4.20), we have S∗β(dp ∧ dq) = dp ∧ dq by equation (4.19), and
L(λ; p˜, q˜)D(β)(λ; a) = D(β)(λ; a)L(λ; p, q), (4.21)
by equation (4.17), which implies S∗β ◦ Fj(p, q) = Fj(p, q), 1 ≤ j ≤ N .
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Proposition 4.1. The linear map Sβ is non-linearised as an integrable symplectic map
sharing the same Liouville set of integrals {Fj(p, q), 1 ≤ j ≤ N} as the Hamiltonian system
(4.10).
As a consequence of Proposition 4.1, a discrete flow can be set up by setting
(
p(m), q(m)
)
=
Smβ (p0, q0), with (p0, q0) as an initial point. Then by (4.20) we denote the corresponding
finite genus potentials as
a(m) = am = zm+1/zm, u(m) = um = z
2
m. (4.22)
Immediately we can construct a discrete spectral problem
hβ(m+ 1, λ) = D
(β)
m (λ)hβ(m,λ), (4.23)
where D
(β)
m (λ) = D(β)(λ; am), whose fundamental solution matrix Mβ(m,λ) satisfies
Mβ(m+ 1, λ) = D
(β)
m (λ)Mβ(m,λ), Mβ(0, λ) = I. (4.24)
Hence by using induction, we get the solution as a matrix product chain
Mβ(m,λ) = D
(β)
m−1(λ)D
(β)
m−2(λ) . . . D
(β)
0 (λ), (4.25)
which implies detMβ(m,λ) = (λ
2 − β2)m, and as λ→∞,
Mβ(m,λ) =


zm
z0
λm +O(λm−2) O(λm−1)
O(λm−1)
z0
zm
λm +O(λm−2)

 . (4.26)
Furthermore, from the compatibility relation (4.21) along the m-flow
Lm+1(λ)D
(β)
m (λ) = D
(β)
m (λ)Lm(λ), (4.27)
where Lm(λ) = L(λ; p(m), q(m)), and equation (4.25), we obtain
Lm(λ)Mβ(m,λ) =Mβ(m,λ)L0(λ), (4.28)
which is helpful to derive the relevant Dubrovin-Novikov type formulas.
In order to proceed we need some properties of the linear operator Lm(λ) with values in
the solution space of equation, (4.23). Through direct caculation, we obtain the eigenvalues
of the operator as follows:
ρ±λ = ±ρλ = ±
√
−Fλ = ±
√
R(ζ)/2λα(ζ), (4.29)
ρλ =
λ
2
(1 +O(ζ−2)), (λ→∞), (4.30)
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together with the associated eigenfunctions satisfying
hβ,±(m+ 1, λ) = D
(β)
m (λ)hβ,±(m,λ), (4.31)
hβ,±(m,λ) =

h(1)β,±(m,λ)
h
(2)
β,±(m,λ)

 =Mβ(m,λ)

c±λ
1

 , (4.32)
(
Lm(λ)− ρ±λ
)
hβ,±(m,λ) = 0. (4.33)
Let m = 0 in equations (4.32) and (4.33), then
c±λ =
L110 (λ)± ρλ
L210 (λ)
= − L
12
0 (λ)
L110 (λ)∓ ρλ
, c+λ c
−
λ = −
L120 (λ)
L210 (λ)
, (4.34)
and as λ→∞,
c+λ = λ(1 +O(ζ
−1)),
c−λ =< p0, q0 > λ
−1(1 +O(ζ−1)).
(4.35)
Thus λc+λ and λc
−
λ are the values of a meromorphic function on R,
C(p) = ζ/2 + ζ < (ζ −A
2)−1p0, q0 > +ξ/2α(ζ)
1+ < (ζ −A2)−1Aq0, q0 > ,
at the points p(λ2) and (τp)(λ2), respectively.
From the results above, the formulas of Dubrovin-Novikov’s type can be obtained as
follows
h
(1)
β,+(m,λ) · h(1)β,−(m,λ) = < p, q >|m (ζ − β2)m
N∏
j=1
ζ − µ2j(m)
ζ − ν2j (0)
,
h
(2)
β,+(m,λ) · h
(2)
β,−(m,λ) =(ζ − β2)m
N∏
j=1
ζ − ν2j (m)
ζ − ν2j (0)
.
(4.36)
As λ→∞ we have the following behaviour:
h
(1)
β,+(m,λ) =
zm
z0
λm+1 +O(λm−1),
h
(1)
β,−(m,λ) = O(λ
m−1),
h
(2)
β,+(m,λ) = O(λ
m),
h
(2)
β,−(m,λ) =
z0
zm
λm +O(λm−2).
(4.37)
Separating out the two cases: m = 2k − 1, 2k, from equation (4.32) we define
h
(1)
β,±(2k − 1, λ) = λc±λ [λ−1M11β (2k − 1, λ)] +M12β (2k − 1, λ),
λh
(2)
β,±(2k − 1, λ) = λc±λM21β (2k − 1, λ) + λM22β (2k − 1, λ),
λh
(1)
β,±(2k, λ) = λc
±
λM
11
β (2k, λ) + λM
12
β (2k, λ),
h
(2)
β,±(2k, λ) = λc
±
λ [λ
−1M21β (2k, λ)] +M
22
β (2k, λ),
(4.38)
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then four meromorphic functions on R can be constructed, with the values at p and τp as
h
(1)
β (2k − 1, p(λ2)) = h(1)β,+(2k − 1, λ), h(1)β (2k − 1, τp(λ2)) = h(1)β,−(2k − 1, λ),
h
(2)
β (2k − 1, p(λ2)) = λh(2)β,+(2k − 1, λ), h(2)β (2k − 1, τp(λ2)) = λh(2)β,−(2k − 1, λ),
h
(1)
β (2k, p(λ
2)) = λh
(1)
β,+(2k, λ), h
(1)
β (2k, τp(λ
2)) = λh
(1)
β,−(2k, λ),
h
(2)
β (2k, p(λ
2)) = h
(2)
β,+(2k, λ), h
(2)
β (2k, τp(λ
2)) = h
(2)
β,−(2k, λ).
(4.39)
From the formulas (4.36), we have
h
(1)
β (2k − 1, p(λ2))h
(1)
β (2k − 1, τp(λ2)) =< p, q >|2k−1 (ζ − β2)2k−1
N∏
j=1
ζ − µ2j(2k − 1)
ζ − ν2j (0)
,
h
(2)
β (2k − 1, p(λ2))h(2)β (2k − 1, τp(λ2)) = ζ(ζ − β2)2k−1
N∏
j=1
ζ − ν2j (2k − 1)
ζ − ν2j (0)
,
h
(1)
β (2k, p(λ
2))h
(1)
β (2k, τp(λ
2)) =< p, q >|2k ζ(ζ − β2)2k
N∏
j=1
ζ − µ2j(2k)
ζ − ν2j (0)
,
h
(2)
β (2k, p(λ
2))h
(2)
β (2k, τp(λ
2)) = (ζ − β2)2k
N∏
j=1
ζ − ν2j (2k)
ζ − ν2j (0)
,
(4.40)
resulting into the following expressions for the divisors for the four meromorphic functions:
Div(h
(1)
β (2k − 1, p)) =
g∑
j=1
(
p(µ2j (2k − 1))− p(ν2j (0))
)
+ (2k − 1)p(β2)− k∞+ − (k − 1)∞−,
Div(h
(2)
β (2k − 1, p)) =
g∑
j=1
(
p(ν2j (2k − 1))− p(ν2j (0))
)
+ {0}+ (2k − 1)p(β2)− k∞+ − k∞−,
Div(h
(1)
β (2k, p)) =
g∑
j=1
(
p(µ2j (2k)) − p(ν2j (0))
)
+ {0}+ 2kp(β2)− (k + 1)∞+ − k∞−,
Div(h
(2)
β (2k, p)) =
g∑
j=1
(
p(ν2j (2k)) − p(ν2j (0))
)
+ 2kp(β2)− k∞+ − k∞−.
(4.41)
The discrete flow Smβ is linearized on the Jacobi variety J(R) as
~ψ(2k − 1) ≡ ~φ(0) + (2k − 1)~Ω−β + k~Ω, (modT ),
~φ(2k − 1) ≡ ~φ(0) + (2k − 1)~Ω−β + k~Ω+ ~Ω−0 , (modT ),
~ψ(2k) ≡ ~φ(0) + 2k~Ω−β + (k + 1)~Ω + ~Ω−0 , (modT ),
~φ(2k) ≡ ~φ(0) + 2k~Ω−β + k~Ω, (modT ),
(4.42)
where ~Ω−β =
∫∞−
p(β2)
~ω, ~Ω−0 =
∫∞−
0
~ω, and ~Ω =
∫∞+
∞−
~ω.
36
Now we can write down h
(l)
β (m, p)), (l = 1, 2) in terms of theta functions,
h
(1)
β (2k − 1, p) =
θ[−A (p) + ~ψ(2k − 1) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞+) +
~φ(0) + ~K]
θ[−A (∞+) + ~ψ(2k − 1) + ~K]
·
· z2k−1
z0
· 1
(r+β )
k
· e(1−k)
∫∞+
p ω[p(β
2),∞−]+k
∫
p
p0
ω[p(β2),∞+],
h
(2)
β (2k − 1, p) =
θ[−A (p) + ~φ(2k − 1) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞−) + ~φ(2k − 1) + ~K]
·
· z0
z2k−1
· 1
(r−β )
k−1r−0
· e−k
∫∞
−
p ω[p(β
2),∞+]+
∫
p
p0
(k−1)ω[p(β2),∞−]+ω[0,∞−],
h
(1)
β (2k, p) =
θ[−A (p) + ~ψ(2k) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞+) +
~φ(0) + ~K]
θ[−A (∞+) + ~ψ(2k) + ~K]
·
· z2k
z0
· 1
(r+β )
kr+0
· e−k
∫∞+
p ω[p(β
2),∞−]+
∫
p
p0
kω[p(β2),∞+]+ω[0,∞+],
h
(2)
β (2k, p) =
θ[−A (p) + ~φ(2k) + ~K]
θ[−A (p) + ~φ(0) + ~K]
· θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞−) + ~φ(2k) + ~K]
·
· z0
z2k
· 1
(r−β )
k
· e−k
∫∞
−
p ω[p(β
2),∞+]+k
∫
p
p0
ω[p(β2),∞−],
(4.43)
where
r+0 = lim
p→∞+
1
ζ(p)
e
∫
p
p0
ω[0,∞+], r−0 = lim
p→∞−
1
ζ(p)
e
∫
p
p0
ω[0,∞−],
r+β = lim
p→∞+
1
ζ(p)
e
∫
p
p0
ω[p(β2),∞+], r−β = lim
p→∞−
1
ζ(p)
e
∫
p
p0
ω[p(β2),∞−].
(4.44)
Proposition 4.2. The finite genus potential u(m), defined by (4.22), satisfies the recursive
relation,
u(m)− u(m+ 1) =u(0) · θ[
~Ω+ ~K(0)]
θ[ ~K(0)]
· θ[δm
~Ω+ (δm − δm+1)~Ω−0 + ~K(m+ 1)]
θ[(δm + δm+1)~Ω+ ~K(m+ 1)]
·
· θ[δm+1
~Ω− (δm − δm+1)~Ω−0 + ~K(m)]
θ[~Ω+ ~K(m)]
· (β2)δm+1 ·
(r+β )
(m+δm)/2
(r−β )
(m−δm)/2
· (r
+
0 )
δm+1
(r−0 )
δm
·
· e
∫∞+
p0
m−δm
2
ω[p(β2),∞−]−
∫∞
−
p0
m+δm
2
ω[p(β2),∞+]−δm+1
∫
p
p0
ω[0,∞+]+δm
∫
p
p0
ω[0,∞−],
(4.45)
where ~K(m) = ~φ(m)+ ~K+
∫ p0
∞+
~ω, and δj is equal to 0 and 1 for even and odd j respectively.
Proof. From equation (4.31), we obtain
h
(1)
β (2k + 1, p) = a2kh
(1)
β (2k, p) +
β2
a2k − a−12k
h
(2)
β (2k, p), (4.46)
h
(1)
β (2k + 2, p) = ζa2k+1h
(1)
β (2k + 1, p) +
β2
a2k+1 − a−12k+1
h
(2)
β (2k + 1, p), (4.47)
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which implies
h
(1)
β (2k + 1, p)
h
(1)
β (2k, p)
= a2k +
β2
a2k − a−12k
h
(2)
β (2k, p)
h
(1)
β (2k, p)
, (4.48)
h
(1)
β (2k + 2, p)
h
(1)
β (2k + 1, p)
= ζa2k+1 +
β2
a2k+1 − a−12k+1
h
(2)
β (2k + 1, p)
h
(1)
β (2k + 1, p)
, (4.49)
where p = p(ζ), ζ = λ2. Let λ→ β, we have
a22k + β
2 lim
λ→β
h
(2)
β (2k, p(λ
2))
h
(1)
β (2k, p(λ
2))
= 1, (4.50)
a22k+1 + lim
λ→β
h
(2)
β (2k + 1, p(λ
2))
h
(1)
β (2k + 1, p(λ
2))
= 1, (4.51)
according to the divisors given by (4.41).
Then substituting (4.22) and the theta function expressions (4.43) into (4.50) and (4.51),
respectively, we get
u(2k)− u(2k + 1) =u(0) · θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞+) + ~φ(0) + ~K]
· θ[−A (p(β
2)) + ~φ(2k) + ~K]
θ[−A (p(β2)) + ~ψ(2k) + ~K]
·
· θ[−A (∞+) +
~ψ(2k) + ~K]
θ[−A (∞−) + ~φ(2k) + ~K]
· β2 · r+0 ·
(r+β
r−β
)k·
· ek
∫∞+
p0
ω[p(β2),∞−]−k
∫∞
−
p0
ω[p(β2),∞+]−
∫
p
p0
ω[0,∞+],
(4.52)
and
u(2k + 1)− u(2k + 2) =u(0) · θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞+) + ~φ(0) + ~K]
· θ[−A (p(β
2)) + ~φ(2k + 1) + ~K]
θ[−A (p(β2)) + ~ψ(2k + 1) + ~K]
·
· θ[−A (∞+) +
~ψ(2k + 1) + ~K]
θ[−A (∞−) + ~φ(2k + 1) + ~K]
· 1
r−0
·
(r+β )
k+1
(r−β )
k
·
· ek
∫∞+
p0
ω[p(β2),∞−]−(k+1)
∫∞
−
p0
ω[p(β2),∞+]+
∫
p
p0
ω[0,∞−],
(4.53)
which give rise to the unified form
u(m)− u(m+ 1) =u(0) · θ[−A (∞−) +
~φ(0) + ~K]
θ[−A (∞+) + ~φ(0) + ~K]
· θ[−A (p(β
2)) + ~φ(m) + ~K]
θ[−A (p(β2)) + ~ψ(m) + ~K]
·
· θ[−A (∞+) +
~ψ(m) + ~K]
θ[−A (∞−) + ~φ(m) + ~K]
· (β2)δm+1 ·
(r+β )
(m+δm)/2
(r−β )
(m−δm)/2
· (r
+
0 )
δm+1
(r−0 )
δm
·
· e
∫∞+
p0
m−δm
2
ω[p(β2),∞−]−
∫∞
−
p0
m+δm
2
ω[p(β2),∞+]−δm+1
∫
p
p0
ω[0,∞+]+δm
∫
p
p0
ω[0,∞−].
(4.54)
Then by using formulas −A (p(β2)) = ~Ω−β + ~Ω +
∫ p0
∞+
~ω and ~ψ(m) = ~φ(m) + δm+1~Ω +
(δm+1 − δm)~Ω−0 deduced by equation (4.42), equation (4.45) is proved. 
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4.3 The finite genus solution to the lSKdV equation
According to the methods used in the preceding sections, we now have two integrable
symplectic maps Sβ1 , Sβ2 by imposing the lattice parameter β two values β1, β2 respec-
tively. Then by iteration, two discrete phase flows Smβ1 , S
n
β2
commuting with each other
are obtained as well. As a result, from recursive relation (4.45) we could solve the lSKdV
equation.
Proposition 4.3. The finite genus solution for the lSKdV equation (1.7) satisfies
u(m,n)− u(m+ 1, n) =u(0, n) · θ[
~Ω+ ~K(0, n)]
θ[ ~K(0, n)]
· θ[δm
~Ω+ (δm − δm+1)~Ω−0 + ~K(m+ 1, n)]
θ[(δm + δm+1)~Ω+ ~K(m+ 1, n)]
·
· θ[δm+1
~Ω− (δm − δm+1)~Ω−0 + ~K(m,n)]
θ[~Ω+ ~K(m,n)]
· (β21)δm+1 ·
· (r
+
β1
)(m+δm)/2
(r−β1)
(m−δm)/2
· (r
+
0 )
δm+1
(r−0 )
δm
·
· e
∫∞+
p0
m−δm
2
ω[p(β21 ),∞−]−
∫∞
−
p0
m+δm
2
ω[p(β2
1
),∞+]−δm+1
∫
p
p0
ω[0,∞+]+δm
∫
p
p0
ω[0,∞−],
(4.55)
where u(0, n) is given by
u(0, n)− u(0, n + 1) =u(0, 0) · θ[
~Ω+ ~K(0, 0)]
θ[ ~K(0, 0)]
· θ[δn
~Ω+ (δn − δn+1)~Ω−0 + ~K(0, n + 1)]
θ[(δn + δn+1)~Ω+ ~K(0, n + 1)]
·
· θ[δn+1
~Ω− (δn − δn+1)~Ω−0 + ~K(0, n)]
θ[~Ω+ ~K(0, n)]
· (β22)δn+1 ·
(r+β2)
(n+δn)/2
(r−β2)
(n−δn)/2
· (r
+
0 )
δn+1
(r−0 )
δn
·
· e
∫∞+
p0
n−δn
2
ω[p(β22 ),∞−]−
∫∞
−
p0
n+δn
2
ω[p(β22 ),∞+]−δn+1
∫
p
p0
ω[0,∞+]+δn
∫
p
p0
ω[0,∞−],
(4.56)
and ~K(m,n) = ~φ(m,n)+ ~K+
∫ p0
∞+
~ω, ~φ(m,n) = ~φ(0, 0)+m~Ω−β1+n
~Ω−β2+
m+ n+ δm + δn
2
~Ω+
(δm + δn)~Ω
−
0 . Besides, r
+
βj
, r−βj are obtained by putting β = βj , j = 1, 2 in equation (4.44)
respectively.
Another way to obtain the analytic solution in terms of theta functions for equation
(1.7) is calculating the potential u(m) by the summation
u(m) = u(0) + [(u(1) − u(0)) + (u(2) − u(1)) + . . .+ (u(m)− u(m− 1))],
with the help of equation (4.45). The evolution of u(m) along the flows Smβ1 and S
n
β2
leads
to the solution as well.
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5 Conclusion
We have presented examples of integrable symplectic maps and finite genus solutions
for lattice KdV-type equations. In the lpKdV and lSKdV cases, there are two discrete
potentials, and we need to impose constraints between them in order to construct the
algebro-geometric solutions using the techniques nonlinearisation. Applying the method
and the constraints, we end up with expressions for a single potential for the lSKdV
equation as in the lpmKdV case. These cases share a similar algebra-geometric structure
when constructing the explicit solutions in terms of theta functions. However, in the lpKdV
case, the Riemann surface is different and the constraint is not enough to characterize the
solution. Hence, an alternative parametrization was constructed in order to solve the
problem.
In the present paper, the discrete version of the Liouville-Arnol’d theory plays an
essential role. However, we point out that different Liouville integrable reductions can be
considered associated with distinct Hamiltonian systems, leading all to solutions of one
and the same partial difference equation.
At this juncture, we would like to point out that Noether’s principle for Hamiltonian
systems tells us that there is a correspondence between integrals and symmetries. Futher-
more, the integrals of a Hamiltonian system form a Lie algebra with respect to the Poisson
bracket, while the corresponding flows generate a Lie group. Therefore, we may conjecture
that the algebraic structure behind the approach employed in our analysis could shed a
light on this phenomenon in discrete integrable system.
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