The present paper proposes a computational framework for continuous time opinion dynamics with additive noise. We derive a non-local partial differential equation for the distribution of opinions differences. We use Mellin transforms to solve the stationary solution of this equation in closed form. This approach can be applied both to linear dynamics on an interaction graph and to bounded confidence dynamics in the Euclidean space. It leads to several new qualitative results proper to continuous time bounded confidence dynamics. To the best of our knowledge, the closed form expression on the stationary distribution of the bounded confidence model is the first quantitative result on the equilibria of this class of models. The solutions are presented here in the simplest possible cases.
Introduction
The analytical line of thought on opinion dynamics pursued in the present paper concerns both the setting where interactions between agents take place on a pre-defined graph and the setting of bounded confidence dynamics where no such graph is given and where the rates of interactions depend on the distances between opinions. In both settings, opinions are represented by points of the Euclidean space. In the first setting, interactions take place independently of opinion values, whereas in the second, interactions are determined by the current geometry of opinions. Most papers on the matter bear on the deterministic and discrete time case. Models in the first class are in fact linear and have a rich computational content [27, 17, 25, 3, 18, 29] . The most noticeable results on the second class of models concern the convergence of the dynamics to fixed points and there is hardly any analytical result on this second type of models beyond estimates on this speed of convergence [11, 14, 24, 2, 13, 5] .
In contrast, the present paper is focused on the stochastic continuous time case. The stochasticity comes from the fact that there is an additive noise representing self-beliefs as in [5] . Time is continuous in order to leverage the computational framework offered by diffusion processes. Within this setting, one gets a representation of the dynamics of opinion differences in terms of a stochastic differential equation, and a partial differential equation for the distribution of this stochastic process. The main novelty lies in the identification of a calculus based on Mellin transforms which allows one to solve this type of equations in closed form.
The results on the linear case are new to the best of our knowledge, but in a sense quite natural. They can be obtained both by the Mellin transform approach and by more classical Laplace transform techniques based on embedded chain representations. The main new result of the paper is a closed form solution for the bounded confidence model within this framework. This is done here in the simplest possible cases (small number of agents, presence of stubborn agents, one dimensional opinions).
The Mellin transform methodology used here was employed in the context of transport equations describing the TCP/IP protocol [20, 16, 8, 6, 7] . When seeing instantaneous throughput as the analogue of opinion difference, and packet losses as the analogue of interactions, we get a natural connection between the halving of instantaneous throughput in case of packet loss, and the halving of opinion difference in case of agent interactions. The main novelty w.r.t. this literature is twofold: first, the transport operator (describing the linear increase of TCP) is replaced by a diffusion operator (representing the additive noise); second, whereas TCP features loss rates that increase with the value of instantaneous throughput, opinion dynamics features interactions with a rate that decreases with opinion difference. Some of the mathematical machinery can nevertheless be adapted from one case to the other.
One of the challenges discussed in the present paper is the construction of solutions of the stochastic differential equation (3.1) describing the dynamics in the bounded confidence case. We concentrate on power law interactions, i.e., the case where the rate of interaction between two agents is of the form |x| −α when their opinion difference is x ∈ R. In the discrete time case, it was shown in [5] that, for α > 2, the dynamics is unstable in that the distribution of opinion differences is not tight, a phenomenon that can be interpreted as opinion polarization. Still in discrete time, if 0 ≤ α < 2, then there is a stationary regime for opinion differences, a phenomenon which can be seen as a weak form of consensus. In continuous time, several interesting new phenomena appear depending on the value of α ≥ 0. For α > 2, there can be an accumulation point of interactions leading to a strong consensus by fusion of opinions in finite time due to interactions. After this fusion time, the solution of the stochastic differential equation is ill defined. For 1 ≤ α < 2, the opinion difference can only reach consensus without accumulation of interactions, and hence does so due to diffusion. After this diffusive-hitting time of consensus, the solution of the stochastic differential equation is again ill defined. For 0 ≤ α < 1, the solution of the stochastic differential equation is well defined for all times. This is the only case where we could establish the partial differential equation (3. 2) satisfied by the distribution of the density of the solution of the stochastic differential equation (3.1), using using martingale techniques. The main analytical result of the paper is hence the characterization of the stationary distribution of the weak consensus (Theorem 3.10) that arises in this case. Interestingly, the partial differential equation established in the case 0 ≤ α < 1 can formally be extended to the whole range 0 ≤ α < 2 and a probabilistic solution can be proposed to it using Mellin transforms in this range. When 1 ≤ α < 2, the physical meaning of this solution in the context of the stochastic differential equation (3.1) is unclear to the authors at this stage.
1.1. Mellin Transform. The Mellin transform can be understood as a moment transform, where moments are extended to real values. We briefly summarize the definition and some useful results here. The Mellin transform of a nonnegative function f (x) on R + = (0, ∞) is defined by
when the integral exists.
The integral (1.1) defines the transform in a vertical strip of the complex s plane. Assuming that M(f ; s) is finite for a < Re(s) < b, the inversion of the Mellin transform is given by
The following Euler's type identity lemma [7] will be used to find closed form solutions when applying the inverse Mellin transform.
where by convention that
Stochastic Interaction Model Description
We quantify the opinion of an agent at time t as a real value in R. Specifically, we denote by X t ∈ R the opinion of agent X at time t. In the absence of interaction, the opinion X t of a non-stubborn agent satisfies the following stochastic differential equation (SDE):
where W t is a standard Brownian motion. We assume that the parameters µ and σ of this diffusion are constant. The drift parameter µ is referred to as the bias of the agent. The diffusion parameter σ is referred to as self-belief coefficient.
Non-stubborn X t Stubborn S t Figure 1 . Two agent interaction model
We will specifically focus on pairwise interactions i.e., interactions following the gossip model [1, 2, 5] . The simplest possible problem in this class is the following two agent problem:
• The opinion of the non-stubborn agent X evolves according to the above diffusion, together with updates of its opinion at each of the interaction epochs with the other agent. • The stubborn agent S has a fixed opinion (say 0) at all times regardless of interactions.
• The interaction times are given by a point process N t with the stochastic intensity λ(X t ); here the stochastic intensity is defined w.r.t. the natural filtration of {X s } (see [4] ) and assumed to be bounded. • At an interaction event taking place at time t, the non-stubborn agent X incorporates the opinion of the stubborn agent S by updating its current opinion from X t to X t /2, which is the mean of its opinion X t and that of S. We will consider two types of interaction rate functions λ(X t ):
• Opinion independent interaction : the interaction rate is constant, with λ(X t ) = λ > 0.
• Opinion dependent interaction: the interaction rate depends on the current geometry of opinion. For example, λ(X t ) = min λ |Xt| α , K for some α > 0, K > 0. One can understand independent interactions as a domination type interaction in that the nonstubborn agent has to incorporate the opinion of the stubborn agent regardless of the discrepancies between their opinions (e.g. a dictator promulgating some decisions that the non-stubborn agent has to incorporate). On the other hand, the dependent interaction can be related to free will. Assume for instance that λ(X t ) ≤ λ. Then one can still interpret λ as the rate of interaction offers and λ(X t ) as the rate of accepted interactions. In the free will example, the non-stubborn agent incorporates the opinion of the stubborn agent more likely if this opinion has some proximity with its own, and may choose to ignore it.
The opinion independent interaction without diffusive self-beliefs can be analyzed using a Markov process in discrete time. This special case and its stationary solutions are very well studied [17] . In the opinion dependent interaction, such as the bounded-confidence model [19, 14, 2, 5] , there are no known explicit solutions to the best of our knowledge.
In the following, we focus on the existence and the analytical characterization of the stationary distribution.
Problem 2.1. Does there exist a stationary distribution X ∞ of the opinion differences? If yes, what is this distribution?
Two-agent Stochastic Interaction Model
We begin with considering the two agent model with one non-stubborn agent X and one stubborn agent S. At each interaction, the non-stubborn agent updates its opinion to the average of its opinion and that of the stubborn agent. Without loss of generality, we assume that S t = 0 for all t ≥ 0. Then X t follows the SDE:
where X t − is the left limit of {X s } at t, and N is a point process on the real line with stochastic intensity λ(X t − ) (w.r.t. the natural filtration of {X s } [4] ). The path of X t is almost surely continuous except at interaction times, i.e. epochs of N . Figure 1 depicts the generic interaction model:
The interaction rate function λ(x) can be general. Three specific forms of interaction rates λ(x) will be considered:
• (C1) λ(x) = λ (opinion independent case); • (C2) λ(x) = λ |x| α for α > 0 (power law interactions, unbounded case);
• (C3) λ(x) = min λ |x| α , K for some constant K > 0 (power law interactions, bounded case); For the dependent models (C2) and (C3), X t is the opinion difference between the two agents. In (C2) and (C3), when the distance between the two opinions is getting smaller, the interaction rate increases. This choice is well-aligned with the bounded confidence model [19, 15] . Model (C2) is the only one where the stochastic intensity definition cannot be used. In some discussions, we will take K → ∞, which relates (C3) to (C2).
For models (C1) and (C3), the intensity function λ(x) is bounded. So the dynamics is well-defined. For the (C2) model, the intensity function is unbounded (since λ(0) = +∞). As a result, it is not clear whether the dynamics is well-defined. For example, assume that X t hits 0 at T . Then the interaction rate increases as X t → 0 when t → T . As λ(X t ) → +∞, there could for instance be accumulations of interaction points.
Construction of the Opinion Dependent Power Law Interaction Dynamics.
In this section, we first prove that, in model (C2), X t is well-defined when 0 < α < 1. We first observe that the stochastic intensity λ(x) = λ |x| α is almost surely integrable. Based on this, we show that no accumulations of interactions can appear a.s. We then explain how to use this to construct the process X t path-wise for all t ≥ 0. Finally, we discuss the quite different behavior of the dynamics when 1 ≤ α < 2 and α ≥ 2. [22] , [28] ). Let {W t } be a standard Brownian motion. Assume that W 0 = 0. For any T > 0,
Proof. Without loss of generality, we may assume that z 0 ≥ 0. When z 0 ≤ 0, we can apply the symmetry of the Brownian motion. From the definition of the interaction point process,
Below, we fix T > 0 and δ > 0, and consider three cases:
It is well known that for δ > 0, we can find 2 (T, δ) > 0 such that
where Φ(·) is the cumulative Normal distribution function [12] . So 2 (T, δ) > 0 and 2 (T, δ) → 1 as
. 
By an elementary calculation,
Notice that for δ small enough, 4 (δ) < 1. Then we consider two sub-cases, depending on the order of T and τ 0,δ .
By the Strong Markov property of Brownian motion, we can rewrite
Therefore in both sub-cases,
Hence, in Case III,
for the last inequality. Combining all cases together, we have that
where (T, δ) does not depend on z 0 and is strictly positive if δ is small enough. Let
otherwise.
By checking all terms in the definition of , it is easy to see that (T ) is positive, non-increasing, and that in addition (T ) → 1 as T → 0. Let us explain how we build the process path-wise by induction on the stopping times γ n of interaction. The general idea is that Wherever X t starts at, say, γ n , the next interaction time is separated from γ n by more than a random variable with distribution H. That is there always exists an infinite sequence of stopping times such that
with the possibility that γ n = ∞ for some finite N and then for all N ≥ n. If there is such an N , then the process is well defined for all times. The key observation is that if there is no such N , then γ n+1 − γ n ≥ η n , with η n with distribution H for all n, which implies that γ n tends to infinity a.s.
We now describe this construction more precisely. Assume that γ 0 = 0 and let γ 1 be the first interaction time. Let F t be the filtration of W t , N t , with N t the interaction point process. Conditioning on X 0 = z 0 , X t = W t for all 0 ≤ t < γ 1 , and γ 1 is an F t -stopping time. Theorem 3.2 implies that γ 1 is a positive random variable almost surely. On the event γ 1 , ∞, we define X γ1 = Wγ 1 2 . Again conditioning on W γ1 = z 1 , by the strong Markov property, W γ1+t d = W t . Then there exists γ 2 > γ 1 and we can define
for all γ 1 ≤ t < γ 2 , and so on. This proves the existence of the stopping times γ 1 < γ 2 < · · · and gives the way to construct X(t) by the formula
for γ n ≤ t < γ n+1 and
There remains to prove that if there is no finite N such that γ N = ∞, then γ n tends to infinity with n → ∞. In fact, the sequence {η n } is i.i.d. as a corollary of the strong Markov property. Hence, by the strong law of large numbers
Namely, there cannot be accumulations of interactions and the process is well defined for all times in this case too. When 1 ≤ α < 2, the behavior is quite different. As we revisit the proof of Theorem 3.2, everything is similar except when X t = 0. In particular, 3 (T, δ) → 1 and 4 (T, δ) → 0 as T → 1 by choosing δ = T 1/3 . This implies that, when starting from z 0 = 0, there are no accumulations of interactions until X t hits 0. In contrast, if z o = 0 (and at the first hitting time of 0 if it is finite), the dynamics is ill defined as the interaction rate
When α ≥ 2, accumulation points of interactions are possible even when starting from z 0 = 0 as P τ 0,δ 0 1 |Wt| α dt = +∞ = 1 (by 1 2 -Hölder continuity of Brownian motion). We summarize our findings in the following theorem:
there is no finite accumulation point of interactions a.s. and the stochastic process {X t } is well-defined over the whole time horizon. • For 1 ≤ α < 2, the process has no finite accumulation point of interactions a.s. until the first hitting time of 0 and is path-wise ill defined after this. • For α ≥ 2, finite accumulations of interactions occur with a positive probability and the process is path-wise ill defined after the accumulation point.
Fokker-Planck Evolution Equation.
We now derive the Kolmogorov forward evolution equation (also referred to as the Fokker-Planck evolution equation) of the probability density of X t as time evolves. The assumptions in this section are (H):
a λ(X t )dt < +∞ a.s. Note that these conditions are satisfied in the C1 and C3 cases. In the C2 case, they are satisfied for 0 ≤ α < 1 as a corollary of the construction of the last section.
Theorem 3.5. Under Assumption H, the density p t (x) of X t follows the non-local partial differential equation (PDE):
Proof. We follow the approach described by Björk [10, Proposition 6.2.1, Proposition 6.2.2]. Under Assumption H, the stochastic intensity λ(X t −) is locally integrable and predictable in the sense of [10] . For any function g : R × R → R which is in C 1,2 , we have, from Ito's formula:
The infinitesimal generator can be easily derived. For any function f : R → R which is in C 2 , we have
Then the adjoint operator A * is given by
dx for all h. By following the classical approach, the probability density function p t (x) satisfies A * p t = ∂pt(x) ∂t . Therefore we have the forward evolution equation: Corollary 3.6. The stationary distributions, when they exist, satisfy the non-local ordinary differential equation (ODE):
The rest of this section is focused on the explicit solutions to (3.3). The main difficulty in finding explicit solutions comes from the non-local term p(2x).
Solution for Independent
Interaction. For the independent interaction case, two approaches are discussed. The first method consists in finding a stochastic solution based on the embedded chain method. The second consists in finding an explicit solution by solving the non-local ODE (3.3). One such sample path is represented in Figure 2 where T 1 ≤ T 2 ≤ · · · denotes the set of epochs of the Poisson point process of intensity λ. At time T n , the non-stubborn agent X interacts with the stubborn agent S. For each n, let Y n := lim t↑Tn X t = X T − n , denote the state just prior to the interaction time T n . Let ∆T n = T n+1 − T n . The sequence {∆T n } is an i.i.d. sequence of Exponential(λ) random variables. According to the diffusion and (3.1), the following stochastic recurrence equation holds:
where the sequence {W n } is again an i.i.d. sequence of random variables with density
The sequence {Y n } is called the embedded chain of X t . From (3.4), the stationary solution is
From the PASTA property ( [23] , [4] ), the stationary distribution of X t is the distribution of Y ∞ . Hence, the stationary distribution X ∞ is a geometric sum of i.i.d. mixtures of Gaussian random variables.
Proposition 3.7. Assume that the interaction rate is constant λ. Then the stochastic solution of the stationary distribution is given by
where the V j 's are i.i.d. mixtures of Gaussians with density h. 
.
From the characteristic function, we identify that each of summands in (3.6) (without scaling) follows an i.i.d. geometric stable distribution (Linnik distribution), and that the stationary distribution is a geometric sum of i.i.d. geometric stable distributions. Figure 3 shows the simulation result. We are not aware of the closed form density function of (3.6) in general.
Approach II -Solution by
Mellin transform. Now we discuss how to get the solution by directly solving the ordinary differential equation (3.3) . We first assume that µ = 0. 
where a n = n k=1
Proof. First we divide p(x) into two parts. p(x) = p + (x) + p − (x) where p + (x) = p(x)1 {x≥0} and p − (x) = p(x)1 {x<0} . It is easy to see that each part satisfies the same ODE and p + (x) = p − (−x) for x > 0. So by symmetry, it suffices to solve the ODE for p + (x). We have for p + (x) ≥ 0, Applying Lemma 1.1 to (3.7), and the residue theorem for a complex integration,
where a n = n k=1 4 1−4 k . Figure 4 shows an example of the simulated histogram and the solution derived from the ODE (3.3). Next we briefly discuss the non-zero drift case. When following the same steps as in Theorem 3.9, we obtain the following ODE for p + (x):
Then the Mellin transform yields the following recurrence equation: Ξ(s + k) ) .
Solution for Opinion Dependent Interactions.
When the interaction is state dependent and of type (C2), the Mellin transform approach can be applied again to solve the ODE (3.3) when µ = 0 and 0 ≤ α < 2. As discussed in Section 3.1, under (C2), for 0 ≤ α < 1, the solution of the SDE can be constructed pathwise, and any stationary density for the dynamics satisfies the ODE (3.3) provided it is C 2 . In contrast, under (C2), for α ≥ 1, we have no certitude that the solution of the SDE is well defined pathwise. In addition we have no direct connections between the SDE and the ODE (3.3) as the stochastic intensity is not integrable when starting from 0. Nevertheless, the following general result holds on the solutions of the ODE (3.3): 
where a 0 = 1, a n = n k=1
Proof. As we did in the proof of Theorem 3.9, we divide p(x) into two parts. p(x) = p + (x) + p − (x) where p + (x) = p(x)1 {x≥0} and p − (x) = p(x)1 {x<0} . It is easy to see that each part satisfies the same ODE and p + (x) = p − (−x) for x > 0. So by symmetry, it suffices to solve the ODE for p + (x). 
Applying Lemma 1.1, the inverse Mellin transform, to (3.10) , and using the residue theorem,
. We note that when we apply the inverse Mellin transform, we use the change of variable by s = s 2−α , and the following simple observation for a > 0: 1 2πi x .
We conclude with a few observations on the cases considered here and the cases we could not solve.
• When α = 0, Theorem 3.10 implies Theorem 3.9 by using the identity Γ(z)Γ z + 1 2 = 2 1−2z √ πΓ(2z). • For case (C2) with 0 ≤ α < 1, the sample path of the opinion of the non-stubborn agent is well defined and crosses infinitely often the opinion value 0 of the stubborn agent. • For case (C2) with 1 ≤ α < 2, we cannot construct the path from 0. However, surprisingly, for α in this range, we still find a smooth probabilistic solution to the ODE (3.11) as given in Theorem 3.10. Let us stress once more that there is no direct connection between the SDE and (3.3) anymore. The only connection is through (C3), namely through the system with interaction function λ(x) = λ K (x) = λ |x| α , with 1 ≤ α < 2. We can construct the dynamics X 
Multi-agent Stochastic Interaction Model
In this section, we discuss the interaction model with many agents. As the number of agents increase, the complexity of the analysis increases as well.
4.1.
Three-agent Interaction Model. We consider an extended model with three agents under pairwise interaction. We assume that two agents are stubborn with opinion value S 1 t = 0 and S 2 t = Y ∈ R, respectively. We assume that random interactions occur independently, either with the stubborn agent S 1 t with interaction rate λ 1 (x), or with S 2 t with interaction rate λ 2 (x). For example, λ 1 (x) = λ1 |x| α and λ 2 (x) = λ2 |x−Y | α . So we can think of two point processes N 1,t and N 2,t with stochastic intensities λ 1 (X t −) and λ 2 (X t −) for interactions with stubborn agent 1 and 2 respectively, when denoting by X t the opinion of the non-stubborn agent at time t. Figure 7 shows the interaction model: If both λ 1 (X t −) and λ 2 (X t −) are almost surely integrable, we can derive the evolution of the density function as we derived Theorem 3.5 in the previous section. 
provided it is C 2 .
Sketch of the proof. The proof follows the exactly lines as that of Theorem 3.5. The additional term p t (2x − Y ) comes from the interaction with the stubborn agent with the opinion Y .
To find the stationary distribution, as we take t → ∞, we have Corollary 4.2. The density p t (x) of the evolution X t follows the non-local ordinary differential equation (ODE):
When µ = 0, λ 1 (x) = qλ and λ 2 (x) = (1 − q)λ with q ∈ [0, 1], we can find the stochastic solution by applying the embedded chain method again:
where V j follows an independent Gaussian distribution with N (µ∆T j , σ 2 ∆T j ), and ∆T j ∼ Exponential(λ) and ξ n ∼ Bernoulli(1 − q). Let A = ∞ j=0 Vj 2 j and B = Y ∞ j=0 ξn 2 j . Then we just decompose X ∞ into two independent parts: Figure 9 illustrates the derived solution.
When λ 1 (x) = qλ, λ 2 (x) = (1 − q)λ, µ = 0 and q = 0.5, the solution of (4.2) can be given by
where is a convolution and p * (x) is the solution from Theorem 3.9.
The distribution of B for a general q ∈ [0, 1] has been studied by Bhati et. al. [9] and the general form of B is highly non-trivial.
4.2.
Four-agent Interaction Model. Now we briefly discuss one extension with four agents. We can come up with several different scenarios. Consider that with two non-stubborn agents X t with µ 1 , σ 1 and Y t with µ 2 , σ 2 , and two stubborn agents with the opinion S 1 t = 0 and S 2 t = Z. As shown in Figure 10 , we need two conditionally independent interaction clocks, N 1,t with the intensity rate λ 1 (X t −) for the interaction between X t , Y t and S 1 t , and for Y t having a Poisson Point process N 2,t with the intensity rate λ 2 (y) for the interaction between Y t , X t , and S 2 t . At the interaction, each X t or Y t updates its opinion by averaging opinions of its neighbors. For simplicity, we consider λ 1 (x) = qλ and λ 2 (y) = (1 − q)λ. Then embedded chain method can be applied again. Let ξ n be an independent Bernoulli with probability q. Let {T n } be the increasingly ordered interaction clocks for either X t and Y t . Based on these notations, we can formulate a system of stochastic recurrence equations as follows:
where W 1 n follows i.i.d. mixture of Gaussians N (µ 1 ∆T n , σ 1 ∆T n ), and W 2 n follows i.i.d. mixture of Gaussians N (µ 2 ∆T n , σ 2 ∆T n ) and ∆T n ∼ Exponential(λ). We note that W 1 n and W 2 n are dependent since they share the same ∆T n . ξ n equivalently encodes which agent is interacting when the interaction occurs. The above system of equations can be reformulated to a random matrix form. Let
where W 1 0 = W 2 0 = 0. So we have Z n+1 = P n Z n + b n .
By recursively solving the equation, we have the stochastic solution as follows:
As we take m → ∞, we are able to stochastically characterize stationary distributions.
Vector-valued Opinions
In this section, we briefly discuss the possibility when the opinion of an agent can be formulated as a vector in R d instead of a real value. The situation of the high-dimensional opinion vector can be very similar to the situation of multi-agent. Let us consider a two agent model. A non-stubborn agent X has an opinion vector X t = (X 1,t , X 2,t , · · · , X d,t ). Assume that each component X i,t follows a Brownian motion with µ i and σ i . A stubborn agent Z has an opinion vector Z t = (0, 0, · · · , 0). We we discussed in Section 3, the interaction epochs are modeled by a Poisson point process with intensity rate λ(X t ). Then we can formulate a vector-formed SDE:
where µ = (µ 1 , · · · , µ d ), σ = (σ 1 , · · · , σ d ), X t − is the value approaching from the left of X t , and N t is a Poisson point process with intensity function λ(X t ). For simplicity, let us assume that λ(X t ) = λ. Then we can easily see that each marginal distribution at the i-th component follows the same PDE in Theorem 3.5 with µ i , σ i , and λ(x) = λ. So we know the marginal of stationary distributions of X t . However, since components in X t share the same interaction clock, components in X t are dependent each other. We are not aware of the full description of the stationary of X t yet, and we leave it as a future open problem.
Conclusion
In this paper, we had an analytic understanding of continuous time stochastic opinion dynamics. This was made possible by introducing a continuous time version of this class of dynamics, which allows one to connect this framework to that of partial differential equations.
We obtained a new characterization of the stationary regime of stochastic opinion dynamics on graphs based on Mellin Transforms. We also extend this approach to the stochastic boundedconfidence opinion dynamics setting. This opens new perspectives to complement the primarily qualitative theory developed in the first phase of the project with a quantitative counterpart.
