Abstract-
I. INTRODUCTION
In the area of coding theory and digital communication, turbo codes made the most exciting development in the last years. They were first introduced by [l] , and since have been the object of great interest, and consequently of wide investigation in the coding community.
This paper investigates the performance of a turbo code in the presence of an IS1 channel. The general concept of Turbo Equalization, introduced in [2] , did not include the effect of turbo coding, but only handled the IS1 distortion.
Here we present a decoder structure which combines turbo coding gain with the IS1 mitigation. We assume that the receiver input is proceeded by a matched filter followed by a noise whitening filter (also called a Whitened Matched Filter) [3]. The cascade of the pulse shape filter, linear channel distortion, whitened matched filter and symbol rate sampling can be represented as an equivalent Discrete Time Transversal Filter (DTTF) -F(z), having the set { f n } as it's tap coefficients [3] where {vk} is the DTTF output sequence, { q k } is a white gaussian noise sequence (having zero mean and variance N O ) and { r k } is the input symbol sequence.
The channel IS1 length is assumed to be L + 1.
To overcome the discrete time channel selectivity, it is possible to use equalization independent to the decoding, with a certain loss in performance. Another approach, used in this paper, takes the discrete channel memory effect into account in the iterations of the turbo decoder. The DTTF can be modeled as a Markov chain and its behavior can be represented by a trellis diagram [3]. The channel detector and the turbo component codes decoder are implemented by the symbol by symbol Maximum Apostriori (MAP) algorithm, that yields the Log Likelihood Ratio of the decoded and encoded symbols [4] . In any iteration of the combined decoder extrinsic information from the channel detector is fed into the turbo decoders, and then their extrinsic information is fed back to the channel detector.
SYSTEM MODEL
Consider that binary source bits { d i } are encoded by a turbo encoder, illustrated in Fig. 1 . The turbo encoder is made of two identical recursive encoders, separated by a random interleaver ( T ) . The coded bits are block interleaved, BPSK or QPSK modulated and transmitted over a band limited channel. As indicated, the BPSK binary symbols, r k , are send over the equivalent DTTF, and the received symbols at the decoder input are represented by (1).
THE DECODER
Before we present the decoder structure, we first define and illustrate the basic component used by the decoder. A MAP Block, illustrated in Fig. 2 , is a soft in soft out Maximum Apostriori decoder based on [4] .
The underlying trellis code can be either of the convolutional code or the IS1 channel. For a systematic encoder having ai as the systematic data and bi as the coded data, the MAP block has the following inputs and outputs: 
Code LLR (F) the LLR of the coded data (sometimes refereed as "MAP filter") condition by the MAP block inputs (4)
The decoder structure is presented in Fig. 3 . The channel detector is implemented by a MAP block (will be refereed as a channel MAP) that receives the corrupted symbols, vk, from the DTTF output and evaluates the LLR of the turbo coded symbols ck. It has no systematic data. The extrinsic information extracted from the channel MAP is block deinterleaved and processed by the the Split & Model Estimation block (see next paragraph).
The turbo decoder is based on two additional MAP blocks. The first block receives the estimated systematic and Code1 symbols from the channel MAP and evaluates their LLR (L1 and F l respectively). The second MAP block receives the interleaved estimated systematic symbols and Code2 symbols and evaluates their LLR (L2 and F2 respectively).
Extrinsic information is extracted, at each iteration, from both the channel MAP and the turbo MAPs. The extrinsic source information is evaluated by each Code MAP block and used by the next block as apriori information. The extrinsic coded data, that will be used by the channel MAP as apriori input in the next iteration, is evaluated by subtracting the turbo MAPs code's LLR from the extrinsic channel MAP'S output in the current iteration (after deinterleaving).
TV. EQUIVALENT CHANNEL MODEL
In order to use the channel MAP'S LLR output by the turbo decoder (as systematic and coded data), a translation from LLR format to equivalent soft channel input is needed. This is done by the following equivalent channel model. We assume that the channel MAP LLR's output represents the log likelihood ratio of an equivalent additive white noise channel having {~k } as its input symbol sequence. This equivalent channel can be represented by the following equation
where Ck is the received symbol, a is the equivalent channel attenuation and n k / a is the equivalent normalized white noise. For this equivalent channel, the LLR can be easily calculated by thus ,
where L ( T~) is the channel MAP'S LLR output,
L , ( T~) is the apriori value of ~k ) L e ( y k ) = L ( T~) -La(rk) is the channel MAP extrinsic information and
is the equivalent normalized white noise variance. The estimation of the equivalent channel attenuation is done by
where i k = sign{L(rk)}.
By using (5) and (7) the estimation of C F~ is done bv
The Split k Model Estimation block in the decoder structure has to estimate the equivalent variance using (9)) translate the turbo code's LLR data to equivalent soft channel input Ck using (7) and split this data to the turbo MAP blocks. This is done in each iteration.
As mentioned in the decoder paragraph, the channel MAP extrinsic information is used in the calculation of the extrinsic coded data. For this calculation, the LLR format of the channel MAP extrinsic information, L e ( y k ) , is used after block deinterleaving and splitting to the turbo decoder (dash-dot line in Fig.   3 ).
V. PERFORMANCE AND RESULTS
The performance of the decoder has been evaluated by simulations. A turbo code of rate 1/3 ( Fig. 1) with two identical recursive systematic encoders (37, 21) separated by a random interleaver of length 10000 was simulated. Two band limited channels for BPSK modulation (referred as Channel 1 and 2) and one channel for QPSK modulation (referred as Channel 3) are considered. The coefficients of Channel 1 are: f 4 = m. It's spectrum is plotted in Fig. 6 . The block interleaver rows and columns are 300 and 100 respectively.
The BER versus &/No, for iteration 1-4 and 12, is plotted in Fig. 4 . The dashed line is for the turbo code in a AWGN channel without ISI.
We have compared our combined decoder performance to two conventional approaches. In the first one (referred as Decoder S), we are using the same decoder structure, illustrated in Fig. 3 , but iterations are performed only by the turbo decoder. In this case extrinsic information of the source data is evaluated by each Code MAP and used as apriori information by Code2 MAP in the current iteration, and by Code1 MAP in the next iteration. In the second approach (refereed as Decoder E) an infinite length linear equalizer is used instead of the channel MAP (of Fig. 3) , and iterations are performed only by the turbo decoder. In this decoder structure the variance for the turbo decoder is calculated assuming gaussian input. The performance of Decoder S The performance of the combined decoder for Channel 3 (it's spectrum is plotted in Fig. lo) , with the coefficients f o = (0.65, -0.55), f1 = (0.25,0.35), f 2 = (-0.20,0.2236), is plotted in Fig. 11 .
In this paper the subject of turbo coding in the presence of intersymbol interference channel was investigated. An iterative decoder structure, which combines the channel equalization and the turbo decoding, was presented. The combined decoder was compared to two conventional decoders. The first uses iteration only by the turbo decoder, and the second uses linear equalizer for the channel detector (instead of the channel MAP).
The channel capacity lower bound of the simulated Channel 1 is about 0.9dB, of Channel 2 about 2.0dB ~ 64 1 arid 0.05dB for Channel 3. The calculation is done by using [3, p.6871, and assuming gaussian input distribution and flat power density. Since in our case the input is not gaussian distributed, the actual lower bound is higher. The performance of our combined decoder after 12 iterations is about 0.9dB from Channel 1 lower bound capacity, 1.3dB from Channel 2 lower bound and 0.8dB from Channel 3 lower bound.
From these simulation results, and other simulations we have made, we can conclude that MAP decoding the IS1 channel achieves better results compared to linear equalizing the channel, and combining the channel MAP decoder with the turbo decoder (combined decoder) significantly improves the performance. This effect is especially noted in the case of Channel 2, where the noise enhancment caused by the linear equalizer, is greater due to the non flat spectrum of the channel. The performance of our combined decoder, after 12 iterations, is about 2.7dB better then Decoder S and about 5.7dB better then Decoder E. 
