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Chapter 1
Introduction
We begin with a description of recent numerical and analytical results that are
closely related to the results of this paper.
In 1978 Holian and Straub [HS] conducted an extensive series of numerical ex-
periments on a driven, semi-infinite lattice
x¨n = F (xn−1 − xn)− F (xn − xn+1), n = 1, 2, . . . ,(1.1)
with initial conditions
xn(0) = nd, x˙n(0) = 0, n = 1, 2, . . . , d constant,(1.2)
for a variety of force laws F , and in the case that the velocity of the driving particle
x0 is fixed,
x0(t) = 2at, t ≥ 0, a > 0.(1.3)
They discovered, in particular, a striking new phenomenon – the existence of a
critical “shock” strength acrit. If a < acrit = acrit(F ), then in the frame moving
with the particle x0, they observed behavior similar to that shown in Figure 1.4.
Thus the particles come to rest in a regular lattice behind the driver. However, if
a > acrit = acrit(F ), then, again in the frame of the driver, they observed behavior as
in Figure 1.5. Now the particles do not come to rest behind the driver, but execute
an on-going binary oscillation (i.e. xn(t + T ) = xn(t), xn(t) = xn+2(t) + const.).
This is a marvelous, fundamentally nonlinear phenomenon; if F is linear, the effect
is absent.
This phenomenon has now been observed for many different singular and non-
singular, nonlinear force laws F , but an explanation of the phenomenon from first
1
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Figure 1.4: Motion of the first ten particles of a lattice described by the above system
(1.1) – (1.3) with F (x) = ex, d = 0, a = .5, in the frame of x0 (case a < acrit).
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Figure 1.5: Motion of the first ten particles of a lattice described by the above system
(1.1) – (1.3) with F (x) = ex, d = 0, a = 2, in the frame of x0 (case a > acrit).
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principles in the general case has not yet been given. We believe that the phe-
nomenon is present for a very wide class of genuinely nonlinear F (in particular, if
F ′′ > 0) with F ′ > 0. Observe that if F ′ > 0, then the force on the nth particle
x¨n = F (xn−1−xn)−F (xn−xn+1) is negative for xn > 12 (xn−1+xn+1) and positive
for xn <
1
2 (xn−1 + xn+1). Thus the only equilibrium configuration is the regular
lattice xn = cn, c ∈ R, and moreover, in this case, all the forces are restoring.
In 1981, Holian, Flaschka and McLaughlin [HFM] considered the shock problem
in the special case in which F is an exponential F (x) = ex, the so-called Toda shock
problem. They considered this case because the Toda equation
x¨n = e
xn−1−xn − exn−xn+1 ,(1.6)
with appropriate boundary conditions, is well-known to be completely integrable (a
fact discovered by Flaschka [F] and Manakov [Man]; see also [H]) and hence there
was the possibility of solving (1.1) – (1.3) explicitly and so explaining the phenomena
observed by Holian and Straub in the special case where F (x) = ex. However, the
driven system (1.1) – (1.3) is non-autonomous and it was not clear a priori that the
(formal) integrability of the Toda equation could be used to analyze the system.
For example, the one-dimensional oscillator x¨+ ax+ bx3 = 0 is certainly integrable;
however, the driven oscillator x¨+ ax+ bx3 = f(t), the so-called Duffing system, is
far from “integrable” and requires highly sophisticated techniques for its analysis.
Nevertheless, Holian, Flaschka and McLaughlin ([HFM]) realized that if they went
into the frame of the driver, so that (1.2), (1.3) become
xn(0) = nd, x˙n(0) = −2a, n ≥ 1,(1.7)
x0(t) ≡ 0,(1.8)
and doubled up the system
xn(t) ≡ −x−n(t), n < 0,(1.9)
then the full system {xn}∞n=−∞ solves the autonomous Toda equations
x¨n = e
xn−1−xn − exn−xn+1 , −∞ < n <∞,(1.10)
with initial conditions
xn(0) = dn, x˙n(0) = −2a( sgn n), −∞ < n <∞.(1.11)
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But the solutions of these equations lie in a class to which the method of inverse
scattering applies. To see what is involved we use Flaschka’s variables,
an = −x˙n/2, bn = 1
2
e
1
2
(xn−xn+1), −∞ < n <∞,(1.12)
and arrange these variables into a doubly-infinite tridiagonal matrix
L˜ =

. . .
. . .
. . .
b−2 a−1 b−1 ©
b−1 a0 b0
b0 a1 b1
© b1 . . . . . .
. . .

,(1.13)
which represents the state of the system at any given time, with companion matrix
B˜ =

. . .
. . .
. . .
−b−2 0 b−1 ©
−b−1 0 b0
−b0 0 b1
© −b1 0 . . .
. . .
. . .

.(1.14)
Then, remarkably, (1.10) is equivalent to the so-called Lax-pair system
dL˜
dt
= [B˜, L˜] = B˜L˜− L˜B˜.(1.15)
Thus the Toda equations are equivalent to an iso-spectral deformation of the matrix
operator L˜. Inverse scattering theory tells us that one can solve (1.15), and hence
(1.1) – (1.3), through the scattering map for L˜. Rescaling time, one sees that it is
sufficient to consider the case where the initial spacing d = 0. Then at t = 0,
an = a sgn n, bn =
1
2
,(1.16)
and one sees that the essential spectrum of L˜ is given by two bands (cf Figure 1.17).
The bands overlap if and only if a < 1. Holian, Flaschka and McLaughlin observed
that supercritical behavior occurred for the Toda shock problem only if the gap was
4
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Figure 1.17: The spectrum of L˜(0)
open. Hence they identified acrit(F = e
x) = 1. Using the inverse method they were
able to calculate a number of other features of the Toda shock problem, such as the
speed and the form of the shock front, and also the form of the binary oscillations.
The problem of how to extract detailed information about the long-time behavior
of the Toda shock problem from knowledge of the initial data using the rather
formidable formulae of inverse scattering theory, however, remained open.
In the early 80’s, a very important development took place in the analysis of
infinite-dimensional integrable systems in the form of the calculation by Lax and
Levermore ([LL]) of the leading order asymptotics for the zero-dispersion limit of the
Kortweg de Vries equation, in which the weak limit of the solution as the dispersion
coefficient tends to zero is derived and the small scale oscillations that arise are
averaged out. This was followed in the late 80’s by the calculation of Venakides [V]
for the higher order terms in the Lax-Levermore theory which produces the detailed
structure of the small scale oscillations. These developments raised the possibility
of being able to analyze the inverse scattering formulae for the solution of the Toda
shock problem effectively as t→∞, and in [VDO], Venakides, Deift and Oba proved
the following result in the supercritial case a > 1:
In addition to the shock speed vs calculated by Holian, Flaschka and McLaughlin,
there is a second speed 0 < v0 < vs.
In the frame moving with the driver, as t→∞,
• for 0 < n/t < v0, the lattice converges to a binary oscillation xn(t + T ) =
xn(t), xn+2(t) = xn(t)+ constant, (cf Figure 1.5). The band structure corre-
sponding to the asymptotic solution is [−a− 1, −a+ 1] ∪ [a− 1, a+ 1]. The
binary oscillation is connected to the driver x0(t) ≡ 0, through a boundary
layer, in which the local disturbance due to the driver decays exponentially in
n.
• for v0 < n/t < vs, the asymptotic motion is a modulated, single-phase, quasi-
periodic Toda wave with band structure [−a−1, γ(n/t)] ∪ [a−1, a+1], where
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γ(n/t) varies monotonically from −a+1 to −a− 1 as n/t increases from v0 to
vs.
• for n/t > vs, the deviation of the particles from their initial motion −2at is
exponentially small. The influence from the shock has not yet been felt. As
noted in [HFM], for n/t ∼ vs, the motion of the lattice is described by a Toda
solution with associated spectrum {−a− 1} ∪ [a− 1, a+ 1].
In 1991, again using the techniques in [LL] and [V], Kamvissis ([Kam]) showed
that in the subcritical case a < 1, in the frame moving with the driver, as t → ∞,
the oscillatory motion behind the shock front dies down to a quiescent regular lattice
with spacing xn+1 − xn → −2 log(1 + a), (cf Figure 1.4).
A “Thermodynamic” Remark.
It is easy to see that the average spacing of the binary oscillation of the asymp-
totic state in the case a > 1 is given by − ln 4a. Thus the average spacing of the
asymptotic states is given by
−2 ln(1 + a), for a < 1,
− ln 4a, for a > 1.
Observe that these expressions and their first derivatives agree at a = 1. Thus we
may say that the density of the asymptotic state has a second order phase transition
at a = 1.
As in [LL] and [V], the above results are not fully rigorous and rely on certain
(reasonable) asymptions that have not yet been justified from first principles. In
particular, as in [LL], the contribution of the reflection coefficient associated with
the band [a − 1, a + 1] is ignored. Also, as in [V], an ansatz is needed to control
the long-time behavior of certain integrals. Recently in [DMV], the authors, again
using the approach of [LL] and [V], circumvented the first difficulty by considering
finite dimensional approximations to the lattice of length ℓ(t) ≫ t, but they still
need the above mentioned ansatz in order to re-derive the results in [VDO]. In [BK],
Bloch and Kodama consider the Toda shock problem, both in the subcritical and
the supercritical cases, from the point of view of Whitham modulation theory in
which the validity of a modulated wave form for the solution is assumed a priori,
and the parameters of the modulated wave form are calculated explicitly. More
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recently in [GN], Greenberg and Nachman have considered the shock problem for a
general force law in the weak shock limit; they are able to describe many aspects
of the solution, including the modulated wave region where they use a KdV-type
continuum limit.
In a slightly different direction, motivated by the so-called von-Neumann problem
arising in the computation of shock fronts using discrete approximations, Goodman
and Lax [GL] and Hou and Lax [HL] observed and analyzed features strikingly
similar to those in [HS]. Finally, in an interesting series of papers spanning the
80’s, Kaup and his collaborators, [Kau], [KN], [WK], use various integrable features
of the non-autonomous system (1.1) – (1.3) to gain valuable insight into the Toda
shock problem. We will return to these papers below.
In this paper we consider the driven lattice (1.1), (1.2) in the case where the
uniform motion of the driving particle x0 is periodically perturbed
1
x¨n = F (xn−1 − xn)− F (xn − xn+1), n ≥ 1,
xn(0) = x˙n(0) = 0, n ≥ 1,
x0(t) = 2at+ h(γt).
(1.18)
Here h(·) is periodic with period 2π and the frequency γ > 0 is constant. We restrict
our attention to the case where the average value of the velocity of the driver x˙0 = 2a
is subcritical, i.e. a < acrit. (For some discussion of the supercritical case a > 1,
see Problem 3 at the end of the Introduction below). Again we consider a variety
of force laws F , but henceforth we restrict our attention to forces which are real
analytic and monotone increasing in the region of interest.
Typically we observed the following phenomena:
In the frame moving with the average velocity 2a of the driver, as t → ∞, the
asymptotic motion of the particles behind the shock front, is 2πγ -periodic in time,
xn(t+
2π
γ
) = xn(t), 0 < n≪ t.(1.19)
Moreover, there is a sequence of thresholds,
(1.20)
γ1 = γ1(a, h, F ) > γ2 = γ2(a, h, F ) > · · · > γk = γk(a, h, F ) > · · · > 0,
γk → 0 as k →∞.
1The more general initial value xn(0) = dn, x˙n(0) = 0, can clearly be converted to (1.18) by
shifting the argument of F, F (·)→ F (·−d) : in the case of Toda, as noted above, this shift converts
into a rescaling of the time.
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• If γ > γ1, there exist constants c, d such that xn−cn−d converges exponentially
to zero as n→∞, (cf Figure C.6). In other words, the effect of the oscillatory
component of the driver does not propagate into the lattice and away from
the boundary n = 0. The lattice behaves in a similar way to the subcritical
case of constant driving considered by Holian, Flaschka and McLaughlin.
• If γ1 > γ > γ2, then the asymptotic motion is described by a travelling wave
xn(t) = c1n+X1(β1n+ γt), 1≪ n≪ t,(1.21)
transporting energy away from the driver x0. (See Figure C.7). Here c1 =
c1(a, h, F, γ) and X1(·) = X1(· ; a, h, F, γ) is a 2π-periodic function.
• More generally, if γk > γ > γk+1, a multi-phase wave emerges which is well-
described by the wave form
(1.22) xn = ckn+Xk(β1n+ γt, β2n+ 2γt, . . . , βkn+ kγt), 1≪ n≪ t,
again transporting energy away from the driver (see Figure C.8 for the case
k = 2). Here ck = ck(a, h, F, γ) and Xk(·, . . . , ·; a, h, F, γ) is 2π-periodic in
each of its k variables.
Thus, at the phenomenological level, we see that the periodically driven lattice
behaves like a long, heavy rope which one shakes up and down at one end.
Remark:
We have restricted our experiments to the asymptotic region 1≪ n≪ t. However,
we expect that the solution also exhibits many interesting phenomena when studied
as a function of n/t. For example (see discussion on page 5), we expect that for
γk > γ > γk+1, there will be a sequence of 2k speeds s1 > s2 > . . . > s2k, with the
property that for t large,
• for s2 < n/t < s1, the solution is a modulated one-phase wave,
• for s3 < n/t < s2, the solution is a pure one-phase wave,
• for s4 < n/t < s3, the solution is a modulated two-phase wave,
and so on, until
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• for s2k < n/t < s2k−1, the solution is a modulated k-phase wave,
and
• for 1/t≪ n/t < s2k, the region studied in this paper, we have a pure k-phase
wave.
Note from the Figures C.9 – C.11 that the above phenomena are present for both
small and large values of the amplitude of the periodic component h of the driver.
In the linear case, F (x) = αx, α > 0, the origin of the thresholds γ1 > γ2 > . . . is
simple to understand. The solution of the lattice equations
(1.23)
x¨n = F (xn−1 − xn)− F (xn − xn+1) = α(xn+1 + xn−1 − 2xn), n ≥ 1,
xn(0) = x˙n(0) = 0, n ≥ 1,
x0(t) = 2at+
∑
m∈Z
bm e
iγmt, b−m = b¯m,
is easy to evaluate using Fourier methods and one sees that as t→∞,
xn(t) −→ 2a(t− n) +
∑
m
bm z
n
m e
iγmt, 0 < n≪ t,(1.24)
where zm, |zm| ≤ 1, is the root of
z2m +
(
(γm)2
α
− 2
)
zm + 1 = 0,(1.25)
chosen, in the case |zm| = 1, such that the energy is transported away from the
driver. Observe that if m0 > 0 is the largest integer m for which (γm)
2/α− 2 ≤ 2,
then |zm| = 1 for 0 ≤ |m| ≤ m0, and |zm| < 1 for |m| > m0. Inserting this
information into (1.24), we find that, away from the driver, an m0-phase wave
propagates through the lattice in the region 0 < n ≪ t. Thus the threshold values
of γk are given, in this case, by
γk =
2
√
α
k
, k = 1, 2, . . . .(1.26)
As we will see below, the above calculations are useful in understanding the asymp-
totic state of the solution of (1.18) as t→∞ in the case that h is small.
In the case of the Toda lattice, when the driving is constant the doubling-up trick
converts the shock problem into an iso-spectral deformation (1.15) for the operator
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L˜. When h is non-zero, it is no longer clear how to convert the shock problem (1.18)
into an integrable form (although recent results of Fokas and Its [FI] suggest that
this may still be possible to do). As a tool for analyzing (1.18) in the Toda case we
consider, rather, the Lax pair of operators
L =

a1 b1 0
b1 a2 b2
b2
. . .
. . .
0
. . .
 , B =

0 b1 0
−b1 0 b2
−b2 . . . . . .
0
. . .
(1.27)
for the semi-infinite lattice an = −x˙n/2, bn = 12 e
1
2
(xn−xn+1), n ≥ 1.
A straightforward calculation shows that L solves the equation
L˙ = [B,L]− 2 b20(t)P, b0 =
1
2
e
1
2
(x0−x1),(1.28)
which we think of as a forced Lax system. Here P = (Pij)i,j≥1, is a matrix operator
with Pij = 0 unless i = j = 1, and P11 = 1. The equation describes a motion
that is almost, but not quite, an iso-spectral deformation of L. As t evolves, the
essential spectrum of L(t) remains fixed, σess(L(t)) = σess(L(0)) = [a − 1, a + 1],
but eigenvalues may “leak out” from the continuum. This is true, in particular, in
the case of constant driving x0 = 2at, as was first observed by Kaup and Neuberger
[KN].
In the case of constant driving with a < 1, what happens to σ(L(t))? We see in
Figure 1.29 that the eigenvalues emerge from the band [a− 1, a+1] and eventually
fill the larger band [−a − 1, a + 1] = [−a − 1,−a + 1] ∪ [a − 1, a + 1]. (In the case
a > 1, the bands [−a−1,−a+1], [a−1, a+1] are disjoint and the spectrum of L(t)
fills these two bands separated by a gap). Thus this “ghost” band, which appeared
as an artifact of the solution procedure through the introduction of the doubled-up
operator L˜, now emerges in real form, populated by eigenvalues emerging from the
original band [a − 1, a + 1]. We learn from Figure 1.29 that for a < 1 there is no
gap in the spectrum at t =∞, and (hence) there are no oscillations.
In the periodically driven case, x0 = 2at+ h(γt), where γ > γ1 (and a < 1), we
find a similar picture to Figure 1.29 for the evolution of σ(L(t)) which is displayed in
Figure 1.30 at some later time, so that more eigenvalues are present than in Figure
1.29. As t → ∞, σ(L(t)) again converges to a single band and no travelling wave
emerges. However, if γ1 > γ > γ2, we find different behavior (Figure 1.31). We see
10
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Figure 1.29: Evolution of σ(L(t)); driver: x0(t) = t
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Figure 1.30: Evolution of σ(L(t)); driver:
x0(t) = t+ 0.2(sin γt+ 0.5 cos 2γt), γ = 3.1 > γ1
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Figure 1.31: Evolution of σ(L(t)); driver:
x0(t) = t+ 0.2(sin γt+ 0.5 cos 2γt), γ = 1.8, γ1 > γ > γ2
that σ(L(t)) converges to two bands separated by a gap, and a single phase wave
emerges. For γ2 > γ > γ3, we see from Figure 1.32 that σ(L(t)) converges to three
bands separated by two gaps, and a two phase wave emerges, etc.
Remarks on the eigenvalues in the gap.
(1) The eigenvalues which can be observed in the gaps of the spectrum of the
semi-infinite Lax operator L(t) (compare with Figures 1.31 and 1.32) are of
two different types. They are either constant in time or they move down from
the lower edge of one band to the upper edge of the next band. Eigenvalues
of the second kind can be understood from the corresponding g-gap solution
They are connected to the zeros of a theta function, which is used in the
construction of the g-gap solution (see Chapter 5). Eigenvalues which are
constant in time can be interpreted as follows. Numerical computations show
that they correspond to eigenvectors which are moving out as t→∞. Hence
the eigenvalues do not survive in the spectrum of the limiting operator L, which
corresponds to a lattice where all particles perform time periodic motion. In
other words, from the spectral theoretic point of view, this is an example of the
general phenomenon that under strong convergence of operators the spectrum
is not necessarily conserved.
(2) Figures 1.31 and 1.32 give the impression that the eigenvalue branches which
12
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Figure 1.32: Evolution of σ(L(t)); driver:
x0(t) = t+ 0.2(sin γt+ 0.5 cos 2γt), γ = 1.1, γ2 > γ > γ3
come down cross the eigenvalues, that remain constant in time. This, of course,
is not possible as the symmetric, tridiagonal operator L cannot have double
eigenvalues. Instead, a close look demonstrates, that a billard ball collision is
taking place as shown in Figure 1.33. It is possible to analyze the interaction
of λk and λk+1 in detail by using equation (2.5) of Chapter 2 for j = k and
j = k + 1, together with the asymptotic assumption that |λk − λk+1| is much
smaller than the distance between any two other eigenvalues, but we do not
present the details.
k + 1
time
λ
λ k
Figure 1.33: Close look at a “collision” of two eigenvalues
For λ < inf σess(L(0)), an interesting quantity to compute is
J(λ) = lim
t→∞
♯ {eigenvalues of L(t) that are < λ}
t
.(1.34)
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Clearly J(λ) represents the asymptotic flux of eigenvalues of L(t) across the value
λ. In Chapter 2 we will extend the definition of J to all values of λ.
It is observed numerically that J(λ) indeed exists and for γ2 > γ > γ3, say, we
find that J(λ) looks as displayed in Figure 1.35 Thus J(λ) is constant in the gaps
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Figure 1.35: Numerically observed J(λ) in the case γ2 > γ > γ3, γ = 1.1
and indeed we observe more generally that
J(λ) =
jγ
2π
for λ in the jth gap.(1.36)
This is a very intriguing fact, reminiscent of the Johnson-Moser gap labelling the-
orem [JM] in the spectral theory of one-dimensional Schro¨dinger operators with
almost periodic potentials (see also the analogous gap labelling theorem for Jacobi
matrices [B], [S]).
Finally we are at the stage where we can describe our analytical results, whose
goal is to explain the above numerical experiments. In the Toda case with constant
driving, it was possible, using the exact formulae of inverse scattering, to show that
the solution of the initial value problem converges as t → ∞ to the binary motion
if a > 1, and to a quiescent lattice if a < 1. In the present case, where we no longer
have these formulae, our goals are more modest and we restrict our attention to a
description of the observed attractor. Our results are the following:
I. Strongly nonlinear case.
Here we consider (1.18) in the case of the Toda lattice without any smallness
restriction on the size of the oscillatory component h of the driver x0. The main
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result is Theorem 2.38 below in which we show how to compute the normalized
density of state J(λ) through the solution of a linear integral equation, once the
number and endpoints of the bands in σ(L(∞)) are known. This linear equation, in
turn, can be solved explicitly via an associated Riemann-Hilbert problem.
At this stage it is not clear how to relate the number and endpoints of the
bands to the parameters of the problem a, γ, h. To test Theorem 2.38 in any given
situation, one reads off the discrete information given by the number and endpoints
of the bands from the numerical experiment, and then compares the solution of
the integral equation with the normalized density of states J(λ) obtained directly
from definition (1.33) using the numerically computed eigenvalues of L(t) at large
times. The numerical and analytical solutions for J(λ) agree to very high order: see
Appendix C (Figures C.12, C.13) for further details.
The proof of this result proceeds by deriving an equation of motion (see (2.5))
for the eigenvalues of a truncated version of L(t) of size N ≫ t as t → ∞. The
continuum limit of the time average of these equations, leads to the linear integral
equation (2.28) for J(λ).
II. Weakly nonlinear case.
Here we consider general F , but the periodic component h is now required to
be suitably small. From the numerical experiments we see that if h = 0(ε), then as
t→∞, xn(t) converges to an asymptotic state which is a 2πγ -time periodic solution
xasymp, n(t) with xasymp, n(t) = cn+0(ε) for some lattice spacing c. The goal here is
prove that such time periodic asymptotic states xasymp, n(t) indeed exist for ε small.
We proceed by linearizing around the particular solution xasymp, n(t) = cn, n ≥ 0,
of the equations x¨n = F (xn−1 − xn) − F (xn − xn+1), n ≥ 1, and use various tools
from implicit function theory.
Our first result (Theorem 3.38) is a nonlinear version of the classical linear
method of separation of variables. For example, in solving the heat equation ut =
uxx on a half-line x ≥ 0 with boundary conditions at x = 0, one proceeds by
expressing the solution as a combination∫
a+(z) e
−(tz2+ixz)dz +
∫
a−(z) e
−(tz2−ixz)
of elementary solutions e−(tz
2±ixz) of the heat equation on the full line, and then
choosing the parameters a+, a− to satisfy the boundary condition at x = 0. In the
nonlinear case (Theorem 3.38) we show that provided a sufficiently large parameter
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family of travelling wave solutions of the doubly infinite lattice
x¨n = F (xn−1 − xn)− F (xn − xn+1), −∞ < n <∞,(1.37)
exist, then (modulo technicalities, see Chapter 3) the parameters can always be
chosen to produce the desired asymptotic states xasymp, n(t) of the driven semi-
infinite problem.
Thus the problem of the existence of the observed asymptotic states, reduces
to the problem of constructing sufficiently large parameter families of travelling
waves of the full lattice equation (1.37). As we will see in Chapter 3, for γk >
γ > γk+1 k ≥ 1, we will need 2k-parameter families of k-phase travelling waves
of type (1.22) on the full lattice in order to construct the solution of the driven
lattice observed as t→∞ in the numerical experiments. If γ > γ1 (see Section 3.4)
the requirement of travelling wave solutions of (1.37) trivializes, and Theorem 3.38
guarantees the existence of the desired asymptotic states xasymp, n(t) of the driven
lattice for sufficiently small h and general real analytic F which are monotone in
the region of interest, and this explains Figure C.6.
The next result (Theorem 4.24) concerns general F in the case that γ1 > γ > γ2.
Here we show that a 2-parameter family of one-phase travelling wave solutions of
(1.37) always exist for general F . Together with Theorem 3.38, this implies that
for γ1 > γ > γ2 the desired states xasymp, n(t) of the driven lattice exist, and this
explains Figure C.7. This 2-parameter family is constructed by deriving an equation
for the Fourier coefficients of the travelling wave solution, which can be solved by a
Lyapunov-Schmidt decomposition. The infinite dimensional part does not pose any
problems (see Lemma 4.19) and the degenerate finite dimensional equations can be
solved by using certain symmetries of the equation (see Lemma 4.20).
If we try a similar construction for m0-phase waves, m0 > 1, then we encounter
in the infinite dimensional part of the Lyapunov-Schmidt decomposition, a small
divisor problem related to the small divisor problem occurring in [CW], where pe-
riodic solutions of the nonlinear wave equation are constructed, and which we hope
to solve in the near future. In the special case of Toda, however, the family of
travelling waves can be constructed explicitly. Indeed in our third, and final, result
(Theorem 5.13) we use the integrability of the doubly infinite Toda lattice and show
how the well-known class of g-gap solutions contains a sufficiently large family of
travelling waves to apply to Theorem 3.38 and so construct the desired asymptotics
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states xasymp, n(t) of the driven lattice for any γ ∈ R+\{γ1, γ2, · · ·}.
Finally we want to pose four open problems, which are connected to our inves-
tigations, some of which were mentioned above.
(1) The “critical shock” phenomena.
As discussed in the very beginning of the introduction, Holian and Straub
have numerically discovered a critical shock strength acrit(F ) in the case of
constant driving velocity x0(t) = 2at. For a < acrit(F ) the lattice comes to
rest behind the shock front as t → ∞, whereas for a > acrit(F ) the particles
of the lattice will execute binary oscillations as t → ∞. So far this result
has been analytically explained in the case of the Toda lattice (F (x) = ex)
(cf [HFM], [VDO]) and can be seen to be absent for linear force functions by
explicit calculation.
The question is to find general conditions on the force F for which one can
prove the existence of a critical shock strength.
(2) Existence of multi-phase travelling waves.
Let F, c satisfy the general assumptions (cf Section 3.2.2) and let γ ∈ R satisfy
2
k
√
F ′(−c) > γ > 2k+1
√
F ′(−c) for some k ∈ N.
Does there exist a smooth 2k-real parameter family of solutions
xn(q)(t) = cn+ χk(q)(nβ1(q) + γt, . . . , nβk(q) + kγt),(1.38)
for q ∈ R2k, q small, of the equation
x¨n(t) = F (xn−1 − xn)− F (xn − xn+1), n ∈ Z,(1.39)
where χk(q) is for each q a function periodic in its k arguments, χk(0) = 0 and
Dqχk(0) has maximal rank 2k? Note that these solutions exist in the case of
the Toda lattice and are given by (5.10). For general force functions the work
of Craig and Wayne ([CW]) indicates that it might be necessary to aim for a
slightly weaker result, namely, that the smooth family of functions xn(q)(t) of
the form (1.38) are solutions of (1.39) only for a Cantor set in the parameter
space q ∈ R2k, which has almost full measure.
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(3) The case a > acrit.
In the paper we always assume that the driver is of the form x0(t) = 2at+h(γt)
with a < acrit. In the case of the Toda lattice we have also conducted some
experiments for a > acrit(Toda) = 1. We have made the following observation:
for h small, the limiting operator L(t), t → ∞ seems to have infinitly many
gaps and again we obtain a version of gap labelling. In fact, for all the gaps
we have observed that one can write the numerically determined integrated
spectral density J(λ) (cf 1.34) in the form
J(λ) =
jγ + kω
2π
, j, k ∈ Z, λ lies in a gap,(1.40)
where γ denotes the frequency of the driver and ω is given by the frequency
of the time-asymptotic oscillations, which are observed in the case that the
driver has constant speed x0(t) = 2at, a > 1.
Corresponding to our results in Chapter 5, we ask whether it is possible to
construct solutions of the driven semi-infinite Toda lattice with driver x0(t) =
2at + h(γt), such that the spectrum of the corresponding Lax-operator has
infinitely many gaps and bands.
(4) Connection to the initial value problem.
All of our results were motivated by the numerically observed long-time be-
havior of a certain initial value problem (with shock initial data). However,
so far we are not able to prove from first principles, that the solution of the
initial value problem actually converges as t → ∞ to one of the asymptotic
states described in Chapters 2-5. This basic problem remains open and, alas,
seems far from a resolution.
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Chapter 2
An asymptotic calculation in
the strongly nonlinear case
2.1 The evolution equations
We recall from the Introduction the Flaschka variables (see (1.12))
an = − x˙n
2
, bn =
1
2
e(xn−xn+1)/2, n = 0, 1, 2, . . . ,(2.1)
an → a, bn → 12 as n→ +∞,
and we note that the function a0(t) is the given time-periodic forcing function. For
the semi-infinite Toda chain with F (x) = ex, equation (1.1) reduces to the perturbed
Lax pair equation
dL
dt
+ LB −BL = −ρ(t)P,(2.2)
where L is the tridiagonal operator (cf (1.27))
L =

a1 b1 0
b1 a2 b2
b2 a3 b3
0
. . .
. . .
. . .
 .
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B is the antisymmetric tridiagonal operator given by
B =

0 b1 0
−b1 0 b2
−b2 0 b3
0
. . .
. . .
. . .
 .
P is the rank-one matrix given by:
Pij =
 1, if i = j = 10, otherwise
and ρ(t) is the function:
ρ(t) = 2b20(t) = 2b
2
1(t)− a˙1(t), · =
d
dt
.(2.3)
The matrices L and B are semi-infinite. We truncate the chain at some particle
of very large index N , and work with the truncated finite matrices LN and BN .
The disturbance in the chain caused by the truncation, travels essentially with
finite velocity. Only exponentially small effects display infinite speed. The bulk of
the chain essentially does not feel the truncation until a time t = O(N). Thus, we
expect that the finite system is a good approximation to the full semi-infinite system
in the space-time region 1 << t << N and n << N . In what follows, when we take
the limit as t→∞, we always understand t→∞, N →∞, tN → 0.
We remark that on σess(L(t)) = σess(L(0)), by standard spectral methods, the
matrix LN (t) has a set of discrete eigenvalues tightly packed at densities of order
O(N). On the other hand, we expect that the discrete spectrum of L(t), which
emerges from σess(L(0)) as described in the introduction, is well approximated by
the eigenvalues of LN (t) which lie outside σess(L(0)). This is because the associated
eigenvectors are typically exponentially decreasing in n and hence do not feel the
truncation at N .
A word of explanation: Typically an eigenvalue of LN (t) starts off as an eigen-
value of LN (0) lying in σess(L(0)). As t increases, the eigenvalue moves with velocity
O( 1N ) until it emerges from σess(L(0)). It is only after this point that the motion of
the eigenvalue becomes relevant to the evolution of the discrete spectrum of L(t).
Our strategy is to derive evolution equations for
(a) the eigenvalues λNj of the truncated matrix LN ,
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(b) the first entry fj of the j
th eigenvector of LN (j = 1, . . . , N) when it is
normalized to have Euclidean length equal to one.
It is well known that the set {λj , fj}Nj=1 determines the tridiagonal matrix LN .
Theorem 2.4 The evolution of the λj ’s and fj’s is given by:
1
2
d
dt ln(−λ˙j) = λj − a0(t) +
∑N
i=1
i6=j
λ˙i
λj−λi
, j = 1, . . . , N ,
f2j =
−λ˙j
ρ ,
(2.5)
where ρ = 2b20(t) = −
∑N
i=1 λ˙i. The initial values λi(0) are the eigenvalues of LN at
t = 0 while the initial values λ˙i(0) are given by
λ˙i(0) = −2b20(0)f2i (0).(2.6)
Proof : Let Λ be the diagonal matrix of the eigenvalues λj of LN and let Ψ
be the orthogonal matrix whose jth column is the normalized eigenvector of LN
corresponding to the eigenvalue λj . We have:
LNΨ = ΨΛ,(2.7)
and we define the matrix Φ by:
Φ = Ψ˙−BNΨ.(2.8)
Utilizing equations (2.7) and (2.8) and (2.2), we easily calculate:
LNΦ−ΦΛ = ΨΛ˙ + ρPΨ.(2.9)
We now define the matrix A = (aij) by
A = Ψ−1Φ = ΨTΦ.(2.10)
We calculate
A+AT = ΨTΦ+ ΦTΨ
= ΨT (Ψ˙−BNΨ) + (Ψ˙T −ΨTBTN )Ψ
= ΨT Ψ˙ + Ψ˙TΨ =
d
dt
(ΨTΨ) = 0.
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Thus
A+AT = 0;(2.11)
i.e. A is antisymmetric. Using (2.9) we obtain
LNΦ− ΦΛ = LNΨA−ΨAΛ = Ψ(ΛA−AΛ).(2.12)
Comparing (2.9) with (2.12) we obtain easily:
Λ˙ = [Λ, A]− ρΨTPΨ.(2.13)
Let fT = (f1, f2, . . . , fN ) be the first row of Ψ. Then Ψ
TPΨ = ffT . We insert this
relation in (2.13),
Λ˙ = [Λ, A]− ρffT .(2.14)
Equating the diagonal elements on both sides we obtain:
λ˙j = −ρf2j ,
N∑
j=1
λ˙j = −ρ.(2.15)
This proves the second relation in Theorem 2.4. Furthermore we note that the first
components fj of the eigenvectors of the tridiagonal matrix LN do not vanish and
we conclude by (2.15) that −λ˙j > 0. Hence the first relation in Theorem 2.4 is well
defined.
Off the diagonal in (2.14) we have λiaij − aijλj = ρfifj. On the other hand
aii = 0 by (2.11). Thus aij =
ρfifj
λi−λj
, when i 6= j,
aii = 0.
(2.16)
We now calculate the evolution of fj. By (2.8):
Ψ˙ = Φ +BNΨ = ΨA+BNΨ.
Specializing to the first row we obtain f˙T = fTA + BR1Ψ, where BR1 is the first
row of BN . This implies
f˙T = fTA+ (LN − a1I)R1Ψ = fTA+ (LΨ)R1 − a1fT
= fTA+ (ΨΛ)R1 − a1fT = fTA+ fTΛ− fTa1,
or, taking transposes
f˙ = (Λ− a1I −A)f.(2.17)
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But, by (2.16),
A = ρFDF,(2.18)
where F is the invertible diagonal matrix with entries f1, . . . , fN andD is the matrix(
1
λi−λj
)
with zero entries on the diagonal. Thus f˙ = (Λ−a1I−ρFDF )f , and hence
F−1f˙ = F−1Λf − a1F−1f − ρDFf.(2.19)
Now note that
(i) ρFf = ρ

f21
f22
...
 = −

λ˙1
λ˙2
...
 by (2.15),
(ii) F−1f =

1
1
...
, F−1Λ = ΛF−1.
Substituting in (2.19) we obtain
f˙j
fj
= λj − a1 +
N∑
i=1
i6=j
λ˙i
λj − λi .(2.20)
The evolution of the λi’s in (2.5) is finally obtained by eliminating fj between (2.20)
and (2.15) and using the expression for ρ given in (2.3).
✸
2.2 The continuum limit of eigenvalue dynamics
The results of the numerical experiments described in the Introduction, (cf Figures
1.29-(1.32 lead us to consider the flux of eigenvalues of the matrix LN across a value
λ. Noting that the eigenvalues of LN move toward lower values (λ˙i = −ρf2i < 0),
we define the eigenvalue flux at λ averaged over a time interval (t, t+ T ) by
Jt,T (λ) =
1
T
card {i : λi(t+ T ) < λ < λi(t), i = 1, 2 . . . N}.(2.21)
We pose the following ansatz.
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Ansatz 2.22 There exists a continuous, almost everywhere continuously differen-
tiable function J(λ) such that
Jt,T (λ)→ J(λ), when T, t,N →∞ subject to T < t≪ N.(2.23)
When λ < inf σess(L), it is clearly true that
J(λ) = lim
t→∞
# eigenvalues of L(t) that are smaller than λ
t
,(2.24)
as defined in the Introduction. The net gain in eigenvalues of LN of an interval (λ, λˆ)
over a long time T is given asymptotically by [J(λˆ)−J(λ)]T. Dividing by (λˆ−λ)T and
letting λˆ → λ we obtain that the asymptotic rate of increase in eigenvalue concen-
tration at λ is given by dJdλ = J
′(λ); thus, the difference in eigenvalue concentration
at λ between times t and zero is asymptotically tJ ′(λ). When λ < inf σess(L),
necessarily J ′(λ) ≥ 0 since there is no original eigenvalue concentration at λ. On
the other hand J ′(λ) can take negative values when λ ∈ σess(L).
We will now use the function J(λ) and some assumptions based on numerical
observations to derive the continuum limit of the eigenvalue evolution equations
(2.5). We begin by averaging the system (2.5) of equations (j = 1, . . . N) over the
time interval (t, t+ T ) to obtain
1
2T
ln
λ˙j(t+ T )
λ˙j(t)
=(2.25)
1
T
∫ t+T
t
λj(t
′)dt′ − 1
T
∫ t+T
t
a0(t
′)dt′ +
1
T
N∑
i=1
i6=j
∫ t+T
t
dλi(t
′)
λj(t′)− λi(t′) , j = 1, . . . N.
Let λ satisfy J ′(λ) 6= 0, and let j = j(t) be such that in the asymptotic limit
1 ≪ T ≪ t ≪ N (note that we require T ≪ t, not just T < t as in (2.23)) the
following is true,
λj(t)(t
′)→ λ for any t′ that satisfies t < t′ < t+ T.(2.26)
In practical terms, this means that we expect eigenvalues λj to stay close to the
value λ throughout the time interval [t, t+ T ]. This fact is clearly borne out in the
results of numerical experiments as long as J ′(λ) 6= 0.
We make two more simplifying assumptions when J ′(λ) 6= 0 that are again
justified by numerical experiments:
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(a) The left hand side of (2.25) is negligible.
(b) The “singular contribution” in the sum of the right hand side correspond-
ing to indices i that are close to j is also negligible. In practical terms
we interpret this to mean that the limiting integral kernel is the Hilbert
transform.
Under these conditions we can take the limit 1≪ T ≪ t≪ N in (2.25)-(2.26).
Theorem 2.27 (Continuum Limit of (2.25)-(2.26)). Under Ansatz (2.22) and un-
der the further assumption described above we have:
J ′(λ) 6= 0⇒ λ− < a0 > −
∞∫
−∞
=
J(µ)
λ− µdµ = 0,(2.28)
where < a0 > is the mean value of the periodic driver a0(t), and as usual the double
bars on the integral indicate that the principal value is taken.
Proof : By the assumptions, and by (2.26) the only thing to be shown is that
the sum in (2.25) tends to the integral in (2.28). If we partition the eigenvalue axis
into a set of infinitesimal intervals and if (µ − dµ, µ) is such an interval then the
contribution
1
T
( −dµ
λ− µ
)
should arise in as many terms of the sum in (2.26) as there
are eigenvalues that cross the value µ during the time interval (t, t+T ). This number
is asymptotically TJ(µ). The sum in (2.26) therefore tends to −
∞∫
−∞
=
J(µ)dµ
λ− µ .
✸
2.3 The asymptotic spectral density of LN
We now consider the problem of determining J(λ). Our solution is partial in the
sense that we can calculate the function J(λ) if we are given the set {λ : J ′(λ) 6= 0}.
Numerical calculations (see Figures 1.31, 1.32, 1.35) show that this set is a finite
union of intervals. Thus, we are assuming knowledge of a finite set of numbers
that are in principle determined by the fluctuating part of the periodic driver a0(t).
Determining these numbers is, unfortunately, the part of the problem that we have
not yet been able to solve.
We proceed to give some basic definitions.
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Definition 2.29 Let the points p0 < q1 < p1 < q2 < p2 < . . . < pg < qg+1 be
given. These are 2g+2 points in all. We define the set of bands B, where we have
J ′(λ) 6= 0,
B = [p0, q1] ∪ [p1, q2] ∪ · · · ∪ [pg, qg+1],(2.30)
and the set of gaps G, where J ′(λ) = 0, by
Gk = (qk, pk), k = 1, 2, . . . g; G = ∪gk=1Gk(2.31)
(cf Figure 2.36 below). We then define the hyperelliptic curve
R(λ) = {Πgk=0(λ− pk)(λ− qk+1)}1/2(2.32)
with branch cuts along the set B and sign determination such that R(λ) > 0 when
λ→ + ∞. Finally, we define the polynomial
P (λ) =
g+1∑
i=1
(λ− σi) , σi ∈ R,(2.33)
where the σi’s, i = 1, . . . g + 1, are uniquely determined by the g + 1 relations.∫
Gk
P (λ)
R(λ)
dλ = 0 , k = 1, 2, . . . g.(2.34)
∫
B
P (λ)
R(λ)
dλ = 0.(2.35)
p p p pqqq
B
q
G G G
0 1 1 2 2 3 g g+1
1 2 g
Figure 2.36: The band – gap structure of the spectrum
We observe that the integrals in (2.34) and (2.35) can be easily understood
as contour integrals on the Riemann surface associated with R. The contour in
(2.35) can be replaced by a circle of (large) radius. We then obtain P (λ)R(λ) = 1 +
O( 1λ2 ) as λ→∞, which implies through an easy asymptotic calculation that
2
g+1∑
i=1
σi =
g∑
i=0
(pi + qi+1).(2.37)
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Theorem 2.38 Let J(λ) be a continuous function supported on the set B ∪ G,
differentiable at all points, except possibly the boundary points of B, satisfying
λ− < a0 > −
∞∫
−∞
=
J(µ)
λ− µdµ = 0 λ ∈ B,(2.39)
J(λ) = ck = const., λ ∈ Gk, k = 1 . . . , g,(2.40)
J(λ) = 0 λ 6∈ B ∪G,(2.41)
where < a0 > is a constant. Then J(λ)+ iHJ(λ) is the limiting value as z → λ+ i0,
of the analytic function
f(z) =
−i
π
∞∫
z
1− P (z
′)
R(z′)
dz′, Im z 6= 0.(2.42)
Precisely:
J(λ) =
1
π
Im
∞∫
λ
(
1− P (µ)
R(µ)
)
dµ,(2.43)
HJ(λ) =
1
π
∞∫
−∞
J(µ)
λ− µdµ = −
1
π
Re
∞∫
λ
(
1− P (µ)
R(µ)
)
dµ.(2.44)
The endpoints of B satisfy the compatibility condition
qg+1 +
∞∫
qg+1
(
1− P (λ)
R(λ)
dλ
)
=< a0 > .(2.45)
Remark 2.46 on condition (2.40).
In the above Theorem 2.38 we have not specified the value ck which the function J(λ)
obtains in the k-th gap. In fact, ck will be determined by all the other conditions
of Theorem 2.38. However, as remarked in the Introduction (1.36), one observes
in numerical experiments that ck should equal kγ/2π. Figures C.12 and C.13 in
Appendix C demonstrate that the solution J(λ) of the integral equation (2.39) –
(2.41) indeed satisfies this additional relation.
Proof : The differentiability properties of J(λ) in the interior of B as well as its
constancy on the Gk’s is immediately obvious as soon as one sees that R is pure
imaginary in the interior of B, and pure real elsewhere. The function J(λ) is clearly
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continuous at the endpoints of each Gk and at qg+1. Also J(p0) = 0 by (2.35) and
consequently J(λ) = 0 when λ < p0. Condition (2.39) follows from (2.34), (2.44)
and (2.45) in a straightforward way, using once again the pure real/pure imaginary
structure of R.
The function J(λ) constructed is unique. Indeed, if by δ(λ) we denote the
difference of two solutions of (2.39)-(2.41), then δ(λ) satisfies the equations
Hδ(λ) = 0, when λ ∈ B,
δ(λ) = c
′
k = const., when λ ∈ Gk, n = 1, . . . g,
δ(λ) = 0, when λ 6∈ B ∪G,
(2.47)
and its derivative δ′(λ) satisfies Hδ′(λ) = 0, when λ ∈ B,δ′(λ) = 0, when λ 6∈ B.(2.48)
By (2.48) and the third relation in (2.47) the derivative δ′(λ) of δ(λ) is identically
zero; since δ(λ) is compactly supported we also have δ(λ) = 0.
✸
The above derivation of the equation for J(λ) has been obtained under a variety
of assumptions. A fully rigorous derivation still eludes us. At this stage however
the justification lies in the comparison with experiments as described e.g. in Figures
C.12 and C.13 of Appendix C.
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Chapter 3
A boundary matching
technique
3.1 Introduction
In this chapter we construct 2πγ – time periodic solutions of
x¨n(t) = F (xn−1(t)− xn(t)) − F (xn(t)− xn+1(t)), n ≥ 1,(3.1)
with
x0(t) := ǫ
∑
m∈Z
bme
iγmt,
∑
m∈Z
|bm| = 1,(3.2)
satisfying
xn(t) = cn+O(ǫ).(3.3)
Throughout this chapter we assume that F is real analytic and monoton increasing
on an open interval. We will construct solutions satisfying (3.1)-(3.3) for any c ∈ R,
such that −c lies in the interval. Not all values of c, however, can be observed as
the spacing of an asymptotic state of the driven lattice, described by the initial
boundary value problem 1.18. To see this we look at the Toda lattice. For a < 1,
in the case where h = 0, the solution xn(t) converges as t→∞ to xasymp, n(t) = cn,
with spacing c = −2 ln(1+a). Thus the values of the spacing c that can be observed
by driving the Toda lattice with constant velocity 2a, lie between − ln 4 and 0.
For a > 1, as we know, the solution of the driven lattice does not converge to a
quiescent state xasymp, n(t) = cn and, in particular, the values c = −2 ln(1 + a), for
a > 1 cannot be observed in this experiment.
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Expand xn(t) in a Fourier series,
xn(t) = cn+
∑
m∈Z
a(n,m)eiγmt, for n ≥ 0.(3.4)
For n = 0 we have a(0,m) = ǫbm. Expanding F in a power series at −c, we obtain
F (xn−1 − xn)− F (xn − xn+1)
= F ′(−c)
∑
m∈Z
[a(n − 1,m)− 2a(n,m) + a(n+ 1,m)]eiγmt + higher order terms .
Equation (3.1) with (3.2) is equivalent to
(Lma(·,m))(n) +W (a)(n,m) + a(0,m)δ1,n = 0, for all m ∈ Z, n ≥ 1,(3.5)
where for m ∈ Z the linear operators Lm acting on the n-variable are given by
Lm =

δm 1 0
1 δm 1
1 δm
. . .
0
. . .
. . .
 , δm := −2 +
(mγ)2
F ′(−c) .(3.6)
W (a) contains all terms of higher order and δ1,n denotes the Kronecker symbol.
We note that for ǫ = 0 equation (3.5) is solved by a = 0. However, we cannot
apply the implicit function theorem to obtain solutions of equation (3.5) for ǫ 6= 0,
because the linearized operator,
L =
⊕
m∈Z
Lm,(3.7)
is not invertible. Indeed, the spectrum of the operator Lm acting on ℓ2 sequences
is given by σ(Lm) = [δm − 2, δm + 2]. This implies that 0 ∈ σ(Lm) for all m ∈ Z
satisfying 0 ≤ (γm)2F ′(−c) ≤ 4. Denote
m0 := max{m ∈ Z : 0 ≤ (γm)
2
F ′(−c) ≤ 4},(3.8)
then the multiplicity of 0 in the ℓ2 spectrum of L is 2m0 + 1. However, due to the
simple form of the operator Lm we are able to “ invert ” the operator explicitly. In
fact, consider the important case 0 < (γm)
2
F ′(−c) < 4. For a given vector (yn)n≥1 and
given u1, the vector (un)n≥2 solves the equation
Lmu = y,
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if and only if
un =
1
sinβm
[
u1 sinnβm +
n−1∑
k=1
yk sin(n− k)βm
]
=
1
sinβm
[
sinnβm
(
u1 +
n−1∑
k=1
yk cos kβm
)
− cosnβm
n−1∑
k=1
yk sin kβm
]
,
βm := − sgn (m) arccos
(
−δm
2
)
.(3.9)
Note, that the value of un is independent of the sign of βm. We will justify the
particular choice we have made in Section 3.3 (see (3.35)) below.
The following observation will prove to be useful. Suppose (yn)n≥1 decays
exponentially, i.e. there exists a σ > 0, such that supn≥1 |yneσn| < ∞, then
supn≥1 |uneσn| <∞, provided the following two relations hold.
u1 +
∞∑
k=1
yk cos kβm = 0(3.10)
and
∞∑
k=1
yk sin kβm = 0.(3.11)
Equation (3.10) can always be satisfied by an appropriate choice of u1, whereas
equation (3.11) is a condition on the sequence (yn)n≥1. Therefore the operator Lm
acts 1-1 on spaces of exponentially decaying sequences and the range has codimen-
sion 1. Furthermore a simple calculation shows that the inverse operator acts on
the range as a bounded operator with respect to the corresponding exponentially
weighted supremum norms. Still we cannot apply a standard implicit function the-
orem to obtain solutions of equation (3.5). Nevertheless, proceeding formally, we
transform equation (3.5) into a fixed-point equation.
a(n,m) = −L−1m [W (a)(n,m) + ǫbmδ1,n].(3.12)
As W is of higher order we can in principle apply a Banach fixed-point argument
to obtain a solution of (3.12) as long as L−1m is a bounded operator. We have seen
above that this can be achieved, if condition (3.11) is satisfied, i.e.
ǫbm sinβm +
∞∑
k=1
W (a)(k,m) sin kβm = 0, for 0 <
(γm)2
F ′(−c) < 4.(3.13)
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Equation (3.13) indicates that we will be able to solve equation (3.12) for sufficiently
small ǫ in a space of sequences decaying exponentially in n, only if the Fourier
coefficients of the driver bm take on a special value for those m ∈ Z satisfying
0 < (γm)
2
F ′(−c) < 4.
This observation is consistent with the linear case where we conclude from for-
mulae (1.23) – (1.25) that the solutions decay exponentially in n, only if bm = 0 for
0 ≤ (γm)2F ′(−c) ≤ 4. The linear case also suggests that we should add multiphase waves
in order to obtain solutions of equations (3.1),(3.2) for general driving functions.
This leads to the following ansatz for a(n,m):
a(n,m) = u(n,m) + v(n,m) + (ǫbm − u(0,m)− v(0,m)), n ≥ 0,m ∈ Z,(3.14)
where u denotes the travelling wave part and v corresponds to the exponentially
decaying modes. Note that (3.14) implies a(0,m) = ǫbm, for all m ∈ Z.
Definition 3.15 We will refer to the Fourier modes m with 0 ≤ (γm)2F ′(−c) ≤ 4, or
equivalently |m| ≤ m0, as resonant Fourier modes. On the other hand we say
that a frequency γ ∈ R+ is resonant if (γm)2F ′(−c) = 4 for some m ∈ Z.
The present chapter is organized as follows. We begin Section 3.2 by deriving
equations for the sequences of Fourier coefficients u(n,m) and v(n,m) (given by (3.4)
and (3.14) above), which are sufficient to prove that the corresponding functions
xn(t) solve (3.1), (3.2). These equations, which are given in Lemma 3.31 below, can
be made rather explicit because of the assumption, that the force function F can
locally be expanded in a power series and therefore we will obtain good estimates on
the higher order terms by carefully choosing the norm on the sequences of Fourier
coefficients. In the notation of Lemma 3.31, these equations can be described as
follows.
(1) is an equation for u, which is satisfied by the Fourier coefficients of solutions
xn(t;u) :=
∑
m∈Z u(n,m)e
iγmt of the doubly infinite lattice.
(2) is an equation for v, depending on u, which guarantees that u+ v corresponds
to a solution of the semi-infinite lattice.
(3) represents the boundary condition by requiring ǫbm − u(0,m) − v(0,m) = 0,
for m 6= 0. The case m = 0 is special; we do not have to require ǫb0 −
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u(0, 0) − v(0, 0) = 0 for the reason that solutions of (3.1) are invariant under
translations xn → xn + const.
We then proceed in Section 3.3 to prove the basic result (Theorem 3.38) of this
chapter. Assume γ is non resonant (see Definition 3.15, then for (small) ǫ and
for given (small) travelling wave solutions u of the doubly infinite lattice, we can
construct sequences v satisfying equation (2) above and solving equation (3) for all
non resonant Fourier modes m (compare with Definition 3.15), i.e. for those m ∈ Z
satisfying |m| > m0. Furthermore suppose that u is given as a C1 function of a
parameter q. Then we will show that the resulting v is a C1 function of q and ǫ.
Note that this statement is needed in order to ensure that the remaining equations
of (3) (for resonant Fourier modes) can be solved by constructing a sufficiently large
parameter family of travelling wave solutions u(q), and then applying a standard
implicit function theorem.
The proof of this basic result (Theorem 3.38) rests on a Banach fixed-point
argument. The equation for v takes the form
(Lv)(n,m) +W (u, v)(n,m) + v(0,m)δ1,n = 0, for n ≥ 1,m ∈ Z.(3.16)
L =
⊕
m∈Z Lm was defined in (3.6) and (3.7) and W (u, v) denotes the higher order
terms. We turn (3.16) formally into a fixed-point equation,
v(·,m) = −L−1m (W (u, v)(·,m) + v(0,m)δ1,·) .(3.17)
Denote
Sσ :=
{
(yn)n≥1 : sup
n≥1
|yneσn| <∞
}
.
As indicated above we will be able to prove the following results on the invertibility
of Lm by explicit calculation (see proof of Theorem 3.38).
• For 0 < |m| ≤ m0 and σ > 0, the linear operator Lm maps Sσ onto {y ∈ Sσ :∑
k≥1 yk sin(kβm) = 0}. (The quantities βm were defined in (3.9). The inverse
operator acting on the range is bounded with respect to the corresponding
norms.
• There exist weights σ > 0, such that the operators Lm : Sσ → Sσ are bijective
and have a bounded inverse for all |m| > m0.
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• Again the case m = 0 is somewhat special as the Green’s function of the
operator L0 grows linearly and we will have to use the special structure of
W (u, v) in order to define a bounded inverse. See the proof of Theorem 3.38
below for more details.
Although u(n,m) does not decay in n, we will nevertheless see by explicit calcu-
lation that W (u, v) decays exponentially in n. This makes it possible to prove the
exitence of a solution of (3.17) by a Banach fixed-point argument. For |m| > m0
we can choose v(0,m) = ǫbm − u(0,m) and hence satisfy the boundary condition
as described in equation (3) above, whereas in the case 0 < |m| ≤ m0 the choice
of v(0,m) is determined by the condition that W (u, v)(·,m) + v(0,m)δ1,· has to lie
in the range of Lm. A small technical problem arises when proving the smooth de-
pendence of v on the parameters. It will turn out that the travelling wave solutions
constructed in the subsequent chapters depend smoothly on q, but ∂u∂q (n,m) grows
linearly in n. Therefore ∂u∂q does not lie in a space which is suitable for our calcula-
tions. We will verify the smooth dependence of v on q and ǫ explicitly by applying
a Banach fixed-point argument to the partial derivatives in the appropriate spaces.
In Section 3.4 we show that the results of Sections 3.2 and 3.3 suffice to construct
periodic solutions of the driven lattice in the case that m0 = 0, which corresponds
to high driving frequencies.
3.2 The equation for the Fourier coefficients
In this section we introduce norms, which are suitable for the sequences of Fourier
coefficients, and prove some of their basic properties. Then the general assump-
tions on the force function F and on the driver will be stated precisely. Using the
assumptions on F we derive estimates on the nonlinear terms which allow us to
give conditions on the Fourier coefficients which are sufficient for proving that the
correponding functions xn(t) given by (3.4) and (3.14) solve equations (3.1) and
(3.2).
3.2.1 Sequence spaces
The choice for the norms on the sequences of Fourier coefficients u(n,m) and v(n,m)
(compare with equation (3.14)) is motivated by the following observations. The
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nonlinear terms of the force function make it necessary to take convolutions with
respect to the m-variable (see Section 3.2.3 below). Therefore we choose an ℓ1-norm
for m. In fact we use a weighted ℓ1-norm in order to control the regularity of the
solution. Furthermore the weight function has to satisfy some additional conditions
to insure that the norm is still compatible with respect to convolution (see Definition
3.18 of admissible weight functions). For the n-variable a supremum norm with an
exponential weight is chosen which is suitable for inverting the linearized operators
Lm.
Definition 3.18 A map w : Z→ R is said to be an admissible weight function, if
w(m) ≥ 1, for all m ∈ Z,(3.19)
and
w(m) ≤ w(m− n)w(n), for all m,n ∈ Z.(3.20)
Definition 3.21 Let w be an admissible weight function. We denote
ℓ1,w :=
{
u : Z→ C
∣∣∣∣∣∑
m∈Z
w(m)|u(m)| <∞
}
,
with the corresponding norm
‖u‖ℓ1,w :=
∑
m∈Z
w(m)|u(m)|.
Note that ℓ1,w is a Banach space which lies in ℓ1 by condition (3.19). The in-
equality (3.20) insures that the ℓ1,w-norm is submultiplicative with respect to con-
volution (see Proposition 3.23 below). It also implies that the weight function
can not grow faster than exponentially. Indeed, it is easy to prove that w(m) ≤
w(0) (max(w(1), w(−1)))|m|. We shall be interested in three types of weight func-
tions which will all satisfy the conditions specified in Definition 3.18.
(i) ∀m ∈ Z : w(m) := 1 .
(ii) ∀m ∈ Z : w(m) := (1 + |m|)β , for β ≥ 0 .
(iii) ∀m ∈ Z : w(m) := eβ|m|, for β ≥ 0.
Finally note that the product of two admissible weight functions is again an admis-
sible weight function.
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Definition 3.22 Let w be an admissible weight function and let σ ∈ R. Then
Lσ,w :=
{
u : N0 × Z→ C
∣∣∣∣∣
(
sup
n≥0
eσn|u(n, ·)|
)
m∈Z
∈ ℓ1,w
}
,
with the corresponding norm
‖u‖σ,w :=
∑
m∈Z
w(m) sup
n≥0
eσn|u(n,m)|.
It is easy to check that Lσ,w are Banach spaces and that Lσ1,w ⊂ Lσ2,w for σ1 ≥ σ2.
In the following proposition we recall some simple properties of the convolution of
sequences, which is defined by (u ∗ v)(m) := ∑l∈Z u(m − l)v(l). Furthermore we
provide estimates on the convolution in terms of the norms defined above.
Proposition 3.23 Let c ∈ C, u1, u2, u3, u4 ∈ ℓ1, then
(i) u1 ∗ u2 ∈ ℓ1 and ‖u1 ∗ u2‖ℓ1 ≤ ‖u1‖ℓ1‖u2‖ℓ1 .
(ii) u1 ∗ u2 = u2 ∗ u1.
(iii) u1 ∗ (u2 ∗ u3) = (u1 ∗ u2) ∗ u3.
(iv) u1 ∗ (u2 + cu3) = u1 ∗ u2 + c(u1 ∗ u3).
(v) If u1 and u2 satisfy the reality condition (i.e. ∀m ∈ Z : ui(m) = ui(−m); i =
1, 2), then u1 ∗ u2 also satisfies the reality condition.
(vi) If for all m ∈ Z : |u1(m)| ≤ u2(m) and |u3(m)| ≤ u4(m), then |(u1 ∗u3)(m)| ≤
(u2 ∗ u4)(m) for all m ∈ Z .
(vii) Convolution respects the ℓ1,w norm, i.e. let v1, v2 ∈ ℓ1,w then v1 ∗ v2 ∈ ℓ1,w
and ‖v1 ∗ v2‖ℓ1,w ≤ ‖v1‖ℓ1,w‖v2‖ℓ1,w .
(viii) Let σ1, σ2 ∈ R and u ∈ Lσ1,w, v ∈ Lσ2,w and define their m - convolution y
by y(n,m) :=
∑
l∈Z u(n,m − l)v(n, l). Then y ∈ Lσ1+σ2,w and ‖y‖σ1+σ2,w ≤
‖u‖σ1,w‖v‖σ2,w.
Proof : Properties (i)-(vi) are standard. In order to show (vii) we note that
the inequality (3.20) implies∑
m
w(m)|(u1 ∗ u2)(m)| ≤
∑
m,n
w(m− n)|u1(m− n)|w(n)|u2(n)|
= ‖(w|u1|) ∗ (w|u2|)‖ℓ1 ,
and by (i) this is all we need. Property (viii) is a consequence of (vi) and (vii).
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✸3.2.2 The general assumptions
Recall the notation which was introduced in equations (3.1) and (3.2). We now state
the assumptions on the force function F , the frequency γ and the Fourier coefficients
(bm)m∈Z of the driver.
The general assumptions.
(1) F : R→ R is real analytic in a neighborhood of −c, c ∈ R, and
F ′(−c) > 0.(3.24)
(2) γ ∈ R+ \ {γ : (mγ)2F ′(−c) = 4 for some m ∈ Z}.
(3) (bm)m∈Z ∈ ℓ1,w for some admissible weight function w and ‖bm‖ℓ1,w = 1.
Remark:
• We are looking for a solution of the type xn(t) = cn+O(ǫ). Therefore F (xn−1−
xn) = F (−c + O(ǫ)). Condition (1) will allow us to expand F (xn−1 − xn) −
F (xn − xn+1) in a power series where the linear term does not vanish.
• It will be shown that the exceptional set of resonant frequencies (see Definition
3.15) {γ : (mγ)2F ′(−c) = 4 for somem ∈ Z} consists of precisely those frequencies for
which the number of phases in the travelling wave solution described above
changes. In the case of the Toda lattice these are also the frequencies for
which the number of gaps in the spectrum of the corresponding Lax operator
at t =∞ changes.
• It turns out that the weighted spaces ℓ1,w are well suited to proving that the
regularity of the solution is comparable to the regularity of the driver.
3.2.3 The nonlinear terms
The force function F is assumed to be a real analytic function at −c (see general
assumptions above) and we can define for all k ≥ 0,
αk :=
∂k
∂xk
F (−c).(3.25)
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By ρF,c we denote the minimum of 1 and the radius of convergence of the power
series
∑∞
k=0
αk
k! (x + c)
k. Recall that α1 6= 0 by the general assumptions. Therefore
we obtain the following estimates by standard arguments for power series.
Proposition 3.26 There exists a constant C˜F,c, such that for all y, |y| ≤ ρF,c2 ,
1
|α1|
∞∑
k=2
|αk|
k!
|y|k ≤ C˜F,c|y|2.
1
|α1|
∞∑
k=2
|αk|
(k − 1)! |y|
k−1 ≤ C˜F,c|y|.
1
|α1|
∞∑
k=2
|αk|
(k − 2)! |y|
k−2 ≤ C˜F,c.
We now define the higher order terms of the equations for the Fourier coefficients
as formal power series. The convergence of these series and various differentiability
properties will be discussed in the subsequent proposition. In order to see that the
following expressions indeed represent the higher order terms of the equation, one
may look at Lemma 3.31 below.
If u = u(n,m) ∈ Lσ,w, we use u(n, ·)∗k to denote the k -th m-convolution of u,
that is
u(n, ·)∗k(m) =
∑
l1+···+lk=m
u(n, l1) · . . . · u(n, lk).(3.27)
Definition 3.28 For σ ≥ 0, u, v ∈ Lσ,w and n ≥ 1, denote
△u(n,m) := u(n − 1,m) − u(n,m).
W (u)(n,m) :=
1
α1
∞∑
k=2
αk
k!
(
(△u)(n, ·)∗k − (△u)(n + 1, ·)∗k
)
(m).
Y (u, v)(n,m) :=
1
α1
∞∑
k=2
αk
k!
(
(△(u+ v))(n, ·)∗k − (△u)(n, ·)∗k
)
(m).
W (u, v)(n,m) := Y (u, v)(n,m) − Y (u, v)(n + 1,m).
For n = 0 and for all m ∈ Z set △u(0,m) := W (u)(0,m) := Y (u, v)(0,m) :=
W (u, v)(0,m) := 0.
Proposition 3.29 There exists a constant CF,c, such that for all 0 ≤ σ ≤ 1, u ∈
L0,w and v ∈ Lσ,w with ‖u‖0,w, ‖v‖σ,w < ρF,c8 the following is true. The series in
the definition of W and Y converge absolutely with W (u) ∈ L0,w, Y (u, v) ∈ Lσ,w.
Furthermore
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(i) ‖W (u)‖0,w ≤ CF,c‖u‖20,w.
(ii) ‖Y (u, v)‖σ,w ≤ CF,c‖v‖σ,w max(‖u‖0,w, ‖v‖0,w).
(iii) The map F1 : {v ∈ Lσ,w : ‖v‖σ,w < ρF,c8 } → Lσ,w, v 7→ Y (u, v) is C2 and the
derivatives satisfy the following estimates
∀x ∈ Lσ,w : ‖(DvY )(u, v)x‖σ,w ≤ CF,cmax(‖u‖0,w, ‖v‖0,w)‖x‖σ,w.
∀x1, x2 ∈ Lσ,w : ‖(D2vY )(u, v)[x1, x2]‖σ,w ≤ CF,c‖x1‖σ,w‖x2‖σ,w.
(iv) The map F2 : {u ∈ L0,w : ‖u‖0,w < ρF,c8 } → Lσ,w, u 7→ Y (u, v) is C1 with
derivative
DuY (u, v)x =
1
α1
∞∑
k=2
αk
k!
k−1∑
l=1
 k
l
 (k− l)(△u)∗(k−l−1) ∗ (△v)∗l ∗△x.(3.30)
DuY (u, v) as given in equation (3.30) can be regarded as a bounded linear
operator from Lσ′,w into Lσ+σ′,w for σ′ ∈ R and the corresponding operator
norm is bounded by (1 + eσ
′
)CF,cmax(‖u‖0,w, ‖v‖σ,w).
(v) Let σ′ ≥ 0 and fix x ∈ L−σ′,w. The map
F3 : Lσ,w → Lσ−σ′,w, v 7→ (DuY )(u, v)x is C1 and the derivative satisfies the
estimate
∀z ∈ Lσ,w : ‖DvF3(v)z‖σ−σ′ ,w ≤ CF,c‖x‖−σ′,w‖z‖σ,w.
Remark: The differentiability properties (iii)-(v) will not be used in the present
section, but they are needed in Section 3.3 when we prove differentiability of the
solution of the fixed-point equation with respect to certain parameters (compare
with the proof of Theorem 3.38 ).
Proof : (i) We begin by remarking that u ∈ L0,w implies △u ∈ L0,w and
‖△u‖0,w ≤ 2‖u‖0,w. By Proposition 3.23 (viii) and Proposition 3.26 it is easy to
see, that
‖W (u)‖0,w ≤ 2 1|α1|
∞∑
k=2
|αk|
k!
‖△u‖k0,w
≤ 2C˜F,c(2‖u‖0,w)2.
(ii) In this case one has to evaluate
(△(u+ v))(n, ·)∗k − (△u)(n, ·)∗k =
k∑
l=1
 k
l
 (△v)(n, ·)∗l ∗ (△u)(n, ·)∗(k−l).
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Using again Proposition 3.23 (viii) and Proposition 3.26 we obtain
‖Y (u, v)‖σ,w ≤ 1|α1|
∞∑
k=2
|αk|
k!
k∑
l=1
2k‖△v‖l−10,w‖△u‖k−l0,w ‖△v‖σ,w
≤ 1|α1|
∞∑
k=2
|αk|
(k − 1)! (2max(‖△u‖0,w, ‖△v‖0,w))
k−1 2‖△v‖σ,w
≤ 8C˜F,cmax(‖u‖0,w, ‖v‖0,w)‖△v‖σ,w.
Observing that ‖△v‖σ,w ≤ (1 + eσ)‖v‖σ,w the claim follows.
(iii) The proof of differentiability for F1 (as well as F2 and F3) uses the fact that
these functions are sums over l and k, l ≤ k, of monomials of the form (△v)(n, ·)∗l ∗
(△u)(n, ·)∗(k−l). Therefore it suffices to first prove the continuous differentiability of
each term in the sum and to show secondly that the sum of the derivatives converges
uniformly in the corresponding norm.
Because of the simple algebraic rules for convolution (see Proposition 3.23) it is
straightforward to check that for l ≥ 1 the map
F4 : v 7→ (△v)(n, ·)∗l ∗ (△u)(n, ·)∗(k−l)
is a C1 map from Lσ,w into Lσ,w with derivative
DF4(v)x = l(△v)(n, ·)∗(l−1) ∗ (△u)(n, ·)∗(k−l) ∗ (△x)(n, ·).
Proposition 3.23 (viii) yields the estimate in the corresponding operator norm
‖DF4(v)‖ ≤ (1 + eσ)l (max(‖△u‖0,w, ‖△v‖0,w))k−1
and with Proposition 3.26 we conclude the uniform convergence of the sum, as
1
|α1|
∞∑
k=2
|αk|
k!
k∑
l=1
 k
l
 (1 + eσ)l (2max(‖u‖0,w, ‖v‖0,w))k−1
≤ 1|α1|
∞∑
k=2
|αk|
(k − 1)! (1 + e
σ)2 (4max(‖u‖0,w, ‖v‖0,w))k−1
≤ 2(1 + eσ)C˜F,c4max(‖u‖0,w, ‖v‖0,w).
This proves everything about the first derivative. For the second derivative we can
proceed similarily. We get
D2F4(v)[x, y] = l(l − 1)(△v)(n, ·)∗(l−2) ∗ (△u)(n, ·)∗(k−l) ∗ (△x)(n, ·) ∗ (△y)(n, ·).
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The convergence of the sum is guaranteed by
1
|α1|
∞∑
k=2
|αk|
k!
k∑
l=1
 k
l
 (1 + eσ)2l(l − 1) (2max(‖u‖0,w, ‖v‖0,w))k−2
≤ 1|α1|
∞∑
k=2
|αk|
(k − 2)! (1 + e
σ)24 (4max(‖u‖0,w, ‖v‖0,w))k−2
≤ 4(1 + eσ)2C˜F,c.
(iv) The proof is rather similar to the one just given. For k ≥ 2, l ≥ 1 let
F5 : u 7→ (△u)∗(k−l) ∗ (△v)∗l.
F5 is a C
1 map from L0,w into Lσ,w with
DF5(u)x = (k − l)(△u)∗(k−l−1) ∗ (△v)∗l ∗ △x.
‖DF5(u)x‖σ,w ≤ (k − l) (2max(‖u‖0,w, ‖v‖0,w))k−2 (1 + eσ)‖v‖σ,w2‖x‖0,w.
Proposition 3.26 gives the uniform convergence of the sum. The remaining part of
(iv) can be easily seen from Proposition 3.26, Proposition 3.23 (viii) and the just
given formula.
(v) Applying the procedure again, we first convince ourselves that for l ≥ 1 the
function
F6 : v 7→ (△u)∗(k−l−1) ∗ (△v)∗l ∗ △x
is a C1 map from Lσ,w into Lσ−σ′,w with derivative
DF6(v)z = l(△u)∗(k−l−1) ∗ (△v)∗(l−1) ∗ △x ∗ △z.
The sum of the operator norms of the derivatives can uniformly be estimated by
1
|α1|
∞∑
k=2
|αk|
(k − 2)!2
k (2max(‖u‖0,w, ‖v‖0,w))k−2 2‖x‖−σ′ ,w(1 + eσ)
≤ 8(1 + eσ)C˜F,c‖x‖−σ′,w.
This concludes the proof of the proposition.
✸
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3.2.4 The equations for the Fourier coefficients
Following the ansatz described in Section 3.1, we are now ready to give sufficient
conditions for the Fourier coefficients u(n,m) and v(n,m) in order to obtain real
solutions for the driven nonlinear lattice described by equations (3.1) and (3.2).
Recall from equation (3.6) the definition δm = −2 + (mγ)
2
F ′(−c) .
Lemma 3.31 Let F, c, γ, (bm)m∈Z, w satisfy the general assumptions. Suppose there
exist u, v ∈ L0,w, for which the following conditions hold.
(1)
∀n ≥ 1,m ∈ Z : u(n− 1,m) + δmu(n,m) + u(n+ 1,m) +W (u)(n,m) = 0.
∀n ≥ 0,m ∈ Z : u(n,−m) = u(n,m).
‖u‖0,w < ρF,c
8
.
(2)
∀n ≥ 1,m ∈ Z : v(n − 1,m) + δmv(n,m) + v(n+ 1,m) +W (u, v)(n,m) = 0.
∀n ≥ 0,m ∈ Z : v(n,−m) = v(n,m).
‖v‖0,w < ρF,c
8
.
(3) ∀m 6= 0 : ǫbm − v(0,m) − u(0,m) = 0.
Then the family of real valued and periodic functions
xn(t) := cn+
∑
m∈Z
a(n,m)eimγt, for n ≥ 1,
with
a(n,m) := u(n,m) + v(n,m) + ǫbm − u(0,m)− v(0,m), for n ≥ 0,
solves the equations
x¨n = F (xn−1 − xn)− F (xn − xn+1), n ≥ 1,
where
x0(t) = ǫ
∑
m∈Z
bme
imγt.
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Note that the sequence a is also defined for n = 0 and that a(0,m) = ǫbm, the
Fourier coefficients of the driver.
Proof : First we note that the xn are twice differentiable functions for n ≥ 1.
In fact, we know that (δmu(n,m))m∈Z and (δmv(n,m))m∈Z are sequences in ℓ1 , as
they can be expressed in terms of the ℓ1 sequences u(n− 1, ·), u(n+1, ·),W (u)(n, ·)
and v(n − 1, ·), v(n + 1, ·),W (u, v)(n, ·) . But this implies that (m2a(n,m))m∈Z is
in ℓ1, which yields the C
2 regularity of xn. Furthermore it is immediate that all
functions xn are real valued and periodic with period
2π
γ .
Let us now turn to the main point of the proof, namely to verify that the xn
are solutions of the driven lattice. As x¨n and F (xn−1 − xn) − F (xn − xn+1) are
both continuous functions of the same period, it suffices to show that their Fourier
coefficients coincide. One checks from the definitions that
∀n ≥ 1 : xn−1(t)− xn(t) = −c+
∑
m∈Z
△a(n,m)eimγt
= −c+
∑
m∈Z
△(u+ v)(n,m)eimγt.
Substituting into the Taylor series for F yields
F (xn−1(t)− xn(t)) =
∑
k≥0
αk
k!
(∑
m∈Z
△(u+ v)(n,m)eimγt
)k
=
∑
k≥0
αk
k!
∑
m∈Z
(△(u+ v))(n, ·)∗k(m)eimγt
=
∑
m∈Z
∑
k≥0
αk
k!
(△(u+ v))(n, ·)∗k(m)
 eimγt,
where all the manipulations are justified as the sums converge absolutely (compare
with proof of Proposition 3.29). We can now read off the Fourier coefficients.
γ
2π
∫ 2pi
γ
0
[F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t))] e−imγtdt
= α1 [△(u+ v)(n,m)−△(u+ v)(n + 1,m) +W (u)(n,m) +W (u, v)(n,m)] .
On the other hand, using condition (3) of the hypothesis
γ
2π
∫ 2pi
γ
0
x¨n(t)e
−imγtdt = −(γm)2a(n,m)
= −(γm)2(u+ v)(n,m).
The equality of the Fourier coefficients follows from (1) and (2) of the hypothesis.
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✸It is a simple corollary of the proof of the Lemma, to see that condition (1) is
satisfied if we have a “small” solution of the doubly infinite lattice equation. This
is stated more precisely in the following remark.
Remark 3.32 Suppose that u : Z × Z → C satisfies ∑m∈Z supn∈Z |u(n,m)| < ρF,c8 .
For n ∈ Z set
x(0)n (t) := cn+
∑
m∈Z
u(n,m)eimγt.
Then u satisfies condition
(1’)
∀n ∈ Z,m ∈ Z : u(n − 1,m) + δmu(n,m) + u(n+ 1,m) +W (u)(n,m) = 0,
∀n ∈ Z,m ∈ Z : u(n,−m) = u(n,m),
if and only if x
(0)
n (t) is a real valued solution of the differential equation
x¨n(t) = F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t)), for n ∈ Z.
3.3 Solving for the non resonant modes
The present section is devoted to the proof of our basic result, which was explained
and motivated in Chapter 1 and in the introduction to this chapter. Before the
theorem can be stated we recall some notation of Section 3.1 and we add a few
definitions.
In equation (3.6) we have set
δm = −2 + (mγ)
2
F ′(−c) .
Furthermore we denoted in equation (3.8),
m0 = max{m ∈ Z : 0 ≤ (mγ)
2
F ′(−c) ≤ 4}.
By separation of variables one obtaines solutions of the free linearized problem of
the form
yn(t) = z
n
me
iγmt, m ∈ Z,
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where
z2m + δmzm + 1 = 0.(3.33)
The case |m| > m0 corresponds to δm > 2 and therefore we can pick zm to be the
solution of the above equation with |zm| < 1, which is given by
∀|m| > m0 : zm := −δm
2
+
√
δ2m
4
− 1, for δm > 2.(3.34)
In the case 0 < |m| ≤ m0, the general assumptions on the frequency γ imply
that |δm| < 2. We choose for zm the solution of equation (3.33), which corresponds
to an outgoing wave yn(t), i.e. zm = e
iβm with
βm = − sgn (m) arccos
(
−δm
2
)
.(3.35)
This explains the choice of the sign in equation (3.9). Note, that for all 0 < |m| ≤ m0
we have
| sin βm| > 0,(3.36)
as |δm| < 2.
Definition 3.37 Let γ, F, c, (bm)m∈Z, w satisfy the general assumptions.
σ0 := min(1,−1
2
ln(|zm0+1|)).
σ1 :=
1
4
σ0.
CK := max
[
1 + e−2σ0
1− e−4σ0
(
1
eσ0 − 1 +
1
1− e−2σ0
)
,
2
1− e−σ1 max
{
1
| sin βm| : 0 < m ≤ m0
}]
.
ρu :=
∑
|m|>m0
w(m)|u(0,m)|.
Remarks :
• The constant CK is well defined, as σ0, σ1 > 0 and |sinβm| > 0 for 0 < |m| ≤
m0. We will see below, that CK is an upper bound on a linear operator K
which is related to the to the inverse of the operator
⊕
m∈Z Lm (see Proposition
3.50 below).
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• The use of ρu will not become clear before Chapter 4. There we will see that
this quantity is the main tool for proving that the sequence v ( in the notation
of Lemma 3.31), which will be constructed in the next theorem, is of higher
order.
The following is the main result of this chapter.
Theorem 3.38 Let γ, F, c, (bm)m∈Z, w satisfy the general assumptions. Further-
more we assume that there exists a choice of constants N ∈ N, c0 > 0, C0 > 1, and
a map {q ∈ RN : |q| ≤ c0} → L0,w : q 7→ u(q), such that
(1) ∀|q| ≤ c0 : ‖u(q)‖0,w ≤ c1 and ρu(q) ≤ c14 , where
c1 := min
(
1
4CKCF,c
,
ρF,c
8
)
.(3.39)
(2) q 7→ u(q) is a C1 map from {q ∈ RN : |q| ≤ c0} to L−σ1,w and the following
estimates hold.
∀|q| ≤ c0, 1 ≤ j ≤ N :
∥∥∥∥∥ ∂∂qj u(q)
∥∥∥∥∥
−σ1,w
≤ C0.
(3) For all |q| ≤ c0, n ≥ 0 and m ∈ Z : u(q)(n,−m) = u(q)(n,m).
Then for all (q, ǫ) ∈ RN+1 with |q|, |ǫ| ≤ min(c0, c14C0 ) there exists a unique v ∈ Lσ0,w
with the following properties (i)-(iii).
(i) ∀m ∈ Z, n ≥ 1 : v(n− 1,m)+ δmv(n,m)+ v(n+1,m)+W (u(q), v)(n,m) = 0.
(ii) ‖v‖σ0,w ≤ 2(ρu(q) + |ǫ|) ≤ c1 ≤ ρF,c8 .
(iii) ∀|m| > m0 : v(0,m) = ǫbm − u(q)(0,m).
Furthermore the following holds.
(iv) For all n ≥ 0 and m ∈ Z : v(n,−m) = v(n,m).
(v) The map (q, ǫ) 7−→ v is a C1 map into Lσ1,w.
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Proof : The proof proceeds via a Banach fixed-point argument for v and
the derivatives of v with respect to the parameters qj, ǫ. First we define a map T˜
(Step 1), which we then show to be a contraction on a certain set (Step 2). We
conclude that the first component of the fixed-point of this map is a solution of the
equations given in (i) and (iii) (Step 3). Step 4 settles the question of differentiabil-
ity for v and Step 5 deals with the remaining properties (ii) and (iv).
Step 1: Definition of the contraction.
First we will turn equation (2) of Lemma 3.31 into a fixed-point equation v =
T (q, ǫ, v), depending on the parameters q and ǫ, by applying the inverse of
⊕
m∈Z Lm
on it. As it was pointed out in the introduction of the present chapter, the oper-
ators Lm are not invertible for |m| ≤ m0. Nevertheless we will define a formal
inverse for |m| ≤ m0, acting on exponentially decaying sequences, as motivated
in the introduction. Note the special role of m = 0, where the Green’s func-
tion of L0 grows linearly. Using the fact that the nonlinear term is given by
W (u, v)(n, 0) = Y (u, v)(n, 0) − Y (u, v)(n + 1, 0), we end up with a bounded ker-
nel acting on Y (u, v)(n, 0). We then proceed to define the maps T˜q,ǫ,j, which give
rise to the fixed-point equation for v in their first argument and to the fixed-point
equation for the partial derivative of v with respect to the j-th component of the
parameters in their second argument. The map T˜ is introduced in order to show
that the fixed-point v of the map T depends smoothly on the parameters q, ǫ in
Step 4.
Let ν := (q, ǫ) denote the parameters in the construction. Furthermore it is
convenient to scale these parameters by a factor
η := min
(
c0,
c1
4C0
)
.(3.40)
Hence we can choose ν ∈ U , with
U := {(q, ǫ) ∈ RN+1 : |q|, |ǫ| < 1}.(3.41)
Let us further define two sets on which the map will act.
B := {v ∈ Lσ0,w : ‖v‖σ0,w ≤ c1}.(3.42)
B′ := {y ∈ Lσ0−2σ1,w : ‖y‖σ0−2σ1,w ≤ c1}.(3.43)
We now define the map T (ν, v) explicitly. For ν ∈ U, v ∈ B let
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• m = 0, n ≥ 0 :
T (ν, v)(n, 0) := −
∞∑
k=n+1
Y (u(ηq), v)(k, 0).
• 0 < |m| ≤ m0, n ≥ 0 :
T (ν, v)(n,m) :=
1
sin βm
∞∑
k=n+1
W (u(ηq), v)(k,m) sin(n− k)βm.
• |m| > m0, n = 0 :
T (ν, v)(0,m) := ηǫbm − u(ηq)(0,m).
• |m| > m0, n ≥ 1 :
T (ν, v)(n,m) :=
∞∑
k=1
1− z2min(n,k)m
1− z2m
z|n−k|+1m W (u(ηq), v)(k,m)
+ znm(ηǫbm − u(ηq)(0,m)).
It is useful to rewrite T in the following way. Define the linear map K, which acts
on spaces Lσ,w.
(Ky)(n,m) :=
∞∑
k=1
K(k, n,m)y(k,m),(3.44)
with kernel K(k, n,m).
• m = 0 :
K(k, n, 0) :=
 0, for k ≤ n−1, for k ≥ n+ 1.
• 0 < |m| ≤ m0 :
K(k, n,m) :=
 0, for k ≤ n1
sinβm
[sin(n− k)βm − sin(n+ 1− k)βm], for k > n.
• |m| > m0 :
K(k, n,m) :=
1− z2min(n,k)m
1− z2m
z|n−k|+1m −
1− z2min(n,k−1)m
1− z2m
z|n+1−k|+1m .
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It is straightforward to check that
T (ν, v)(n,m) = [KY (u(ηq), v)](n,m) + (ηǫbm − u(ηq)(0,m))znm1{|m|>m0}.(3.45)
Now we can define the map T˜ , which acts on the complete metric space B×B′,
equipped with the norm
‖(v, y)‖B×B′ := max (‖v‖σ0,w, ‖y‖σ0−2σ1) .(3.46)
Fix ν ∈ U, 1 ≤ j ≤ N + 1.
T˜ν,j : B ×B′ −→ B ×B′,
T˜ν,j
 v
y
 :=
 T (ν, v)
hj(ν, v) +K(DvY )(u(ηq), v)y
 ,(3.47)
where we now give explicit expressions for hj(ν, v). There are two cases.
Case 1: νj = ǫ
hj(ν, v)(n,m) := ηbmz
n
m1{|m|>m0}.(3.48)
Case 2: νj = qj .
hj(ν, v)(n,m) := η[K(DuY )(Dju)](n,m)− η(Dju)(0,m)znm1{|m|>m0}.(3.49)
This completes the definition of T˜ .
Step 2: T˜ν,j : B ×B′ −→ B ×B′ is a contraction.
We first obtain a bound on the norm of the linear operator K.
Proposition 3.50 For all σ1 ≤ σ ≤ σ0, the linear operator K maps Lσ,w into Lσ,w
and the corresponding operator norms of K are bounded by CK . (See Definition
3.37).
Proof : The proof is a consequence of the following estimates.
• m = 0, n ≥ 0 :
|(Ky)(n, 0)|eσn ≤ eσn
∞∑
k=n+1
e−σk sup
j≥0
|eσjy(j, 0)|
≤ 1
1− e−σ1 supj≥0 |e
σjy(j, 0)|.
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• 0 < |m| ≤ m0, n ≥ 0 :
|(Ky)(n,m)|eσn ≤ 2
sin βm
∞∑
k=n+1
e−σk sup
j≥0
|eσjy(j,m)|
≤ 1
1− e−σ1
2
sin βm
sup
j≥0
|eσjy(j,m)|.
• |m| > m0, n = 0 : K(k, 0,m) = 0.
• |m| > m0, n ≥ 1 : By definition of σ0, |zm| ≤ e−2σ0 (see Definition 3.37),
which yields the estimate for the Greens function
∣∣∣∣1−z2min(n,k)m1−z2m z|n−k|+1m
∣∣∣∣ ≤
e−2σ0
1−e−4σ0
e−2σ0|n−k|. Convolution of this bound with an exponentially decay-
ing sequence gives
∞∑
k=1
e−2σ0|n−k|e−σk ≤
n−1∑
k=0
e−2σ0(n−k)−σk +
∞∑
k=n
e−2σ0(k−n)−σk
≤ e−2σ0n e
(2σ0−σ)n − 1
e(2σ0−σ) − 1 + e
−σn 1
1− e−2σ0−σ
≤ e−σn
(
1
eσ0 − 1 +
1
1− e−2σ0
)
,
and we arrive at
|(Ky)(n,m)|eσn ≤ 1 + e
−2σ0
1− e−4σ0
(
1
eσ0 − 1 +
1
1− e−2σ0
)
sup
j≥0
|eσjy(j,m)|.
✸
Now we are ready to prove that T˜ν,j is a contraction. We use the estimates of
Proposition 3.29 and equations (3.45)-(3.49).
•
‖T (ν, v)‖σ0 ,w ≤ CKCF,cc21 +
c1
4
+
c1
4
≤ 3
4
c1.
Furthermore it was shown in Proposition 3.29 (iii) that, for the u, v in question,
the map v 7→ Y (u, v) is C1 from Lσ0,w into Lσ0,w and the ususal operator norm
of the derivative is bounded by CF,cc1. Therefore
‖T (ν, v′)− T (ν, v)‖σ0,w ≤ CKCF,cc1‖v′ − v‖σ0,w ≤
1
4
‖v′ − v‖σ0,w.
51
• We have for ν ∈ U, v ∈ B, y ∈ B′, that
‖K(DvY )(u(ηq), v)y‖σ0−2σ1,w ≤ CKCF,cc21 ≤
1
4
c1.
The bound on the second derivative of Y with respect to v (see Proposition
3.29 (iii)) allows us to make the following estimate.
‖K(DvY )(u, v′)y′ −K(DvY )(u, v)y‖σ0−2σ1,w
≤ ‖K[(DvY )(u, v′)− (DvY )(u, v)]y′‖σ0−2σ1,w
+‖K(DvY )(u, v)(y′ − y)‖σ0−2σ1,w
≤ CKCF,cc1‖v′ − v‖σ0,w + CKCF,cc1‖y′ − y‖σ0−2σ1,w
≤ 1
2
max
(‖v′ − v‖σ0,w, ‖y′ − y‖σ0−2σ1,w) .
• Finally we are dealing with the estimates for hj(ν, v). Corresponding to the
definition (3.48), (3.49) we have to distinguish two cases.
Case 1: νj = ǫ
‖ηbmznm1{|m|>m0}‖σ0−2σ1,w ≤ η ≤
1
4
c1.
Case 2: νj = qj.
Using hypothesis (2) of Theorem 3.38 we see immediately that
‖η(Dju)(0,m)znm1{|m|>m0}‖σ0−2σ1,w ≤ ηC0 ≤
1
4
c1.
From Proposition 3.29 (iv), we obtain
‖ηK(DuY )(u, v)(Dju)‖σ0−2σ1,w ≤ 2ηCKCF,cc1C0 ≤
1
8
c1.
Finally we use that for fixed x ∈ L−σ1,w, the map v 7→ (DuY )(u, v)x is C1 from
Lσ0,w into Lσ0−2σ1,w with a bound on the derivative as given in Proposition
3.29 (v).
‖ηK[(DuY )(u, v′)− (DuY )(u, v)](Dju)‖σ0−2σ1,w ≤ ηCKCF,cC0‖v′ − v‖σ0,w
≤ 1
4
‖v′ − v‖σ0,w.
The claim of the present step is a consequence of all these estimates. Thus we
have proven the existence of a fixed-point of T˜ν,j in B ×B′.
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Step 3 : For v ∈ B the following eqivalence holds.
v satisfies properties (i) and (iii) of Theorem 3.38 ⇐⇒ T (ν, v) = v.
⇐= :
Recall that we have scaled ν by the factor η in the beginning of the proof. Then
property (iii) is evident as T (ν, v) satisfies it by definition. Therefore it suffices to
prove that for all v ∈ B,n ≥ 1,m ∈ Z:
T (ν, v)(n − 1,m) + δmT (ν, v)(n,m) + T (ν, v)(n + 1,m) = −W (u, v)(n,m).
We will verify this by evaluating the lefthandside for all different cases.
• m = 0, n ≥ 1 :
LHS = −
∞∑
k=n
Y (u, v)(k, 0) + 2
∞∑
k=n+1
Y (u, v)(k, 0) −
∞∑
k=n+2
Y (u, v)(k, 0)
= −Y (u, v)(n, 0) + Y (u, v)(n + 1, 0).
• 0 < |m| ≤ m0, n ≥ 1 :
LHS =
1
sin βm
 ∞∑
k=n+1
W (u, v)(k,m)G(k, n,m) +W (u, v)(n,m) sin(−βm)
 ,
where by the definition of βm (see (3.9))
G(k, n,m) := sin(n − 1− k)βm − 2 cos βm sin(n− k)βm + sin(n+ 1− k)βm.
As sin(n− 1− k)βm + sin(n+ 1− k)βm = 2cos βm sin(n− k)βm, we conclude
G(k, n,m) = 0.
• |m| > m0, n = 1 :
LHS = (1 + δmzm + z
2
m)(ηǫbm − u(ηq)(0,m))
+
∞∑
k=1
W (u, v)(k,m)
(
δmz
k
m +
1− z2min(2,k)m
1− z2m
z|2−k|+1m
)
.
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The identity 1+ δmzm+ z
2
m = 0 implies that all terms in the sum vanish with
the exception of k = 1. In fact
• k = 1 :
δmz
k
m +
1− z2min(2,k)m
1− z2m
z|2−k|+1m = δmzm + z
2
m = −1.
• k ≥ 2 :
δmz
k
m +
1− z2min(2,k)m
1− z2m
z|2−k|+1m = δmz
k
m + z
k−1
m (1 + z
2
m) = 0.
• |m| > m0, n ≥ 2 :
LHS =
(
zn−1m + δmz
n
m + z
n+1
m
)
(ηǫbm − u(ηq)(0,m))
+
∞∑
k=1
W (u, v)(k,m)G(k, n,m),
with
G(k, n,m) :=
1− z2min(n−1,k)m
1− z2m
z|n−1−k|+1m + δm
1− z2min(n,k)m
1− z2m
z|n−k|+1m
+
1− z2min(n+1,k)m
1− z2m
z|n+1−k|+1m .
We show thatG(k, n,m) = −δk,n. To that end we evaluate (1−z2m)G(k, n,m) =
• for k < n:
= (1− z2km )zn−km (1 + δmzm + z2m) = 0.
• for k = n:
= (z2m + δmzm + z
2
m)− z2(n−1)m (z2m + δmz3m + z4m) = z2m − 1.
• for k > n:
= zk−nm (1 + δmzm + z
2
m)− zk−nm z2(n−1)m (z2m + δmz3m + z4m) = 0.
=⇒ :
Let v ∈ B satisfy (i) and (iii). Denote d := v−T (ν, v). We want to show that d = 0.
The following list of properties for d is immediate.
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(I) d ∈ Lσ0,w.
(II) d(0,m) = 0 for |m| > m0 (as v satisfies (iii)).
(III) ∀m ∈ Z, n ≥ 1 : d(n − 1,m) + δmd(n,m) + d(n+ 1,m) = 0.
The last relation enables us to express d(n,m) in terms of d(0,m) and d(1,m).
• m = 0 : d(n, 0) = nd(1, 0) − (n − 1)d(0, 0) . As d has to decay exponentially
with n→∞ there is no other choice than ∀n ≥ 0 : d(n, 0) = 0.
• 0 < |m| ≤ m0 :
d(n,m) =
sinnβm
sin βm
d(1,m) − sin(n − 1)βm
sin βm
d(0,m)
=
sinnβm
sin βm
(d(1,m) − d(0,m) cos βm) + cosnβmd(0,m).
βm ∈ (0, π) and again the exponential decay of d(·,m) force d(0,m) and d(1,m)
to be zero and hence d(n,m) = 0 for all n ≥ 0.
• |m| > m0 : Recall that we know already by (II) that d(0,m) = 0. Then
d(n,m) = d(1,m)z
n
m−z
−n
m
zm−z
−1
m
. Again we conclude that d(1,m) = 0.
This concludes the proof of Step 3.
Step 4: Differentiability of v with respect to the parameters ν.
It is a standard and well known problem to prove smooth dependence of the solution
of a contraction problem on the parameters. There is a small technical problem as
u is a C1-function of the parameter q only in the space L−σ1,w, and not in the space
L0,w. But, at least formally, differentiating v = T (ν, v) with respect to νj gives
∂v
∂νj
= (1−DvT )−1 ∂
∂νj
T (ν, v).
The lack of differentiability of u(q) in L0,w prevents that ∂∂νj T lies in Lσ0,w , but
it lies in Lσ0−2σ1,w. Fortunately, however, DvT maps any Lσ,w, σ1 ≤ σ ≤ σ0, into
itself with small norm. Hence v is differentiable in an appropriate norm. We find it
convenient to proceed as follows.
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The fixed-point (v, y)(ν) of T˜ν,j can be constructed as the limit of the iteratives
of the map, i.e. let
(v0(ν), y0(ν)) := (0, 0)
and define inductively
(vs+1(ν), ys+1(ν)) := T˜ν,j(vs(ν), ys(ν)),
then (v(ν), y(ν)) = lims→∞(vs(ν), ys(ν)). The limit is in the norm of B × B′ and
uniform in ν.
We will prove inductively for each choice of νj and for all s ≥ 0 that the following
properties hold.
(I) U → Lσ0−σ1,w : ν 7→ vs(ν) is continuous.
(II) For each variable νj, the map νj 7→ vs(ν) is differentiable as a map into
Lσ0−2σ1,w and
∂
∂νj
vs(ν) = ys(ν).
(III) U → Lσ0−3σ1,w : ν 7→ ys(ν) is continuous.
Once we have established (I)-(III), the proof of the claim is immediate. In fact, we
can deduce that for all s ∈ N0 : ν 7→ vs(ν) is a C1 map from U into Lσ0−3σ1,w = Lσ1,w
(see Definition 3.37), with partial derivatives ∂vs∂νj = ys. The uniform convergence
of (vs, ys)(ν) to the fixed-point of T˜ν,j, (v, y)(ν), in the norm of B × B′ yields the
desired information, that ν 7→ v(ν) is a C1 map from U into Lσ1,w and that ∂v∂νj = y.
Let us therefore return to the statements (I)-(III). They are trivially satisfied for
s = 0. We will now prove the induction step s→ s+ 1.
(I) Continuity:
Let ν, ν ′ ∈ U . We have to show that
‖T (ν ′, vs(ν ′))− T (ν, vs(ν))‖σ0−σ1,w −→ 0, as ν ′ → ν.(3.51)
To simplify the notation, denote v := vs(ν), v
′ := vs(ν
′), u := u(ηq), u′ := u(ηq′). It
is not hard to verify that
‖[(ηǫ′bm−u′(0,m))−(ηǫbm−u(0,m))]znm1{|m|>m0}‖σ0−σ1,w ≤ η|ǫ′−ǫ|+‖u′−u‖−σ1,w.
(3.52)
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Expressing the difference by telescoping sums, one obtains for l ≥ 1
‖(△u′)∗(k−l) ∗ (△v′)∗l − (△u)∗(k−l) ∗ (△v)∗l‖σ0−σ1,w
≤ (1 + eσ0)k(2c1)k−1
(‖u′ − u‖−σ1,w + ‖v′ − v‖σ0−σ1,w) .
Proposition 3.26 and Proposition 3.50 imply
‖KY (u′, v′)−KY (u, v)‖σ0−σ1,w
≤ 8(1 + eσ0)CKC˜F,cc1
(‖u′ − u‖−σ1,w + ‖v′ − v‖σ0−σ1,w) .(3.53)
Equations (3.52), (3.53), assumption (2) of the Theorem and the induction hypoth-
esis suffice to prove equation (3.51).
(II) Existence of partial derivatives:
We consider only the more difficult case νj = qj. The proof for the case νj = ǫ
requires only a proper subset of the arguments given below. Denote ν ′ := (q+hqj, ǫ)
and let u′, v′, u, v,Dju
′,Dju,Djv
′,Djv have the obvious meaning. We have to prove
lim
h→0
∥∥∥∥ 1h (T (ν ′, v′)− T (ν, v)) − ys+1(ν)
∥∥∥∥
σ0−2σ1,w
= 0.(3.54)
We break this statement up into several estimates.∥∥∥∥[1h (u′(0,m)− u(0,m)) − η(Dju)(0,m)
]
znm1{|m|>m0}
∥∥∥∥
σ0−2σ1,w
≤
∥∥∥∥1h(u′ − u)− ηDju
∥∥∥∥
−σ1,w
,(3.55)
which tends to 0 as h→ 0 by assumption (2). Next we look at the monomials, from
which Y,DuY and DvY are built up. We use the induction hypothesis, which says
that ys = Djvs.
1
h
[
(△u′)∗(k−l) ∗ (△v′)∗l − (△u)∗(k−l) ∗ (△v)∗l
]
−(k − l)(△u)∗(k−l−1) ∗ (△v)∗l ∗ η△(Dju)
−l(△u)∗(k−l) ∗ (△v)∗(l−1) ∗ △(Djv)
=
[
1
h
(
(△u′)∗(k−l) − (△u)∗(k−l)
)
− (k − l)(△u)∗(k−l−1) ∗ η△(Dju)
]
∗ (△v′)∗l
+(k − l)(△u)∗(k−l−1) ∗ η△(Dju) ∗
(
(△v′)∗l − (△v)∗l
)
+(△u)∗(k−l) ∗
[
1
h
(
(△v′)∗l − (△v)∗l
)
− l(△v)∗(l−1) ∗ △(Djv)
]
= (a) + (b) + (c).
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The three terms are now investigated seperately. Assume l ≥ 1.
(a) Telescoping differences twice we obtain
1
h
(
(△u′)∗(k−l) − (△u)∗(k−l)
)
− (k − l)(△u)∗(k−l−1) ∗ η△(Dju)
=
k−l−1∑
j=1
j−1∑
i=0
(△u′)∗i ∗ (△u)∗(k−l−i−2) ∗ △(u′ − u) ∗ △
(
u′ − u
h
)
+(k − l)(△u)∗(k−l−1) ∗ △
(
u′ − u
h
− ηDju
)
.
This implies, that
‖(a)‖σ0−2σ1,w ≤ 2(1 + eσ0)k(k − 1)(2c1)k−2
×
(
‖u′ − u‖−σ1,w
∥∥∥∥u′ − uh
∥∥∥∥
−σ1,w
+ c1
∥∥∥∥u′ − uh − ηDju
∥∥∥∥
−σ1,w
)
.
(b) Recalling the definition of C0 in the statement of the theorem, it is easy to see
that
‖(b)‖σ0−2σ1,w ≤ 2(1 + eσ0)k(k − 1)(2c1)k−2ηC0‖v′ − v‖σ0−σ1,w.
(c) Proceeding as in (a) we obtain
‖(c)‖σ0−2σ1,w ≤ 2(1 + eσ0)k(k − 1)(2c1)k−2
×
(
‖v′ − v‖0,w
∥∥∥∥v′ − vh
∥∥∥∥
σ0−2σ1,w
+ c1
∥∥∥∥v′ − vh −Djv
∥∥∥∥
σ0−2σ1,w
)
.
Substituting all these estimates in the power series and using Proposition 3.26, the
induction hypothesis, assumption (2) and equation (3.55) we arrive at the assertion
of equation (3.54).
(III) Continuity of partial derivatives:
Using the notation and the methods of the last two proofs, we see that the fol-
lowing estimates are enough to prove the claim.
•
‖η((Dju′)(0,m) − (Dju)(0,m))znm1{|m|>m0}‖σ0−3σ1,w
≤ η‖Dju′ −Dju‖−σ1,w.
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• The usual telescoping technique readily yields for l ≥ 1 the following estimate.∥∥∥(△u′)∗(k−l−1) ∗ (△v′)∗l ∗ △(Dju′)− (△u)∗(k−l−1) ∗ (△v)∗l ∗ △(Dju)∥∥∥
σ0−3σ1,w
≤ 2(1 + eσ0)k(2c1)k−2
× (C0‖u′ − u‖−σ1,w + C0‖v′ − v‖σ0−σ1,w + c1‖Dju′ −Dju‖−σ1,w) .
• We know from Step 2 that ‖Djv′‖σ0−2σ1,w, ‖Djv‖σ0−2σ1,w ≤ c1. Proceeding as
above we obtain∥∥∥(△u′)∗(k−l) ∗ (△v′)∗(l−1) ∗ △(Djv′)− (△u)∗(k−l) ∗ (△v)∗(l−1) ∗ △(Djv)∥∥∥
σ0−3σ1,w
≤ (1 + eσ0)k(2c1)k−1
× (‖u′ − u‖−σ1,w + ‖v′ − v‖σ0−σ1,w + ‖Djv′ −Djv‖σ0−3σ1,w) .
The proof of Step 4 is completed.
Step 5: The remaining properties (ii) and (iv).
(ii) is a consequence of the fact that for all ν ∈ U the map v 7→ T (ν, v) sends
{v ∈ Lσ0,w : ‖v‖σ0,w ≤ 2(η|ǫ| + ρu(ηq))} into itself. In fact, from Proposition 3.29
and equation (3.45) it follows, that
‖T (ν, v)‖σ0 ,w ≤ CKCF,cc1‖v‖σ0,w + (η|ǫ| + ρu(ηq))
≤ (η|ǫ|+ ρu(ηq))(2CKCF,cc1 + 1).
Note that the appearance of η in the proof, which is not present in the formulation
of property (ii) in the theorem, comes from the scaling of the parameters which we
performed at the beginning of the proof.
(iv) can be shown inductively, following the iterative construction of the fixed-
point which we have already employed in Step 4. v0 = 0 clearly satisfies the reality
condition, i.e. v0(n,−m) = v0(n,m), for all n ≥ 0,m ∈ Z. Using Propositon 3.23
(v) it follows that vs+1 satisfies the reality condition as (bm)m∈Z, u(ηq) and vs do.
This property is preserved as we pass to the limit s −→ ∞.
✸
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3.4 An immediate application: high frequency driving
Suppose that m0 = 0, or equivalently γ
2 > 4F ′(−c). In this case we can choose u(q)
identically equal to zero in Theorem 3.38 and we obtain v(ǫ) with the corresponding
properties. If we now take these choices for u and v we see immediately that all the
conditions in Lemma 3.31 are satisfied and hence we have constructed a periodic
solution of the differential equation given by (3.1), (3.2). This proves the following
result.
Theorem 3.56 Let F, c, (bm)m∈Z, w satisfy the general assumptions. Furthermore
let γ2 > 4F ′(−c). Then there exists a neighborhood D of 0, such that for all ǫ ∈ D
there exists a sequence v(ǫ) ∈ Lσ0,w with σ0 > 0 as defined in Definition 3.37 such
that
xn(t) := cn+ ǫb0 − v(ǫ)(0, 0) +
∑
m∈Z
v(ǫ)(n,m)eimγt, for n ≥ 1,
is a time periodic, real valued solution of the the differential equation, given by (3.1)
and (3.2).
Remark 3.57 We have restricted our attention to the case where F ′(−c) > 0. If
F ′(−c) is negative, however, then γ2 > 4F ′(−c) for all γ ∈ R+ and it is easy to see
that Theorem 3.56 holds without any restrictions on the driving frequency.
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Chapter 4
General Lattices
In the last section of the last chapter we have seen that in the case of m0 = 0, it is
possible to construct periodic solutions for arbitrary lattices, where the interacting
forces between neighboring particles satisfy the general assumptions. The goal of
this chapter is to obtain the same result in the case of m0 = 1, i.e.
F ′(−c) < γ2 < 4F ′(−c).(4.1)
The difference from the case m0 = 0 is that now Theorem 3.38 no longer yields a
sequence v which solves ǫbm = u(0,m)+v(0,m), for all m 6= 0, but only for |m| > 1.
Therefore we have a resonance equation for m = 1. In order to be able to solve this
complex valued equation ( for m = −1 the equation is the complex conjugate of
the equation for m = 1), we must obtain a family of sequences u(q) depending on
two real parameters q1 and q2. The idea is to obtain u(q) by constructing travelling
wave solutions for the doubly infinite lattice. Physically one may view these as the
waves the driver excites and which travel through the lattice. They can be observed
almost unperturbed away from the boundary some time after we let the driver act
on the system (see Figures C.7 and C.10).
More precisely we make the ansatz
x(0)n (t) := cn+
∑
m∈Z
r(m)eim(βn+γt).(4.2)
In Section 4.1 we will give an equation for r which we then solve by a Lyapunov-
Schmidt decomposition. The idea is as follows. It is easy to see that the linearized
equation at r = 0 is given by a diagonal operator Λ(β) with entries
Λ(β)(m,m) := Λ(β,m) := 2 cos βm+ δm.(4.3)
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If we choose β = β1 (see (3.9), β1 exists as |δ1| < 2) , then Λ(β) has a nontrivial
kernel and we can apply the decomposition procedure. The assumptions on γ as
given in (4.1) imply that δm > 2 for |m| > 1 and therefore Λ(β)(m,m) is bounded
away from zero for arbitrary β ∈ R. Hence the infinite dimensional part of the
decomposition poses no problems. The finite dimensional part needs additional
consideration. First, one has to use various symmetries to obtain the correct count
of variables. Then by expanding the degenerate equation to second order one proves
that the finite dimensional part can be solved by choosing the spatial frequency β
as a function of the two remaining real parameters q1 and q2 with
|β(q)− β1| ≤ C|q|2.
In Section 4.2 we then take these solutions r(q) and show that
u(q)(n,m) := r(q)(m)eimnβ(q)(4.4)
satisfies all the conditions of Theorem 3.38 in Chapter 3. Note, that from equation
(4.4) it is already obvious that the map q 7→ u(q) cannot even be continuous in L0,w,
if β(q) is not identically constant. This is why we had to introduce the weaker space
L−σ1,w in the previous chapter, which led to some additional difficulties. Further-
more, as we will see below, it will be necessary to relax the weight function w by a
factor m2. We will anticipate this loss and construct r(m) in ℓ1,w˜, with
w˜(m) := w(m)(1 + |m|)2.(4.5)
Note that w˜ is again an admissible weight function.
4.1 Construction of travelling waves
We make the following definitions.
[Λ(β)r](m) := Λ(β,m)r(m), with Λ(β,m) = 2 cos(βm) + δm.(4.6)
△r(m) := (e−iβm − 1)r(m).(4.7)
W˜ (r)(m) := (1− eiβm) 1
α1
∞∑
k=2
αk
k!
(△r)∗k(m).(4.8)
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Finally, define an operator Tξ acting on ℓ1,w˜ in the following way.
(Tξr)(m) := e
iξmr(m).(4.9)
This multiplication operator on a Fourier sequence corresponds to a translation
of the function, an operation under which the autonomous differential equation is
invariant.
The next lemma follows easily from Remark 3.32.
Lemma 4.10 Suppose that β ∈ R and r : Z → C satisfies ‖r‖ℓ1 < ρF,c8 . For n ∈ Z
set
x(0)n (t) := cn+
∑
m∈Z
r(m)eim(βn+γt).
Then r satisfies conditions (A) and(B), with
(A) Λ(β)r + W˜ (r) = 0,
(B) ∀m ∈ Z : r(−m) = r(m),
if and only if x
(0)
n (t) is a real valued solution of the differential equation
x¨n(t) = F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t)), for n ∈ Z.
Before starting the construction of solutions of equation (A), we have to inves-
tigate the smoothness and symmetry properties of the nonlinearity W˜ .
Proposition 4.11 There exists a constant CF,c (which can be taken to be the same
as in Proposition 3.29) such that for all r ∈ ℓ1,w˜ with ‖r‖ℓ1,w˜ ≤ ρF,c8 the following
holds. The series in the definition of W˜ (r) converges absolutely to an element in
ℓ1,w˜. Furthermore
(i) W˜ :
{
r ∈ ℓ1,w˜ : ‖r‖ℓ1,w˜ ≤ ρF,c8
}
−→ ℓ1,w˜ is a smooth map and the following
estimates hold.
‖W˜ (r)‖ℓ1,w˜ ≤ CF,c‖r‖2ℓ1,w˜ .
∀x ∈ ℓ1,w˜ : ‖DW˜ (r)x‖ℓ1,w˜ ≤ CF,c‖r‖ℓ1,w˜‖x‖ℓ1,w˜ .
∀x1, x2 ∈ ℓ1,w˜ : ‖D2W˜ (r)[x1, x2]‖ℓ1,w˜ ≤ CF,c‖x1‖ℓ1,w˜‖x2‖ℓ1,w˜ .
(ii) If for all m ∈ Z, r(−m) = r(m), then we have W˜ (r)(−m) = W˜ (r)(m), for all
m ∈ Z.
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(iii) W˜ (Tξr) = TξW˜ (r).
(iv) r(m) ∈ iR for all m ∈ Z implies W˜ (r)(m) ∈ iR for all m ∈ Z.
Remark 4.12 Property (iii) reflects that the underlying equation is autonomous.
Property (iv) corresponds in the original space to the fact that if xn(t) is a solution,
then −x−n(−t) is again a solution.
Proof : The methods for proving (i) form a proper subset of what has already
been done in Section 3.2.3, Proposition 3.29, and therefore these arguments are not
repeated here. The properties (ii) and (iii) can be deduced from the corresponding
properties of the convolution (see Proposition 3.23). Finally we observe that r(m) ∈
iR implies (△r)(m) ∈ e− iβ2 mR. Arguing as in (iii) we conclude for all k ≥ 1, that
(△r)∗k(m) ∈ e− iβ2 mR, which yields (iv).
✸
For the construction of the solution we will use a Lyapunov-Schmidt decompo-
sition. We introduce the projections
P : ℓ1,w˜ → ℓ1,w˜
r 7→ (Pr)(m) :=
 r(m), for |m| > 10, else .(4.13)
Q := I − P.(4.14)
Denoting ϕ := Qr, µ := Pr, we obtain two equations:
Λ(β)µ + PW˜ (ϕ+ µ) = 0(4.15)
Λ(β)ϕ +QW˜ (ϕ+ µ) = 0(4.16)
For given ϕ and β we will be able to solve the first, infinite dimensional equation
for µ (see Lemma 4.19 below). Substituting this solution into the second equation
and using various symmetries we end up with one equation which we can solve by
choosing β as a function of ϕ, with β close to β1 and ϕ close to 0. As mentioned
in the introduction of the present chapter the spatial frequency β1 was chosen, be-
cause Λ(β1, 1) = 0. It is obviously true that Λ(β−1, 1) = 0 (recall from (3.9), that
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β1 = −β−1) and therefore one could replace β1 by β−1 in the construction which
follows. However, in all the numerical experiments that we have performed (see e.g.
Figures C.7 and C.10) we only observe solutions corresponding to β1. This is related
to the direction in which the energy flows in the lattice and is explained in more
detail in Remark 4.23 at the end of this section.
Let us now parameterize ϕ. Observe that the second equation (4.16) is automat-
ically satisfied for m = 0 (use (4.6) and (4.8)). On the other hand (△r)(0) = 0,
independent of the value of r(0), i.e. the value of r(0) has no influence and we can
normalize it to be zero. This freedom reflects an additional symmetry, namely if
x
(0)
n (t) is a solution of the differential equation of the doubly infinite lattice, then
x
(0)
n (t) + constant is again a solution for any constant. Consequently we parame-
terize only a subspace of the range of Q, namely
ϕ(q1, q2)(m) :=

1
2 (q1 + iq2), for m = 1
1
2 (q1 − iq2), for m = −1
0, else
.(4.17)
Under a slight abuse of notation we define Tξ : R
2 → R2,
Tξ
 q1
q2
 :=
 cos ξ − sin ξ
sin ξ cos ξ
 q1
q2
 .(4.18)
We then have
ϕ(Tξq) = Tξ(ϕ(q)).
Let us now solve the first equation (4.15).
Lemma 4.19 There exists a neighborhood U ⊂ R3 of (β1, 0, 0), a C2 map µ : U →
ℓ1,w˜, (β, q1, q2) 7→ µ(β, q) and a constant C, such that
(i) Λ(β)µ(β, q) + PW˜ (ϕ(q) + µ(β, q)) = 0.
(ii) Qµ(β, q) = 0.
(iii) ∀β : µ(β, 0) = 0.
(iv) ‖µ(β, q)‖ℓ1,w˜ ≤ C|q|2.
(v) ‖ϕ(q) + µ(β, q)‖ℓ1,w˜ ≤ ρF,c8 .
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(vi) µ(β, q)(−m) = µ(β, q)(m), for all m ∈ Z.
(vii) µ(β, Tξq) = Tξµ(β, q).
(viii) µ(β, 0, q2) ∈ iR.
Proof : We show first that the existence of the function µ can be deduced from
the implicit function theorem applied to the map
G : U˜ ×
{
µ ∈ Ran (P ) : ‖µ‖ℓ1,w˜ ≤
ρF,c
16
}
→ Ran (P ),
(β, q, µ) 7→ µ+ Λ(β)−1PW˜ (ϕ(q) + µ).
Indeed, note that Λ(β)−1 is well defined on Ran(P ), as Λ(β,m) 6= 0 for |m| > 1 (fol-
lows from condition (4.1) in the introduction of the present chapter). Furthermore
it is easy to check that Λ−1 is a C2 function of β in the operator norm, which shows
together with Proposition 4.11 that G is a C2 map, if U˜ is chosen as a suitably small
neighborhood of (β1, 0) in R
3. Using Proposition 4.11 again we see, that
G(β1, 0, 0) = 0,
and
DµG(β1, 0, 0) = id Ran(P ).
which allows us to apply the implicit function theorem and to obtain properties (i)
and (ii) immediately. (iii) follows from the uniqueness of the implicit function the-
orem and the observation, that ∀β : G(β, 0, 0) = 0. In order to show the remaining
properties we will investigate the family of maps
Hβ,q : µ 7→ −Λ(β)−1PW˜ (ϕ(q) + µ).
Note that a fixed-point ofHβ,q corresponds to a zero of G. ThatHβ,q is a contraction
for suitably small values of q and µ is a consequence of Proposition 4.11. In order to
prove (iv) it suffices to show that Hβ,q maps
{
µ ∈ Ran (P ) : ‖µ‖ℓ1,w˜ ≤ C|q|2
}
into
itself for a constant C, which will be chosen below. In order to verify this claim, let
us denote
CΛ := sup
|m|>1
1
−2 + δm =
1
−2 + δ2 .
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Proposition 4.11 implies
‖Hβ,q(µ)‖ℓ1,w˜ ≤ CΛCF,c2
((
w˜(1) + w˜(−1)
2
)2
|q|2 + ‖µ‖2ℓ1,w˜
)
≤ C|q|2,
if we choose
C := 4CΛCF,c
(
w˜(1) + w˜(−1)
2
)2
,
and we only allow q ∈ R2 such that
2CΛCF,cC|q|2 ≤ 1
2
.
Property (v) follows trivially from (iv) by making |q| sufficiently small.
The last three properties can be proved in the following way. µ(β, q) is the fixed-
point of Hβ,q and can be constructed as the limit of the sequence µk(β, q) as k →∞.
We define inductively
µ0(β, q) := 0,
µk+1(β, q) := Hβ,q(µk(β, q)).
(vi),(vii),(viii) are trivially satisfied for µ0 as well as for the sequence ϕ(q). Proposi-
tion 4.11 permits us to conclude inductively that all µk possess the three properties,
which then is preserved under the limit k →∞.
✸
We turn now to the finite dimensional equation (4.16).
Λ(β)ϕ(q) +QW˜ (ϕ(q) + µ(β, q)) = 0.
Let us first reduce the dimensions of these equations by factoring out all the sym-
metries. We recall that the equation is satisfied for m = 0 by (4.6) and (4.8). Fur-
thermore it suffices to solve equation (4.16) for m = 1 as the equation for m = −1
only yields the complex conjugate of the same equation. This leaves us with one
complex valued or equivalently with two real valued equations. Finally we can make
one further reduction using the Tξ invariance. It implies that a choice of (β, q1, q2)
is a solution if and only if (β, 0, |q|) is a solution (|q| :=
√
q21 + q
2
2). But we have
seen that for arguments of the form (β, 0, |q|), all the terms in equation (4.16) are
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purely imaginary and hence we have reduced equation (4.16) to one equation in two
unknowns. Accordingly define
g(β, p) :=
1
i
(
Λ(β, 1)ϕ(0, p)(1) + W˜ (ϕ(0, p) + µ(β, 0, p))(1)
)
= (2 cos β + δ1)
p
2
+
1
i
W˜ (ϕ(0, p) + µ(β, 0, p))(1).
We want to identify the set of zeros of the C2 function g. Property (iii) of the last
lemma implies that g(β, 0) = 0 for all β. We introduce the associated function
g˜(β, p) :=
g(β, p)
p
.
Note that this function has a C1 extension for p = 0. Furthermore
g˜(β1, 0) = ∂pg(β1, 0)
= (2 cos β1 + δ1)
1
2
+
1
i
DW˜ (0)[∂p(ϕ+ µ)](1) = 0.
We compute
∂β g˜(β1, 0) = ∂β∂pg(β1, 0)
= − sin β1 + 1
i
DW˜ (0)[∂β,pµ](1) +
1
i
D2W˜ (0)[∂p(ϕ+ µ), ∂βµ](1)
= − sin β1 6= 0.
In the above calculation we used that DW˜ (0) = 0 and that ∂βµ(β1, 0) = 0, as
µ(β, 0) = 0 for all β. Hence we can again apply the implicit function theorem and
obtain in this way an even C1 function β(p), defind as map from a neighborhood of
zero to a neighborhood of β1, such that
g(β(p), p) = 0.
The evenness of β is a consequence of the uniqueness in the implicit function theorem
and the evenness of g˜ in p. We can summarize our considerations.
Lemma 4.20 Given the function µ(β, q) from Lemma 4.19, there exists an even C1
function β(q), mapping from a neighborhood of zero to a neighborhood of β1 such
that the set of zeros of
Λ(β)ϕ(q) +QW˜ (ϕ(q) + µ(β, q)) = 0
in a neighborhood U0 of (β1, 0, 0) is given by
{(β, q) ∈ U0 : q = 0} ∪ {(β, q) ∈ U0 : β = β(
√
q21 + q
2
2)}.
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Combining the last two lemmas we have proved the following theorem.
Theorem 4.21 There exists a neighborhood D0 of 0 in R
2, a C1 map
r : D0 → ℓ1,w˜, (q1, q2) 7→ r(q1, q2)
and a C1 map
β˜ : D0 → R, (q1, q2) 7→ β˜(q1, q2),
such that
(i) ∀q ∈ D0 : Λ(β˜(q))r(q) + W˜ (r(q)) = 0.
(ii) r(q)(−m) = r(q)(m) for all m ∈ Z, q ∈ D0.
(iii) ∀q ∈ D0 : ‖r(q)‖ℓ1,w˜ ≤ ρF,c8 .
(iv) ∃C > 0∀q ∈ D0 :
∑
|m|>1 w˜(m)|r(q)(m)| ≤ C|q|2.
Proof : Let
β˜(q) := β(|q|),
r(q) := ϕ(q) + µ(β˜(q), q).
Then all the properties follow immediately from the last two lemmas. The differen-
tiability of β˜ at 0 follows from the fact that β(·) is an even C1 function.
✸
As we have proved Lemma 4.19 and Lemma 4.20 using implicit function theorems,
we can prove a uniqueness result for the constructed sequences r(q).
Corollary 4.22 There exists a δ > 0, such that the following holds. Let s ∈ ℓ1,w˜
and β ∈ R, satisfying
(I) 0 < ‖s‖1,w˜ < δ.
(II) s(0) = 0.
(III) s(−m) = s(m), for all m ∈ Z.
(IV) |β − β1| < δ.
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If
yn(t) := cn +
∑
m∈Z
s(m) exp(im(βn + γt)), n ∈ Z,
is a solution of
y¨n = F (yn−1 − yn)− F (yn − yn+1), n ∈ Z,
then s = r(q) and β = β˜(q), with
q = (q1, q2) = 2( Re(s(1)), Im(s(1))),
and r, β˜ are the functions defined in Theorem 4.21 above.
Proof : If δ is chosen suitably small, it follows from Lemma 4.10 above that
Λ(β)s + W˜ (s) = 0.
Defining q as above, we see that the projection of s, Ps, satisfies assumptions (i) and
(ii) of Lemma 4.19. Consequently we have Ps = µ(β, q). Furthermore the spatial
frequency β satisfies the equation in Lemma 4.20 with q 6= 0 (otherwise µ = s = 0,
which contradicts assumption (I)). Lemma 4.20 yields that β = β˜(q) which finally
implies s = r(q) and the Corollary is proved.
✸
Remark 4.23 Heuristic explanation of the choice of the sign of β.
We investigate the transport of energy of the travelling wave solutions constructed
in Theorem 4.21. The amount of energy exchanged between the particles x0 and x1
is given by
E = −
∫ 2pi
γ
0
F (x0(t)− x1(t))x˙0(t)dt.
Note that E < 0 means that on the average energy flows from x0 to x1. Recall from
equation (4.2) in the introduction of this chapter, that
x(0)n (t) = cn+
∑
m∈Z
r(m)eiβmneimγt.
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Let
r˜(m) := (1− eiβm)r(m).
r′(m) := iγmr(m).
Then
E = −2π
γ
[
∞∑
k=0
αk
k!
r˜∗k ∗ r′
]
(0).
Note from Lemma 4.19 (iv) that only r(1) and r(−1) are of first order in q, all others
are of higher order. We now evaluate the formula above.
• 1 st order: −2πγ α0r′(0) = 0.
• 2 nd order:
−2π
γ
α1(r˜ ∗ r′)(0) ≃ −2π
γ
α1(r˜(1)r
′(−1) + r˜(−1)r′(1))
= −4π
γ
α1 Re
[
(1− eiβ)|r(1)|2(−iγ)
]
= 4πα1|r(1)|2 sinβ.
• 3 rd order: no terms 6= 0.
In the system we are investigating we expect, that the driver excites outgoing waves,
hence the energy should be transported in direction of increasing n. The above
calculation shows up to third order in q, that this this is achieved for β with sin β < 0.
Therefore we have chosen solutions with β close to β1 rather than close to β−1 = −β1.
4.2 Construction of the periodic solution via Chap-
ter 3
The following theorem is the main result of the present chapter.
Theorem 4.24 Let F, c, (bm)m∈Z, w satisfy the general assumptions and let F
′(−c) <
γ2 < 4F ′(−c). Then there exists a neighborhood D of 0 such that for all ǫ ∈ D there
exist sequences u(ǫ) ∈ L0,w; v(ǫ) ∈ Lσ0,w (σ0 > 0 defined in Definition 3.37) such
that
xn(t) := cn + ǫb0 − (u+ v)(ǫ)(0, 0) +
∑
m∈Z
(u+ v)(ǫ)(n,m)eimγt, for n ≥ 1,
is a time periodic solution of the differential equation given by (3.1) and (3.2).
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Proof : We start the construction with r(q) ∈ ℓ1,w˜, which was obtained in
Theorem 4.21. Recall the definition in equation (4.5), namely w˜(m) := w(m)(1 +
|m|)2, which again is an admissible weight function. According to the ansatz which
was explained in the beginning of the present chapter, we define
u(q)(n,m) := r(q)(m) exp(iβ˜(q)mn), for q ∈ D0.(4.25)
From Theorem 4.21 it follows that all of the conditions of Theorem 3.38 on the
function u(q) are trivially satisfied, with the exception of condition (2), which states
the differentiability with respect to the parameter q in a certain norm. It is obvious
from Theorem 4.21 that each component of u is a C1 function of q with
∂
∂qj
u(q)(n,m) =
(
∂
∂qj
r(q)(m) + ir(q)(m)
∂
∂qj
β˜(q)mn
)
exp(iβ˜(q)mn).
In order to show the C1 dependence of u on q in the L−σ1,w norm, we only have to
verify that q 7→ ∂∂qj u(q) is a continuous map from D0 into L−σ1,w. It is straightfor-
ward to check this by hand, using the following observations.
•
| exp(iβ˜(q′)mn)− exp(iβ˜(q)mn)|
≤ mn|q′ − q| sup
s∈[0,1]
∣∣∣∣∣ ∂∂qj β˜(q + s(q′ − q))
∣∣∣∣∣ .
• w(m)m2 ≤ w˜(m).
• supn≥0 n2e−σ1n <∞.
Therefore we are in a position to apply Theorem 3.38 of Chapter 3 and obtain
this way the function v(q, ǫ). Equipped with both, u and v, we turn now to Lemma
3.31 of Chapter 3. Using Lemma 4.10 it only remains to solve
ǫbm − v(0,m) − u(0,m) = 0, for |m| = 1,(4.26)
as by the conditions on γ we have m0 = 1. It suffices to solve equation (4.26) for
m = 1, because form = −1 we obtain the complex conjugate of the equation. Hence
there are two real equations to be solved (real part and imaginary part). Let
g(q, ǫ) := ǫb1 − v(q, ǫ)(0, 1) − u(q)(0, 1) ∈ R2.
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Note that v(0, 1) is a C1 function of (q, ǫ) (see Theorem 3.38 (v)) with |v(q, ǫ)(0, 1)| ≤
2(|ǫ|+C|q|2) (see Theorem 3.38 (ii), Lemma 4.19 (iv)) and thereforeDqv(0, 0)(0, 1) =
0. Furthermore u(q)(0, 1) = 12(q1, q2). We conclude
g(0, 0) = 0,
(Dqg)(0, 0) =
1
2
 1 0
0 1
 .
The implicit function theorem then guarantees the existence of a neighborhood D
of 0 and a C1 function q(ǫ) such that g(q(ǫ), ǫ) = 0. This proves that for
u(ǫ) := u(q(ǫ)),
v(ǫ) := v(q(ǫ), ǫ),
the hypothesis of Lemma 3.31 is satisfied and we have successfully constructed the
solution to the differential equation given by (3.1) and (3.2).
✸
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Chapter 5
The Toda Lattice
In this chapter we will use the complete integrability of the doubly infinite Toda
lattice (F (x) = ex) and show how the well known g -gap solutions contain a suffi-
ciently large family of travelling waves to construct solutions of equations (3.1) and
(3.2) for any number of resonances m0.
G-gap solutions were first constructed for the continuous analog of the Toda
lattice, the KdV equation. Combining the complete integrability of the system
as given in ([L]) with methods, developed in algebraic geometry (see [A]), these
solutions can be expressed in terms of ratios of theta functions (see [D], [IM]).
Although these solutions have been studied and used in many different contexts
(see e.g.[DT], [Kr1], [Kr2],[McKT], etc.), we repeat their construction in the Toda
case, because we will need some specific details about these solutions, which are
not readily available in the literature. The resulting formulae will be evaluated in
the case of small gaps and we derive a C1 parameterization of time-periodic g-gap
solutions. This will be done in Section 5.1. In order to keep the presentation self
contained we provide the details of the construction in the Appendix A, where we will
use only some general facts about hyperelliptic curves. The resulting parameters
are closely related to those introduced first by T. Kappeler ([Kap]) for spatially
periodic potentials in the case of KdV, then by T. Kappeler et al. [BGGK] in the
Toda case. It turns out that the condition of time periodicity determines the position
of the midpoints of the gaps. In fact, there are two possible positions for each gap,
corresponding to outgoing and incoming waves. We then proceed to prove in Section
5.2 that the basic result of Chapter 3 can be applied to obtain periodic solutions
of the driven lattice for an arbitrary number of resonances. In the case of m0 ≤ 1
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these solutions are shown to coincide with those constructed for general lattices in
the previous two chapters. Finally the essential spectrum of the corresponding Lax
operator is investigated. Clearly it has a band – gap structure and we will determine
the width of the gaps and their dependence on the Fourier coefficients of the driver
to first order in ǫ.
5.1 The g-gap solutions
First we briefly describe the construction of g-gap solutions via Baker-Akhiezer
functions. We follow the construction in [Kr1] (see also [A],[D], [IM]).
Let g ∈ N0 = {n ∈ Z : n ≥ 0} and denote by Rg the hyperelliptic curve of genus
g, which is constructed by pasting together two copies of the Riemann sphere C∪{∞}
along the slits [E0, E1], [E2, E3], . . . , [E2g, E2g+1] ,where (E0 < E1 < · · · < E2g+1).
Denote by π the canonical projection of Rg on the Riemann sphere. We fix g points
Pj ∈ Rg, 1 ≤ j ≤ g, satisfying π(Pj) ∈ [E2j−1, E2j ].
Then for each n ∈ Z, t ∈ R, there exists an unique Baker-Akhiezer function
ψn(t, ·) (up to multiplication by a constant) meromorphic on Rg \{P∞, P ∗∞}, with at
most simple poles at Pj , 1 ≤ j ≤ g and a certain prescribed behavior at the essential
singularities P∞ and P
∗
∞, depending on n and t. See Theorem A.11 in Appendix A.
for the precise statement. The existence of these functions is proved by explicitly
constructing them in terms of theta functions and uniqueness is a consequence of the
Riemann-Roch theorem applied to Rg. Using the defining properties of the Baker-
Akhiezer functions one is able to obtain functions xn(t) such that the corresponding
operators L˜ and B˜ (see (1.13) and (1.14)) satisfy for all t ∈ R and P ∈ Rg the
following equations.
(L˜ψ)n(t, P ) =
1
2
π(P )ψn(t, P ).(5.1)
∂
∂t
ψn(t, P ) = (B˜ψ)n(t, P ).(5.2)
From equations (5.1), (5.2) we conclude for t ∈ R, that
L˜t = [B˜, L˜].(5.3)
Hence xn(t) is a solution of the doubly infinite Toda chain. Furthermore xn(t) can
be expressed in terms of theta functions, namely
xn(t) = nI + tR+ fτ (Un+ V t− Z) .(5.4)
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The function fτ : R
g/Zg −→ R is essentially given by the logarithm of a ratio of
theta functions with period matrix τ . In general these solutions are quasiperiodic
in n and t. The parameters I,R, τ, U, V, Z depend on the spectral data chosen in
the construction, i.e. they depend on the 3g + 2 real parameters Ei, 0 ≤ i ≤ 2g + 1
and Pj , 1 ≤ j ≤ g, or equivalently on (a, b, λj , pj, Pj , 1 ≤ j ≤ g), where λj denotes
the midpoint and pj the half-width of the j-th gap. We are interested in obtaining
the following choice for the parameters.
I = c.(5.5)
R = 0.(5.6)
V = − γ
2π
 1...
g
 .(5.7)
The next theorem will show that we can choose the parameters a, b, λj , 1 ≤ j ≤ g as
C1 functions of the remaining 2g parameters pj, Pj , 1 ≤ j ≤ g such that equations
(5.5), (5.6), (5.7) are satisfied.
Theorem 5.8 We assume that g ∈ N0, γ > 0, c ∈ R satisfy
gγ < 2e−
c
2 < (g + 1)γ.(5.9)
Then there exists a positive number δ and C1 functions a, b, λj , Uj , τ
(reg)
i,j , 1 ≤ i, j ≤
g, mapping {(p1, . . . , pg) ∈ Rg : |pk| < δ, 1 ≤ k ≤ g} into R and which are even in
each argument pk, 1 ≤ k ≤ g such that the following holds.
For 0 < p1, . . . , pg < δ the g -gap solution corresponding to the choice of param-
eters
pj , Pj , a(p1, . . . , pg), b(p1, . . . , pg), λj(p1, . . . , pg), 1 ≤ j ≤ g,
is given by
xn(t) = cn+ ln
ϑ(12U − Z|τ)ϑ((n− 12)U + tV − Z|τ)
ϑ(−12U − Z|τ)ϑ((n + 12 )U + tV − Z|τ)
(5.10)
with
(i) V = − γ2π
 1...
g
 .
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(ii) The map (P1, . . . , Pg) 7−→ Z is a surjective map from (S1)g to Rg/Zg for all
choices of parameters 0 < p1, . . . , pg < δ.
(iii)
πiτ = diag (ln pk) + τ
(reg).(5.11)
Furthermore formula (5.10) is also well defined for pj ≥ 0 and the function we
obtain by letting some or all of the pj converge to 0 agrees with the corresponding
lower gap solution.
Remark 5.12 (1) The proof of Theorem 5.8 is given in the Appendix B.
(2) In fact there are two possible choices for each function λj The special choice
made in the proof of Theorem 5.8 corresponds to the numerical observation,
that gaps open up only in the lower half of the band. We will see in Remark
5.30 at the end of the next section, that the physical reason for this lies in the
direction in which energy is transported in the corresponding g -gap solution.
The reader may recall that exactly the same situation occurred in Chapter 4
with the choice of the spatial frequency β (see Remark 4.23).
(3) The functions in Theorem 5.8 are also defined for negative values of the pk’s.
This extension is purely formal and is used to simplify regularity proofs at
pk = 0.
5.2 Construction of the periodic solution via Chap-
ter 3
In this section we use the g-gap solutions of the last section to construct periodic
solutions of the driven lattice by means of the procedure in Chapter 3. Our goal is
to prove the following theorem.
Theorem 5.13 Let c, γ, (bm)m∈Z, w satisfy the general assumptions. Then there
exists a neighborhood D of 0, such that for all ǫ ∈ D, there exist sequences u(ǫ) ∈
L0,w, v(ǫ) ∈ Lσ0,w (where σ0 > 0 was introduced in Definition 3.37) and
xn(t) := cn+ǫb0−(u+v)(ǫ)(0, 0)+
∑
m∈Z
(u+v)(ǫ)(n,m)eimγt, for n ≥ 1,(5.14)
is a time periodic solution of the differential equation given by (3.1) and (3.2).
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Proof : By the general assumptions on γ, there exists a m0 ∈ N0, such that
(m0γ)
2
e−c
< 4 <
((m0 + 1)γ)
2
e−c
.
We choose g := m0 and thus satisfy the assumptions (5.9) of Theorem 5.8. To put
the results of the preceeding sections in a form that is suitable for the procedure
of Chapter 3, we still have to make some technical definitions and remarks. Let us
begin with the definition of the parameters. Denote
p˜j := pj exp(2πiZj) ∈ C, 1 ≤ j ≤ g.(5.15)
The 2g real variables qj are then defined by
p˜j = q2j−1 + iq2j .(5.16)
Note that any choice of q in a sufficiently small neighborhood of 0 in R2g cor-
responds to a choice of spectral data. In fact, let pj := |q2j−1 + iq2j |. Furthermore
Lemma B.47 in Appendix B shows that for any given choice of phase Zj ∈ [0, 1),
there is a choice of points Pj which corresponds to the phase . Using (B.63) we can
now write equation (5.10) in the following form,
x(0)n (t) = cn+ ln
1 + Γn(t, q)
1 + Γn+1(t, q)
+ ln
1 + Γ1(0, q)
1 + Γ0(0, q)
,(5.17)
with
Γn(t, q) :=
∑
l∈zg\{0}
r(q)(n, l) exp (−i (l1 + 2l2 + · · ·+ glg) γt) ,(5.18)
=
∑
m∈Z
s(q)(n,m)eiγmt, where(5.19)
r(q)(n, l) :=
 g∏
j=1
p˜
lj
j p
lj(lj−1)
j

exp
(
2πi < l, U(p) > (n− 1
2
)+ < l, τ (reg)(p)l >
)
,(5.20)
s(q)(n,m) :=
∑
l ∈ Zg \ {0}
l1 + · · · glg = −m
r(q)(n, l).(5.21)
The Fourier series of the g-gap solution is now given by
x(0)n (t) = cn+
∑
m∈Z
u(q)(n,m)eimγt, with(5.22)
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u(q)(n,m) := u1(q)(n,m)− u1(q)(n + 1,m) + u2(q)1{m=0},(5.23)
u1(q)(n,m) :=
∞∑
k=1
(−1)k−1
k
s(q)(n, ·)∗k(m),(5.24)
u2(q) := ln(1 +
∑
l∈zg\{0}
r(q)(1, l)) − ln(1 +
∑
l∈zg\{0}
r(q)(0, l)).(5.25)
The convergence of the above series follows from the smallness of p1, . . . , pg and will
be verified below.
Claim:
There exists a neighborhood D0 of 0 in R
2g and a constant C > 0, such that
(I) for all q ∈ D0 : u(q) ∈ L0,w and ‖u(q)‖0,w ≤ C|q|.
(II) for all q ∈ D0 :
∑
|m|>m0 w(m)|u(q)(0,m)| ≤ C|q|2.
(III) u : D0 → L−σ1,w, q 7→ u(q), is a C1 map, where σ1 was introduced in Definition
3.37.
(IV) f : D0 → R2g, q 7→ (u(q)(0,m))gm=1 is continuously differentiable and
det(Dqf(0)) 6= 0.
(V) x
(0)
n (t), n ∈ Z is a smooth, real valued solution of the doubly infinite Toda
lattice.
Before we proceed to check all these properties, let us show that they suffice to
prove the theorem. First we have to verify that u(q) satisfies the conditions (1)-(3)
in Theorem 3.38, but this is an immediate consequence of (I),(III) and (V). Hence
we obtain a v(q, ǫ) ∈ Lσ0,w, satisfying conditions (i) to (v) of the Theorem 3.38.
Using (II) we obtain in addition, that
‖v(q, ǫ)‖σ0 ,w ≤ 2(|ǫ|+ C|q|2).(5.26)
We now show that it is possible to satisfy (1), (2) and (3) in Lemma 3.31.
(1) follows for u(q) from (V) and the Remark 3.32.
(2) follows for v(q, ǫ) from Theorem 3.38.
By Theorem 3.38 it suffices to solve (3) for 1 ≤ m ≤ g. This gives 2g real equations,
for which we have the 2g real variables qj available. Define
g(q, ǫ) := (ǫbm − u(q)(0,m) − v(q, ǫ)(0,m))gm=1 ∈ R2g.
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Using Theorem 3.38 (v), equation (5.26) and what we know about function f from
claim (IV), we see that g is a C1 function and
g(0, 0) = 0.
Dqg(0, 0) = −Dqf(0),
which is an invertible matrix by (IV). The implicit function theorem yields a function
q(ǫ), such that g(q(ǫ), ǫ) = 0. Thus
u(ǫ) = u(q(ǫ)).
v(ǫ) = v(q(ǫ), ǫ).
satisfies all the conditions of Lemma 3.31.
It remains to prove properties (I)-(V).
(I):
It is easy to read off the following estimates from the above definitions. Denote for
l ∈ Zg : |l| :=
√
l21 + · · ·+ l2g.
∃C, δ > 0 : ∀|q| ≤ δ, n ∈ N0, l ∈ Zg : |r(q)(n, l)| ≤ C |l|2|q||l|2 .
l1 + 2l2 + · · ·+ glg = −m implies that |l| ≥ |m|g1.5 . Furthermore
∃C, δ > 0 : ∀|q| ≤ δ, n ∈ N0, k0 ∈ N :
∑
|l|≥k0
|r(q)(n, l)| ≤ C |k0|2 |q||k0|2 .
Together with the observation, that the sum defining s(q) does not contain the term
where l = 0, it follows, that
∃C, δ > 0 : ∀|q| ≤ δ, n ∈ N0,m ∈ Z : |s(q)(n,m)| ≤ (C|q|)max(1,
m2
g3
)
.
Because of the estimate on the weightfunction w(m) ≤ Ceσm, for some constants
C, σ > 0 (see Definition 3.21 and below), we conclude that s(q) ∈ L0,w for |q| small
enough and
∃C, δ > 0 : ∀|q| ≤ δ : ‖s(q)‖0,w ≤ C|q|.
Equation (5.24) shows, that u1(q) ∈ L0,w and ‖u1(q)‖0,w ≤ C|q| for |q| small enough.
Applying the same kind of estimates again we obtain
∃C, δ > 0 : ∀|q| ≤ δ : |u2(q)| ≤ C|q|.
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This completes the proof of (I).
(II):
The definitions at the beginning of the proof yield
∀|m| > m0 : u(0,m) = s(0,m)−s(1,m)+
∞∑
k=2
(−1)k−1
k
(
s(0, ·)∗k(m)− s(1, ·)∗k(m)
)
.
Reworking the corresponding estimates in the proof of (I) one obtains
∃C, δ > 0 : ∀|q| ≤ δ, n ∈ N0, |m| > m0 : |s(q)(n,m)| ≤ (C|q|)max(2,
m2
g3
)
,
from which we easily conclude that
∃C, δ > 0 : ∀|q| ≤ δ : ‖s(q)1{|m|>m0}‖0,w ≤ C|q|2.
On the other hand the estimate above on ‖s(q)‖0,w implies,
∃C, δ > 0 : ∀|q| ≤ δ, n ∈ N0 : ‖
∞∑
k=2
(−1)k−1
k
s(q)(n, ·)∗k‖0,w ≤ C|q|2.
This proves (II).
(III):
Let us start with the differentiability of each r(q)(n, l) with respect to qj. From
equation (5.20) and Theorem 5.8 we learn that the only possible problem lies at
points where one of the pj = 0, as pj =
√
q22j−1 + q
2
2j is not a differentiable function
of q in those points. However, the functions U and τ (reg) are even in each variable
pj (see Theorem 5.8, lj(lj − 1) is even and p˜j = q2j−1 + iq2j . Hence r(q)(n, l) is C1.
Simple estimates show that
∃C, C˜, δ > 0 : ∀|q| ≤ δ, n ∈ N0, l ∈ Zg \ {0} : | ∂
∂qj
r(q)(n, l)| ≤ C˜C |l|2|q||l|2−1(n+ 1).
∃C, C˜, δ > 0 : ∀|q|, |q′| ≤ δ, n ∈ N0, l ∈ Zg \ {0} :
| ∂
∂qj
r(q′)(n, l)− ∂
∂qj
r(q)(n, l)| ≤ C˜C |l|2 max(|q′|, |q|)max(|l|2−2,0)(n+ 1)2△(q′, q),
with
△(q′, q) := max
(
|q′ − q|, | ∂
∂qj
U(q′)− ∂
∂qj
U(q)|, | ∂
∂qj
τ (reg)(q′)− ∂
∂qj
τ (reg)(q)|
)
.
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Note that the powers of |l|, which are produced by the differentiation have been
subsumed into the C |l|
2
term, simply by increasing the constant C.
Our next goal is to prove that q 7→ s(q) is a C1 map into L−σ2,w, with σ2 := σ12 .
The differentiability of r(q)(n, l) with respect to q and the absolute and uniform
convergence of the sum
∑
l ∈ Zg \ {0}
l1 + · · · glg = −m
∂
∂qj
r(q)(n, l),
shows that for all n ∈ N0,m ∈ Z : s(q)(n,m) is a C1 function of q. Therefore we
have only to prove that the map q 7→ ∂∂qj s(q)(n,m) is a continuous map into L−σ2,w.
This, however, follows by applying the arguments given in the proof of (I) to the
estimates for | ∂∂qj r(q)(n, l)| and | ∂∂qj r(q′)(n, l)− ∂∂qj r(q)(n, l)| given above and from
the observations that △(q′, q)→ 0, as q′ → q and that supn≥0(n+ 1)2e−σ2n ≤ ∞.
Let us now investigate the differentiability of u1(q). Employing the calculations
we made in the proof of Theorem 3.38, step 4, where we were in a similar situation,
we obtain
∂
∂qj
u1(q) =
∞∑
k=0
(−1)ks(q)(n, ·)∗k ∗ ∂
∂qj
s(q).
Standard arguments yield the continuity of the map q 7→ ∂∂qj u1(q) in L−2σ2,w =
L−σ1,w.
The differentiability of the function u2(q) can be established from the differen-
tiability of r(q)(n, l), the absolute and uniform convergence of the corresponding
sums (see equation (5.25)) and the differentiability of the logarithm away from 0.
The proof of property (III) is completed.
(IV):
The differentiability was already proven in (III). We only have to investigate the
terms of first order in q of u(q)(0,m) for 1 ≤ m ≤ g. Following the reasoning
in the proof of (II), we see that we only have to consider the first order terms of
s(q)(0,m) − s(q)(1,m) which are given by r(q)(0, em) − r(q)(1, em), where em :=
(0, . . . ,−1, . . . , 0) denotes the unit vector in Rg with −1 at the m -th entry. This
implies
∀1 ≤ m ≤ g : u(q)(0,m) = p˜m2i sin(πUm(0)) exp(τ (reg)m,m (0)) +O(|q|2).(5.27)
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We are done if we can show that sin(πUm(0)) 6= 0. It turns out that we can compute
this quantity explicitly. By Lemmas B.19, B.36 and Proposition B.62 we conclude,
that
Um(0) = − 2
π
arctan
(√
b− λm
λm − a
)
.(5.28)
Therefore
sin(πUm(0)) = −2 tan
(
arctan
(√
b− λm
λm − a
))
cos2
(
arctan
(√
b− λm
λm − a
))
= − 2
b− a
√
(λm − a)(b− λm)
= − 2
b− amγ 6= 0,(5.29)
by Lemma B.41.
(V): See Appendix A, Theorem A.21
✸
Remark 5.30 The choice of λj (compare with Remark 5.12 (2), see also (B.6)).
In Appendix B it is shown that the condition of time periodicity of the g-gap solution
leads to equation (B.42) in Lemma B.41. This equation was solved by choosing the
λj ’s as functions of the remaining parameters. As it was stated in Remark 5.12 (2),
there exist two choices for each λj, one in the lower half of the spectrum and one
in the upper half of the spectrum. We will now discuss the difference of these two
choices. Proceeding as in Remark 4.23, we investigate in which direction the energy
is transported in the g-gap solution up to second order in q. The arguments given
in the proof of property (IV) in the proof of Theorem 5.13 above yield
x
(0)
0 (t) =
g∑
m=1
u(q)(0,m)eiγmt +O(|q|2),
x
(0)
1 (t) = c+
g∑
m=1
u(q)(0,m) exp(−2πiUm(0))eiγmt +O(|q|2),
where u(q)(0,m) was determined in (5.27). Now we compute the energy which
is exchanged between particles x
(0)
0 and x
(0)
1 during one period. Repeating the
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calculations in Remark 4.23 we arrive at
E = −
∫ 2pi
γ
0
F (x
(0)
0 (t)− x(0)1 (t))x˙(0)0 (t)dt
= 4π exp(−c)
g∑
m=1
m|u(q)(0,m)|2 sin(−2πUm(0)) +O(|q|3).
Each term in the sum corresponds to the energy transported by one phase of the
multiphase solution. It is transported in the direction of increasing n, if
sin(−2πUm(0)) < 0.
Equation (5.28) implies that
−2πUm(0) = 4 arctan
(√
b− λm
λm − a
)
.
Therefore −2πUm(0) ∈ (π, 2π), if λm < a+b2 and −2πUm(0) ∈ (0, π), if λm > a+b2 .
Thus the choice we make in (B.6), corresponds to a solution where the energy is
transported outwards in the direction of increasing n. As described above our choice
implies that all gaps open up only in the lower half of the spectrum.
Remark 5.31 Comparison with solutions of general lattices for g = 0, 1.
Recall, that for m0 = 0 and m0 = 1, we were able to construct periodic solutions
for general lattices (see Sections 3.4 and 4.2 respectively). We will verify that these
solutions are the same as we have constructed in the present section in the Toda case,
by showing that they produce the same families of sequences of Fourier coefficients
u(q), which are used in the construction described in Chapter 3.
The case g = 0 is trivial, as the 0-gap solution is simply given by xn(t) = cn, i.e.
u(q) = 0, which is the choice we made in Section 3.4.
In the case g = 1 equation (5.10) and the periodicity of the theta function in the
real direction shows that the one-gap solution is of a form to which Corollary 4.22
applies. We have to check the assumptions (I)-(IV) in the Corollary. (I) and (III)
are trivially satisfied.
Property (IV) is satisfied, if we can prove, that −2πU(0) = β1, where β1 was
defined in (3.9). By the Remark 5.30 above we know already that both quantities lie
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in (π, 2π) (mod 2π) and therefore it suffices to show that cos(−2πU(0)) = cos(β1).
Equation (3.9) yields cos(β1) = − δ12 . Using (5.29) we compute
cos(−2πU(0)) + δ1
2
=
(
1− 8γ
2
(b− a)2
)
+
(
−1 + γ
2
2 exp(−c)
)
= 0,
as by the choice of b(0) (see (B.55)) in the proof of Lemma B.52, we have b − a =
4exp(− c2 ).
Property (II) of Corollary 4.22 is not satisfied as the zero Fourier coefficient
s(0) = ln
ϑ(12U − Z|τ)
ϑ(−12U − Z|τ)
does not necessarily vanish. But this corresponds only to adding a constant to
u(q)(n, 0), which does not change the equation for v in Lemma 3.31 (note that
W (u, v) only contains △u, see Definition 3.28) and which does not change the value
of a(n,m) in Lemma 3.31.
Remark 5.32 The opening of the gaps to first order in ǫ.
We will now investigate the size of the instability regions and their dependence
on ǫ and the Fourier coefficients of the driver. This question of basic interest was
well studied in the continuous case for periodic potentials (see [MW] and references
therein). In our situation recall that L denotes the semi-infinite Lax operator corre-
sponding to the solution constructed in Theorem 5.13 above (see also 1.27). As L is
obtained from the doubly infinite operator L˜ by restricting it to n ≥ 1 and adding
an operator decaying exponentially in n (which corresponds to the v-term in 5.14)
standard arguments of spectral theory imply that
σess(L) = σess(L˜),
and hence
σess(L(t)) =
[
a
2
,
λ1 − p1
2
]
∪
[
λ1 + p1
2
,
λ2 − p2
2
]
∪ · · · ∪
[
λg + pg
2
,
b
2
]
.
(See equation (5.1)). Therefore the width of the j-gap in the spectrum of L(t) is
given by |pj |, 1 ≤ j ≤ g. They were determined as functions of ǫ, when we solved the
resonance equations ǫbm = u(q)(0,m) + v(q, ǫ)(0,m), 1 ≤ m ≤ g in Theorem 5.13.
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As v(q, ǫ) is a fixed-point of the operator T (q, ǫ, ·) given by (3.45) in Chapter 3, we
conclude from Theorem 3.38 (ii), Proposition 3.29 (ii) and the fact that q(ǫ) = O(ǫ)
that v(q, ǫ)(0,m) = O(ǫ2), for 1 ≤ m ≤ g. Equation (5.27) then yields that the
following relation holds.
|ǫbm| = 2| sin(πUm(0))| exp(τ (reg)m,m (0))|pm|+O(ǫ2).(5.33)
Below we will show that
τ (reg)m,m (0) = − ln
8(mγ)2
b− a .(5.34)
Using (5.29) and (5.33) we can express |pm|.
|pm| = 2|ǫbm|mγ +O(ǫ2).(5.35)
We compare this formula with numerical results shown in Figures 1.31 and 1.32. We
recall the choice of parameters, |ǫb1| = 0.1, |ǫb2| = 0.05. Up to first order, equation
(5.35) yields
• γ = 1.8 : p1 ≈ 0.36.
• γ = 1.1 : p1 ≈ 0.22, p2 ≈ 0.22.
These values are in good agreement with the numerical experiments. In fact,
• γ = 1.8, Figure 1.31 : p1 = 0.34 ± 0.007.
• γ = 1.1, Figure 1.32 : p1 = 0.223 ± 0.005, p2 = 0.215 ± 0.15.
We will now sketch the derivation of formula (5.34). By Theorem 5.8 and Proposition
B.62 (vi), we may consider the one-gap situation, where only the m -th gap is open
and all other gaps are closed. Using equations (B.32),(B.33),(B.34) (B.21),(B.15)
and (B.9) and Lemmas B.14, B.19 we arrive at
τ (reg)m,m (0) = −
1
hm
lim
pm→0
(∫ λm−pm
a
1√
(E − a)(b−E)[(E − λm)2 − p2m]
dE − hm ln 1
pm
)
.
(5.36)
The quantity hm was defined in (B.13) and is given in this case by
hm =
1√
(λm − a)(b− λm)
.(5.37)
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We define the auxiliary functions
f(E) :=
1√
(E − a)(b− E) ,(5.38)
g(E) :=
f(E)− f(λm)
E − λm .(5.39)
Then
lim
pm→0
(∫ λm−pm
a
1√
(E − a)(b− E)[(E − λm)2 − p2m]
dE − hm ln 1
pm
)
= lim
pm→0
(∫ λm−pm
a
f(λm)√
(E − λm)2 − p2m
dE − hm ln 1
pm
)
+ lim
pm→0
(∫ λm−pm
a
(E − λm)g(E)√
(E − λm)2 − p2m
dE
)
= (I) + (II).(5.40)
Using the appropriate changes of variables we evaluate
(I) = hm ln 2(λm − a).(5.41)
(II) =
∫ λm
a
g(E)dE
= lim
ǫ→0
(∫ λm−ǫ
a
f(E)
E − λmdE − hm ln
λm − a
ǫ
)
.(5.42)
The remaining integral can be integrated and we obtain∫ λm−ǫ
a
f(E)
E − λmdE =
1
mγ
(
ln
1
ǫ
+ ln
4(mγ)2
b− a + ln(1 +O(ǫ))
)
.(5.43)
Note that for λm = λm(pm = 0) equation (B.43) yields hm =
1
mγ . Therefore we can
determine
(II) = hm
(
ln
4(mγ)2
b− a − ln(λm − a)
)
.(5.44)
(I) + (II) = hm ln
8(mγ)2
b− a .(5.45)
It follows from (5.36) and (5.40) that τ
(reg)
m,m (0) = − ln 8(mγ)
2
b−a , which proves (5.34).
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Appendix A
Definition of the g-gap solution
It is our goal to derive a formula for the well known g-gap solutions of the Toda
lattice.
Let g ∈ N0 = {n ∈ Z : n ≥ 0} and denote by Rg the hyperelliptic curve of genus
g, which is constructed by pasting together two copies of the Riemann sphere C∪{∞}
along the slits [E0, E1], [E2, E3], . . . , [E2g, E2g+1] ,where (E0 < E1 < · · · < E2g+1).
A point on Rg is denoted by P , and the canonical projection of Rg on the
Riemann sphere is given by π. We write E = π(P ).
• For 1 ≤ k ≤ g let Pj ∈ Rg be a point in the j-th gap, i.e π(Pj) ∈ [E2j−1, E2j ].
• αk, βk, 1 ≤ k ≤ g denote the canonical homology basis for Rg (see [FK, III.1]
for a definition of a canonical homology basis) as shown in the Figure A.1
below.
α α
β
E
ββ
1
2
g
1 g
0 1 2 3 2g-2 2g-1 2g 2g+1E E E E E E E
Figure A.1: The canonical homology basis of the Riemann surface
The existence and uniqueness of the following differentials can be deduced from the
Riemann Roch Theorem (see [FK, III.4.8]) applied to Rg (see e.g. [BS, VI.4, Satz
32], [G1, Remark 16.17]).
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• ω := (ωl)1≤l≤g is defined as the unique basis of holomorphic differentials on
Rg, which is normalized by the condition
∫
αk
ωl = δk,l. Note that all the
holomorphic differentials on Rg can be written in the following form.
ν =
p(E)√
R(E)
dE,(A.2)
R(E) :=
2g+1∏
j=0
(E − Ej),(A.3)
where p is any polynomial in E of degree ≤ g − 1 (see [FK, III.7.5, Corollary
1]).
• ω(1) is the unique meromorphic differential on Rg with simple poles at P∞ and
P ∗∞(residues: 1 /resp. −1), holomorphic everywhere else and normalized by∫
αk
ω(1) = 0, for 1 ≤ k ≤ g. Here the points P∞ and P ∗∞ denote the point at
infinity on the upper and lower sheet respectively. We can write
ω(1) =
p(1)(E)√
R(E)
dE,(A.4)
where p(1) denotes an uniquely determined polynomial of degree g.
• ω(2) is the unique meromorphic differential on Rg with second order poles
at P∞ and P
∗
∞ (principal parts:
1
2ξ2
dξ /resp. −1
2ξ2
dξ, where ξ is the coordi-
nate around ∞ : ξ := 1π(P )), holomorphic everywhere else and normalized by∫
αk
ω(2) = 0, for 1 ≤ k ≤ g. Again this differential can be written in the
following way.
ω(2) =
p(2)(E)√
R(E)
dE,(A.5)
where p(2) denotes an uniquely determined polynomial of degree g + 1.
• We define the following β periods.
τ := (τk,l)1≤k,l≤g, with τk,l :=
∫
βk
ωl.(A.6)
The Riemann bilinear relations imply that τ is a symmetric matrix with pos-
itive definite imaginary part (see [FK, III.3.1, III.3.2]).
Uk :=
1
2πi
∫
βk
ω(1).(A.7)
Vk :=
1
2πi
∫
βk
ω(2).(A.8)
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• We denote K to be the vector of Riemann constants with respect to the base-
point E2g+1 (compare [FK, VI.2.4]).
The following three integral functions are multivalued and depend on the path
of integration.
A(P ) :=
∫ P
E2g+1
ω.
Ω(1)(P ) :=
∫ P
E2g+1
ω(1) on Rg \ {P∞, P ∗∞} .
Ω(2)(P ) :=
∫ P
E2g+1
ω(2) on Rg \ {P∞, P ∗∞}.
We recall the definition of the Riemann theta function (see e.g. [FK, VI.1]). For
a symmetric matrix χ, with positive definite imaginary part,
ϑ(v|χ) :=
∑
m∈Zg
e2πi<m,v>+πi<m,χm>,
where < u, v >:=
∑g
j=1 ujvj . The “periodicity” properties of the Riemann theta
function are as follows. Let 1 ≤ m ≤ g and denote by em the m -th column of the
g× g identity matrix and by χm the m-th column of χ. Then (see e.g. [FK, VI.1.2])
ϑ(v + em|χ) = ϑ(v|χ).(A.9)
ϑ(v + χm|χ) = exp(−2πivm − πiχm,m)ϑ(v|χ).(A.10)
The main tool for the construction of the g-gap solutions is the following exis-
tence and uniqueness theorem for the Baker - Akhiezer function. Using the above
notation, we have:
Theorem A.11 ([Kr1], see also [A],[D], [IM]) For all n ∈ Z, t ∈ R, there is a
unique (up to multiplication by a constant ) function ψn(t, ·), which is not identically
equal to 0 and satisfies
(i) ψn(t, ·) is meromorphic on Rg \ {P∞, P ∗∞}.
(ii) ψn(t, ·) has at most simple poles at P1, . . . , Pg ∈ Rg \ {P∞, P ∗∞} and is holo-
morphic elsewhere on Rg \ {P∞, P ∗∞}.
(iii) ψn(t, ·)E±nexp(± t2E) has a holomorphic continuation at P∞ /resp. P ∗∞.
Proof : This result is well known and we only sketch the proof. First we prove
existence. Define
Ψn(t, P ) := exp(nΩ
(1)(P ) + tΩ(2)(P ))
ϑ(A(P ) + Un+ V t− Z|τ)
ϑ(A(P )− Z|τ) ,(A.12)
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where Ω(1),Ω(2), A, U, V and τ were defined above and Z will be introduced below.
Before we can check that this function satisfies all the conditions of the theorem,
some more remarks are needed.
• As already mentioned above the functions A,Ω(1),Ω(2) are multivalued. We
will show below that nevertheless the function Ψn(t, P ) is well defined if we
insist that the path of integration is the same for all three functions.
• Z := K +∑1≤m≤g A(Pm). As we want Ψn(t, P ) to be well defined we now
specify the path of integration from E2g+1 to Pm. We first integrate on the
upper sheet along R on the C+ := {E ∈ C : Im(E) > 0} side from E2g+1 to
the branchpoint E2m−1 and then from E2m−1 to Pm along the real axis, where
the path always first stays on the upper sheet, and in case that Pm lies on the
lower sheet, we switch the sheet at E2m. Of course we could have chosen any
fixed path from E2g+1 to Pm, but the preceeding choice leads to an especially
simple formula for Z in (B.46) below.
• In the case that g = 0 the theta functions are simply replaced by the factor 1.
One checks that all the steps of the proof given below are trivially satisfied in
this case.
In order to see that Ψn(t, P ) is well defined we have to examine what happens if
we add to the path of integration one of the cycles αk, βk, 1 ≤ k ≤ g or γj , j = 1, 2,
where the γ ’s are the cycles around P∞ /resp. P
∗
∞. The γ cycles only effect
Ω(1) by adding a multiple of 2πi, which does not change the value of Ψn(t, P )
because of the exponentiation. The α cycles only change the entries of A(P ) by
adding integers which has no effect because of the periodicity of the theta function
in the real direction (see (A.9)). The β cycles change all three integrals and it is
straightforward to show that all the factors cancel out by the monodromy property
of the theta function (A.10) and by the choice of the vectors U and V (see (A.7)
and (A.8)).
As A,Ω(1),Ω(2) are holomorphic in Rg \ {P∞, P ∗∞}, properties (i) and (ii) are
equivalent to showing that the zeros of ϑ(A(P )− Z|τ) are all simple and that they
are given by P1, P2, . . . , Pg. By definition of Z and by [FK, Theorem b,VI.3.3],
(see also [G1, Thm 17.9]) this is equivalent to proving that the divisor P1P2 . . . Pg
is nonspecial, i.e that there exists no holomorphic differential on Rg vanishing at
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P1, P2, . . . , Pg and which is not identically equal to zero. But this is easily deduced
from the characterisation of holomorphic differentials as given in (A.2) and from the
fact that π(Pi) 6= π(Pj) for i 6= j.
Property (iii) can be verified from the definitions of ω(1) and ω(2).
This settles existence and we can now turn to the question of uniqueness. Sup-
pose Ψ˜n(t, ·) satisfies (i),(ii) and (iii). We consider the function Ψ˜n(t,·)Ψn(t,·) . It is mero-
morphic and its poles are the zeros of ϑ(A(P ) + Un+ V t− Z|τ). It will be shown
below (see Remark B.48) that for all n and t, ϑ(A(P )+Un+V t−Z|τ) has exactly
g zeros, one in each gap, which form a nonspecial divisor and by the Riemann-Roch
theorem it follows that Ψ˜n(t,·)Ψn(t,·) must be a constant (see e.g. [FK, III.4.8], [G1, Thm
16.11]).
✸
We now introduce a normalization of the Baker -Akhiezer function. Denote by
ψn(t, ·) the uniquely defined BA-function which has the following expansion at P∞.
ψn(t, P ) = E
−nexp(− t
2
E)(1 +
∞∑
s=1
ξ+s (n, t)E
−s).(A.13)
This is possible as we see from (A.12) and the position of the zeros of ϑ(A(·) +
Un+ V t−Z|τ) described above, that Ψn(t, P∞) 6= 0. The expansion at P ∗∞ is then
written as
ψn(t, P ) = E
nexp(
t
2
E)(ξ−0 (n, t) +
∞∑
s=1
ξ−s (n, t)E
−s).(A.14)
We can express ξ−0 (n, t) in the following way. Let us expand Ψn(t, P ) as given
in equation (A.12) around P∞ and P
∗
∞. From the definition of ω
(1) and ω(2) it is
obvious that we can expand their integrals in the following way around the infinities.
Ω(1)(P ) = ∓(lnE +
∞∑
l=0
I±l E
−l) around P∞ /resp. P
∗
∞.(A.15)
Ω(2)(P ) = ∓1
2
(E +
∞∑
l=0
R±l E
−l) around P∞ /resp. P
∗
∞.(A.16)
In order to have the zero order terms I±0 and R
±
0 well defined we shall now fix
the path of integration from E2g+1 to P∞ and P
∗
∞ as the path along the real axis
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from E2g+1 to +∞ on the upper sheet /resp. on the lower sheet. The holomorphic
continuation of Ψn(t, P )E
nexp( tE2 ) takes at P∞ the value
exp(−nI+0 −
t
2
R+0 )
ϑ(A(P∞) + Un+ V t− Z|τ)
ϑ(A(P∞)− Z|τ) .
The path in the integration of ω is chosen as above, which determines the value
of A(P∞) uniquely. It follows by the Riemann bilinear relations (see e.g. [FK,
III(3.6.3)]), that
1
2πi
∫
β
ω(1) =
∫ P∞
P ∗∞
ω = A(P∞)−A(P ∗∞).(A.17)
As ω differs on the different sheets only by a sign we obtain with (A.7), that
A(P∞) =
1
2
U = −A(P ∗∞).(A.18)
At P ∗∞ the holomorphic continuation of Ψn(t, P )E
−nexp(− tE2 ) takes the value
exp(nI−0 +
t
2
R−0 )
ϑ(A(P ∗∞) + Un+ V t− Z|τ)
ϑ(A(P ∗∞)− Z|τ)
.
Hence
ξ−0 (n, t) = exp
(
n(I+0 + I
−
0 ) +
t
2
(R+0 +R
−
0 )
)
ϑ(U(n− 12) + V t− Z|τ)ϑ(12U − Z|τ)
ϑ(U(n+ 12) + V t− Z|τ)ϑ(−12U − Z|τ)
.(A.19)
In Appendix B we will determine formulae for I+0 , I
−
0 , R
+
0 , R
−
0 , U, V, Z, from which
it is easy to see that all the parameters are real and hence ξ−0 (n, t) ∈ R \ {0}. But
ξ−0 (0, 0) = 1 and by the hence by continuity (regard n as an arbitrary real variable)
ξ−0 (n, t) > 0. We define
xn(t) := ln ξ
−
0 (n, t)(A.20)
as a real number. The next theorem shows that xn(t) is a solution of the Toda
lattice.
Theorem A.21 ([Kr1], [G2]) Let xn(t) be defined as in (A.20). Then xn is twice
differentiable (in fact infinite differentiable) for all n ∈ Z and furthermore
∀n ∈ Z, t ∈ R : x¨n(t) = exp(xn−1(t)− xn(t))− exp(xn(t)− xn+1(t)).
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Proof : Recall from the Introduction that we can write the Toda equation in
Lax pair form by using Flaschka variables (see (1.12) – (1.15)). We will show below
that for
ψ˜n(t, P ) := exp(−xn
2
)ψn(t, P ),(A.22)
the following equations are satisfied for all t ∈ R and P ∈ Rg \ {P∞, P ∗∞}.
L˜ψ˜ =
1
2
Eψ˜.(A.23)
∂
∂t
ψ˜ = B˜ψ˜.(A.24)
Equation (1.15) follows as the compatibility condition of equations (A.23) and
(A.24).
Proof of equations (A.23) and (A.24).
We define the auxiliary function △1 := ((L˜− E2 )ψ˜)n. Using (A.13) we can calculate
the behavior of △1Enexp( t2E) around P∞ and we arrive at
1
2
exp(−xn
2
)(ξ+1 (n− 1, t)− ξ+1 (n, t)− x˙n) +O(E−1).
In the same way we determine from equation (A.14) the behavior of△1E−nexp(− t2E)
around P ∗∞. It is given by
1
2
exp(
xn
2
)(e−xn+1ξ−1 (n+ 1, t)− e−xnξ−1 (n, t)− x˙n) +O(E−1).
The quantity △1 satisfies conditions (i) and (ii) of Theorem A.11 and thus we can
conclude that
ξ+1 (n− 1, t)− ξ+1 (n, t)− x˙n = e−xn+1ξ−1 (n + 1, t)− e−xnξ−1 (n, t)− x˙n.(A.25)
Proceeding in an analog way for the auxiliary function △2 = (( ∂∂t − B˜)ψ˜)n we
conclude again from Theorem A.11 that
ξ+1 (n− 1, t)− ξ+1 (n, t)− x˙n = −e−xn+1ξ−1 (n+ 1, t) + e−xnξ−1 (n, t) + x˙n.(A.26)
Adding equations (A.25) and (A.26) we see that ξ+1 (n− 1, t)− ξ+1 (n, t)− x˙n = 0
and again by Theorem A.11 it follows that △1 and △2 are both equal to zero and
this proves equations (A.23) and (A.24).
✸
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Appendix B
Evaluation of the g-gap
solution for small gaps
The goal of this appendix is to prove Theorem 5.8 , that is to produce a 2g-parameter
family of time periodic solutions of the doubly infinite Toda lattice with period 2πγ
satisfying certain regularity conditions. We use the g -gap solutions produced in the
last section in the case that the gaps are small. First we introduce some notation.
We choose the variables λj , pj , 1 ≤ j ≤ g in such a way, that E2j−1 = λj − pj
and E2j = λj + pj, 1 ≤ j ≤ g. In addition we call a := E0 and b := E2g+1.
Hence the g-gap solutions are completely parameterized by the 3g+2 real quantities
a, b, λj , pj , Pj , 1 ≤ j ≤ g. The plan of the present Appendix is as follows. We will
determine the dependence of the quantities τ, U, V, Z, I±0 , R
±
0 in equation (A.19)
on the parameters a, b, λj , pj, Pj , 1 ≤ j ≤ g. Then we will proceed to show that
for small gaps there is indeed a choice of parameters, such that the corresponding
solution xn(t) as given by (A.20) has all the properties of Theorem 5.8. Special
emphasis will be given to the limits pj → 0, i.e. when gaps close. Even though the
analytic expressions will achieve some limit value it is not clear a priori, that this
limit coincides with the formula for the corresponding lower-gap solution. Therefore
this has to be checked separately.
Remark B.1 During the Appendix we will always assume that the hypothesis of
Theorem 5.8 holds, i.e.
gγ < 2e−
c
2 < (g + 1)γ.
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We specify the range for the different parameters.
a ∈ (−2e− c2 − ǫa,−2e−
c
2 + ǫa).(B.2)
b ∈ (2e− c2 − ǫb, 2e−
c
2 + ǫb).(B.3)
pj ∈ (0, ǫpj ).(B.4)
λj ∈ (λ(0)j − ǫλj , λ(0)j + ǫλj ), where(B.5)
λ
(0)
j :=
a+ b
2
−
√(
b− a
2
)2
− j2γ2, 1 ≤ j ≤ g.(B.6)
π(Pj) ∈ [λj − pj , λj + pj].(B.7)
The main requirements which have to be satisfied for the choice of the various ǫ ’s
is that we have to ensure that the bands do not vanish, i.e. a < λ1 − p1 < · · · <
λg + pg < b. Furthermore we want λ
(0)
j to be real, which can be achieved by the
assumption (5.9) above together with the choice of a and b. During the calculations
some other conditions on the smallness of the ǫ ’s will occur (e.g. induced by the
use of the implicit function theorem) and of course we want them to be satisfied as
well.
B.1 The holomorphic differentials and the τ matrix
The holomorphic differentials on Rg can be written as
p(E)√
R(E)
dE (compare with
A.2), where p is a polynomial of degree ≤ g − 1 ,
R(E) =
2g+1∏
j=0
(E − Ej) = (E − a)(E − b)
g∏
j=1
((E − λj)2 − p2j),
and
√
R(E) is defined on Rg with the usual convention, that on the upper sheet√
R(E) → +∞, as E → +∞. Our first goal is to determine the canonical basis
of the holomorphic differentials ωl =
rl(E)√
R(E)
dE, which has to be chosen such that∫
αk
ωl = δk,l.
For the calculations it turns out that the following basis of polynomials of degree
≤ g − 1 is useful. We denote
ej(E) :=
g∏
m = 1
m 6= j
E − λm
λj − λm .(B.8)
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We begin with the calculation of some elementary integrals. The first candidate
is
b˜k,j :=
∫ E2k−1
E2k−2
ej(E)√|R(E)|dE, 1 ≤ k ≤ g,(B.9)
and
B˜ := (b˜k,j)
g
k,j=1.(B.10)
Here the square root in the denominator always denotes the positive root. In order
to demonstrate how this integral will be analyzed (especially in the limit as pk →
0) we split the integral in two parts. Let d be any fixed number in the interval
[E2k−2, E2k−1], which is away from the edges of the bands independently of the
choice of the parameters as they vary over the allowed regions. Let
fj,k(E) := ej(E)
1√
(E − a)(b− E)
g∏
m = 1
m 6= k
1√
(E − λm)2 − p2m
,(B.11)
then there exists a smooth function f˜j,k such that we can write
fj,k(E) = fj,k(λk) + (E − λk)f˜j,k(E)(B.12)
for E ∈ [d, λk]. By simple changes of variables we have
∫ λk−pk
d
1√
(E − λk)2 − p2k
dE =
∫ λk−d
pk
1
ds√
s2 − 1
= arccosh
(
λk − d
pk
)
= ln 2
λk − d
pk
+ ln
1
2
+
√
1
4
− p
2
k
4(λk − d)2
 .
∫ λk−pk
d
(E − λk)f˜j,k(E)√
(E − λk)2 − p2k
dE = −
∫ √(d−λk)2−p2k
0
f˜j,k
(
λk +
√
s2 + p2k
)
ds.
Note that the last quantity is a C1 function of all the parameters, namely (a, b, λj , pj).
Furthermore we see that the expression just depends on p2j and therefore we can
define it for pj ≤ 0 such that the smooth dependence on the parameters is preserved
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and we obtain a function, which is even in all (small) pj ’s. This continuation is
purely formal. Using the abbreviation
hk :=
1√
(λk − a)(b− λk)
g∏
m = 1
m 6= k
1√
(λk − λm)2 − p2m
,(B.13)
we state
Lemma B.14 Given the definitions as above, then
b˜k,j = δk,jhk ln
1
pk
+ δk−1,jhk−1 ln
1
pk−1
+ b˜
(reg)
k,j ,(B.15)
where b˜
(reg)
k,j is a C
1 function of the parameters (a, b, λj , pj), which can be extended
for nonpositive values of the pj ’s in an even way, preserving the smoothness.
Proof : We split the integrals as described above. The integrals from E2k−2
to d can be dealt with in a similar way.
✸
There is a second elementary integral which we wish to discuss. Define
a˜k,j :=
∫ λk+pk
λk−pk
ej(E)√|R(E)|dE.(B.16)
Utilizing the notation introduced in equation (B.11) we obtain without effort
a˜k,j =
∫ 1
−1
fj,k(λk + pks)√
1− s2 ds,(B.17)
from which it is obvious that a˜k,j is a smooth function of the parameters and can be
extended to (small) nonpositive values of pj as an even and smooth function. From
the formula (B.17) we can also read off that
a˜k,j = δk,jπhk + a˜
(ho)
k,j ,(B.18)
with a˜
(ho)
k,j = O(p
2
k).( (ho) stands for higher order). Let us introduce the matrices
A˜ := (a˜k,j)
g
k,j=1, A˜
(ho) := (a˜
(ho)
k,j )
g
k,j=1 and C˜ := A˜
−1. We can again state a lemma.
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Lemma B.19 Given the definitions as above. Then
A˜ = diag (πhk) + A˜
(ho).(B.20)
C˜ = diag (
1
πhk
) + C˜(ho).(B.21)
All entries of the matrices are smooth in the parameters (a, b, λj , pj) and have an
even and smooth extension for (small) nonpositive pj. Finally we have the estimates
∀1 ≤ j, k ≤ g : a˜(ho)k,j = O(p2k) and c˜(ho)k,j = O(p2k).
Proof : The claim has been shown for A˜. Expanding C˜ in a Neumann series
completes the proof.
✸
Using these two lemmas we can evaluate the corresponding integrals over the
cycles of the canonical homology basis. Let
ak,j :=
∫
αk
ej(E)√
R(E)
dE and A := (ak,j)
g
k,j=1.(B.22)
bk,j :=
∫
βk
ej(E)√
R(E)
dE and B := (bk,j)
g
k,j=1.(B.23)
Looking at Figure A.1 in the beginning of Appendix A and keeping track of the
signs we obtain the following formulae
A = diag (2(−1)g−k)A˜.(B.24)
B =
 1 0... . . .
1 · · · 1
 diag (2i(−1)g−k)B˜.
= B(sing) +B(reg),(B.25)
with
B(sing) = diag (−2i(−1)g−khk ln pk),(B.26)
B(reg) =
 1 0... . . .
1 · · · 1
 diag (2i(−1)g−k)B˜(reg).(B.27)
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We return to determining the basis of the holomorphic differentials
ωl =
rl(E)√
R(E)
dE.(B.28)
Obviously we can write rl(E) =
∑g
j=1 rl(λj)ej(E), i.e. using vector notation
r = RT e, with R = (rj,l)
g
j,l=1, rj,l := rl(λj).(B.29)
The normalization condition for the ωl reduces to
∑g
j=1 ak,jrj,l = δk,l or equivalently
R = A−1.(B.30)
Note that the last three equations together with Lemma B.19 determine the holo-
morphic differential completely.
Finally the matrix of β periods of the ωl ’s can be expressed as
τk,l =
∫
βk
rl(E)√
R(E)
dE =
g∑
j=1
bk,jrj,l.
Therefore
τ = BR = BA−1.(B.31)
We combine equations (B.24),(B.25),(B.26),(B.27), (B.31) and Lemma B.19 to com-
pute πiτ .
πiτ =
 diag (2π(−1)g−khk ln pk) +
 1 0... . . .
1 · · · 1
 diag (−2π(−1)g−k)B˜(reg)

×C˜ diag (1
2
(−1)g−k).
Introducing the matrices
τ1 := diag (π(−1)g−khk ln pk)C˜(ho) diag ((−1)g−k),(B.32)
τ2 :=
 1 0... . . .
1 · · · 1
 diag (−π(−1)g−k)B˜(reg)C˜ diag ((−1)g−k),(B.33)
τ (reg) := τ1 + τ2,(B.34)
we can summarize the information about πiτ as follows.
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Lemma B.35 Given the definitions made above, we can express
πiτ = diag (ln pk) + τ
(reg),
where the entries of the matrix τ (reg) are C1 functions of the parameters (a, b, λj , pj).
Furthermore they have an even extension for nonpositive values of pj , which pre-
serves the C1 regularity.
Proof : It is only the matrix τ1, which needs some consideration, namely the
questions of a smooth and even extension for the terms (ln pk)c˜
(ho)
k,j . But this is an
immediate consequence of Lemma B.19.
✸
B.2 Frequencies and phase - U, V and Z
As already remarked in Appendix A (A.18), the vector U can be expressed as an
integral of the ωl ’s. More precisely
U =
1
2πi
∫
β
ω(1)
=
∫ P∞
P ∗∞
ω
= RT
(
2
∫ ∞
b
e(E)√
R(E)
dE
)
.
The last integration is performed on the upper sheet along the real axis. Using
equations (B.24), and (B.30) we conclude the following.
Lemma B.36 Given the notation as above. Then
U = diag (
1
2
(−1)g−k)C˜T
(
2
∫ ∞
b
e(E)√
R(E)
dE
)
.(B.37)
U is a smooth function of all the parameters (a, b, λj , pj). Again there is an exten-
sion for nonpositive values of the pj ’s, which is even in each pj and preserves the
smoothness.
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Proof : The methods are the same as in all the other lemmas. Looking at
the formula one might expect some difficulties for the differentiation with respect
to b, but the transformation E → E + b resolves the situation. Secondly one might
wonder whether the infinite domain of integration causes problems, but it is easy to
check that all derivatives have uniformly at least as good a decay as 1E2 , which is
integrable.
✸
In order to evaluate V (see (A.8)), we have to determine the zero order coefficient
of ωl at P∞ and P
∗
∞ (see [FK, III.3.8 (3.8.2)]). Denote rl(E) =
∑g−1
j=0 dl,jE
j and
ξ = 1E as the local coordinates at the infinities. Then
ωl = −
∑g−1
j=0 dl,jξ
g−j−1√∏2g+1
j=0 (1− ξEj)
dξ.
This implies
ωl = (−dl,g−1 +O(ξ))dξ at P∞,
ωl = (dl,g−1 +O(ξ))dξ at P
∗
∞.
We obtain
Vl =
1
2πi
∫
β
ω(2) = −dl,g−1.
Introducing the abbreviation
gk :=
g∏
m = 1
m 6= k
1
λk − λm
,(B.38)
it follows from (B.8) and (B.28) – (B.30), that
Vl = −
g∑
j=1
rj,lgj .
We can rewrite this equation as
V = −RT diag (gk)
 1...
1
 .(B.39)
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V = − diag (1
2
(−1)g−k)C˜T diag (gk)
 1...
1
 .(B.40)
The next lemma will finally tell us that we can choose the λj ’s as functions of
the other parameters such that the solution of the Toda lattice which we have
constructed in Appendix A is time periodic with frequency γ.
Lemma B.41 There are smooth functions λj(a, b, p1, . . . , pg), 1 ≤ j ≤ g, which are
even in each pk such that
V = − 1
2π
 γ...
gγ
 .(B.42)
Proof : This lemma is a consequence of the implicit function theorem. To see
this more explicitly, we use Lemma B.19 and equations (B.13), (B.38) to evaluate
the formula (B.40).
V =
 diag
−
1
2π
√
(λk − a)(b− λk)
g∏
m = 1
m 6= k
√
1− p
2
m
(λk − λm)2
+O(p2)


1
...
1
 .
(B.43)
If all the pk ’s are equal to zero, we choose
λj = λ
(0)
j =
a+ b
2
−
√(
b− a
2
)2
− j2γ2
(λ
(0)
j is real, see (B.6) and remark below), in order to solve equation (B.42). Observe
that the λ
(0)
j ’s are distinct and lie in (a,
a+b
2 ) ⊂ (a, b). We compute the derivative
∂λV (p = 0, a, b, λ
(0)
j ) = diag
− −2λ(0)k + a+ b
4π
√
(λ
(0)
k − a)(b− λ(0)k )
 ,
which is invertible as kγ < 2e−
c
2 for all 1 ≤ k ≤ g and one can therefore choose
ǫa and ǫb in (B.2), (B.3) small enough such that kγ <
b−a
2 for all 1 ≤ k ≤ g. The
evenness of the λj ’s in the pk ’s is a consequence of the evenness of all the terms in
the equation and the uniqueness of the solution.
✸
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Remark B.44 We have chosen for each λ
(0)
j only one of the two possible solutions
of the equation (B.42) for p = 0. We have seen in Remark 5.30, that the physical
reason for this lies in the direction in which energy is transported in the correspond-
ing g-gap solution. The reader may recall that exactly the same situation occurred
in Chapter 4 with the choice of the spatial frequency β.
Next we compute the phase Z. Therefore it is necessary to determine the vector
of Riemann constants K. Proceeding as in [FK, VII.1.2] we obtain
K = −
g∑
m=1
A(E2m−1),
as it is easy to check that the zeros of P → ϑ(A(P )) are given by E2m−1, 1 ≤ m ≤ g.
This implies
Z =
g∑
m=1
A(Pm) +K(B.45)
=
g∑
m=1
∫ Pm
E2m−1
ω = RT
g∑
m=1
∫ Pm
E2m−1
e(E)√
R(E)
dE
= − diag (1
2
(−1)g−k)C˜T
{∫ Pm
E2m−1
ej(E)√
R(E)
dE
}g
j,m=1
 1...
1
 .(B.46)
The path of integration from E2m−1 to Pm is chosen along the real axis, beginning
on the upper sheet and in case that Pm lies on the lower sheet we switch sheets at
E2m. This choice is consistent with the description at the beginning of the proof of
Theorem A.11.
The following lemma states that we can choose the Pj ’s such that all phases Z
are obtained. Recall that Pj is a point on Rg such that π(Pj) ∈ [E2j−1, E2j ], (see
(B.7)) i.e. each Pj lies on a cycle diffeomorhic to S
1.
Lemma B.47 The map (P1, . . . , Pg) 7−→ Z is a surjective map from (S1)g to Rg/Zg
for all choices of parameters (a, b, λj , pj).
Proof : By inspection of equation (B.46) it is clear that Z ∈ R (see Lemma B.19).
It suffices to show that the image of the map is open and closed. First of all we
have to convince ourselves that the map is differentiable. The only problem may
occur at points Pm = E2m−1 as the path of integration changes discontinously at
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this point. More precisely, we have to investigate what happens if we add to the
path of integration a cycle αm. By equation (B.45) and the definition of ω we see
that this adds a vector to Z, which is zero in Rg/Zg. This settles the question of
differentiability. Furthermore we know (see [FK, III.11.11 (Remark 1)] or [G1, Thm
17.20]) that the differential of the map has maximal rank g at any point. This shows
that the image is open. That the image is closed is a consequence of the well known
fact that the image of a compact set under a continuous map is again compact and
hence closed.
✸
Remark B.48 The zeros of ϑ(A(·) + Un+ V t− Z|τ).
We now prove the asssertion, that the function P 7→ ϑ(A(P ) +Un+ V t− Z|τ) has
exactly g one zero in each gap for all n ∈ R, t ∈ R ,which was used in the proof of
Theorem A.11. By [FK, VI.3.3, Theorem b] it suffices to show that there exists a
choice of P ′j with π(P
′
j) ∈ [E2j−1, E2j ], such that
Un+ V t− Z(P1, . . . , Pg) = −Z(P ′1, . . . , P ′g) in Rg/Zg.
As U, V, Z(P1, . . . , Pg) are easily seen to be real valued vectors, the existence of such
points follows from the Lemma B.47 above.
B.3 I±0 and R
±
0
I±0 :
Recall the definition of I±0 in (A.15). Let
ω
(1)
0 := −
∏g
j=1(E − λj)√
R(E)
dE.(B.49)
This differential has the desired behavior at the poles and hence we only have to
normalize in order to obtain ω(1).
ω(1) = ω
(1)
0 −
g∑
j=1
(∫
αj
ω
(1)
0
)
ωj.(B.50)
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Note that ω(1) just changes sign if we switch from the upper to the lower sheet, and
therefore ∀s ≥ 0 : I+s = I−s (see equation (A.15)). We can express
I+0 = lim
E→∞
−
(∫ E
b
ω(1) + lnE
)
= lim
E→∞
−
(∫ E
b
ω
(1)
0 + lnE
)
+ <
∫
α
ω
(1)
0 ,
1
2
U > .
The above integration takes place on the upper sheet. We recall, that the g-gap
solution should be brought into the form xn(t) = cn+ small. Comparing with
(A.19) and (A.20), we see that this implies a condition on the following quantity.
I := I+0 + I
−
0 .(B.51)
Lemma B.52
I = lim
E→∞
−2
(∫ E
b
ω
(1)
0 + lnE
)
+ <
∫
α
ω
(1)
0 , U >(B.53)
is a smooth function of all the parameters (a, b, λj , pj) and has an even and smooth
extension for nonpositive values of the pj ’s. Furthermore there exists a unique
smooth function b(a, p1, . . . , pg), which is even in each pk, such that
I(a, b, λj , pj) = c.(B.54)
It is understood that λj is a function of a, b, pk as determined in Lemma B.41.
Proof : We break I into several pieces which we examine seperately. During
this proof it is understood that all the square roots that appear take on positive
values. Let us first examine the dependence of I on the parameters.
•
−
∫ E
b
dλ√
(λ− a)(λ− b) + lnE
= − arccosh
(
2
b− a
(
E − a+ b
2
))
+ lnE
= −
(
lnE + ln
(
4
b− a
(
1− a+ b
2E
))
+ ln
(
1
2
+
√
1
4
− (b− a)
2
4(a+ b− 2E)2
))
+ lnE,
which tends to ln b−a4 as E →∞.
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• The remainder of the first term of I in equation (B.53) is given by
∫ ∞
b
1√
(λ− a)(λ− b)
 g∏
j=1
1√
1− p
2
j
(λ−λj)2
− 1
 dλ.
In order to faciliate the differentiaton with respect to b, we shift the variable
of integration by b. Furthermore it is not too complicated to see that all the
derivatives of the integrands with respect to the parameters are uniformly
bounded by O( 1
λ3
) on the domain of integration and hence integrable.
• For the last term < ∫α ω(1)0 , U >, it is enough to cite Lemma B.36 and to refer
to the techniques introduced in the proof of Lemma B.19.
Our second goal is to determine b from the implicit function theorem. Let λj depend
on a, b, pk as given in Lemma B.41. Then we can write I = I(a, b, pj), a smooth
function satisfying
I(a, b, 0) = −2 ln b− a
4
.
Let
b(0) := a+ 4e−
c
2 ,(B.55)
then
I(a, b(0), 0) = c.
∂
∂b
I(a, b(0), 0) =
e
c
2
2
6= 0.
The implicit function theorem yields the remaining claims of the Lemma.
✸
R±0 :
Recall the definition of R±0 in (A.16). We proceed as above. Define
ω
(2)
0 := −
(
E − a+b2
)∏g
j=1(E − λj)
2
√
R(E)
dE.(B.56)
Then
ω(2) = ω
(2)
0 −
g∑
j=1
(∫
αj
ω
(2)
0
)
ωj.(B.57)
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Equation (A.16) yields
R+0 = R
−
0 = lim
E→∞
(
−2
∫ E
b
ω(2) − E
)
= lim
E→∞
(
−2
∫ E
b
ω
(2)
0 − E
)
+ <
∫
α
ω
(2)
0 , U > .
The following lemma states that we can choose the parameter a in such a way, that
the average speed of the solution will be 0.
Lemma B.58 Denote
R := R+0 +R
−
0 .(B.59)
Then
R = lim
E→∞
(
−4
∫ E
b
ω
(2)
0 − 2E
)
+ 2 <
∫
α
ω
(2)
0 , U > .(B.60)
There exists a unique smooth function a(p1, . . . , pg), which is even in each pk, such
that
R(a, b, λj , pj) = 0,(B.61)
where it is understood, that the λj ’s depend on a, b and the pk ’s as it is determined
in Lemma B.41 and b depends on a, pk as described in the previous Lemma.
Proof : We proceed as in the proof of Lemma B.52. The only difference is
that the first term in equation (B.60) is split up in
2
∫ E
b
λ− a+b2√
(λ− a)(λ− b)dλ− 2E
and a remainder
2
∫ ∞
b
λ− a+b2√
(λ− a)(λ− b)
 g∏
j=1
1√
1− p
2
j
(λ−λj)2
− 1
 dλ.
The first part tends to −(a + b), as E → ∞, whereas the second part can be
dealt with as in the previous lemma. Furthermore this part vanishes identically for
p1 = · · · = pg = 0. With the techniques of the proof of Lemma B.19 we observe
that
∫
αk
ω
(2)
0 = O(p
2
k). Finally we examine R as a function of a and pk. From what
was just said it is immediate, that
R(a, pj = 0) = −(a+ b(a, 0)) = −(2a+ 4e−
c
2 ).
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defining a(0) := −2e− c2 we obtain
R(a(0), 0) = 0,
∂
∂a
R(a(0), 0) = −2,
which allows the use of the implicit function theorem.
✸
Note that (A.19), (A.20) together with Lemmas B.35, B.36, B.41, B.47, B.52,
B.58 already prove Theorem 5.8 with the exception of the last statement, concerning
the limits pj → 0.
B.4 The closing of gaps
All the formulae of the last sections were derived under the assumption that all the
the gaps are open, i.e. for all 1 ≤ j ≤ g : pj > 0. Nevertheless we have made it
a point that almost all of the analytical expressions which we have calculated have
a smooth (at least C1) continuation for nonpositive values of the pj ’s. It is not
a priori clear that the limits we obtain if we let some of the pj ’s tend to zero,
coincide with the formulae for the corresponding lower gap solution. It is the goal of
this section to convince ourselves that the expression for ξ−0 (n, t) which is given in
equation (A.19) has a continuous limit if some or all gaps close as described above.
Clearly it suffices to examine the case that only one of the gaps closes at a time.
To be more specific, fix pj > 0 for 1 ≤ j ≤ g, j 6= ν and pν = 0, as well as the
other parameters a, b, λj , Pj . We further assume that g > 1. The case that the last
gap closes will be dealt with at the end of this subsection.
We use the following notation. All quantities which have to be evaluated will
in two versions, namely with or without ′ (e.g. A˜, A˜′). Without ′ denotes the
quantity for the g-gap case, in the limit pν → 0, whereas the quantity with ′ stands
for the corresponding g − 1 gap expression with the same choice of the remaining
parameters. Note that the parameters λν , pν and Pν do not appear in the g− 1 gap
case.
For a g× g matrix M , we define by Mk,j 6=ν the (g− 1)× (g− 1) matrix which is
obtained from M by cancelling the ν -th row and column. Similarily for a vector v,
we denote by vj 6=ν the vector where the ν -th entry is cancelled. Finally the (k, j)
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entry of a matrix M will sometimes be denoted by M(k, j). Let us now collect all
the technical information, we will need.
Proposition B.62 With the notation introduced above, the following relations hold
for g > 1.
(i) A˜k,j 6=ν = diag ( sgn (λk − λν))A˜′ diag ( 1λk−λν ).
A˜(ν, j) = 0, for j 6= ν.
(ii) C˜k,j 6=ν = diag (λk − λν)C˜ ′ diag ( sgn (λk − λν)).
C˜(ν, j) = 0, for j 6= ν.
C˜
(ho)
k,j 6=ν = diag (λk − λν)C˜ ′(ho) diag ( sgn (λk − λν)).
C˜(ho)(ν, j) = 0, for j 6= ν.
(iii) Uj 6=ν = U
′.
(iv) Vj 6=ν = V
′.
(v) Zj 6=ν = Z
′.
(vi) τ
(reg)
k,j 6=ν =
(
τ (reg)
)′
.
(vii) I = I ′.
(viii) R = R′.
Proof :
(i)
j, k 6= ν : a˜k,j =
∫ λk+pk
λk−pk
ej(E)√|R(E)|dE
=
1
λj − λν
∫ λk+pk
λk−pk
e′j(E)√|R′(E)| sgn (E − λν)dE.
k = ν : a˜k,j = δν,jπhν (see equation (B.18) ) .
(ii) We obtain the information about C˜ from evaluating the relation A˜C˜ = I in the
following order. From the (ν, ν) entry conclude that C˜(ν, ν) = 1πhν . Looking
at the ν -th row we see that ∀j 6= ν : C˜(ν, j) = 0. This shows that C˜k,j 6=ν is
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the inverse of A˜k,j 6=ν, and this yields the claim for C˜. To prove the claim for
C˜(ho) it is enough (see (B.21)) to observe from (B.13) that for k 6= ν
1
πhk
= (λk − λν) 1
πh′k
sgn (λk − λν).
(iii) For j 6= ν, we check that ∫∞b ej(E)√R(E)dE = 1λj−λν ∫∞b e′j(E)√R′(E)dE. The claim
then follows from equation (B.37) and from property (ii) (esp. C˜T (k, ν) = 0
for k 6= ν).
(iv) The proof is similar to (iii). Here it suffices by equation (B.40) to show that diag (gk)
 1...
1


j 6=ν
= diag (
1
λk − λν ) diag (g
′
k)
 1...
1
 .
But this follows directly from (B.38).
(v) Looking at formula (B.46) it is sufficient to verify that
(∫ Pm
E2m−1
ej(E)√
R(E)
dE
)
j,m

 1...
1


j 6=ν
= diag (
1
λk − λν )
(∫ Pm
E2m−1
e′j(E)√
R′(E)
dE
)
j,m6=ν

 1...
1
 .
It is not difficult to check this relation, if one observes that for j 6= ν :∫ Pν
E2ν
ej(E)√
R(E)
dE = 0 in the limit of pν → 0.
(vi) We have to examine the behavior of τ1 and of τ2 (see equations (B.32),(B.33)).
The fact that (τ1)k,j 6=ν = (τ1)
′ follows directly from (ii) above and (B.32), using
the fact that for k 6= ν : hk = 1|λk−λν |h′k. The proof that (τ2)k,j 6=ν = (τ2)
′ needs
more consideration. First we remark, that because of C˜(ν, j) = 0 for j 6= ν
(see (ii)), it suffices to prove the following equality.
 1 0... . . .
1 · · · 1
 diag (−2π(−1)g−k)B˜(reg)

k,j 6=ν
=
 1 0... . . .
1 · · · 1
 diag (−2π(−1)g−1−k)(B˜(reg))′ diag ( 1
λk − λν ).
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Write B˜(reg) = B˜ − B˜(sing). Observe that by equation (B.25)
 1 0... . . .
1 · · · 1
 diag (−2π(−1)g−k)B˜(sing)

k,j 6=ν
=
[
diag (2π(−1)g−khk ln pk)
]
k,j 6=ν
,
and one checks easily that this equals 1 0... . . .
1 · · · 1
 diag (−2π(−1)g−1−k)(B˜(sing))′ diag ( 1
λk − λν ).
To complete the proof we must check the relation for B˜ itself. It suffices to
compute b˜k,j for j 6= ν. It is enough to verify the following two relations.
• For k 6= ν and k 6= ν + 1: b˜k,j = sgn (λk−λν)λj−λν b˜′k′,j′,
where k′ = k, for k < ν and k′ = k − 1, for k > ν,
and j′ = j, for j < ν and j′ = j − 1, for j > ν.
• −b˜ν,j + b˜ν+1,j = 1λj−λν b˜′ν,j′ .
The first relation follows directly from the definitions. The crucial point for
proving the second relation is the following calculation. In order to investigate
the limit pν → 0 explicitly, let us now assume for a moment that pν > 0. Let
ǫ > 0 be an arbitrary but small number and let pν < ǫ. Then
−
∫ λν−pν
λν−ǫ
ej(E)√|R(E)|dE +
∫ λν+ǫ
λν+pν
ej(E)√|R(E)|dE
=
1
λj − λν
(
−
∫ λν−pν
λν−ǫ
e′j(E)(E − λν)√|R′(E)|√(E − λν)2 − p2ν dE
+
∫ λν+ǫ
λν+pν
e′j(E)(E − λν)√|R′(E)|√(E − λν)2 − p2ν dE
)
=
1
λj − λν
− ∫ 0√
ǫ2−p2ν
e′j(λν −
√
s2 + p2ν)√
|R′(λν −
√
s2 + p2ν)|
ds
+
∫ √ǫ2−p2ν
0
e′j(λν +
√
s2 + p2ν)√
|R′(λν +
√
s2 + p2ν)|
ds

→ 1
λj − λν
(∫ ǫ
−ǫ
e′j(λν + s)√|R′(λν + s)|ds
)
, as pν → 0.
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(vii), (viii)
The proof for I and R follows trivially from the formulae which were produced
in the proofs of Lemma B.52 and Lemma B.58, properties (iii) and (iv) of this
proposition and the observation, that
∫
αν
ω
(m)
0 → 0, as pν → 0 for m = 1, 2.
✸
Remarks:
(1) In the above proposition we have kept a, b, λj fixed as pν → 0, but this is
clearly not necessary. Indeed, if a, b, λj are given continuous functions of pν then
the obvious analog of the proposition holds true. For example in the formula (vii),
I(a, b, λj , p1, . . . , 0, . . . , pg) = I
′(a, b, λj , pj 6=ν),
simply replace a, b, λj by their limiting values at pν = 0.
(2) During the proposition we assumed that g > 1, as most of the terms do not
carry any meaning for the 0-gap case. Only the quantities I and R are also well
defined for g = 0 and without changing the proof of property (vii) and (viii), we
see that the proposition also holds in the transition from the 1 -gap to the 0-gap
situation.
We finally turn to the question of basic interest, namely how the formula for the
solutions xn(t) in Theorem 5.8 (see equation (5.10)) behaves, if we let some or all
of the pν tend to zero. Recall that we have determined the parameters a, b and λj
as functions of p1, . . . , pg such that xn(t) is a periodic function in t, which is of the
form
xn(t) = cn+ ln
ϑ(12U − Z|τ)ϑ((n − 12)U + tV − Z|τ)
ϑ(−12U − Z|τ)ϑ((n+ 12)U + tV − Z|τ)
.
Let us now again investigate what happens if one of the gaps closes, i.e. pν → 0.
The first question is, whether the choice of the parameters a, b and λj as functions
of the pk ’s have the proper limit as pν → 0, i.e. whether for example
lim
pν→0
a(p1, . . . , pν , . . . , pg) = a
′(p1, . . . , pν−1, pν+1, . . . , pg).
But this can be seen from properties (iv),(vii) and (viii) of Proposition B.62, as the
solution of the determining equations (B.42), (B.54) and (B.61) for a = a(p1, . . . , pg), b =
b(p1, . . . , pg) and λj = λj(p1, . . . , pg) are unique. We are now in the position to apply
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the Proposition B.62 in order to investigate equation (5.10). It suffices to look at
the behavior of the theta functions. Using Lemma B.35 and Lemma B.41 we obtain
ϑ((n− 1
2
)U + tV − Z|τ)
=
∑
l∈Zg
p
l21
1 · . . . · p
l2g
g exp
(
2πi(< l,U > (n− 1
2
)− < l,Z >)+ < l, τ (reg)l >
)
exp
−i < l,

1
2
.
.
.
g
 > γt
 .(B.63)
We see, that in the limit pν → 0 only those terms in the sum survive, for which
lν = 0. Using in addition the relevant results from Proposition B.62 we see that the
limit of the g-gap theta function is the appropriate g − 1-gap theta function. The
other three theta functions in equation (5.10) can be dealt with in exactly the same
way. Hence we have completed the proof of Theorem 5.8.
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Appendix C
Numerical experiments
C.1 Figures of lattice motion
Figures C.6-C.11 below display the motion of the first ten particles (x0 – x9 with
the zeroth particle on top and the nineth particle on the bottom of each figure) of
lattices, which are described by the following system of equations:
x¨n = F (xn−1 − xn)− F (xn − xn+1), n ≥ 1,(C.1)
with driver x0 of the form
x0(t) = t+ ε(sin γt+ 0.5 cos 2γt)(C.2)
and initial values given at t = 0
xn(0) = x˙n(0) = 0, n ≥ 1.(C.3)
We remark that we have also made experiments with driving particles x0(t) =
2at+h(γt) and h being periodic functions different from type (C.2) (e.g. h piecewise
linear) and we have always obtained results similar to those described below. The
choice of parameters ε, γ, F is made as follows. On each page there are four figures.
They correspond to different force functions F :
top left : F (x) = ex (Toda lattice)
top right : F (x) = 2.25x (linear lattice)
bottom left : F (x) = 1.71(x + 0.2x3)
bottom right : F (x) =
2.53
1− 0.4x
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The parameters for these four types of force functions were chosen such that in the
case of ǫ = 0, the system behaves subcritical (i.e. 0.5 < acrit(F )) and the lattice
comes to rest (xn(t) → cn as t → ∞). For better comparison of the different force
laws, we ensured in addition that F ′(−c) ≈ 2.25 in all for cases. Therefore we expect
from the linear calculations (cf equation (1.26)) that the threshold values for the
frequencies should be approximately the same in all four cases (at least for small
ǫ), namely γk ≈ 3/k. Hence the different values which we selected for the driving
frequency, γ = 3.1, 2.1, 1.2 satisfy 3.1 > γ1 > 2.1 > γ2 > 1.2 > γ3. Finally all
experiments were made for two different values of the driver’ s amplitude, namely
ε = 0.2 (see Figures C.6, C.7, C.8) and ε = 0.5 (see Figures C.9, C.10, C.11).
C.2 Spectral densities
We consider equations (C.1), (C.3) in the case of the Toda lattice (F (x) = ex).
As described in the Introduction we observe numerically that the spectrum of the
corresponding Lax operator obtains a band-gap structure as t→∞ (cf Figures 1.29
– 1.32). In Chapter 2 we derived under various assumptions an integral equation
for the time-asymptotic spectral density
J(λ) = lim
t→∞
♯ {eigenvalues of L(t) that are < λ}
t
,(C.5)
(cf (1.34), Ansatz 2.22 and Theorem 2.27), which we solved explicitly in Theorem
2.38, provided a discrete number of data is known, namely the number and endpoints
of the bands. In order to test the results of Chapter 2 we proceed as follows. We
compute J(λ) for λ < inf σess(L(t)) numerically by evaluating (C.5) for large times t.
This computation also yields a good approximation of the position of the endpoints
of the spectral bands. Finally we determine the “predicted spectral density” by
solving the integral equation given by (2.39)-(2.41), using the numerically obtained
knowledge about the endpoints of the bands. In Figures C.12 and C.13 below we
display the results of these experiments for two different drivers x0 of type (C.2),
representing the cases γ1 > γ > γ2 and γ2 > γ > γ3, i.e. the one-gap and the
two-gap situation. Both figures contain
top left : the lattice motion
top right : the time evolution of the spectrum of the corresponding
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Lax operator
bottom left : the numerically computed spectral density at t = 200
bottom right : the “predicted spectral density”
One observes very good agreement of numerical and predicted spectral densities,
which a posteriori justifies the assumptions introduced in Chapter 2.
117
120115110105100
0
-1
-2
-3
-4
-5
-6
-7
time
po
si
ti
on
 o
f 
th
e 
n-
th
 p
ar
ti
cl
e
120115110105100
0
-1
-2
-3
-4
-5
-6
time
po
si
ti
on
 o
f 
th
e 
n-
th
 p
ar
ti
cl
e
120115110105100
0
-1
-2
-3
-4
-5
-6
time
po
si
ti
on
 o
f 
th
e 
n-
th
 p
ar
ti
cl
e
120115110105100
0
-1
-2
-3
-4
-5
-6
-7
time
po
si
ti
on
 o
f 
th
e 
n-
th
 p
ar
ti
cl
e
F (x) = ex (Toda lattice)
F (x) = 2.531−0.4xF (x) = 1.71(x + 0.2x
3)
F (x) = 2.25x (linear lattice)
Figure C.6: Motion of lattices (cf (C.1) – (C.3)) with ε = 0.2, γ = 3.1
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F (x) = ex (Toda lattice)
F (x) = 2.531−0.4xF (x) = 1.71(x + 0.2x
3)
F (x) = 2.25x (linear lattice)
Figure C.7: Motion of lattices (cf (C.1) – (C.3)) with ε = 0.2, γ = 2.1
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F (x) = ex (Toda lattice)
F (x) = 2.531−0.4xF (x) = 1.71(x + 0.2x
3)
F (x) = 2.25x (linear lattice)
Figure C.8: Motion of lattices (cf (C.1) – (C.3)) with ε = 0.2, γ = 1.2
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F (x) = ex (Toda lattice)
F (x) = 2.531−0.4xF (x) = 1.71(x + 0.2x
3)
F (x) = 2.25x (linear lattice)
Figure C.9: Motion of lattices (cf (C.1) – (C.3)) with ε = 0.5, γ = 3.1
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F (x) = ex (Toda lattice)
F (x) = 2.531−0.4xF (x) = 1.71(x + 0.2x
3)
F (x) = 2.25x (linear lattice)
Figure C.10: Motion of lattices (cf (C.1) – (C.3)) with ε = 0.5, γ = 2.1
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F (x) = ex (Toda lattice)
F (x) = 2.531−0.4xF (x) = 1.71(x + 0.2x
3)
F (x) = 2.25x (linear lattice)
Figure C.11: Motion of lattices (cf (C.1) – (C.3)) with ε = 0.5, γ = 1.2
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Figure C.12: Toda lattice with driver x0(t) = t+ 0.2 sin γt+ 0.1 cos γt, γ = 1.8, i.e.
γ1 > γ > γ2; see Section C.2 for detailed description.
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Figure C.13: Toda lattice with driver x0(t) = t+ 0.2 sin γt+ 0.1 cos γt, γ = 1.1, i.e.
γ2 > γ > γ3; see Section C.2 for detailed description.
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Guide to the Video
Part I and II of the video presentation follow rather closely Chapter 1 /resp.
Chapter 2 of the text. In the third part, however, the viewer might find it diffi-
cult to locate the details of what is discussed in the main text. Therefore we have
provided this guide. It gives precise references to the main text (bold face) and
repeats the formulae which were written on the black board for simple identification
(underlined).
Part III
We recall the long time behavior of the driven lattice and its dependence on the
driving frequency γ, which was described in detail in Part I. The goal of this pre-
sentation is to explain our result on the construction of 2πγ – time periodic solutions
of the semi-infinite lattice, (cf Chapters 3-5), which are in good agreement with
the numerically observed time asymptotic motion of the lattice. More precisely we
construct solutions of
x¨n = F (xn−1 − xn)− F (xn − xn+1), n ≥ 1,(1)
with
x0(t) := ǫ
∑
m∈Z
bme
iγmt(2)
(cf (3.1), (3.2)). For ǫ = 0 the lattice at rest xn(t) = cn solves (1), (2). We ask
whether these solutions persist for ǫ 6= 0? Our results can be summarized as follows.
Let γk :=
2
k
√
F ′(−c), k ∈ N, be the sequence of threshold values for the driving
frequency.
• In the case of arbitrary force functions F (cf Section 3.2.2, General As-
sumptions) and for γ > γ1 or γ1 > γ > γ2 there exist ǫ0 > 0 such that for all
0 ≤ ǫ < ǫ0 we can construct 2πγ – time periodic solutions of (1), (2), satisfying
xn(t)− cn = O(ǫ) (cf Theorems 3.56 and 4.24).
• In the case of the Toda lattice (F (x) = ex), for all γ ∈ R+ \ {γk : k ∈ N} there
exist ǫ0 > 0 such that for all 0 ≤ ǫ < ǫ0 we can construct 2πγ – time periodic
solutions of (1), (2), satisfying xn(t)− cn = O(ǫ) (cf Theorem 5.13).
1
It is instructive to consider the linear case F (x) = x. By separation of variables
we find that
xn(t) = ǫ
∑
m∈Z
bmz
n
me
iγmt(3)
solves (1), (2) , if
z2m + δmzm + 1 = 0, with δm = −2 + (γm)2.(4)
We notice that a mode znme
iγmt corresponds to a travelling wave in the case |δm| ≤ 2,
( zm = e
iβm for βm ∈ R). For |δm| > 2 one can choose |zm| < 1, i.e. the correspond-
ing mode is decaying exponentially in n. (cf (1.25)). The solutions we will construct
in Chapters 3-5 will be nonlinear versions of (3).
Our first result in Chapter 3 (Lemma 3.31 and Theorem 3.38) will reduce
the construction of the desired solutions of (1), (2) to showing that there exists a
sufficiently large parameter family of travelling wave solutions of the doubly infinite
lattice. More precisely, in the case that the driving frequency satisfies γk > γ > γk+1,
we have to construct a 2k – parameter family of k-phase waves. This reduction is
proved by separating the equations for the “travelling wave part” and the “exponen-
tially decaying part” (cf Lemma 3.31) and then by solving for the exponentially
decaying part (cf Theorem 3.38) (see also Section 3.1).
In the case of the Toda lattice the multi-phase travelling waves can be con-
structed for arbitrary number of phases in terms of theta functions, using the well
known g-gap solutions. Due to limited time these solutions are not discussed any
further in this presentation. See Chapter 5, Appendix A and Appendix B for
more detail.
We will spend the remaining time to show how one can obtain single – phase
waves in the case of arbitrary force functions F and what the difficulties are in the
construction of multi-phase waves (in particular two-phase waves), which we have
not yet overcome. By a two-phase wave we denote a solution of the doubly infinite
lattice of the form
xn(t) = cn+ χ2(nβ1 + γt, nβ2 + 2γt),(5)
where χ2 is 2π-periodic in both arguments. Functions of this form are
2π
γ – time
periodic. The spatial frequencies β1, β2 turn out to be approximately given by the
dispersion relation for the linearized lattice,
2 cos βk = 2− (γk)
2
F ′(−c) .(6)
2
Remarks:
(1) This formula was given incorrectly in the video presentation.
(2) As mentioned above, two-phase waves are considered in the case γ2 > γ > γ3,
which means that there exist real solutions βk of (6) only in the case |k| ≤ 2.
We first dicuss the construction of single-phase waves (see Chapter 4). Expand
xn(t) = cn + χ1(nβ + γt)(7)
in a Fourier series
χ1(θ) =
∑
m∈Z
r(m)eimθ.(8)
The resulting equation for the sequence r can be written in the form
Λ(β)r +W (r) = 0,(9)
where Λ(β) is a linear operator depending on β and W (r) denotes the nonlinear
term. The operator Λ(β) is diagonal and its entries are given by
Λ(β)(m,m) = 2 cos βm− 2 + (γm)
2
F ′(−c)
= −4 sin2 βm
2
+
(γm)2
F ′(−c)(10)
(See Lemma 4.10 for a derivation of (9), (10)).
Remark:
In the video presentation we have given a different formula for Λ(β) which can
be obtained by dividing (9) by −4 sin2 βm2 , which then represents the equation for
the sequence r˜(m) := r(m)(e−iβm − 1). Furthermore we have assumed F ′(−c) = 1,
which can always be achieved by rescaling time. Therefore we obtain
Λ(β)(m,m) = 1− (γm)
2
4 sin2 βm2
.(11)
In the video we proceed to give a brief description of the Lyapunov – Schmidt
decomposition which is explained in the introduction of Chapter 4 and after
the proof of Remark 4.12. The final result is that we construct a two-parameter
family of single phase waves of the doubly infinite lattice.
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We repeat this ansatz in the case of two-phase waves,
xn(t) = cn+ χ2(nβ1 + γt, nβ2 + 2γt),(12)
χ2(θ1, θ2) =
∑
m∈Z2
r(m)ei<m,θ>.(13)
The equation for r˜(m) := r(m)(e−i<β,m> − 1) can be written as
Λ(β)r +W (r) = 0,(14)
with
Λ(β)(m,m) = 1− γ
2(m1 + 2m2)
2
4 sin2 <β,m>2
.(15)
Note that we have again set F ′(−c) = 1 without loss of generality. Proceed-
ing analogously to the single-phase case, we define the projection P , (Pr)(m) :=
1{|m|6=1}r(m), (|m| = |m1| + |m2|), Q := I − P . Equation (14) is equivalent to the
following two equations. Denote µ := Pr, ϕ := Qr.
PΛ(β)µ + PW (µ+ ϕ) = 0.(16)
QΛ(β)ϕ+QW (µ+ ϕ) = 0.(17)
The first step in the Lyapunov-Schmidt decomposition is to satisfy the infinite di-
mensional equation (16) by choosing µ ∈ Ran (P ) as a function of β and ϕ ∈ Ran
(Q) for (β, ϕ) in a neighborhood of (β(0), 0). We choose β(0) such that QΛ(β(0)) = 0,
i.e. β(0) = (β
(0)
1 , β
(0)
2 ), with
4 sin2
β
(0)
1
2
= γ2,(18)
4 sin2
β
(0)
2
2
= (2γ)2.(19)
Note again that (18) and (19) have real solutions β
(0)
1 , β
(0)
2 because of the condition
γ2 > γ > γ3.
In order to solve (16) by implicit function theory, we have to investigate the
invertibility of Λ(β) : Ran (P ) → Ran (P ). In contrast to the construction of the
single-phase waves it is here that we encounter a major obstacle. In fact, a small
divisor problem occurs, as there exist sites m ∈ Z for which Λ(β)(m,m) is arbitrarily
close to zero. We call such sites singular sites.
4
We will determine the location of the singular sites of Λ(β(0)) (cf Fig. 20 below).
First of all one realizes that γ2 > γ > γ3 implies that m ∈ Z2 can only be a singular
site if m1 + 2m2 = ±1,±2. We find the following cases.
• For m ∈ Z, satisfying m(−2β(0)1 + β(0)2 ) ≈ 0 (mod 2π):
(±1− 2m,m), (−2m,m± 1) are singular sites. They form a cross.
• For m ∈ Z, satisfying m(−2β(0)1 + β(0)2 ) ≈ 2β(0)1 (mod 2π):
(−1− 2m,m) is a singular site.
• For m ∈ Z, satisfying m(−2β(0)1 + β(0)2 ) ≈ −2β(0)1 (mod 2π):
(1− 2m,m) is a singular site.
• For m ∈ Z, satisfying m(−2β(0)1 + β(0)2 ) ≈ 2β(0)2 (mod 2π):
(−2m,m− 1) is a singular site.
• For m ∈ Z, satisfying m(−2β(0)1 + β(0)2 ) ≈ −2β(0)2 (mod 2π):
(−2m,m+ 1) is a singular site.
*
**
*
*
*
2
* *
*
*
*
*
*
*
**
m
m
1
Figure 20: The location of the singular sites of Λ(β(0))
A guide of how to construct solutions of (16) in such a situation is the work of
W. Craig and C. E. Wayne on the existence of small solutions of the nonlinear wave
equation [CW], where a similar small divisor problem occured. Their construction
proceeds via a Newton iteration scheme. The crucial point is to control the small
5
eigenvalues of a truncation of the linearized operator. One recalls that in a Newton
scheme it is necessary to linearize around the last approximation un in order to
obtain the better approximation un+1 and therefore the linearized operator is in
general not in diagonal form with respect to the standard basis. The main technical
tool in [CW] is a technique introduced by J. Fro¨hlich and T. Spencer([FS]) for
the construction of inverse operators which makes it possible to first examine one
singular site at a time and then to control the interaction between them.
If one tries to apply this procedure to our problem one recognizes that the
singular sites are not as well seperated as in [CW]. This causes additional difficulties
which we have not resolved yet. Recent work of Surace ([S1], [S2]) contains a
version of the Fro¨hlich-Spencer technique which might be helpful in overcoming
these difficulties.
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