Abstract. This work provides generalized notions and analysis methods for the hitting time of random walks on graphs. The hitting time, also known as the Kemeny constant or the mean first passage time, of a random walk is widely studied; however, only limited work is available for the multiple random walker scenario. In this work we provide a novel method for calculating the hitting time for a single random walker as well as the first analytic expression for calculating the hitting time for multiple random walkers, which we denote as the group hitting time. We also provide a closed form solution for calculating the hitting time between specified nodes for both the single and multiple random walker cases. Our results allow for the multiple random walks to be different and, moreover, for the random walks to operate on different subgraphs. Finally, using sequential quadratic programming, we show that the combination of transition matrices that generate the minimal group hitting time for various graph topologies is often different. 1. Introduction. Random walks appear in many active research areas. They are used to describe electrical networks [10, 39] , how information propagates in social networks [15] , vehicle surveillance strategies [37] , and network searches [36] , among others. Our initial motivation comes from one application in particular: surveillance strategies. Vehicle surveillance and routing strategies are used in various fields in both single-agent and multiagent cases. In the context of robotics, single-and multiagent surveillance/routing strategies appear in environmental monitoring [12, 31] , minimizing emergency vehicle response times [4] , and traffic routing and border patrol [30, 38] .
1. Introduction. Random walks appear in many active research areas. They are used to describe electrical networks [10, 39] , how information propagates in social networks [15] , vehicle surveillance strategies [37] , and network searches [36] , among others. Our initial motivation comes from one application in particular: surveillance strategies. Vehicle surveillance and routing strategies are used in various fields in both single-agent and multiagent cases. In the context of robotics, single-and multiagent surveillance/routing strategies appear in environmental monitoring [12, 31] , minimizing emergency vehicle response times [4] , and traffic routing and border patrol [30, 38] .
In this paper, we focus on multiagent stochastic surveillance strategies. More specifically, we look at the hitting time of a random walk for multiple random walkers; each random walk is governed by its own Markov chain. This problem is not only of interest in the context of robotic surveillance, but is also of general interest in various other fields. Some direct applications include, but are not limited to, determining how quickly epidemics spread [41] , how information propagates in a social network [3] , and how quickly information packets get transferred in a wireless node network [34] .
The hitting time of a random walk governed by a Markov chain is the expected time taken by a random walker to travel between any two nodes in a network. For a single finite discrete-time Markov chain, this quantity is also well known as the Kemeny constant of the Markov chain, the mean first passage time of a Markov chain, the first hitting time of a Markov chain or, for the case of reversible Markov chains, the eigentime of a Markov chain. We refer to this quantity as the first hitting time or simply hitting time of a Markov chain, both due to the descriptive nature of Kronecker graphs previously mentioned. In this work we are not attempting to generate network models, but instead are utilizing novel aspects of Kronecker products and stochastic matrices that have, to the best of our knowledge, not been deeply explored; the ideas presented here would most closely be linked to that of [40] of the previously mentioned works.
Given the above, there are several key contributions of this paper. First, we provide a novel method for the computation of the mean first passage time (hitting time) of a Markov chain. In the process, we also provide an alternate closed form method for calculating pairwise hitting times between any two nodes for an arbitrary irreducible Markov chain. Second, we define and provide the first closed form solution for computing the hitting time given multiple (different) Markov chains on the same graph. We denote this extension the "group" hitting time. Third, our results also allow for the extension and calculation of the pairwise hitting time to the hitting time between any set of nodes for multiple random walkers; for any combination of specified starting nodes, we can calculate the first hitting time to a specified desired node. Fourth, we further extend the notion of group hitting time and hitting times between sets of nodes from multiple random walks on the same graph to random walks on multiple subgraphs. Finally, we provide a detailed numerical analysis to build intuition on the transition matrices that generate a minimal group hitting time. Before stating the paper organization, it is worthwhile to note that we achieve our analytic results by introducing a method of proof that utilizes the Kronecker product; thus our work not only provides results in Markov chain behavior, but also gives general insight into Kronecker graphs and stochastic matrices.
The paper is organized as follows. In section 1.1 we introduce notation that will be used throughout the paper and review useful concepts of Kronecker products and Markov chains. In section 2 we provide background on the hitting time of a Markov chain and provide our alternate formulation. In section 3 we introduce the group hitting time and hitting time between sets of nodes for a Markov chain and provide a detailed characterization. In section 4 we provide insight into optimal group hitting times through numerical optimization, and finally in section 5 we present our conclusions and future research directions.
Notation.
In this section we define various useful concepts and notation. First, we provide an overview of some facts and results on Markov chains. Then we introduce the notation that will be used throughout the paper to deal with tensors, and we conclude with a brief summary of the Kronecker product (also known as a tensor product) and some of its properties.
Markov chains.
A Markov chain is a sequence of random variables taking value in the finite set {1, . . . , n} with the Markov property, namely, that the future state depends only on the present state. Let X k ∈ {1, . . . , n} denote the location of a random walker at time k ∈ {0, 1, 2, . . . }; then a Markov chain is time-homogeneous
n×n is the transition matrix of the Markov chain. By definition, each transition matrix P is row-stochastic, i.e., n i=j p i,j = 1 for all i ∈ {1, . . . , n}. The vector π ∈ R n×1 is a Unless otherwise mentioned, in this paper we consider finite irreducible timehomogeneous Markov chains. For more details on Markov chains or irreducible matrices, see [18] or [26, Chapter 8] , respectively.
Tensor notation.
We use the notation A = [a i1...i k ,j ] to denote the matrix generated by elements a i1...i k ,j , where the j index denotes the jth column of A and the rows of A are determined by cycling through index i k , then i k−1 , and so forth. For example, consider i 1 , i 2 , j ∈ {1, . . . , n}; then T vec(A). This enables us to go back and forth between the vectorized notation to the individual matrix elements. We denote I n ∈ R n×n as the identity matrix of size n, ½ n as the vector of ones of size n, and ¼ n×n as the matrix zeros of size n × n. We define a generalized Kronecker delta (2) ). We are now ready to review some useful facts about Kronecker products. The Kronecker product, represented by the symbol ⊗, of two matrices A ∈ R n×m and B ∈ R q×r is an nq × mr matrix given by
To build some intuition, notice for A ∈ R n×n that I n ⊗ A is the block diagonal matrix with n copies of A on the diagonal:
This implies for A = I n that I n ⊗ A = I n ⊗ I n = I n 2 . The Kronecker product is bilinear and has many useful properties, two of which are summarized in the following lemma; see [16] for more information. We begin by first reviewing properties of the single random walker hitting time and then provide a new formulation for determining this quantity. We show that this alternative formulation gives rise to new results for the pairwise hitting time between two specified nodes, and, in the subsequent section, we utilize it to extend the notion of the hitting time and pairwise hitting time to the multiple random walker case.
The hitting time of a Markov chain.
Consider a strongly connected directed weighted graph G = (V, E, P ) with node set V := {1, . . . , n}, edge set E ⊂ V ×V , and irreducible row-stochastic matrix P = [p i,j ] with the property that p i,j ≥ 0 if (i, j) ∈ E and p i,j = 0 otherwise, and n j=1 p i,j = 1 for all i ∈ {1, . . . , n}. We interpret the weight, p i,j , of edge (i, j) as the probability of moving along that edge and, therefore, P as the transition matrix of a Markov chain.
Let X t ∈ {1, . . . , n} denote the location of a random walker at time t ∈ {0, 1, 2, . . . }. For any two nodes i, j ∈ {1, . . . , n}, the first passage time from i to j, denoted by T i,j , is the first time that the random walker starting at node i at time 0 reaches node j, that is, The mean first passage time from i to j is then given by m i,j = E[T i,j ]. It is convenient to define the mean first passage time matrix M as the matrix whose (i, j)th entries are given by m i,j . The mean first passage time from start node i, denoted by h i , is the expected first passage time from node i to any other node in the graph. For a random walk described by transition matrix P with stationary distribution π, the mean first passage time from node i is given by
Remarkably, the mean first passage time is independent of the start node, that is, h i = h j for all i, j ∈ {1, . . . , n} [17] . For convenience, we let H(P ) = h i , for all i ∈ {1, . . . , n}, denote the hitting time. Given the definition of the hitting time, one quickly sees that it can also be determined using the matrix M as follows:
where the relation π
follows from identity (ii) in Lemma 1.1. We now provide an overview of the formulas for these quantities. The first passage time from i to j satisfies the recursive formula
Taking the expectation, we get the following formula for m i,j :
The above formula can be expressed in various vectorized forms. The classical form as seen in the literature utilizes the matrix representation of M and is given by
where P is the transition matrix of the Markov chain and
the value for M d is determined by premultiplying (2.2) by π T . For reasons which will become clear later, we vectorize the matrix M to generate a different representation of (2.2). Applying property (ii) of Lemma 1.1 to (2.2) gives
In a similar way as before, M d can be determined from (2.3) with appropriate vector premultiplication.
The following classic result, derived from the matrix representation of M , shows that the hitting time can be written as a function of the eigenvalues of P [17] . The proof for Theorem 2.1 relies on the fact that M d is known or determined a priori; however, as will be seen next, there exists an equivalent expression for H(P ) which requires no such knowledge. Before presenting the alternative formulation for H(P ), we introduce the following useful result.
Lemma 2.2 (eigenvalue shifting for stochastic matrices). Let P ∈ R n×n be an irreducible row-stochastic matrix, and let E be any diagonal matrix with diagonal elements E ii ∈ {0, 1}, with at least one diagonal element which is zero. Then the eigenvalues λ i of P E satisfy |λ i | < 1 for all i ∈ {1, . . . , n}.
Proof. The stochastic matrix P is nonnegative by definition, and therefore so is P E. Since P is irreducible, then 0 < P E < P and
We are almost ready to present our alternative representation of the hitting time, but first we must introduce the following equality: notice that vec(
. Using this interpretation of vec(M d ), we are ready to state our result.
Theorem 2.3 (hitting times of an irreducible Markov chain). Consider a Markov chain with an irreducible transition matrix P ∈ R
n×n . Then the following properties hold:
(i) the hitting time of the Markov chain is given by
, where
(ii) the pairwise hitting time between nodes h and k, denoted m h,k , of the Markov chain is given by
Proof. First, notice that rearranging (2.3) and substituting E vec(M ) for vec(M d ) gives that
From (2.1) we know that H(P ) = (π ⊗ π) vec(M ), and therefore it only remains to show that I n 2 − (I n ⊗ P )(I n 2 − E) is in fact invertible. First, recall from (1.1) that I n ⊗ P results in the block diagonal matrix, whose diagonal blocks consist of copies of P . Second, notice that (I n 2 − E) is simply the identity matrix with some diagonal entries set to zero. It can be easily verified that (I n ⊗ P )(I n 2 − E) results in the block diagonal matrix where each block contains the matrix P with one column set to zero. For example, for P ∈ R 3×3 we have that Notice that each diagonal block will have at least one column set to zero. Hence, using Lemma 2.2, we have that the maximum eigenvalue of each block is strictly less than one in magnitude, and thus ρ[(I n ⊗ P )(I n 2 − E)] < 1. Let λ i denote the eigenvalues of (I n ⊗ P )(I n 2 − E). Then, since the eigenvalues of I n 2 − (I n ⊗ P )(I n 2 − E) are simply 1−λ i and |λ i | < 1 for all i ∈ {1, . . . , n 2 }, this implies the matrix I n 2 −(I n ⊗ P )(I n 2 −E) is invertible and vec(M ) is the unique solution to (2.4).
Remark 2.4. Notice that when the transition matrix P is reducible, the hitting time H(P ) as defined in Theorem 2.3 is ill-posed (i.e., due to I n 2 − (I n ⊗ P )(I n 2 − E) being singular). However, for reducible Markov chains with a single or multiple essential classes, i.e., for Markov chains whose condensation has a single or multiple sinks, there is a natural notion of hitting time for each essential class.
It should be noted that determining the closed form solution for pairwise-hitting time, and hence hitting time, can also be found using a technique which leverages the absorbing states of the chain, the details of which can be found in [33, Chapter 4] . We leverage our alternate construct in order to generalize the hitting time to multiple random walkers, as will be seen in the following sections.
Group hitting time of multiple Markov chains.
In the following sections, we will expand the single-agent hitting time to the N -agent group hitting time. To build intuition, we initially assume that every agent can reach all nodes in the graph, and then move to the case where each agent only needs to have access to a subset of nodes in the graph.
Random walkers covering the full graph. Consider h ∈ {1, . . . , N} strongly connected directed weighted graphs
) with same node sets V := {1, . . . , n} and different edge sets E (h) ⊂ V × V with corresponding irreducible row-stochastic matrices 
With this definition, we are ready to state our first result for the N -random-walker system. 
Proof. For clarity, we first study the 2-agent case and then generalize. By definition, the 2-agent first passage time satisfies the recursive formula T i1i2,j = 1 with probability p
i2,j , T k1k2,j + 1 with probability p
First, notice that the probability of moving to node j directly from nodes i 1 or i 2 is given by the non-mutually-exclusive probability p
i2,j and that this probability can also be described by the equivalent expression 1
i2,j ). Substituting in the alternate expression for the probability and taking the expectation of T i1i2,j , we have that
Utilizing the row-stochastic property of P (1) and P (2) , expand (1 − p
i2,k2 ; substituting this back into (3.3) gives the result
or, in matrix notation,
Similarly to the 2-agent case, the N -agent first passage time satisfies the recursive formula
T k1...kN ,j + 1 with probability p
As in the 2-agent case, we take expectations and utilize the row-stochastic properties of each
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Similarly to how the random variable T i,j arises from the Markov chain described in the transition matrix P , we can think of the random variable T i1...iN ,j as being generated from the Markov chain described by the stochastic matrix P (1) ⊗ · · · ⊗ P (N ) . Given the formulation for the N -agent first passage time matrix, we can define a quantity similar to the mean first passage time given by (2.1). In order to do this, we first need to define the frequency of being at any given node in the graph. This quantity should take into account the probability of being at one node instead of another in the limit of the random walks. Since the random walks are evolving in parallel, the relative frequency of being at a specific node is simply the average of the N random walkers visit frequency at that node. More explicitly, π ave = Therefore, the average time to go from any set of N nodes to a single node in a graph is given by
where we denote H N as being the N -agent group hitting time. It is clear the group hitting time can be written as the function 
, where Proof.
, notice that (3.2) can be written in the vectorized form 
To ease the complexity of our notation, we move forward by looking at the 2-agent case and then generalizing from there. For the 2-agent case with P = P (1) ⊗ P (2) the system (3.5) becomes
be associated with transition matrices P (1) and P (2) , respectively. Then, from property (iii) of Lemma 1.1, the eigenvalues of
This means that when just two P (i) are periodic, the Kronecker product can result in a Markov chain which has multiple eigenvalues at 1, making this chain reducible. Therefore, we must show that irreducible blocks can be constructed that allow the application of Lemma 2.2 as before. We begin by noting that for a reducible P = P (1) ⊗ P (2) we can apply a series of permutation matrices
. . . . . . 
Notice from the definition of vec(M ) and the block diagonal structure of (I n ⊗ P ) that the jth block in (I n ⊗ P ) corresponds to mean first passage times, m i1i2,j , to node j. 
where the subtracted terms in the expression above are associated with the nonzero entries of E (i.e., to the columns of P that are set to zero). If all subtracted terms are zero for each m i1i2,j , i 1 , i 2 ∈ {1, . . . , r}, this implies that there exist no i 1 , i 2 ∈ {1, . . . , r} such that p (1) i1,j > 0 or p (2) i2,j > 0; that can only be true if there exists no path to node j from any node i 1 or i 2 , which is impossible by definition of each P (i) . Therefore, for each irreducible row-stochastic component ofP , there is at least one nonzero element E such that a column of that component is set to zero, allowing us to apply Lemma 2.2.
In the N -agent case, similarly to the 2-agent case, a unique solution exists if (I n N +1 − (I n ⊗ P )(I n N +1 − E)) from (3.5) is invertible. For this to hold true it must be that (I n ⊗ P )(I n N +1 − E) has a spectral radius less than 1. Similarly to before, given that I n ⊗ P and hence (I n ⊗ P )(I n N +1 − E) is a block diagonal matrix, we need only show that each block has a spectral radius less than 1. The proof follows a line of argument parallel to the 2-agent case. More explicitly, each P can be deconstructed into a block upper triangular matrix, as in (3.6), composed of square matrices along the diagonal, each of which is irreducible. Since P is row-stochastic, then each irreducible block is either row-stochastic or substochastic. If the irreducible block is substochastic, then its spectral radius is less than 1. If an irreducible block is rowstochastic, then all we must show is that a column of the row-stochastic block is necessarily set to zero when I n ⊗ P is multiplied by (I n N +1 − E). As in the 2-agent case, at least one negative entry in the definition of the m i1...iN ,j must be nonzero due to the connectivity of the graph. Therefore there is a nonzero entry in E which forces a column of the irreducible block to be zero in (I n ⊗ P )(I n N +1 − E). Therefore, by Lemma 2.2, (I n ⊗ P )(I n N +1 − E) has a spectral radius less than 1.
Given this representation of the N -agent group hitting time, a natural question is whether one can determine a simplified expression for this quantity which is a function of the eigenvalues of P (h) , similar to the expression in Theorem 2.1. As mentioned earlier, proof of that theorem relies on the ability to extort knowledge of M d . Consider, for example, the 2-agent case; if we try to find the entries of M d in a similar fashion to the single-agent case by premultiplying (3.2) with π (1) ⊗ π (2) , we have that
This is a system of n equations and n(2n − 1) unknowns, and thus the solution of M d is underdetermined. Therefore, even though one may be able to express the group hitting time as a function of the eigenvalues, it is currently not well understood how.
Random walkers covering subgraphs.
The group hitting time as stated thus far is of interest in its own right. However, in many applications it is often desirable to have a notion of the same quantity when multiple agents don't have Downloaded 07/26/16 to 128.111.64.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php access to the entire graph. In the following section we tackle this problem by utilizing reducible graphs. We will leverage the framework of the N -agent group hitting time for irreducible Markov chains in order to generalize our results to reducible Markov chains.
Consider h ∈ {1, . . . , N} directed weighted graphs 
Similar to the case where each agent has access to the entire graph, we have the following lemma, whose proof is equivalent to that of Lemma 3.1. 
Lemma 3.3 (recursive formulation of first passage time for multiple random walkers over subgraphs). Consider the graphs G
Proof. The formulation of this system follows in a similar fashion the N -agent case, with the exception that now, if node i h has the property that i h / ∈ V (h) ⊂ {1, . . . , n}, then the corresponding m i1...iN ,j value is zero.
Given the formulation for the N -agent first passage time matrix over multiple subgraphs, we now determine the average first visit time to any node in the full graph. Like before, first we calculate the relative frequency of being at any given node. Unlike before, however, each agent operates over a subset of the nodes in the graph. Let π (h) be the stationary distribution associated with Markov chain P (h) ∈ R r×r , where r ≤ n, and for convenience assume that V (h) ⊂ {1, . . . , n} is an ordered ascending set (i.e., V h = {3, 9, 20}). Then letπ (h) be the vector whose entries are given byπ Therefore, the average time to go from any set of N nodes to a single node in a graph is given by
where as before we denote H N as the N -agent group hitting time.
We are now ready to state our main result.
Theorem 3.4 (group hitting time for irreducible subgraphs). Consider the N graphs
. . , n}, and
and let E ∈ R αn×αn be the diagonal matrix which satisfies the equality E vec(M ) = vec(M d ). Then the following hold: (i) the group hitting time of the Markov chain is given by
, where hitting time between nodes h 1 , . . . , h N and k, denoted m h1...hN ,k , of the Markov chain is given by
Proof. First, note that the Kronecker product of two block diagonal matrices generates a block diagonal matrix. Second, notice from Definition 1.1(i) that
so there exists a permutation matrix (
Since exactly one block from each matrix is not exactly zero, the same is true of (
. This block corresponds to matrix P in Theorem 3.4. The rest of the proof follows by noticing that each node in the graph is reached if and only if π ave , j = 0 for all j. This is due to the fact that π (h) k = 0 when k denotes a persistent reachable node in the graph, and π (h) k = 0 otherwise.
Computational complexity.
Due to the extensive use of Kronecker products, it is important to verify the memory and computational costs of the group hitting time. Looking at (3.4), we can assert that the group hitting time is affected by the curse of dimensionality; with n nodes and N agents, the matrix
contains n 2N +2 elements. For example, given n = 100 nodes and N = 10, agents the size of that matrix is 10 44 × 10 44 . The most intense operation is the inversion of
, where k is the number of elements in the matrix [6] , and thus in our case this becomes O(n 6N +6 ). Noticing that the first Kronecker product in (3.5) is between the identity matrix and the P = P (1) ⊗ · · · ⊗ P (N ) matrix, this implies I n ⊗ P is block diagonal, and therefore we can store and invert single blocks, reducing memory cost to O(n 2N ) and inversion cost to O(n 6N ). For the more general hitting time formula described by (3.8), the complexity can be further reduced. Given that (3.8) describes random walks on subgraphs, then |V (h) | = nβ h for some β h ∈ (0, 1], and therefore the number of elements in
. This leads to a computational complexity for the inversion equal to O (
. Similarly to before, we can take advantage of the fact that the first Kronecker product in
is the identity matrix, reducing memory and inversion costs to (
, respectively. In special circumstances, the above computational complexity can be dramatically reduced. This happens when the intersection between a subgraph of a single agent does not intersect with any other agent's subgraph. In this case, the disjoint agent's hitting time over its subgraph can be calculated independently of the group hitting time of the other N −1 agents. The single agent hitting time can then be averaged with the N − 1 agent group hitting time to generate the N agent group hitting time. In the case where every agent owns its own disjoint region, the computational complexity scales to O(
when exploiting the Kronecker Downloaded 07/26/16 to 128.111.64.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php product between the identity matrix and a transition matrix, as was done previously. It is clear that uniformly partitioning the graph between agents, or partitioning as close to uniform as is possible, we get the lowest computational complexity.
In the next section we compute an optimized group hitting time for various graph topologies.
Numerical optimization of the group hitting time.
In the following sections we study the transition matrices that arise from the numerical optimization of the group hitting time. In particular, we look for the transition matrices, P (1) , P (2) , . . . , P (N ) , that minimize (3.9) as described by Problem 1 below. The problem is numerically solved using a sequential quadratic programming solver as implemented by MATLAB's fmincon optimization algorithm, details of which are discussed in section 4.3.
Problem 1 (group hitting time minimization). Given
, and stationary distributions π (h) , find the corresponding transitions matrices
To the best of our knowledge, a known solution to the above problem exists only for the case where G is a complete graph and N = 1 [20] .
It is worth noting that Problem 1 is looking for a infimum and not for minimum; for more details we direct interested readers to [19] . The constraints in Problem 1, including the final one on the irreducibility of P (i) , guarantee that the conditions of Theorem 3.4 are satisfied. In practice, it is hard to enforce the irreducibility constraint during each step of an iterative optimization algorithm; our approach is to relax the constraint and verify a posteriori that the iteratively computed solution satisfies the irreducibility constraint. In all the computational settings we considered, we never encountered a solution that violated the irreducibility constraint.
In order to build intuition on the Markov chain combinations that generate optimal group hitting time values, we present numerical results for the ring graphs, complete graph, and lattice graph shown in Figure 4 .1. We look at two cases in particular: one in which every random walker is required to visit all nodes in the graph, and one in which random walkers are allowed to visit subgraphs. For simplicity, we always restrict the stationary distributionπ ave to be uniform.
Random walkers covering the full graph.
In the following we study which Markov chains generate optimal group hitting time values when every random walker must visit every node in the graph. Surprisingly, in fact, we will observe the random walks that generate optimal group hitting times can be different. In each example we define an individual agent's stationary distribution as the uniform Downloaded 07/26/16 to 128.111.64.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php distribution. It is easily verified that with this choice of stationary distribution, the conditionπ ave,j =π ave,k for all j, k is always met no matter how many agents are added to the system.
We begin with the ring graph. For a single random walker, the transition matrix which generates the minimal hitting time is simply the one describing a cycle (i.e., moving to a neighboring node with probability 1), and for the 5-node ring graph shown in Figure 4 .1. This is as expected, as a cycle describes the fastest time to reach any node from any other node. It turns out, for the multiagent case, the optimal group hitting time occurs when every agent performs its own cycle; an example of this for three random walkers is shown in Figure 4 .2. Moreover, since the group hitting time averages over all potential initial conditions, the direction of cycles does not matter. In other words, one agent can go clockwise, while the other goes counterclockwise. A summary of the optimal group and individual random walker hitting times on a ring graph shown in Figure 4 .1 is given in Table 4 .1.
Given the results for a ring graph, one can imply what will happen for the complete graph for a single agent. As it happens, since a cycle exists, this is also the optimal strategy for the complete graph for both the single and multiple random walker cases. Again, the direction of cycle does not matter, as is seen for the 3-agent case shown in Figure 4 .2. A summary of the optimal group and individual random walker hitting times on a complete graph shown in Figure 4 .1 is equivalent to the ring graph and thus is given in Table 4 .1.
Next, we look at the lattice graph. Figure 4 .3 shows the optimal trajectories found ranging from a single random walker up to 3 random walkers. It is interesting to note that individual agent trajectories are quite different, unlike for the ring and complete graphs. This can be more easily seen by observing each agent's individual hitting time as shown in Table 4 .2. What is surprising is that the transition matrices that generate the optimal group hitting time for the multiple random walker cases are in fact suboptimal individually. Interestingly enough, if one substitutes the optimal single agent transition matrix from the single random walker case in for any/all of the multiwalker transition matrices, the group hitting time becomes worse for those multiwalker cases.
Thus far we have seen that repeating multiple copies of the fastest random walk is not always the most optimal. In fact, through simulation we've seen that repeating random walks is only optimal when a cycle is the optimal single-agent strategy. In the following section we explore in more detail how the optimal group hitting time is affected when working with subgraphs.
Random walkers covering subgraphs.
In the following section we build intuition on how the group hitting time is affected over subgraphs. that working with subgraphs sometimes improves the group hitting time, but can also cause the group hitting time to worsen. We look at two cases in particular: when the subgraphs overlap, and when they do not (i.e., the nodes are partitioned among the random walkers). In order to describe the different subgraphs studied, we utilize Figure 4 .1 to specify which edges are kept and which are removed for the subgraphs. For example, if we specify that in the 5-node ring an agent can move only between nodes {2, 3, 4}, then this means that the agent can move only between these nodes (including self-loops), and any edges connected to nodes 1 and 5 are removed. The subgraphs are not necessarily allocated in any optimal way; they are simply chosen so that the stationary distribution is uniform over all nodes. For the simple Downloaded 07/26/16 to 128.111.64.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php The case when subgraphs overlap is studied for the 5-node ring and 9-node lattice graph, the results of which can be seen in Figure 4 .4. For the ring graph shown, one agent is restricted to moving between nodes {1, 5, 4} and one is restricted to moving between nodes {2, 3, 5}, and the optimal group hitting time is H 2 = 2.5 (the exact value is 2.4655), in contrast to H 2 = 2.2 from full graph case (Table 4 .1). For the lattice graph, one agent is restricted to moving between nodes {1, 2, 3, 4, 5, 6} and one is restricted to moving between nodes {4, 5, 6, 7, 8, 9}, and the group hitting time is H 2 = 3.6 (the exact value is 3.6291), in contrast to H 2 = 3.8 (Table 4. 2). Therefore, from these two examples, we see that each agent covering fewer nodes is not always indicative of a lower group hitting time.
The case when subgraphs are partitioned is analyzed for the 9-node lattice and 4-node ring graph shown in Figure 4 .5. For the ring graph, with one agent restricted to moving between nodes {1, 5} and one restricted to moving between nodes {2, 4}, we see that the group hitting time is H 2 = 1.5, whereas for the case where each agent covers the whole graph, H 2 = 1.9; we do not show the figure for the latter case, but recall that the optimal full graph trajectory is simply a cyclic tour for each agent. Now, for the partitioned lattice graph, with one agent restricted to moving between nodes {1, 2, 3}, one agent restricted to nodes {4, 5, 6}, and one agent restricted to nodes {7, 8, 9}, the group hitting time is H 3 = 3.7 (the exact value is 11/3), in contrast to H 3 = 2.9 (Table 4. 2). As before, we see that each agent covering fewer nodes, which are partitioned, is not indicative of a lower group hitting time.
Clearly, the small sample study presented here leaves open many future avenues that can be explored when attempting to optimize the group hitting time. For exDownloaded 07/26/16 to 128.111.64.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php ample, notice that one cannot always partition a graph and achieve an arbitrarỹ π ave . Also, it is unclear what happens when you allowπ ave and therefore individual stationary distributions to vary. We leave these, among other questions, to future work.
Implementation notes.
In order to generate repeatable and accurate results, we utilize a sequential quadratic programming (SQP) solver as implemented in MATLAB's fmincon optimization algorithm. Several other solvers are available; however, the SQP solver has the most desirable mathematical properties. More specifically, with the SQP solver, given that the maximum number of iterations is not reached, the minimization algorithm stops when the first-order necessary KarushKuhn-Tucker conditions are approximately satisfied; conditions are satisfied in the norm sense with a tolerance of 10 −6 . For all results used, the first-order optimality stopping criteria were satisfied.
The group hitting time results presented were taken as the minimum of 1000 optimization runs, each starting from a random initial conditions. Surprisingly, with the exception of the lattice, every initial condition converged to the minimum group hitting time value (within a 10 −6 to 10 −11 tolerance). For the 2-and 3-agent results presented in Table 4 .2, we found that solutions converged to the minimum group hitting time value within a 10 −2 tolerance for 96 and 93 percent of samples, respectively. Therefore, we claim with reasonable confidence that a local minimum for each group hitting time value was reached, if not a global minimum. On a desktop computer with an Intel i7-4790 processor and 8 GB of RAM running MATLAB 2014b, the lattice with 9 nodes and 3 agents shown in Figure 4 .2 took the longest time to run, averaging 10 minutes per run, whereas all other simulations took less than a minute to fractions of a second per case run.
Conclusions.
We have studied the hitting time of multiple random walkers on a graph and have presented the first formulation of this quantity, which we have denoted the group hitting time. Moreover, we have presented an alternate closed form solution for calculating the first hitting time between any specified set of nodes for a single random walker, as well as the first closed form solution of this quantity for the multiagent case. Finally, we posed the group hitting time as an optimization problem and provided detailed simulation results which help to build insight into the transition matrices that minimize this quantity.
This work leaves multiple directions open for further research. First, although our method provides a closed-form solution, in general it can be difficult to compute when the size of the graph and number of agents increase. It would be of practical interest to find a formulation which is computationally less expensive or a method in which the group hitting time can be calculated in a distributed way. Second, we provided results for multiple Markov chains in which travel times are homogeneous. A clear extension is to consider the case of heterogeneous travel times similar to what was done in [32] . Finally, given the maximum pairwise hitting time of a Markov chain, there exist bounds on the cover time for multiple copies of that Markov chain running in parallel [11, 2] . It would be interesting to see if our results can be leveraged to extend those bounds to multiple heterogeneous Markov chains running in parallel.
