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Abstract
Generalized hypergeometric functions are used to extend, simplify, and complete the analysis of Stoyanov and Far-
rel (Math. Comput. 49 (1987) 275–279) and of Wong (Math. Comput. 50 (1998) 229–234), as well as putting their
considerations within a wider framework: The integral∫ =2
0
sina  cosb  J( sin ) J	( sin ) d;
where J is the Bessel function of order , is analyzed in terms of generalized hypergeometric functions and a complete
asymptotic expansion is given for∫ =2
0
J( sin ) J	( sin ) d:
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1. Introduction
The identi<cation of a hypergeometric function in a given context can often simplify the analysis,
since the general analysis of hypergeometric functions, including a wide variety of identities and
asymptotic behavior, has already been carried out and may be applied in a straightforward manner.
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We show in this note how a result of Stoyanov and Farrel [17], extended by Wong [18], can be
further extended and completed by means of generalized hypergeometric functions.
Stoyanov and Farrel [17], while working on a variational formulation of diDraction theory, en-
countered the integral∫ =2
0
J 20 ( sin ) d; (1)
where J(x) is the Bessel function of order . This integral also arises in the theory of a quantum
particle on a lattice, since the free unitary time evolution for a particle of mass m has the kernel
Kt(k; j) = e−it˜=m‘
2
i k−jJk−j(t˜=m‘2);
where k; j = 0;±1;±2; : : : . The ‘4-norm of Kt(·; 0) is then ‖J·(t˜=m‘2)‖4, where
‖J·(x)‖44 =
∞∑
k=−∞
J 4k (x): (2)
Using the formula [18, p. 32]
J 2k (x) =
1
2
∫ 
−
d eikJ0
(
2x sin

2
)
;
the Plancherel theorem gives the following integral representation of the four-norm:
‖J·(x)‖44 =
1
2
∫ 
−
J 20
(
2x sin

2
)
d
=
2

∫ =2
0
J 20 (2x sin ) d: (3)
This relation (3) of integral (1) to the four-norm (2) was pointed out by Stoyanov and Farrel, and by
expanding integral (1) in a power series in  they also identi<ed it as proportional to the generalized
hypergeometric function 2F3(1=2; 1=2; 1; 1; 1;−2). However, unaware of the large literature on the
asymptotic expansion of generalized hypergeometric functions, they instead directly analyzed integral
(1), obtaining for  →∞:∫ =2
0
J 20 ( sin ) d=
1
(ln + 4 ln 2 + ) +
sin(2− =4)
2
√
3=2 + O(
−5=2); (4)
where = 0:57721 · · · is Euler’s constant [1, Chapter 1 (Table 1:1)].
At the suggestion of Weiss who was working on a problem in crystallography, Wong [19] con-
sidered the asymptotic behavior of the integral∫ =2
0
J 2 ( cos ) d; (5)
where ¿ − 12 . Wong did not identify integral (5) with a generalized hypergeometric function,
and he too did not make use of the available literature on the asymptotic behavior of generalized
hypergeometric functions. Instead he used a Mellin transform technique, obtaining as  →∞:∫ =2
0
J 2 ( cos ) d=
1

[
ln + 2 ln 2−  
(
1
2
+ 
)]
+
1
2
√
3=2 sin
(
2− − 
4
)
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+
1
32
√
5=2 (16
2 − 9)cos
(
2− − 
4
)
+
1
163
{
[42 − 1]
[
ln + 2 ln 2−  
(
1
2
+ 
)]
− (42 − 3)
}
+O(−7=2); (6)
where  is the logarithmic derivative of the gamma function [1, Section 6:3]. Setting =0, the <rst
two terms in Wong’s result (6) agree with Stoyanov and Farrel’s result (4), when use is made of
the formula  ( 12) =−− 2 ln 2 [1, Section 6:3:3].
The asymptotic expansion of multiple integrals involving a Bessel function, also arising from the
crystallographic studies of Weiss, were computed by McClure and Wong [13].
We shall extend the study of (1) and (5) to the integral
Sab	 () =
∫ =2
0
sina  cosb J( sin ) J	( sin ) d (7)
which may be expressed in terms of a generalized hypergeometric function whose asymptotic be-
havior may be obtained in a routine manner from known results (e.g. in [9]). We work out the
complete asymptotic expansion of a special case of (7) where a= b= 0:
S	() =
∫ =2
0
J( sin ) J	( sin ) d: (8)
The essential point is that once the quantity of interest has been identi<ed as a hypergeometric
function, a straightforward prescription is available to determine its asymptotic behavior.
1.1. Summary of the computation
The Bessel function J(z) can be expressed in a standard way, Eq. (18), in terms of a generalized
hypergeometric function, as can a product of two Bessel functions, Eq. (19). Using a beta transform,
the integral Sab	 () is then expressed in terms of a generalized hypergeometric function, Eqs. (22)
and (23). Setting a=b=0 gives formula (24) for S	(). Use of the established asymptotic expansion
of generalized hypergeometric functions yields the asymptotic expansion of S	() as the sum of its
algebraic expansion (31) and its exponential expansion (47). The coeKcients d0; d1, and d2 in the
exponential expansion are given by (39), (44), and (45), and the recursion relation for the dk by
(46). The <rst two terms (32) and (33) of the algebraic expansion together with the <rst two terms
(48) and (49) of the exponential expansion reduce to Wong’s result (6) when = 	.
1.2. Background and notation on generalized hypergeometric functions
A good reference for properties and applications of generalized hypergeometric functions is Luke
[9]. Some other references dealing with hypergeometric functions and their asymptotic expansions
are [2,6,7,10,14,15,21,23].
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1.2.1. The generalized hypergeometric function pFq is de<ned [9, Vol. I, Section 3:2], [16, Chapter
2] by the power series
pFq
(
1 2 : : : p
1 2 : : : q
∣∣∣∣ z
)
=
∞∑
n=0
(1)n · · · (p)n
(1)n · · · (q)n
zn
n!
; (9)
where ()n = (+ n)=() is Pochhammer’s symbol [1, Section 6:1:22]. The parameters 1; : : : ; p
are called numerator parameters, and the parameters 1; : : : ; q are denominator parameters. If a
numerator parameter coalesces with a denominator parameter, i.e., the two parameters are equal,
then the corresponding terms in (9) cancel, and we are left with a p−1Fq−1 function. Series (9)
converges for all complex z if p6q. If p= q+1, (9) converges for |z|¡ 1. If p¿q+1, (9) does
not converge for any nonzero z. In the latter case, series (9) is interpreted as an asymptotic series
for z → 0.
Various other normalizations for generalized hypergeometric functions have been introduced. One,
used by Wright [20] (with corrigendum [22] 2 ), is particularly convenient for our discussion in this
note
pFq(1; : : : ; p; 1; : : : ; q; z) =
∞∑
n=0
(n+ 1) · · ·(n+ p)
(n+ 1) · · ·(n+ q) ·
zn
n!
: (10)
In fact, Wright [20] and Braaksma [2] treat a more general situation where (n + r) in (10) is
replaced by ("rn + r), and (n + r) by (#rn + r). Still further generalizations are treated in
Wright [21].
De<nition (10) diDers from (9) by a factor:
pFq(1; : : : ; p; 1; : : : ; q; z) =
∏p
r=1 (r)∏q
r=1 (r)p
Fq
(
1 2 : : : p
1 2 : : : q
∣∣∣∣ z
)
; (11)
which should be borne in mind when comparing formulas in the literature.
1.2.2. The beta transform of a generalized hypergeometric function is again a generalized hyperge-
ometric function [9, Section 3:6(11)]:∫ =2
0
sin2−1()cos2−1()pFq(1; : : : ; p; 1; : : : ; q; z sin
2()) d
=
()
2 p+1
Fq+1(; 1; : : : ; p; + ; 1; : : : ; q; z) (12)
under the conditions: p6q+ 1, R ¿ 0, R ¿ 0, and if p= q+ 1 then |z|¡ 1.
1.2.3. In Gauss’ thesis Disquisitiones generales circa seriem in8nitam, presented to the Royal Society
in GNottingen in 1812, he proved his summation theorem [16, (1:1:5)] and [9, Vol. I, Section 3:13:1(1)]
2F1
(
1 2
1
∣∣∣∣ 1
)
=
(1)(1 − 1 − 2)
(1 − 1)(1 − 2) ;
2 In addition to the corrigendum, it is necessary to change the de<nition of s in [20] from the order of the pole to the
number of numerator gamma functions which have a pole at the point in question. These de<nitions diDer if a denominator
gamma function also has a pole at the same point.
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which is a generalization of Vandermonde’s theorem [16, (1:1:4)]:
2F1
( −n −b− n+ 1
a
∣∣∣∣ 1
)
=
(a)(a+ b− 1 + 2n)
(a+ n)(a+ b− 1 + n) : (13)
Many such summation theorems have since been developed (see for example [16, Chapter 2 and
Appendix III] and [3–5,8]). Using the ‘reversal identity’ [16, (2:2:3:1)]
(c)n−j =
(−1) j(c)n
(1− c − n)j ;
Eq. (13) may be written as
∑
j+k=n
n!
j!k!
1
(a+ j)(b+ k)
=
(a+ b− 1 + 2n)
(a+ n)(b+ n)(a+ b− 1 + n)
or, using the duplication theorem [1, Section 6:1:18], as
∑
j+k=n
n!
j!k!
1
(a+ j)(b+ k)
=
2a+b+2n−2√

(((a+ b− 1)=2) + n)((a+ b)=2) + n)
(a+ n)(b+ n)(a+ b− 1 + n) : (14)
From (14) it follows [18, Section 5:41(1)] that
0F1(; a; z)0F1(; b; z) =
2a+b−2√
 2F3
(
a+ b− 1
2
;
a+ b
2
; a; b; a+ b− 1; 4z
)
: (15)
Many such relations between products of generalized hypergeometric functions have been demon-
strated (see for example [16, Section 2:5]).
1.2.4 The function pFq may be represented as a contour integral, and by means of such integrals
the de<nition of pFq can be further extended to G-functions [9, Vol. I, Section 5:2(1)]:
Gm;np;q
(
z
∣∣∣∣ 1 2 : : : p1 2 : : : q
)
= (2')−1
∫
L
∏m
r=1 (r − t)
∏n
r=1 (1− r + t)∏q
r=m+1 (1− r + t)
∏p
r=n+1 (r − t)
zt dt; (16)
where 06m6q, 06n6p. Then [9, Vol. I, Section 5:2(17)] if p6q, or if p= q+ 1 and |z|¡ 1,
pFq(1; : : : ; p; 1; : : : ; q; z) =G
1;p
p;q+1
(
−z
∣∣∣∣∣
1− 1 1− 2 : : : 1− p
0 1− 1 1− 2 : : : 1− q
)
= (2')−1
∫
L
(−t)∏pr=1 (t + r)∏q
r=1 (t + r)
(−z)t dt; (17)
where in (17) the contour L is a loop beginning and ending at +∞ and encircling all the poles
of (−t), i.e. t = 0; 1; 2; : : :, once in the negative direction (clockwise), but none of the poles of
(t + r), i.e. t =−r;−r − 1; : : : . (It is necessary that none of the r is 0 or a negative integer.)
Asymptotic expansions are often formulated in terms of G-functions (e.g. [6]).
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2. Study of the integral Sab ()
2.1. Relation to a generalized hypergeometric function
The Bessel function J(z) is de<ned by the power series expansion [18, Section 3:1(8)]
J(z) =
∞∑
n=0
(−1)n
n!(+ 1 + n)
(
z
2
)+2n
;
which may be written as [9, Vol. I, Section 6:2:7(1)]
J(z) =
(
z
2
)
0F1
(
; + 1;−z
2
4
)
: (18)
Now from Eq. (15) it follows that [9, Vol. I, Section 6:2(39)]
J(z)J	(z) =
z+	√
 2
F3
(
+ 	 + 1
2
;
+ 	
2
+ 1; + 1; 	 + 1; + 	 + 1;−z2
)
: (19)
Then the integral Sab	 (7) may be expressed as
Sab	 () =
+	√

∫ =2
0
sin+	+a cosb 2F3(−2 sin2 ) d; (20)
where the generalized hypergeometric function 2F3(−2 sin2 ) is
2F3
(
+ 	 + 1
2
;
+ 	
2
+ 1; + 1; 	 + 1; + 	 + 1;−2 sin2 
)
: (21)
Integral (20) is well de<ned if R (+ 	 + a)¿− 1 and R b¿− 1.
We may now use Beta transform (12) to evaluate (20) as
Sab	 () =
+	√

1
2

(
b+ 1
2
)
3F4(−2); (22)
where the generalized hypergeometric function 3F4(−2) is
3F4
(
+ 	 + a+ 1
2
;
+ 	 + 1
2
;
+ 	
2
+ 1;
+ 	 + a+ b
2
+ 1; + 1; 	 + 1; + 	 + 1;−2
)
:
(23)
The asymptotic expansion for large  of Sab	 () is therefore obtained from the asymptotic expansion
of 3F4(−2). For S	(), Eq. (8), set a = b = 0 in (22) and (23). Then a numerator parameter
coalesces with a denominator parameter and they “cancel”:
S	() =
+	
2 2
F3
(
+ 	 + 1
2
;
+ 	 + 1
2
; + 1; 	 + 1; + 	 + 1;−2
)
; (24)
where we have used ( 12) =
√
 [1, Section 6:1:8]. Integral (8) is well de<ned if R (+ 	)¿− 1,
which we shall suppose.
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2.2. The asymptotic expansion of S	()
The asymptotic expansion of a generalized hypergeometric function is composed of an algebraic
series and an exponential series. These series are given in [9, Vol. I, Section 5:11] or [10, Section
5:9:3]. The series we will use give the asymptotic expansion of
pFq(1; : : : ; p; 1; : : : ; q;−z):
Note the −sign in the argument of pFq.
2.2.1. The algebraic series
The algebraic asymptotic series for generalized hypergeometric functions pFq, p6q, all have
the same general form. For 2F3(1; 2; 1; 2; 3;−z) it is 2L3(1; 2; 1; 2; 3; z) [9, Vol. I, Section
5:11:1(7)] or [10, Section 5:9:3(1)], which, provided 1 − 2 is not an integer and |arg(z)|62− )
for some )¿ 0, is given by
z−1(1 + 1 − 2)(2 − 1)∏3
r=1 (1 + 1 − r)(r − 1)
4F1(1; 1 + 1 − 1; 1 + 1 − 2; 1 + 1 − 3; 1 + 1 − 2;−z−1)
+ (1 ↔ 2); (25)
where (1 ↔ 2) denotes the expression obtained from an immediately preceding expression by
interchanging 1 and 2 . Using the identity [1, Section 6:1:17]
(z)(1− z) = 
sin(z) ; (26)
we may rewrite (25) as
− 13
(2 − 1)
sin(2 − 1)
1
2 − 1{
z−2
3∏
r=1
sin(r − 2)4F1(2; 1 + 2 − 1; 1 + 2 − 2; 1 + 2 − 3; 1 + 2 − 1;−z−1)
− (1 → 2)
}
: (27)
There is a standard procedure [9–12] to deal with the case where 1=2, taking the limit as 2 → 1
in (27), obtaining
2L3(1; 1; 1; 2; 3; z) =
@
@
∣∣∣∣
=1
f(; 0) + 2
@
@,
∣∣∣∣
,=0
f(1; ,); (28)
where
f(; ,) =−−3z−
3∏
r=1
sin (r − )4F1(; 1 + − 1; 1 + − 2; 1 + − 3; 1 + ,;−z−1):
Now,
f(; ,) =−−3z−
∞∑
n=0
(+ n)
∏3
r=1 sin(r − )(1 + − r + n)
(1 + ,+ n)
(−z−1)n
n!
:
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Writing sin (r − ) = (−1)nsin (r − − n) and again using (26), we obtain
f(; ,) =−z−
∞∑
n=0
(+ n)
(1 + ,+ n)
∏3
r=1 (r − − n)
z−n
n!
: (29)
Finally, from (28) and (29) it follows that
2L3(1; 1; 1; 2; 3; z) =
∞∑
n=0
z−(1+n)
(n!)2
(1 + n)
(1 − 1 − n)(2 − 1 − n)(3 − 1 − n)
{ln z + 2 (1 + n)−  (1 + n)−  (1 − 1 − n)
− (2 − 1 − n)−  (3 − 1 − n)}: (30)
In fact, the series pLq(1; : : : ; p; 1; : : : ; q; z) is the same as MacRobert’s E(p; 1; : : : ; p : q; 1; : : : ; q :
z−1), and when z is replaced by z−1 in [11, (2)] or [12, (2)] it becomes the same as Eq. (30).
The contribution of the algebraic asymptotic series to S	() (24) is therefore (setting z = 2)
∞∑
n=0
−(1+2n)
(n!)2
(((+	+1)=2)+n)
(((−	+1)=2)−n)(((	−+1)=2)−n)(((+	+1)=2)−n)
{
ln + (1+n)
− (((+	+1)=2)+n)+ (((−	+1)=2)−n)+ (((	−+1)=2)−n)+ (((+	+1)=2)−n)
2
}
:
(31)
Using  (1) =− [1, Section 6:3:2] as well as (26) and its logarithmic derivative, the n= 0 term in
(31) may be expressed as
[ln −− (((+	+1)=2))−  ((	 − + 1)=2)]cos((=2)[− 	]) + (=2) sin((=2)[	 − ])
 :
(32)
Using  ( 12) =−− 2 ln 2 [1, Section 6:3:3], it is seen that if = 	 Eq. (32) reduces to the −1 term
in (6).
The n= 1 term in (31) can be simpli<ed using (26) and
(z + 1)
(z − 1) = z(z − 1);
 (z + 1) +  (z − 1) = 2 (z)− 1
z(z − 1) ;
 (z)−  (1− z) =− cosz
sin z ;
 (2) = 1− 
yielding
1
163
{ (
[(+ 	)2 − 1][1− (− 	)2]
[
ln + 1− 
− 
(
+ 	 + 1
2
)
−  
(
− 	 + 1
2
)])
sin
[
2
(− 	 + 1)
]
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−
2
[(+ 	)2 − 1][1− (− 	)2]cos
[
2
(− 	 + 1)
]}
: (33)
If = 	 Eq. (33) reduces to the −3 term of (6).
Remark.  (z) is singular at z = 0;−1;−2; : : : and it therefore appears that the expression (31) may
be singular for certain values of 	 and . That is not the case since  (z)=(z) = [ − −1(z)]′ and
−1(z) is an entire analytic function.
2.2.2. The exponential series
De<ne the following quantities:
B1 =
∑
r
r; C1 =
∑
r
r;
B2 =
∑
r¡s
rs; C2 =
∑
r¡s
rs; (34)
B3 =
∑
r¡s¡t
rst ; C3 =
∑
r¡s¡t
rst;
=
∑
r
r −
∑
r
r + (q− p)=2:
When q − p = 1 the exponential asymptotic series for pFq(1; : : : ; p; 1; : : : ; q;−z) is [9, Vol. I,
Section 5:11:2(6)]
pKq(zei) + pKq(ze−i); (35)
where [9, Vol. I, Section 5:11:1(19)]
pKq(z) =
1
2
√
exp[2z
1=2]z=2
∞∑
n=0
Nnz−n=2 (36)
and |arg z|62− ) for some )¿ 0. Eq. (35) may be expressed as [9, Vol. I, Section 5:11:1(21)]
1√
z
=2
∞∑
n=0
dn
2nzn=2
cos
(
2
+ 2z1=2 − 
2
n
)
; (37)
where we have set [9, Vol. I Section 5:11:2(1)]
Nn =
dn
2n
: (38)
The coeKcient d0 is
d0 = 1 (39)
and formulas for d1; d2; d3 as well as recursion relations to calculate higher dn’s are given in [9,
Vol. I, Chapter 5]. By [9, Vol. I, Sections 5:11:5(19), 7:4:6(3), and 5:11:2(10)]
d1 = 12(B1 − C1)(3B1 + C1 − 2) + 2(C2 − B2)− 38 ; (40)
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d2 = 12d
2
1 +
1
4(B1 − C1)(8B2 − 8B21 + 11B1 + C1 − 2)
+ (B2 − C2)(2B1 − 3) + 2(C3 − B3)− 316 : (41)
Remark. The formula given for d2 in [10] is incorrect, since the wrong formula was used for U2
[10, Section 5:9:3(23)]. However, the formula in [9] given in (41) above is correct.
The recursion relation for the dk , in case p= 2, is given in [9, Vol. 1, Section 5:11:2(13)] as
2(k + 1)dk+1 = [5k2 + 2k(3 + B1 − 3C1 − 5) + 2d1]dk
− [4k3 − 6k2(C1 + 2) + 2k(6 2 + 6C1 + C1 + 4C2 − 1)
− 4 3 − 6 2C1 − 2(C1 + 4C2 − 1) + 2C1 − 4C2 − 8C3 − 1]dk−1
+ (k − − 2)(k − − 21)(k − − 22)(k − − 23)dk−2: (42)
Substituting the values of r and r corresponding to the 2F3 in Eq. (24), we obtain
=−(+ 	 + 3=2); (43)
d1 = 98 − (2 + 	2); (44)
d2 = 12(
2 + 	2)2 − 218 (2 + 	2) + 281128 (45)
and recursion relation (42) becomes
2(k + 1)dk+1 =
[
5k2 + 5k − 2(2 + 	2) + 9
4
]
dk + k[4(2 + 	2)− 4k2 − 1]dk−1
+
[
(2 − 	2)2 − 2
(
k − 1
2
)2
(2 + 	2)−
(
k − 1
2
)4 ]
dk−2: (46)
By (37), (43), and (24), the contribution of the exponential asymptotic series to S	() is (setting
z = 2)
1
2
√

∞∑
n=0
dn
2nn+3=2
sin
(
2− (+ 	)
2
− 
4
− 
2
n
)
: (47)
The n= 0 contribution to S	() from the exponential series is therefore, using (39),
1
2
√

−3=2sin
(
2− (+ 	)
2
− 
4
)
: (48)
If = 	 Eq. (48) agrees with the −3=2 term in (6).
The n= 1 contribution to S	() from the exponential series is, using (44),
1
32
√

−5=2[8(2 + 	2)− 9]cos
(
2− (+ 	)
2
− 
4
)
: (49)
If = 	 Eq. (49) agrees with the −5=2 term in (6).
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