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Abstract 
Although modern warships routinely operate with on-board helicopters, the effect of the 
ship superstructure aerodynamics on the flying environment around the ship is generally not 
considered in the design process. The modern warship is now well designed for stealth in 
warfare, but the now bulkier, smooth-sided and sharp-edged superstructures create a 
significant disturbance to the oncoming wind, resulting in turbulent flow features in the lee 
of the ship, most often across the stern where the ship’s flight deck is located. Such 
conditions, coupled with hot exhaust gases from the ship’s gas turbine engines, ever-
changing weather resulting in various sea-states, sea-spray, rain, fog, etc. create a potentially 
very hazardous operational environment. In addition, as the launch of unmanned aircraft 
(UA) vehicles from the flight deck is becoming commonplace, their successful launch and 
recovery is also directly impacted by the scale of the turbulent flow features in the vicinity 
of the flight deck.  
Through the use of time-accurate Computational Fluid Dynamics (CFD), this thesis addresses 
the impact of modern warship aerodynamics on helicopter and UAV operations. Full-scale, 
time-accurate, unsteady airwakes have been produced for an early design of the UK Royal 
Navy’s new Global Combat Ship (GCS), the Type 26 City-Class, and its predecessor, the Type 
23 Duke-Class. The larger, stealthier design of the GCS has been shown to produce a more 
aggressive airwake compared with its predecessor, resulting in higher turbulence levels 
across the flight deck and greater aerodynamic loading on a helicopter. The larger main mast 
of the GCS also has a clear effect on the accuracy of the ship’s anemometer readings when 
compared with Type 23 thereby making it difficult to determine if the wind conditions are 
safe for helicopter launch and recovery. Simulation of the Type 23 and GCS exhaust gas efflux 
has shown that the more turbulent airwake of the GCS aids the cooling and dispersion of the 
ship’s exhaust gases with air temperatures above the flight deck being comparatively lower 
for the GCS in headwind and Green 30 wind-over-deck (WOD) conditions. As such, the 
dispersing engine exhaust plume of Type 23 presents a greater threat to the helicopter. 
Detailed analysis of the air flow around the GCS main mast has shown how CFD can be used 
to predict flow distortion at the ship’s anemometers. Issues with current practice for 
positioning anemometers on bulky main mast structures, detailed in the defence standard, 
DEFSTAN 00-133 Part 2, have been highlighted. Findings show that the defence standard 
should be modified to take account of the new ship geometries that are emerging; at the 
least, anemometers should be placed as high up the mast structure as possible on yard arms 
of suitable length. Additionally, an appropriately placed aft anemometer is recommended to 
yield more accurate wind measurements from astern. 
Analysis of the exhaust gas dispersion from the GCS has shown that significant cooling of the 
plume is achieved through the hot exhaust gases mixing with the ship’s turbulent airwake, 
but elevated, unsteady temperatures are present in the vicinity of the flight deck, particularly 
in the port side hover position in a Green 30 WOD, that can adversely affect an operating 
helicopter. The addition of an eductor to the exhaust outlet does reduce temperatures above 
the flight deck, but the temperatures remain elevated and unsteady.  
A new method for simulating the launch of lightweight unmanned aircraft into the turbulent 
CFD-generated ship airwake has been also developed. The simulation environment has 
shown potential for developing Unmanned Aircraft (UA) for maritime applications, for 
developing appropriate flight controllers, and for developing appropriate launch and 
recovery operational procedures. 
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Nomenclature 
Roman Notation 
𝐴 Cross-sectional area 𝑚2 
𝐴𝑧𝑖𝑊𝑂𝐷 Angle of WOD relative to ship bow ° 
𝐶 Courant number - 
𝐶𝐷𝐸𝑆 DES calibration constant - 
𝐶𝑚𝑎𝑥 Maximum courant number - 
𝑐 Specific heat capacity 𝐽𝑘𝑔−1𝐾−1 
𝐷 Diameter 𝑚 
𝑑 Depth of domain 𝑚 
𝑒 Internal energy 𝐽 
𝐹𝐷𝐸𝑆 DES blending function - 
𝑓 Frequency 𝐻𝑧 
𝑓𝑏 Body force per unit mass 𝑁𝑘𝑔
−1  
𝑔 Acceleration due to gravity 𝑚𝑠−2 
ℎ Heat transfer coefficient 𝑊𝑚−2𝐾−1 
𝐽 Momentum flux ratio - 
𝑘 Turbulent kinetic energy 𝑚2𝑠−2 
𝐿 Characteristic length 𝑚 
𝐿𝑡 Turbulent length scale 𝑚 
𝑙 Length 𝑚 
?̇? Mass flow rate 𝑘𝑔𝑠−1 
𝑁𝑢 Nusselt number - 
𝑝 Pressure 𝑁𝑚−2 
𝑄 Q-criterion - 
?̇? Heat flux 𝑊𝑚−2 
𝑅𝑒 Reynolds number - 
𝑅𝑖 Richardson number - 
𝑟 Radius 𝑚 
𝑺 Rate-of-strain tensor 𝑠−1 
𝑆𝑡 Strouhal number - 
𝑇 Temperature °𝐾 or ℃ 
𝑇𝑎 Temperature after change °𝐾 or ℃ 
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𝑇𝑖 Initial temperature °𝐾 or ℃ 
𝑡𝑎 Time array 𝑠 
𝑡𝑠𝑒𝑡 Settling time 𝑠 
𝑈 Freestream velocity magnitude 𝑚𝑠−1 
𝑈𝑎 Airwake longitudinal velocity magnitude 𝑚𝑠
−1 
𝑈𝑐 Crossflow velocity magnitude 𝑚𝑠
−1 
𝑈𝑒  Exhaust velocity magnitude 𝑚𝑠
−1 
𝑈𝑝𝑒𝑟𝑡  Longitudinal velocity perturbations  𝑚𝑠
−1 
𝑢 Velocity in 𝑥 dimension 𝑚𝑠−1 
𝑉 Velocity magnitude 𝑚𝑠−1 
𝑉𝑎 Airwake lateral velocity magnitude 𝑚𝑠
−1 
𝑉𝑝𝑒𝑟𝑡 Lateral velocity perturbations 𝑚𝑠
−1 
𝑉𝑟𝑒𝑓 Velocity magnitude at reference height 𝑚𝑠
−1 
𝑉𝑊𝑂𝐷 Velocity magnitude of WOD condition 𝑚𝑠
−1 
𝑣 Velocity in 𝑦 dimension 𝑚𝑠−1 
𝑊𝑎 Airwake vertical velocity magnitude 𝑚𝑠
−1 
𝑤 Velocity in 𝑧 dimension 𝑚𝑠−1 
𝑋𝑎 CFD/airwake co-ordinate system, longitudinal 𝑚 
𝑋𝑠𝑖𝑚 Simulator co-ordinate system, longitudinal 𝑚 
𝑋𝑠𝑖𝑚2𝑎 Simulator to CFD/airwake co-ordinate system 
conversion, longitudinal 
𝑚 
𝑥 Longitudinal dimension (+’ve to stern) 𝑚 
𝑌𝑎 CFD/airwake co-ordinate system, lateral 𝑚 
𝑌𝑠𝑖𝑚 Simulator co-ordinate system, lateral 𝑚 
𝑌𝑠𝑖𝑚2𝑎 Simulator to CFD/airwake co-ordinate system 
conversion, lateral 
𝑚 
𝑦 Lateral dimension (+’ve to starboard) 𝑚 
𝑦+ Dimensionless wall distance - 
𝑍𝑎 CFD/airwake co-ordinate system, vertical 𝑚 
𝑍𝑠𝑖𝑚  Simulator co-ordinate system, vertical 𝑚 
𝑍𝑠𝑖𝑚2𝑎 Simulator to CFD/airwake co-ordinate system 
conversion, vertical 
𝑚 
𝑧 Vertical dimension (+’ve upwards) 𝑚 
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𝑧𝑎𝑠𝑙  Height above sea surface 𝑚 
𝑧𝑟𝑒𝑓 Reference height 𝑚 
 
Greek Notation 
𝛼 Surface roughness constant - 
∆𝑡 Time step 𝑠 
∆𝑥 Computational cell size in 𝑥 dimension 𝑚 
∆𝑦 Computational cell size in 𝑦 dimension 𝑚 
∆𝑧 Computational cell size in 𝑧 dimension 𝑚 
𝜀 Turbulent dissipation rate 𝑚2𝑠−3 
𝜇 Dynamic viscosity 𝑘𝑔𝑚−1𝑠−1 
𝜈 Kinematic viscosity 𝑚2𝑠−1 
𝜌 Density 𝑘𝑔𝑚−3 
𝜏 Thermocouple response time 𝑠 
𝜏𝑖𝑖  Shear stress at face in i plane, i direction 𝑁𝑚
−2 
𝛀 Vorticity tensor 𝑠−1 
𝜔 Specific turbulent dissipation rate 𝑠−1 
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Abbreviations 
ABL Atmospheric boundary layer 
ACP Airload Computation Point 
AEM Advanced Enclosed Mast 
AFAP Air Flow Air Pattern 
AFCS Automatic Flight Control System 
ASTOVL Advanced Short Take-Off Vertical Landing 
ASW Anti-Submarine Warfare 
ATM Advanced Technology Mast 
CAA Civil Aviation Authority 
CAD Computer Aided Design 
CAP Civil Aviation Publication 
CFD Computational Fluid Dynamics 
CFL Courant-Friedrichs-Lewy 
CODLOG Combined Diesel or Gas 
CSGE Control System Graphical Editor 
DDES Delayed Detached Eddy Simulation 
DEFSTAN Defence Standard 
DES Detached Eddy Simulation 
DG Diesel Generator 
DoD Department of Defense 
FFT Fast Fourier Transform 
FLME FLIGHTLAB Model Editor 
FlyCo Flying Control 
FOCFT First of Class Flight Trial 
FSC Future Surface Combatant 
FSS Frequency Selective Material 
GCS Global Combat Ship 
GT Gas Turbine 
HH Hangar Height 
HMS Her Majesty’s Ship 
I-Mast Integrated Mast 
IAS Indicated Airspeed 
IRSS Infrared Signature Suppression 
The Aerodynamics of a Modern Warship 
x 
 
ISA International Standard Atmosphere 
LES Large Eddy Simulation 
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PSD Power Spectral Density 
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SRGPS Ship Relative Global Positioning System 
SRS Scale Resolving Simulation 
SST Shear Stress Transport 
TTCP The Technical Cooperation Programme 
UA Unmanned Aircraft 
UAS Unmanned Aircraft System 
UoL University of Liverpool 
USS United States Ship 
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Chapter 1. Introduction 
This thesis describes a detailed computational study of the superstructure aerodynamics of 
a modern warship. While it is widely understood that the performance and stability of a ship 
is largely dependent upon the hydrodynamics of its hull below the waterline, the importance 
of the aerodynamics of the ship above the waterline, particularly the superstructure (the ship 
structure above the hull and the main deck), is less obvious.  However, for helicopter-enabled 
ships, such as naval frigates, destroyers or support vessels, the air flow over the ship is critical 
for the helicopter’s operational envelope and safety. It is now standard that such naval 
platforms operate with a maritime helicopter; the UK, for example, operates AW101 Merlin 
and AW159 Wildcat helicopters to both the Type 23 Duke class frigate and the Type 45 Daring 
class destroyer that are currently in service. The helicopter is arguably the most potent 
system on the ship, but its operational envelope is significantly affected by the ship’s 
aerodynamics. 
The motivation for this study is the advent of “stealthy” ships which are less detectable by 
radar. The characteristics of a stealth ship is a superstructure that is continuous and non-
fragmented; has sloping flat surfaces instead of vertical sides; and few, if any, curved 
surfaces. The research that will be presented in the following chapters was funded by BAE 
Systems Surface Ships, and was undertaken in support of the design of the new UK Type 26 
City class frigate, the first of which, HMS Glasgow, is currently under construction. 
 Background 
A warship, or combatant ship, is a military ship that is designed primarily for naval warfare; 
it is armed with weapon systems and is designed to be resilient to damage. It is also faster 
and more manoeuvrable than a non-combatant ship. Warships are generally divided into 
seven main categories: aircraft carriers, cruisers, destroyers, frigates, corvettes, submarines 
and amphibious assault ships. In addition there are support vessels, often known as Auxiliary 
ships, that have limited offensive capabilities and which provide at-sea replenishment of fuel 
and other stores that are required to keep the warships operational.  
The research reported in this thesis is concerned with ships that are in the categories of 
frigates and destroyers and which operate a maritime helicopter from a landing deck situated 
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towards the stern of the ship. The helicopter’s main uses are anti-submarine and surface 
warfare, surveillance, troop transfer and supply replenishment at sea.  Traditionally, frigates 
were considered to be smaller and less well armed than destroyers, with a mainly protective 
role for other ships. Destroyers, on the other hand were considered to be more capable 
warships with a wide range of offensive armaments. Nowadays the distinction is becoming 
blurred as frigates, notably the Type 26, are armed with the most advanced systems 
available. 
While the research was initially concerned with the air flow over a modern warship and how 
it might impact the helicopter in the vicinity of the flight deck, it soon became apparent that 
there were two other important aspects of the ship’s aerodynamics which affect the 
helicopter’s operational envelope. The first is the ship’s anemometers, which measure wind 
speed and direction relative to the ship, and which define the limiting conditions under which 
the helicopter can take off and land. The anemometers are themselves within the disturbed 
air flow over the ship and so the ship’s aerodynamics affect their accuracy.  The second issue 
is that of the dispersion of the hot exhaust gases from the ship’s gas turbine engine(s), if the 
helicopter is exposed to heated air this can affect the lift from the main rotor, as well as the 
power output of the helicopter’s engines. The mixing of the exhaust gases with the turbulent 
air flow over the ship will affect both the trajectory and temperature of the exhaust plume, 
and these too will be influenced by the ship’s aerodynamics. 
The thesis will describe how these aspects of the ship’s aerodynamics was investigated using 
Computational Fluid Dynamics (CFD). Although the research is specifically concerned with a 
modern warship, the following sections begin with some historical background and context. 
1.1.1. Historical Context 
Warships can be traced back in time to ancient civilisations, but a landmark event in British 
naval history was in 1660 when the British navy became the Royal Navy after the restoration 
of the monarchy under Charles II. In 1661 Sir William Penn and Samuel Pepys established the 
Naval Discipline Act, which included the articles of war and founded the Royal Navy by 
statute [1]. The ships of this era, and until steam-powered ships were introduced from the 
mid-19th century, were sailing ships and a famous historical victory of that period was at the 
Battle of Trafalgar in 1805. The principal warships of that period were known as “ships of the 
line”. Figure 1.1 is an image of a painting by Thomas Butterworth (ca. 1805) of a ship of the 
line; the painting is called “Return from Trafalgar” and it dramatically illustrates how these 
ships were at the mercy of the wind, both from the forces created by their sails, and from 
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the tumultuous waves on the sea surface. It is unclear what scientific aerodynamic theory 
there was at the time, but clearly the ship designers were extremely competent at capturing 
the benefits of the wind while maintaining stability in the rough seas.  
 
Figure 1.1: A Ship of the Line, depicted in Thomas Buttersworth’s painting “Return from 
Trafalgar” ca. 1805 
 
Figure 1.2 shows a cross-section of Nelson’s flagship, HMS Victory [2]. The waterline is at the 
widest beam of the section and above there are three gun decks housing 104 cannons. It can 
be seen that the width of the superstructure gets narrower as the height increases above the 
waterline.  This feature is called the “tumblehome” and is thought to serve two purposes: to 
bring the weight of the higher guns closer to the ship centreline to improve stability, and to 
create a gap between two such ships when closing broadside so the cannon can still be 
deployed and marines cannot easily board the opposing ship [3].  
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Figure 1.2: A diagrammatic cross section of HMS Victory showing the tumblehome and 
cannons [2] 
 
1.1.2. Naval Aviation 
Whilst the operation of fixed-wing aircraft from aircraft carriers can be traced to World War 
1, rotary-wing aircraft, autogiros and then helicopters, were not developed until some years 
later. The first operational landing of a helicopter on a ship was a Sikorsky Hoverfly flown by 
Stewart R Graham, an American Coast Guard pilot, to a British bulk freighter MV Daghestan 
in 1944. The first landing of a helicopter to a naval frigate was conducted by a British 
lieutenant, Alan Bristow, who flew a Sikorsky Hoverfly to a specially constructed platform on 
the aft deck of HMS Helmsdale in 1946, pictured in Figure 1.3 [4]. 
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Figure 1.3: Lieutenant Alan Bristow landing a Sikorsky Dragonfly on HMS Helmsdale in 
September 1946 [4] 
The first non-carrier ship specifically designed to carry a helicopter was HMS Vidal, a Royal 
Navy survey ship which was launched in 1951 and which operated a Sikorsky Dragonfly. The 
first British frigate especially designed to operate a helicopter was HMS Ashanti, a Tribal class 
frigate launched in 1961 and which trialled the Westland Wasp helicopter which came into 
active service with the Royal Navy in 1964; Figure 1.4 shows a Westland Wasp aboard a Tribal 
class frigate. A concise history of British naval history can be found at [5] while an historical 
review of helicopters in the Royal Navy can be found at [6].  
 
Figure 1.4: A Tribal class frigate with a Westland Wasp helicopter, ca. 1965 [7] 
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1.1.3. Wind Measurement 
For sailing warships, wind was a crucial factor for the ships’ design and operation. To this 
day, mariners have quantified ‘wind strength’, but it was in 1806 that a working scale of wind 
strength was developed by Commander Francis Beaufort of HMS Woolwich [8]. As well as 
quantifying the wind speed, mariners of the day were also concerned with the effect of the 
wind on the sea surface, and so in 1810 Beaufort added descriptions of the sea surface 
characteristics to each point on a 12 point wind scale.  The sea state is itself a subjective 
measure, and sea states in a given wind will change if close to land, if the wind is on or off-
shore, and if there are marine currents. It is not surprising therefore that the Beaufort scale, 
which is still widely used today, is largely descriptive, as seen in Table 1.1. 
Table 1.1: Beaufort wind force scale 
Beaufort 
wind scale 
Wind speed Wind descriptor Probable wave 
height  
m 
Sea 
state 
Sea descriptor 
m/s knots 
0 <1 <1 Calm 0 0 Glassy 
1 1-2 1-3 Light air 0.1 1 Rippled 
2 2-3 4-6 Light breeze 0.2 2 Wavelets 
3 4-5 7-10 Gentle breeze 0.6 3 Slight 
4 6-8 11-16 Moderate breeze 1.0 3-4 Slight-moderate 
5 9-11 17-21 Fresh breeze 2.0 4 Moderate 
6 11-14 22-27 Strong breeze 3.0 5 Rough 
7 14-17 28-33 Near gale 4.0 5-6 Rough-very rough 
8 17-21 34-40 Gale 5.5 6-7 Very rough-high 
9 21-24 41-47 Strong gale 7.0 7 High 
10 25-28 48-55 Storm 9.0 8 Very high 
11 29-32 56-63 Violent storm 11.5 8 Very high 
12 33+ 64+ Hurricane 14+ 9 Phenomenal 
 
While it was a pragmatic solution in 1810 to assess the wind strength from judgements of 
whether the wind was a gentle breeze or a strong gale, or whether the sea was moderate or 
high, a more precise measurement system was required. Wind speeds are measured using 
anemometers, one of the earliest of which, designed by Thomas Romney Robinson in 1846 
[9], comprised four hemispherical cups that were connected to a spindle and rotated in the 
wind. In the following years the cup anemometer was improved upon by various people until 
the design converged on the three-cup design that is widely used today and shown, together 
with a directional weather vane, in Figure 1.5(a). Modern naval ships use ultrasonic 
anemometers which have no moving parts; the ultrasonic anemometer shown Figure 1.5(b) 
measures two components of velocity in the horizontal plane, thereby giving horizontal wind 
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speed and direction. Figure 1.5(c) shows a three-component ultrasonic anemometer which 
is now coming into use and which also measures the vertical component of velocity. 
 
Figure 1.5: Examples of ships’ anemometers: (a) cup and vane [10]; (b) 2-D ultrasonic [11]; 
(c) 3-D ultrasonic [12]. 
However, while ships’ anemometers are widely used to provide a reading of wind speed and 
direction, they can be inaccurate due the distortion of the air flow as it passes over the ship’s 
superstructure.  The unreliable measurements by ships’ anemometers is also an issue for the 
collection of marine meteorological data by research vessels and by merchant vessels that 
act as Voluntary Observing Ships [13]. The disturbed air flow over the superstructure is 
known as the ship’s airwake, and it is how the airwake is affected by the design of a modern 
warship that is the principal subject of this thesis. Figure 1.6 shows a CFD calculation of a 
ship’s airwake in a headwind, presented as normalised mean horizontal streamwise velocity. 
The velocity contours are shown in the vertical plane through the centre of the ship and 
illustrate the substantial reduction in velocity over the superstructure, including reverse flow 
behind significant structures such as the mast, funnel and the helicopter hangar ahead of the 
aft helicopter deck. The air flow approaching the ship has been given a vertical velocity 
profile that is representative of an oceanic boundary layer, also incorporated into Figure 1.6. 
 
Figure 1.6: Disturbed air flow of the ship’s airwake in a headwind, contours are of mean 
horizontal streamwise velocity component; also shown is the oceanic atmospheric boundary 
layer 
 
(a) (b) (c) 
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1.1.4. Characteristics of a Modern Warship 
The ship shown in Figure 1.6 is typical of a modern frigate or destroyer. The superstructure 
is not unduly cluttered and it is slab-sided; the mast is solid and bulky, the funnel is relatively 
low and discharges hot exhaust gases from a marine gas turbine; the helicopter deck is at 
the stern of the ship and for winds from the fore is in the lee of the superstructure.  
The greatest above-water vulnerability of a ship comes from enemy radar beams originating 
near or slightly above the horizon coming from distant patrol aircraft, other ships or sea-
skimming anti-ship missiles with active radar seekers. It is important that incoming radar 
waves are not reflected back to their source and so the sides of the ships are sloped inwards, 
hence the modern reappearance of the tumblehome seen earlier in Figure 1.2. Curved 
surfaces on the superstructure are minimised since they will scatter incoming beams in all 
directions, including back to their source.  Internal corners are also to be avoided since they 
enable incoming beams to be reflected off two or more surfaces and back to their source. 
Therefore, the shape of the modern warship is becoming more “stealthy” [14], drawing on 
the stealth technology more commonly associated with sophisticated warplanes. The surface 
of the ship’s superstructure can also be coated with radar absorbing materials, or even 
constructed from composite materials which absorb or attenuate radar signals, rather than 
simply reflecting them. The amount of radar energy that is reflected back to the radar 
receiver, usually co-located with the source, is known as its Radar Cross Section (RCS). A 
ship’s stealth is concerned with not just radar invisibility, but also the avoidance of emitting 
its own electronic and infra-red (thermal) radiation, as well as underwater noise emission 
from the propulsion system.  
The Swedish Visby class ship in Figure 1.7 is an example of a modern stealth ship. Because it 
is a small ship, being only 73m long and weighing about 640 tonnes, it has been constructed 
entirely from composite radar absorbing material. It is not only the sloping sides of the 
tumblehome that prevents the reflection of near-surface radar beams, but even the gun is 
facetted and the barrel is retractable.  There are no curved surfaces, and there are no internal 
corners. The multitude of radomes and other sensors and instrumentation that are normally 
seen on warships are also missing, instead they are embedded in the composite outer skin 
of the vessel or are contained within and are capable of “seeing” through the non-metallic 
shell of the superstructure.  What deck clutter and antennae there are can be stored away 
or retracted if necessary. The engine exhaust gases are concealed in hidden outlets near the 
waterline at the stern of the ship and mix with the spray emitted from the jet propulsion 
system, thereby eliminating the major source of infra-red emissions. The jet propulsion 
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system also emits less noise than a cavitating propeller. Another stealth feature of the Visby 
is its paintwork, which is known as dazzle camouflage, whose purpose is to break up the 
outline of the ship and was first introduced in World War 1 [14]. 
 
Figure 1.7: Swedish Visby class corvette [15] 
The US Zumwalt class of destroyer, Figure 1.8, is another ship whose design is dominated by 
stealth requirements. At 180m long and 14,500 tonnes it is a large ship, even by destroyer 
standards. Its most obvious characteristic is its flat sloping surfaces, the lack of deck clutter 
and other protruding sensors and antennae. The guns on the foredeck are encased in 
facetted covers and there are no curved surfaces. The ship’s hull and the lower section of the 
deckhouse are constructed from steel for structural strength. The helicopter hangar and the 
upper section of the deckhouse are constructed from composite material, and sensors and 
antennae are embedded in the composite outer surface or are contained within the 
composite structure.  The engine exhausts are at the top of the deckhouse but are only visible 
from above the ship. The Zumwalt class ship was hailed as the replacement for the US navy’s 
long-serving destroyer, the Arleigh-Burke class, and originally 32 vessels were anticipated; 
however, spiralling costs and questions over its defensive capabilities meant that only three 
were ordered [16].  
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Figure 1.8: US Zumwalt class destroyer [17] 
While the designs of the two ships discussed above have been heavily influenced by stealth 
requirements, there are good reasons, not least cost and practicality, which has meant that 
most modern warship designs have taken a more pragmatic approach to stealth technology. 
The British Type 45 Daring class destroyer is a good example of a modern warship with 
stealth features which affect the ship’s aerodynamics. The principle adopted in this design is 
not to make the ship invisible, but to considerably reduce its RCS so that it appears on radar 
as a much smaller ship, i.e. the tactic is one of disguise, not invisibility. The Type 45 came 
into service in 2009, replacing the Type 42 which came into service in 1975.  Comparing the 
two ships in Figures 1.9 and 1.10 illustrates how the design of modern warships is evolving; 
although the two ships are British, similar developments can be seen in the ships of other 
navies. The older Type 42 is 132m long, compared with the newer Type 45 at 152m long; the 
Type 42 was a much lighter ship with a displacement of 3500 tonnes, compared with 8000 
tonnes for the Type 45. As can be seen, the superstructures of the two ships are very 
different, and this difference is mostly driven by the reduction in RCS. 
 
Figure 1.9: British Type 42 Sheffield class destroyer, HMS Liverpool [18] 
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Figure 1.10: British Type 45 Daring class destroyer, HMS Daring [19] 
 
1.1.5. Helicopter-enabled Warships 
Modern warships routinely operate with maritime helicopters. The flying environment is a 
challenging one: limited deck space, close proximity of superstructure, deck motion, possible 
visual degradation due to spray and rain, and the unsteady air flow in the vicinity of the flight 
deck. Figure 1.11 is a picture of a Danish Seahawk helicopter attempting to land to an 
offshore patrol vessel in the rough seas of the North Atlantic [20]. The unsteady air flow, or 
ship airwake as it is known (see Figure 1.6), is due to the combination of the ship’s forward 
speed and the prevailing wind and is often cited by pilots as being the most challenging factor 
when recovering to a ship in strong winds [21]. The safe operational envelope for a particular 
helicopter/ship combination is defined by the Ship-Helicopter Operational Limits, or SHOL, 
which is specified in terms of maximum allowable wind speed for different wind directions. 
The combination of wind speed and direction, relative to the ship, is referred to as a wind-
over-deck (WOD) condition. A typical SHOL envelope is shown in Figure 1.12 where it can be 
seen, for example, that it is deemed safe to land the helicopter for wind speeds from ahead 
of up to 50 knots, while for winds coming from a relative direction of 45° off the starboard 
(Green 45) the maximum wind speed is 30 knots. In naval terminology, winds approaching 
the ship from the starboard side are called Green winds, and winds approaching from the 
port side are known as Red winds. For clarity, when standing on the ship and facing the bow, 
starboard is to the right and port is to the left. 
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Figure 1.11: Danish Seahawk helicopter landing to an offshore patrol vessel in rough seas 
[22] 
 
 
Figure 1.12: Representation of typical SHOL diagram [23] 
 
The SHOL is determined by helicopter test pilots conducting launch and recovery (take-off 
and landing) trials at sea in as wide a range of wind speeds and directions as possible, to 
determine the safe conditions for an average fleet pilot [24]. The SHOL is more important for 
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the helicopter’s recovery, since the pilot will not take off if the conditions are outside of the 
operational envelope, but if the helicopter has already been deployed it is important that 
the wind conditions are safe on landing.  The ship’s captain will have some control of the 
relative wind through the ship’s speed and heading, but not total control.  
The standard helicopter recovery procedure used in the Royal Navy is known as the port-side 
landing manoeuvre, which is illustrated in Figure 1.13, where the pilot first positions the 
helicopter parallel to and alongside the port side of the ship, matching the ship’s speed. The 
aircraft is then translated sideways across the deck, with the pilot’s eye-line at about hangar 
height until positioned above the landing spot; during a quiescent period in the ship’s 
motion, the pilot will descend to the deck and land the aircraft. The landing begins from the 
port side because the pilot, who sits in the right-hand seat, will have a clear view of the deck. 
The turbulent air flow cascading over the ship’s superstructure impacts upon the helicopter 
and will make the landing task more difficult, particularly as the pilot is trying to land on a 
moving deck while being in close proximity to the superstructure.  
 
Figure 1.13: Final stages of the recovery of a Royal Navy helicopter to a single spot 
frigate/destroyer [23] 
The engineering design of a modern helicopter-enabled warship takes into account the flight 
deck, hangar, and other aviation services [25]; however, consideration of the ship 
superstructure aerodynamics is not so prominent. Traditionally, once the ship design has 
been finalised, wind tunnel models have been made and used to examine the air flow over 
the ship, possibly including an assessment of exhaust gas dispersion and flow distortion at 
the locations identified for placement of the ship’s anemometers. However, the effect of the 
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ship’s aerodynamics on the helicopter will not be known until the ship is built and undergoes 
at-sea flight trials. 
 In recent years there has been significant research into the use of CFD to model the air flow 
over naval ships, and into the use of mathematical flight dynamics models of a helicopter to 
assess how that air flow will affect the aircraft and pilot workload. These technological 
advances have enabled helicopter launch and recovery operations to be simulated in motion-
base flight simulators where piloted deck landings have been conducted to create simulated 
SHOLs and to inform the sea trials [23], [26], [27]. However, while CFD has been contributing 
towards these modelling and simulation techniques, there is still little understanding of how 
the stealthy designs of the modern warship is affecting its aerodynamics and, more 
specifically, how it affects the ship’s helicopter. 
1.1.5.1. Superstructure Aerodynamics: Stealth vs. Aviation? 
The Type 26 City class ship will be the latest generation of frigate and is due to enter service 
with the Royal Navy in the mid-2020s, replacing the Type 23 Duke class.  The Type 26 will 
operate with Merlin and Wildcat maritime helicopters. Images of the two ships are shown in 
Figure 1.14. As can be seen, there are significant differences in the superstructures of the 
two ships, much as there was in the generational change between the Type 42 and 45 
destroyers shown earlier in Figures 1.9 and 1.10. Compared with the Type 23, the future Type 
26 has a much cleaner uninterrupted superstructure with sloping sides and much reduced 
equipment and systems. The Type 26 also has a bulky enclosed main mast, aft of which is the 
funnel from which the gas turbine exhaust gases are discharged. Much of the design 
characteristics are driven by the requirements for reduced RCS, but the geometry of the 
superstructure will also affect its aerodynamics and therefore the operational envelope of 
the ship’s helicopter.  
This thesis will describe, in detail, how CFD has been used during the design phase of the 
Type 26 to predict the air flow over the ship, and how this affects the flow distortion at the 
anemometer positions, and the dispersion of the exhaust gases from the gas turbine, all of 
which have a bearing upon helicopter operations.  Selected comparisons will also be made 
with the computed aerodynamics of the older Type 23 frigate. A short outline of the research 
has been presented by the Author in [19] (available in the Appendix); however; even though 
some of the work has been published in the public domain, there are still aspects of the 
research that is sensitive and so the data included in this thesis is drawn from earlier design 
evolutions of the ship, not the final design. In its early design stages the ship was known as 
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the Global Combat Ship (GCS), therefore the ship will henceforth be referred to in the thesis 
as the GCS. 
 
 
Figure 1.14: Comparison of Type 23 Duke class (HMS Argyll) [28] (top) and Type 26 City class 
[29] (bottom) 
 
Chapter 2 will give an overview of the Computational Fluid Dynamics methodology used for 
analysing the air flow over a warship while Chapter 3 will apply the methodology to compare 
the aerodynamics of the GCS and the Type 23, including an assessment of how the air flow 
over the flight deck will affect the aerodynamic loads on a helicopter.  In Chapter 3 there is 
also a comparison of the air flow at the anemometer locations of the two ships and of how 
the exhaust efflux from the engines of the two ships are dispersed by the airwakes. Chapters 
5 and 6 will give a more detailed analysis of the effect of the GCS airwake on the expected 
anemometer performance and on the exhaust gas dispersion, respectively.  Chapter 6 
presents a novel analysis of the launch of a small fixed-wing unmanned aircraft from the deck 
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of the GCS into an airwake; although only an initial analysis, the procedure has potential to 
inform the way that such craft could be operated in the future. Finally, Chapter 7 will draw 
together the main conclusions from the research and will make recommendations for future 
research 
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Chapter 2. Computational Fluid Dynamics 
for Ship Airwake Modelling 
As mentioned in Chapter 1, Computational Fluid Dynamics (CFD) has been used in this 
research project to simulate the airwakes of the GCS and Type 23 frigates for the analysis of 
the turbulent flow field above each ship’s flight deck. CFD has also been used to analyse the 
local flow in the vicinity of the ships’ anemometers and the dispersion of the engine exhaust 
efflux, all with respect to helicopter operations. This chapter outlines the general 
methodological approach for all of the unsteady CFD simulations presented in this thesis. 
The subtleties of producing the computational mesh for “standard” ship airwakes, compared 
with airwakes inclusive of exhaust gas dispersion, are explained, along with the specific types 
of inlet conditions used for the injection of hot exhaust gases into the computational domain.  
 Modelling of Ship Airwakes with CFD 
The ability to predict, at full-scale, the time-accurate characteristics of the turbulent air flow 
over a ship is becoming a powerful tool for the assessment of a ship’s topside aerodynamics, 
and a viable alternative to wind tunnel testing. Of particular interest to the research being 
reported in this thesis is how the air flow impacts on the operation of the ship’s helicopter. 
CFD simulations of the prevailing wind interacting with a ship’s superstructure can provide a 
comprehensive data-set of the air flow characteristics over the ship, aspects of which can be 
used during the design cycle before a ship is built or enters service. The ability to assess a 
ship’s topside aerodynamic characteristics during the design cycle can provide a number of 
opportunities to inform positive design changes, which can ultimately benefit the ship’s 
helicopter [30]. Most innovatively, the simulated ship airwake can be used in the analysis of 
ship-helicopter operations prior to first of class flight trials (FOCFT), with the potential to 
identify key flying conditions of interest and provide simulated preparation for the flight trial 
programme. This potential was demonstrated in the recent flight trials of the UK’s new F-
35B Lightning ASTOVL (Advanced Short Take-Off Vertical Landing) aircraft to HMS Queen 
Elizabeth, the UK’s new aircraft carrier. Piloted flight simulation, including CFD-generated 
airwakes, was extensively used to prepare crews for the trials [31]. 
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The application of CFD in the simulation of ship airwakes has been actively researched since 
the early 2000s and has evolved significantly over the succeeding 20 years [32]–[42]. At the 
University of Liverpool (henceforth referred to as UoL), the use of CFD for the prediction of 
ship airwakes has been the subject of research since 2005 [43], from initial steady-state and 
inviscid flow simulations [44], to the unsteady time-accurate viscous flow computations that 
have been used to generate airwakes for various flight simulation research projects [45]. The 
process of modelling and simulating ship airwakes at the UoL has been successively 
improved, refined and validated [46]–[50], notably through internationally collaborative 
research on the Simple Frigate Shape 2 (SFS2) (Fig. 2.1), used as a baseline model for ship 
airwake modelling validation. The SFS2 was devised by the Technical Co-operation 
Programme (TTCP), to advance research on the modelling and simulation of the helicopter-
ship dynamic interface by removing the difficulties faced in sharing sensitive data between 
its member countries [51]. Experimental SFS2 airwake data produced by the National 
Research Council (NRC) in Canada [52], was used by Forrest et al. [45] at the UoL to validate 
their developed CFD methodology for simulating ship airwakes. As presented in a recent 
review paper by Shukla et al. [53], the SFS2 experimental data from NRC Canada and the CFD 
analysis by Forrest et al., is still regarded as the benchmark data for ship airwake CFD 
validation [34], [41], [42]. The same CFD methodology has recently been extensively 
validated through experimentation by Watson et. al. [54] at the UoL for the simulation of the 
Queen Elizabeth Class (QEC) carrier airwakes.  
 
Figure 2.1: Simple Frigate Shape 2 (SFS2) [52] 
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The CFD methodology developed at the UoL was therefore used as the foundation for the 
ship airwake simulations produced during this PhD study. The additional complexity of 
modelling the ship’s exhaust gas dispersion within the airwake has also been examined in 
this thesis. For ship airwakes with and without exhaust gas dispersion modelling, the 
production of a ship airwake CFD simulation typically involves the following key stages:-  
• Geometry CAD preparation 
• Mesh generation 
• Solver setup/Solution approach 
• Solving the governing equations of CFD 
• Post-CFD analysis 
For the work undertaken in this thesis, ANSYS ICEM CFD v16.2 was used for mesh generation 
and the ANSYS Fluent v16.2 flow solver was used for all CFD computations [55]. The following 
sections present an overview of the CFD methodology and an explanation of the 
fundamental equations which form the basis of the CFD simulations. The process of 
preparing the CAD (digital drawings of the ship), creating a computational grid, and the solver 
setup used to produce the CFD cases discussed in this thesis will also be explained. 
 CFD Methodology 
2.2.1. The Governing Equations 
The governing equations of CFD are based upon three fundamental physical principles that 
describe fluid dynamics: the conservation of mass, conservation of momentum (Newton’s 
second law) and the conservation of energy. Through applying these three physical principles 
to a model of the fluid, three sets of coupled non-linear partial differential equations can be 
derived. These fundamental equations of fluid mechanics can be expressed in various forms; 
the following formulations are for viscous flows without chemical reactions or mass transfer 
as presented by Anderson [56]. 
Continuity equation:- 
 𝐷𝜌
𝐷𝑡
+ 𝜌∇. 𝑉 = 0 (2.1) 
  
Momentum equations (Navier-Stokes):- 
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(2.2) 
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Energy equation:- 
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(2.3) 
 
In the form written above, the equations cannot be directly solved. CFD is the process by 
which an iterative solution to the equations can be obtained through the discretization of 
the partial differential equations onto a computational grid. Discretization replaces the 
partial differential equations with a system of algebraic equations which can be solved at 
discrete point locations. The flow field is therefore simulated in space and time through 
obtaining solutions at these points – the nodes of the computational grid.  
2.2.2. Turbulence Modelling 
When the unsteady variables in the Navier-Stokes equations are decomposed, e.g. 𝑢𝑖 =
 ?̅?𝑖 + 𝑢′𝑖, and the equations are time-averaged, it is seen that additional terms appear in the 
equations due to their non-linearity. These terms, which can be written as −𝜌𝑢′𝑖𝑢
′
𝑗 are 
called Reynolds Stresses and need to be accounted for when solving the equations. This is 
commonly called a closure problem, and it is addressed by modelling their effects using one 
of a range of turbulence models [57]–[59].    
Employing the correct turbulence model for ship airwake calculations is essential for 
ensuring accurate prediction of the turbulent flow created as a result of the separation of 
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the freestream airflow from the ship’s superstructure. Detached Eddy Simulation (DES), with 
a Shear-Stress-Transport (SST) 𝑘-𝜔 turbulence model for closure, was the chosen turbulence 
modelling methodology for this project. The method is well-suited to ship airwake 
generation and, in addition, it was shown by Forrest et al. [45] to agree well with 
experimental data, also more recently confirmed by Yuan et al. [41]. DES is a hybrid model, 
employing Reynolds Averaged Navier Stokes (RANS) in the boundary layer regions and Large 
Eddy Simulation (LES) away from the walls, explicitly resolving turbulent structures where 
the flow is separated. The application of DES with an SST 𝑘-𝜔 turbulence model occurs 
through the parameter, 𝐹𝐷𝐸𝑆. The switch between RANS and LES modelling schemes is 
determined through this parameter which links local turbulent length scale, 𝐿𝑡, the 
calibration constant, 𝐶𝐷𝐸𝑆 = 0.61, and the maximum local grid spacing, Δ, (Eq. 1.4) [60].  
 
 
𝐹𝐷𝐸𝑆 = max (
𝐿𝑡
𝐶𝐷𝐸𝑆Δ
, 1) (2.4) 
 
The benefits of DES are well documented for large scale, high Reynolds number, wall 
bounded turbulent flows, where a pure LES solution would be exceptionally computationally 
expensive as a result of the need to resolve the fluid flow right down to the wall. Significant 
mesh refinement would therefore be required to resolve the flow, unlike DES where RANS 
modelling in the boundary region allows for the use of a wall function to approximate the 
boundary layer flow condition, requiring a significantly coarser mesh (explained in more 
detail in Section 2.4.2).  
More recently, DES has evolved to the Delayed Detached Eddy Simulation (DDES) approach 
for turbulence modelling, however, at the time of commencement of this project, DES 
turbulence modelling was successively validated for the production of unsteady time-
accurate frigate airwakes by Forrest et. al. [45]. Furthermore, it has been demonstrated in 
recent paper by Yuan et al. [41] that for bluff body flows DES and DDES results are very closely 
matched, with the DDES simulation data from Yuan et al. and DES simulation data from 
Forrest et al. of the SFS2 both agreeing to within 5% of SFS2 experimental data. As a result, 
DES was used for the entirety of the project for consistency. 
2.2.3. Thermal Energy Modelling 
In Fluent, turbulent heat transport is modelled using the concept of the Reynolds analogy. In 
a laminar flow with a velocity gradient, momentum is transferred between a faster moving 
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fluid layer and a slower one due to the viscosity of the fluid. In a laminar fluid with a 
temperature gradient, thermal energy is transferred between the hotter layer of fluid and 
the cooler one due to the thermal conductivity of the fluid. The Reynolds analogy recognises 
the similarity of the transport mechanisms and if the ratio of momentum diffusivity (ν) and 
thermal diffusivity (α), i.e. the Prandtl number Pr, is unity then the transport mechanisms are 
identical. The concept is equally applicable in turbulent flow, where the turbulent mixing of 
the fluid transports both momentum and energy by the same mechanism, but greatly 
enhanced over those in the laminar flow.  Therefore in turbulent flow the analogy is 
characterised by the turbulent Prandtl number, which is the ratio of the momentum and 
thermal turbulent eddy diffusivities.  
Fluent uses the Reynolds analogy to model turbulent heat transfer via equation 2.5, using 
Fluent’s nomenclature [61]: 
 
 𝜕
𝜕𝑡
(𝜌𝐸) +
𝜕
𝜕𝑥𝑖
[𝑢𝑖(𝜌𝐸 + 𝑝)] =
𝜕
𝜕𝑥𝑗
[(𝑘 +
𝑐𝑝µ𝑡
𝑃𝑟𝑡
)
𝜕𝑇
𝜕𝑥𝑗
+ 𝑢𝑖(𝜏𝑖𝑗)] (2.5) 
 
Experiments show the turbulent Prandtl number, Prt, has an average value of 0.85, but 
ranges from 0.7 to 0.9 [62]. In the present study the default value of 0.85 was adopted. 
2.2.4. Discretization Schemes 
While the governing equations are the fundamental flow physics behind CFD, the 
discretization of these equations is, in essence, the ‘CFD part’. Various discretization methods 
can be used to allow the flow field to be approximated numerically at a finite number of 
discrete points within the fluid domain [56]. 
As an unstructured tetrahedral grid was used, and therefore can never be totally aligned with 
the freestream flow, second-order discretization is necessary to improve the accuracy of the 
solution by minimising the numerical discretization error. The initial steady-state solution 
used for each unsteady CFD case was run with first-order discretization to achieve good 
convergence in a short period of time; this is acceptable as this solution is purely for the 
purpose of flow field initialisation. Upon initialising the unsteady solver from the steady-state 
solution, second-order discretization was then used for pressure and third order Monotonic 
Upwind Scheme for Conservation Laws (MUSCL) for momentum [63]. Temporal 
discretization was achieved with a second-order implicit time advancement scheme. 
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Pressure-velocity coupling was solved with the coupled algorithm where the momentum and 
pressure corrections are solved together. 
 CAD Geometry 
Any CFD simulation requires a CAD model of the physical structures over and/or through 
which the fluid flow will be simulated. The CAD model also encompasses the domain that is 
built around the structure in which the solution is enclosed. The process of refining a CAD 
geometry for CFD can often become an iterative process, along with mesh generation 
(Section 2.4). The quality of the CAD most often directly affects the quality of the mesh.   
The following section will discuss the process of preparing a CAD model for ship airwake 
simulation. 
2.3.1. Preparation of CAD 
A CAD model can either be generated from scratch specifically for the CFD case to be 
computed, or can be supplied from an outside source in one of many CAD formats. The latter 
may require modification to the model to make the mesh generation process more efficient. 
If the geometry to be modelled is not particularly complex, generating a geometric model 
from scratch does not pose much difficulty and will ensure that the geometry is designed to 
be meshed easily and is watertight i.e. the meshing algorithm will not penetrate the solid 
surfaces (just as fluid would not ‘leak’ into a sealed structure in the real world). However, 
large, complex models, such as that of the GCS would take a long time to generate from 
drawings. In this study, a model of the GCS was therefore procured from BAE Systems in ‘.igs’ 
format. A detailed image of the complete original CAD cannot be shown due to the sensitive 
nature of some of the equipment present within the model; however, a press-released 
computer rendered image of the GCS is shown in Figures 2.2 and 2.3 to illustrate the 
complexity of the geometric features initially present on the CAD model received. 
Chapter 2 – Computational Fluid Dynamics 
24 
 
 
Figure 2.2: Computer generated image of the Global Combat Ship (GCS) [64] [Bow view] 
 
 
Figure 2.3: Computer generated image of the Global Combat Ship (GCS) [Stern View] [64] 
When a CAD model is obtained from an outside source, it can arrive in one of many formats 
that will have to be translated into the software used for CAD preparation and mesh 
generation – in this case Ansys ICEM. The translation of the CAD from one software package 
to another can sometimes give rise to errors, such as missing parts, the physical displacement 
of parts, holes between facets across large surfaces, etc.  If parts are missing or displaced, 
they can often be easily identified and corrected through the comparison of the CAD model 
to drawings and rendered images. Holes in the surfaces of the CAD can pose more difficulty. 
In the case of the GCS, the large, complex, curved hull surface did have some small holes, as 
shown in Figure 2.4 where the thin horizontal line in the enlarged image is a gap between 
panels. Due to the nature of the surface, these gaps were very difficult to fix in Ansys ICEM. 
In the same way that a ‘fluid’ body is defined between the ship’s surfaces and the domain 
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boundaries, the behaviour of a watertight, solid structure can be enforced by placing a body 
of material inside the ship. By naming this body ‘orfn’ - named as such by Ansys ICEM to 
describe an orphaned body of material that does not belong to any defined parts of the CAD 
- the meshing algorithm in Ansys ICEM will seemingly ‘walk-over’ small gaps in surfaces when 
it detects the ‘orfn’ body. This occurs as a result of ICEM detecting mesh elements that 
penetrate a surface into an ‘orfn’ defined region and effectively removing them, seeing them 
as not belonging to any defined ‘parts’ – effectively orphaned elements – and hence leaks 
into a solid structure are prevented. 
 
Figure 2.4: Example of CAD errors in procured model of the GCS showing a hole in rear of 
the hull 
When optimising a CAD model for CFD it is also wise to consider the characteristics of the 
likely flow phenomena to be observed in the region of particular interest, or focal region, of 
the simulation. In the present study, the focal region for ship CFD simulations was initially 
the region above the flight deck and in the immediate vicinity. The turbulent structures shed 
from the sharp edges of the superstructure will pass across the flight deck and impose 
unsteady moments and forces on a helicopter flying in that region. Work by Lee and Zan [65] 
deemed that shedding frequencies, and therefore unsteady aerodynamic loads, in the region 
of 0.2-2Hz have a recognizable impact on pilot workload. As a result, any geometric features 
in the vicinity of the flight deck that are small enough so as to produce shedding frequencies 
outside of this range are removed. Such small geometric features would only increase total 
computational grid size and therefore computation time for no increase in simulation 
fidelity. 
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2.3.2. Domain Shape and Sizing 
Following the successful modification of the CAD geometry, the ship model must then be 
enclosed within a domain of solid boundaries to define the region for fluid flow computation, 
known as the computational domain.  The approach to determining the size and shape of 
the computational domain is that recommended by Forrest [47] whereby a cylindrical 
domain is employed. Only one computational grid need be generated and used for all 
computations through a 360 azimuth as the cylindrical walls allow fluid flow to be initialised 
from any specified direction.  
The domain boundaries must be of adequate distance from the ship to ensure that no wall 
effects from the boundaries are present in the focal region of the CFD computation. Forrest 
[47] determined a generic approach to domain sizing according to the length of the ship to 
be modelled, 𝑙, as shown in Figure 2.5 where the radius of the cylinder, 𝑟 = 4.5𝑙, and the 
height of the cylinder, 𝑑 = 0.9𝑙.  
 
Figure 2.5: Computational fluid domain shape and sizing 
The GCS was placed centrally within the cylindrical domain, whose axis coincided with the 
origin of the ship’s axes which is on the ship’s longitudinal centreline at the point where the 
hangar face meets the flight deck (Figure 2.6). The bottom surface of the cylindrical domain 
represents the waterline, therefore the origin location sits a few metres above the bottom 
surface. Positive 𝑥 runs longitudinally from the origin toward the stern, positive 𝑦 runs 
laterally from the origin toward starboard and positive 𝑧 runs vertically upward from the 
origin, away from the flight deck. 
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Figure 2.6: GCS axis reference 
 
The flow direction of the fluid entering the domain is specified using unit vectors (Equation 
2.6) in relation to the ship’s axes. For all of the CFD simulations produced in this thesis, the 
prevailing wind condition, 𝑉𝑊𝑂𝐷, (Figure 2.7) was directly specified as a wind speed and 
direction and not as combination of forward ship speed with oncoming wind condition. 
 𝑣𝑥 =  𝑐𝑜𝑠𝜓 
𝑣𝑦 = 𝑠𝑖𝑛𝜓  
𝑣𝑧 = 0  
(2.6) 
 
Figure 2.7: Unit vector formation to determine the wind-over-deck (WOD) condition 
 Mesh Generation 
In order for the governing equations of CFD to be solved throughout the fluid domain, the 
domain needs to be discretized into small volumes, or cells. In the present study the number 
of cells were 11-12 million for standard airwakes and 14-15 million for airwakes inclusive of 
ship exhaust gas dispersion modelling. 
As previously mentioned in Section 2.3, the generation of a computational grid (mesh) is 
directly affected by the quality of the CAD geometry that the meshing algorithm is applied 
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to, therefore the processes described in Sections 2.3 and 2.4 are often interdependent and 
iterative. 
2.4.1. General Meshing Process for Ship Applications 
An unstructured (i.e. irregular) meshing technique has been employed, using tetrahedral 
cells. Unstructured meshes are quicker and easier to generate compared with structured 
grids, particularly when dealing with complex geometries such as the GCS. There are a few 
key stages to producing a good mesh, and the success of each stage is dependent on the 
preceding one:- 
1) The generation of an unstructured volume mesh using the Robust (Octree) method 
2) Deletion of the volume elements and the retention of the unstructured surface 
mesh only 
3) The application of the Laplacian smoothing algorithm to attain a smooth growth 
transition away from the ship geometry 
4) The generation of an unstructured volume using the Quick (Delaunay) method from 
the smoothed unstructured surface mesh 
5) Smoothing of the unstructured Delaunay volume mesh 
6) The generation of initial prism layers using the post-inflation method to capture 
boundary layer flows 
7) The splitting and redistribution of prism cell layers to ensure correct wall distance 
8) The exportation of the final mesh with correct boundary conditions defined 
The first stage of mesh production is to create a good quality surface mesh from which a 
volume mesh can later be grown. The surface mesh is produced by growing a robust octree 
volume mesh.  Mesh sizing is important at this stage to ensure the correct surface mesh size 
in focal areas, as this will inform the size of the cell growth away from surfaces. The 
tetrahedral volume elements of the octree mesh are removed and the triangular surface 
elements are then smoothed using the Laplacian algorithm. Octree mesh generation does 
not produce a smooth growth transition away from surfaces due to cell growth being defined 
by powers of 2. This creates defined ‘jumps’ in mesh size away from surfaces. The Laplacian 
smoothing algorithm blends the defined lines of cell growth by working to make the ‘tri’ 
surface elements more equilateral, as seen in Figure 2.8. 
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Figure 2.8: Example of a smoothed surface mesh (left) derived from a robust octree surface 
mesh (right) 
2.4.2. Boundary Layer Meshing for Bluff Body Aerodynamics 
Although bluff body aerodynamics is not as heavily concerned with boundary layer flows as, 
for example, the flow over an aircraft wing, the resolving of the boundary layer across the 
ship’s surfaces is nonetheless important for accurately predicting key flow phenomena. 
When modelling the airwakes of a modern warship, the sharp edges of the ship’s 
superstructure are the prime source of flow separation. Correctly modelling the boundary 
layer is necessary to ensure that flow reattachment across the large flat surfaces of the ship’s 
geometry is captured accurately. An example of this would be the recirculation zone that is 
present in the lee of the ship’s hangar in a headwind [32]; i.e. an area of low pressure, 
recirculating fluid that is present over the landing deck as a result of the backward facing 
step created by the hangar. 
A key parameter in ensuring the accurate capture of the boundary layer for a specific flow 
problem is the 𝑦+ value (Eqn. 2.7), known as the dimensionless wall distance. The 𝑦+ value 
describes the relationship between fluid velocity and the absolute distance from a wall, 𝑦, as 
a result of the friction velocity, 𝑢𝜏, and the kinematic viscosity, 𝜐. 
 𝑦+ =
𝑦𝑢𝜏
𝜐
 (2.7) 
Where the friction velocity is defined using the wall shear stress, 𝜏𝑤, 
 
𝑢𝜏 = √
𝜏𝑤
𝜌
 (2.8) 
Additionally, velocity can be made dimensionless with, 𝑢𝜏, to give the dimensionless velocity,   
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 𝑢+ =
𝑢
𝑢𝜏
 (2.9) 
 
Figure 2.9 plots 𝑦+ against 𝑢+ highlighting the three distinct regions of the boundary layer: 
the viscous sub-layer, the buffer layer and the log-law region, which all physically behave 
differently. The near-wall region, 𝑦+ <  300, can be modelled by one of two approaches: 
employing the use of a wall function or through the near-wall model (Figure 2.10). To employ 
the near-wall model, the mesh must be refined to allow the viscous sub-layer and buffer 
layer to be resolved, dramatically increasing cell count and therefore computational effort 
required. The viscous sub-layer and buffer layer are, by definition, within 𝑦+ <  30; 
therefore by ensuring that the first cell node is situated at a larger value of 𝑦+, within the log 
layer, 30 < 𝑦+ < 300, which reflects the approximate region away from the wall at which 
the log-law holds [66]. The log-law wall function can then be applied to estimate the 
boundary layer which allows for a more computationally efficient solution, as a result of only 
one cell being required for the log-law region.  
 
Figure 2.9: Graph depicting the presence of each boundary layer zone according to 
dimensionless wall distance [67] 
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Figure 2.10: Visual explanation of the two wall modelling approaches; Wall Function 
Approach and Near-Wall Model Approach [68] 
 
2.4.3. Defining Focal Regions 
Every CFD simulation is designed to model specific conditions and may therefore have a focal 
region of interest for which the mesh is refined. In the case of the ship airwakes produced in 
this study, the flow analysis has been focussed predominantly on the effect of topside 
aerodynamics on helicopter operations, thus a focal region for mesh refinement has been 
above the ship’s flight deck.  
The mesh sizing in the focal regions of the simulation can be controlled and refined through 
the use of density boxes. The meshing algorithm will control cell growth within the density 
boxes to the specified sizing, overruling the global and part mesh parameters.  
2.4.3.1. ‘Standard’ Airwake 
For ship airwake simulations that do not include exhaust gas from the ship’s engines, the 
focal region for mesh refinement is the area above the flight deck. The dimensions of the 
density region were chosen to reflect the likely operational space occupied by the helicopter 
during launch and recovery manoeuvres and are shown in Figure 2.11. Naval pilots often use 
the top of the ship’s hangar as a line of sight when hovering above the flight deck, therefore 
the top of the density region was defined as 1.75 x hangar height. The multiplication factor 
accounts for the rotor plane that sits a few metres above the pilot’s eyeline and allows for 
fluctuations in hover height whilst station-keeping. The bottom surface and the hangar-
facing surface of the density region, or box, were positioned 2m above the flight deck and 
2m away from the hangar face respectively. The rear surface of the density box was 
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positioned at the end of the flight deck.  In the density region meshing criteria, a width 
parameter of 5 was set; this retains the minimum cell dimensions for 5 cell layers away from 
the density region and therefore prevents an increase and decrease in cell size as the mesh 
grows away from the ship surfaces and into the density region.  
 
Figure 2.11: Slice through longitudinal centreline of the GCS depicting the density region 
over the flight deck and mesh growth away from the ship surfaces 
 
2.4.3.2. Airwake Inclusive of Ship Engine Exhaust Gas 
When additionally modelling the trajectory and dispersion of the exhaust gases from the 
ship’s engines, the focal region of the simulation also encompasses the trajectory of the hot 
gas as it mixes and disperses within the ship’s airwake.  As a result, the mesh was refined 
along the trajectory of the exhaust plume to improve the modelling of the heat and 
momentum transfer between the exhaust gas and the airwake. Density regions were 
therefore constructed along the predicted trajectory to retain the minimum cell size of the 
mesh within this mixing region (Figure 2.12). Furthermore, as the ship’s exhaust gas 
trajectory is dependent upon the wind strength and direction, a new mesh was required for 
each case with the density regions adjusted accordingly to enclose the dispersed exhaust 
gases. In this study the exhaust gases were modelled as air, which is a good representation 
as the exhaust gases, particularly from the ship’s gas turbine, have a similar composition to 
that of air. 
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Figure 2.12: Slices through the mesh for an exhaust case of acute WOD angle depicting the 
necessity to adjust density regions to ensure the capture of thermal diffusion along the 
plume trajectory, in the a) horizontal plane and b) lateral vertical plane 
2.4.4. Determination of a Successful Mesh 
There are a number of metrics available within Ansys ICEM to assess the quality of the 
computational mesh that has been produced. The unstructured meshing technique which 
has been applied uses a tetrahedral mesh structure and therefore the optimal tetrahedral 
cell should have triangular faces of equilateral proportions. Naturally, as the mesh is grown 
around the complex geometry of the GCS, cells will have to deform away from equilateral 
proportions to accommodate various geometric features. Further deformity occurs when a 
prism mesh is generated after a Delaunay volume has been grown. As a guideline, the 
following checkpoint process was adhered to for each mesh produced to improve the success 
of the meshing procedure: 
1) Run a mesh check to ensure there are no significant issues with the elements within 
the mesh 
2) Check the mesh quality at various stages of the meshing process ensuring 
a. Surface mesh of quality > 0.3 
b. Surface mesh and Delaunay volume of quality > 0.3 
c. Complete mesh with prism layers with < 100 elements that are of quality < 
0.05 
d. Visually scan the mesh at each stage to check for any signs of holes 
Ultimately, the success of the mesh will be determined through initial solver computation 
attempts. 
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 Computational Setup 
2.5.1. Boundary Conditions 
The application of appropriate boundary conditions is essential in ensuring effective 
computation of the flow field. In essence, the boundary conditions create the specifics of the 
fluid flow environment that is to be simulated by ensuring that the fluid interacts with its 
surroundings as it would in the real-world environment. Each of the surfaces in the 
computational domain has to be carefully defined to reflect these interactions. 
2.5.1.1. Wall Effects 
It is well known that the physics describing fluid flow close to a wall differs from the physics 
of fluid flow in the freestream at a significant distance away from the wall. The physical 
difference arises as an effect of friction imposed on the fluid flow as a result of its interaction 
with the wall, resulting in the formation of a boundary layer. It is essential that the 
appropriate wall conditions are applied to accurately capture the boundary layer and 
therefore a ‘no-slip’ wall function was applied to the surfaces of the ship. This wall function 
ensures the fluid molecules immediately adjacent to the wall surface assume the velocity of 
the wall, effectively becoming stationary relative to the wall.  
 𝑢 = 𝑣 = 𝑤 = 0 (2.8) 
 
The ‘sea surface’ of the domain was also defined as a wall but the boundary condition applied 
was, in contrast, a ‘slip’ wall. A natural boundary layer exists as the freestream flow interacts 
with the sea surface; however, the definition of this boundary layer was enforced through 
the application of an Atmospheric Boundary Layer (ABL) profile which will be discussed in 
section 2.5.2. For this boundary layer profile to be applied correctly, no additional frictional 
effects through viscosity need be calculated at the sea surface wall. 
2.5.1.2. Symmetry 
Due to the nature of CFD, the fluid flow problem has to be confined spatially with set 
boundaries; i.e. it cannot be computed to infinity. The real world problem does not have such 
solid boundaries - apart from the interaction of the fluid with solid surfaces e.g. a ship, 
buildings, etc., it is free to move in any direction, indefinitely within the Earth’s atmosphere. 
In the case of the ship airwake CFD simulations, the domain boundaries as described in 
section 2.3.2. retain the ship within a cylinder of fluid. The far walls of the cylinder define the 
inlet and outlet for the freestream flow and will be described in more detail in the next 
section. The bottom of the cylinder represents the sea surface, described in the previous 
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section. The top face of the cylinder exists purely to enclose the simulation and as such must 
not impart any physical effects on the fluid flow. A symmetry boundary condition is therefore 
applied on this face for which ANSYS FLUENT will assume zero flux of all quantities across the 
surface. As such, for viscous flows, the symmetry boundary acts like a ‘slip’ wall as shear 
stress is zero [69]. 
2.5.1.3. Inlet Conditions 
Specific to the CFD simulations produced during this study, there have been three different 
types of inlet condition used: pressure-far-field, mass-flow inlet and velocity inlet. 
A pressure-far-field has been used as the main inlet condition for the freestream flow over 
the ship. This condition was chosen to complement the use of a cylindrical domain, as the 
inlet condition in this case can be defined in any direction relative to the ship’s geometric 
axis by velocity unit vectors. 
When modelling ship airwakes inclusive of exhaust gas effects, further inlet conditions must 
be specified at the ship’s exhaust locations (the ship exhaust outlet is an inlet to the 
computational domain). Two inlet conditions for the exhausts have been used during this 
study: mass-flow inlet and velocity inlet. The mass-flow inlet enables the exhaust gas flow 
into the domain so be specified as a single value of mass flow rate, along with associated 
flow characteristics such as temperature, turbulence, etc. Similarly, the velocity inlet 
condition specifies exhaust gas flow with time-averaged three-component velocity data and 
associated flow characteristics.  
As will be seen in Chapter 5, in the initial stages of the exhaust gas analysis, data was provided 
for the mass flow rate and temperature of the exhaust efflux from the GCS gas turbine 
engine; the exhaust outlet was circular with a diameter of 2.8m. For this case it was decided 
that since little was known about the exhaust flow distribution at the exit of the exhaust 
ducting, the duct would be extended backwards into the geometry of the ship for a distance 
of 5 diameters to allow a representative velocity profile to develop (Figure 2.13 [70]). 
Although 5 diameters is insufficient for the flow to be fully developed, it is a representative 
distance of the ducting length from the engine room to the exhaust outlet.  Therefore, in the 
initial CFD analysis the inlet to the CFD domain was the inlet to the circular duct, and the 
boundary condition was that of a mass flow with a uniform temperature and velocity profile. 
It will also be shown in Chapter 5 that during the course of the project more detailed 
information on the detail of the exhaust system became available, which showed that the 
temperature and velocity profiles at the exhaust outlet were not uniform, and that the 
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exhaust duct exit was not circular.  For this case the inlet boundary condition was therefore 
specified at the exhaust duct outlet as a planar distribution of temperature and of three-
dimensional velocity components. 
 
Figure 2.13: Schematic of the velocity profile that develops as fluid flows through a circular 
duct [70] 
 
2.5.2. Atmospheric Boundary Layer Profile 
Given the nature of the CFD problem posed, the application of a no-slip wall condition alone 
would not be sufficient to represent the effects of the boundary layer produced at sea as a 
result of the freestream flow interacting with the sea surface. To increase the fidelity of the 
CFD simulation in this maritime environment an Atmospheric Boundary Layer (ABL) was 
applied at the pressure-far-field inlet. The ABL was calculated according to the following 
power law: 
 
𝑉 = 𝑉𝑟𝑒𝑓 (
𝑧𝑎𝑠𝑙
𝑧𝑟𝑒𝑓
)
𝛼
 (2.9) 
 
Where, 𝑉𝑟𝑒𝑓, is the velocity at a reference height, 𝑧𝑟𝑒𝑓, which calculates a wind velocity, 𝑉, 
at various heights above sea level, 𝑧𝑎𝑠𝑙, and  is a constant describing the roughness of the 
surface. The reference height was conveniently taken as the height of the ship’s anemometer 
and, according to Counihan [71], a value of 0.13 was used for  to represent a sea surface. 
An example of the boundary layer used for a 40 knot airwake in international standard 
atmosphere (ISA) conditions can be seen in Figure 2.14. 
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Figure 2.14: Graphical representation of the Atmospheric Boundary Layer (ABL) profile used 
for all CFD computations 
2.5.3. Defining the Time Step 
Careful consideration has to be given to the choice of time step for any time-accurate CFD 
simulation to ensure the stability of the solution and to prevent divergence. The speed at 
which the time-marching simulation passes through each computational cell within the fluid 
domain is a key factor in maintaining stability of the solution. The Courant Fredlichs Lewy 
(CFL) condition describes this relationship between cell size, ∆𝑛, fluid velocity, 𝑢𝑛, and time 
step, ∆𝑡, resulting in the Courant number, 𝐶. 
 
𝐶 =
𝑢𝑥∆𝑡
∆𝑥
+
𝑢𝑦∆𝑡
∆𝑦
+
𝑢𝑧∆𝑡
∆𝑧
≤ 𝐶𝑚𝑎𝑥 (2.10) 
 
The cell size, ∆𝑛, is taken as the minimum cell size within the domain, usually this would be 
located within the focal region as described in section 2.4.3. The flow velocity, 𝑢𝑛, through a 
cell of size, ∆𝑛, in the focal region was taken as 1.5 times the freestream flow velocity to 
account for any flow accelerations that may occur. Generally, 𝐶 ≈ 1, should be sought to 
ensure solution stability.  
In addition to ensuring solution stability through the CFL condition, it was important that the 
solution was able to compute unsteady flow features, such as vortices being shed from the 
superstructure. As previously mentioned in Section 2.3.1, research has shown that 
frequencies of turbulent flow shedding in the region of 0.2-2 Hz are of significance to the 
workload of helicopter pilots operating in ship airwakes [65] so the minimum time period to 
be captured within this frequency band is therefore 0.5 seconds. All the simulations detailed 
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in this thesis were computed at a time step of 0.01 seconds, so the frequency of computation 
comfortably encompassed the desired range. 
2.5.4. Settling Time 
To ensure an accurate and reliable solution, the computed fluid flow must be allowed to 
settle prior to any solution data sampling. A common approach for determining the length 
of settling time required is to ensure a defined volume of fluid has passed through the 
computational domain, enabling periodic turbulent flow features to become prominent.  
A simple approach was defined by Kelly [50] through the following equation:- 
  
𝑡𝑠𝑒𝑡 ≈
2.5𝐿
𝑉𝑤𝑜𝑑
 
 
(2.11) 
 
Where 𝑡𝑠𝑒𝑡 is the approximate settling time, 𝐿, is the characteristic ship length, and, 𝑉𝑤𝑜𝑑, is 
the relative freestream flow velocity. The multiplication factor of 2.5 serves to ensure that 
enough fluid has passed over the object within the domain to obtain settled periodic flow 
features. 
 Chapter Summary 
This chapter has described in detail the methodical approach to the production of the 
unsteady time-accurate ship airwakes that will be presented in this thesis. The intricacies in 
preparing a high fidelity CAD model of a warship for CFD simulation have been explained, 
along with the necessary meshing processes that must be adhered to in order to produce a 
computational domain that will yield a good quality CFD solution of a ship’s airwake. 
Particular detail has been given with regard to the difference in the meshing process required 
for ship airwake simulations inclusive of ship exhaust gas dispersion modelling. The following 
chapters will present four studies of warship aerodynamic analysis in which the CFD 
methodologies discussed in this chapter have generated the airwake data. Chapter 3 will 
start with an overall aerodynamic comparison of the GCS and its predecessor, the Type 23 
Duke-class frigate. 
Three publications have so far been produced from the research and are included in the 
Appendix.
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Chapter 3. Aerodynamic Comparison of 
Evolving Warship Superstructure Designs 
Chapter 1 illustrated how the superstructures of modern warships have evolved to become 
more RCS-compliant. Figures 1.9 and 1.10 compared the UK’s Type 42 destroyer with its 
current replacement, the Type 45, while Figure 1.14 compared the Type 23 with its future 
replacement, the Type 26, or GCS. This chapter presents an overview of how the air flow 
over the GCS, the subject of this thesis, compares with that of its predecessor the Type 23; 
of particular interest is the air flow over the flight deck and how it could affect the ship’s 
helicopter. The air flow distortion at the anemometer locations on the ships’ masts, and the 
dispersion of the ships’ engine exhausts will also be compared and will form an introduction 
to the more detailed studies of the anemometers and exhaust gas dispersion that will be 
presented in Chapters 4 and 5, respectively.  
 The Type 23 Duke-Class and Global Combat Ship 
As discussed in Chapter 1, the Type 26 city-class frigate is to be brought into service by the 
Royal Navy in the mid-2020s as a replacement for the current Type 23 Duke-class frigate. 
Since the commissioning in 1990 of the Type 23 first of class, HMS Norfolk,  nearly 30 years 
of technological advancement in maritime warfare and warship technology has led to the 
design of the GCS, including changes in the superstructures for the reduction of RCS. The 
modern warships, with their continuous, flat, less-fragmented superstructure with minimal 
curved surfaces will have different aerodynamic characteristics to their predecessors. Such 
an evolution in design is clearly apparent between the Type 23 and the GCS, as seen earlier 
in Figure 1.14.  
The interaction of the freestream wind with the ship’s geometry above the waterline creates 
the ship’s airwake as the air flow is forced around the superstructure, shedding off sharp 
edges and producing areas of turbulence in the airwake that can both directly and indirectly 
impact upon helicopter operations. The unsteady CFD methodology described in the 
previous chapter has been used to examine how the RCS design concept has affected the air 
flow over the ship so that general observations can be made on how the more stealth-like 
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superstructure geometry will affect the air flow and what impact this may have for the ship’s 
helicopter.  
3.1.1. The Type 23 and GCS Superstructures 
The Type 23 frigate was originally conceived as anti-submarine warfare (ASW) vessel for 
defence against Soviet submarines operating in the North Atlantic. As such, the ship was 
designed to accommodate Westland Lynx helicopters that were to be used in ASW to locate 
and attack submarines, which can often manoeuvre more quickly than a typical warship. 
Since the commissioning of HMS Norfolk, the 16 Type 23 vessels - of which 13 are still in 
active service - have been utilised in many missions beyond the Soviet submarine threat, 
demonstrating their wide-ranging capabilities in operations around the world [72].  
It is essential that the UK’s naval fleet is continually modernised to keep pace with 
international naval warfare capabilities. So, just eight years after the first Type 23 was 
commissioned, a plan was initiated to develop a concept for its successor through the Future 
Surface Combatant (FSC) programme, aimed at replacing the (then) Type 22 and 23 frigates. 
The programme evolved over the next decade and by 2010 resulted in the early design 
concept of the Global Combat Ship, i.e. the GCS. The early design of the GCS eventually 
became the Type 26 City-class, which is presently being built in Govan, Glasgow.  
The Type 23 fleet, like all naval vessels, has undergone mid-life upgrades to help keep them 
current, but these are rarely so significant that they will affect the overall geometry of the 
ship. As a point of interest, in relation to RCS reduction, Figure 3.1 show how the cover on 
the Type 23’s  4.5” main gun was changed from the original rounded shape to the facetted 
RCS-compliant shape (nick-named the Kryton gun) when the ships were upgraded between 
2005 and 2012. 
 
Figure 3.1: RCS-compliant cover (right) on the upgraded 4.5” main gun [73] 
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The overall design of the GCS incorporates the significant advances that have occurred in 
naval architecture and on-board systems for maritime warfare, which is driven by the need 
for the modern warship to be consistently more versatile, as well as effective. The result is a 
multi-purpose frigate designed beyond its primary role of ASW, to support air defence and 
general purpose operations around the globe [74]. The GCS is larger than its predecessor 
with a displacement of 6900 tonnes, compared with the Type 23 at 4900 tonnes. The GCS is 
longer and broader at approximately 150m in length with a beam width of approximately 
20m, whilst the Type 23 is approximately 130m long with a 16m beam. As already discussed, 
the superstructure designs of the two ships are geometrically very different. It can therefore 
be expected that the new geometry will affect the ship’s aerodynamics and change the flow 
features of the ship’s airwake as the oncoming wind interacts with the smoother, less 
cluttered and more angular superstructure of the GCS. As the ship’s helicopters are so vital 
to its primary ASW role, and their safe launch and recovery to the vessel is affected by the 
ship’s airwake, the question arises as to how much of an impact the RCS-driven architecture 
of the GCS superstructure will have on the ship’s helicopter when flying in the turbulent 
airwake close to the ship’s flight deck. Also, the ship’s airwake can affect the accuracy of the 
wind measurement systems which are used to determine the relative wind-over-deck (WOD) 
for safe helicopter launch and recovery. Furthermore, the interaction of the ship’s airwake 
with its engine exhaust gases leads to a trajectory of dispersion that, more often than not, 
causes unsteady air temperatures above ambient in the vicinity of the flight deck. 
Figure 3.2, which is approximately to scale, shows the larger superstructure of the GCS 
compared with the Type 23. The helicopter on the deck of the Type 23 in Figure 3.2 is a Lynx, 
while that approaching the Type 26 is a Merlin.  The Type 23 was designed to operate with 
the Lynx, whose overall length is 15.2m. The larger Merlin, whose overall length is 22.8m, 
has been cleared to land on the Type 23, but it does not fit into the hangar. The GCS is 
designed to operate with the latest version of the Lynx, known as the Wildcat, and with the 
Merlin; the flight deck is also big enough for a Chinook to land, but it will not fit into the 
hangar. Referring to Figure 3.2, from the viewpoint of an approaching helicopter the GCS has 
a broader and higher superstructure and there are equipment housings, gun platforms and 
radomes just ahead of the flight deck, all of which will generate turbulence when the winds 
are from the fore. Forrest and Owen [45] showed, by considering pilot workload when 
landing a helicopter in a simulator to a Type 23 and to a Wave class tanker, that larger ships 
have more aggressive airwakes due to the larger, slower vortical structures being shed from 
the superstructure.  It can therefore be expected, based on superstructure size alone, that 
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the GCS will produce a more aggressive airwake than the Type 23. The GCS also has a larger, 
bulkier, RCS-compliant main mast compared with the more slender mast structure of the 
Type 23, which can be seen from astern in Figure 3.2 and is further highlighted in Figure 3.3. 
The bulkier mast may also affect the air flow over the flight deck, as well as at the 
anemometer locations; it may also affect the dispersion of the engine exhaust gases which 
are discharged from the exhaust uptakes located aft of the mast.   
 
Figure 3.2: Comparative images (approximately to scale) of Type 23 Duke Class (HMS Argyll) 
with 6m high hangar and Lynx on deck [28] (top) and computer-rendered image of GCS with 
8m hangar and Merlin recovering to flight deck [74] (bottom) 
 
Figure 3.4 shows aerial views of the two ships’ exhaust funnel housings. The two black outlets 
from the Type 23’s gas turbines are seen with raised exhaust outlets, compared with the 
flush single gas turbine exhaust outlet of the GCS. The round elevated exhaust outlets on the 
Type 23 are undesirable from the point of view of both RCS and IR (thermal) radiation. 
Exhaust stacks have traditionally been designed to direct the exhaust gases up and away 
from the ship to prevent their ingestion into ventilation systems and engine intakes as well 
as the undesirable heating of sensitive equipment installed on the superstructure. By 
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ensuring that the hot exhaust gases are dispersed high above the ship, this also prevents 
them being drawn down across the flight deck, raising the local air temperatures above 
ambient. 
 
Figure 3.3: Comparative images (approximately to scale) of Type 23 Duke Class with slender 
main mast [75] (top) and computer-rendered image of GCS with larger RCS-compliant main 
mast [74] (bottom) 
 
Figure 3.4: Comparative images of Type 23 Duke Class with raised exhaust stacks [76] (left) 
and early computer-rendered image of GCS with flush exhaust stacks [77] (right) 
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In general, as shown in Figures 3.2 to 3.4, the Type 23 superstructure is more segmented 
compared with the cleaner, flat-surfaced GCS, and will create different flow phenomena 
along the length of the ship as the relative wind sheds off the sharp edges of different sized 
structures. The GCS with its smooth, flat, slab-sided, tumblehome design does not offer as 
much opportunity for the break-up of the flow along the length of the ship’s side, until the 
air flow reaches the hangar edge, from which it separates and cascades across the helicopter 
flight deck. 
3.1.2. CFD Assessment of Type 23 and GCS 
The following sections will illustrate how CFD has been used to predict the air flow over the 
two ships, including an assessment of how the differences in the superstructure geometry 
are expected to impact on a helicopter. They will also show how the air flow over the two 
ships creates flow distortion at the anemometer locations, and affects the dispersion of the 
exhaust gases from the gas turbines, both of which have a bearing upon helicopter 
operations. For the general assessment of the airwakes and their effects on the helicopter 
and the anemometers, the airwakes were computed without engine exhaust efflux. 
As discussed in Chapter 2, when using CFD to create ship airwakes for use in flight simulation 
it is important to use what are known as time-accurate or Scale-Resolving Simulation (SRS) 
methods which compute the three-dimensional velocity components throughout the 
computational domain at different time steps. Although piloted flight simulation has not 
been used in the project being reported in this thesis, the unsteady flow field was used to 
impose unsteady aerodynamic loads onto a mathematical model of the helicopter flight 
dynamics, as will be discussed later in this chapter, and to investigate the flight of a ship-
launched small unmanned vehicle in the airwake, to be discussed in Chapter 6. The time-
accurate CFD can also be used to provide a record of unsteady velocities at the anemometer 
positions and can illustrate the time-varying air temperatures due to the ship’s engine 
exhaust gases, both of which will be discussed in Chapters 4 and 5, respectively.  
The first requirement for the CFD is a geometry of the ship. Figure 3.5 shows the Type 23 and 
GCS geometries, both of which were produced from general arrangement CAD data provided 
by BAE Systems. While it is important that the geometry is an accurate representation of the 
ship, surface features that are typically less than 0.3m in size have little effect on the air flow 
but have a significant effect on the computational effort, and were therefore removed. 
Chapter 3 – Aerodynamic Comparison of Evolving Warship Superstructure Designs 
45 
 
 
Figure 3.5: CAD geometries used for CFD simulations: Type 23 (top) and GCS (bottom) 
 
The geometries were given surface meshes and these were then grown into the cylindrical 
domain, as described in Chapter 2. Boundary conditions were applied and the flow 
approaching the ship was profiled to represent an oceanic boundary layer. To create the 
unsteady airwakes it was first necessary to compute a steady state solution, before initiating 
the unsteady solution with a time step of 0.01 seconds. The CFD solutions require a period 
of time to settle to a repeatable unsteady solution, typically 15 seconds (of airwake), which 
allows periodic flow features to develop. A fully-developed unsteady solution was then run 
to produce a further 30 seconds of unsteady airwake data, while the previous 15 seconds of 
data was discarded. The overall solution time for a single airwake was typically about 3 days 
using 128 processors. 
 The Type 23 and GCS Airwakes 
Figure 3.6 shows side-on views of the ship airwakes in a headwind, illustrated by contours of 
normalised total velocity, V (i.e. vector sum of u, v and w divided by freestream velocity U), 
and of turbulence intensity, on a vertical plane on the centrelines of the two ships. In this 
study turbulence intensity is defined as the root mean square of the fluctuating velocity 
component divided by the freestream velocity, i.e. not divided by the local mean velocity. 
The effect of the imposed Atmospheric Boundary Layer (ABL) can be seen by the layers of 
velocity contours in the left-hand images. The airwakes were computed for a wind speed of 
40 knots measured at the height of the anemometer, so the contour V/U = 1 ahead of the 
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ships is at the height of their anemometers. The main mast of the GCS creates a bigger and 
more turbulent wake than the more slender Type 23 mast, although the flow over the two 
flight decks does not look significantly different in these views.  
  
  
  
Figure 3.6: Ship airwakes in a headwind for Type 23 (top) and GCS (bottom) illustrated by 
normalised total velocity (left) and turbulence intensity (right) 
 
Figure 3.7 shows the flow over the landing deck in a headwind, again as contours of 
normalised total velocity and turbulence intensity, but this time on a horizontal plane at half 
hangar height on each ship (i.e. 3m above Type 23 deck and 4m above GCS deck). It can be 
seen that the air flow along the sides of the smoother GCS is less disturbed than that along 
the more fragmented Type 23; i.e. compared to the beam of the ship, the Type 23 has a wider 
airwake. The velocity contours show a much larger wake behind the hangar of the larger GCS 
and the contours of turbulence intensity show that the high-speed air flow shedding from 
the hangar edges of the GCS create regions of increased turbulence either side of the landing 
deck. The slightly higher turbulence on the port side of the GCS deck may be due to the 
difference between the port and starboard equipment housings on the hangar roof, which 
are the only non-symmetrical features nearby. The relative size of the airwakes is even more 
evident in Figure 3.8, which shows the contours of velocity and turbulence on a vertical plane 
half way along the landing deck of each ship. The horizontal layers of velocity contours either 
side of the two ships are again the result of the ABL. The areas of higher (and slightly 
asymmetric) turbulence on the port and starboard side of the GCS’s landing deck can also be 
seen in these views.  
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Figure 3.7: Air flow over landing deck in a headwind at half-hangar height for Type 23 (top) 
and GCS (bottom) illustrated by normalised total velocity (left) and turbulence intensity 
(right) 
 
The airwake in a headwind is usually the least problematic for the helicopter due to it being 
“sheltered” by the hangar when over the landing spot, as seen earlier in the SHOL in Figure 
1.12. However when translating from the undisturbed air off the port side of the ship, across 
the deck edge to the landing spot, the steep gradients of velocity and turbulence impose 
significant unsteady forces and moments on the aircraft just as the pilot is manoeuvring close 
to the superstructure; i.e. the headwind still presents a significant challenge to the pilot.  
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Figure 3.8: Air flow over landing deck in a headwind on vertical plane half way along flight 
deck for Type 23 (top) and GCS (bottom) illustrated by normalised total velocity (left) and 
turbulence intensity (right) 
Oblique winds from the starboard, i.e. Green winds, are even more problematic as they 
infringe even more on the area off the port side of the ship, where the helicopter begins its 
landing manoeuvre, and create a very strong shear layer across the flight deck. Airwakes 
were therefore also created for Green 30 winds, as presented and discussed below. Figure 
3.9 shows a side-on view of the airflow over the ships for a Green 30 wind, again on a vertical 
plane on the centreline of the two ships. The flow distortion over the landing deck is more 
apparent in this view than it was for the headwind and it can be seen that the size of the 
wake behind the hangar is bigger on the GCS, and is significantly more turbulent. Looking at 
the plan view in Figure 3.10, the significantly larger and more turbulent wake over the GCS 
landing deck is again very clear. The bright red area over the starboard side of both decks is 
the shear layer that forms when the flow breaks away from the vertical hangar edge; it is 
unsteady, i.e. it is flapping, and it separates the faster oncoming wind from the slower 
recirculating air flow in the lee of the hangar. The difference in the wakes of the two ships is 
even more apparent in the view from astern in Figure 3.11, which shows a much larger 
turbulent area over the deck of the GCS. From the perspective of the ship’s helicopter, the 
flow over the GCS presents the greater challenge. 
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Figure 3.9: Ship airwakes in Green 30 WOD for Type 23 (top) and GCS (bottom) illustrated 
by normalised total velocity (left) and turbulence intensity (right) 
 
  
  
  
Figure 3.10: Air flow over landing deck in Green 30 WOD at half-hangar height for Type 23 
(top) and GCS (bottom) illustrated by normalised total velocity (left) and turbulence 
intensity (right) 
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Figure 3.11: Air flow over landing deck in a Green 30 WOD on vertical plane half way along 
flight deck for Type 23 (top) and GCS (bottom) illustrated by normalised total velocity (left) 
and turbulence intensity (right) 
 
Finally, for the discussion on the differences between the airwakes of the Type 23 and the 
GCS, Figure 3.12 shows the time-averaged air flow over the two ships for a Green 30 WOD, 
where the airwake is presented as Q-criterion isosurfaces. Q criterion is a vortex 
identification method that defines vortices as spatial regions in the flow where the vorticity 
tensor, 𝛀, dominates the rate of strain tensor, 𝐒, using Eqn. 3.1, in addition to the pressure 
at the centre of the spatial region being lower than ambient [78]. 
 
𝑄 = 
1
2
(|𝛀|2 − |𝐒|2)  > 0 (3.1) 
 
The isosurfaces of Q criterion help to illustrate the vortical structures being shed from the 
edges of the superstructure, and protruding features such as the masts. It can be seen how 
the air flow along the side of the fragmented Type 23 is broken up, compared with that along 
the flat, smooth sides of the GCS, which is mostly unhindered. Therefore, in the oblique wind, 
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when the air flowing along the side of the GCS reaches the vertical hangar edge it does so 
with a higher velocity than for the Type 23, as can be seen in Figure 3.10 above, leading to 
the more turbulent structures seen in Figure 3.12, and the turbulence intensities seen in 
Figure 3.11. It can also be seen in Figures 3.11 and 3.12 that the turbulent air flow over the 
flight deck extends to a height that is above the hangar and will therefore be above the 
helicopter main rotor when it is over the flight deck.  The unsteady flow being drawn into 
the main rotor will create unsteady moments and lift, making the aircraft more difficult to 
control. 
 
 
 
Figure 3.12: Isosurfaces of Q criterion coloured by normalised velocity magnitude for Type 
23 (top) and GCS (bottom) in a Green 30 WOD 
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3.2.1. The Effect of an Open Mission Bay Door on the GCS Airwake 
A particular feature of the GCS is a versatile Mission Bay just forward of the ship’s hangar. In 
service this will be used for the launch and recovery of small water craft as well as additional 
storage space, useful for carrying stores and equipment for various missions and disaster 
relief. The Mission Bay has external access at both port and starboard via two large doors, 
wide enough to pass small water craft through, as indicated on the ship’s CAD in Figures 3.13 
and 3.14. In operation, with both doors fully open, a large cavity will exist through which the 
oncoming wind could flow, particularly an oblique wind, thus potentially altering the 
airwake. It was therefore decided to explore the effect on the air flow over the flight deck of 
having the two Mission Bay doors open, i.e. to take the opportunity to further examine the 
effect of segmentation of the superstructure on the characteristics of the ship’s airwake. 
Further modification to the CAD model of GCS was required to build the Mission Bay into the 
superstructure, as seen in Figure 3.15, and a new computational mesh was generated and 
airwakes were computed for a headwind and Green 30 WOD condition. 
 
Figure 3.13: GCS Mission Bay Doors (doors are symmetrical at port and starboard) [79] 
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Figure 3.14: Computer-rendered image of GCS's fully opened Mission Bay [80] 
 
 
Figure 3.15: GCS CAD with open Mission Bay doors 
 
The results of the CFD analysis showed that when the wind was from ahead the Mission Bay, 
not surprisingly, had little effect on the flow over the flight deck. Figure 3.16 shows the 
turbulence intensity on a vertical plane through the centre of the deck, viewed from astern. 
With the doors open there is slightly less turbulence above the deck, including above the 
height of the hangar, and the turbulence seen in the small area on the port side of the deck 
has increased. Overall though, the effect of having the Mission Bay doors open is not 
significant. 
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Figure 3.16: Contours of turbulent intensity on vertical plane across the landing spot in a 
headwind for the GCS with (left) Mission Bay Doors closed and (right) open 
 
When the relative wind moves off the bow toward starboard to a Green 30 WOD condition, 
the effect of a large cavity along the length of the superstructure becomes more apparent. 
Figure 3.17, which shows contours of turbulence intensity on a plane at half hangar height, 
illustrates the effect of having the Mission Bay doors open and closed; also shown is the 
equivalent image for the Type 23.  Comparing first the top two images of the GCS with the 
doors open and closed, the air flow coming through the mission bay is highlighted by the red 
turbulence contour. Although the distribution of the turbulent air flow over the flight deck is 
different with the doors open, the levels of turbulence are similar even though some of the 
flow that would have passed along the starboard side of the ship is diverted to flow through 
the Mission Bay. The image for the Type 23 also shows how, in the oblique wind, the air flows 
through the gap between the mast and the funnel casing, supporting the notion that the 
fragmented superstructure in an oblique wind affects the severity of the airwake over the 
flight deck. 
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Figure 3.17: Contours of turbulence intensity across a plane through half hangar height of 
the GCS with Mission Bay open (top) and closed (middle), and the Type 23 (bottom) 
Figure 3.18 shows the air flow as contours of turbulence intensity on a vertical plane through 
the centre of the landing deck of the GCS, viewed from astern with the doors open and 
closed. In this plane the area of turbulent flow has significantly reduced when the doors are 
open, mainly in the area above the height of the hangar which, during the lateral translation 
of a recovering helicopter, would create unsteady loads on the main rotor. 
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Figure 3.18: Contours of turbulence intensity across the landing spot of the GCS with 
Mission Bay doors open (top) and closed (bottom) in a Green 30 WOD condition 
 
A 3-D perspective of the flow with and without the Mission Bay doors open is shown in Figure 
3.19 where isosurfaces of Q criterion have been used to visualise the flow. As can be seen in 
the top image with the doors open, flow enters the enclosure and as a consequence, 
compared with the lower figure with the doors closed, there are significantly fewer vortical 
structures being shed across the flight deck from the vertical hangar edge.  Also, comparing 
the two figures, there is less shedding from the top of the starboard equipment housing 
immediately ahead of the flight deck, i.e. the turbulent area above the hangar height referred 
to in Figure 3.18 above. 
Chapter 3 – Aerodynamic Comparison of Evolving Warship Superstructure Designs 
57 
 
 
 
 
Figure 3.19: Isosurfaces of Q criterion coloured by normalised velocity magnitude for GCS 
with Mission Bay doors open (top) and closed (bottom) in a Green 30 WOD condition 
 
3.2.2. Assessing the Impact of the Airwakes on a Helicopter 
It has been mentioned earlier that related research projects at UoL have been concerned 
with integrating the unsteady velocity components of ship airwakes with a flight dynamics 
model of a helicopter in a full-motion flight simulator [23]. The use of piloted flight simulation 
has not been part of the research being reported in this thesis; however, another benefit of 
adopting time-accurate CFD is that the computed airwakes could be used with the simulator 
in the future if needed. It has been recognised in the past that while piloted flight simulation 
can be used to evaluate the effect of superstructure changes, and hence of the airwake, on 
a helicopter’s handling qualities [81], it has also been recognised that this can be a lengthy 
and complex process. Researchers at UoL therefore developed a “desktop” flight simulation 
tool, called the Virtual AirDyn, to evaluate the unsteady loads on a helicopter immersed in a 
ship’s airwake but without involving a motion simulator and a pilot. The Virtual AirDyn was 
Chapter 3 – Aerodynamic Comparison of Evolving Warship Superstructure Designs 
58 
 
based on an experimental technique, also developed at UoL and called the AirDyn [82]. The 
AirDyn was a scale model of a Merlin helicopter with a 300mm diameter main rotor.  The 
model helicopter was mounted on a 6-axis force block and had a motored rotor.  By placing 
the model helicopter in the airwake of a model ship it was possible to measure the unsteady 
loads imposed on the helicopter [83]; the model helicopter was therefore an instrument 
which measured the loads from the airwake, i.e. an Airwake Dynamometer, shortened to 
AirDyn. It was then recognised that the experiment could be replicated using engineering 
software; the experimental airwake could be created by CFD and the physical helicopter 
model could be replaced by a mathematical model of the helicopter flight dynamics.  The 
integration of these two mathematical modelling methods is the Virtual AirDyn, or VAD [84].  
The VAD is therefore a software analysis tool which makes use of the flight dynamic 
modelling software FLIGHTLAB [85], and unsteady CFD. A more detailed description of 
FLIGHTLAB will be presented in Chapter 6. During piloted real-time simulations, unsteady 
forces are generated on the aircraft causing it to move away from the trim condition, 
requiring the pilot to counteract the movement through the aircraft’s controls. In the VAD 
the helicopter is trimmed in the prevailing freestream conditions and is then placed at a 
selected point in the airwake and is fixed in that position.  Because the helicopter is no longer 
trimmed for the conditions within the airwake, it experiences non-zero forces and moments 
imposed by the airwake, and it is these values that are recorded by the VAD. Therefore, using 
the VAD technique, the helicopter flight dynamics model quantifies the unsteady forces and 
moments imparted by the unsteady airwake. 
The helicopter model used is the FLIGHTLAB Generic Rotorcraft. This model is configured to 
represent a Sikorsky SH-60B Seahawk, shown in Figure 3.20, which is a maritime 
development of the widely used UH60 Black Hawk. This model was chosen because it has 
been extensively validated, and for the purpose of the airwake analysis the validity of the 
model is more important than which aircraft is actually used.  The weight of the Seahawk is 
69 kN (15,500 lb, i.e. a weight between that of a Lynx and a Merlin). 
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Figure 3.20 The Seahawk UH60 FLIGHTLAB model used in the VAD [84] 
 
The CFD-generated velocity components of the airwake are imposed onto the helicopter 
model via a number of Airload Computation Points (ACPs) which are located at various points 
along each rotor blade, fuselage, tail rotor and empennage, shown as red dots in Figure 3.20. 
The helicopter is held stationary in the ship’s airwake and the time histories of the unsteady 
moments and forces at the helicopter’s centre of gravity are recorded over the thirty seconds 
of airwake data. As described previously, the thirty seconds of unsteady CFD data were 
generated on an unstructured mesh; for the VAD analysis the unsteady velocity components 
are interpolated onto a structured mesh with a grid spacing of 1 metre, covering only the 
region of interest around the flight deck of the ship, as shown in Figure 3.21.  
 
Figure 3.21: The VAD CFD interpolation grid 
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The VAD was therefore used in this study to compare the helicopter loads imposed by the 
airwakes of the Type 23 and GCS; the opportunity was also taken to evaluate the effect, if 
any, on the helicopter of having the Mission Bay doors open. The VAD method involves 
placing the helicopter at several positions along the lateral translation of the landing flight 
path which begins off the port side of the ship and passes through the landing spot, which is 
approximately half way along the landing deck (illustrated earlier in Figure 1.13). Figure 3.22 
shows the line over each ship with the seven points where the helicopter is held while the 
unsteady loads imposed by the unsteady CFD-generated velocity components are obtained. 
The line is the locus of the centre of gravity of the helicopter, which is at a similar height to 
the pilot’s eye.  
 
 
Figure 3.22: Locations where model helicopter is held during VAD analysis 
 
Figure 3.23 shows a typical time-varying output of the thrust load, for three different 
positions along the line. A measure of the unsteady forces and moments is produced using a 
method outlined by Lee and Zan [65], whereby Power Spectral Density (PSD) plots are 
generated from the time histories given by the VAD, and the square root of the integral 
between the limits 0.2 to 2Hz is used to represent the Root Mean Square (RMS) loadings on 
the helicopter, Figure 3.24. This analysis technique, which is described in more detail in [84] 
takes account of the fact that although the unsteady loads are imposed over a very wide 
frequency range, the higher-frequency loads (>2 Hz) are less important because the inertia 
of the aircraft means it does not respond significantly, while the lower frequency loads 
(<0.2Hz) can be counteracted by the pilot through the helicopter’s controls.  Loads in the 
frequency range 0.2 to 2 Hz are said to be in the closed-loop pilot response frequency range 
and have the greatest influence on pilot workload. Higher RMS loads imply higher pilot 
workload. 
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Figure 3.23: Typical time history of thrust load measured by VAD 
 
Figure 3.24: Closed-loop pilot response frequency bandwidth used to define RMS loads [82] 
Figure 3.25 shows the RMS forces and moments calculated by the VAD technique for the GCS 
with and without the Mission Bay doors open, and for the Type 23, for a 40 knots headwind. 
The RMS values are plotted for the positions along the line shown in Figure 3.22; y/b = 0 is 
at the landing spot, y/b = ±0.5 is over the starboard and port deck edges, and y/b = -1 is one 
beam width off the port side, i.e. approximately where the lateral translation begins. The 
greatest contribution to the helicopter loads comes from the main rotor. When the 
helicopter (VAD) is at y/b = -1 the main rotor is outside of the headwind airwake and so all 
the RMS loads are the same for the three ships. At y/b =-0.5 approximately half the main 
rotor is in clean air and half is in the airwake. At y/b = +0.5 approximately half of the main 
rotor is again in the airwake.  At y/b = 0 the whole helicopter is immersed in the airwake. In 
Chapter 3 – Aerodynamic Comparison of Evolving Warship Superstructure Designs 
62 
 
the headwind it can be seen that the unsteady loads on the helicopter when over the GCS 
are actually higher over the port-side half of the deck (0.5>y/b>0) when the Mission Bay 
doors are open, which is consistent with the CFD in Figure 3.16 which showed higher 
turbulence on the port side deck edge when the doors are open. At the other positions the 
RMS loads are similar whether the doors are open or closed. Generally the unsteady loads 
over the Type 23 are lower and this, as explained by Forrest and Owen [45], is because it is a 
smaller ship. It can also be seen in Figure 3.25 that although the airwake over the two 
versions of the GCS are relatively symmetrical about y/b = 0, the RMS loads (e.g. at y/b = 
±0.5) are not; this is because the helicopter is not “symmetrical” in that the rotating main 
rotor blades will be sweeping forward on the starboard side and sweeping backward on the 
port side so although the air velocities may be similar either side of the ship centreline, they 
will interact differently with the helicopter rotor blades. 
 
Figure 3.25 RMS Forces and moments measured by VAD over GCS with Mission Bay doors 
open (MBD) and closed, and over Type 23 in a 40 knots headwind. 
Figure 3.26 shows the RMS forces and moments measured by the VAD in the 40 knots Green 
30 WOD. In this case the helicopter at y/b = -1 is immersed in the turbulent airwake, as seen 
earlier in, for example, Figure 3.18. It can be seen that having the Mission Bay doors open 
does have an effect on the helicopter loads, particularly off the port side, although whether 
it is better or worse varies across the different axes. In this wind the unsteady loads over the 
smaller Type 23 are noticeably lower because of the smaller and higher frequency 
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disturbances in the airwake. Overall it can be concluded that while having the Mission Bay 
doors open will affect the airwake over and around the flight deck, the effect on the 
helicopter is less predictable and would have to be taken through to piloted trials in the flight 
simulator for the pilot to assess the workload required to land the helicopter to the different 
ships.  
 
Figure 3.26 RMS Forces and moments measured by VAD over GCS with Mission Bay doors 
open (MBD) and closed, and over Type 23 in a 40 knots Green 30 WOD. 
 Airflow Distortion at Anemometer Locations of Type 23 
and GCS 
In Chapter 1 it was described how the superstructure aerodynamics can affect the accuracy 
of the ship’s anemometers, and how this, in turn, can affect helicopter operations. Chapter 
4 will give a detailed CFD analysis of the GCS anemometers; the purpose of this section is to 
compare the air flow at the locations of the anemometers that are supported off the masts 
of the Type 23 and the GCS. As shown in Chapter 1, Figure 1.12, the safe operational envelope 
for the helicopter is defined by the SHOL.  The boundaries of the SHOL are determined by at-
sea flight trials where test pilots fly repeated deck landings at different wind angles and wind 
speeds to find the limiting conditions at which it is safe for a fleet pilot to launch and recover 
the helicopter. While the wind speed and direction during the trials are usually measured by 
dedicated temporary anemometers mounted on tall masts at the bow of the ship, in an 
attempt to avoid the ship’s airwake, the readings have to be correlated with the ship’s own 
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anemometers, and for every sortie afterwards it will be the ship’s anemometers which 
measure the wind speed and direction.  If the ship’s anemometers are incorrect or unreliable, 
then the SHOL will not be correctly specified in the first instance, and neither will the wind 
condition be reliably measured for every sortie conducted thereafter. Accurate readings 
from the ship’s anemometers are therefore essential for a reliable SHOL. 
The operational parameters for the anemometers are prescribed by Defence Standard 00-
133 [86] which, amongst other criteria that will be discussed in Chapter 4, state that the 
anemometers should be mounted off the ship’s mast and be: 
(i) positioned in clear air above the edge of the boundary layer created by the ship’s 
superstructure  
(ii) located as high as possible on separate port and starboard yard arms 
(iii) in a space uncluttered by adjacent equipment, facing forward with at least 3.0m radius 
free air space around each anemometer 
Addressing point (i) first, as has been demonstrated earlier in this chapter, it will be very 
difficult to mount the ship’s anemometers anywhere on the superstructure, including the 
masts, where they will be in clear air outside of the influence of the airwake. It will also be 
demonstrated below how meeting requirements (ii) and (iii) are adversely affected by the 
GCS superstructure. 
Figure 3.27 shows head-on views of the Type 23 and GCS ships, with their anemometer 
locations identified by red squares. The perspective views of the two ships are different and 
in practice the two sets of anemometers are approximately the same height above sea level, 
as can be seen in Figure 3.28 which shows the CAD used for the CFD analyses with the ships 
in proportion. It can immediately be seen that the Type 23 anemometers can be expected to 
be in less distorted air flow because of the more slender mast and longer forward-facing 
yardarms on which they are mounted.  The larger mast of the GCS, however, as well as the 
bigger deck house and the additional equipment ahead of and in the vicinity of the 
anemometers, can be expected to have a greater influence on the air flow. As was described 
in Chapter 2, when the CAD for the CFD analysis was extracted from the detailed digital 
engineering drawings of the ships, features smaller than 30 cm were mostly removed. 
Looking closely at the anemometers identified in Figure 3.26 it can be seen that they are 
mounted on slender yardarms; these were not included in the CFD analyses as it was deemed 
that they would not affect the air flow at the anemometer sensors. The yardarms that are 
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shown on the Type 23 CAD in Figure 3.28 have been added to the image to demonstrate how 
the apparently isolated anemometers are supported; the yardarms were not included in the 
CFD analysis. 
 
Figure 3.27: Head-on view of Type 23 [87] (left) and GCS [79] (right) showing locations of 
main anemometers 
 
 
Figure 3.28: Head-on view of Type 23 (left) and GCS (right) CAD for CFD analyses showing 
positions of main anemometers 
How the air flow will be affected by the ships’ masts and the local flow distortion at the 
anemometer locations can be extracted from the CFD-generated airwakes.  Figures 3.29  and 
3.30 show mean path lines arranged on vertical and horizontal planes to pass through the 
anemometer locations on the Type 23 and GCS, respectively, for a headwind. It can be seen 
that the air flows relatively undisturbed through the anemometer locations on the Type 23, 
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and the wake generated by the mast is quite small. However, for the GCS in Figure 3.30, the 
air flow at the anemometer locations ahead of the mast is noticeably more disturbed and 
the wake behind the mast is much bigger and more turbulent. 
 
 
 
Figure 3.29: Pathlines illustrating headwind flow through anemometer locations of Type 23 
 
 
 
Figure 3.30: Pathlines illustrating headwind flow through anemometer locations of GCS 
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Figure 3.31 provides further detail of the headwind wake behind the masts in horizontal 
planes at the height of the anemometers. The two images show the instantaneous flow field 
in terms of non-dimensionalised vorticity magnitude, 𝜔∗. A characteristic length, 𝐿, in this 
case the length of the ship (150m) and a characteristic velocity, 𝑈, taken as the freestream 
velocity (20.57 m/s), were used to non-dimensionalise vorticity, 𝜔, according to Eqn. 3.2. 
 
𝜔∗ =  𝜔 
𝐿
𝑈
 (3.2) 
 
The Type 23 mast on the left has created a conventional vortex street due to the flow 
shedding alternatively from either side of the mast. The wake behind the GCS mast is very 
different, not only is it larger due to the larger cross section of the mast, but there is no 
evidence of periodic vortex shedding, probably due to the highly disturbed air in front of and 
around the mast due to the elevated superstructure ahead of the mast and the equipment 
either side of it. 
  
 
Figure 3.31: Instantaneous CFD image of unsteady wake behind Type 23 mast (left) and GCS 
mast (right) illustrated by contours of vorticity. 
 
Figure 3.32 shows the time-averaged air flow in a horizontal plane that passes through the 
anemometer locations, for winds from ahead and Green 30. The contours show the averaged 
airwake velocity normalised by the free stream value at anemometer height. The bigger 
wake in the lee of the bulkier GCS mast, and its influence on the flow ahead of the mast, can 
be clearly seen especially when compared with the more slender mast of the Type 23. The 
headwind wakes are essentially the time-averaged versions of the wakes illustrated in Figure 
3.30. 
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Figure 3.33 also illustrates the air flow around the masts on the same horizontal plane but 
this time as turbulence intensity. In both the headwind and the Green 30 winds the air flow 
around the mast of the Type 23 can be seen to have a turbulent wake, but there is no 
turbulence ahead of the mast at the anemometer locations. For the larger mast of the GCS 
it can be seen that there is a turbulent region in front of the mast, particularly in the 
headwind and this is due to the upwards air flow that is coming off the superstructure in 
front of the mast. 
 
 
Figure 3.32: Air flow at anemometer positions illustrated by contours of normalised mean 
velocities for headwind and Green 30 WOD conditions, for Type 23 (left) and GCS (right). 
Anemometer positions indicated by black circles 
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Figure 3.33: Air flow at anemometer positions illustrated by contours of turbulence intensity 
for headwind and Green 30 WOD conditions, for Type 23 (left) and GCS (right). Anemometer 
positions indicated by black circles 
Figure 3.34: Velocity field in horizontal plane through anemometer locations illustrated by 
vectors and contours of horizontal velocity magnitude for Type 23 (left) and GCS (right) in 
headwind (top) and Green 30 WOD (bottom) 
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Looking more closely at the flow distortion at the anemometer locations, Figure 3.34 shows 
a plan view of the mean flow field ahead of the main mast in the plane of the anemometers 
for a headwind; the anemometer positions are identified by the white circles. The contours 
show average velocity magnitude in the horizontal plane (i.e. vector sums of u and v) 
normalised by freestream velocity, while the vectors represent the average velocity direction 
and magnitude in the horizontal plane. Conventionally, a ship’s anemometer measures wind 
velocity in the horizontal plane, hence the use of the horizontal velocity components. The 
clustering of the vectors around the features on the mast is due to the more dense CFD mesh 
in those regions.  Even in the headwind, it can be seen in Table 3.1 that the flow has deviated 
at the anemometer locations. For the Type 23 the average wind speed in the horizontal plane 
is about 3% different to the undisturbed free stream velocity at both anemometer locations, 
and the angular deviation is 4.5°.  For the GCS the corresponding differences in the average 
horizontal velocity magnitude and angular deviation are about 19% and 11°, respectively. In 
the Green 30 wind the ship would normally use the starboard anemometer as it is facing into 
the oncoming flow (i.e. the right hand anemometers in the two lower images). For the Type 
23 the deviation of the local flow in magnitude and direction is about 4% and 1.5°, 
respectively, while the corresponding values for the GCS are 19% and 6°. It is clear therefore 
that the larger mast of the GCS is significantly disturbing the flow at the anemometer 
locations. Chapter 4 will present a more detailed analysis of the flow at the anemometer 
locations on the GCS. 
Table 3.1: Deviations in wind speed and direction in horizontal plane at anemometer 
locations 
 Type 23 GCS 
Headwind Green 30 Headwind Green 30 
Deviation in wind speed  3% 4% 19% 19% 
Deviation in wind angle 4.5° 1.5° 11° 6° 
 
 Ship Engine Exhaust Dispersion of Type 23 and GCS 
Both ships have a combined Diesel-electric and gas turbine propulsion system. The GCS will 
be powered by a single Rolls Royce MT30 gas turbine with a maximum output of 40MW, 
while the Type 23 is powered by two 19.5MW Rolls Royce Marine Spey engines; the 
maximum propulsion power is therefore similar for the two ships. Both ships also operate 
with four Diesel generators. The volume of hot gases being exhausted, particularly from the 
gas turbine, can be very high and although the hot gases will mix with the ship’s airwake and 
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be cooled, there can still be elevated air temperatures in areas around the flight deck which 
can affect the helicopter performance.  
Chapter 5 will give a detailed analysis of the GCS exhaust gas dispersion for a range of 
conditions. In this section the exhaust gas dispersion from the engines of the two ships will 
be compared for 20 knots winds from Ahead and Green 30. The CFD analysis was carried out 
with each ship having just two of its Diesel Generators (DGs) running and with the GTs 
running at maximum power; i.e. both GTs were running on the Type 23. The engine 
characteristics for the Type 23 were unavailable, but to provide a reasonable comparison 
between the two ships it was assumed that the total exhaust mass flow from the two Type 
23 GTs were the same as the mass flow from the GCS GT, and that they had the same 
temperatures.  This is a reasonable assumption given that the maximum power output of the 
two propulsion systems are similar.  
 
 
Figure 3.35: Gas Turbine and Diesel Generator exhaust outlets Type 23 (left) and GCS (right) 
 
Table 3.2 lists the exhaust gas and ambient conditions, as provided by BAE for the GCS, and 
as assumed for the Type 23. The ambient temperature was 38°C (311K); this rather high value 
was used because, at the time in the project when this analysis was carried out, the 
requirement from BAE was to investigate how the GCS exhaust gas would disperse in air 
temperatures such as those found in the Arabian Gulf; the 20 knots relative wind was also a 
BAE requirement. It can be seen from Table 3.2 that all the DG exhaust ducts have a diameter 
of 0.5m, while the GT exhaust of the GCS has a diameter of 2.8m and the Type 23 GT exhausts 
have a diameter of 1.86m.  The CFD meshes for the two ships were constructed as described 
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in Chapter 2, with density boxes used to encompass the trajectory of the exhaust plumes to 
restrict the cell growth. For each exhaust outlet the duct was extended into the internal 
geometry of the ship by 5 duct diameters; at the entry to the duct the exhaust flow was 
introduced as a uniform velocity so that the flow emerging from the exhaust outlet had a 
representative velocity profile. It can be seen in Table 3.2 that the exhaust exit velocities are 
similar for the single GCS GT and the two Type 23 GTs.  
Table 3.2: Exhaust parameters for GCS and Type 23 
 GCS T23 
DG GT DG GT (x2) 
Mass Flow Rate (kg/s) 5.6 73.5 5.6 36.75 
Exhaust Temperature (K) 703.15 689.15 703.15 689.15 
Density (kg/m3) 0.502 0.512 0.502 0.512 
Diameter (m) 0.5 2.8 0.5 1.86 
Exit Velocity (m/s) 56.8 23.3 56.8 26.05 
Ambient Temperature (K) 311 311 
 
Figure 3.36 shows the dispersion of the hot exhaust plume for both ships in both wind 
directions. The plumes are illustrated by surface contours of constant average temperature 
(2, 5 and 10°C above ambient) and it can be seen that, despite the very hot initial 
temperatures and the very high mass flow rates from the GTs, the temperatures reduce 
quickly due to the turbulent mixing with the ship airwake. The top two images show that in 
the headwind the exhaust plume passes high above the landing deck and for normal 
helicopter operations should not affect the aircraft provided it does not fly high above the 
deck . It can also be seen that for the GCS the exhaust gases are drawn into the wake of the 
main mast and may therefore heat the metal surface and increase the ship’s IR signature.  A 
similar situation occurs on the Type 45 destroyer and the aft surface on the mast is painted 
with an IR-reducing paint. In these images the two exhaust plumes from the Type 23 appear 
to have merged and the core of the plume remains hotter for a longer distance. In the Green 
30 wind the exhaust plume is directed over the port side of each ship and into the area where 
the helicopter will hold position alongside the landing deck before translating sideways to 
the landing spot; in this case, therefore, the helicopter may be affected. 
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Figure 3.36: Isosurfaces of constant average plume temperatures above ambient for Type 
23 (left) and GCS (right) in headwind (top) and Green 30 wind (bottom) 
 
The following three sets of figures show orthographic views of the exhaust gas plumes as 
contours of temperature above ambient; a logarithmic temperature scale has been used 
because of the large difference in temperatures between the initial exhaust values of about 
700K and the ambient of 311K. Figure 3.37 shows the side view of the two ships and, as 
indicated in Table 3.1, the GTs have by far the highest mass flow rate, and therefore their 
exhaust plumes dominate the images compared with the DG exhausts. The two Type 23 GT 
exhaust outlets lie either side of the ship’s centreline and have their centres about 4.5m 
apart; therefore the side-on image of the Type 23 in the headwind only shows the edges of 
the hot exhaust jets as they emerge from the two GT exhaust outlets, unlike the GCS jet 
whose centreline coincides with the plane of the image. It can again be seen how, in the 
headwind, the GT exhaust efflux of the GCS is entrained into the recirculating flow in the 
wake of the mast. The situation on the Type 23 is very different where the more slender mast 
with its smaller recirculation zone does not interact with the exhaust efflux. The heated 
plume is higher above the deck of the GCS compared with the Type 23. The side view of the 
two ships in the Green 30 WOD does not reveal much about the exhaust gas dispersion as 
the plume quickly moves out of the vertical plane on the ships’ centrelines. 
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Figure 3.37: Contours of average temperature above ambient on an exponential scale along 
the ship centreline of Type 23 (left) and GCS (right) in a headwind (Top) and Green 30 
(Bottom) 
 
In Figure 3.38 the contours of average temperature above ambient are shown on a horizontal 
plane that is at the height of the ships’ hangars, i.e. 6m and 8m above the landing deck for 
the Type 23 and GCS respectively. In the headwind there is very little increase in the local air 
temperature at these heights, about 1.5°C, as the core of the plume passes higher above the 
deck. In the Green 30 WOD, Figure 3.37 shows how the plume is entrained by the ship 
airwakes into the area where the helicopter will begin its landing manoeuvre.  It can be seen 
that the average air temperature rise due to the Type 23 exhaust reaches about 6°C above 
ambient, while for the GCS the maximum temperature is about 10°C above ambient. As will 
be discussed in Chapter 5, local fluctuating temperatures of this magnitude can affect the 
helicopter performance. The air temperatures above the deck are very close to ambient, 
because the plume is deflected away from the deck by the oblique wind. 
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Figure 3.38: Contours of average temperature above ambient on an exponential scale taken 
at hangar height on Type 23 (left) and GCS (right) in a headwind (Top) and Green 30 
(Bottom) 
Figure 3.39 shows the exhaust plumes as contours of average temperature above ambient 
on a vertical plane that passes through the landing spots, i.e. about half way along each of 
the ships’ landing decks.  In the headwind, the core of the plume can be seen above the flight 
deck. For the Type 23 there is still some evidence of the two GT exhaust flows, but they have 
largely merged.  The core plume temperature on this plane is about 15°C above ambient and 
is not so high above the flight deck. The core of the GCS plume has a slightly lower 
temperature of about 12°C and is higher above the deck. Both plumes have cooled 
significantly from the initial exhaust temperature of 416°C, but they are still predicted to 
have temperature elevations that would adversely affect the helicopter should it fly in these 
areas. The plume from the Type 23 is therefore a greater threat to the helicopter (although 
it should be noted that no issues have been reported due to elevated air temperatures for 
helicopter operating to the Type 23).  
 
Chapter 3 – Aerodynamic Comparison of Evolving Warship Superstructure Designs 
76 
 
  
  
 
Figure 3.39: Contours of temperature above ambient on an exponential scale taken on a 
vertical plane across the landing spot on Type 23 (left) and GCS (right) in a headwind (Top) 
and Green 30 (Bottom) 
 
The lower images in Figure 3.39 illustrate how the exhaust plumes in the Green 30 WOD have 
not only been deflected to the port side of the ships, but they have also been entrained to a 
lower height due to the downward deflection of the airwake in the lee of each of the two 
ships. The bulkier geometry of the GCS causes a greater downwash so that even though the 
exhaust plume is initially taken higher, as seen in the headwind images, the core of the plume 
in the Green 30 WOD is now at a similar height to the Type 23.  The core of the Type 23 
plume is more than 15°C above ambient and is hotter than that of the GCS, possibly because 
the more turbulent airwake of the larger GCS has cooled the exhaust efflux more. Looking at 
the two ships from astern, when the helicopter is off the port side of each ship to begin its 
landing manoeuvre, the main rotor will be just above the hangar height and will be typically 
one ship’s beam width away from the port side; i.e. the rotor will be drawing in the hotter 
air flow from the plume and the performance may well be affected. 
 Chapter Summary 
This chapter has shown how the superstructure design characteristics of the modern RCS-
compliant warship can be expected to affect the air flow over the ship and, in turn, how this 
could affect the operation of the ship’s helicopter. The air flow over the GCS has been 
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compared with that of its predecessor, the Type 23 frigate. The GCS is noticeably different 
from the Type 23 in a number of aspects: the GCS is a larger ship, it has a flat less-fragmented 
superstructure, and it has a larger, bulkier main mast. The evolution of RCS-compliant ships 
has paid little attention to superstructure aerodynamics and how they might affect the ship 
and its helicopter. This chapter has assessed the air flow for two wind angles, Ahead and 
Green 30.  Winds can approach a ship from all angles but, because the ship moves forward, 
the majority of the winds come from the fore.  Oblique winds from the starboard, i.e. Green 
winds, are particularly challenging for the helicopter because when implementing the port-
side landing approach (illustrated in Chapter 1), an oblique wind from starboard creates 
turbulent air on the port side of the landing deck and a steep unsteady shear layer across the 
flight deck.  
Using unsteady CFD analysis, it has been shown that the air flow over and around the flight 
deck of the GCS is more challenging for the helicopter, compared with the Type 23, and this 
is due to both the size of the ship and the way its flat, continuous sides do not break up or 
slow down the air flow before it reaches the flight deck. A supplementary study was also 
undertaken in which it was shown how the air flow over and around the GCS flight deck 
would be affected by having the ship’s Mission Bay doors open.  The VAD was introduced as 
a simulation technique to investigate the effect of the CFD-generated unsteady air flow on a 
flight dynamics model of a helicopter; the Type 23 was shown to have a less aggressive 
airwake than the GCS.  The VAD also showed that having the GCS Mission Bay doors open 
would affect the helicopter, particularly in an oblique wind, but whether or not that would 
lead to higher pilot workload was inconclusive and would require piloted simulations. 
It has been shown that the larger main mast of the GCS is detrimental to the ship’s 
anemometers and the situation is made worse by placing the anemometers low down on the 
mast so they are in highly disturbed air. The air flow at the anemometer locations on the 
Type 23, with its more slender mast and more effective yardarms, is much less disturbed. 
Chapter 4 will present a more detailed study into the air flow at the GCS anemometer 
locations. 
A CFD study of the dispersion of the hot exhaust efflux from the engines of the two ships has 
shown that the hot gases cool quickly due to turbulent mixing with the ships’ airwakes. A 
comparison of the exhaust gas dispersion from the two ships has shown that the Green 30 
wind presents more difficulty for the helicopter because the exhaust plume is entrained into 
the area off the port side of the ship where the helicopter will begin its landing manoeuvre. 
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It was also shown that the exhaust plume from the Type 23 cools less quickly than that of 
the GCS, possibly because the bulkier superstructure of the GCS, including the mast, creates 
a larger and more turbulent wake. In a headwind, the larger wake behind the GCS mast 
entrains the GT exhaust gases and could lead to surface heating of the mast, thereby 
increasing the ship’s IR signature. A more detailed study of the exhaust gas dispersion from 
the GCS will be presented in Chapter 5. 
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Chapter 4. Mast Structure Effects on 
Anemometer Readings 
In Chapter 3, the main mast structures of the GCS and its predecessor, the Type 23, were 
compared and the local flow in the region of the mast structures was viewed with respect to 
the performance of each ship’s wind measurement system. Chapter 4 begins with a review 
of the design evolution of the ship’s mast, from the ships of the line in the mid-19th century 
to the modern warships of today’s naval forces. A more detailed discussion and CFD study of 
the air flow at the anemometer locations on the GCS will be presented and interpreted in 
the light of the required anemometer performance as specified by the relevant defence 
standards.  
 The Ship Mast 
Historically, early ships of war had pole masts that were used primarily as a means to attach 
sails to harness wind power for propulsion, commonly referred to as sail masts. As seen 
earlier in Figure 1.1, several sail masts were required in various arrangements to affix the 
large fabric sails, with each mast traditionally being made from tall trunks of conifer wood. 
The aerodynamics of the mast was not important, unlike its structural purpose in holding the 
sails high above the ship’s decks, as well as providing a lookout point by means of a crow’s 
nest. The Royal Navy built sail-frigates up until the mid-19th century and, even as methods of 
propulsion turned to engine power in the late 19th century, continued to use sails to 
supplement steam power as late as the 1880s when the last of the sail-rigged corvettes, HMS 
Calliope, was launched in 1884, Figure 4.1. As ship design evolved beyond the use of sails, 
the role of the ship’s masts began to change. Although no longer necessary for the rigging of 
sails, tall structures were still required to provide a lookout point to aid navigation, as well 
as to inform fall of shot for calculating gunfire trajectories, and, as time progressed, to mount 
radio antennae; therefore, the pole mast endured.  
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Figure 4.1: HMS Calliope (1884) with three pole masts [88] 
At the beginning of the 20th century, the Royal Navy built the first dreadnought, an iconic 
battleship that became a symbol of military power; so much so, that any ship before its time 
became referred to as ‘pre-dreadnought’. Powered solely by steam engines and equipped 
with a heavy duty gun battery, the ‘all-big-gun’ dreadnought was a catalyst for naval 
architectural advancement around the world as nations rushed to acquire such power in 
what was the arms race of its day.  As a result of the heavy duty battery, the main mast of 
the dreadnought had to cope with the shock of weapon fire and remain sturdy at the crow’s 
nest for the crew on lookout and calculating fall of shot. A tripod mast was used as the main 
foremast on HMS Dreadnought, Figure 4.2., the first of its class, in place of a pole mast to 
ensure rigidity and stability.  
 
Figure 4.2: HMS Dreadnought (1906) [89] 
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Following the launch of HMS Dreadnought, in the subsequent race for naval power the ship 
designers for the US Navy rejected the traditional pole mast structure in favour of lattice 
mast structures, often referred to as caged masts, Figure 4.3. Their design was known as a 
hyperboloid structure and was revolutionary at the time. Due to their hollow, caged 
construction, the mast’s structure was regarded as weight-saving compared with earlier 
large ship masts and they were also seen as less susceptible to damage from enemy fire and 
structural vibrations from heavy weapon machinery. The significance of the lightweight mast 
was not just on the weight (displacement) of the ship, but also its stability and movement in 
roll because a heavy tall mast raises the centre of gravity of the ship. However, after an 
incident on the USS Michigan in 1918, when a lattice mast collapsed during a severe weather 
storm, issues regarding their structural integrity began to arise. Excessive stresses as a result 
of heavy storms, along with the weight of the equipment being attached to the mast, 
resulted in the failure of the structure at its narrowest point. Additional issues that 
contributed to the mast’s failure included poorly repaired damage due to a gun explosion 
and poorly joined sections due to structural lengthening. Another ship of the class, USS 
Connecticut, was also found to have a lattice mast structure showing signs of buckling. Lattice 
mast structural issues continued into the 1920s and 30s, many of which were found to be as 
a result of structural corrosion from the ship’s exhaust gases [90]. As a result, the US Navy 
began altering some ships in service, replacing lattice mast structures with pole masts and, 
later on, introducing the tripod mast, as used successfully by the Royal Navy, an example of 
which can be seen in Figure 4.4. of the modified USS New York with a tripod main mast 
structure.  
 
Figure 4.3: USS South Carolina with lattice mast structures [91] 
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Figure 4.4: USS New York modified with tripod mast and with first shipboard XAF radar 
system installed [92] 
The USS New York was also chosen for the installation of the first shipboard radar in 1939, 
the XAF, which marked the start of what was to become a new era in stealth combat. The 
XAF experimental radar can be seen in Figure 4.4., installed just in front of the main tripod 
mast structure. As World War II continued, so too did the acceleration in technological 
advancements of warfare systems, so much so, that by the end of 1943 most combatant 
vessels were fitted with surface search radar systems [93]. Furthermore, following the first 
successful landing of a helicopter to a frigate by Alan Bristow in 1946 [4], the performance 
of the ship’s wind measurement system was now much more important. Ships now needed 
to use anemometers to measure the wind speed as accurately as possible, not just for 
navigation and manoeuvring purposes, but also to inform the pilots of the over-deck wind 
conditions when launching and recovering to the ship’s flight deck. Another role of the main 
mast structure was therefore siting the ship’s wind measurements systems high above the 
superstructure and flight deck to obtain the best possible reading of the freestream wind-
over-deck (WOD) condition. 
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In the decades that followed, as radar systems became more advanced, the advantages of 
designing a warship to disguise itself under radar observation became ever more apparent. 
Mast design had changed to accommodate the increasing number of electronic systems 
required as warfare technology developed. The result of such rapid technological 
advancement was visible in the increased equipment and instrumentation on the 
superstructure and the main mast of the warships of the late 20th Century. An example of 
such a ship is the US Navy Arleigh-Burke Class with its tripod mast structure which carries 
equipment such as the anemometer, antennae, sensors and navigation lights, Figure 4.5.  
 
Figure 4.5: USS Arleigh Burke with tripod mast structure carrying numerous attachments 
[94] 
 
Since coming into service in 1991, the Arleigh-Burke class has undergone a number of design 
evolutions and still forms the backbone of the US Navy’s destroyer fleet. The close proximity 
of the various electronic devices on the ship can cause many issues, particularly when 
designing the operational layout of the ship’s mast, in order to prevent electronic 
interference. In addition, because of the continued development and improvement of radar 
technology, the design of the warship became geared towards reducing its radar cross 
section (RCS – a measure of the amount of incoming radar energy that is reflected back to 
the source). Noticeable changes in superstructure design began to emerge as ship stealth 
from radar detection became a primary concern, and therefore prominent changes to the 
shape and size of the main mast structure were seen. Curvature in any form increases RCS 
by scattering the radar energy in many directions, and therefore the traditional cylindrical 
pole mast structure is becoming all but obsolete on the modern warship. Masts have 
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gradually become further integrated with the ship’s main superstructure with electronic 
instruments and radar systems being housed inside large bulky mast structures in a bid to 
reduce surface clutter that can increase RCS. Known as an enclosed mast, this type of 
configuration is now popular with the newest warships, helping to not only significantly 
reduce a ship’s overall RCS, but also to decrease structural weight through the use of 
composite materials, and to improve issues with electronic interference by designing the 
structure as one all-inclusive unit.  
The UK Royal Navy first employed an enclosed mast on HMS Ark Royal, an Invincible class 
aircraft carrier. The mast, known as the Advanced Technology Mast (ATM), made use of fibre 
reinforced plastic material to ensure that electromagnetic radiation can pass through, 
allowing sensors to be housed inside the mast structure and therefore protecting them from 
the environment [95]. The octogonal tapered cross section of the mast, seen on HMS 
Invincible in Figure 4.6, gives the structure a large physical footprint, necessary to 
accommodate all of the systems housed within.  
 
Figure 4.6: HMS Ark Royal with ATM Mast [96] 
Similarly, in 1997, the US Navy installed an Advanced Enclosed Mast (AEM) on USS Radford, 
Figure 4.7, which enables the radar systems housed within it to emit and receive signals 
through frequency selective material (FSS). More recently, the enclosed mast unit has been 
designed and built as a stand-alone unit from specialist companies, bought as a standard 
design and fitted to the ship, an example of which is the integrated mast (I-Mast) as seen on 
the Holland Class Ocean Going Patrol Vessel in Figure 4.8. The much bulkier, larger footprint 
Chapter 4 – Mast Structure Effects on Anemometer Readings 
85 
 
of this type of mast is apparent, even in comparison to the earlier enclosed mast designs of 
the ATM and AEM/S. Such imposing main mast structures are now commonplace on more 
recent frigates and destroyers, e.g. the Royal Navy’s Type 45 Daring Class destroyer, which 
will be discussed in more detail below. However, the most recent and most striking change 
in mast design came in 2016 with the commission of the US Navy Zumwalt Class Destroyer, 
Figure 4.9, and shown earlier in Chapter1, Figure 1.8. The Zumwalt class was designed with 
stealth in mind, with no pronounced mast structure and instead opting for a fully integrated 
deck house with incorporated radar/sensors and equipment. The absence of a mast 
structure altogether, along with its clean top surfaces and wave-piercing tumblehome 
design, has resulted in a 190m long warship with an RCS that is so low it resembles that of a 
small fishing boat. 
 
Figure 4.7: USS Radford – Spruance Class – Upgraded with AEM/S [97] 
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Figure 4.8: Holland Class Ocean Going Patrol Vessel of Royal Netherlands Navy with I-Mast 
[98]  
 
Figure 4.9: USS Zumwalt with fully integrated deckhouse structure [99] 
 
Although such innovations in ship mast design are proving very successful in the reduction 
of a ship’s RCS, they are simultaneously creating issues for the safe operation of aircraft in 
the vicinity of the ship’s flight deck. Such large bulky mast structures produce regions of local 
flow distortion that are so significant, they are having both a direct and indirect effect on 
aircraft operations. As illustrated in Chapter 3, the mast structures themselves directly 
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increase turbulence levels in the ship’s airwake as the freestream air is pushed around the 
structure, shedding off its sharp edges, producing a large wake and therefore increasing 
turbulence levels across the flight deck; they also create a distorted and unsteady air flow, 
in which the anemometers are likely to be located, producing erroneous readings of the 
freestream flow at the ship’s anemometers. Engineering a solution to achieve an optimal 
location for the ship’s wind measurement systems is, at present, a challenge of increasing 
difficulty and importance.  
 Ship’s Anemometers 
A ship’s wind measurement system is important not only for navigational and meteorological 
purposes, but it is also critical for determining whether or not the prevailing wind conditions 
will permit the safe launch and recovery of the ship’s helicopter as specified by the SHOL, as 
discussed earlier in Chapter 1. The anemometer is important for establishing the SHOL in the 
first place through flight trials, and for every launch and recovery operation thereafter when 
the WOD conditions need to be measured. As described in Chapter 1, the modern warship 
utilises ultrasonic anemometers to obtain real-time readings of the prevailing WOD 
condition, which the personnel in the Flying Control (FlyCo) room on board the ship use to 
determine whether the wind speed and direction is within the safe limits provided by the 
SHOL. The traditional placement of anemometers on warship has been on yardarms that 
come off the main mast and are angled forward. To obtain an accurate reading of the 
freestream flow condition, the anemometer must be sited in clear airflow that has not been 
disturbed by nearby structures. If the anemometer is placed in a disturbed air flow, then it is 
still possible that it can be calibrated in-situ, and a correction made to the displayed reading.  
However, calibration becomes impractical if the air flow is so turbulent that reliable mean 
measurements cannot be taken. 
4.2.1. Regulations for Combat Ship Wind Measurement Systems 
The UK Ministry of Defence (MoD) uses numerous defence standards to inform the design 
of warships to ensure that each piece of equipment fitted onto the ship is working to the 
performance levels that are required. For a ship’s wind measurement systems, the defence 
standard DEFSTAN 00-133 Part 2 [86] is used to provide a set of criteria for the ship designers 
to adhere to for aviation equipment integration, amongst which is the siting and 
performance of the anemometers. Each defence standard is reviewed regularly, with the 
current, DEFSTAN 00-133 Part 2, superseding DEFSTAN 08-133 Part 2 [100]. The latter 
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document was released in 2008 and was reviewed and modified to produce the 2014 edition. 
A further review is likely to take place within the next few years. 
The differences between the 2008 and 2014 documents are subtle, but there is an 
importance in this comparative discussion as the wording shows a clear change in view by 
the MoD with regard to the importance of anemometer siting and performance criteria for 
the modern warship entering into service. Table 4.1 displays the relevant standards defined 
in each document with the key changes in wording underlined. Key comparative standards 
has been numbered from 1 – 7 in Table 4.1 to allow for ease of discussion. A shift has been 
made from clearly defined standards that are to be adhered to, to rather loosely binding 
standards with a phrasing of, “…should be…”. The significance in the use of this terminology 
is the definition of standards that are now less strict in the sense that they are much closer 
to a recommendation – they do not ‘have to be’ adhered to, they now only ‘should be’. Given 
the RCS-driven superstructure designs that are now commonplace for modern warships, the 
differences between the standards will be made by comparing key statements; the 
discussion will be in relation to a current warship, the UK’s Type 45 Daring Class Destroyer, 
as well as the GCS. 
Table 4.1: Comparison of the two most recent defence standards for ship anemometer 
placement 
Statement 
No. 
Defence Standard 08 -133 (2008) Defence Standard 00 -133 (2014) 
1 
7.2.10 a) Anemometers are to be 
positioned in clear air above the 
edge of the boundary layer created 
by the ship’s superstructure. The 
height of the boundary layer is to be 
determined by model tests, the 
results of which are to be forwarded 
to DMSD-INT 
7.4.2.2.1.   Anemometers should be 
positioned in clear air above the 
edge of the boundary layer created 
by the ship’s superstructure. The 
height of the boundary layer should 
be determined by model tests. 
2 
7.2.10    b) Anemometers are to be 
located as high as possible port and 
starboard, and have a switching 
facility to enable selection 
according to wind speed and 
direction. Consideration should be 
given to additional anemometer 
installations as appropriate for 
larger ships. 
7.4.2.2.2. Anemometers should be 
located as high as possible on 
separate port and starboard 
yardarms, and have a switching 
facility to enable selection 
according to wind speed and 
direction. Consideration should be 
given to additional anemometer 
installations as appropriate for 
larger ships. 
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3 
7.2.10    c) Anemometers sited on 
masts are to be in free air in space 
uncluttered by adjacent equipment, 
preferably on separate port and 
starboard yardarms, facing forward 
with at least 3.0 m radius free air 
space around each anemometer. 
7.4.2.2.3.  Anemometers sited on 
masts should be in a space 
uncluttered by adjacent 
equipment, facing forward with at 
least 3.0m radius free air space 
around each anemometer. 
4 
7.2.10    d) Anemometers are to be 
positioned so that they do not 
produce unwanted radar 
reflections and consideration given 
to the employment of solid state 
systems 
7.4.2.2.5 Anemometers should be 
positioned so that they do not 
produce unwanted radar 
reflections and consideration given 
to the employment of solid state 
systems. 
5 
7.2.11.2.  Accuracy of Indicators 
should be as follows:  
Wind Speed ± 10% error  
Wind Direction ± 5 degrees error 
7.4.2.2.7 Accuracy of Indicators 
should be as follows: 
a) Wind Speed ± 5% error  
b) Wind Direction ± 5 degrees error 
6 
7.2.11.3 Wind flow trials must be 
carried out in conditions where it is 
possible, with the use of the ship’s 
engines, to achieve speeds of 45 
knots over the bow and 15 knots 
over the stern. 
7.4.2.2.8 Wind flow trials should be 
carried out in conditions where it is 
possible, with the use of the ship’s 
engines, to achieve speeds of 45 
knots over the bow and 15 knots 
over the stern. 
7 
7.2.11.4 It is recommended that the 
vertical component of wind speed is 
also measured. 
7.4.2.2.9 It is recommended that 
the vertical component of wind 
speed is also measured. 
 
Statement 1 refers to an ideal placement of a warship’s anemometers above the height of 
the ship’s boundary layer. The ship’s boundary layer is referred to in this thesis, and more 
widely, as the ship’s airwake. It is not practical to mount the anemometer on the ship and 
for it to be outside of the airwake. The bulky non-aerodynamic geometry of the RCS-driven 
superstructure and main mast increases the height of the ship’s airwake to at least that of 
the height of the mast (as seen earlier, e.g. Figure 3.6). Statement 1, therefore, is unrealistic, 
although the most recent wording of the statement that the anemometers “should be” 
placed above the airwake offers some leeway. Statement 1 also refers to model tests that 
should be conducted to determine the extent of the ship’s airwake. Traditionally this has 
been done by wind tunnel tests (as was the Type 45). The GCS is the first UK destroyer/frigate 
that has been modelled using CFD; an undertaking which the research reported in this thesis 
was part of.  
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Statement 2 requires that there should be two anemometers, one on either side of the ship, 
and that they should be as high as possible; this latter requirement, as will be shown below, 
is not currently being fulfilled. Statement 2 also raises the option of additional anemometers; 
the GCS is the first UK warship that will have an anemometer towards the stern of the ship 
to measure winds coming from astern, the supporting analysis for this anemometer was also 
part of the research being reported in this thesis.  
Statement 3 requires that each anemometer should be mounted on yardarms off the main 
mast and should be at least 3m away from surrounding equipment.  When this statement 
was first written it referred to individual pieces of equipment (e.g. sensors, navigation lights) 
that would be mounted on a more slender mast, such as that on Type 23; it wasn’t written 
to account for the large enclosed mast. At this point it is worth considering the first three 
statements in relation to the Type 45 destroyer shown in Figure 4.10 The head-on view of 
the Type 45 shows the proportions of the main mast and, indicated by red squares, the 
locations of the ship’s anemometers. It can be seen that the anemometers are not outside 
the airwake, or as high as possible, or away from adjacent equipment. The measurement 
accuracy of the anemometers has been compromised to avoid increasing the ship’s RCS and 
to therefore comply with statement 4. 
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Figure 4.10: Type 45 Daring Class Destroyer with anemometer locations highlighted [101] 
Given the relaxing of the standards for the siting of the ship’s anemometers, it is therefore 
surprising that the release of the 2014 DEFSTAN tightened the required accuracy of the 
anemometers through statement 5. In the 2008 edition of the standard the required 
accuracy of the wind measurement system was ±10% in speed, and ±5° in heading (angle). 
In the 2014 version the required accuracy has been altered to ±5% in speed, and ±5° in 
heading. As will be seen later, it is difficult enough to meet the 10% desired accuracy on a 
ship with an enclosed mast, let alone the 5% criterion. At the outset of the wider research 
programme into the aerodynamics of the GCS, to which the contents of this thesis are 
contributing, the 2008 standard was current and so, where relevant, the results that are to 
be presented will be compared with the ±10% and ±5° for wind speed and heading. These 
criteria have also been retained because the informed judgement of the author is that the 
more stringent 2014 requirement will have to be reviewed. 
The accuracy of the ultrasonic anemometers themselves are very good (±2% in speed, and 
±0.5° in heading is claimed by the manufacturers [102].  The measurement inaccuracy comes 
about from the air flow distortion at the anemometer position. Before a warship enters 
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service, the efforts to comply with DEFSTAN 00-133 Part 2 are tested through the Air Flow 
Air Pattern (AFAP) trials that are referred to in statement 6, and specified in detail in an 
associated defence standard, DEFSTAN 00-133 Part 4 [103]. The ship is taken to sea for a 
period of time, during which the ship’s wind measurement systems are tested relative to 
reference anemometers that are temporarily placed on slender vertical pole masts, usually 
at the ship’s bow, to obtain a close-to freestream WOD reading. For the modern warship 
with a large, bulky, enclosed mast structure, the disagreement between the ship’s 
anemometers that are sited within the local flow distortion caused by the mast, and that of 
the reference anemometer that is in relatively clean airflow, can be significant. As a result of 
erroneous wind velocity readings caused through local flow distortion, some modern 
warships currently in service have experienced issues in successfully determining the true 
WOD condition, as acknowledged in a confidential report on the AFAP trials of the Type 45 
[104]. The inability to achieve acceptably accurate readings across the full azimuth can result 
in a restricted SHOL – an issue which has anecdotally arisen with the Type 45. Effectively, the 
operational envelope of the helicopter is limited to fewer than necessary WOD conditions, 
not because the pilot is finding it too difficult to launch and recover, but because the WOD 
condition cannot be determined with certainty. 
From the above discussion it is clear that the pursuit of stealthy warship designs with a 
reduced RCS has compromised the current method of measuring the ship’s relative wind 
speed and direction, and this can have significant consequences for the ship’s helicopter. 
Anemometer readings are being affected more than ever by the topside aerodynamic 
disturbances produced from large, bulky, RCS-compliant masts and superstructures. The 
defence standards written to aid their successful installation for satisfactory performance 
have not kept up with the design of the modern warship. 
4.2.2. An Aerodynamic Assessment of the GCS Anemometer Locations 
The wind measurement system on the GCS consists of two main anemometers sited in a 
traditional configuration on the main mast, supplemented by an additional aft anemometer 
located on a more slender mast on the roof of the hangar.  
Figure 4.11 shows a head-on view of the proposed locations of the port and starboard 
anemometers positioned on yardarms at the fore of the main mast structure. Figure 4.12 
shows in a plan view how the 6m long yardarms are angled at 30 degrees from the centreline 
of the ship. As can be seen, each yardarm is located relatively low on the mast and in close 
proximity to large pieces of equipment that are positioned above the bridge deck and on the 
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port and starboard sponsons (e.g. the large white radomes either side of the mast in Figure 
4.11). The similarities in the main mast design shown in Figure 4.11 and that of the Type 45 
shown in Figure 4.10 are clear to see. 
 
Figure 4.11: GCS main anemometer locations with close-up of anemometer supporting 
structure [79] 
 
 
Figure 4.12: Plan view of CGS showing anemometer locations on angled yardarms 
 
There are two anemometers on the main mast, one  on each of the port and starboard sides, 
because when the winds come from, say, the beam (90°), the leeward anemometer will be 
more affected by the wake of the mast and so it will be expected to give an erroneous reading 
of wind speed and direction, hence statement 2 in Table 4.1. Also mentioned in statement 2 
and discussed above is the aft anemometer; because winds coming from astern will not have 
passed over the superstructure of the ship, the aft anemometer should be able to be located 
in a less disturbed air flow. However, as can be seen in Figure 4.13, the proposed location of 
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the aft anemometer is toward the bottom of a pole mast on a small yardarm, outboard, 
slightly aft and to port of the pole mast’s central axis. The pole mast is mounted on an 
equipment housing that is on the port side of the hangar roof. 
 
Figure 4.13: GCS rear anemometer location on rear port pole mast [79] 
As specified by statement 1 in Table 4.1, the MoD requires that model testing be carried out 
to analyse the ship’s airwake. The research reported in this thesis forms a major part of that 
analysis and is the first time the UK has conducted a CFD analysis in place of the traditional 
wind tunnel tests. A comprehensive study has been undertaken to evaluate the local flow 
behaviour at the proposed anemometer locations on the GCS, as well as possible alternative 
locations. The unsteady airwake of the GCS has been computed using the time-accurate CFD 
methodology described in Chapter 2. A total of 31 airwakes have been computed to create 
a 360 data set in 15 increments, producing a complete assessment of the full azimuth. The 
first 24 WOD conditions were computed to assess the two main anemometers on the ship’s 
main mast structure, as well as an aft anemometer that was attached to a rear port pole 
mast of cylindrical cross-section. The initial GCS design incorporated cylindrical section rear 
pole masts but these were subsequently altered to be RCS-compliant square section pole 
masts so therefore a further 7 WOD conditions were computed to re-assess the rear 
anemometer location. All 31 airwake simulations were computed for a nominal relative wind 
speed of 40 knots. 
4.2.2.1. CFD Study of the GCS Main Mast Anemometer Locations 
The air velocity approaching the ship changes with height due to the imposed Atmospheric 
Boundary Layer (ABL); therefore, when considering the wind speed at a particular 
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anemometer location, the height of that location, and hence the wind speed at that height, 
should be allowed for. The wind speeds for which the CFD analysis was conducted was 40kts 
(20.57m/s) which corresponds to a height of 35.94m above sea level (31.31m above the flight 
deck). As seen in Figure 4.11, the main anemometers are on the forward yardarms that can 
be seen towards the bottom of the main mast. Preliminary work, partly reported in Chapter 
3, revealed that the proposed anemometer locations will be in highly disturbed air flow, so 
provision was therefore made in the CFD analysis to sample the unsteady velocities at an 
alternative location higher up the mast to find a height at which the anemometers could be 
placed above the worst of the air flow whilst still complying with traditional placement 
standards referred to in Table 4.1. The higher new locations were therefore decided upon by 
determining the 3D location of the anemometers due to moving the yardarms of fixed length 
up the tapered mast by 5 metres. The two anemometer locations are therefore not directly 
vertically above each other, as a result of the mast’s tapered structure.  The red points in 
Figure 4.14 show the anemometer positions corresponding to the initial location, whilst the 
blue points illustrate a location that is 5m higher. 
  
Figure 4.14: Main Anemometer sampling locations on GCS; initial location (red) and +5m 
location (blue) 
To investigate the unsteady three-dimensional flow characteristics around the main mast, 
sampling points were set within the CFD solution at the port and starboard anemometer 
positions, at the initial and the higher (+5m) locations.  The sampling points, shown in Figure 
4.14, were set to capture three-dimensional velocity data over the 30 second sampling 
period at a frequency of 100 Hz; the mean and RMS values were then calculated for each 
velocity component. Traditionally, ships’ anemometers have not measured the vertical (w) 
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component of velocity; specified wind speed and direction are conventionally considered in 
the horizontal plane only, which can be calculated from the streamwise (u) and lateral (v) 
components, see Figure 4.15. Tables 4.2 to 4.5 show the CFD-derived mean and RMS velocity 
components at the initial and +5m locations for selected wind angles.   
 
Figure 4.15: Velocity components at initial starboard anemometer location 
 
Table 4.2: Mean velocity components and RMS values (m/s) at initial anemometer position 
and at +5.0m for a nominal 40kts headwind WOD condition 
Headwind 
Initial Pos. 
Port Starboard 
Mean RMS Mean RMS 
Streamwise 17.7 0.6 17.5 1.0 
Lateral -3.5 0.2 3.3 0.5 
Vertical -0.2 0.6 -0.2 0.6 
Initial Pos. + 5m 
Port Starboard 
Mean RMS Mean RMS 
Streamwise 17.4 0.1 17.5 0.2 
Lateral -3.1 0.1 3.1 0.1 
Vertical 1.4 0.1 1.3 0.2 
 
Looking more closely at the headwind data in Table 4.2 for the port anemometer at the 
original position, combining the streamwise and lateral velocity components shows that the 
resultant air velocity in the horizontal plane has a magnitude of 18m/s (√17.72 + 3.52) and 
an angle of 11° (tan−1(3.5 17.7⁄ )), this compares with a “true” wind speed at that height of 
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19.4 m/s and a direction of 0°. For this anemometer in the headwind therefore, the reading 
can be expected to be in error by −7.4% in magnitude and 11° in heading. The equivalent 
deviations at the starboard anemometer position are −8.3% and −10.7°. The headwind case 
is one in which the mast interferes least with the incoming flow, so it can be expected (and 
will be shown) that the deviations can be worse for other WOD conditions. It can also be 
seen in Table 4.2 that the vertical velocity components, which would be zero in the 
freestream, are quite small; but nevertheless the flow is deflected vertically.  Comparing the 
mean velocity components in Table 4.2 for the initial position with the +5m it can be seen 
that the deviations in the flow are similar at the higher height; however, the turbulence levels 
are much lower at the higher position. At the +5m positions the resultant velocities in the 
horizontal plane at the port and starboard anemometer locations are 17.7 m/s and 17.8 m/s 
respectively, with corresponding headings of 10.2° and −9.9°. At this anemometer height the 
“true” wind speed is 19.8 m/s so the port anemometer can be expected to be in error by 
−10.6% in speed and 10.2° in heading, while the starboard anemometer can be expected to 
have corresponding errors of −10.4% and −9.9°. Considering these data for the two 
anemometer heights it is evident that the higher position does not present a less distorted 
flow to the anemometers, although at this WOD the turbulence levels at the higher position 
are significantly lower, an observation that will be discussed later. 
Table 4.3: Mean velocity components and RMS values (m/s) at initial anemometer position 
and at +5.0m for a nominal 40kts Green and Red 30 WOD condition 
  Green 30 Red 30 
Initial Pos. 
Port Starboard Port Starboard 
Mean RMS Mean RMS Mean RMS Mean RMS 
Streamwise u 13.3 0.3 12.8 0.1 12.5 0.1 13.5 0.2 
Lateral v -17.0 0.2 -9.4 0.1 9.4 0.1 16.8 0.2 
Vertical w -0.7 0.2 3.1 0.1 3.1 0.1 -0.6 0.3 
Initial Pos. + 5m 
Port Starboard Port Starboard 
Mean RMS Mean RMS Mean RMS Mean RMS 
Streamwise u 13.6 0.1 13.5 0.1 13.4 0.1 13.9 0.1 
Lateral v -15.7 0.1 -9.3 0.1 9.4 0.1 15.4 0.1 
Vertical w 1.2 0.1 3.3 0.0 3.3 0.0 0.8 0.1 
Table 4.4: Mean velocity components and RMS values (m/s) at initial anemometer position 
and at +5.0m for a nominal 40kts Green and Red 90 WOD condition 
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  Green 90 Red 90 
Initial Pos. 
Port Starboard Port Starboard 
Mean RMS Mean RMS Mean RMS Mean RMS 
Streamwise u -0.9 2.8 -5.4 0.1 5.5 0.2 -1.3 3.5 
Lateral v 0.7 4.5 -16.6 0.3 17.1 0.6 1.5 5.9 
Vertical w 2.1 3.2 7.0 0.4 6.7 0.6 2.4 3.4 
Initial Pos. + 5m 
Port Starboard Port Starboard 
Mean RMS Mean RMS Mean RMS Mean RMS 
Streamwise u -1.3 1.4 -4.1 0.1 -4.1 0.1 -0.7 1.9 
Lateral v -19.8 2.8 18.0 0.2 18.4 0.3 20.3 2.6 
Vertical w 4.9 2.0 5.7 0.3 5.5 0.4 4.5 2.2 
 
Table 4.5: Mean velocity components and RMS values (m/s) at initial anemometer position 
and at +5.0m for a nominal 40kts tailwind WOD condition 
Tailwind 
Current Pos. 
Port Starboard 
Mean RMS Mean RMS 
Streamwise u -12.8 5.5 -9.9 5.5 
Lateral v 0.2 2.8 -0.2 2.8 
Vertical w -1.9 3.1 -1.6 3.3 
Current Pos. + 5m 
Port Starboard 
Mean RMS Mean RMS 
Streamwise u -11.5 4.5 -13.4 4.6 
Lateral v -1.9 1.9 1.4 1.9 
Vertical w -2.5 2.1 -2.3 2.4 
 
The data in Tables 4.3 to 4.5 are for Green and Red 30, Green and Red 90 and a tailwind. 
Calculations and observation such as those discussed above for a headwind can also be made 
for these wind angles, but the overall situation becomes clearer when looking at the 
deviations in wind speed and heading for the two anemometer heights around the azimuth 
in graphical form.  
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Figure 4.16, and the equivalent (industry standard) polar plot in Figure 4.17, show the 
expected deviation in wind speed at each initial location of the port and starboard 
anemometers for the 360° azimuth, 0° representing a headwind. The most significant 
deviations (approx.  80% to 100%) that can be seen for each anemometer are when the 
anemometer is in the wake of the main mast; when one of the anemometers is in the mast’s 
wake, the other anemometer will tend not to be, hence the symmetrical graphs for the two 
anemometers. For some of the wind angles, and for when the anemometer position is not 
in the mast wake, the computed horizontal velocity component lies within the ±10% limits 
of the 2008 DEFSTAN; however, there are significant ranges of wind angles where the air 
speed at neither anemometer is within limits (30°-60°, 165°-195°, 300°-330°). The associated 
wind angle at each WOD condition are shown in Figure 4.18 and equivalent polar plot, Figure 
4.19; this time the DEFSTAN limits are ±5° of horizontal wind angle and, as can be seen, the 
angular deviations are significant, up to 130° for those wind angles that place one or other 
of the anemometers in the wake of the mast. The range of wind angles for which both 
anemometers are outside the DEFSTAN heading limits is even greater than for the wind 
speeds. 
 
 
Figure 4.16: Predicted mean horizontal velocity magnitude deviation at initial anemometer 
height 
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Figure 4.17: Polar plot of the predicted mean horizontal velocity magnitude deviation at 
initial anemometer height 
 
 
 
Figure 4.18: Predicted horizontal angular deviations from the mean horizontal angle at 
initial anemometer height 
 
 
 
 
-100
-80
-60
-40
-20
0
20
0
15
30
45
60
75
90
105
120
135
150
165
180
195
210
225
240
255
270
285
300
315
330
345
Starboard Port DEFSTAN
-200
-150
-100
-50
0
50
100
150
200
0 30 60 90 120 150 180 210 240 270 300 330
A
n
gl
e
 D
e
vi
at
io
n
s 
(°
)
WOD Azimuths (°)
DEFSTAN Starboard Port
Chapter 4 – Mast Structure Effects on Anemometer Readings 
101 
 
 
Figure 4.19: Polar plot of the predicted horizontal angular deviations from the mean 
horizontal angle at initial anemometer height 
 
When the anemometer yardarms are raised by 5 metres the velocity magnitude deviations 
are as shown in Figure 4.20 and the equivalent polar plot, Figure 4.21; the angular deviations 
are shown in Figure 4.22 and the equivalent polar plot, Figure 4.23. As can be seen, the 
angular ranges where the anemometer readings are very significantly in error are 
considerably reduced; this is because at the +5m height there are fewer objects on the 
superstructure to disturb the flow and the mast section is narrower, as seen earlier in Figure 
4.14. Nevertheless, there are significant angular ranges for which both anemometers will 
experience deviations that exceed the DEFSTAN limits, particularly in heading. 
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Figure 4.20: Predicted mean horizontal velocity magnitude deviation at +5m height 
 
 
 
Figure 4.21: Polar plot of the predicted mean horizontal velocity magnitude deviation at +5 
metres height 
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Figure 4.22: Predicted angular deviations from the mean angle at +5 metres height 
 
 
Figure 4.23: Predicted angular deviations from the mean angle at +5 metres height 
 
Additional information from the CFD which can be used to compare the anemometer 
locations at the initial and +5m heights are the vertical velocity components. Figure 4.24 
shows the vertical velocity component at the initial anemometer locations, and Figure 4.25 
shows the vertical component at the +5m locations. Apart from the tailwind condition, there 
is a significant upward vertical velocity component at all four locations because the air flow 
over the ship is deflected upwards over the superstructure.  
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Figure 4.24: Predicted vertical velocity component at initial anemometer locations 
 
 
Figure 4.25: Predicted vertical velocity component at +5m height 
 
As well as the deviations in the mean values of wind speed and angle, there is also the 
unsteadiness in the flow to consider.  A repeatable mean reading that differs from the true 
mean may be corrected through calibration during at-sea AFAP trials. Tables 4.2 to 4.5 show 
the RMS values for the specified wind angles and, in general, the RMS, or turbulence, is 
reduced at the higher positions due to there being less disturbance from the superstructure 
and local equipment. This is demonstrated more clearly in Figures 4.26 and 4.27; the figures 
show the computed RMS values in the three velocity components at the port and starboard 
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anemometer location, at the two heights. Also shown is the total turbulence intensity, i.e. 
the combined RMS values, normalised by the nominal freestream velocity of 40kts 
(20.576m/s). Comparing first the profiles of the port and starboard locations it can be seen, 
across the board, that the port anemometer is in more turbulent flow from 60° to 180°, and 
the starboard anemometer is in turbulent flow from 180° to 300°, again reflecting how when 
one anemometer is affected by the unsteady flow being shed from the mast, the other one 
is in less disturbed air flow. The other observation to be made is that the overall turbulence 
intensity at the higher locations is lower than at the original locations, for the reasons 
discussed above. At the initial locations the turbulence intensity is up to 30%, while values 
of 15% are more typical at the higher locations. As was seen earlier in Figures 4.16 to 4.23, 
the deviations in the air flow at the anemometer locations do not comply with the DEFSTAN, 
however, due to the steady nature of the air flow at the higher position it may be possible to 
correct the anemometers through in-situ calibration.  
 
 
 
 
Figure 4.26: RMS velocities and total turbulence intensity at the initial main anemometer 
locations on GCS around azimuth 
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Figure 4.27: RMS velocities and total turbulence intensity at the +5 metre main 
anemometer locations on GCS around azimuth 
 
More information of the air flow at the anemometer locations can be obtained from the 
detailed CFD analyses. Figures 4.28 to 4.32 illustrate the air flow field at the main 
anemometer locations as vectors of velocity and contours of total turbulence intensity for a 
headwind, Green 30, 90 and 135 and a tailwind. Considering first Figure 4.28 for a headwind, 
the top figure shows the flow field in the horizontal plane through the initial anemometer 
locations, the middle figure shows the same but in a plane through the higher +5m height 
and the bottom figure shows the flow field in a transverse vertical plane through the original 
anemometer locations and with the higher anemometer locations also shown (which will be 
in a slightly different plane due to the tapered mast). The bottom image is the view from the 
front of the ship so that the mast can be included in the image; this means that for the top 
two images the port and starboard anemometer locations are on the left and right side while 
on the bottom image they are on the right and left respectively. It should be pointed out that 
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the black clusters of velocity vectors in the top figure are because the plane is close to the 
yardarms and the port and starboard radomes where the near-surface CFD mesh is finer and 
therefore the velocity vectors are more dense; i.e. the black areas are due to the 
computational mesh, not the flow field.  In fact, in the headwind the flow field at the two 
heights is not that different, as was seen earlier in Table 4.2 and can also be seen in the 
bottom image. The top two images show how the air flow at the anemometer locations has 
a low level of turbulence and has been diverted laterally to flow around the mast (typically 
±10° as discussed earlier). The bottom figure shows that the turbulence created by the ship 
superstructure ahead of the anemometer locations does not impact on the anemometers 
although, as shown earlier in Figures 4.24 and 4.25, the flow has been deflected upwards. 
The velocity vectors in the bottom figure are in the vertical plane, i.e. they are a combination 
of v and w, which in a headwind are low, hence the short vectors. 
Figure 4.29 shows the velocity field for a Green 30 WOD. Looking at the top image it can be 
seen that the flow has deviated significantly from the incoming 30° and, referring back to Fig. 
4.18 it can be seen that at this angle the flow at the initial port anemometer location has 
deviated by about 25° in heading. Figure 4.18 also shows that the starboard anemometer 
has deviated by about 5° and, although not discernible on Figure 4.29, the flow direction at 
the starboard anemometer can be seen to be closer to the incoming flow angle. Looking at 
the middle image, it can be seen that the situation is similar at the higher +5m locations, 
although from the bottom image it can be seen that the flow at the starboard anemometers 
has a significant upward velocity component, while the flow in that plane is essentially 
horizontal at the port anemometers (on the right in bottom image), consistent with Figures 
4.24 and 4.25.  It can also be seen in Figure 4.29 that the flow at the anemometer locations 
has low turbulence, consistent with Figures 4.26 and 4.27. 
Figure 4.30 shows the flow field for a Green 90 (beam) wind. It can be seen in the top image 
that the local superstructure geometry has created a significantly turbulent region in the 
proximity of the port anemometer at its initial height; looking back at Figures 4.16 and 4.18 
it can be seen that flow is significantly disturbed in both speed and direction. Figure 4.26 also 
showed that the port anemometer is in highly turbulent flow while the starboard 
anemometer is in relatively steady flow. The middle image in Figure 4.30 shows that the 
while the port anemometer is still in turbulent flow at the +5m location it is not as bad as at 
the initial location and the vectors show the flow direction is closer to the incoming heading. 
The bottom image shows how the port (right in image) anemometers are in the turbulent 
shear layer formed by the flow separating from the leeward edge of the superstructure. 
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Figure 4.31 shows the flow field for a Green 135 wind, i.e. at an angle of 45° from the stern. 
It can again be seen that the starboard anemometer is in a relative steady air flow, while the 
port anemometer is in the turbulent wake of the mast.  Looking at the bottom image it can 
be seen that the port anemometers (right on image) are completely immersed in the mast’s 
wake and the flow is significantly distorted in the vertical and horizontal planes.  It is this flow 
that is responsible for the deviations of 100% seen in the flow speed and 100° in the flow 
angle seen earlier in Figures 4.16 and 4.18 respectively. 
Finally, for this discussion of the CFD flow field at the anemometer locations, Figure 4.32 
shows the results for a tailwind. It is clearly seen that the two anemometers are in the 
turbulent shear layers formed by the wind separating from the mast and the highly disturbed 
flow is the reason why the main anemometers are ineffective in a tail wind and why an aft 
anemometer is also being considered for winds from astern. 
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Figure 4.28: Contours of turbulence intensity with vectors of velocity magnitude in a 
nominal 40 knot headwind WOD condition at initial anemometer height (top), anemometer 
height +5m (middle) and in vertical plane (bottom) 
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Figure 4.29: Contours of turbulence intensity with vectors of velocity magnitude in a 
nominal 40 knot Green 30 WOD condition at initial anemometer height (top), anemometer 
height +5m (middle) and in vertical plane (bottom) 
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Figure 4.30: Contours of turbulence intensity with vectors of velocity magnitude in a 
nominal 40 knot Green 90 WOD condition at initial anemometer height (top), anemometer 
height +5m (middle) and in vertical plane (bottom) 
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Figure 4.31: Contours of turbulence intensity with vectors of velocity magnitude in a 
nominal 40 knot Green 135 WOD condition at initial anemometer height (top), anemometer 
height +5m (middle) and in vertical plane (bottom) 
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Figure 4.32: Contours of turbulence intensity with vectors of velocity magnitude in a 
nominal 40 knot tailwind 180° WOD condition at initial anemometer height (top), 
anemometer height +5m (middle) and in vertical plane (bottom) 
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A ship’s mast is a bluff body, i.e. it presents a significant obstacle to the flow and, as seen in 
the CFD images discussed above, it creates a significant wake, unlike a streamlined body such 
as an aerofoil. One characteristic of a regular bluff body, for example a cylinder in cross flow, 
is that the flow separating from the sides of the body does so periodically creating an effect 
known as the von-Kármán vortex street whereby the eddies shed from the cylinder do so at 
a regular frequency for a given speed of the incident flow (see Figure 3.30). At higher 
Reynolds numbers the frequency of vortex shedding is described by a constant Strouhal 
number St: 
 
𝑆𝑡 =
𝑓 𝐷
𝑉
 (4.1) 
Where f is the shedding frequency, D is the characteristic diameter, and V is the incident 
velocity. 
The main mast on the GCS is not a regular bluff body; it is a tapered structure that has a 
square cross section with chamfered corners. It has a width at its base of 9m, a height of 
14.8m and a width at the top of 3.2m; the surface slope is 11°.  While there is a lot of 
published information on the flow past bluff bodies, the geometry of the mast makes it a 
very non-standard shape. Furthermore, the flow approaching the mast is already complex 
due to the ship superstructure and the ABL. Nevertheless, it was noted that in winds from 
astern, such as the Red 135 and the tailwind shown in Figures 4.31 and 4.32, one of the 
anemometers is immersed in the wake and therefore the velocity at this point could be 
sampled at a frequency of 100Hz for the 30 seconds of computed unsteady airwake.  The 
opportunity was taken, therefore, to investigate the frequency of the flow shedding from the 
mast and to compare it with what related information could be found in the literature.  
For a square cylinder the values of St at high Reynolds number is 0.13 [105]. However the 
mast does not have a constant or a square cross section. Tamura & Miyagi [106] showed that 
the Strouhal number (St) can increase to about 0.17 for a square cylinder with chamfered 
corners, and that for incident angles between 0 and 30° the value of St reduced to 0.14. The 
effect of the mast taper will also alter the vortex shedding frequency because, as it narrows, 
Eqn. 4.1 shows that the frequency can be expected to increase. This fact is sometimes used 
to reduce the wind loading on tall buildings since in a tapered building the change in the 
natural frequency of shedding up the height of the building prevents coherent vortex 
shedding and reduces the likelihood of resonant unsteady wind loads. Kim & Kanda [107] 
have shown that for a tall building with a taper on the side of about 3° the value of St 
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decreases from 0.13 to 0.09 at increased height up the structure, and that the spectrum of 
the unsteady loads on the building become weaker and broader. 
Figure 4.33 shows how the computed lateral, 𝑣, velocity component varies with time at the 
starboard anemometer in a Red 150 WOD. Although it can be seen that there could be some 
periodicity in the fluctuating velocity, the FFT of the data in Figure 4.34 shows that there is 
no single dominant vortex shedding frequency. However, returning to the previous 
discussion about the range of shedding frequencies that can be expected from a modified 
square cylinder, if the ideal St value of 0.13 is adopted then at the anemometer height on 
the mast a shedding frequency of 0.43 Hz is obtained, which is in the middle of the spread of 
dominant frequencies shown in Figure 4.34, indicating that the vortex shedding is highly 
irregular, but within a range that can be expected for a mast of this size and shape. 
 
Figure 4.33: Time history of lateral velocity component at starboard anemometer location 
 
Figure 4.34: FFT of lateral velocity component at starboard anemometer location 
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4.2.2.2. CFD Study of the GCS Aft Anemometer Locations 
It is clear from the previous section that winds from astern are particularly problematic for 
the GCS’s main anemometers as they are effectively in the lee of the large main mast. As 
already indicated, the DEFSTAN makes provision for additional anemometers to be installed 
and so the GCS will be the first UK frigate/destroyer to be fitted with an aft anemometer. 
Figure 4.13, discussed earlier, shows one of the proposed locations of the aft anemometer. 
The two pole masts in the image are located on equipment housings on the roof of the 
hangar, just forward of the landing deck. It can be seen that the location, low on the mast 
and close to other equipment, is far from ideal. 
At the time the analysis of the air flow at the aft anemometer began, the GCS design 
incorporated circular section pole masts, with the anemometer located as shown by the red 
circle in Fig. 4.35, which is a view of the ship from astern. The anemometer is located on a 
short yardarm and is positioned alongside the pole mast on its inboard side. Using the 
methodology described above for the main anemometers, the unsteady velocity 
components were computed for the anemometer location to determine the flow conditions 
at that point for winds coming from astern (tailwind ±45°). However, there was then a design 
change such that the masts were now a tapered, square cross-section pole mast for reduced 
RCS; there were also changes to the local superstructure. A decision was also made to locate 
the aft anemometer at one of the two locations shown in Fig. 4.36.  The CFD study for the 
aft anemometer therefore considered these three locations, i.e. one for the cylindrical mast 
and two for the square section mast. The anemometer on the square pole mast is supported 
by a short yardarm angled 45° aftwards (as seen earlier in Fig. 4.13). Studying the air flow for 
two pole masts gave an opportunity to assess the consequences, if any, of the different 
masts.  
 
Figure 4.35: Aft anemometer sampling location on cylindrical pole mast (red) 
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Figure 4.36: Aft anemometer outboard (red) and inboard sampling locations (blue) 
 
The aft anemometer is located on a more slender mast and, with careful positioning, it could 
be located in relatively undisturbed air flow approaching the ship from astern. Figure 4.37 
shows the ship airwake, illustrated by the normalised streamwise velocity component, for a 
180 degree wind (tailwind); as can be seen, the flow over the stern of the ship and in the 
vicinity of the rear pole mast above the hangar is relatively undisturbed as it rises above the 
superstructure. At the top of the pole mast the contours indicate the wind speed is close to 
the nominal freestream 40kts; however, as indicated in Figures 4.35 and 4.36 the proposed 
locations of the aft anemometer are not at the top of the mast. 
 
Figure 4.37: Contours of normalised longitudinal velocity in a tailwind at 40 knots 
 
Figure 4.38 shows the percentage difference between the air velocity magnitudes in the 
horizontal plane and that in the undisturbed flow for “true” wind directions 135° to 225° 
(Green 135 to Red 135). The purple line shows the percentage difference at the anemometer 
position on the cylindrical pole mast while the green and red lines line correspond to the 
Chapter 4 – Mast Structure Effects on Anemometer Readings 
118 
 
inboard and outboard anemometer locations on the square pole mast. The error bars on the 
data points show the standard deviation in the data due to the unsteadiness in the flow (i.e. 
turbulence). The blue band shows the maximum tolerance according to DEFSTAN 00-133 
Part 2, of ±10%. Figure 4.39 shows the angular deviation from the “true” wind direction for 
the three anemometer locations, including the DEFSTAN limits of ±5°. 
 
Figure 4.38: Comparison of the predicted deviations in mean horizontal velocity magnitude 
at aft anemometer locations for cylindrical and square mast cross-section 
 
 
Figure 4.39: Comparison of the predicted deviations in mean horizontal wind angle at aft 
anemometer locations for cylindrical and square mast cross-section 
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It can be seen in both Fig. 4.38 and 4.39 that the flow at the anemometer location on the 
cylindrical pole mast is much closer to the DEFSTAN requirements; it also has a low 
turbulence as indicated by the error bars. In contrast, deviations in both the velocity 
magnitude and direction for air flow at the two anemometer locations on the square mast 
are significantly outside of the required limits; the flow is also more unsteady. The reasons 
for these observations can be seen in the CFD flow field, which will be discussed using data 
for Green 135, Tailwind (180°), and Red 135.  
Figure 4.40 shows the velocity field in a horizontal plane through the anemometer locations 
for the GCS with cylindrical and square pole masts for a Green 135 WOD; the ship bow is to 
the left and the stern to the right. Comparing Fig. 4.35 and 4.36, the height of the sampled 
anemometer position for the cylindrical mast is higher than that of the square mast, 
therefore in Fig. 4.40 the plane of the cylindrical mast CFD image is higher than that of the 
square mast. The arrows illustrate the magnitude and direction of the flow, and the coloured 
contours refer to the velocity magnitude in the horizontal plane. The anemometer positions 
are indicated as white circles; for the square pole mast the two positions represent the 
inboard and outboard locations, and it can be seen that they are angled at 45°. The velocity 
magnitude is normalised by the “true” wind speed at main anemometer height; therefore, 
contours greater or less than 1.0 represent wind speeds that are higher or lower than the 
freestream value, respectively. Looking at the inboard anemometer for the square pole mast 
it can be seen that in this wind the normalised air speed at the inboard anemometer location 
is less than 1.0, and at the outboard location it is greater than 1.0, which corresponds with 
the velocity error at this angle on Figure 4.38. It can also be seen in Figure 4.40 that the 
square mast creates a wider wake than does the circular one, and the lower position of the 
anemometer places it in more disturbed flow. Figure 4.41 shows the same flow field in 
vertical planes through the anemometer positions, viewed from astern; in this case the 
contours represent turbulence intensity. It can be seen that the lower anemometer locations 
on the square mast are in more turbulent air flow, and this is reflected in the wider error 
bars in Figures 4.38 and 4.39.  
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Figure 4.40: Plan view of contours of velocity in the horizontal plane with vectors of mean 
velocity magnitude in a Green 135 WOD condition for the GCS cylindrical pole mast (top) 
and square pole mast (bottom) 
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Figure 4.41: Stern view of contours of turbulence intensity in the vertical plane with vectors 
of mean velocity magnitude in a Green 135 WOD condition for GCS with cylindrical pole 
mast (top) and square pole mast (bottom) anemometer locations 
 
Figure 4.42 shows the air flow field for the tailwind condition. Relating this to Figure 4.38 it 
can be seen that the cylindrical pole mast anemometer would be expected to read high, this 
is because the anemometer is to the side of the mast where the local flow accelerates. The 
larger wake of the square pole mast is again evident, and the two locations produce velocity 
deviations in Figure 4.38 that are low. The angular deviation at this wind angle in Figure 4.39 
is not symmetrical because the flow approaching the anemometers is disturbed by the 
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equipment nearby on the superstructure. The view of the flow field from astern in Figure 
4.43 shows, once again, how the lower anemometer location on the square pole mast is on 
the edge of the turbulent flow.  
 
 
 
 
Figure 4.42: Plan view of contours of velocity in the horizontal plane with vectors of mean 
velocity magnitude in a Tailwind WOD condition for the GCS cylindrical pole mast (top) and 
square pole mast (bottom) 
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Figure 4.43: Stern view of contours of turbulence intensity in the vertical plane with vectors 
of mean velocity magnitude in a Tailwind WOD condition for GCS with cylindrical pole mast 
(top) and square pole mast (bottom) anemometer locations 
 
The air flow field for Red 135 is relatively symmetrical with Green 135, except that the shorter 
port side equipment housing on the GCS with cylindrical pole mast affects the flow in that 
area. Figure 4.44 shows the velocity field in the horizontal plane through the anemometer 
positions, the distortion in the flow at the anemometer positions is a reflection of that in 
Figure 4.40 for the Green 135 wind, and this is consistent with Figure 4.38 where the error 
in the inboard and outboard anemometer locations in the Red wind are the opposite of those 
in the Green wind. The effect of the shorter equipment housing on the air flow is more 
evident in Figure 4.45 where the cylindrical pole mast flow field in the vertical plane for Red 
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135 WOD is different to that in Green 135 in Figure 4.41, specifically the recirculating flow 
between the port and starboard equipment housings. The Red and Green 135 velocity fields 
for the GCS with square pole masts are more comparable, except for the effect of the slightly 
higher starboard equipment housing. Again, the lower anemometer of the square pole mast 
is on the edge of the turbulent flow, unlike the higher anemometer location of the cylindrical 
pole mast.  
 
 
 
 
 
Figure 4.44: Plan view of contours of velocity in the horizontal plane with vectors of mean 
velocity magnitude in a Red 135 WOD condition for the GCS cylindrical pole mast (top) and 
square pole mast (bottom) 
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Figure 4.45: Stern view of contours of turbulence intensity in the vertical plane with vectors 
of mean velocity magnitude in a Red 135 WOD condition for GCS with cylindrical pole mast 
(top) and square pole mast (bottom) anemometer locations 
 
The main observation from this comparative study of the aft anemometer location is that 
the anemometer could be effective if it is appropriately located and that the square mast 
increases the size of the local wake at the anemometer positions compared with the circular 
mast.  For both masts the anemometer would benefit from being located immediately aft of 
the mast to face into the oncoming tailwind.  The anemometer on the cylindrical pole mast 
is 2m higher than that on the square pole mast and the analysis shows that higher up the 
mast the approaching air flow becomes disturbed by the presence of the mast within a 
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distance of three mast widths. The anemometer should therefore be placed aft of the mast 
at a distance of three (local) mast widths from the mast centreline and as high as possible 
4.2.2.3. Predicted performance of the GCS Wind Measurement System 
As currently designed, and as a result of the analysis presented in this chapter, the GCS will 
have the anemometers on the main mast raised from its initial height (although not as high 
as the 5m for structural reasons), and the aft anemometer will be placed on the square pole 
mast at the outboard location. Figures 4.46 and 4.47 show the combined graphs of deviation 
in wind speed for the initial fore and aft anemometers.  It can be seen that the aft 
anemometer will only improve the situation for the tailwind.  The corresponding data for the 
angular deviation is shown in Figures 4.48 and 4.49 where it can be seen that the aft 
anemometer does not particularly improve the expected accuracy of the wind angle 
measurement, because it is so low on the aft pole mast.  
 
 
Figure 4.46: Predicted ship wind measurement system performance in mean horizontal 
velocity magnitude percentage error at +5m main anemometer height and outboard square 
mast aft anemometer location 
-120
-100
-80
-60
-40
-20
0
20
40
0 50 100 150 200 250 300 350
V
e
lo
ci
ty
 E
rr
o
r 
(%
)
WOD Azimuths (°)
Starboard Port Rear DEFSTAN
Chapter 4 – Mast Structure Effects on Anemometer Readings 
127 
 
 
Figure 4.47: Polar plot of predicted ship wind measurement system performance in mean 
horizontal velocity magnitude percentage error at +5m main anemometer height and 
outboard square mast aft anemometer location 
 
 
Figure 4.48: Predicted ship wind measurement system performance in mean angle deviation 
at +5m anemometer height and outboard square mast aft anemometer location 
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Figure 4.49: Polar plot of predicted ship wind measurement system performance in mean 
angle deviation at +5m anemometer height and outboard square mast aft anemometer 
location 
 Chapter Summary 
This chapter had demonstrated how the CFD methodology developed as part of the research 
being reported in this thesis can be used to evaluate the expected accuracy of the ship’s wind 
measurement system. An accurate measurement of the wind speed and direction is critical 
for the safe deployment of the ship’s helicopter; both in establishing the original SHOL, and 
for every launch and recovery operation thereafter. Ship’s anemometers are still being 
installed using the guidance provided by DEFSTAN 00-133 Part 2; however, the standard does 
not account for the bulky enclosed masts that are being used on modern warships. Ship 
design is driven by many imperatives such as speed, stability, resilience, weaponry and, 
increasingly, stealth. The aerodynamics of the ship does not appear to be high on the list of 
priorities, despite its importance for one of the ship’s most potent systems: its helicopter. 
There also appears to be an ignorance of the importance of the anemometers and their 
positioning on the ship. Referring back to Figure 4.13, it is difficult to understand how this 
can be considered as a good location for a sensitive and accurate wind measuring 
instrument. 
Nevertheless, this study has shown that it is possible to identify and examine suitable 
locations for the ship’s anemometers using CFD. Even if, as has been shown to be the case, 
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the ship superstructure inevitably distorts the local air flow, provided this distortion is 
predictable and repeatable then CFD could be used to calibrate the ship’s anemometers or, 
at the least, inform the AFAP trials. Furthermore, the unsteady analysis is able to quantify 
the turbulence levels in the flow at the location and to indicate whether calibration is 
practical.  
It is clear from the study conducted that if the anemometer locations are to be on the main 
mast, as is the convention, then they should be as high as possible on yardarms that are 
angled forward and away from any other equipment. As far as the GCS is concerned, it has 
been recommended that the anemometers be raised at least 5m above their initial height 
where, even though the anemometers will be in distorted flow, the air will be less turbulent 
and more amenable to calibration.  
The main anemometers are particularly ineffective for winds from astern so it has been 
recommended that an aft anemometer be installed on the GCS. While this suggestion has 
been adopted, the CFD analysis clearly shows that for the aft anemometer to be effective it 
needs to be located as high as possible on the rear pole mast and facing directly aftward. 
While adopting a square pole mast does introduce additional flow disturbance and 
turbulence, the RCS compliant design can still be adopted if the anemometer is placed 
appropriately. 
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Chapter 5. Effect of Ship Superstructure 
Aerodynamics on Exhaust Gas Dispersion 
The propulsion systems of today’s warships employ various combinations of gas turbines, 
Diesel engines and electric motors to provide the necessary power to both move the ship 
and to generate electricity for its on-board systems. The gas turbine and Diesel engines 
discharge exhaust gases at very high temperatures into the ship’s airwake. In particular, the 
gas turbine can emit a significant mass flow rate of exhaust efflux, most commonly from 
midships. As was seen in Chapter 3, the interaction of the exhaust gases with the ship’s 
airwake shapes the trajectory of the exhaust plume and affects the dispersion of the exhaust 
efflux, including the raising of air temperatures in regions around the flight deck.  
While Chapter 3 showed how the exhaust gas dispersion over the GCS compared with that 
of the Type 23 frigate, in this chapter the study is focussed on the GCS and includes more 
wind-over-deck (WOD) condition and different engine power settings. A further 
enhancement has been to conduct an analysis of the exhaust gas dispersion when there is 
an exhaust gas cooling system installed in the GCS. Furthermore, an experiment has been 
designed in which hot air is injected as a jet from the top surface of a rectangular body into 
the air flow in a wind tunnel to provide experimental data to compare with CFD 
computations; preliminary results from that study are presented. The chapter will begin with 
a review of the evolution of the design of ship exhaust stacks. 
 Exhaust Gas Dispersion 
In the same way that the design and purpose of the warship’s mast evolved, so too did the 
ship’s funnel.  Referring back to Figures 4.1 to 4.3, the ships’ funnels can be clearly seen 
sitting amidships and standing tall. HMS Dreadnought, Figure 4.2, was fuelled by coal sprayed 
with heavy fuel oil and, as can be seen in the figure, the funnels discharged dirty soot-laden 
exhaust gases. In those early days of steam-powered warships the function of the funnel was 
simply to discharge the boiler exhaust gases high enough so they were clear of the ship. How 
dirty the funnel efflux could be is seen in Figure 5.1 which shows an unusual aerial view, 
while Figure 5.2 shows a similar class of ship with the exhaust efflux passing relatively low 
over the aft sections of the ship.  Post World War 1, new ship designs used fuel oil to power 
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their steam turbines, which, although not totally removing the dirty, highly visible, exhaust 
plume, the problem was significantly reduced, as shown in the image of a Royal Navy WWII 
destroyer in Figure 5.3. 
 
Figure 5.1: USS Wyoming, ca. 1915 [108] 
 
Figure 5.2: USS California ca. 1921 [109] 
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Figure 5.3: HMS Kelly ca. 1940 [110] 
By the 1950s, funnel design was well advanced, whether for the comfort of passengers on 
luxury liners, or for the comfort of the crew and the effectiveness of operations on cargo or 
combat ships.  In each case the issue was the same: the downwash of the exhaust gases 
through entrainment into the wake behind the funnel and its mixing with the ship airwake. 
On the passenger liners, smoke dispersion was essential for on-deck passenger comfort and 
to avoid the exhaust being ingested into the below-deck ventilation system. Similarly, on 
combat ships, personnel comfort above and below decks was an issue, as was the need for 
the ship to have low visibility at sea. As steam propulsion gave way to Diesel and gas turbine 
engines, the issue of funnel exhaust gas ingestion into the engine air intakes was added to 
the list of concerns.  
While early ship designs had tall funnels that lifted the exhaust gases clear of the ship 
airwake, the negative effects on ship weight, stability and visibility became an issue. Similarly, 
as radar detection became more important, tall exhaust stacks and funnel casings were 
undesirable. The increasing requirement for effective but smaller funnels created the need 
for research and design guidance to better inform the design of warships. In 1952 Acker [111] 
published a study on the effect of funnel design on exhaust gas dispersion, in which a wind 
tunnel and smoke flow visualisation was used to investigate how different funnel geometries 
and damper configurations affected the exhaust gas entrainment and downwash.  In 1959 
Ower & Third [112] published a comprehensive study in which the common features of a 
ship’s superstructure were presented in graphical form with recommendations for suitable 
dimensions and geometric ratios. An example design chart extracted from [112] is shown in 
Figure 5.4.  
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Figure 5.4: Superstructure design chart to alleviate funnel smoke problems [112] 
In 1977 Baham & McCullum [113] published an updated study on ship geometry and funnel 
design in a period when exhaust gas interference with ship instrumentation and electronics 
was becoming an issue, and gas turbines engines had begun to appear.  Elements of these 
studies were drawn together in a practical funnel design manual published by the Naval Ship 
Engineering Center at Hyattsvile, USA, in 1976 [114]. Figure 5.5 shows a diagram extracted 
from [114] in which the gas turbine exhaust is fed to an eductor where it is mixed with cooling 
air and can be sprayed with water to reduce the exhaust gas temperature.  
 
Figure 5.5: Eductor for exhaust gas cooling [114] 
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Although heavy smoke particulates are no longer an issue for ships powered by gas turbine 
and Diesel engines, the effective dispersion of the exhaust efflux is still a concern as the 
exhaust gases can be at very high temperatures, and can cause an array of issues [115]–
[118]. The superstructure of the modern warship hosts a myriad of complex external 
electronic systems and sensors, infrared (IR) guided missiles, engine air intakes, and a 
helicopter flight deck, all of which can be affected by hot engine exhaust. Ineffective 
dispersion of the ship’s high temperature exhaust efflux therefore gives rise to numerous 
potential operational hazards which need to be investigated and quantified, before the ship 
enters service, to determine the degree of risk posed. 
As stealth is a primary driver for modern warship design, in addition to ensuring the 
minimisation of RCS, the ship’s IR signature is an important factor to be considered. The heat 
energy in the ship’s exhaust gases, as well as the many mechanical systems that are 
operational on board, can create a prominent IR signature that can result in unwanted 
detection by enemy forces, perhaps most alarmingly from IR guided anti-ship missiles [14]. 
The successful use of infrared signature suppression (IRSS) to help reduce IR signature is 
therefore an important aspect of warship design to mitigate these risks. The very high 
temperature of the gas turbine exhaust can significantly increase the IR signature of the ship, 
and warship designs usually incorporate cooling methods to reduce the temperature of the 
exhaust gases by the time they reach the exit plane of the uptakes [119]. Further discussion 
on ship exhaust gas cooling and how it has been investigated in this study will be presented 
in the following section. 
It has been standard design practice for many years to enclose the exhaust ducts in funnel 
casings, or fairings, and originally these were round, sometimes with an aerodynamic 
shaping. In more recent years the funnel casing has become more rectangular with sloping 
sides to conform to RCS reduction; furthermore the casings also shield the hot exhaust 
uptakes, preventing IR emissions. An example of how the design of the funnel casing has 
evolved in recent years can be seen in Figure 5.6 which shows an early version of the US 
Arleigh-Burke class of destroyer which entered service in 1991, and a later version that 
entered service in 2000.  There are two funnel casings behind the main mast and it can be 
seen in the left hand image that the exhaust uptakes are exposed, while in the later design 
the uptakes are flush with the top of the casing. 
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Figure 5.6: US Arleigh Burke Destroyers with exposed funnel uptakes on left [120] and flush 
uptakes on right [121] 
Measures to reduce the temperature of the ship’s exhaust gases can also have a positive 
effect on the safe operation of helicopters over and around of the ship’s flight deck. The hot 
exhaust gases that are commonly ejected at midships interact with the ship’s airwake and 
are dispersed downstream on a trajectory that often leads to the plume passing directly over 
the flight deck, or into other areas where the helicopter may operate, as shown in Chapter 
3. Depending upon the initial temperature of the exhaust gases, by the time they have mixed 
and dispersed with the airwake and reached the flight deck the air temperature there can 
still be well above ambient and the reduced air density can affect both the lift of the 
helicopter’s main rotor as well as its engine performance. The potential effect of ship exhaust 
gases on naval maritime helicopter operations has been reported by Scott et al. [122].  
A common daily use of the helicopter in civil aviation, which has some parallels with the naval 
operation, is the transport of workers to offshore oil and gas platforms. Gas turbines are 
used on offshore platforms for power generation and the exhaust gases are usually 
discharged vertically upwards, and temperatures in excess of 400°C are normal. The scenario 
is therefore similar to that on a ship, except the rig exhaust ducts are generally higher above 
the deck, and the wind over deck is that due to the prevailing wind alone. The Civil Aviation 
Authority (CAA) publication ‘CAP 437: Standards for Offshore Helicopter Operations’ [123], 
makes the following statement that should be applied to the volume of airspace above the 
helideck up to 30ft plus wheels to rotor height plus rotor diameter above the flight deck 
(typically 30 m for a medium-weight helicopter):  
“Unless there are no significant heat sources on the installation or vessel, offshore 
duty holders should commission a survey of ambient temperature rise based on a 
Gaussian dispersion model and supported by wind tunnel tests or CFD studies for 
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new-build helidecks, for significant modifications to existing topside arrangements, 
or for helidecks where operational experience has highlighted potential thermal 
problems. When the results of such modelling and/or testing indicate that there may 
be a rise of air temperature of more than 2°C (averaged over a three-second time 
interval), the helicopter operator should be consulted at the earliest opportunity so 
that appropriate operational restrictions may be applied.” 
The 3-second period is representative of the response time of a helicopter engine to a 
sudden temperature change. The origin of the 2°C criterion is not clear but it is believed to 
relate to the loss of lift equivalent to one passenger; it may also relate to the resolution of 
the Weight Altitude and Temperature (WAT) charts used by pilots to determine the payload 
for a given set of environmental factors.  The ambient air conditions over a ship’s landing 
deck have similarities to those on the oil platforms that are regulated by the CAA; however; 
there are no comparable naval regulations. Although there appears to have been no 
recorded incidents related to naval operations, there have been helicopter accidents in civil 
aviation that have resulted in a rapid descent and crash landing, attributed to the sudden 
ingestion by the helicopter of hot exhaust gases [124], [125].  
Reference [126], which was used to inform CAP 437, provides some simple analysis of the 
adverse effects on a helicopter of temperature increments due to hot plumes. If the air 
temperature passing through the rotor increases then lift is reduced.  Therefore to support 
the weight of the helicopter the power to the main rotor needs to be increased, which means 
that the margin of thrust control left to the pilot is reduced. The 2°C threshold in CAP 437 
requires an increase in power of 0.24% which equates to a loss of thrust margin of 0.17%. 
The corresponding figures for a 10°C rise in air temperature are 1.22% and 0.86%. 
Reference [126] also discusses the effect of transient air temperature changes on helicopter 
engine performance and shows that a 10°C rise in temperature is estimated to result in a 
transient loss of power of 1.65%, and a loss of control margin of 1.1%. Graphs of simulated 
engine response are shown in Figure 5.7 where it can be seen how a 10°C step change in 
turbine inlet temperature sustained for 3 seconds affects the engine rotational speed and 
power output. The combined loss (rotor plus engine) of control margin due to a 10°C air 
temperature rise is therefore nearly 2%, which in itself is not a large value, but it should be 
compared with the minimum thrust margin that the pilot can accept, which is 10%.  
Furthermore, from the perspective of the naval helicopter pilot, when the aircraft is at the 
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limits of its controllability over the small and moving landing deck, that is not the time to 
experience an additional loss of lift. 
Figure 5.7:  Simulated response of a typical helicopter engine to a 10°C change in bulk inlet 
temperature, held for 3 seconds [126] 
Another concern of rapid temperature rise highlighted in [126] is that of engine surge which 
can occur if the ambient air temperature increases at a rate towards 1000°C/s.  The situation 
can be further complicated if the air temperature is different across the face of the engine, 
which it could well be due to the discrete turbulent structures that form within the ship’s 
exhaust plume.  
Clearly, from the discussion above, an understanding of the unsteady air temperatures in the 
region around the landing deck is important for the safety of the helicopter, while hot 
exhaust gases also have implications for the ship’s IR signature and stealth. 
 CFD Analysis of the GCS Engine Exhaust Gas Dispersion 
Wind tunnel tests have been the traditional method of investigating exhaust gas dispersion 
and were used when the previous generation combat ship, the Type 45 destroyer, was being 
developed.  However for the GCS, CFD analysis has been employed, and formed part of the 
research being reported in this chapter. 
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5.2.1. GCS Propulsion and Exhaust System 
The GCS is powered by a CODLOG (combined Diesel electric or gas) propulsion system that 
consists of a Rolls Royce marine gas turbine engine (GT), the MT 30, and four MTU Diesel 
generators (DGs) which power electric motors, as shown in Figure 5.8. The CODLOG system 
is designed to operate each drive source independently; a quiet drive forward and astern is 
provided when operating with its electric motors, powered by four high-speed DGs with the 
GT being used only when high speeds are required [127]. The ability to provide a sudden 
increase in power through the GT allows for quick manoeuvrability, beneficial to a warship’s 
operational requirements. 
 
Figure 5.8: Schematic of a Combined Diesel Electric or Gas (CODLOG) propulsion system 
[128] 
 
The GT produces exhaust gas at a high mass flow rate and temperature. The DGs also 
produce high temperature exhaust gases, albeit at much lower mass flow rates. In service 
these very high temperature exhaust emissions can make the ship vulnerable to enemy fire 
from IR missiles, they can affect the operation of the ship’s own IR missiles, interfere with 
sensitive electronic equipment installed on the superstructure, and potentially create a 
hazardous operational environment for helicopters attempting to launch and recover to the 
ship.  In an attempt to reduce the risks associated with the ship’s high temperature exhaust 
plume and consequently increased IR signature, efforts can be made to entrain cool air into 
the exhaust uptakes, through the use of an eductor/diffuser, as shown in Figure 5.9 [119].  
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Figure 5.9: Diagram of an exhaust eductor/diffuser system [119] 
The basic principle of the eductor is to use the venturi effect by initially increasing the velocity 
of the GT exhaust gases through a convergent section, thereby simultaneously reducing the 
pressure of the fluid. The exhaust gases are released into a slightly larger diameter mixing 
tube where the pressure difference between the higher pressure stagnant air outside of the 
mixing tube and the lower pressure exhaust gases draws the comparatively cooler air inside 
the exhaust uptake. Operating in this mode the eductor is classed as being passive.  However, 
to increase the amount of cooling air, additional fans are used to force supplementary air 
into the exhaust closure (as could be seen earlier in Figure 5.5); the fans also act as ventilation 
fans for the adjacent below-decks compartments.  This additional air is also forced into the 
diffusing section of the eductor as shown in Figure 5.9 and thereby creates a cooled air film 
around the hot gas which serves to reduce the heating of the exhaust ducting as a further 
measure to reduce IR emissions. 
The cooling of the exhaust gases are important from two perspectives: one is the reduction 
of the potential of the hot gases to heat the surfaces of the ship, including the exhaust 
uptake, and second the cooling of the gas itself, which, although it has a low emissivity, will 
still emit IR radiation of certain wavelengths. Figure 5.10, extracted from [129] shows the 
calculated lock-on range for a heat-seeking missile around the azimuth of a ship for different 
exhaust plume temperatures. It should be pointed out that in action the ship’s commander 
will have a number of tactical options, including spraying water into the eductor to increase 
the cooling, and throttling back or shutting down the gas turbine. 
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Figure 5.10: Effect of plume temperature on missile lock-on range [129] 
 
The CFD exhaust gas study was conducted in two stages. In the first there was no information 
available on the eductor cooling system and the analysis was conducted for the engine 
exhaust gases alone using given exhaust temperatures and mass flows, as well as the exhaust 
duct diameters (consistent with the analysis presented in Chapter 3). The analysis assumed 
that the gases could be represented by air, which is reasonable considering the large amount 
of excess combustion air that is provided, particularly to the GT. In this initial analysis, the 
hot air flow was introduced as a uniform velocity profile into a duct of 5 diameters in length 
to allow a representative velocity profile to develop before the flow was discharged from the 
funnel into the airwake. This stage allowed the analysis to proceed, the CFD technique to be 
developed, and for preliminary data to be provided to BAE and other stakeholders.  
In the second stage, additional information was provided from the eductor manufacturer 
who had used their own analytical tool and steady-state CFD to predict the velocity and 
temperature profiles at the exit of the eductor’s diffuser. The combined mass flow rates of 
the GT exhaust and cooling air were significantly higher than the values used in the first stage 
analysis and the temperatures were lower; also the duct outlet geometry was non-circular. 
Figure 5.11 shows a plan view of the funnel casing for the two cases, which have been called 
GCS-Ex1 and GCS-Ex2. The left hand image shows the initial circular exhaust while the right 
hand image shows the flattened circular geometry of the eductor outlet.  Also shown in the 
image are the uptakes for the forward port and starboard DGs.  There are two more (aft) DG 
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exhausts on the starboard equipment housing on the roof of the hangar. It can also be seen 
in Figure 5.11 that the slope of the funnel casing was reduced between the design changes 
from GCS-Ex1 to GCS-Ex2; the newer angle is still effective for radar reflection and allows 
more space within the funnel casing, which also functions as storage space. 
 
Figure 5.11: Plan view of the GCS exhaust geometry for a standard exhaust pipe system, 
GCS-Ex1 (left) and exhaust system with eductor/diffuser, GCS-Ex2 (right) 
 
 
Figure 5.12: Wider isometric view of GCS exhaust geometry for a standard exhaust pipe 
system, GCS-Ex1 (top) and exhaust system with eductor/diffuser, GCS-Ex2 (bottom) 
Figure 5.12 shows a wider view of the two GCS geometries, indicating the locations of the 
main GT and the two forward DG exhausts as well as the two aft DG exhaust uptakes on the 
starboard equipment housing just forward of the flight deck. It can also be seen in Figure 
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5.12 that some additional geometric changes were made to the two pole masts and the port 
equipment housing.  These changes will not significantly affect exhaust gas dispersion in the 
airwake, and simply had to be accepted as an imposed design change.  
During the course of the project a significant number of different wind conditions were 
investigated with the simpler circular uptake geometry; also, different GT/DG combinations 
were considered because different engine combinations are used for different ship speeds 
and therefore, indirectly, different relative wind speeds. To simulate overseas missions, a 
number of different ambient temperatures were also considered. However, only two wind 
conditions are presented below to compare the CFD results for the two exhaust 
configurations, a 25 knots headwind and a 25 knots Green 30 WOD, both with ambient 
temperatures of 30°C. It was assumed that the GT would be operating with one forward DG 
and one aft DG. Following this comparative analysis, four additional conditions using just the 
GCS-Ex2 configuration were analysed for relative wind speeds of 12 and 18 knots from Ahead 
and Green 30; for the slower 12kts WOD the GT was not in use and only the port-side forward 
and one aft DG were operating. The headwind case is considered because the exhaust plume 
will travel along the ship and over the flight deck, while the Green 30 WOD is considered 
because it represents an oblique wind coming from the starboard side that will deflect the 
exhaust plume into the area off the port side of the landing deck as discussed in Chapter 3. 
5.2.2. Comparative CFD Analysis of GCS Exhaust Gas Dispersion with and 
without Infrared Signature Suppression 
The results for the two different exhaust configurations are presented and discussed first, 
before going on to consider the additional cases for just the GCS-Ex2 with the IRSS eductor 
system.  
5.2.2.1. Boundary Conditions for Exhaust Inlets 
As described above, the GCS-Ex1 and GCS-Ex2 configurations have different exhaust 
geometries (Figure 5.11). Furthermore, because of the additional cooling air introduced 
through the eductor, the mass flow and temperatures of the two systems are very different.  
Table 5.1. shows that for the circular GT duct (GCS-Ex1) the mass flow is that of the exhaust 
efflux from the turbine, 132 kg/s, while for the eductor system with the additional cooling 
air the mass flow has increased to 158.9 kg/s; the average GT exhaust gas temperatures have 
also decreased from 833.15 K to 609.8K, respectively.  It can also be seen in Table 5.1 that 
the DG flow rates, which are much lower than those from the GT, have also changed between 
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GCS-Ex1 and GCS-Ex 2; because the DG flow rates are so low these imposed differences are 
not significant, but should nevertheless be borne in mind when comparing the two analyses. 
Table 5.1: CFD boundary condition parameters for GCS-Ex1 and comparative values for GCS-
Ex2 
 GCS-Ex1 GCS-Ex2 
 GT Fwd Port 
DG 
Aft DG GT Fwd Port 
DG 
Aft DG 
Exhaust Mass Flow (kg/s) 132 5.18 5.18 158.9 4.38 4.38 
Exhaust Temp. (K) 833.15 753.15 753.15 609.8 590.2 590.2 
Exhaust Av. Exit Velocity (m/s) 23.3 56.8 56.8 39.3 28.3 28.3 
Freestream Velocity (m/s) 12.86 (25knots) 12.86 (25 knots) 
Ambient Temp. (°C) 30°C 30°C 
 
As mentioned above, for the initial analysis the GT and DG exhaust ducts were assumed to 
be circular, with diameters of 2.8m and 0.5m respectively, and were given a length of 5 
diameters to allow a representative exit velocity profile to develop. The flow was introduced 
at the inlet to the ducts with uniform profiles of velocity and temperature and, as the walls 
of the duct were adiabatic, the temperature profiles remained uniform up to the exit plane. 
When the eductor information became available, data was obtained for the velocity and 
temperature profiles at the exhaust plane. Figure 5.13 shows the temperature and vertical 
velocity (w) distribution at the non-circular GT exhaust plane, while Figure 5.14 shows the 
corresponding distributions for the smaller DG uptakes. For both uptakes it can be seen that 
the core of the exhaust flow has a reasonably uniform temperature distribution, but with 
significantly lower wall temperatures due to the IRSS cooling systems. The velocity profiles, 
however, are not uniform, particularly for the GT. The reason for this will lie in the entry 
conditions at the eductor where the engine exhaust gases, which exit the engine horizontally, 
are turned to flow vertically upwards; the detailed information was not made available.   
The data shown in Figures 5.13 and 5.14 was provided as ASCII files with temperature and 𝑢, 
𝑣, 𝑤 velocity components specified for different 𝑥, 𝑦, coordinates and was used as the inlet 
conditions for the unsteady CFD calculations. A Matlab code was therefore written to plot 
the velocity and temperature profiles and to assign interpolated values onto the CFD mesh 
that had been generated for the GCS. 
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Figure 5.13: Non-uniform temperature and velocity profiles at GCS-Ex2 GT exhaust 
 
  
Figure 5.14: Non-uniform temperature and velocity profiles at GCS-Ex2 DG exhaust 
 
5.2.2.2. Comparison of Exhaust Gas Dispersion for GCS-Ex1 and GCS-Ex2 
As described earlier in Chapter 2 the CFD mesh for calculating the unsteady mixing of the 
engine exhaust with the ship airwake used density boxes to ensure the cell size of the 
computational mesh in the regions of interest did not grow too coarse.  There was a measure 
of trial and error in this as an initial plume trajectory had to be calculated first to determine 
where the density boxes were needed.  
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To give an overview of the exhaust plume, Figure 5.15 shows an isometric view of the ship 
with the exhaust plumes illustrated by isosurfaces of constant average temperature (2, 5 and 
10°C) above ambient.  The top two figures are for GCS-Ex1 and GCS-Ex2 in a headwind and 
the bottom two figures are for a Green 30 wind. It can be seen that the dominant exhaust 
flow is from the GT; the aft DG exhaust plumes are clearly seen but the forward DG exhaust, 
which is close to the GT outlet, is obscured. 
Figure 5.15: Isosurfaces of constant average plume temperatures above ambient for GCS-
Ex1 (left) and GCS-Ex2 (right) in headwind (top) and Green 30 wind (bottom) 
 
The following three sets of figures are orthographic views of the ship with the exhaust 
plumes illustrated by contours of average temperature above ambient; the colour scale is 
exponential because of the large temperature range. Considering Figure 5.16 for a 
headwind, the first observation to make is that the temperatures of the very hot exhaust 
gases from the GT, 560°C and 337°C for GCS-Ex1 and GCS-Ex2 respectively, have reduced 
to less than 10°C above ambient by the time they reach the flight deck, due to the very 
energetic mixing with the turbulent airwake. It can be seen that the hot GT exhaust jet 
rises vertically before it is deflected horizontally by the 25 knots WOD. The core of the jet 
from the eductor of CGS-Ex2 rises higher before deflecting, due to its higher momentum 
flux. As observed in Chapter 3, the exhaust gases are drawn into the wake of the main 
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mast and may therefore heat the metal surface and increase the ship’s IR signature.  The 
vertical plane on which the temperature contours are presented is through the centre of 
the ship (and through the centre of the GT exhaust uptake), therefore in the oblique Green 
30 wind the exhaust plume is deflected out of the plane and away from the flight deck 
region; however, the exhaust from the aft starboard DG is drawn down onto the deck and 
raises the temperatures by a small amount, typically 1°C.  
 
 
Figure 5.16: Contours of mean temperature above ambient on a vertical plane through the 
ship centreline for the GCS-Ex1 (left) and GCS-Ex2 (right) in headwind (Top) and Green 30 
(Bottom) WOD conditions at 25 knots 
Figure 5.17 shows a plan view of the ship where the direction of the exhaust plume in the 
headwind and the oblique 30° wind can be seen. The horizontal plane on which the 
temperature contours are presented is at the height of the ship’s hangar (8m above the 
deck), which is approximately the height of the helicopter’s main rotor during the majority 
of the landing manoeuvre. In the headwind the plume covers the width of the landing deck 
for both exhaust configurations and there is a small area of elevated temperature, about 3-
4°C, which is due to the DG exhaust. In the Green wind there is little temperature rise above 
the two flight decks and what there is, 1-2°C, is again due to the aft DG.  The GT plume in the 
Green 30 wind is clearly visible off the port side of the ship and the effectiveness of the 
eductor in cooling the exhaust gas is again evident in the right hand image. 
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Figure 5.17: Contours of mean temperature rise above ambient on an exponential scale at 
hangar height on the GCS-Ex1 (left) and GCS-Ex2 (right), in headwind (top) and Green 30 
(bottom) WOD conditions at 25 knots 
The third orthogonal view of the ship and the exhaust plumes is from astern, Figure 5.18; 
this time the vertical plane is through the landing spot which is about half way along the 
landing deck. In the headwind the initial GCS-Ex1 analysis shows that the maximum average 
temperature above ambient is about 25°C and is in the core of the jet about 35m above the 
landing deck. The effect of the eductor in cooling the plume is clearly seen in the right hand 
image where the core of the plume is now only about 15°C. For both cases, the temperature 
rise above the deck, up to hangar height, is only 1-2°C and is due mainly to the exhaust from 
the aft DG. Figure 5.18 shows clearly how the Green 30 WOD deflects the exhaust plume to 
the port side of the ship. Furthermore, the oblique wind is deflected downwards in the lee 
of the ship so the airwake draws the exhaust plume down into the area occupied by the 
helicopter when hovering off the port side (the rotor hub will be about one ship-width off 
the edge of the deck). In both cases, therefore, the outer section of the rotor disc will 
experience average temperatures 5-6°C above ambient. Consistent with the observation in 
Chapter 3, the greater threat to the helicopter from the GT plume is not in the headwind 
case, because the height of the plume core is significantly above the height where the ship’s 
helicopter will operate, unlike in the oblique wind where the airwake will entrain the hot 
exhaust gases downwards into a region where the helicopter can be expected to operate.  
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Figure 5.18: Contours of mean temperature rise above ambient on an exponential scale 
across the landing spot on the GCS-Ex1 (left) and GCS-Ex2 (right), in headwind (top) and 
Green 30 (bottom) WOD conditions at 25 knots 
From the discussion above it can be seen that the addition of the eductor has affected both 
the cooling of the engine exhaust gases and their trajectory; nevertheless, the initial analysis 
without the eductor was still valuable during the period of development of the GCS as the 
issues raised were still pertinent when the eductor was included. In the following section, 
further analysis of the exhaust gas dispersion was undertaken for the eductor system of GCS-
Ex2 with different operating conditions. 
5.2.2.3. Exhaust Gas Dispersion for GCS-Ex2 with Different Engine Settings 
In this section the conditions were varied such that different engine power settings were 
used and, because this will affect the ship’s speed, different wind speeds were applied. 
Furthermore, the ambient temperatures were changed. The conditions tested were specified 
by BAE Systems to cover a range of potential operational scenarios. 
Table 5.2 lists the parameters used in the CFD analysis. There are three wind speeds; the 25 
knots already considered and two new wind speeds of 18 and 12 knots. For the slower 12 
knots the GT is not operating and power comes from one forward and one aft DG; for this 
case the ambient temperature was taken as 10°C – a representative average operational 
condition. For the 18 knots case the GT is operating, along with the two DGs and the ambient 
temperature is 20°C. For the 25 knots case, as in the previous section, the GT and two DGs 
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are operating and the ambient temperature is 30°C – a condition only likely to be 
encountered when operational in areas such as the Gulf, but one most likely to cause concern 
for helicopter operations.  The CFD analysis was again carried out for winds from Ahead and 
Green 30 and for this part of the study more information is given in the results on the 
unsteady nature of the temperatures to provide greater detail for the helicopter operators.  
Table 5.2: Exhaust configurations for a comparative assessment of plume trajectory and 
dispersion of the GCS-Ex2 for three operating conditions 
 12 knot 18 knot 25 knot 
 GT Fwd 
Port 
DG 
Aft DG GT Fwd 
Port 
DG 
Aft DG GT Fwd 
Port 
DG 
Aft DG 
Exhaust mass 
flow (kg/s) 
N/A 4.38 4.38 158.9 4.38 4.38 158.9 4.38 4.38 
Exhaust Temp. 
(K) 
N/A 590.2 590.2 609.8 590.2 590.2 609.8 590.2 590.2 
Exhaust 
Average Exit 
Velocity (m/s) 
N/A 28.3 28.3 39.3 28.3 28.3 39.3 28.3 28.3 
Freestream 
Velocity (m/s) 
6.17 9.26 12.86 
Ambient Temp. 
(°C) 
10 20 30 
 
As in the previous section, the CFD output for the exhaust gas dispersion is presented in three 
orthogonal planes. Figure 5.19 presents a side view of the average temperature contours in 
the exhaust plume for the GCS-Ex2 (i.e. with the enhanced cooling due to the eductor) for 
the three different wind speeds and engine power outputs, and for the winds coming from 
ahead and from Green 30. Considering the headwind cases first, i.e. the left hand images, 
the top image is for the 12 knots wind speed with just one forward and one aft DG operating. 
The average air temperature above the flight deck is 1-2°C above ambient, due mainly to the 
gases from the aft exhaust being entrained into the lee of the hangar.  Some of the exhaust 
gas from the forward DG is entrained into the wake of the main mast so surface heating in 
this area is a possibility. When the GT is operating and the wind speed is 18 knots it can be 
seen that the GT exhaust dominates, although the high temperature plume passes high 
above the flight deck and the temperatures over the flight deck are mainly due to the aft DG, 
as in the 12 knots case. There is again hot gas entrainment into the wake of the mast so 
surface heating is an issue. In the 25 knots case the GT and DG exhaust mass flows and 
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temperatures are the same as in the 18 knots case, so the temperature contours are similar 
except that the plume does not rise so high due to the stronger headwind.  
In the three Green 30 cases it is only the aft DG exhaust gases that pass over the landing 
deck, although for progressively stronger winds.  As a consequence, the core of the plume 
gets progressively cooler and passes lower over the deck as the wind speed increases, but 
the differences are not great. 
  
  
  
 
Figure 5.19: Contours of mean temperature above ambient on an exponential scale along 
the ship centreline in a 12 knots (Top), 18 knots (Middle) and 25 knots (Bottom) condition 
for a headwind (Left) and Green 30 (Right) WOD 
Figure 5.20 shows a plan view of the exhaust plume where, again, the plane is at the height 
of the hangar.  In the headwind it can be seen that the plume at that height is relatively 
narrow for the 12 knots wind speed when just the DGs are operating, and it gets wider when 
the GT is operating, probably due to some of the exhaust gases at the bottom edge of the GT 
exhaust plume being entrained down towards the deck. The slightly higher average 
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temperature from the core of the DG plume can be seen over the centre of the deck in each 
case. 
  
  
  
 
Figure 5.20: Contours of mean temperature above ambient on an exponential scale at 
hangar height in a 12 knots (Top), 18 knots (Middle) and 25 knots (Bottom) condition for a 
headwind (Left) and Green 30 (Right) WOD 
In the Green 30 wind the aft DG exhaust plume can be seen passing across the flight deck in 
all three cases, while the plume from the forward DG and the GT passes across the area 
where the helicopter will hover alongside before translating to land on the deck. When only 
the DGs are operating, and the wind speed is 12 knots, it can be seen that the forward DG 
plume extends quite far off the port side, but the average temperature rise is less than 1°C. 
When the GT is operating in the 18 knots wind the core of the plume can be seen off the port 
side of the ship, with a maximum average temperature rise of about 3°C, and when the wind 
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speed increases to 25 knots the average temperature in the same area rises to about 6°C, 
due to the stronger wind deflecting the GT plume downwards more in the lee of the ship. 
Figure 5.21 shows the increase in average air temperature above ambient in the vertical 
plane through the landing spot, viewed from astern, in a headwind. As previously, the 
average temperature above ambient is presented as coloured contours. Also included in 
these figures are plots of the average increase in temperature along a lateral line across the 
deck at hangar height, i.e. the red line, and the bars superimposed on the red line are 
plus/minus one standard deviation in the fluctuating temperatures. The plots were produced 
from interpolated mean data, taken at points spaced at 1m intervals across a 40m traverse 
line - represented by the position of the x axis on the image. In the 12 knots wind with just 
the DGs operating the small, low temperature plume can be seen; the slightly hotter zone 
over the flight deck is due to the aft DG, while the higher cooler plume is due to the forward 
DG. The red line shows that the maximum average temperature increase at the centre of the 
deck at hangar height is 2°C and that the fluctuation is quite large with a standard deviation 
of ±2°C, showing that the plume is unsteady with hot pockets of air passing through.  
   
 
Figure 5.21: Contours of mean temperature rise above ambient on an exponential scale on 
a vertical plane across the landing spot for a 12 knots (Left), 18 knots (Middle) and 25 knots 
(Right) Headwind WOD condition with graphs of mean temperature rises along a lateral line 
at hangar height with the associated local standard deviations 
In the 18 knots wind the GT plume is high above the deck with the core being at about 44m 
with an average temperature of about 25°C above ambient. At hangar height above the deck 
the red graph shows that the peak temperature is about 1°C above ambient, and will be due 
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to the aft DG exhaust which will now be cooled more in the 18 knot wind than in the 12 knot 
wind, and the fluctuations are lower. In the 25 knots case the average temperature at the 
core of the plume is about 15°C above ambient and at hangar height over the deck is slightly 
higher than the 18 knots case, probably due to some of the heated air in the lower portion 
of the GT plume being convected towards the deck, which is consistent with the higher 
values in the standard deviation. 
To provide more detail of the unsteady air temperatures, Figure 5.22 shows the computed 
temperatures above the landing spot at hangar height (denoted on figure legend as HH), for 
the three different headwind speeds. The highest peak in the temperature is for the 12 knot 
case and is due to the aft DG whose exhaust outlet is just ahead of the flight deck and will 
therefore not have cooled so much. Temperature fluctuations such as these, if the air is 
ingested into the helicopter’s engine, can cause problems for the engine’s control system 
which monitors air inlet temperature.  
 
Figure 5.22: Unsteady temperature increases above the landing spot on the flight deck at 
hangar height, in a 12, 18 and 25 knot Headwind WOD condition 
Another way of looking at the same data is to consider the 3-second average, as shown in 
Figure 5.23, which CAP 437 specifies should not exceed 2°C above ambient. It can be seen 
that for most of the time the predicted increase in the averaged air temperature is 2-3°C 
above ambient. The obvious exception is the peak in the 12 knots case; as mentioned above 
this will be due to the aft DG exhaust, which although it is relatively hot, it will not be a large 
mass of air and by the time it is ingested into the helicopter engine it would probably be 
cooled further. Nevertheless, the fluctuating air temperatures need to be taken into account 
by the helicopter operator. 
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Figure 5.23: 3 second moving average of the unsteady temperature increase above the 
landing spot on the flight deck at hangar height, in a 12, 18 and 25 knot Headwind WOD 
condition 
Figure 5.24 shows both the unsteady temperature and the 3-second average for the 18 knots 
case in the core of the plume, high above the landing spot (see Figure 5.21). At this height, 
44m (550% HH), the plume is above the area where the helicopter will operate but, 
nevertheless it can be seen that the unsteady elevated temperatures present a threat to the 
helicopter should it fly through this part of the plume.  
Figure 5.24: Unsteady temperature and moving 3-second average at 44m (550% hangar 
height) above the landing spot, at the approximate core of the plume for the 18 knot 
headwind 
Considering the plume temperatures for the Green 30 winds at 12, 18 and 25 knots, Figure 
5.25 shows contours of average air temperature above ambient in the vertical plane through 
the landing spot, including the area off the port side of the ship where the helicopter will 
begin its landing manoeuvre. Also included in the images are the average temperature along 
a line at hangar height and the bars indicating plus/minus one standard deviation. 
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Figure 5.25: Contours of mean temperature rise above ambient on an exponential scale on 
a vertical plane across the landing spot for a 12 knot (Top), 18 knot (Middle) and 25 knot 
(Bottom) Green 30 WOD condition with graphs of mean temperatures along a lateral line at 
hangar height with the associated local standard deviations 
In the 12 knots case the exhaust plume from the forward DG exhaust can be seen in Figure 
5.25 but the average increase in temperature is less than 1°C, although there are fluctuations 
as indicated by the standard deviations. The more significant data are for the 18 and 25 knots 
cases where, comparing them, it can be seen that although the 18 knots case has the higher 
plume temperature, because the lower wind speed creates less energetic mixing and less of 
a downdraft, the core of the plume is higher than that for the 25 knots case. The greater 
threat to the helicopter, therefore, is in the 25 knots wind due not only to the higher local 
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temperature off the port side of the ship, but also the greater fluctuations. Having said that, 
the higher temperature plume in the 18 knots case does present a significant threat for the 
helicopter should it fly in that area. 
Figure 5.26 shows the computed unsteady air temperatures at a point 30m (1.5 beam widths) 
off the port side of the ship, at hangar height, in line with the landing spot for the three wind 
speeds.  Consistent with the discussion above, the highest temperature elevations and the 
highest fluctuations are for the 25 knots case.  Looking at the 3-second averages in Figure 
5.27 it can be seen that the values are above the 2°C recommended by CAP 437 so this 
condition should be considered as threat by the helicopter operator. 
Figure 5.26: Unsteady air temperature increase at 1.5 beam widths to port of the landing 
spot at hangar height, in a 12, 18 and 25 knot Green 30 WOD condition 
 
Figure 5.27: 3-second moving average of the unsteady temperature increase at 1.5 beam 
widths to port of the landing spot at hangar height, in a 12, 18 and 25 knot Green 30 WOD 
condition 
Chapter 5 – Effect of Ship Superstructure Aerodynamics on Exhaust Gas Dispersion 
157 
 
The visualisation of the plume as contours of average temperatures above ambient that has 
been used in the discussion to this point gives the impression that the plumes are “solid” 
volumes of heated air, albeit with a temperature variation within them. The unsteady nature 
of the plume is as important as the average values of temperature rise, which is why the 
more demanding time-accurate CFD analysis has been undertaken. The final set of figures in 
this discussion of the engine exhaust gas dispersion contains three sets of ten images that 
show instantaneous temperature contours of the plume in three orthographic views, in the 
18 knots headwind, Figure 5.28, 5.29 and 5.30. The images are recorded at 3 second intervals 
and so the 10 images represent the 30 seconds of computed flow. The plume is highly chaotic 
and has voids within it which are reflective of the unsteady data presented above. The 
combined data set will be used to establish protocols and procedures for how the ship’s 
helicopter should be operated, in particular when the GT is in operation. The study that has 
been presented is the first time that the exhaust plume from a Royal Navy ship has been 
evaluated using CFD, rather than wind tunnel testing; it is also believed that this is the first 
time it has been done for any naval ship in the world. 
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Figure 5.28: Side view of instantaneous contours of temperature above ambient with GCS-
Ex2 in a headwind condition at 18 knots taken at 3 second increments from a 30 second 
data set 
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Figure 5.29: Plan view of instantaneous contours of temperature above ambient, shown at 
hangar height of the GCS-Ex2 in a headwind condition at 18 knots taken at 3 second 
increments from a 30 second data set 
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Figure 5.30: Stern view of instantaneous contours of temperature above ambient across the 
landing spot of the GCS-Ex2 in a headwind condition at 18 knots taken at 3 second 
increments from a 30 second data set 
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 An experimental Study of a Hot Air Jet in Turbulent Cross-
Flow 
As seen in the previous sections, the mixing of the hot engine exhaust gases with the 
turbulent cross-flow of the ship’s airwake creates a highly complex flow field. While there 
are experimental data to provide some validation of the isothermal ship’s airwake, there is 
no comparable data for the mixing of the hot air jet with the airwake. Although not in the 
original scope of work, it was decided towards the end of the project that an experiment 
should be conducted using a simple geometry to provide data to compare with a CFD 
solution. A rectangular box was placed on the floor of a wind tunnel, to represent the bluff 
body of the ship’s superstructure, and a jet was discharged into the turbulent cross flow 
through a convergent nozzle that was flush with the top surface of the box. Unsteady three-
component velocity measurements were taken downstream of the box for an unheated jet 
with a 4-hole Cobra Probe, while unsteady temperature measurements were taken for a 
heated jet using an ultra-fine wire Type K thermocouple. The wind tunnel experiment was 
then replicated using the same unsteady CFD methodology employed for the full-scale ship 
airwake simulations and the results compared. 
5.3.1. Heated Jet in Cross-Flow 
While there are published data for wind tunnel tests on ships with exhaust gas [115], [117], 
[130], these mostly involve smoke flow visualisation and there is no data available for 
unsteady temperature measurements suitable for unsteady CFD validation. In its most 
fundamental form the funnel exhaust flow is a jet in cross-flow, which has been extensively 
studied.  Figure 5.30, derived from Fric & Roshko [131], shows a jet emerging from an orifice 
that is flush with the surface. The momentum of the cross-flow causes the jet to deflect while 
the shear-stress on the jet surface causes the formation of a counter-rotating vortex pair.  
This double vortex structure is known to enhance the mixing between the jet and the cross 
flow.  In the context of a jet discharging into the airwake of a ship, the additional turbulence 
caused by the flow being shed from the ship superstructure should cause the jet to mix even 
more effectively. For typical flow velocities and temperatures found in the discharge of 
engine exhausts over a ship, the flow is momentum-dominated, and buoyancy forces are 
secondary [132], [133]. This observation was supported in a study by Johnson et al [134] of 
the heated airflow from a raised circular stack. Also, reviewing the literature, there is some 
difference of opinion on whether the jet trajectory is characterised by the ratio of the jet to 
cross-flow velocities, or by the ratio of the corresponding momentum fluxes. 
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Figure 5.30: Common vortical structures of a jet in crossflow [131] 
A simplified dimensional analysis of the flow over a cuboid, Figure 5.31, was used to 
determine the important dimensionless relationships that characterise the plume trajectory 
and mixing. The plume trajectory can be characterised by a displacement, s, which will be a 
function of many variables.  Discounting the thermal properties of the fluid (i.e. conductivity 
and specific heat), s is a function of the velocities of the jet and cross-flow, as well as their 
densities and viscosities.  The effect of buoyancy is recognised in the dimensional analysis by 
including g, the gravitational acceleration, while the length scale is recognised through the 
height of the box, L. Therefore, s is a function of: 
 s =  𝑓 (Uc, Ue, ρc, ρe, μc, μe, g, L) (5.1) 
   
Figure 5.31: Dimensional analysis of flow over cuboid with jet 
 
The dimensionless groups can be constructed in many ways; here they are collected 
according to the convention that has emerged from the extensive research into jets in cross-
flow and chimney exhaust plumes. 
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Where Re is the Reynolds number, J is the momentum flux ratio, and Ri is the Richardson 
number.    
As is often the case, it is not possible to simultaneously match all the dimensionless numbers 
when scaling between model and full scale experiments, but experience shows that the 
flows, particularly over bluff bodies with sharp edges, are independent of Reynolds number, 
and the scaling is well represented by: 
 {
s
D
} = 𝑓 { J , Ri } (5.3) 
 
Matching the momentum flux ratio, J, between the model-scale [m] and the full-scale [f]: 
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or, if the cross-flow is ambient air for both the model and full-scale, then 
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 (5.5) 
 
Matching the Richardson number gives: 
 
[
D
Uc
2
(ρc −ρe)
ρc
]
m
= [
D
Uc
2
(ρc −ρe)
ρc
]
f
 (5.6) 
 
And if the cross-flow is ambient air in both cases, then: 
 
[
D (ρc −ρe)
Uc
2 ]
m
= [
D (ρc −ρe)
Uc
2 ]
f
 (5.7) 
 
In the case of the heated jet, for the two scaling parameters in Eqns. 5.5 and 5.7 the density 
ratio can be replaced by the ratio of the absolute temperatures (Ideal Gas Law), so that: 
 
[
Ue 
Uc 
]
m
= √
[Te]m
[Te]f
 [
Ue 
Uc 
]
f
 (5.8) 
and:  
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And temperatures between the model and full-scale are represented by: 
 
[
T − Tc
Te − Tc
]
m
= [
T − Tc
Te − Tc
]
f
 (5.10) 
 
As mentioned above, there is some difference of opinion in the literature on whether the 
ratio of jet to cross-flow velocity or momentum flux are the appropriate scaling parameters.  
As can be seen from Eqn. 5.4, the momentum flux ratio is the correct parameter but if the 
two flows have the same density then the velocity ratio can be used. Also, referring to the 
literature, the statement is often made that in the case where the flow mixing is highly 
turbulent the process will be momentum dominated and the weaker buoyancy force will not 
be significant [132], [133]. Unfortunately there doesn’t appear to be a recommended 
distinction between momentum dominated flows and buoyancy dominated ones.  Returning 
to the current experiment (and the ship exhaust dispersion) both the cross flow and the jet 
have significant velocities and for the highly turbulent flow in the region close to the cuboid 
(and ship) it is reasonable to assume that momentum will dominate, while further 
downstream away from the area of interest buoyancy may become more significant. If this 
proposition is accepted, then the hot jet trajectory and the temperature field can be scaled 
using only the momentum flux ratio; this was tested in the experiment by choosing different 
jet temperatures and velocities that maintained a constant momentum flux ratio between 
the jet and the cross flow. 
5.3.2. Experimental Investigation 
The experiment was conducted in an open-section blower wind tunnel. Figure 5.32 shows a 
schematic of the experimental apparatus. The blower tunnel test section is immediately 
preceded by a settling section and a contraction that creates an air flow with a uniform inlet 
velocity profile in the 4ft x 2ft working cross-section; the air flow is controllable up to a 
maximum speed of 20 m/s. A 20 x 40 x 20 cm (width x length x height) rectangular box was 
used as a bluff body (simple representation of a ship superstructure) with a 25mm internal 
diameter exhaust outlet positioned centrally and flush to the top surface. The box was 
manufactured from rectangular panels of 25mm thick ceramic insulation board. The heated 
air for the jet was injected from the heating system into the bottom of the rectangular box 
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onto an internal flat plate to force the flow to spread radially and promote mixing/settling 
inside the box before being accelerated through a convergent section into a 25mm diameter 
× 25mm long pipe to ensure a uniform velocity profile at the jet exit plane.  
The jet air heating system consisted of a centrifugal blower attached to a pipe with a mass 
flow rate meter, feeding into a heater made of two hot wire thermal elements taken from 
De Walt DW340K heat guns. A closed-loop feedback control system was devised that 
adjusted the heating power to maintain a constant temperature measured by a Type K 
thermocouple placed inside the box close to the inlet of the exhaust nozzle. The electronic 
control system therefore allowed the jet mass flow rate and temperature to be controlled 
through a combination of the power supplied to the centrifugal blower and to the heater 
elements. At maximum power to the centrifugal blower motor and heating elements (4kW), 
52kg/hr of air flow could be produced at a temperature of 265°C; higher jet temperatures 
could be reached by reducing the air mass flow rate. 
A manually operated 3-D traverse system was designed, incorporating a sting arm to probe 
into the open test section and locate the measurement instrument to a positional accuracy 
of about 1mm in all directions. The sting arm was designed with two interchangeable 
mounting tips to hold either the ultra-fine wire Type K thermocouple or the Cobra Probe. 
 
Figure 5.32: Schematic of Wind Tunnel Experiment 
  
A Medtherm Corporation ultra-fine wire Type K thermocouple (Nickel-Chromium / Nickel-
Alumel) was chosen as the instrument for temperature measurement due to its ability to 
capture high frequency transient gas temperatures and its common use in internal 
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combustion engine research to measure temperature fluctuations. The specific model used 
for this experiment consisted of a 0.0005” (0.0127 mm) diameter fine wire. A diagram of the 
probe is shown in Figure 5.33 where it can be seen that the very fine wire forms a small 
junction, which is exposed directly to the fluid being measured. 
 
Figure 5.33: Ultra-fine wire Type K rapid response thermocouple [MedthermTM] 
The frequency response of a thermocouple is determined by the size (mass) and specific heat 
capacity of the thermocouple junction, and the convective heat transfer between the fluid 
being measured and the junction. Carbon et al., [135] provide an equation, derived from a 
heat balance, of the temperature change of the thermocouple junction with time. 
 (𝑇𝑖 − 𝑇) =  (𝑇𝑖 − 𝑇𝑎) (1 − 𝑒
−𝜏
𝛽⁄ ) (5.11) 
Where, 
 
𝛽 =
𝜌𝐷𝑐
4ℎ
 (5.12) 
 
𝑇𝑖= initial temperature as indicated by thermocouple before temperature change occurs 
𝑇= temperature indicated by thermocouple τ seconds after change occurs 
𝑇𝑎  = temperature of air stream after temperature change occurs 
𝜌 = density of thermocouple material 
𝑐 = specific heat of thermocouple material 
ℎ = coefficient of heat transfer 
𝐷 = diameter of thermocouple wire 
𝜏 = time elapsed after temperature change occurs. 
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The heat transfer coefficient, h, is calculated from the convection correlation recommended 
by [135]. 
 𝑁𝑢 = 0.32 + 0.43(𝑅𝑒)0.52 (5.13) 
Where, 𝑅𝑒, is the Reynolds number of the air flowing past the thermocouple junction defined 
by: 
 
𝑅𝑒 =
𝜌𝑉𝐷
𝜇
]
𝑎
 (5.14) 
To provide an indication of the expected response time for the thermocouple, Equations 5.11 
to 5.13 were used to calculate the value of 𝜏 for different values of (𝑇𝑖 − 𝑇) (𝑇𝑖 − 𝑇𝑎)⁄  by 
taking typical values for properties of air and of nickel, which is the principal material in the 
thermocouple. From the experiment it was found that a typical temperature of the heated 
plume was 50°C so the following values were used for an average air temperature of 35°C: 
Air  
𝜌=1.13 kg/m3 
𝑘 = 0.027 W/m.K 
µ = 1.95×10−5 kg/m.s 
𝑉 = 10 m/s 
Nickel 
𝜌 = 8900 kg/m3 
𝑐 = 440 J/kg.K 
𝐷 = 12.7×10−6 m 
The resultant graph of (𝑇𝑖 − 𝑇) (𝑇𝑖 − 𝑇𝑎)⁄  vs response time in milliseconds is shown in 
Figure 5.34; so, for example, when there is an instantaneous change in air temperature, the 
thermocouple will read 99% of the true value in 17ms.  
 
Figure 5.34: Thermocouple response 
Chapter 5 – Effect of Ship Superstructure Aerodynamics on Exhaust Gas Dispersion 
168 
 
Figure 5.35 shows a typical output from the thermocouple when placed in the middle of the 
plume over a 10 second period; inserted into the figure is an expansion of the plot over 1 
second, showing the major fluctuations appear to have a frequency of typically 40Hz, 
suggesting the thermocouple is sufficiently responsive to measure the unsteady temperature 
fluctuations in the experiment. 
 
Figure 5.35: Typical unsteady output from fine-wire thermocouple 
 
Air velocities were measured by a Cobra Probe™ which is a four-hole pressure probe and 
which, therefore, could not be used when temperatures were changing.  The velocity 
measurement experiment was therefore conducted with ambient air temperatures and for 
different jet and wind tunnel air speeds that gave a constant momentum flux ratio. The Cobra 
Probe, Figure 5.36, is manufactured by Turbulent Flow Instrumentation, who claim it is 
capable of capturing 3-component velocity data and pressure measurements across a wide 
frequency range from 0 Hz to upwards of 2000 Hz. The probe can take measurements of flow 
from angles within a 45° acceptance cone, Figure 5.37. There have been a number of 
independent studies into the use of the Cobra probe in various flow scenarios, for example 
[136], [137], who confirm the performance of the instrument.  
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Figure 5.36: The Cobra ProbeTM [138] 
 
 
 
Figure 5.37: Cobra Probe (Turbulent Flow Instrumentation] [138] 
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5.3.2.1. Flow Visualisation 
It was important that the jet emerging from the top of the box created a plume that did not 
interfere with the roof of the wind tunnel; it was also important to find a combination of jet 
and wind tunnel speeds and jet temperatures that produced a constant ratio of jet to cross-
flow momentum flux. The first experiment undertaken used smoke flow visualisation to 
observe the jet trajectory while adjusting the flow speeds and temperature to obtain suitable 
and constant momentum flux ratios. Table 5.3 shows three settings of the experiment that 
produced both a suitable plume that did not get too close to the wind tunnel roof, and gave 
a constant momentum flux ratio of 5.82. For the earlier case of the GT exhaust of GCS-Ex2 
with a 25 knots wind, the momentum flux ratio was 4.65, so 5.82 is also a realistic value. It 
can be seen from Table 5.3 that the range of jet temperatures was 168 to 253°C, while the 
jet and wind tunnel air velocities ranged from 12.49 to 21.54m/s and 3.87 to 6.06m/s, 
respectively. The range of conditions was therefore significant and provided a good test for 
the momentum flux ratio as a scaling parameter. Figure 5.38 shows three images of the 
plume, one for each setting in Table 5.3, which was visualised by introducing smoke at the 
jet outlet. Despite the unsteady nature of the flow and the variability of introducing the 
smoke, the images show that, at least qualitatively, the plume trajectories are the same. 
Table 5.3: Wind Tunnel Experiment Parameters for Heated Jet 
 Setting 1 Setting 2 Setting 3 
Jet Exhaust Temp (C) 168 364 253 
Jet Exhaust Density (kg/m3) 0.8 0.55 0.67 
Jet Mass Flow Rate (kg/s) 0.00605 0.00605 0.00425 
Jet Velocity (m/s) 14.92 21.54 12.49 
Crossflow Velocity (m/s) 5.04 6.06 3.87 
Momentum Flux Ratio 5.82 5.81 5.81 
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Figure 5.38: Flow visualisation of the heated jet trajectory for momentum ratio 5.8 with 
Setting 1 (Top), Setting 2 (Middle) and Setting 3 (Bottom), cross-flow wind direction from 
right to left of image. 
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5.3.2.2. Velocity Measurements 
The next exploratory experiment was to measure the velocity profile of the jet as it was 
swept downstream and to do this it was necessary to use an unheated jet, which therefore 
limited the range of parameters that could be varied.  Table 5.4 shows two settings that were 
used (labelled 4 and 5), and the momentum flux ratio was kept much the same as before. 
Table 5.4: Wind Tunnel Experiment Parameters for Isothermal Jet 
 Setting 4 Setting 5 
Ambient Temp (C) 20 20 
Air Density (kg/m3) 1.2 1.2 
Jet Mass Flow Rate (kg/s) 0.0013 0.0134 
Jet Velocity (m/s) 18.51 21.95 
Crossflow Velocity (m/s) 7.68 9.09 
Momentum Flux Ratio 5.8 5.8 
 
Velocity measurements were taken with the Cobra probe to produce a series of vertical 
profiles of streamwise velocity. The profiles were measured to a distance of 18 cm above the 
top of the box, and at distances of 8, 12, 16 and 20 cm downstream of the rear edge of the 
box. The results are shown in Figure 5.39; the top row of figures show the actual measured 
values in m/s, while the bottom row shows the same data but this time normalised by the 
cross-flow velocity measured upstream of the box. It can be seen that for the two different 
settings the velocity profiles collapse quite well when normalised. The influence of the jet in 
the lower region of the velocity profile, particularly around 6 cm, is to slow the cross-flow, 
this is because the emerging jet actually causes a blockage to the cross-flow. In the higher 
region of the profile, above 14 cm, the velocity is higher than the upstream flow and this is 
because of the blockage caused by the box in the wind tunnel combined with the additional 
flow of the deflected jet. As discussed earlier, and illustrated in Figure 5.30, the jet in cross-
flow creates a complex three-dimensional flow field; however, time was pressing on the 
project and so the experiment moved on to investigate the temperature field in the jet 
plume. 
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Figure 5.39: Vertical profiles of streamwise velocity downstream of box 
5.3.2.3. Temperature Measurements 
In this case vertical temperature profiles were measured, again to a height of 18 cm above 
the top surface of the box, but this time at distances of 0, 4, 8, 12, 16 and 20 cm downstream 
of the back edge of the box. The flow conditions were those used in the flow visualisation 
experiment, i.e. Settings 1, 2 and 3 in Table 5.3. The results are presented in Figure 5.40 as 
vertical profiles of mean temperature; in the top row the actual measured values for the 
three settings are shown, while in the bottom row the temperatures are normalised 
according to Equation 5.10 (i.e. (𝑡𝑖 − 𝑡) (𝑡𝑖 − 𝑡𝑎)⁄ ). It can be seen that the normalised 
temperature profiles for Settings 1 and 3 collapse together nicely, while the data for Setting 
2 is not so good. Time for further experimentation was not available and the wind tunnel 
was taken out of service for laboratory refurbishment so this anomaly had to be left 
unresolved at the time; although as will be discussed later, it was revisited briefly.  
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Figure 5.40: Vertical profiles of average temperature (top) and normalised temperature 
(bottom) downstream of the box 
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5.3.3. CFD Study of Heated Jet Ejected from a Bluff Body in Cross-Flow 
As stated earlier, the purpose of the experiment described above was to provide data to 
compare with CFD. Therefore, the CFD methodology applied to the ship exhaust, and 
described in Chapter 2, was applied to the wind tunnel experiment  
5.3.3.1. Computational Approach 
To begin, a CAD model was produced in ANSYS ICEM which represented the wind tunnel 
working section as a long rectangle, containing a box with a jet outlet, as seen in Figure 5.41. 
To prevent inlet effects on the solution, the green portion in Figure 5.41 was added and the 
walls were given a slip boundary condition so the boundary layer would not begin to develop 
until it reached the working section, as it would in the real wind tunnel. Similarly, the domain 
downstream of the wind tunnel section was extended to prevent exit effects influencing the 
solution near the box.  
 
Figure 5.41: Wind Tunnel CFD Geometry 
The geometry was meshed in a similar way to that used for the full scale ship, but at a much 
smaller scale, including the use of a density box in the area of jet mixing. The resulting mesh 
size was approximately 16 million cells and therefore similar to the 18 million cell mesh 
produced for the full-scale ship exhaust computations. The size of the surface cell used on 
the ship was 300mm; therefore, using the relative heights of the ship hangar and the box as 
a scaling factor, the surface cell size for the experiment was 7.5mm; this was also the 
maximum size of the cell in the density box, shown in Figure 5.42. Similarly, the mesh for the 
short 25mm diameter pipe for introducing the jet was considered in the same way by scaling 
the 200mm mesh used in the 2.8m exhaust uptake (GCS-Ex1) and this indicated a cell size of 
1.8mm for the experimental exhaust pipe. The difference in cell size between the main flow 
domain and the exhaust pipe was greater for the experiment than the full-scale ship. A 
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similar mismatch between full-scale and experiment was found in the resultant values of the 
Courant number 𝐶 = 𝑈∆𝑡 ∆𝑥⁄  (Equation 1.7, Chapter1) which ideally should be less than 1. 
The Courant number essentially determines the time step for solving the governing 
equations and depends on the local velocity and the cell size. The Courant number in the 
great majority of the domain is less than 1, but in the small volume of flow inside and 
emerging from the jet it was higher (1.6). However, Fluent is sufficiently robust to deal with 
this anomaly and the great majority of mixing (momentum and energy transfer) between the 
jet and the cross flow takes place away from the jet exit.  
The CFD was set up to model the conditions of Setting 3 as it had the lowest velocities and 
hence the least issue for the Courant number. The solution procedure was the same as for 
the full scale, i.e. a steady solution was first obtained before implementing the unsteady 
solver, and then a settling period was allowed before 30-seconds of flow was sampled. 
Figure 5.42: Cross-plane through the centre of tetrahedral mesh for wind tunnel experiment 
CFD including density region 
5.3.3.2. Results 
Considering first the velocity field of the heated jet mixing with the cross flow, Figure 5.43 
shows a series of vertical planes along the top of the box, starting at the rear edge and 
finishing at the front edge, spaced at 5cm intervals. The flow is represented by streamlines 
of mean flow in the plane and contours of turbulence intensity. Looking closely at the images, 
the top surface of the box is at the bottom of each and the sequence of images shows how 
the flow develops as it progresses down the box. The centre of the box, and of the jet, is at 
20 cm so before then the images are showing the flow separating from the front of the box. 
From 20 cm forward the influence of the jet can be seen, particularly the development of the 
counter-rotating vortex pair, as illustrated earlier in Figure 5.30. 
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Figure 5.43: Vertical transverse planes spaced at 5cm intervals showing streamlines and 
contours of turbulence 
Figure 5.44 shows the contours of average temperatures in a plane through the centreline 
of the box/plume. The deflection of the plume is clearly seen and the initial core temperature 
of 253°C is predicted to fall quickly to about 40°C at about 20 cm downstream of the box. 
Figure 5.45 shows a series of cross-sections of average temperature contours which also 
show how the hot core of the jet quickly disappears. 
 
Figure 5.44: Heated jet trajectory visualised in contours of mean temperature above 
ambient 
 
 
 
Figure 5.45: Cross-sections of the dispersing heated jet visualised in contours of mean 
temperature above ambient 
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5.3.4. Comparison of Wind Tunnel Experimental and CFD Data 
While the CFD data presented in the previous section looks reasonable, when it is compared 
with the experimental data it is seen that there are significant differences, Figure 5.46. At 
this stage it was debated whether these results should be included in the thesis, but it was 
decided that for any future study it is important that these differences are acknowledged 
and then further investigated. 
Figure 5.46 Comparison of experimental and CFD contours of average temperature profiles 
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The temperature profiles, as before, are presented as actual values in the top row, and then 
normalised in the bottom row. In both cases it can be seen that the computed jet 
temperatures are significantly higher than those measured.  Perhaps what is surprising is 
that the very significant rate of cooling predicted by the CFD is still less than the cooling in 
the experiment. In the limited time available, both the design of the experiment and the CFD 
were reviewed. 
As alluded to earlier, the experiment was conducted in some haste, due to the time 
remaining on the project and to the loss of access to the facilities while laboratory 
refurbishment took place.  Nevertheless the experiment was revisited and some issues were 
found.  The first was that there was some leakage of hot air from within the box at the joints 
between the slabs of insulating material from which it was manufactured; these leaks were 
not present at the onset of the experiment and were due to the ceramic cement failing. 
Second, the outer surface of the ceramic box was not, as assumed in the CFD, at ambient 
temperature, it was typically 40°C. Finally, a thermocouple was placed in the exit plane of 
the exhaust jet and the air temperature was found to be about 30°C lower than that recorded 
by the control system thermocouple within the box. The reason for the discrepancy could 
not be found in time, but the difference is significant and alone could account for much of 
the discrepancy between the experiment and CFD. 
The CFD was also reviewed and, as well as the meshing and Courant number issues, an area 
that is worthy of further investigation is the use of the value of 0.85 for the Turbulent Prandtl 
number, Prt (Equation 2.5, Chapter 2). The default value for Prt in Fluent is 0.85; clearly if the 
Reynolds analogy was strictly correct Prt would be unity. In a review of Prt in 1994 Kays [62] 
demonstrated the widely acceptable value of 0.85, but also pointed out that it is not uniform 
across a boundary layer.  In fact, the value of Prt is often evaluated for boundary layers 
because of its importance in calculating heat transfer. However, Kays reported that in wake 
regions Prt can tend towards a value of 0.5 to 0.6. In a study using a heated square jet, Chua 
et al. [139] point out that Prt is not constant across or along a jet, while Craske et al. [140] 
derived an analytical value of Prt of 3/5, a value that they showed to be consistent with 
experiments. What is unclear from this discussion is how sensitive the jet dispersion CFD 
modelling is to Prt and, had time been available, it would have been investigated.  However, 
this, and the design of the experiment, is something to be explored in another project in the 
future, drawing on the groundwork laid out above. 
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 Chapter Summary 
The review of ship funnel design presented in this chapter has shown how, after the Second 
World War, significant knowledge was built up, and applied, to the aerodynamic design of 
ship exhaust stacks. The current designs of ships’ funnels do not seem to draw upon that 
body of information and, in the quest to reduce RCS, there appears to be little consideration 
given to the aerodynamics of the exhaust funnel. Modern warships are powered by a 
combination of DGs and GTs; for normal cruising the DGs are the prime mover of choice, but 
when additional power is required the GT is engaged. It is the GT that provides the greatest 
threat to IR emissions and to the ship’s helicopter. An unsteady CFD analysis has shown how, 
when operating with the GT, there are areas around the ship where the local air 
temperatures can be both elevated and unsteady. According to the regulations adopted for 
helicopter operations to offshore platforms the levels of temperature increases around the 
ship’s flight deck would be a cause for concern. The caution in the offshore industry is based 
on a small number of accidents that have occurred and, probably more importantly, the risk 
if a helicopter was to crash onto a highly combustible gas/oil platform.  
The CFD analysis has provided valuable information on the potential risks from the hot 
engine exhaust gases, particularly for the ship’s helicopter.  The initial analysis conducted 
without the eductor provided important interim data by identifying the areas of concern.  
The issues were also present when the eductor was accounted for in the CFD, but the 
additional cooling was seen, as intended, to be beneficial. Unsteady inlet air temperatures 
can cause problems for helicopter engine control systems and the study has predicted what 
these fluctuations could be. Therefore, important information has been provided for the 
helicopter manufacturer and operator to consider.  The overall GCS project, of which this 
study is a part, is the first time that ship exhaust gas dispersion has been investigated using 
CFD as opposed to wind tunnel experiments. 
The experimental investigation, despite its shortcomings, has pointed the way forward to 
obtain experimental data for validating the CFD of hot gas mixing in a turbulent cross-flow.  
The main problem in the experiment was the difference between the temperature 
measurements of the hot air inside the box and of the jet as it emerged from the nozzle.  The 
experiment should be redesigned and pursued, as should an investigation into the sensitivity 
of the CFD analysis to the value of turbulent Prandtl number. 
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Chapter 6. Effect of Ship Superstructure 
Aerodynamics on UA Deployment 
Chapter 3 demonstrated that ship designs can be modified to reduce the effect of a ship’s 
airwake on helicopter operations. A combination of CFD, flight mechanics modelling and the 
Virtual AirDyn tool, was used to examine the effect of ship design features on a simulated 
helicopter’s response during deck recovery operations. The aim was to use modelling and 
simulation to better understand, and improve, the helicopter-ship dynamic interface prior to 
commencing real-world operations. In this Chapter, a new simulation environment has been 
developed to explore Unmanned Aircraft (UA) shipborne launches to gain insight into 
operational challenges prior to any real-world deployment. 
 Shipborne UA Clearances – the Need for a New Approach 
Since 2001 there has been a major expansion in the ability to deploy unmanned systems in 
theatre to satisfy a range of tactical roles. The US Department of Defense (DoD) currently 
operates over 11,000 Unmanned Aerial Systems [141] many of which are deployed on ships, 
e.g. the Northrop Grumman Fire Scout shown in Figure 6.1, which has a rotor diameter of 
8.4m. 
 
Figure 6.1: Northrop Gunman MQ-8 (Fire Scout) UAV [142] 
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Whilst the capability of these systems continues to increase, so does the procurement, 
training and operational costs associated with them. In order to maximise the benefit 
afforded by these platforms in future operations, new methodologies are required to ensure 
their rapid integration and exploitation. This requirement was identified by the United States 
in the publication of the Unmanned Systems Integrated Roadmap (FY2013-2038) [143]. The 
report acknowledges that to be able to address emerging and future security requirements, 
a vision for the next 25 years is needed, outlining “actions and technologies for DoD, industry, 
universities, and others to pursue to achieve the sustained, affordable, rapid integration and 
application of unmanned systems.” One of the methods that can be used to reduce risk and 
improve integrations times of UA platforms is by using modelling and simulation (M&S). The 
development of a new toolset to satisfy this requirement is the focus of this Chapter. 
In the UK, it was recognised that a dedicated test unit was needed to evaluate emerging 
technologies with maritime applications. 700 Naval Air Squadron (700 NAS), an experimental 
test unit within the Royal Navy’s Fleet Air Arm, was formed in 1940 to test aircraft catapult 
equipment for ship launches. The unit has been dis-banded and re-formed several times in 
its history according to operational needs. Its current version, 700X, was formed in 2014 to 
“oversee the development and innovation of cutting-edge remote-piloted flight systems 
within the Royal Navy” including the introduction of the Insitu ScanEagle, Figure 6.2, which 
has a wingspan of 3.1m. The unit focusses on ‘traditional’ hardware test and evaluation 
methods and has yet to embrace the benefits M&S tools can afford.  
 
Figure 6.2: Insitu ScanEagle [144] 
These benefits were recognised in a study by Cox et al. [145] as part of the NATO/Partnership 
for Peace (PfP) Interoperability and Re-Use Study (NIREUS), which recognised that 
“simulation offers a powerful methodology for developing ship/UAV operating limits in a 
Chapter 6 – Effect of Ship Superstructure Aerodynamics on UAV Deployment 
184 
 
flexible and cost effective manner”. More recently AgustaWestland (now Leonardo 
Helicopters) was awarded the Rotary Wing Unmanned Air System (RWUAS) Capability 
Concept Demonstrator contract by the Royal Navy [146]. The purpose of this contract was 
to “understand whether a multi-role Rotary Wing Unmanned Air System can provide utility 
in the Mine Counter Measures, Hydrography & Meteorology, Offensive Surface Warfare and 
general Situational Awareness capability areas.” A M&S approach was central to this activity 
[147] and the Type 23 airwake data described in Chapter 3 was supplied (by the Author) to 
Leonardo Helicopters and integrated into their simulation environment.  
There are several challenges that affect the launch and recovery phases of maritime UA 
operations. As described previously, aircraft are influenced by the turbulent airflow over the 
deck in the lee of the ship’s superstructure. For manned aircraft, Ship Helicopter Operating 
Limits (SHOLs) are developed to indicate the safe boundaries for launch and recovery 
operations. Whilst there may be a significant overlap between the environmental hazards 
faced by manned and unmanned aircraft during a deck launch or recovery, the removal of 
the pilot from the system and the much lighter weight of UAs (causing them to be more 
susceptible to airwake disturbances), makes subjective assessment of safety limits more 
difficult to determine. However, examining a UA’s response to an airwake encounter 
provides a valuable insight into the risk of deck launch operations. The accuracy of the launch 
and recovery in different conditions, proximity to the superstructure and the amount of 
control authority used during these operations would be candidate measures for 
determining UA limits. As the UK moves forward with new UA procurement activities, the 
development of a new simulation environment to examine this challenge is timely. 
 
6.1.1. Review of Maritime Unmanned Aircraft Operations 
To frame any discussions on UAs in maritime operations, it is helpful to use the correct 
terminology and classification method for these aircraft. The UK MoD defines a UA as “an 
aircraft that does not carry a human operator, is operated remotely using varying levels of 
automated functions, is normally recoverable, and can carry a lethal or non-lethal payload” 
[148]. This can be incorporated with an Unmanned Aircraft System (UAS) which includes 
additional equipment, network capability and personnel necessary to control the UA. 
In the UK, the Military Aviation Authority, who regulate the use of manned and unmanned 
vehicles, has adopted the NATO UAS classification framework, as shown in Table 6.1, which 
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provides a convenient means for developing standards and training appropriate to the role, 
size and complexity of the aircraft. Examples of each class are shown in Table 6.1 [149].  
Table 6.1: NATO UAS Classification Framework 
Class  Category Normal 
Employment  
Normal 
Operating 
Altitude  
Normal Mission 
Radius  
Example 
Platform  
Class I 
< 150kg 
MICRO 
< 2kg 
Tactical 
Platoon, 
Section, 
Individual 
(single 
operator) 
Up to 200ft 
Above 
Ground Level 
5km 
Line of Sight 
Black Widow (R) 
MINI 
2-20kg 
Tactical Sub-
Unit (manual 
launch) 
Up to 3,000ft 
Above 
Ground Level 
25km 
Line of Sight 
ScanEagle (F), 
Skylark (F), 
Raven (F) 
SMALL 
> 20kg 
Tactical Unit 
(employs 
launch 
system) 
Up to 5,000ft 
Above 
Ground Level 
50km 
Line of Sight 
Luna (F), 
Hermes 90 (F) 
Class II 
150–600 kg 
TACTICAL  Tactical 
Formation  
Up to 
10,000ft 
Above 
Ground Level  
200km 
Line of Sight  
Firescout (R), 
Sperwer (F), 
Watchkeeper (F)  
 
Class III  
> 600kg 
Medium Altitude 
Long Endurance  
Operational / 
Theatre  
Up to 
45,000ft 
Above 
Ground Level  
Unlimited 
Beyond Line of 
Sight 
Reaper (F),  
Hummingbird 
(R) 
High Altitude 
Long Endurance 
Strategic / 
National 
Up to 
65,000ft 
Above 
Ground Level 
Unlimited 
Beyond Line of 
Sight 
Global Hawk (F), 
 
R – denotes rotary wing, F – denotes fixed-wing 
Maritime launch and recovery UA operations have an additional complexity compared with 
manned operations in that there is no pilot onboard to undertake the procedures.  The 
launch of the lighter Class I fixed-wing UAs from ships can be achieved manually or via use of 
a mechanical launch mechanism, e.g. the ScanEagle launcher shown in Figure 6.3. The 
heavier Class II and III launches require automatic flight control systems and in the case of 
fixed-wing UAs also require sufficient runway lengths that inhibit deck launches from 
frigates. There has been very little published on using M&S to examine UA launch 
requirements. Crump and Bil [150] examined the use of M&S for fixed-wing Class I fixed-wing 
launches, using a simplified 6 degree of freedom vehicle model coupled with a tuned Dryden 
atmospheric disturbance model [151]. Whilst this approach captures the main elements of a 
vehicle’s response to an atmospheric disturbance, an enhancement in the fidelity of the 
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modelling approaches is warranted to be representative of real-world operations, 
particularly in the area of ship airwake modelling.  
 
Figure 6.3: UA mechanical launch system [152] 
Current literature on maritime UA recovery methods is focused on the equipment used in 
the approach phase rather than the environment over/around the ship. For the approach 
navigation to the ship, a variety of methods are being explored including Ship Relative GPS 
(SRGPS), Millimetre-wave radar [153] and optical methods [154] to guide the UA to the ship. 
Once near the ship, offboard measurements of the environment using UAs have been 
undertaken to characterise the ship’s airwake and provide CFD validation data [155]. This 
type of field measurement is challenging to undertake, and the validation process has yet to 
mature. 
The final phase of UA recovery operations for Class I aircraft depends on their configuration. 
Rotary-wing landings can be conducted in the same manner as manned operations i.e. a 
hover alongside/astern of the frigate followed by a descent to land on the deck during a 
quiescent period i.e. when the deck motion is small enough to allow a landing. Visual landing 
aids e.g. landing period designator or use of a landing signal officer, can aid in judging deck 
motion limits in manned operations but are not suitable for UA. An alternative approach for 
UAs is to incorporate ship motion prediction methods into the automatic flight control 
systems for rotary-wing aircraft. Ferrier et al. [156] as part of the NIREUS study, 
demonstrated that ship motion data can be incorporated into a simulation environment as 
part of a rotary-wing autoland capability.  
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Another limiting factor in the landing phase of a rotary-wing UA is the control authority of 
the flight control system i.e. the available frequency and amplitude of the control surface 
actuators than can be used to reject any gusts acting on the vehicle. This topic was the 
subject of a separate dstl funded research project at UoL [157], [158], which began to 
determine flight control system requirements for different UA Classes using M&S. 
Fixed-wing UA approach and landings are subject the same environmental conditions as their 
rotary-wing counterparts; however, due to their configuration, the solution to this phase of 
operation can be simplified. For example, the Skyhook system for Class I UAs (Figure 6.4) 
employs a net system to catch the UA in flight.  
 
Figure 6.4: Skyhook capture of a Scaneagle UA [159] 
As the mass of the UA increases for Class II and III UAs, so does the area required for the 
landing and a more conventional fixed-wing approach profile is adopted.  
The extent to which a new UA that is brought into service will be affected by the ship airwake, 
including defining its operational limits, is determined during at-sea trials/tests. Adopting the 
approach suggested in [145], a new flight simulation environment is presented in the next 
section to enable the effect of ship airwakes on UA launches to be examined.  
 Building a UA Simulation Environment 
A simulation environment was developed to represent real-world UA-ship operating 
conditions. The US Coast Guard Standard Operating Procedure for the ScanEagle [160] was 
used to develop the launch scenarios described later in Section 6.3. In this thesis only the 
launch phase has been considered as that poses the most significant threat to a UA in a 
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maritime environment. As shown in Figure 6.5 the environment consists of a flight dynamics 
model with an integrated airwake coupled with a deck launch system; these components are 
detailed further in the following sections. 
 
Figure 6.5: UA-Ship dynamic interface environment 
 
6.2.1. FLIGHTLAB Modelling and Simulation Software 
FLIGHTLAB, which was referred to briefly in Chapter 3, is a commercially available multi-body 
dynamics modelling and simulation environment from ART Inc. [161]. The software uses a 
modular approach to developing flight dynamics models, producing a complete vehicle 
system from a library of predefined components. In particular, FLIGHTLAB provides a range 
of tools to assist in the rapid generation of highly complex, non-linear, multi-body models, 
reducing the effort required for computer coding that are typical of many flight simulation 
activities. Although FLIGHTLAB was originally developed for rotorcraft simulations using 
Blade Element Models, it can also be used as a simulation tool for fixed wing aircraft. 
The FLIGHTLAB Model Editor (FLME), Xanalysis, Control System Graphical Editor (CSGE) are 
among the GUIs available for the construction and analysis of flight simulations models from 
a pre-defined set of subsystem components. The subsystems are integrated into a full flight 
dynamics simulation by first solving the forces and moments produced by each subsystem 
before resolving them at the aircraft’s centre of gravity. The forces and moments are then 
used in the 6 degree of freedom rigid body equations of motion.  
FLME is a subsystem model editor which allows a user to develop models from higher level 
primitives such as propellers and airframes. Typically, a user will select and configure the 
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subsystem of interest by inputting data and references tables, selecting options that 
determine the level of sophistication thereby providing a selective fidelity modelling 
capability and maximising computational efficiency. Models are created hierarchically, with 
a complete vehicle model consisting of lower level subsystem models, which in turn are 
collections of primitive components; this is the Model Editor Tree, which puts all the 
predefined vehicle subsystems into a logical “tree'' structure.  
Five main categories of components are included in the library: 
• Structural (masses, translations, elastic effects etc) 
• Aerodynamic (aerofoils, induced flows, interferences etc) 
• Control (transfer functions, gains etc) 
• Engine & Drivetrain (engine, bearings, shafts etc)  
• Solution (tools to facilitate the solution of the non-linear equations of motion) 
Figure 6.6 shows how a typical fixed-wing model is constructed from the component library. 
 
 
Figure 6.6: FLIGHTLAB model structure 
The components are combined into a single model definition file (MODEL) which, along with 
the definition of the simulated environment, e.g. temperature, pressure, completes the 
model (WORLD). 
The world model can be analysed using Xanalysis. This GUI has a number of tools allowing a 
user to change model parameters and examine the dynamic response, stability, performance 
and handling qualities characteristics of design alternatives. Additional tools are available to 
generate linear models, perform eigen-analysis, time and frequency response analyses and 
control system design.  
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CSGE allows the design and implementation of control systems into a vehicle model, 
including linking the vehicle controls to any aerodynamic surfaces through a flight control 
system, enabling a user to design and integrate higher level functions such as an autopilot. 
The user creates the flight control system in a block diagram format which is then connected 
to variables in the model such as the control surfaces. 
6.2.1.1. FLIGHTLAB RTF-ScanEagle Model 
An existing model template of a 3D Robotic’s Ready-to-Fly (RTF) Aero UAV [162]–[164] 
(Figure 6.7), was used as the basis for the model developed in this thesis 
(RTFAeroCFDSEagle). The physical parameters from the original model were adjusted to be 
representative of a Class I flying wing aircraft, e.g. ScanEagle, to produce a new simulation 
model. The ScanEagle has a 3.11 m wingspan, a cruise speed of 50-60 knots and has an empty 
weight of 16 kg and a 3.4 kg payload. The RTFAeroCFDSEagle uses a standard fixed-wing 
configuration (unlike ScanEagle which is a flying wing configuration); the top-level model is 
structure is shown in Figure 6.8. and the main model parameters are listed in Table 6.2.  
 
Figure 6.7: 3-D Robotics Aero UA [165] 
 
The standard FLME component library did not contain an electrical motor component which 
is used need for electrically powered aircraft. A new component was therefore created in 
[162] and was adjusted to be representative of the vehicle used in this thesis. The 
aerodynamic data for the lifting surfaces in the model were generated with Xfoil [163]. 
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Figure 6.8: RTFAeroCFDSEagle FLME model structure 
 
Table 6.2: RTFAeroCFDSEagle main model parameters 
Model Item Value 
Total vehicle mass 18 kg 
Payload 3.4 kg 
Roll moment of inertia 11.95 kg/m2 
Pitch moment of inertia 5.15 kg/m2 
Yaw moment of inertia 24.10 kg/m2 
Main wing aerofoil section GOE798 
Wingspan 3.11 m 
Chord 0.23 m 
Stabiliser aerofoil section NACA0042 
Left/right vertical stabilisers 0.39 m 
Elevator control range 
 
+/- 12.8  
Roll control range +/- 16.8 
Yaw control range +/- 20.5 
Engine power 20 W 
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6.2.1.2. Automatic Flight Control System 
To simulate a mechanical catapult launch, a prototype waypoint navigation system was 
included in the model. This allows the user to define several waypoints which the Automatic 
Flight Control System (AFCS) follows in flight, including the initial 12-degree launch angle 
from the ship’s deck. The system works in a similar manner to an aircraft Instrument Landing 
System in that it provides vertical and horizontal navigation demands to the flight controls.  
Figure 6.9 shows top-level ACFS structure in the model. The waypoints are defined in the 
planner control group (fromplanner) and these commands are fed into the AFCS using pitch 
(xb) and throttle (xc) for vertical navigation and roll (xa) and yaw (xp) and for horizontal 
navigation (headingacquire control block). 
 
Figure 6.9: Waypoint control architecture  
An example of the control subsystems blocksets is shown in Figure 6.10. In order to acquire 
and maintain the desired flight path (FP), elevator control demands are satisfied by adjusting 
the pitch control, xb.  An autothrottle system (speedholdthrottle) is also included to ensure 
that sufficient power (xc) is delivered to the propeller to maintain the required airspeed in 
climbing/descending flight. 
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Figure 6.10: Longitudinal control sub-block 
 
6.2.2. GCS Airwake 
For the UA-Ship environment, a Green 45 airwake was computed at 40 knots for the GCS 
using the methodology described in Chapter 2. The airwake was computed to produce 750 
.ip files containing 3-component velocity data at each cell centre within the computational 
domain. The entire CFD domain is unnecessary for the simulation of a UA launch from a ship’s 
flight deck as it will be clear of the airwake and in freestream flow shortly after the launch.  
6.2.2.1. CFD Mesh Refinement for UAV Operations 
Due to the large file sizes for a full unstructured grid, an interpolated grid is used to reduce 
the size of the airwake whilst being fine enough to retain the significant flow features that 
will affect the UA. The process first involves producing a structured grid using Matlab on 
which to interpolate the computed unstructured airwake data. The structured grid used for 
this study had a uniform grid mesh sizing of 0.5 metres (sufficient resolution for a Class I UA) 
and covered an area of 100 x 140 x 16 metres as shown in Figure 6.11. The grid was 
symmetrical in the port and starboard directions to enable deck launches into headwind and 
crosswind conditions. The original CFD solution was computed at 100Hz and this was down-
sampled to 25Hz to reduce the amount of data stored in the simulation model. Thirty seconds 
of unsteady data was integrated into the flight simulation model.  
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Figure 6.11: Structured grid used for interpolation of unstructured airwake CFD data 
 
6.2.2.2. Integration of an Interpolated Airwake into a FLIGHTLAB Model 
Typically, fixed-wing flight dynamics models use look-up tables of air velocity components to 
generate forces on the aerodynamic surfaces. The angle-of-attack is computed at a single 
location, the centre of gravity, where the air velocity components at that point are applied 
[166]. This method neglects any velocity gradients across the lifting surfaces as would be 
experienced in the ship’s airwake. To enhance the model’s fidelity these airwake 
disturbances and velocity gradients can be applied to FLIGHTLAB vehicle models via Airload 
Computation Points (ACPs), which are discrete aerodynamic locations in the model where 
the local airflow is altered by the airwake. Using a superposition method, the time-varying 
𝑢, 𝑣, 𝑤 velocity perturbations calculated using CFD are ‘added’ to the local inflow velocities 
at each ACP. This produces a change in the aerodynamic load calculated at those points and 
 CFD Airwake origin 
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creates the forces and moments imposed onto the aircraft by the unsteady airwake. Figure 
6.12 shows the ACP locations used in the model. Eight ACPs are located on the wing, one on 
each horizonal stabiliser and one each on the fuselage and vertical fin, giving a total of 12 
ACPs. 
 
Figure 6.12: ACP locations on the RTFAeroCFDSEagle FLIGHTLAB model 
 
The structured airwake file was integrated into look-up tables containing seven variables: ta, 
Xa, Ya, Za, Ua, Va, Wa [167]. Table 6.4 lists the data format of each of the variables. 
 
Table 6.4: Structured airwake data format 
Variable  Description  Array  Array Size Variable  
ta Time vector 1-D 1 x 750 (30 secs) @ 25 Hz) ta 
Xa Array of 
mesh grid 
node 
locations in 
x-axis 
1-D Length (Xa) x 1 Xa 
Ya Array of 
mesh grid 
node 
locations in 
y-axis 
1-D Length (Ya) x 1 Ya 
Za Array of 
mesh grid 
node 
locations in 
the z-axis 
1-D Length (Za) x 1 Za 
Ua Airwake X 
velocity at 
each mesh 
grid node 
and time 
step 
4-D Length (Xa.Ya.Za.ta) Ua 
Va Airwake Y 
velocity at 
each mesh 
grid node 
and time 
step 
4-D Length (Xa.Ya.Za.ta) Va 
Wa Airwake Z 
velocity at 
each mesh 
grid node 
and time 
step 
4-D Length (Xa.Ya.Za.ta) Wa 
 
The origin of the interpolation box origin is at the bottom centre of the ship’s hangar door, 
as shown in Figure 6.11.  
As the airwake velocities data are stored in look-up tables in the CFD/ship coordinate system, 
the ACP positions in the simulation coordinate system (Xsim, Ysim, Zsim) are converted into 
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airwake/CFD coordinate system (Xa, Ya, Za) to capture the airwake velocity data (Ua, Va, Wa), 
using the Eqns. 6.1-6.3. 
                                                   Xa = -(Xsim+Xsim2a)                                                (6.1) 
                                                   Ya = (Ysim+Ysim2a)                                                 (6.2) 
                                                   Za = -(Zsim+Zsim2a)                                                 (6.3) 
Based on the ACP's position in space (Xa, Ya, Za), the airwake velocity data (Ua, Va, Wa) is read 
from the look-up tables, and then the nominal freestream velocity component is subtracted 
from x and y total velocity components (Eqns. 6.4 and 6.5), to obtain velocity perturbations 
from nominal freestream with an Atmospheric Boundary Layer (ABL) correction.  
                                               Upert = Ua - VWOD*cos(AziWOD)                                    (6.4)  
                                              Vpert = -(Va + VWOD*sin(AziWOD))                                 (6.5) 
where VWOD and AziWOD are Wind Over Deck (WOD) magnitude and direction, respectively. 
These data are then passed to the FLIGHTLAB environment. 
 
 Effect of Ship Airwake on an RTF-Class I UA Model 
6.3.1. GCS Airwake Test Conditions 
The RTF Class I UA model was launched at 45 degrees from the ship’s bow to simulate a 
headwind (relative to the UA) launch for a Green 45 wind at three different speeds 10, 15, 
and 20 knots. This represents 10, 20, 30 Green 45 WOD conditions. The UA model was also 
launched into a beam crosswind at 315 degrees (45 degrees to port from the ship’s bow), as 
shown in Figure 6.13, under the same WOD conditions as the headwind launches. The figure 
also shows the FLIGHTLAB sign convention used for the data formatting. These conditions 
reflect a combination of the most benign and worst launch directions. The inertial X direction 
is positive from stern to bow, Y direction from port to starboard and Z direction vertically 
downwards. Aircraft take-off or launch speeds are referenced to the Indicated Airspeed (IAS), 
i.e. the speed at which the aircraft is moving through the air. IAS is the combination of 
groundspeed and wind speed, and a value of was 50 knots was used for all of the tests. The 
model was launched into a ‘clean’ freestream as a control to show the differences between 
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the effects of clean air and turbulent airwake on the model. Table 6.5 provides a summary 
of the models and test conditions used in the UA testing. 
  
 
Figure 6.13: UA Launch trajectories and FLIGHTLAB co-ordinate system 
 
Table 6.5: Model launch test conditions 
Model 
Launch 
Azimuth () 
WOD Airwake 
RTFSE_01 45 10 kts G45 N 
RTFSE_02 45 15 kts G45 N 
RTFSE_03 45 20 kts G45 N 
RTFSE_04 315 10 kts G45 N 
RTFSE_05 315 15 kts G45 N 
RTFSE_06 315 20 kts G45 N 
RTFSE_1 45 10 kts G45 Y 
RTFSE_2 45 15 kts G45 Y 
RTFSE_3 45 20 kts G45 Y 
RTFSE_4 315 10 kts G45 Y 
RTFSE_5 315 15 kts G45 Y 
RTFSE_6 315 20 kts G45 Y 
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6.3.2. GCS Airwake Virtual AirDyn 
In Chapter 3, the Virtual AirDyn (VAD) desktop flight simulation tool was described. Unlike 
the piloted flight simulation work that has been conducted at UoL with unsteady airwakes 
[168], the VAD does not require any pilot inputs to stabilise the flight model in the presence 
of a disturbance. In Chapter 3, a trimmed FLIGHTLAB helicopter model was immersed in an 
unsteady CFD airwake at fixed positions and the out-of-trim unsteady forces and moments 
were recorded to give a measure of the impact of the airwake on the vehicle’s response. This 
method has been adopted in this chapter to allow the effect of a ship’s airwake on a UA 
launch to be assessed. 
The CFD-generated velocity components of the airwake are imposed onto the UA model via 
the ACPs, as described in Section 6.2.2.2 (see Figure 6.12). The UA was held stationary in the 
ship’s airwake at the locations shown in Figure 6.14 and the time histories of the unsteady 
moments and forces at the UA’s centre of gravity were recorded over the thirty seconds of 
airwake data. The VAD analysis was conducted at seven locations (1 – 7) for port side (P) and 
starboard side (S) launches in a Green 45 wind, Tables 6.6 and 6.7 provide details of the spot 
locations. For the port launches, the aircraft had a heading of 315 relative to the ship’s bow, 
representing a crosswind launch and a heading of 45 for an into-wind launch, as shown in 
Figure 6.14. 
Table 6.6: Point locations for port side VAD assessment  
 P1 P2 P3 P4 P5 P6 
X (ft) -200 -166 -133 -100 -66 -33 
Y (ft) 0 -33 -66 -100 -133 -166 
Z (ft) -30 -40 -50 -60 -70 -80 
 
Table 6.7: Point locations for starboard side VAD assessment 
 S1 S2 S3 S4 S5 S6 
X (ft) -200 -166 -133 -100 -66 -33 
Y (ft) 0 33 66 100 133 166 
Z (ft) -30 -40 -50 -60 -70 -80 
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Figure 6.14: VAD locations and UA headings 
6.3.3. UA Airwake Encounter Results 
In Chapter 3, the VAD technique was used in conjunction with an examination of the CFD 
flow fields to investigate the airflow in/around the helicopter launch and recovery area prior 
to future vehicle operations. A similar approach is adopted here to investigate the hazards 
posed for UA launches. An analysis of the vehicle’s response is undertaken first using the 
VAD technique, followed by an examination of the CFD airwake to identify the causes of the 
responses. Finally, the simulation model is launched into an airwake environment and its 
performance assessed. 
Figures 6.15 and 6.16 show the VAD time-histories for both the port and starboard launch 
conditions at sensor locations 1-7 for a 20 knots Green 45 WOD (model RTFSE_6 in Table 
6.5). This speed was selected as it was considered to be the most challenging condition that 
could be tested. The UA model was not able to trim in higher crosswind speeds due to control 
limits being reached. All aircraft have crosswind limits and this value is in line with a typical 
UA. It should be remembered that the VAD analysis shows the unsteady moments and forces 
on the basic airframe i.e. does not include the effect of the flight controller (or pilot if there 
is one) which will be explored later in this section. 
The results show that at locations P1/S1, the centre of the ship’s deck, the aircraft is 
subjected to the largest forces and moments indicating that it is in the region of most 
disturbed airflow. For the port side locations, there are significant variations in the both the 
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forces at locations P2 and P3 whilst on the starboard side the variations have dampened out 
at S2/S3. This suggests that the size of the disturbance region on the port side is larger than 
on the starboard side. In addition to the disturbed region being larger, the forces and 
moments on the port side are significantly larger indicating that the airflow there is more 
highly disturbed than the starboard side. 
 
Figure 6.15: Port side force and moment time histories, 20 knot wind 
 
 
 
Figure 6.16: Starboard side force and moment time histories, 20 knot wind 
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The differences in the unsteady forces and moments on the aircraft, produced by variations 
in the local flow conditions, are captured in the RMS values for each spot location as shown 
in Figures 6.17 and 6.18. As was seen with the VAD time histories, the effect of the airwake 
is more significant on the port side compared to the starboard side. This indicates that the 
aircraft is in much more disturbed airflow on the port side compared with the starboard side 
with a 50% incease in the moment RMSs in some cases. It also shows that the unsteadiness 
dampens out more quickly on the starboard side. On the port side there is a significant 
change in the pitching moment, My, between P4 and P5, suggesting a sudden change in the 
local flow conditions. 
 
Figure 6.17: VAD RMSs for port side launch, 30 knots groundspeed 20 knots wind 
 
Figure 6.18: VAD RMSs for starboard side launch, 30 knots groundspeed 20 knots wind 
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To examine the source of the VAD results, CFD contour plots were taken at a plane along the 
intended flightpath shown by the red line in Figure 6.19. All the CFD images presented below 
are in plan view from directly above the GCS. 
 
Figure 6.19: Side view of UAV launch trajectory from GCS flight deck 
Figure 6.20 shows contours of lateral turbulence intensity along the intended flightpath. The 
black circles represent the VAD sample locations on the port (P) and starboard (S) intended 
trajectories. The first point to note is that the co-located launch points P1/S1 are in an area 
where a highly turbulent shear layer has formed due to the oblique wind separating from 
the vertical hangar edge. Should the VAD/CFD tools be used for launch planning purposes 
this area would likely be identified as an area to avoid for launching the UA.  
 
 
Figure 6.20: Contours of lateral turbulence intensity showing VAD sample locations 
When examining the CFD flow field for the starboard launch condition, the turbulence 
intensity level drops rapidly as the sample points move away from the deck edge. This is not 
the case for the port launch where the sampling points P3 and P4 are still in areas of 
disturbed flow in the lee of the ship. As would be expected the data are consistent with the 
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VAD results. When the UA is flying in areas of disturbed airflow the aircraft will be subject to 
the larger forces and moments which the flight controller will have to counteract. Whilst it is 
outside the scope of this thesis, the tools being developed have the potential to be used as 
part the flight controller design process.  
In the VAD analysis, an apparent anomaly in the trend of reducing RMS values moving away 
from the ship was noted between locations P4 and P5. Figure 6.21 shows contours of 
longitudinal velocity normalised by the freestream values with the VAD sample locations 
indicated by black circles. Along the port side trajectory, there is an increase in the 
longitudinal velocity at location P5 resulting from the upstream flow separation caused by 
the main mast. This would result in an increase in the velocity disturbances across the UA’s 
wingspan leading to a larger pitching moment RMS value as observed in the VAD results. 
 
 
Figure 6.21: Contour of longitudinal velocity normalised by the freestream value 
The VAD technique was applied to an aircraft fixed in space subjected to local unsteady flow 
disturbances. The results from the VAD analysis correlate with the observations made for the 
CFD plots.  However, what is ultimately of interest is the response of the vehicle in free flight 
following a launch. A study was conducted to examine UA launches, with and without the 
AFCS active in different wind conditions. The effect of the ship’s airwake on a UA without the 
flight control system active is shown in Figure 6.22 for port and starboard launches at 
different launch speeds. Whilst launches would typically be conducted with an AFCS active, 
a control engineer needs to have an idea of the degree of gust rejection that the system 
requires to optimise their design. Design of the AFCS is outside the scope of this thesis but 
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previous rotary-wing research [101] showed the importance of observing the ‘free response’ 
of a UA for control optimisation; the simulation environment presented in this thesis enables 
this to be examined for a fixed-wing UA. Under nil wind conditions, the un-controlled UA 
follows the initial launch trajectory as would be expected. When introducing the unsteady 
airwake, the lack of a flight control system prevents the UA following the desired launch 
trajectory when in the presence of an unsteady airwake. At different launch speeds, the UA 
will not encounter the same unsteady airwake velocity components due to the time varying 
nature of the wake. At the lowest 35 knots launch speed the UA is immersed longer in the 
airwake resulting in the largest flightpath deviations. For the 55 knots launch, after initially 
‘surviving’ the launch, examination of the ACP data showed that the UA encountered a 
downdraft causing it to lose height resulting in contact with the sea’s surface.  
 
 
 
 
Figure 6.22: Stern views of launches of uncontrolled UA into nil wind, 20 knots 45° and 315° 
airwakes from the GCS bow 
 
The time-dependent nature of a UA encounter with an unsteady airwake is illustrated in 
Figure 6.23 for the 35 knot launch condition, comparing this time a uniform wind i.e. 
freestream value and an unsteady airkwake launch. When an airwake is integrated into the 
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real-time simulation, a timing signal is used to step the airwake forward in time. For the 
previous comparison, all the simulations commenced at the same clock time. The launches 
shown in Figure 6.23 begin at different clock times, allowing the UA to encounter different 
flow structures within the airwake. For the starboard launches (indicated by the green line) 
there is little difference in the flightpath due to the launch time; i.e. there is no difference 
for the uniform wind. As with the launch into the uniform wind, in the airwake cases the UA 
encounters a headwind which increases the rate of climb of the UA again as expected. For 
the portside launches, there is a significant difference between the UA’s trajectory at 
different launch times indicating that the UA is encountering time-varying flow conditions. 
Again, this should be expected due to the flapping shear layer that is present in and around 
the launch location. This highlights the need to examine the UA’s response throughout the 
airwake time history to ensure the worst-case attitude change is identified and including in 
any AFCS design. 
 
 
 
Figure 6.23: Stern views of uncontrolled UA launches at different airwake time intervals 
 
Figure 6.24 shows the impact of a ‘basic’ ACFS i.e. non-optimised, on UA flight path control 
in the presence of an airwake.  
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Figure 6.24: Stern view of controlled UAV launch trajectories at 45° and 315° from the GCS 
bow 
The vertical profile flown by each model, with and without the airwake (i.e. in unsteady and 
steady flow), following a launch with the AFCS active. The vertical climb performance for the 
45 headwind launch is much improved compared to 315 crosswind condition as might be 
expected. For both launch directions, an increase in wind strength causes a larger deviation 
between the flightpath in the no-wake (uniform wind launch representing the freestream 
condition) and wake conditions. As previously stated, optimisation of the ACFS is outside the 
scope of this thesis, however the impact of implementing a basic ACFS is illustrated in Figure 
6.25. Without the AFCS, launches in the presence of an airwake could results in loss of the 
UA and possible collision with the ship.   
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Figure 6.24: Stern view of UAV launch trajectories at 45° and 315° from the GCS bow 
 Chapter Summary 
The development of a new modelling and simulation environment for UA launches has been 
presented in this chapter. A Class I type UA flight dynamics model was integrated with a CFD 
airwake in FLIGHTLAB. Unlike the traditional fixed-wing wake modelling approach, the 
airwake was applied to the flight dynamics model using Airload Computation Points, allowing 
velocity gradients across the vehicle to more realistically affect the vehicle’s trajectory. 
Simulated port and starboard launches were examined in the presence of a Green 45 wind. 
The VAD technique identified that port side launches would be subjected to larger forces and 
moments compared with starboard side launches. An examination of the CFD flow field 
showed that this was caused by the large areas of turbulent flow in the lee of the ship’s 
superstructure. The launch spot chosen in the study was found to be in the area of highest 
disturbed flow and it would be recommended to identify of launch areas for future studies. 
The time varying nature of the unsteady airwakes needs to be considered when designing an 
AFCS to control the flightpath of a UA. 
The method presented in this Chapter shows that it is possible to investigate the effect of 
local flow conditions on UA launches, identify launch avoid areas and could be used to test 
flight control system designs prior to real-world testing.  
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Chapter 7. Conclusions and 
Recommendations 
Although modern warships routinely operate with on-board helicopters, the effect of the 
ship superstructure aerodynamics on the flying environment around the ship is generally not 
considered in the design process. Previously the air flow over the ship has been investigated 
using wind tunnel studies but these do not give much insight into how the air flow will affect 
the helicopter. Similarly, the air flow at the anemometer locations have previously been 
investigated in the wind tunnel, and smoke tests have been used to observe the trajectory 
of the exhaust plume. These tests seem to be carried out because the relevant Defence 
Standard, referred to in Chapter 4, requires them, but there is no evidence that the ship 
design is altered as a result of the tests. The ultimate testing of the flying environment and 
the anemometer performance comes during sea trials, by which time it is too late to remedy 
any problems due to the ship’s structure.  Modern warship superstructure designs are 
evolving to become more RCS-compliant, and the emerging geometries are having an even 
greater effect on the ship’s aerodynamics. The study reported in this thesis is a major 
contribution to a project carried out at the University of Liverpool whereby the aerodynamic 
analysis of the Type 26 City class frigate was carried out solely by CFD, and it was done during 
the design process and informed many of the design decisions that were made. The research 
is a major contribution to improving knowledge and understanding of how the ship 
architecture affects the air flow and, in turn, the ship’s helicopter. The major areas of concern 
for the helicopter are the air flow conditions over and around the flight deck, including the 
raising of ambient temperatures due to the ship’s engine exhaust gas, and the accuracy of 
the ship’s anemometers and their ability to specify the relative wind strength and direction, 
which is crucial in defining the safe operating limits for the helicopter. 
It has been a challenge to convince a very traditional ship building industry that 
computational modelling and simulation has a role to play in informing ship design from the 
perspective of the ship’s helicopter. However, during the course of this research project, 
confidence and trust has been developed, so much so that the CFD methodology is currently 
being applied to the Australian derivative of the Type 26, the Hunter class. Important lessons 
have been learned during the research, but there is also more work that needs to be done 
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to improve the analytical support that can be given to the ship designers during the design 
cycle. The following sections present the main conclusions from the research and 
recommendations for further work. 
 Conclusions 
1. CFD has been demonstrated to be an effective tool for predicting the air flow over and 
around a full-scale warship. Once the solution method has been set up, the ability to test 
variations in flow conditions and geometry make CFD a very flexible alternative to wind 
tunnel testing.  DES is an effective hybrid formulation of LES and RANS for producing 
unsteady full-scale airwakes. It has been shown that density boxes, which limit the 
growth of the computational mesh, are necessary to resolve the turbulent eddies at an 
appropriate length scale.  
2. The GCS-compliant design of the modern warship does affect the air flow over the flight 
deck and hence the ship’s helicopter. This should be acknowledged at the beginning of 
the design process and should inform design and operational decisions. The differences 
have been quantified through a CFD analysis of the Type 23 frigate and the GCS, including 
an assessment of how the different airwakes will affect the aerodynamic loads on a 
helicopter. The Type 23, with its smaller and more fragmented superstructure, creates a 
less aggressive airwake than the GCS. 
3. The relative smooth unbroken superstructure of the GCS allows the air flow from oblique 
winds to flow mostly unhindered down the side of the ship and to produce a turbulent 
air flow over the flight deck. CFD analysis showed that the air flow over the flight deck 
with and without the Mission Bay doors open did affect the air flow and the predicted 
unsteady loads on the helicopter; however, it was not clear that this would lead to 
greater pilot workload during launch and recovery. 
4. The more slender main mast and yardarms on the Type 23 frigate have significantly less 
effect on the ship’s anemometers than do the bulky main mast and shorter, less isolated, 
yardarms of the GCS. 
5. The dispersion of the ship engine exhaust gases was conducted for full power from the 
gas turbines, and therefore the Type 23 was operating on two turbines that were each 
approximately half of the power output from the GCS. The total mass flow rate and 
temperature of the turbine exhaust gases was therefore the same for both ships. It was 
demonstrated that the larger airwake of the GCS was more effective in dispersing and 
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cooling the exhaust efflux. The exhaust plume from the Type 23 presents a greater threat 
to the helicopter, in both winds from ahead and from Green 30, due to the plume being 
slightly hotter and closer to the landing deck. 
6. In winds from close to ahead it has been shown that the bulky main mast of the GCS 
creates a large recirculation zone in its wake that entrains hot exhaust gases from the 
engine exhausts. The recirculated hot gases have the potential to increase the ship’s 
infra-red signature, unlike the Type 23 where the smaller mast does not entrain the hot 
engine exhaust gases. Deflectors in the exhaust outlet could remedy this situation. 
7. It has been demonstrated that the air flow distortion at the ship’s anemometers around 
the 360° azimuth can be determined using CFD.  
8. The bulky main mast of the GCS will inevitably distort the air flow at the ship’s 
anemometer locations. The current practice, and the statements in DEFSTAN 00-133 Part 
2, need to be modified, otherwise the anemometers will never be placed in a suitable 
location. At the very least, the main anemometers should be placed as high up the main 
mast as possible and mounted on slender yardarms of suitable length. 
9. The convention of mounting the anemometers on the main mast should be questioned 
and alternative locations on the superstructure explored; this can be done using the CFD 
data.  
10. An aft anemometer is a feasible solution to obtaining accurate wind measurements for 
winds from astern (tailwind ±45°).  However, the placement of the anemometer needs 
careful consideration.  For the GCS, the aft anemometer should be placed as high as 
possible on the rear pole mast, mounted on a short yardarm that is facing directly 
aftwards.  
11. The wealth of knowledge that previously informed the design of a ship’s exhaust funnels 
so they would effectively disperse the ship’s engine exhaust gases away from the ship 
(including the use of deflectors) is not being used. The design of the funnels is mainly 
driven by RCS, and predictive CFD analysis should be used to investigate the interaction 
of the hot gases with the ship’s superstructure to prevent local surfaces being heated. 
12. The hot engine exhaust gases are significantly cooled through mixing with the turbulent 
airwake.  Nevertheless, air temperatures in the flying areas around the flight deck can 
become elevated and unsteady, which can adversely affect the helicopter. The analysis 
shows that oblique winds from the starboard, e.g. Green 30, can be the most problematic 
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as the exhaust gases are deflected into the area off the port side of the ship where the 
helicopter beings its landing manoeuvre. 
13. The inclusion of an eductor in the CFD analysis of the exhaust gas dispersion was 
successfully implemented.  The eductor was effective in improving the cooling of the hot 
exhaust gases, but elevated air temperatures will still be present. 
14. Unlike the CAA, the military authorities do not have safety standards for air temperature 
elevations over helicopter landing decks. This study has shown how the unsteady air 
temperatures in the flying area can be calculated and has provided quantified examples. 
An equivalent military assessment and safety standard should be considered. 
15. While there is now a useful body of experimental data to provide confidence in CFD-
computed ship airwakes, the same in not true for the computation of hot gas mixing in 
a turbulent cross flow. The experiment described in this thesis was intended to address 
that shortfall, and should be pursued. 
16. A novel modelling and simulation technique for assessing the flight trajectory of an 
Unmanned Aircraft in a ship’s airwake has been developed and demonstrated. The 
Virtual AirDyn analysis was used to explain how the loads on the UA were consistent with 
the CFD airwake. The simulated flight trajectories, into relatively clean headwinds and 
into turbulent crosswinds, were computed. The simulation method has good potential 
for developing UA for maritime applications, for developing appropriate flight 
controllers, and for developing appropriate launch and recovery operational procedures. 
17. The unsteady nature of the airwakes means that there is a time dependency on the level 
of UA upset following an encounter. A significant difference in UA flightpath will occur 
depending on which part of the airwake the UA is launched into. This needs to be fully 
examined in any AFCS design activities.  
 Recommendations 
1. Existing practices for placing the ship’s main anemometers are not effective for the 
modern RCS-compliant warship. A survey of the GCS superstructure should be 
undertaken, using the already computed CFD airwakes, to identify where, if anywhere, 
the air flow is least affected and the anemometers will be most effective.  
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2. The use of traditional anemometers mounted on the ship’s superstructure should be 
challenged, and alternative air flow measurement techniques sought, e.g. LIDAR (Light 
Imaging Detection and Ranging). 
3. The inclusion of aft anemometers should be considered for all future helicopter-enabled 
ships.  The placement of the aft anemometer should be carefully selected to avoid local 
flow distortion and adjacent equipment. 
4. The study into the confidence of CFD for computing the mixing of hot gas jets in a 
turbulent cross flow should be pursued, both experimentally as recommended in the 
thesis, and by varying the turbulent Prandtl number in the CFD. 
5. In future CFD studies of ship exhaust gas dispersion the inclusion of surface heating 
should be specified from the outset. 
6. Further development of the Unmanned Aircraft simulation method should be 
undertaken to realise its full potential for designing the vehicle and its control system 
and for exploring different deployment scenarios.  
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