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Abstract: This paper describes a method for 
identifying topics in text published in social media, by 
applying topic recognition techniques that exploit 
DBpedia. We evaluate such method for social media in 
Spanish and we provide the results of the evaluation 
performed. 
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1 INTRODUCTION 
Topic recognition (a.k.a. topic identification) refers to the 
task of identifying the central ideas in a text [17]. In the 
context of social media, topic recognition may be useful 
for many different purposes, such as automatically 
summarising the content published in a channel, mining 
the interests of a given user, etc. 
In the context of communication and advertising 
companies, topic recognition in social media posts can 
provide several benefits, increasing the effectiveness of 
the investment in social media advertising which suffers 
from a significant degree of inefficiency [9]. We envision 
that automatic topic identification will lead to an efficient 
investment in media advertising, since advertisement 
actions will be focussed in the appropriate channels and 
directed to the most suitable set of users. 
Despite that some efforts have been done to structure 
social media information, such as Twitlogic [26], there is 
still the need for approaches able to cope with the 
different channels in the social web and with the 
challenges they pose. Social media posts are characterised 
by containing text that varies in length from short 
sentences in microblogs to medium-size articles in web 
logs. Very often, text published in social media contains 
misspellings, is completely written in uppercase or 
lowercase letters, or it is composed of set phrases, what 
leads to incorrectly identified topics. As an example, for 
the Spanish language, the absence of an accent in a word 
may give such word a completely different meaning. For 
such case, it is very important for the topic identification 
method to take into account the context of the post. 
In this paper, we present a method that combines NLP 
(natural language processing), tag-based and semantic-
based techniques for identifying the topics in posts 
published in social media. Such method exploits the 
semantics of the resources published in the web of data 
[2]. More specifically, the method makes use of DBpedia 
[3], a semantic representation of part of Wikipedia 
information. 
Therefore, the topics identified by our method are 
expressed in terms of DBpedia resources. We consider 
that DBpedia resources are a good starting point to define 
keyword meanings due to the fact that a huge part of the 
knowledge base is related to classes in the DBpedia 
Ontology. Moreover, currently the DBpedia ontology has 
1,667,000 instances. In addition DBpedia resources are 
linked to other linked data sources and ontologies such as 
Geonames [13], YAGO [27], OpenCyc [22], and 
WordNet [8], providing more semantic information in the 
form of relations such as typeOf and sameAs. Therefore 
by linking social media with DBpedia resources we can 
profit not only from the DBpedia Ontology and the 
knowledge base facts but also from the interlinked 
semantic information. 
The paper is structured as follows: section 2 summarises 
previous related work; section 3 describes the method 
proposed in this paper; section 4 describes the results of 
the experimentation we have performed; finally, section 5 
presents the conclusions and depicts future lines of work. 
 
2 RELATED WORK 
Wikipedia is a valuable source of knowledge used in 
many research tasks due to the wealth and quality of 
textual information contained on it. Wikipedia content is 
broad and multilingual. The encyclopaedia is maintained 
by thousands of editors, and thus it evolves and adapts as 
events and knowledge change [28]. Articles have been 
used as concepts and individuals describing things of real 
life. For instance DBpedia [3] and YAGO [27] are efforts 
aiming at structuring Wikipedia information using RDF 
triples. Both projects classify their entities using an 
Ontology. DBpedia team has created manually an 
ontology based on infoboxes information while YAGO's 
has created an ontology based on the Wikipedia hierarchy 
of categories and Wordnet [8] information. 
Textual information as well as the graph of hyperlinks 
inside Wikipedia has been exploited to extract candidate 
senses or concepts in different forms. A simple technique 
described in [25] relates words inside a document to 
 Wikipedia articles using just the article title information. 
Wikipedia links, which associate an anchor text with an 
article, have been used to collect senses for phrases. 
Senses are defined as the linked articles, and phrases are 
the anchor text [5], [20], and [19]. The whole set of 
Wikipedia articles are considered candidate senses or 
concepts in [28] and [11]. A graph where nodes are 
articles and categories and edges represent relatedness 
between articles has been used in [5] and [28]. Finally 
some authors propose to take advantage of 
disambiguation pages and redirection links to select 
candidate senses and alternative labels respectively [18]. 
Many natural language approaches tap into Wikipedia 
information to achieve their goals including (1) text 
categorization and topic recognition [4], [5], [10], [28], 
and [25], (2) semantic relatedness between fragments of 
text [11], (3) keyword extraction [20], and (4) word sense 
disambiguation [19] among others. 
In particular, categories and topics have been vaguely 
distinguished in the literature and often are treated as 
synonyms. In our analysis we have distinguished topic 
recognition and text categorization approaches using 
supervised learning [4], [10], and [18] from those using 
unsupervised techniques [5], [28], and [25]. Some other 
authors have tried both supervised and unsupervised 
techniques such as the work presented in [20]. 
Similarly to [18] we use as candidate senses for 
ambiguous term information taken from disambiguation 
pages as well as redirection links for alternative labels. 
However in contrast to this approach ours is unsupervised. 
With respect to unsupervised approaches we use a vector 
space model [23] to represent our candidate senses. On 
the contrary [5], and [28] use a graph. The vector space 
model has been used in [20], and [25]. However, in [25] 
authors use just information from the article titles and in 
[20] candidate senses are collected from hyperlinks in 
Wikipedia. In short we expect that using human 
knowledge encoded in disambiguation pages with respect 
to the possible meanings of a phrase leads to more 
accurate results since we do not have to decide over the 
whole set of Wikipedia concepts. In addition, our 
unsupervised technique learns from Wikipedia corpus 
avoiding the need of training data that is difficult to gather 
in environments such as the social web where the 
vocabulary is in constant change. 
The main benefit of our approach in comparison with 
previous ones that use Wikipedia for topic identification 
is the interlinking of social media posts with the Web of 
data, through DBpedia semantic resources. 
 
3 DESCRIPTION OF THE METHOD 
The method receives the text of a post p and a language l 
as an input and returns a set of topics Tpl that have been 
mentioned in p. To do so, a pipeline is executed. Such 
pipeline consists in the ordered execution of the processes 
detailed next. 
 
3.1 Part-of-speech tagging 
This process takes the text of p as an input and returns a 
set of keywords Kp that appear in such text. For doing so, 
we apply NLP techniques to annotate each of the words 
(or lexical units) contained in the post with a lexical 
category (e.g. noun, verb, adjective). In our work, we 
filter those lexical units that refer to fixed entities with 
meaning. More specifically, we only consider those words 
whose lexical category is one of the following: common 
noun, proper noun, acronym, foreign word and unit of 
measure.  
In addition, in this process, each lexical unit is annotated 
with its lemma. A lemma is the canonical form of a 
lexeme. A lexeme in morphology refers to the set of all 
the forms that have the same meaning. Thus, the lemma is 
chosen by convention from all the items contained in the 
set lexeme. As an example, media and medium are forms 
of the same lexeme, with medium as the lemma. 
Given the text of the post p, we define Wp = w1,w2, ..., wn 
as the sequence of lexical units contained in p. We also 
define lexcat(w) as the lexical category of the lexical unit 
w, and lemma(w) as the lemma of w. In addition, we 
define L as the set of lexical categories that we consider. 
Finally, θ is defined as a set of stop words (i.e., lemmas 
that will be excluded from been inserted in Kp). 
Then, our part-of-speech (POS) tagging process consists 
in the execution of listing 1. Note that the POS tagging 
process do not differ from previous approaches and it is 
described for self-containment purposes. 
 
Listing 1: Definition of the POS Tagging process 
 
 
In our implementation, we have defined an annotation 
pipeline with Gate [6] for handling the overall NLP 
process, while the component in charge of performing the 
POS tagging is TreeTagger [24]. 
 
3.2 Topic Recognition 
This process receives the list of keywords Kp and returns 
the set of topics Tp, as semantic entities derived from Kp. 
Once we have spotted the keywords appearing within the 
analysed text our next step consists of identifying their 
meaning. We propose to carry out this task by linking 
each keyword with a ranked list of DBpedia resources. 
Note that keywords can be ambiguous and thus the 
linking to a DBpedia resource is not just the result of a 
simple string matching process between the keyword and 
the resource name. For instance, according to Wikipedia 
[29] the blackberry term refers to a shrub and its fruit, an 
island, a smart phone, and to a song among others entities. 
 To carry out this mapping we use Sem4Tags, a technique 
previously introduced in [12]. Sem4Tags is a configurable 
process aiming at choosing the semantic entity that better 
defines the keyword meaning in the context where it is 
used. By context we mean here the set of keywords 
identified for the analysed text. In the following we first 
discuss the concept of context and then we present our 
disambiguation strategies. 
 
3.2.1 Context 
Humans are able to distinguish the sense of an ambiguous 
word within a sentence due to the understanding of the 
context where the word appears. By context we 
understand other words appearing in the same or a 
neighbour sentence, or in the whole document. However, 
not all the words in the context help to disambiguate the 
meaning of a word. According to an early experiment 
presented in [15], 4 is the number of words above which 
the context does not add more resolving power to the 
disambiguation. Let us analyse the following paragraph 
extracted from a technical forum: 
But a hardware problem is more likely, especially if you 
use the phone a lot while eating. The Blackberry's tiny 
trackball could be suffering the same accumulation of 
gunk and grime that can plague a computer mouse that 
still uses a rubber ball on the underside to roll around the 
desk. 
In this text fragment we can see that words such as 
hardware, phone, and trackball are more related to the 
word Blackberry than other words such as gunk, grime, 
and rubber ball. Our hypothesis is that a subset of the 
most related words to the ambiguous word in the context 
will produce better disambiguation results than using the 
whole context. We call this subset the active context. 
 
Table 1: Active context selection for blackberry keyword 
Keyword Relatedness Keyword Relatedness 
phone 0.357 hardware 0.347 
trackball 0.311 mouse 0.311 
computer 0.288 desk 0.287 
problem 0.246 rubber ball 0.246 
grime 0.190 gunk 0.168 
 
To carry out this selection we use a technique described in 
[14]. After removing repeated words and stop words from 
the context, we compute the semantic relatedness between 
each context word and the word to disambiguate. This 
relatedness computation is performed by using a web-
based relatedness measure taking into account the co-
occurrence of words on web pages, according to 
frequency counts, and giving a value between 0 and 1, 
which indicates the degree of semantic relatedness that 
holds between the compared words. Finally, we construct 
the active context set with the context words whose 
relatedness scores above a certain threshold. 
In table 1 different relatedness values calculated between 
Blackberry and the keywords found in the previous 
example are displayed. By choosing the top 4 most related 
keywords we state that the active context for Blackberry 
consists of the words phone, hardware, trackball, and 
mouse. We use this active context in our disambiguation 
task. 
 
3.2.2 Disambiguation 
Our process relies on Wikipedia redirection and 
disambiguation pages. The former are links between 
alternate titles and an article while the latter are lists of 
candidate articles defining the possible senses of an 
ambiguous term. DBpedia currently contains statements 
formalising redirection and disambiguation pages for the 
English version of Wikipedia. However for Spanish they 
are not providing this information 1
Sem4Tags, see listing 2, pre-processes the keyword to 
find a normalised representation based on Wikipedia 
article titles. We benefit from Wikipedia redirection pages 
when the keyword has been considered as an alternative 
to an article title. In addition, we modify morphologically 
the keyword according to the article title notation. Finally, 
if after those modifications we have not found a 
Wikipedia article, we use the Yahoo! spelling and 
suggestion service [31] to find an alternative 
representation. 
. Therefore we 
harvested links from redirection and disambiguation 
pages from the Spanish Wikipedia version. 
 
Listing 2: Definition of the Topic Recognition process 
 
 
For instance, a keyword such as cell phone is transformed 
into Cell_Phone and then into Mobile_phone due to a 
redirection link between both terms [30]. Mobile_phone is 
actually the article defining the meaning of the keyword 
in Wikipedia. In DBpedia, dbpedia:Mobile_phone is the 
semantic entity contained in the statements with 
information about cell phones, where the prefix 
“dbpedia:” stands for DBpedia namespace2
                                                 
1 As of January 2011 there are not data sets for redirection 
. Note that the 
goal of this pre-processing task is to find an equivalent 
notation in Wikipedia. However for ambiguous keywords 
this mapping can produce wrong results. 
and disambiguation links in Spanish [7] 
2 http://dbpedia.org/resource/Mobile_phone 
 Next, we look for a disambiguation page containing the 
keyword normalised version. If such disambiguation page 
does not exist we conclude that the keyword is not 
ambiguous and return the DBpedia resource related to the 
Wikipedia article title. On the other hand, if we found a 
disambiguation page we use the set of links as candidate 
senses for the keyword. In this last case we need a 
disambiguation task to select the most appropriate sense 
for the keyword. 
We have two different alternatives to disambiguate the 
meaning of a keyword. On the one hand we can assign the 
most frequent sense for the ambiguous word. Wikipedia 
editors agree on what is the most frequent sense of word 
and the corresponding article is displayed first when 
someone poses a query with that word. Despite this 
strategy seems naive it is very effective. In [21] authors 
have achieved a 78.89% precision in a disambiguation 
task when they have used the most frequent sense defined 
in Wordnet. In our running example the default sense for 
blackberry would correspond to the fruit. 
On the other hand, following Lesk's idea [16] we can 
measure how similar is the definition of each sense with 
respect to the context of the ambiguous word, and then 
select the most similar sense. To do so we use a model 
where each of the candidate senses (i.e., Wikipedia 
articles) as well as the keyword and its context are 
represented as a vector. First we create the Vocabulary set 
as the union of the top N frequent terms in each of the 
candidate senses. Next, for each sense we create a vector 
in R|Vocabulary| where each position corresponds to an 
element in an ordered version of the Vocabulary set. The 
value wi associated with the i-th position in the vector is 
calculated using TF-IDF3
 
 [1] for the corresponding i-th 
term in the ordered set. Note that IDF is calculated only in 
the set of candidate senses. 
Table 2: Disambiguation results for Blackberry keyword 
DBpedia resource Definition Similarity 
BlackBerry is a line of 
mobile e-mail 
and smartphone 
0.224 
BlackBerry is an edible fruit 0.15 
BlackBerry_(song) is a song by the 
Black 
Crowes 
0.0 
Blackberry_Township, 
_Itasca_County, 
_Minnesota 
is a township 
in ... 
Itasca County 
0.0 
 
Similarly, we create a vector for the keyword and its 
context. In this case, wi takes as value 1 if the i-th term in 
the ordered set appears in the keyword context, and 0 if 
not. We compare the keyword vector and each one of the 
                                                 
3 TF-IDF stands for Term Frequency and Inverse 
Document Frequency 
sense vectors using as similarity measure the cosine 
function. Thus, we select the sense vector with the highest 
similarity value with respect to the keyword vector. 
In table 2 we show the similarity values between 
Blackberry and its active context and some of the 
candidate meanings extracted from Wikipedia. Thus, we 
select the hand held device (dbpedia:BlackBerry) as the 
one representing the keyword meaning. 
 
3.3 Language Filtering 
This process receives the list of topics Tp and returns the 
set of topics Tlp that have been defined for a language l. 
Given a RDF resource r, we define Labels(r) as the 
function that retrieves the values of the literals e that 
entail the statement <t> rdfs:label <e>. We define lang(e) 
as the function that retrieves the language in which a 
literal e is expressed. 
Given a language l, we define the language filtering 
process consist in the execution of listing 3. 
 
Listing 3: Definition of the Language filtering process 
 
 
4 EVALUATION 
We have evaluated our method with a corpora of 10,000 
posts. Such corpora have been gathered by crawling posts 
related with the telecommunications domain from the 
following kinds of media channels: 
• Web logs. We have extracted the texts of the posts 
from the feeds of blog publishing platforms such as 
Wordpress and Blogger. 
• Forums. We have scrapped the text of the comments 
published in web forums constructed with vBulletin 
and phpBB technologies. 
• Microblogs (e.g., Twitter and Tumbler). We have 
extracted the short messages published in such 
channels by querying their APIs. 
• Social networks (e.g., Facebook, MySpace, LinkedIn 
and Xing). We have extracted the messages published 
in such channels by querying their APIs. 
• Review sites (e.g., Ciao and Dooyoo). We have 
scrapped the text of the comments published in such 
channels. 
• Audiovisual content publishing sites (e.g., YouTube 
and Flickr). We have extracted the textual comments 
associated to the audiovisual content. 
• News publishing sites. We have extracted the articles 
from the feeds published in such channels. 
 • Other sites not classified in the categories above (e.g., 
Content Management Systems) that publish their con 
tent as feeds, or that have a known HTML structure 
from which a scrapping technique can be applied. 
We have measured how the method performs with three 
variants of the topic identification algorithm. The first 
variant consists in identifying the topics without 
considering any context. Thus, we are always assigning to 
keywords the sense that Wikipedia editors have defined as 
the default sense for that word. The second variant 
consists in identifying the topics by considering as 
context the other keywords found in the same media post. 
The third variant consists in identifying the topics by 
applying the active context selection technique. 
Table 3 shows the coverage of the processes involved in 
our method. Row 2 reflects the coverage of the POS 
tagging process (i.e., the percentages of posts for which at 
least one keyword has been found). Rows 4-6 show the 
coverage of the topic identification process (i.e., the 
percentages of posts for which at least one DBpedia 
resource has been identified). Rows 8-10 show coverage 
of the language filtering process (i.e., the percentage of 
the posts for which at least one DBpedia resource with a 
Spanish label have been found). 
The coverage of the POS tagging process is nearly 100% 
for all the channels while the coverage of the topic 
recognition process is over 90% for almost all the cases. 
However, when the language filtering process is applied, 
the coverage of the topic recognition is reduced in about 
10 points because no all the DBpedia resources are 
labelled with a Spanish term. In special, the coverage of 
the topic recognition process for the review sites is less 
than for the rest of channels. The reason for that is that, in 
this kind of sites, there is information about specific 
product models whose commercial denomination is not 
necessarily translated to a Spanish label. In general, the 
coverage for web logs and news publishing sites is the 
highest. The reason for that is that the length of the posts 
published in such channels is greater than in the other 
channels. In general, if context is taken into account, the 
coverage of the method is bigger. 
We have evaluated the precision of our method with a 
random sample of 1,816 posts (18.16% of the evaluation 
set) using 47 human evaluators. We have shown each post, 
the topics identified to three different evaluators. For each 
topic, the evaluators have selected one of the following 
options: (1) the topic is not related with the post, (2) the 
topic is somehow related with the post, (3) the topic is 
closely related with the post, or (4) the evaluator has not 
enough information for taking a decision. We applied 
Fleiss' kappa test to measure the agreement among the 
evaluators. The strength of agreement for 2 evaluators is 
very good (0.826). Such strength is moderate (0.493), if 3 
evaluators must agree on the same answer. We have 
considered an answer valid if at least two evaluators agree 
on it. 
Table 4 shows the results of the evaluation of the 
precision. The precision of the topic identification process 
depends on the channel and its value range from 59.19% 
for social networks to 88.89% for review sites. One of the 
reasons that explain such variability is the specificity of 
the keywords included in the posts of the different 
channels. As an example, in review sites the posts use to 
include references to specific brands or models, while in 
social networks such references are more ambiguous. 
Another reason is that some channels (e.g., social 
networks) include more misspellings than other channels 
(e.g., news publishing sites). With respect to the precision 
obtained by considering the context or not, there is not a 
general rule. While the first variant (without context) 
provide a better precision in most of the cases, the second 
variant (considering the other keywords in the post as 
context) is better for web logs, and the third variant 
(active context) is better for microblogs and review sites. 
 
5 CONCLUSIONS 
In this paper we have described a method for identifying 
topics in social media posts using DBpedia. The method 
consists in the execution of a pipeline of four consecutive 
processes. Firstly, a NLP process is executed to perform 
the morphological analysis of the text contained in the 
post. Secondly, we apply a topic recognition process for 
identifying the topics contained in the text. Finally, a 
language filtering process is executed to filter the topics 
that are not labelled with terms expressed in a given 
language. 
We have achieved good results of coverage. The precision 
of the method depends on the social media channel and 
with respect to considering context or not, there is not a 
Table 3: Coverage of the method 
 
Table 4: Precision of the method 
 
 variant that provide the best results for all the channels. 
Some social media channels are characterised by 
containing text with variant quality from an 
orthographical and grammatical perspective. Misspelled 
text often leads to incorrectly identified topics. We use 
Yahoo! spelling web service for solving some 
misspellings. Nevertheless, the overall precision results 
can be improved by dealing with different kinds of slang 
(e.g., certain expressions by teenagers). In addition, when 
keywords are extracted from set phrases, the topics 
identified do not reflect the sense of the post. In order to 
improve the precision, the NLP process must be able to 
detect such set phrases and to exclude them from the text 
analysed. 
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