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Abstract
A computational test is proposed for existence of solution in nonlinear systems. In this test, an interval inclusion of Newton
mapping is estimated applying afﬁne arithmetic. Numerical examples are presented to show the efﬁciency of this test.
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1. Introduction
In this paper, we consider ﬁnding all real solutions of the following m-variable nonlinear systems:
f :Rm → Rm, f (x) = 0, x ∈ Rm (1)
in a given m-dimensional interval vector (box)
X(0) =
(
X
(0)
1 , . . . , X
(0)
m
)T =
([
X
(0)
1 , X
(0)
1
]
, . . . ,
[
X(0)m ,X
(0)
m
])T
.
Assume that f is ﬁrst continuous differentiable and can be estimated applying interval arithmetic (e.g. [23]) and afﬁne
arithmetic (AA) [4].
As a computational method to ﬁnd all real solutions of (1), algorithms based on interval analysis are well known (e.g.
[14–16]). On the other hand, these algorithms possess the serious problem that huge computational cost is needed. To
improve the computational efﬁciency of these algorithms, it is necessary to develop an efﬁcient test for existence of
solution. By developing the efﬁcient existence test, we can search boxes containing a solution at an early stage of the
algorithm so that the computational cost decreases. Here, an efﬁcient non-existence test is also necessary and discussed
in [6,26–29].
Up to now, various existence tests have been proposed [1–3,5,7–22,24,25,30]. The tests in [1,2] utilize interval
Gaussian algorithm (IGA). On the other hand, the computation in IGA may fail when m is large. The tests in [3,18,20]
are applicable if f is second continuous differentiable. In the papers [7–11], linearizations of f in a box are proposed and
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utilized. The tests in these papers are especially efﬁcient when f is a separable form mapping. The tests in [12,25] are
applicable if user considers any method which computes an interval matrix determined by interval Lipschitz condition.
The tests in [13,30] are applicable if f can be written in the combination of isotone and antitone mapping. The test
in [19] is applicable if user considers any interval method computing an inclusion for solution of linear systems with
interval coefﬁcients (e.g. IGA). The test in [24] is applicable if user determines the natural number p.
The purpose of this paper is to propose the existence test applying AA. The proposed test does not require a second
derivative of f and special processes even if f is not a separable form mapping. In this test, there are neither methods
nor parameters which user has to consider or determine. Finally the efﬁciency of this test is compared with those of
the tests having the same properties through some numerical examples.
2. Notations
In this paper, R,Rm,Rm×m, I, Im and Im×m denote the sets of real numbers, real m×1 vectors, real m×m matrices,
real standard intervals, real m × 1 standard interval vectors and real m × m standard interval matrices respectively.
Moreover A and Am denote the sets of afﬁne forms (see [4]) and m × 1 vectors whose components are afﬁne forms
respectively.
For J = [J , J ] ∈ I, we deﬁne the magnitude |J | ∈ R, the midpoint m(J ) ∈ R and the radius r(J ) ∈ R as
|J | := max(|J |, |J |), m(J ) := (J + J )/2 and r(J ) := (J − J )/2. For X = (X1, . . . , Xm)T ∈ Im, we deﬁne the
midpoint m(X) ∈ Rm as m(X) := (m(X1), . . . , m(Xm))T. For A = {Aij } ∈ Im×m, we deﬁne a norm ‖A‖ ∈ R as
‖A‖ := max1 im(∑mj=1 |Aij |). For a ∈ A, we deﬁne In(a) ∈ I as the conversion of a into a standard interval.
For b = (b1, . . . , bm)T ∈ Am, we deﬁne In(b) ∈ Im and Af(b) as In(b) := (In(b1), . . . , In(bm))T and the m-
dimensional convex polyhedron generated when the each noise symbol of b moves around [−1, 1]. For details of AA,
see [4, Chapter 3].
3. Existence test applying afﬁne arithmetic
At ﬁrst we present Theorem 1 with respect to existence of solution.
Theorem 1. Let F(X) ∈ Am be an interval inclusion of f in the box X = (X1, . . . , Xm)T ∈ Im applying AA. Suppose
that F(X) is obtained as
F(X) =
⎛
⎝
a10 + a111 + · · · + a1mm + a1m+1m+1 + · · · + a1nn
...
am0 + am11 + · · · + ammm + amm+1m+1 + · · · + amnn
⎞
⎠ ,
where m<n. And let L ∈ Rm×m and G ∈ Am be as follows:
L :=
⎛
⎝
a11 · · · a1m
...
. . .
...
am1 · · · amm
⎞
⎠ , G :=
⎛
⎝
a10 + a1m+1m+1 + · · · + a1nn
...
am0 + amm+1m+1 + · · · + amnn
⎞
⎠
.
Moreover let E ∈ Im be as E := ([−1, 1], . . . , [−1, 1])T. If L is nonsingular and
In(−L−1G) ⊂ E (2)
holds, then ∃x∗ ∈ X such that f (x∗) = 0.
Proof. LetD ∈ Rm×m be asD := diag(r(X1), . . . , r(Xn)).And let Lˆ := LD−1.Moreover letN(X) := X−Lˆ−1F(X)
be an interval inclusion of Newton mapping n(x) = x − Lˆ−1f (x) applying AA. If
Af(N(X)) ⊂ X (3)
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holds, then ∃x∗ ∈ X such that f (x∗)= 0 from Brouwer’s ﬁxed point theorem. Therefore hereafter, we prove that if (2)
holds, then (3) holds. Let  be as  := (1, . . . , m)T. By the deﬁnition of AA, (3) is equivalent to
Af(m(X) + D − DL−1F(X)) ⊂ Af(m(X) + D). (4)
And (4) is equivalent to
Af( − L−1F(X)) ⊂ Af(). (5)
We obtain
 − L−1F(X) =  − L−1(L + G) = −L−1G.
Therefore (5) is equivalent to
Af(−L−1G) ⊂ Af(). (6)
By the deﬁnition of AA, (6) is equivalent to
Af(−L−1G) ⊂ E. (7)
It is obvious that Af(−L−1G) ⊆ In(−L−1G) holds. Therefore if (2) holds, then (7) holds. From this we obtain the
desired result. 
Next, we present Theorem 2 with respect to contraction of a box.
Theorem 2. Let L, G and E be similar to Theorem 1. Let D be similar to Proof of Theorem 1. Suppose that L is
nonsingular and let ′ ∈ Im be as ′ := In(−L−1G)∩E. Then the solution of (1) does not exist in X\X′ where X′ ∈ Im
is deﬁned as X′ := m(X) + D′.
Proof. LetF(X) be similar toTheorem1. Letn(x),N(X) and  be similar to Proof ofTheorem1. Let them-dimensional
convex polyhedronY be as Y := Af(N(X))∩X. Then the solution of (1) does not exist in X\Y because the ﬁxed point
of n(x) does not exist in X\Y . Moreover if Y ⊆ X′ holds, then X\X′ ⊆ X\Y holds so that we can obtain the desired
result. Therefore hereafter, we prove Y ⊆ X′. Y can be written as
Y = Af(m(X) + D − DL−1F(X)) ∩ Af(m(X) + D)
= m(X) + D(Af( − L−1F(X)) ∩ Af())
= m(X) + D(Af(−L−1G) ∩ E) (from Proof of Theorem 1).
Here, Af(−L−1G) ∩ E ⊆ ′ holds because Af(−L−1G) ⊆ In(−L−1G) holds. Hence Y ⊆ X′ holds. From this we
obtain the desired result. 
From Theorem 2 we obtain Corollaries 1 and 2 with respect to contraction of a box and non-existence of solution.
Corollary 1. Let L, G and E be similar to Theorem 1. Let D be similar to Proof of Theorem 1. Suppose that L is
nonsingular and let ˆ ∈ Im be as ˆ := In(−L−1G). If ˆ ⊂ E holds, then the solution of (1) does not exist in X\Xˆ where
Xˆ ∈ Im is deﬁned as Xˆ := m(X) + Dˆ.
Corollary 2. Let L, G and E be similar to Theorem 1. If L is nonsingular and In(−L−1G) ∩ E = ∅ holds, then the
solution of (1) does not exist in X.
Being based on Theorems 1 and 2 and Corollaries 1 and 2, we propose New Existence Test for a box X (actually,
New Existence Test includes the non-existence test and the contraction of X). Let F(X), L,G and E be similar to
Theorem 1. Let Lˆ and X′ be similar to Proof of Theorem 1 and Theorem 2. Let ˆ and Xˆ be similar to Corollary 1.
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And let R ∈ Im×m be as R := I − Lˆ−1F ′(X) where I ∈ Rm×m and F ′ ∈ Im×m denote the m × m identity matrix and
an interval inclusion of the derivative f ′ of f.
New Existence Test. Test for existence and uniqueness of x∗ such that f (x∗) = 0.
Step 1: Compute F(X). If 0 /∈ In(F (X)) holds, the solution of (1) does not exist in X. Discard X and terminate. If
not, obtain L from F(X). If L is singular, terminate. Otherwise obtain G from F(X) and compute ˆ.
Step 2: If ˆ ⊂ E holds, ∃x∗ ∈ X such that f (x∗) = 0. Go to Step 3. If ˆ ∩ E = ∅ holds, the solution of (1) does not
exist in X. Discard X and terminate. Otherwise go to Step 5.
Step 3: Compute R. If ‖R‖< 1 holds, x∗ is unique in X (see [14, Theorem 2]). Memorize X as a safe starting box for
iterative methods and terminate. Otherwise go to Step 4.
Step 4: Compute Xˆ and rename Xˆ as X for further procedure. Terminate.
Step 5: Compute X′ and rename X′ as X for further procedure. Terminate.
4. Numerical examples
Following four algorithms are implemented on a PC with CPU: Pentium4 3.2GHz, memory: 2.0GB, OS: Free BSD
4.9 and compiler: g++ 2.7.2.1.
Algorithm A. Krawczyk–Moore Algorithm [15] where X is bisected along its widest side if both existence and non-
existence tests are failed.
Algorithm B. The existence test applying Hansen operator [5,17] is introduced into Algorithm A instead of the test
applying Krawczyk operator [14,16].
Algorithm C. The existence test applying symmetric operator [21,22] is introduced into Algorithm A instead of the
test applying Krawczyk operator.
Algorithm D. New Existence Test is introduced into Algorithm A instead of the test applying Krawczyk operator.
Each algorithm ﬁnds all safe starting boxes for iterative methods (see [15]). At ﬁrst we consider the following
nonlinear systems:
g(xi) + x1 + · · · + xm − i = 0, i = 1, . . . , m, where g(xi) := 2.5x3i − 10.5x2i + 11.8xi . (8)
Let the given box be as X(0) = ([−10, 10], . . . , [−10, 10])T. Table 1 shows the number of searched boxes and the
computing time when we apply the each algorithm to (8) for various m. The notation “–” means that memory over
occurred because the number of boxes to be searched increase via bisection so that the workingmemory cannot preserve
all of the boxes.
Next, we consider nonlinear systems (9) where the given box is similar to (8). Table 2 shows the results similar to
Table 1 for (9).
xi − 12m
⎛
⎝ m∑
j=1
x3j + i
⎞
⎠= 0, i = 1, . . . , m. (9)
By Tables 1 and 2, it can be seen that Algorithm D is faster than the other algorithms. And the number of searched
boxes in Algorithm D is smaller than those in the other algorithms. Moreover even if m grow, Algorithm D can ﬁnd
the all safe starting boxes although the other algorithms cannot ﬁnd them because of memory over. From these we can
conﬁrm that New Existence Test is more efﬁcient than the compared tests as regards these examples. By reusing F(X)
deﬁned in Theorem 1, non-existence tests in [6] can be naturally introduced into Algorithm D so that this algorithm
becomes more efﬁcient.
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Table 1
Comparison of the efﬁciencies for (8)
m The number of searched boxes The computing time (s)
A B C D A B C D
7 3203011 3202763 3202613 5019 649.51 637.30 700.41 4.3438
8 19630359 19629367 19628869 15267 5364.7 5418.6 5542.5 18.313
9 — — — 46659 — — — 70.906
10 — — — 119663 — — — 225.28
11 — — — 285217 — — — 703.33
12 — — — 827855 — — — 2575.9
Table 2
Comparison of the efﬁciencies for (9)
m The number of searched boxes The computing time (s)
A B C D A B C D
4 58709 58691 58633 83 3.4844 3.3594 3.5391 0.0313
5 1116871 1116857 1116691 165 108.61 113.44 114.12 0.0859
6 — — — 283 — — — 0.2422
8 — — — 881 — — — 1.6641
10 — — — 2739 — — — 9.7656
20 — — — 700623 — — — 16318
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