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Abstract
We present a formalism for analysis of linear Cauchy data on a Kottler metric. Our
method removes redundancy due to gauge transformations and constraints. A set of four
gauge-invariant, scalar functions on the Cauchy surface is produced and shown to contain
full physical information from the initial data. The symplectic form of the theory and
equations of motion are reformulated in terms of these invariants and some simple solutions
are explored.
1 Introduction
1.1 Topology and notation
Our goal is to analyze small perturbations of a spherically symmetric four-dimensional space-
time. We will do it within the framework of the Cauchy problem for the Einstein equation. The
following topology is therefore a natural choice: let our space-time be foliated by hypersurfaces
labeled by the time coordinate (the “Cauchy surfaces”) and each one of them be a union of
spheres:
Σs = {x0 = s, r0 ≤ x3 ≤ r∞} =
⋃
r∈[r0,r∞[
Ss(r), Ss(r) = {x ∈ Σs : x3 = r}. (1.1)
We are assuming our perturbations to be small enough for this topological picture to remain
valid. The span of r should fulfill 0 ≤ r0 < r∞ ≤ ∞, but may be freely specified apart
from that. By choosing a pair of angular coordinates on the spheres Ss(r) we obtain a full
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coordinate system, which we arrange in the following way: (x0, x1, x2, x3) = ( t , ϑ , ϕ , r ). We
will be working within several nested geometry levels. It is therefore useful to distinguish
them by a following indexing convention: Greek letters (α, β, γ, ...) correspond to a full set of
coordinates and the four-dimensional geometry of the whole spacetime, with ; denoting the
covariant derivative. Small Latin indices (a, b, c, ...) denote objects from the three-dimensional
geometry of the Cauchy hypersurfaces, with appropriate covariant derivative denoted by |. Big
Latin letters (A,B,C, ...) and a covariant derivative symbol || correspond to internal geometry on
the surfaces of spheres Ss(r). For curvature tensors the dimension of geometry they correspond
to is additionally marked with a number over the tensor symbol, as it is not always obvious from
the indices.
1.2 ADM formulation of the Cauchy problem
Having divided the spacetime into hypersurfaces, one can interpret the Einstein equation as
an equation for evolution of certain geometric data between neighboring slices. Out of various
ways of formulating this problem, we choose the ADM approach, which is based on the Hilbert–
Palatini variational principle. In this approach initial data on the Cauchy surface consists of a
three-dimensional metric tensor and the so-called ADM momentum — symmetric tensor density
canonically conjugate to the metric:
(gkl,P
kl), gkl = gµν |Σs , Pkl =
√
g(gklK −Kkl), g := det gkl.
In the above formula Kkl and K denote the extrinsic curvature of the Cauchy surface and its
three-dimensional trace.
The Einstein equation can be now split into four Gauss–Codazzi constraints:
Pi
l
|l = 8pi
√
gTiµn
µ, (1.2)
g
3
R− PklPkl + 1
2
P2 = 16pigTµνn
µnν + 2Λg, (1.3)
and twelve equations of motion for the components of initial data:
g˙kl =
2N√
g
(
Pkl − 1
2
gklP
)
+Nk|l +Nl|k, (1.4)
P˙kl =−N√g
3
Rkl +
√
g
(
N|kl − gklN|m|m
)
− 2N√
g
(
Pk
mPml − 1
2
PPkl
)
+
N
2
√
g
gkl
(
PmnPmn − 1
2
P2
)
+
1
2
N
√
ggkl
3
R+ (PklN
m)|m
−Nk |mPml −Nl|mPmk + 8piN
√
gTkl −N√gΛgkl.
(1.5)
Here nµ is the normal vector of the Cauchy surface and N := 1√
−g00
and Nk := g0k, called the
“lapse” and “shift”, are parameters corresponding to the freedom in gluing together consecutive
hypersurfaces, see e.g. [6].
2
1.3 The Kottler Metric
As the background for perturbations, we will be using the Kottler metric:
η = −fdt2 + 1
f
dr2 + r2
[
dϑ2 + sin2 ϑdϕ2
]
, f(r) = 1− 2m
r
− r
2
3
Λ. (1.6)
It is a spherically symmetric vacuum solution of the Einstein equation with cosmological con-
stant, for which we use the following convention:
2
4
Rµν −
4
Rgµν + 2Λgµν = 16piTµν . (1.7)
The Kottler metric is a “general solution” in the sense that all spherically symmetric vacuum
solutions of (1.7) are (at least locally) isometric to either a region of (1.6) or a region of the
Nariai metric. This result is known as the generalized Birkhoff’s theorem [9].
Minkowski, Schwarzschild and (Anti)de Sitter metrics are all contained in the Kottler metric
as special cases, when one or both of the parameters m and Λ vanish. The Kottler metric can be
in general thought of as Schwarzschild black hole located in a space-time curved by a presence
of a cosmological constant. Exact properties of this solution depend on the sign of Λ and its
relation to the mass parameter m.
For positive (repelling) Λ, fulfilling 0 < Λ < (3m)−2, two horizons exist in the space-time
— an event horizon of the central black hole at radius rS and a cosmological horizon at radius
rC , analogous to the one present in the de Sitter metric. The exact values of rS and rC depend
on the values of m and Λ, but the following inequalities are always fulfilled: 2m < rS < 3m,
rC > 3m. Due to this, a Kottler metric with such parameters is often called a Schwarzschild–de
Sitter metric.
As Λ grows in a Schwarzschild–de Sitter metric, the values of rS and rC approach each other.
They coincide for Λ = (3m)−2. However, the spatial distance between horizons does not tend
to 0 in this case. An appropriate rescaling of the radial coordinate while sending Λ to (3m)−2
allows one to obtain a metric known as the Nariai solution.
For a negative (attracting) Λ only one horizon exists — the black hole horizon at some rS
between 0 and 2m. The situation resembles the Schwarzschild metric in this way. In analogy to
the case above, such metric is often called the Schwarzschild–Anti de Sitter metric.
A wider description of these metrics can be found in: [7], [8], [11] and [10]. In appendix B
we listed formulas for the Levi-Civita connection and curvature tensors of the Kottler metric,
for the readers convenience.
Because we are using the Cauchy problem approach to the Einstein equation, we should
note that the Kottler metric, or the part of it that is contained between r0 and r∞, may not be
globally hyperbolic, depending on the values of m and Λ. We will not concern ourselves with
this problem, however, as it will not be important in most of our considerations.
1.4 Linearized gravity
From this point on we restrict ourselves to the vacuum case (Tµν = 0). We assume that we are
in possession of some solution g to the Einstein equation (1.7), which is a small perturbation
of the Kottler metric (1.6). The difference of ADM data is easy to calculate, because, for our
3
choice of coordinates, the background yields an ADM data set of very simple form: (ηkl, 0). The
perturbation of ADM momentum is therefore equal in value to the ADM momentum of g:
hkl := gkl − ηkl, P kl = Pkl. (1.8)
We now perform a standard linearization procedure, expanding equations from section 1.2
in terms of ADM data perturbation and restricting them to first order terms. We remind the
reader that all raising and lowering of indices and all covariant derivatives from this point on
are calculated with respect to the background metric and dimensional restrictions thereof. One
therefore should be wary of index positions at the time of linearization. Some notes on this
matter can be found in [2]. As “natural” index positions for the ADM data we take those given
in (1.8). All further equations will be expressed in terms of these tensors, to avoid ambiguities.
Linearization of (1.7) gives:
hµα;ν
;α + hνα;µ
;α − hµν ;αα − hαα;µν − ηµν [hαβ ;αβ − hαα;ββ] + Λhααηµν − 2Λhµν = 0. (1.9)
The assumption Tµν = 0 is already taken into account. The Gauss–Codazzi constraints in their
linear form:
Pl
k
|k = 0, (1.10)
(
hkl|l − h|k
)
|k
− hkl
3
Rkl = 0. (1.11)
3
Rkl denotes here the three-dimensional Ricci tensor of the restriction of the background metric
(1.6) to Σs and h — the trace of hkl with respect to it, h := hklη
kl.
Let us note that the correction containing explicit Λ in the scalar constraint (1.3) vanished
in the approximation, leaving only implicit dependence on the cosmological constant through
curvature and covariant derivatives. The form of the equation is indistinguishable from the pure
Schwarzschild case [1].
Passing to the linearization of the equations of motion, let us first introduce some additional
notation. Let N := (−η00)−1/2 = √f be the lapse of the background. The shift of the back-
ground is identically zero. By n := 12
√
fh00 we denote the perturbation of the lapse function
and by η := det ηkl the density defined by η|Σs . From (1.4) and (1.5) we now get:
h˙kl =
2N√
η
(
Pkl − 1
2
ηklP
)
+ h0k|l + h0l|k , (1.12)
1√
η
P˙kl = −n
3
Rkl −NδRkl + n|kl −N|mδΓmkl +NΛhkl
−ηkl
(
n|m|m − ηijδΓmijN|m − hmnN|mn
)
, (1.13)
where some terms were grouped for clarity:
δΓmkl :=
1
2
(
hmk|l + h
m
l|k − hkl|m
)
,
δRkl :=
1
2
(
hmk|lm + h
m
l|km − hkl|mm − h|kl
)
.
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1.5 Gauge transformations
Linearized gravity possesses a well-known gauge freedom of the “infinitesimal coordinate change”,
acting on the perturbation of the full metric:
hµν → hµν + ξµ;ν + ξν;µ (= hµν +£ξηµν) . (1.14)
The linearized Einstein equation is of course invariant with respect to this transformation,
and so are the derived constraint and motion equations (1.10)—(1.13). Using (1.12), one can
easily find the way in which the gauge acts on the perturbed ADM momentum. It turns out that
for our choice of the background (diagonal and static), the parametrization of the gauge field
ξµ splits into a three-dimensional field ξ
k, tangent to Σs, which acts on the perturbed restricted
metric, and a function ξ0, which governs the transformation of ADM momentum:
hkl → hkl + ξl|k + ξk|l, (1.15)
2fΠ−1Pkl → 2fΠ−1Pkl + (fξ0|k)|l + (fξ0|l)|k − 2ηkl(fξ0|m)|m. (1.16)
Here Π :=
√
f
√
det ηkl = r
2 sinϑ.
2 Construction and properties of true, invariant degrees of free-
dom
To be able to effectively analyze properties of the weak gravitational field, it would be useful
to separate true degrees of freedom from the gauge-dependent ones, and those restricted by the
Gauss–Codazzi equations.
2.1 2+1 splitting of the data, degrees of freedom of the perturbation
To construct our set of invariants, we separate degrees of freedom of the perturbation data into
single functions, using the geometric structure of the two-spheres Ss(r) (1.1), which foliate our
Cauchy hypersurface. We need to introduce some more notation here:
H := ηABhAB , χAB := hAB − 1
2
ηABH,
S := ηABPAB , SAB := PAB − 1
2
ηABS.
We can now split our data by separating the metric and momentum tensors into scalar,
vector and tensor parts, extracting traces and applying rotation and divergence operators. The
resulting functions are listed in the table below:
Even Odd
(Polar) (Axial)
Scalar h33 ,H , P
3
3 , S -
Vector
h3
A
||A , P
3A
||A h3A||Bε
AB , P 3A||BεABh3A, P
3
A
Tensor
χAB ||AB , S
AB
||AB χ
C
A||CBε
AB , SCA||CBε
AB
χAB , SAB
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This decomposition preserves all information encompassed in the pair (hkl, P
kl). Proof of
this fact can be found in [3].
This table already contains strong suggestions concerning the form of invariants that we
should seek. Our twelve functions are subject to four constraint equations and are acted upon
by a four-parameter group of gauge transformations. We therefore expect to obtain four physical
degrees of freedom. Furthermore, we can make use of the symplectic structure of the theory
and pair the degrees of freedom by means of equations of motion (which are gauge invariant!).
It is also a natural choice in this context to separate metric perturbations from momentum
perturbations. Finally, note that only eight of the functions in the table are true scalar functions
(“even” or “polar” degrees of freedom). The other four are pseudo-scalar (“odd”, “axial”),
i.e. dependent on our choice of manifold orientation. Degrees of freedom of different parity
decouple in linear theory, further dividing our set of functions and narrowing down our reasonable
choices for invariant combinations.
Constraints, equations of motion and gauge transformations can also be split in this scheme.
We list the resultant formulas in appendix A. As some of them are rather long, instead of
presenting them explicitly in the following sections we will just refer to the list.
2.2 Axial dynamics
We begin by discussing the axial degrees of freedom. It is the simpler of the two cases and
construction of invariants is pretty straightforward. Let us begin with ADM momentum com-
ponents that belong to this regime: P 3A||BεAB and S
C
A||CBε
AB . These two functions are not
independent, as can be seen by acting with a rotation operator on appropriate part of the vector
constraint (A.16):
(r2P 3A||BεAB),3 + r
2SCA||CBε
AB = 0. (2.1)
The component SCA||CBε
AB is therefore entirely redundant. Furthermore, from equation (A.5)
we see that P 3A||BεAB is already an invariant quantity!
To obtain it’s conjugate counterpart we simply calculate the time derivative. Applying the
rotation operator to (A.12) gives us:
P˙ 3A||BεAB =
f
2r2
[
Π(
◦
∆ + 2)h3A||Bε
AB −Π(r2χCA||CBεAB), 3
]
, (2.2)
where
◦
∆ is the two-dimensional Laplace operator on a unit sphere. Alternatively, we could just
look for an invariant combination of h3A||Bε
AB and χCA||CBε
AB . As their gauge transformations
are defined by a single function, ξA||Bε
AB , a short search would once again lead us to some
function of the expression contained within square brackets above.
We therefore propose the following set of axial invariants, formally identical to those defined
in [1]:
y := 2Π−1r2P 3A||BεAB, (2.3)
Y := Π(
◦
∆ + 2)h3A||Bε
AB −Π(r2χCA||CBεAB), 3. (2.4)
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We introduced density coefficients here to switch the roles of “positions” and “momenta”. This
change will be justified later, upon closer inspection of information carried by the these invari-
ants.
Y and y satisfy a following set of reduced equations of motion:
y˙ =
f
Π
Y, (2.5)
Y˙ = Π
{
∂3
[
f
r2
(r2y), 3
]
+
1
r2
(
◦
∆ + 2)y
}
. (2.6)
Equation (2.5) is, of course, just equation (2.2), rewritten in new variables. Equation (2.6) is
obtained from (A.9), (A.10) and the vector constraint (A.16).
We may combine these equations into a deformed wave equation for y:(
+
8m
r3
− 2
3
Λ
)
y = 0. (2.7)
The symbol  denotes the d’Alembert operator, calculated with respect to the four-dimensional
background ηµν . We may further rewrite (2.7) into a form resembling the famous Regge–Wheeler
equation:
−y¨+ f
r
[f(ry),3],3 = V
(−)y, V (−) = − f
r2
(
◦
∆ +
6m
r
)
. (2.8)
Let us decompose y into spherical harmonics: y = exp(iσt)Yl(θ, φ)Z
(−)(r)/r and introduce
alternative radial coordinate r∗, defined as a solution to: dr
∗
dr = 1/f . This allows us to compact
the above formula into an elegant form:(
d2
dr∗2 + σ
2
)
Z(−)Yl = V
(−)Z(−)Yl. (2.9)
It is now easy to make a quick comparison of some properties of this equation for positive,
negative and vanishing Λ. The potential V (−) always vanishes on the Schwarzschild horizon.
However, it’s behavior near infinity depends on the cosmological constant, as limr→∞ V
(−) =
−13Λl(l+ 1). It is also worth noting that in the case of positive Λ, when a cosmological horizon
appears, the potential vanishes for r = rC .
2.3 Polar dynamics
The polar part of the data presents a significantly more complex problem in the search for
invariant description. Greater amount of metric and momentum components and a larger gauge
group obscure the picture, and it turns out that the intended construction of a pair of functions,
locally dependent on the ADM data components and fully describing the perturbation, is actually
impossible.
However, a certain compromise is available. In [1], working with a Schwarzschild background,
the following pair of invariant quantities was proposed:
x := r2χAB ||AB −
1
2
(
◦
∆ + 2)H + B
[
2h33 + 2rh3C ||C − rfH, 3
]
, (2.10)
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X := 2r2SAB ||AB + B
[
2rP 3A||A +
◦
∆P 33
]
, (2.11)
which also turn out to be invariant in case of a Kottler background. The letter B denotes the
following operator:
B := ( ◦∆ + 2)
(
◦
∆ + 2− 6m
r
)−1
, (2.12)
which is not local! However, the action of B is local with respect to the temporal and radial
coordinates. It is only non-local on the surface of the foliating spheres (1.1). Because those
spheres are compact sets in space-time, the values of x and X on any given compact region may
depend on some greater subset of space-time, but necessarily still a compact one. We call such
operator quasi-local. This is the aforementioned compromise.
Functions x and X are conjugate to each other through equations of motion:
x˙ =
f
Π
X, (2.13)
X˙ =
Π
r2
{(
fr2x, 3
)
, 3 +
[ ◦
∆ + f(1− 2B) + 1− r2Λ
]
Bx
}
. (2.14)
We may repeat the steps we have taken with the axial invariants and combine these equations
into a distorted wave equation. This time, however, the distortion will be a quasi-local operator:{
[+
1
r2
(
◦
∆ + 2− 6m
r
)−2 [
◦
∆
2(
8m
r
− 2
3
r2Λ) + 8
◦
∆(1− 3m
r
)(
m
r
− r
2
3
Λ)+
+ 8(−2m
r
+
3m2
r2
− r
2
3
Λ + 2mrΛ)
]}
x = 0. (2.15)
We may recast this equation into a form analogous to (2.8), obtaining a rather uninviting
expression for the potential:
V (+) := − f
r2
[
(
◦
∆ + 2)
2
(
◦
∆ − 6m
r
)
+
36m2
r2
(
◦
∆ + 2− 2m
r
+
2
3
r2Λ
)](
◦
∆ + 2− 6m
r
)
−2
. (2.16)
Finally, splitting x into spherical harmonics, x = exp(iσt)Yl(θ, φ)Z
(+)(r)/r, and replacing the
radial coordinate in the same way as in (2.9), we arrive at a generalized version of the well-known
Zerilli equation. A polar counterpart to the axial Regge–Wheeler equation:(
d2
dr∗2 + σ
2
)
Z(+)Yl = V
(+)Z(+)Yl. (2.17)
2.4 Mono-dipole part of the invariants
We would like to begin deeper analysis of the invariants by taking a separate look at their
monopole and dipole parts in the decomposition with respect to spherical harmonics. We will
denote those parts by mon(x) and dip(x) respectively, and the rest (i.e. ”mono-dipole-free”
part), which we will call “radiation part”, by x. It is easy to notice that, by definition of the
invariants, dip(x) and mon(y) vanish identically. We can therefore write:
x = mon(x) + x, (2.18)
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y = dip(y) + y. (2.19)
It is also noteworthy that explicit formulae (2.4) and (2.11) imply vanishing of the whole
”mono-dipole” part of the conjugate invariants X and Y. Therefore mon(x) and dip(y) are
constant in time. Their behavior with respect to the radial coordinate can be computed from
the constraint equations. Multiplying (2.1) by 2r
2
Π and taking the dipole part, we obtain:
(r2 dip(y)),3 = 0, (2.20)
which can be solved immediately:
dip(y) =
α
r2
. (2.21)
The case of mon(x) is somewhat harder. Through manipulations on formula (A.17) we arrive
at:
− (rB−1x)
,3
= r2χAB ||AB−
(
r3B−1χAB ||AB
)
,3
− ◦∆h33+1
2
r
◦
∆H,3+
(
2− 6m
r
)
rh3
A
||A. (2.22)
Restricting this formula to the monopole part kills the right side entirely and turns B into a
simple multiplication operator. The solution to the resulting equation is now obvious:
−
(
(r − 3m)mon(x)
)
,3
= 0 ⇒ mon(x) = β
r − 3m. (2.23)
These “conserved charges” can be interpreted as the angular momentum and mass of the
metric perturbation.
2.5 Momentum and center of mass for (Anti)de Sitter
Existence of conserved charges corresponds to the symmetries of the background metric. If we
increase the number of symmetries, new charges will appear.
We will set m = 0 in this section, restricting ourselves to an (Anti)de Sitter background. In
this situation we may take B to be simply an identity operator. What follows — the dipole part
of x and X no longer needs to vanish. The radial and temporal dependence of these functions,
however, is strictly set by the scalar constraint (A.17) and equations of motion. We present here
the appropriate derivation.
We begin by finding the radial dependence of dip(x) through integration of the scalar con-
straint. For brevity, from now on until the end of the section we will stop explicitly denoting
the dip operator, and just remember that we deal only with the dipole part of the equations.
Let us compare the definition of x with the constraint equation. We will underline the elements
with vanishing dipole part:
x = r2χAB ||AB −
1
2
(
◦
∆ + 2)H + B
=1
[
2h33 + 2rh3C ||C − rfH, 3
]
(2.24)
= 2h33 + 2rh3C ||C − rfH, 3. (2.25)
The constraint equation:
√
f
r3
[
r2
√
f(rH, 3 − 2rh3A||A − 2h33)
]
, 3+
1
r2
(
◦
∆ + 2)h
3
3+
1
2r2
(
◦
∆ + 2)H)−χAB ||AB = 0. (2.26)
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The comparison gives us:
√
f
r3
[
xr2√
f
]
, 3 = 0, (2.27)
from which we immediately integrate:
x =
α
√
f
r2
. (2.28)
The form of X quickly follows, as a consequence of (2.13):
X
Π
=
α˙
r2
√
f
. (2.29)
To obtain the temporal dependence, we perform a direct calculation of the right hand side
of (2.14):
X˙
Π
=
αΛ
3r2
√
f
,
which leads to a simple differential equation for α:
α¨ = α
Λ
3
. (2.30)
If we denote the initial values of invariants by x0 and X0, we can write down the solution for x:
x =
1
2
(
x0 +
X0
Π
f√
Λ/3
)
e
√
Λ
3
t
+
1
2
(
x0 − X0
Π
f√
Λ/3
)
e
−
√
Λ
3
t
. (2.31)
The formula above describes either oscillation or exponential growth/shrinkage, depending on
the sign of Λ. It is noteworthy that in the special case of Λ = 0 (that is — a Minkowski
background), equation (2.30) gives us the simple solution of linear movement:
x = x0 +
X0
Π
t, (2.32)
which suggests an interpretation of the dipole components of x and X as the center of mass of
the perturbation and its momentum.
2.6 The symplectic form
By taking linear combinations or functions of (x,X,y,Y) one can easily produce equivalent sets
of invariants. There are, however, several reasons for our particular choice. One justification
comes from its relation with the symplectic form of the ADM formulation of linear gravity,
Ω :=
∫
Σ δP
kl ∧ δhkl. This expression is not entirely gauge–independent. However, the gauge
action restricts itself to boundary terms:∫
Σ
δP kl ∧ δhkl →
∫
Σ
δP kl ∧ δhkl + 2
∫
∂Σ
δP 3l ∧ δξl (2.33)
10
+∫
∂Σ
√
η
[
δ(Nξ0)|k ∧ δh3k − δ(Nξ0)|3 ∧ δh+ δ(Nξ0) ∧ δ(h|3 − h3l|l)
]
,
(2.34)
and with further assumption that the gauge field and the normal derivative of its temporal part
are fixed on the boundary, (δξµ|∂Σ = 0), (δξ0|3|∂Σ = 0), it vanishes entirely.
We have shown already that the components of initial data are not entirely independent.
This redundancy can be removed through application of the constraint equations and some
geometric identities, yielding a reduced version of the symplectic form and making some of its
physical properties more apparent. The expression under the integral easily splits with respect
to the decomposition into spherical harmonics, which allows us to separate the monopole and
dipole part of the data (which contain the conserved charges) from higher multipoles. If we now
take a look at the mono-dipole free part of the form, which describes the radiation, it readily
expresses itself in terms of our invariant quantities:∫
Σ
δP kl ∧ δhkl =
∫
Σ
δX ∧ ◦∆−1(
◦
∆ + 2)
−1δx + δY ∧ ◦∆−1(
◦
∆ + 2)
−1δy (2.35)
+
∫
∂Σ
δ(rΞ) ∧ ◦∆−1(
◦
∆ + 2)
−1δ(fBQ)− δ(rP 3A ||A)
◦
∆
−1δH (2.36)
+
∫
∂Σ
δ(r2χA
B
||BCε
AC) ∧ ◦∆−1(
◦
∆ + 2)−1δ(Πy), (2.37)
where Q and Ξ are auxiliary functions given by the formulae:
Ξ := 2rP 3A||A +
◦
∆P
3
3, (2.38)
Q := 2h33 + 2rh3
A
||A − rH,3. (2.39)
Some gauge-dependent expressions remain in the boundary terms (which do not affect the dy-
namics). This is unavoidable, as the whole form is not entirely gauge invariant.
The remaining mono–dipole part takes the form:∫
Σ
1
2
δP33 ∧ B−1δmon(x)−Πδ dip(δy) ∧
◦
∆−1δ(h3A||Bε
AB) (2.40)
+
∫
∂Σ
1
2
rδP 33 ∧ δmon(H) + r
3N
12m
(NδΞ),3 ∧ δ dip(H) + r
2f
12m
δΞ ∧ δ dip(Q). (2.41)
The derivation of these formulae has been described in detail for Schwarzschild in [1], but
it carries over to Kottler with hardly any alterations. The only significant difference is that we
should consider the situation in which m = 0. In that case the contribution from the dipole
polar part is no longer a purely boundary term and instead takes the form:∫
Σ
−1
2
δ dip(X) ∧ δh33 + 1
2
rδP3
A
||A ∧ δ dip(x) +
∫
∂Σ
1
2
r2δP 3A||A ∧ δH. (2.42)
The total reduced phase space measure defined by this symplectic form has been investigated
in [12], in the case of a Schwarzschild background. The volume of reduced phase space has been
shown to diverge to infinity for the region between the black hole horizon and infinity. This result
follows from an observation, that the measure is proportional to a divergent integral of the form∫ r∞
r0
dr/f(r), which remains true for the Kottler metric case. Just as in pure Schwarzschild case,
the integral remains divergent in the presence of a cosmological constant both for r0 approaching
the Schwarzschild radius and for r∞ going to infinity or approaching the cosmological horizon,
depending whether we are in the Anti de Sitter or de Sitter the case.
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2.7 Stationary solutions for y
As a part of our analysis of the system we would like to find stationary solutions of equations
of motion. Let us first do so for the axial part. We once again split the invariants into spherical
harmonics and denote by δ the eigenvalue of
◦
∆ (note that it is a negative number). To simplify
the notation, let us also substitute λ := Λ3 .
If we assume vanishing of the time derivatives, the EOM translate into:
0 = Y, (2.43)
0 = y,33(r
3 − 2mr2 − r5λ) + y,3(2r2 − 2mr − 4r2λ) + y(δr + 8m− 2r3λ). (2.44)
To analyze solutions of these equations, we expand y into a power series in r. However,
we must remember that our solutions must be well defined only on some interval of the radial
coordinate (1.1), which does not necessarily include r = 0. We shouldn’t therefore a priori
disregard negative powers of r. We postulate a Laurent expansion: y =
∞∑
k=−∞
ykr
k and obtain
a following linear recurrence formula for expansion coefficients:
2m
[
4− k2] yk + [k(k − 1) + δ] yk−1 − λ(k − 2)(k − 1)yk−3 = 0. (2.45)
Properties of the obtained equation depend heavily on the exact values of m, λ and δ. We
will not, therefore, look for one universal solution, but instead try to analyze properties of the
expansion on a case-by-case basis.
For further investigation it will be useful to insert the explicit value of δ = −l(l + 1),
l ∈ N\{0}. We can then rewrite our formula as:
−2m(k − 2)(k + 2)yk + (k + l)(k − l − 1)yk−1 − λ(k − 2)(k − 1)yk−3 = 0. (2.46)
Now we split the problem into separate cases:
• The simplest case is of course the Minkowski spacetime: m = 0, λ = 0. In this situation
our formula boils down to:
yk(k + l)(k − l − 1) = 0, (2.47)
which allows exactly two expansion coefficients to be non-zero for each spherical harmonic.
• For m 6= 0, λ = 0 our formula simplifies significantly:
2m(k − 2)(k + 2)yk = (k + l)(k − l − 1)yk−1, (2.48)
but its behavior is not immediately obvious, due to vanishing of the brackets for certain
values of k. For each spherical harmonic number l the solutions are two-parameter families.
Furthermore, the parameters can be chosen in such a way that one governs only the positive
powers of r and the other — the negative ones.
The mono-dipole part differentiates itself from the rest by the fact that the solution in non-
negative powers of r is an infinite series starting at r2. The y2 coefficient may be chosen
freely and the higher ones are then determined by (2.48). The negative-powers-solutions
are very simple: r−3mr2 for the monopole and
1
r2 for the dipole part.
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The situation switches for higher multipoles. For non-negative powers of r the coefficient
y2 can again be chosen freely and it determines the whole solution. However, the expansion
is no longer infinite, as the series will terminate after yl, yielding a polynomial solution.
The solution in negative powers becomes in turn an infinite series, starting at the coeffi-
cient y−(l+1). Coefficients for lower powers of r are then determined by (2.48). All other
coefficients are equal to 0.
• For m = 0, λ 6= 0 our recurrence formula turns into:
(k + l)(k − l − 1)yk−1 = λ(k − 2)(k − 1)yk−3. (2.49)
By shifting the k, we obtain a simpler form:
(k + l + 1)(k − l)yk = λk(k − 1)yk−2. (2.50)
Let us note that coefficients for even and odd powers of r decouple here.
For each harmonic number the solution turns out to be determined by the values of yl,
y−1 and y−2. Each of those coefficients governs a one-parameter family of solutions. yl
is the first nonzero coefficient in non-negative powers of r and it determines an infinite
series through (2.50). This is the only solution in non-negative powers of r. Two solutions
exist in the negative power regime. The values of y−1 and y−2 determine two power series,
coefficients of which can be calculated with (2.50). One of these series is infinite and the
other terminates at y−(l+1), yielding a polynomial of degree l+1 in
1
r . All other coefficients
vanish.
• When both m and λ are not vanishing, we have to take into account the whole formula
(2.46), being now a recurrence of a third degree. It is still possible, however, to classify all
solutions to the emergent system of equations, together with their general properties.
A following observation proves helpful in the analysis: if we look at (2.46) for k ∈ {3, 4, 5},
we obtain a set of equations which defines a map: R3 ∋ (y0, y1, y2) → (y3, y4, y5) ∈ R3.
This map is easily seen to be linear and isomorphic for any value of l and any non-vanishing
m and λ. This stays true if we consider any triple of equations for three consecutive values
of k ≥ 3. In an analogous way, the triple of equations for k ∈ {−3,−4,−5} defines an
isomorphism between the values of (y−3, y−4, y−5) and (y−6, y−7, y−8) and similar relations
exist for all lower k’s. This means that we only need to analyze the behavior of eight
coefficients yk for k ∈ [−5, 2] governed by five equations (2.46) for k ∈ [−2, 2]. All the
other coefficients can be computed from this set. Moreover, if any of the coefficients from
the triple (y0, y1, y2) or (y−3, y−4, y−5) are non-zero, it implies that the expansion is infinite
in either positive or negative powers of r.
In the mono-dipole free part (l ≥ 2), the situation turns out to be rather simple. Equations
imply y1 = y0 ≡ 0 and two families of solutions exist: one being an infinite series in positive
powers of r, beginning at y2 and parameterized by its value, and a two-parameter family
of infinite expansions in negative powers, parameterized by y−1 and y−2.
This picture looks somewhat differently for the monopole and dipole part. The space of
solutions is now spanned by four functions. One generated by y2 and having an infinite
expansion in positive powers of r, one generated by y0, with infinite expansion in both
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directions, one with an infinite expansion in the negative powers of r, generated by y−1
in the dipole case and by (3my−1 + y−2) for the monopole, and a solution with finite
expansion: r−3m
r2
for the monopole and 1
r2
for the dipole.
3 Reconstruction of initial data from the invariants
In applications of the invariant formalism proposed in this paper, it may be necessary to invert
the transformation between initial data and the invariants. We present a method of reconstruct-
ing the perturbation of ADM data with help of the gauge transformations. By doing so, we also
prove that our construction of invariants does not lose any physical information.
This section follows closely a similar reasoning presented in [1], with small changes to the
formulae due to the presence of the cosmological constant and some minor corrections.
Several preparatory steps are in order. We will again make use of the auxiliary quantities
introduced in section 2.6 :
Ξ := 2rP 3A||A +
◦
∆P
3
3, (3.1)
Q := 2h33 + 2rh3
A
||A − rH,3. (3.2)
Rewriting scalar and vector constraints in terms of these variables yields:
√
f
r
(r2
√
fQ),3 + r
2χAB ||AB −
1
2
(
◦
∆ + 2)H −
(
◦
∆ + 2− 6m
r
)
h33 = 0, (3.3)
r
√
f(
√
fΞ),3 +
(
◦
∆ + 2− 6m
r
)
rP 3A||A + 2fr
2SAB ||AB = 0. (3.4)
It will also be helpful to know the action of gauge transformation on Q:
Q → Q+ 2
r
(
◦
∆ + 2− 6m
r
)
ξ3, (3.5)
and the evolution equation for Ξ:
1
Π
Ξ˙ =
1
2r2
◦
∆
(
◦
∆ + 2− 6m
r
)
(h33 − h00) + f
r
(
◦
∆ + 2)h3A
||A
− f
r
(r2χAB ||AB),3 −
f
2r3
◦
∆(r2Q),3.
(3.6)
We will now proceed to recover the twelve component functions defined in section 2.1, from
which the tensors hkl and P
kl can be reconstructed directly. Through equations of motion we
can also recover components h00 and h
0
k, corresponding to the perturbation of shift and lapse,
and obtain the full metric perturbation hµν . As the reader might already expect — monopole
and dipole degrees of freedom require a different approach from the higher multipoles and will
be examined separately.
3.1 Dipole polar part
In this section only dipole parts of the variables are considered and we denote them with the
same symbols as the full quantities. As some of the degrees of freedom of initial data vanish
identically in the dipole part, the only quantities we need to reconstruct are h33, H and h3
A
||A
for the metric perturbation and P 33, S and P
3A
||A for the ADM momentum.
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3.1.1 Momentum components
From various parts of the vector constraint, we obtain:
rP 3A||A =
r2
√
f
6m
(
√
fΞ),3, (3.7)
P 33 =
r2
√
f
6m
(
√
fΞ),3 − 1
2
Ξ, (3.8)
S =
[
r3
√
f
6m
(
√
fΞ),3
]
,3
. (3.9)
The whole information about the dipole polar part of P kl is therefore encoded in Ξ.
3.1.2 Metric components
From the scalar constraint we obtain:
h33 = −
√
f
6m
(r2
√
fQ),3, (3.10)
2rh3
A
||A = Q+
√
f
3m
(r2
√
fQ),3 + rH,3. (3.11)
Knowledge of Q and H is therefore sufficient to reconstruct the dipole polar part of hkl.
3.1.3 Dipole polar gauge
The gauge acts on the dipole part of the quantities Ξ, Q and H in the following way:
− r
3
12mΠ
Ξ → − r
3
12mΠ
Ξ+ ξ0, (3.12)
− r
2f
12m
Q → − r
2f
12m
Q+ ξ3, (3.13)(
1
2
H +
rf
6m
Q
)
→
(
1
2
H +
rf
6m
Q
)
+ ξA||A. (3.14)
One can see, that by performing a quasi-local gauge transformation one can always set Ξ, Q
and H to zero.
3.1.4 Lapse and shift components
In the dipole polar part, the lapse and shift components are given by appropriate evolution
equations:
−h00 = r
3
6mΠ
Ξ˙ +
(
1
6
− r
3Λ
18m
)
Q, (3.15)
h03 =
r2f
12mΠ
(rΞ),3 − r
2
12m
Q˙, (3.16)
h0
A
||A =
1
2
H˙ +
rf
6m
Q˙− rf
6mΠ
Ξ . (3.17)
We have therefore shown that the whole dipole polar part of hµν and P
kl is just an artefact
of a quasi-local gauge freedom, as long as the mass parameter m of the background metric is
non-zero.
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3.1.5 The case of vanishing mass parameter m = 0
The situation changes significantly, when the mass parameter of the background vanishes. Recall
from section 2.5 that in that case the dipole polar part of initial data contains a conserved charge
and therefore cannot be just a remnant of the gauge. From (2.10), (2.11), (3.2) and (3.1) one
can immediately see:
x = fQ,
X = Ξ.
To reconstruct particular components of the metric and momentum, we need to introduce some
gauge conditions. A rather simple choice is:
h33 = H = 0, P
3
3 = 0. (3.18)
This can be realized by obtaining functions ξ3, ξA
||A and ξ0 from integration of appropriate
gauge transformations — (A.1), (A.4) and
H → H + 2ξA||A + 4
r
ξ3. (3.19)
We are then left with:
h3
A
||A =
x
2rf
, (3.20)
P 3A||A =
Ξ
2r
, (3.21)
S =
1
2
Ξ,3, (3.22)
where the last equality is a consequence of (A.16). Values of h03, h0
A
||A and h
0
0 can then be
integrated from (A.8), (A.9) and (A.11).
3.2 Radiation polar part, Regge–Wheeler gauge
We are now dealing with the mono-dipole-free polar part of the variables. There are eight
components we need to reconstruct: χAB ||AB, h3A
||A, h33, H, S
AB
||AB, P
3
3, S and P
3A
||A, plus
the lapse and shift. To this end, we impose a following set of quasi-local gauge conditions:
χAB ||AB = h0A
||A = h3A
||A = 0, (3.23)
which is possible due to the following form of gauge transformations:
r2χAB ||AB → r2χAB ||AB + (
◦
∆ + 2)ξ
A
||A, (3.24)
r2h0A
||A → r2h0A||A +
◦
∆ξ0 + r
2ξ˙A||A, (3.25)
r2h3A
||A → r2h3A||A +
◦
∆ξ3 + r
2(ξA||A),3. (3.26)
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3.2.1 Momentum components
From the evolution equations we obtain:
2f
Π
SAB ||AB = χ˙
AB
||AB −
1
r2
(
◦
∆ + 2)h0A
||A, (3.27)
which yields SAB ||AB = 0. The variable Ξ is then immediately given by the definition of X:
X = 2r2SAB ||AB + BΞ. (3.28)
We may then reconstruct other momentum components from the definition of Ξ and appropriate
components of the vector constraint (3.1), (3.4), (A.15).
3.2.2 Metric components
The definition of x:
x = r2χAB ||AB −
1
2
(
◦
∆ + 2)H + fBQ, (3.29)
along with the definition of Q (3.2) and the scalar constraint (3.3) forms a system of quasi-local
equations, from which we may obtain the values of Q, H and h33, reconstructing the remaining
metric components:
1
2
◦
∆Q =
(
rB−1x)
,3
, (3.30)
1
2
(
◦
∆ + 2)H = fBQ− x, (3.31)
2h33 = Q+ rH,3. (3.32)
3.2.3 Lapse and shift components
The remaining lapse and shift components can be computed from equations of motion — h03
from the divergence of (A.9):
2r2Π−1P 3A||A +
◦
∆h03 = r
2h˙3A
||A − r2(h0A||A),3, (3.33)
and h00 from the double divergence of (A.13):
2
Π
S˙AB
||AB =
1
2r4
◦
∆(
◦
∆ + 2)(h
0
0 + h
3
3)− 1
r4
[
r2(
◦
∆ + 2)h
3C
||C
]
,3
+
1
r4
[
(r2χAB
||AB),3fr
2
]
,3
− 2ΛχAB ||AB. (3.34)
3.3 Radiation polar part. Quasi-local gauge
We would like to point out, that the Regge–Wheeler gauge is not entirely local in r — it requires
knowledge of data over some interval in the radial variable to compute the radial derivative in
the gauge transformation (3.26). An alternate set of gauge conditions can be considered:
Q = H = Ξ = 0, (3.35)
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which is truly quasi-local — it can be calculated for a single sphere, as Q, H and Ξ transform
in the following way:
rfQ → rfQ+ 2
(
◦
∆ + 2− 6m
r
)
ξ3, (3.36)
r2
Π
Ξ → r
2
Π
Ξ− 1
2
◦
∆
(
◦
∆ + 2− 6m
r
)
ξ0, (3.37)
fQ− 1
2
(
◦
∆ + 2− 6m
r
)
H → fQ− 1
2
(
◦
∆ + 2− 6m
r
)
H −
(
◦
∆ + 2− 6m
r
)
ξA||A. (3.38)
This yields a different set of equations from which metric and momentum components can be
recovered. It is also noteworthy that no gauge conditions are imposed on the components of
lapse and shift in this case.
3.3.1 Metric components
r2χAB ||AB = x (3.39)
h33 = −rh3A||A =
(
◦
∆ + 2− 6m
r
)−1
x (3.40)
3.3.2 Momentum components
2r2SAB ||AB = X (3.41)
S =
[
2fr
◦
∆
−1
(
◦
∆ + 2− 6m
r
)−1
X
]
,3
− ◦∆−1X (3.42)
◦
∆P
3
3 = −2rP 3A||A = 2f
(
◦
∆ + 2− 6m
r
)−1
X (3.43)
3.3.3 Lapse and shift components
Evolution equations yield following relations:
rΞ− rΠQ˙ =
(
◦
∆ + 2− 6m
r
)
(rP 33 − 2Πh03), (3.44)
fQ˙− 1
2
(
◦
∆ + 2− 6m
r
)
H˙ =
f
Π
Ξ−
(
◦
∆ + 2− 6m
r
)
h0
A
||A, (3.45)
which in turn give the following values of lapse and shift:
h0A
||A = 0, (3.46)
h03 =
rf
Π
◦
∆
−1
(
◦
∆ + 2− 6m
r
)−1
X, (3.47)
h00 =
◦
∆
−1
(
◦
∆ + 2− 6m
r
)−1 ( ◦
∆x− 2fBx− 2rfx,3
)
. (3.48)
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3.4 Monopole polar part
There are just four components here to reconstruct: h33, H, P
3
3 and S. We introduce an
auxiliary variable κ = B−1x, to get rid of singular behavior of mon(x) at r = 3m. The new
variable fulfils the equation:
mon(κ) = mon(B−1x) =
(
1− 3m
r
)
· p0
r − 3m =
p0
r
, (3.49)
where p0 is an integration constant — the value of the conserved charge.
3.4.1 Metric components
By performing a gauge transformation with an appropriate value of mon(ξ3) we can set H to
be equal to zero. We then obtain:
mon(h33) =
1
2f
mon(κ) =
p0
2rf
. (3.50)
3.4.2 Momentum components
The gauge transformation of P 33 has the form:
1
Π
P 33 → 1
Π
P 33 − 1
r2
◦
∆ξ
0 − 2
r
ξ0,3. (3.51)
The monopole part of this gauge transformation gives us an equation for ξ0 (requiring a choice
of boundary value), which allows us to set mon(P 33) = 0. From the vector constraint (A.15) we
then obtain:
mon(S) = 0. (3.52)
The monopole part of the momentum is therefore only a remnant of the gauge transformation.
3.4.3 Lapse and shift components
From the trace of (A.10) we obtain:
H˙ =
2
Π
P 33 + 2h0A
||A +
4f
r
h03, (3.53)
which yields mon(h03) = 0. From another evolution equation (A.11) we get:
mon
( r
Π
P˙ 33
)
= mon(−f(h00 + h33),3), (3.54)
which in turn gives us a following solution for h00:
mon(h00) = − p0
2rf
+C(t), (3.55)
where C(t) is an integration constant, dependent only on the time coordinate. It can probably
be set to 0 with an appropriate choice of the gauge.
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3.5 Axial part of the initial data
3.5.1 Momentum components
The definition of y and the vector constraint (A.16) immediately give us the values of momentum
components P 3A||BεAB and S
AB
||BCεA
C .
3.5.2 Radiation part of the full metric perturbation
We impose a quasi-local gauge condition:
χAB ||BCεA
C = 0, r2χAB ||BCεA
C → r2χAB ||BCεAC + (
◦
∆ + 2)ξA||Bε
AB , (3.56)
and extract h3A||Bε
AB from the definition of Y. The shift element is, as usual, obtained from
the evolution equation:
r2χ˙AB ||BCεA
C = 2
fr2
Π
SAB ||BCεA
C + (
◦
∆ + 2)h0A||Bε
AB , (3.57)
which gives h0A||Bε
AB = f
r2
(r2y),3.
3.5.3 Mono-dipole part
The monopole axial part of the initial data vanishes identically. Therefore we need only concern
ourselves with the dipole part. We fix a gauge condition:
h3A||Bε
AB = 0, h3A||Bε
AB → h3A||BεAB + (ξA||BεAB),3, (3.58)
which requires a choice of boundary value. h0A||Bε
AB is then directly bound to the stationary
solution of dip(y):
r2h˙3A||Bε
AB = r2h0A||Bε
AB + y. (3.59)
A Splitting equations with respect to the geometry of the two-
spheres
A.1 (2+1) splitting of the gauge
Transformations of the metric (1.15) split into radial, mixed and spherical part as follows:
h33 → h33 + 2
N
(Nξ3),3 (A.1)
h3A → h3A + ξ3,A + ξA,3 − 2
r
ξA (A.2)
hAB → hAB + ξA||B + ξB||A +
2
r
ηABξ
3 (A.3)
Here ,,||” denotes the two-dimensional covariant derivative with respect to ηAB . The splitting
of the transformation (1.16) takes the form:
Π−1P 33 → Π−1P 33 − ξ0||AA − 2
r
ξ0,3 (A.4)
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Π−1P3A → Π−1P3A +
[
1
N
(Nξ0),3 − 1
r
ξ0
]
||A
(A.5)
Π−1SAB → Π−1SAB + ξ0||AB −
1
2
ηABξ
0||C
C (A.6)
Π−1S → Π−1S − 2
N
(Nξ0,3),3 − 2
r
ξ0,3 − ξ0||CC (A.7)
Obtained expressions are formally similar to those for the Schwarzschild background [1], just
as it was in the case of constraint equations.
A.2 (2+1) splitting of the equations of motion and constraints
The equation of motion for the metric (1.12) splits into following parts:
h˙33 = Π
−1(P 33 − S) + 2
N
(Nh03), 3 (A.8)
h˙3A = 2fΠ
−1P3A + h03||A + h0A, 3 −
2
r
h0A (A.9)
h˙AB = 2fΠ
−1SAB − ηABΠ−1P 33
+ h0A||B + h0B||A + 2fr
−1ηABh03 (A.10)
Equation of motion for the ADM momentum is a bit more complicated:
2Π−1P˙33 = − 1
f
h00
||A
A − 2r−1h00, 3 + 1
f
h3
3||A
A + 2r
−2h33
+ (H, 3 − 2h3A||A − 2r−1h33), 3
+ 2r−1(H, 3 − 2h3A||A − 2r−1h33) (A.11)
2Π−1P˙3C =
[
1√
f
(
√
fh00), 3 − r−1h00
]
||C
− f
′
2f
h33||C +
1
2
(H, 3 − 2h3A||A − 2r−1h33)||C
+ h3C||A
||A +
1
r2
h3C − χAC||A, 3 (A.12)
2Π−1S˙AB = h
0
0||AB −
1
2
ηABh
0
0
||C
C + h
3
3||AB −
1
2
ηABh
3
3
||C
C
− (h3A||B + h3B||A − ηABh3C ||C), 3 + (fχCB , 3ηCA), 3
+ χAB
||C
||C − χCA||BC − χCB||AC
+ ηABχ
CD
||CD +
(
2
r2
− 2Λ
)
χAB (A.13)
2Π−1S˙ = − 2
√
f(
√
fh00,3),3 − h00,3
(
2
r
− 2rΛ
)
− h0||A0 A + (h33 +H)||AA
+
2
r2
(h33 +H)−
(
12m
r3
+ 2Λ
)
h33
+
2m
r2
h33,3 + f(H, 3 − 2h3A||A − 2r−1h33), 3
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+ 4
f
r
(H, 3 − 2h3A||A − 2r−1h33)− 2χCD ||CD (A.14)
Vector constraint (1.10) splits into:
1√
f
(
√
fP 33), 3 + P3
A
||A − r−1S = 0 (A.15)
P 3A, 3 + SA
B
||B +
1
2
S||A = 0 (A.16)
And the scalar constraint (1.11) gives:
h|ll − hkl|kl + hkl
3
Rkl =
√
f
r3
[
r2
√
f(rH, 3 − 2rh3A||A − 2h33)
]
, 3
+h33||A
A + 2r−2h33 − 6m
r3
h33 +
1
2
H ||CC + r
−2H − χAB ||AB = 0 (A.17)
B Derivatives of a diagonal metric
Let us consider a metric in the following form:
ηµν = −f(r)dt2 + 1
f(r)
dr2 + r2
[
dϑ2 + sin2 ϑdϕ2
]
The non-zero Christoffel symbols for the given metric are:
Γttr =
f ′
2f
Γrϑϑ =− fr Γϑϕϕ =− sinϑ cosϑ
Γrtt =
1
2
ff ′ Γrϕϕ =− fr sin2 ϑ Γϕrϕ = 1
r
Γrrr =− f
′
2f
Γϑrϑ =
1
r
Γϕϑϕ = ctg ϑ
By setting f(r) ≡ 1 we obtain Christoffel symbols for a flat Minkowski spacetime.
Taking f(r) ≡ 1− 2mr gives us their values for the Schwarzschild metric, in standard coordi-
nates.
Setting f(r) = 1− 2mr − r
2
3 Λ produces Christoffel symbols for the Kottler metric.
Let us note that the surface defined by t =const. always possesses a vanishing external
curvature, for any form of the function f(r), as all Christoffel symbols with indices Γtkl are
equal to zero.
In this paper we use the following convention for the Riemann tensor:
4
Rµναβv
ν = (∇α∇β −∇β∇α)vµ = 2vµ;[βα]
It’s components for the given metric are:
4
Rtrtr =− f
′′
2f
4
Rtϑtϑ =− f
′r
2
4
Rtϕtϕ =− f
′r
2
sin2 ϑ
4
Rrϑrϑ =− f
′r
2
4
Rrϕrϕ =− f
′r
2
sin2 ϑ
4
Rϑϕϑϕ =(1− f) sin2 ϑ
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It is also useful to know the values of Christoffel symbols and the Riemann tensor in lower
dimension, for the restriction of ηµν to the hypersurface t =const. Because our metric is diag-
onal, the three-dimensional Christoffel symbols will simply be equal to their four-dimensional
counterparts with analogous indices. For this particular form of the metric (with f depend-
ing solely on r), a similar relation exists between the values of the three- and four-dimensional
Riemann tensor.
For the readers convenience, we provide explicit formulas for the Ricci tensor and scalar in
three and four dimensions.
4
Rtt =
4
Rrr = −f
′′
2
− f
′
r
4
Rϑϑ =
4
Rϕϕ =
1− f
r2
− f
′
r
4
R = 2
1− f
r2
− 4f
′
r
− f ′′
3
Rrr = −f
′
r
3
Rϑϑ =
3
Rϕϕ =
1− f
r2
− f
′
2r
3
R = 2
1− f
r2
− 2f
′
r
Taking f(r) = 1− 2m
r
− r
2Λ
3
, we obtain:
4
Rµν = Ληµν
4
R = 4Λ
3
Rrr =
2
3
Λ− 2m
r3
3
Rϑϑ =
3
Rϕϕ =
2
3
Λ +
m
r3
3
R = 2Λ
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