We generalize the state-of-the-art linked emulator for a system of two computer models under the squared exponential kernel to an integrated emulator for any feed-forward system of multiple computer models, under a variety of kernels (exponential, squared exponential, and two key Matérn kernels) that are essential in advanced applications. The integrated emulator combines Gaussian process emulators of individual computer models, and predicts the global output of the system using a Gaussian distribution with explicit mean and variance. By learning the system structure, our integrated emulator outperforms the composite emulator, which emulates the entire system using only global inputs and outputs. Orders of magnitude prediction improvement can be achieved for moderate-size designs. Furthermore, our analytic expressions allow a fast and efficient design algorithm that allocates different runs to individual computer models based on their heterogeneous functional complexity. This design yields either significant computational gains or orders of magnitude reductions in prediction errors for moderate training sizes. We demonstrate the skills and benefits of the integrated emulator in a series of synthetic experiments and a feed-back coupled fire-detection satellite model. We consider a system of deterministic computer models with a feed-forward hierarchy. In such a hierarchy, the outputs of lower-layer computer models act as the inputs of higher-layer computer models. An illustrative example of this type of hierarchy is shown in Figure 1. 
Introduction
Systems of computer models constitute the new frontier of many scientific and engineering simulations. These can be multi-physics systems of computer simulators such as coupled tsunami simulators with earthquake and landslide sources (Ulrich et al. 2019 , Salmanidou et al. 2017 , coupled multi-physics model of the human heart (Santiago et al. 2018) , and multi-disciplinary systems such as automotive and aerospace systems (Fazeley et al. 2016 , Kodiyalam et al. 2004 , Zhao et al. 2018 . Other examples include climate models where climate variability arises from atmospheric, oceanic, land, and cryospheric processes and their coupled interactions (Hawkins et al. 2016 , Kay et al. 2015 , or highly multi-disciplinary future biodiversity models (Thuiller et al. 2019 ) using combinations of species distribution models, dispersal strategies, climate models, and representative concentration pathways. The number and complexity of computer models involved can hinder the analysis of such systems. For instance, the engineering design optimization of an aerospace system typically requires hundreds of thousands of system evaluations. When the system has feedbacks across computer models, the number of simulations becomes computationally prohibitive (Chaudhuri et al. 2018 ). Therefore, building and using a surrogate model is crucial: the system outputs can be predicted at little computational cost, and subsequent sensitivity analysis, uncertainty propagation or inverse modeling can be conducted in a computationally efficient manner.
Gaussian process (GP) emulators have gained popularity as surrogate models of systems of computer models in fields including environmental science, biology and geophysics because of their attractive statistical properties. However, many studies (Jandarov et al. 2014 , Johnstone et al. 2016 , Salmanidou et al. 2017 , Simpson et al. 2001 , Tagade et al. 2013 ) construct global GP emulators (named as composite emulators hereinafter) of such systems based on global inputs and outputs without consideration of system structures. One major drawback of such a structural ignorance is that designing experiments can be expensive because system structures may induce high non-linearity between global inputs and outputs (Sanson et al. 2019) . Furthermore, runs of the whole system are required to produce new training points, even though the overall functional complexity global inputs and outputs originates from a few computer models. This pitfall is particularly undesirable because modern engineering and physical systems can include multiple computer models.
To overcome the disadvantages of the composite emulator, we propose a structure-informed emulator, called integrated emulator, as the surrogate for a system of computer models by integrating GP emulators of individual computer models. The idea of integrating GP emulators has been explored by Sanson et al. (2019) in a feed-forward system, but only using the Monte Carlo simulation to approximate the predictive mean and variance of the system output. The Monte Carlo method suffers from a low convergence rate and heavy computational cost, especially when the number of layers in a system is high (Rainforth et al. 2018 ) and the number of new input positions to be evaluated is large, making it prohibitive for complex systems. Recently, two studies by Kyzyurova et al. (2018) and Marque-Pucheu et al. (2019) have derived an emulator, call linked emulator (Kyzyurova et al. 2018) , for a feed-forward system of two computer models in analytical form under the assumption that every computer model in the system is represented by the GP with a product of squared exponential kernels over different input dimensions.
Inspired by the linked emulator, our integrated emulator provides analytical expressions for mean and variance of the predicted output of any feed-forward system at an unexplored input position. Furthermore, our analytical formulas for the integrated emulator are derived under a general and flexible framework that allows different computer models to be modelled by different GPs with a wide range of kernel choices, such as the Matérn kernel with smoothness parameter of 2.5. Indeed, the squared exponential kernel has been criticized for its over-smoothness (Stein 1999 ) and associated ill-conditioned problem (Dalbey 2013 , Gu et al. 2018 . Particularly, the integrated emulator is more prone to the latter issue than the composite emulator because the design (e.g., the Latin hypercube design) of the global input can produce poor designs for GP emulators of internal computer models. Thus, the generalization of the kernel assumption is necessary and several of our examples below require it. Our framework can also be readily extended to systems with feed-back-coupled computer models as such systems can be converted to feed-forward ones by applying decoupling procedures such as the optimal approximations of coupling (Baptista et al. 2018) or the surrogate-based approximation of coupling variables (Chaudhuri et al. 2018) .
The remainder of the manuscript is organized as follows. In Section 2, we detail the procedure and the theoretical method to construct the integrated emulator. Synthetic experiments are provided in Section 3 to compare the training cost and predictive performances of the integrated and composite emulators. A feed-back coupled fire-detection satellite example is demonstrated in Section 4. An adaptive designing strategy allowed by the integrated emulation is discussed in Section 5. We conclude in Section 6. Key closed form expressions for the integrated emulator and proofs of results are contained in the appendices and supplementary materials, respectively. 
GP Emulators for Individual Computer Models
The first step to construct the integrated emulator of a feed-forward system of computer models is to build GP emulators for individual computer models. The GP emulator of a computer model is itself a collection of GP emulators, approximating the functional dependence between the inputs of the computer model and its one-dimensional outputs. Each 1-D output emulator is constructed independently without the consideration of cross-output dependence, as in Gu & Berger (2016) and Kyzyurova et al. (2018) .
Let X ∈ R p be a p-dimensional vector of inputs of a computer model and Y (X) be the corresponding scalar-valued output. Then, given m sets of inputs {X 1 , . . . , X m } , the GP model is defined by
is the trend with q basis functions h(X i ) = [h 1 (X i ), . . . , h q (X i )] and coefficients b = [b 1 , . . . , b q ] ; (ε 1 , . . . , ε m ) ∼ N (0, σ 2 R) with ij-th element of the correlation matrix R given by R ij = c(X i , X j ) + η1 {Xi=Xj } , where c(·, ·) is a given kernel function; η is the nugget term; and 1 {·} is the indicator function.
The specification of the kernel function c(·, ·) plays an important role in GP emulation as it characterizes the sample paths of a GP model (Stein 1999) . In this study we consider the kernel function with the following multiplicative form:
where c k (·, ·) is a one-dimensional kernel function for the k-th input dimension. Popular candidates for c k (·, ·) are summarized in Table 1 . In Section 2.2, we will show that the integrated emulator is applicable to all these aforementioned choices. In the supplement, we also derive the integrated emulator under the additive form of c(·, ·).
Table 1: Choices of c k (·, ·). γ k > 0 is the range parameter for the k-th input dimension.
Assume that the GP model parameters σ 2 , η and γ = (γ 1 , . . . , γ p ) are known but b is a random vector that has a Gaussian distribution with mean b 0 and variance τ 2 V 0 . Then, given m inputs x T = (x T 1 , . . . , x T m ) and the corresponding outputs y T = (y T 1 , . . . , y T m ) , the GP emulator of the computer model is defined by the predictive distribution of Y (x 0 ) (i.e., conditional distribution of Y (x 0 ) given y T ) at a new input position x 0 (Santner et al. 2003) , which is
where r(
Let τ 2 → ∞ (i.e., the Gaussian distribution of b gets more and more non-informative), then all terms associated with b 0 and V 0 in equation (2) and (3) become increasingly insignificant and thus we obtain the GP emulator defined by the predictive distribution of Y (x 0 ) with its mean and variance given by
and σ 2 0 (x 0 ) match the best linear unbiased predictor (BLUP) of Y (x 0 ) and its mean squared error (Stein 1999) . In the remainder of the study we use the predictive distribution with mean and variance given in equation (4) and (5) as the GP emulator of a computer model. Note that the GP model parameters σ 2 , η and γ = (γ 1 , . . . , γ p ) in equation (4) and (5) are typically unknown and need to be estimated. One may estimate these parameters by solving the objective function
is the marginal likelihood obtained by integrating out b from the full likelihood function L(b, σ 2 , η, γ) and have σ 2 replaced by its maximum likelihood estimator
Alternatively, the maximum a posterior (MAP) method is a more robust estimation technique (Gu et al. 2018) . It maximizes the marginal posterior mode with respect to the objective function
where π(η, γ) is the reference prior, see Gu et al. (2018) for different choices and parameterizations.
After the estimates of σ 2 , η and γ are obtained, they are plugged into the predictive distribution mean (4) and variance (5), forming the empirical GP emulator of a computer model. In the remainder of the study, all GP models of individual computer models are estimated using the MAP method via the R package RobustGaSP. Note that RobustGaSP in fact estimates η and γ with the marginal likelihood obtained by integrating out both b and σ 2 . However, as demonstrated in Andrianakis & Challenor (2009) the estimates of η and γ are not influenced by the integration of σ 2 . As a result, we can implement RobustGaSP to obtain the estimates of η and γ produced by the discussed MAP method and then have them plugged in equation (6) to obtain the estimate of σ 2 .
Integration of GP emulators
Integrating GP emulators of individual computer models in a complex feed-forward system is a challenging analytical work because it requires the integration of predictive distributions across a large number of layers. To reduce the analytical efforts, we propose an iterative approach that collapses a complex system into a sequence of two-layered computer systems so that at each iteration we only need to integrate emulators across two layers.
Consider a general feed-forward system of computer models, denoted by e 1→L , with L layers. The iterative method constructs its emulator by successively building integrated emulators of e 1→(i+1) for i = 1, . . . , L − 1. For example, the system in Figure 1 can be decomposed into three recursive systems shown in Figure 2 . The iterative approach then takes three iterations to produce the integrated emulator of e 1→4 .
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Figure 2: The recursive systems e 1→2 , e 1→3 and e 1→4 of the computer system in Figure 1 .
Without loss of generality, we consider the i-th iteration of the iterative approach to emulate e 1→(i+1) with respect to its one scalar-valued output y. At this iteration, we effectively have a two-layered computer system with e 1→i in the first layer and a computer model g (belonging to the system e i+1 in layer i + 1) that produces y in the second layer. Assume that e 1→i have a d-dimensional output and is approximated by a collection of d one-dimensional emulators f 1 , . . . , f d , which are GP emulators when i = 1. Otherwise, they are integrated emulators. Let g be the GP emulator of g with respect to y. Then, the connections between these emulators are visualized in Figure 3 .
Figure 3:
The connections of emulators to be integrated at the i-th iteration of the iterative approach for emulating a general feed-forward computer system e 1→L with L layers. f 1 , f 2 . . . , f d are one-dimensional emulators approximating the computer system e 1→i ; g is a one-dimensional GP emulator of the computer model g (belonging to the system e i+1 in layer i + 1) with respect to the scalar-valued output y.
The integrated emulator of e 1→(i+1) with respect to the one-dimensional output y is defined as the predictive distribution of Y (x 1 , . . . , x d , z), given the global inputs x 1 , . . . , x d and z. This predictive distribution is naturally given by the probability density function
where w = (w 1 , . . . , w d ) . However, p(y|x 1 , . . . , x d , z) often has no closed form expression and the resulting predictive distribution is not Gaussian in general. One might employ methods such as Monte Carlo simulation to compute the integral in equation (8) numerically at each given input position and use the resulting sampled density as the predictive distribution. However, such an approach is computationally expensive and the resulting integrated emulator is analytically intractable. To obtain the integrated emulator analytically, in the following, we demonstrate that under Assumption 1 and 2 below, the mean and variance of the predictive distribution of Y (x 1 , . . . , x d , z) can be calculated in closed form, subject to the choice of the 1-D kernel functions in GP emulator g.
Let Y (W, z) be the output of the GP emulator g at inputs
where W 1 (x 1 ), . . . , W d (x d ) are outputs of (GP or integrated) emulators f 1 , . . . , f d at the input positions x 1 , . . . , x d . Assume that the GP emulator g is built with m training points
We make the following assumptions:
Assumption 1 The trend function t(W, z, θ, β) in the GP model for the computer model g is specified by
i (x k )) for k = 1, . . . , d. Theorem 2.1 Under Assumption 1 and 2, the output Y (x 1 , . . . , x d , z) of the computer system e 1→(i+1) predicted at the input positions x 1 , . . . , x d and z has analytical mean µ I and variance σ 2 I given by
where
• Ω = diag(σ 2 1 (x 1 ), . . . , σ 2 d (x d )) and P = blkdiag(Ω, 0);
• I is a m × 1 column vector with the i-th element given by
• J is a m × m matrix with the ij-th element given by
• B is a d × m matrix with the lj-th element given by
. Proof The proof is in Section S.1 of the supplementary materials.
Note that V 1 and V 2 in formula (10) give a closed form expression for Var (µ g (W, z)) and E σ 2 g (W, z) respectively (see Section S.1 of the supplementary materials). If we define V 2 as the contribution of g to the variance σ 2 I , V 1 then represents the overall contribution of emulators f 1 , . . . , f d to the variance σ 2 I . Equation (10) thus provides a fast way to evaluate the uncertainty contributions of emulators from different layers, and will be utilized to improve designs of GP emulators across layers in Section 5.
Proposition 2.2 The three expectations ξ ik , ζ ijk and ψ jl defined in Theorem 2.1 have closed form expressions for all 1-D kernel functions in Table 1 .
Proof The derivations under exponential case, squared exponential case and more challenging cases of Matérn-1.5 and Matérn-2.5 are given in Section S.2 of the supplementary materials. The final closed form expressions for the three expectations are summarized in Appendix B.
Note that the closed form expressions of µ I and σ 2 I in Theorem 2.1 are established under Assumption 2 where the emulators f 1 , . . . , f d (i.e., the predictive distributions of W 1 (x 1 ), . . . , W d (x d )) need to be Gaussian. However, f 1 , . . . , f d may not be Gaussian when the iterative approach reaches the second step (i = 2) because the integrated emulators built in the first iteration (i = 1) are not Gaussian in general. Therefore, to ensure that the integrated emulator of the computer system e 1→L can be constructed by the iterative approach analytically, we employ the Gaussian distribution N (µ I , σ 2 I ) with its mean µ I and variance σ 2 I following Theorem 2.1 as an approximation of the actual predictive distribution of Y (x 1 , . . . , x d , z) at each given iteration i. In fact, the accuracy of such distributional approximation is not essential because the full probabilistic description is of no importance in emulating deterministic systems. The employed Gaussian distribution can be interpreted as a transporter that carries the primitive information (i.e., mean predictions and associated variances) of individual GP emulators though the iterative approach, such that the resulting emulator utilizes the information of individual computer models and their structural relations. Once the integrated emulator is constructed by the iterative approach, its empirical version is obtained by plugging the estimates of parameters of individual GP models into the mean and variance of the integrated emulator.
In the remainder of the manuscript, the Matérn-2.5 kernel will be used as the default 1-D kernel function for integrated emulation, unless otherwise stated. We choose Matérn-2.5 because we found that it can often prevent from the illconditioned correlation matrices (with condition number close to the machine precision) created by the large training size or the poor design (i.e., very closed training points) under the squared exponential kernel. In addition, the Matérn-2.5 kernel still retains most of the smoothness induced by the squared exponential kernel (Gu et al. 2018) . As we will demonstrate in Section 3, we sometimes need to switch to a Matérn-1.5 kernel when the design becomes extremely poor due to a higher density of training points under large training sizes, a situation where the Matérn-1.5 kernel provides both satisfactory mean predictions and predictive uncertainties. Meanwhile, it provides sufficient smoothness, compared to a very rough exponential kernel. Nevertheless, our integrated emulator can function with all kernels presented in Table 1 , and different kernels can be used in the GP emulators of different computer models.
Synthetic Experiments
In this section, we compare the training cost and predictive performance of the integrated emulator with those of the composite emulator in two synthetic computer systems with a different feed-forward structure.
Experiment 1
The first experiment is a system with three computer models composed sequentially (see Figure 4 ). The individual computer models f 1 , f 2 and f 3 with scalar-valued output w 1 , w 2 and y respectively are defined by the following analytical expressions:
f 1 = sin(πx), f 2 = cos(5w 1 ) and f 3 = sin(w 2 2 ),
where the range of interest for the global input x is between −1 and 1.
Layer 2 Layer 3 Layer 1 The constructed composite and integrated emulators with the same ten equally spaced training points are shown in Figure 5 (a) and 5(b) respectively. The comparison demonstrates that the integrated emulator drastically outperforms the composite one, with excellent mean predictions and small predictive variances under identical information. Figure 5 : Composite and integrated emulators of the computer system in experiment 1. The solid line is the true functional form between the global input and output of the system; the dashed line is the mean prediction; the shaded area represents 95% prediction interval; the filled circles are training points used to construct the emulators.
To compare the training cost between the composite and integrated emulators, we compute at seven different training set sizes (i.e., 5, 10, 15, 20, 30, 40 and 50) the normalized root mean squared error of prediction (NRMSEP) that is defined by
where y(x i ) denotes the true global output of the system evaluated at the testing input position x i for i = 1, . . . , n; µ t Y (x i ) is the mean prediction of the respective (integrated or composite) emulator built with the t-th training set of total T training sets, each of which has the same size of training points.
At each training set size, the corresponding NRMSEP is evaluated at n = 100 testing positions equally spaced over [−1, 1] and T = 100 randomly generated training sets from the maximin Latin hypercube sampling. For the training set size of 40 and 50, we use Matérn-1.5 instead the default Matérn-2.5 kernel for the GP emulator of f 2 . This is because when training size is large Latin hypercube designs on x can produce poor designs on w 1 (i.e., very closed training positions), causing ill-conditioned correlation matrix (i.e., large condition number exceeding 10 12 ) for the GP model of f 2 with Matérn-2.5 kernel and thus inaccurate mean predictions from the resulting integrated emulator. The comparison in Figure 6 provides two implications. Firstly, the integrated emulator effectively reduces to almost zero NRMSEP with a small number of training points (i.e., around 15). In contrast, the composite emulator slowly reaches to a negligible NRMSEP with 50 training points. Secondly, at a given training set size (e.g., 15), the integrated emulator can achieve significantly more reductions in predictive error than the composite emulator. 
Experiment 2
In this experiment, we explore the predictive performance of the integrated emulator in the computer system shown in Figure 7 . The three computer models in the system have the following analytical functional forms:
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Figure 7: The computer system in experiment 2 where f 1 and f 2 are two computer models with one-dimensional input and output, and f 3 is a computer model with two-dimensional input and one-dimensional output.
The composite (Figure 8 (a)) and integrated (Figure 8(b) ) emulators of the system are constructed with ten training points generated by the maximin Latin hypercube sampling. For the integrated emulator, a Matérn-1.5 kernel with a nugget term is chosen for the GP emulator of f 3 . This is because under a Matérn-2.5 kernel (even with a nugget term), the estimated correlation matrix is ill-conditioned (with condition number around 10 15 ) due to the relatively large estimates of range parameters. Such an ill-conditioned matrix causes significant round-off errors in double precision arithmetic, and thus severely degrades the predictive accuracy of the integrated emulator. Figure 8 shows that the integrated emulator outperforms the composite emulator in terms of both mean predictions and prediction bounds. While the composite emulator fails to mimic the true system function in areas where the training points are scarce, the integrated emulator matches the true function well even over regions (e.g, the peak and ridge) far away from the training points. Figure 9 shows that the NRMSEP of the integrated emulator quickly drops to values close to zero with only 20 training points. In contrast, the NRMSEP of the composite emulator slowly decays to a negligible level at a training set size around 60. This corroborates the superiority of the integrated emulator for a computer system with multiple computer models in a layer. From both this experiment and the experiment 1, we note that Matérn-2.5 and Matérn-1.5 kernels are essential to build integrated emulators of feed-forward computer systems because they offer reasonable choices on smoothness while at the same time efficiently alleviate the issue of ill-conditioned correlation matrices caused by sources such large range parameter estimates and poor designs (especially when sample size is large). Furthermore, in Section 5 we will discuss a smart designing strategy that can further mitigate such numerical issues caused by the poor designs of individual computer models.
Integrated Emulator for a Feed-back Coupled Satellite Model
In this section, we construct the integrated emulator of the fire-detection satellite model studied in Sankararaman & Mahadevan (2012) . This satellite is designed to conduct near-real-time detection, identification and monitoring of forest fires. The satellite system consists of three sub-models, namely the orbit analysis, the attitude control and power analysis. The satellite system is shown in Figure 10 . It can be seen from Figure 10 that there are nine global input variables H, F s , θ, L sp , q, R D , L a , C d , P other and three global output variables of interest τ tot , P tot , A sa . The coupling variables are ∆t orbit , ∆t eclipse , ν, θ slew , P ACS , I max and I min . Since ∆t orbit is the input to both power analysis and attitude control, there are total eight coupling variables. Note that the system has feed-back coupling because the coupling variables P ACS , I max and I min form an internal loop between power analysis and attitude control. Therefore, to implement the integrated emulation framework on the global output variables, the system is converted to a feed-forward one by applying the decoupling algorithm proposed in Baptista et al. (2018) . The decoupling algorithm identifies four weakly coupled variables ∆t orbit (between orbit analysis and attitude control), θ slew , I max and I min .
Since the weakly coupled variables have insignificant impact on the accuracy of global outputs, they are neglected from the interaction terms between sub-models, producing a feed-forward system (see Figure 10 without the dashed arrows). Table 2 gives the domains of global inputs considered for the emulation.
Imax, Imin PACS Figure 10 : Fire-detection satellite model from Sankararaman & Mahadevan (2012) , where H is altitude; ∆t orbit is orbit period; ∆t eclipse is eclipse period; ν is satellite velocity; θ slew is maximum slewing angel; P other represents other sources of power; P ACS is power of attitude control system; I max , I min are maximum and minimum moment of inertia respectively; F s , θ, L sp , q, R D , L a , C d represent average solar flux, deviation of moment axis from vertical, moment arm for the solar radiation torque, reflectance factor, residual dipole, moment arm for aerodynamic torque, and drag coefficient respectively; P tot is total power; A sa is area of solar array; and τ tot is total torque. The dashed arrows indicate the connections that can be decoupled between sub-models, according to the decoupling algorithm from Baptista et al. (2018) .
Maximin Latin hypercube sampling is then used to generate inputs positions for seven training sets, with sizes of 10, 15, 20, 25, 30, 35 and 40 respectively. The corresponding output positions are consequently obtained by running the satellite model. For each of the seven training set and each of the three global output variables, we build the composite and integrated emulators. Leave-one-out cross-validation is utilized for assessing the predictive performance of the emulators. For example, in case of the composite emulation of the output variable P tot with training set size of 10, we build ten composite emulators, each based on nine training points by dropping one training point out of the set. The dropped training point is then serves as the testing point to assess the associated composite emulator. The performance of the emulator (composite or integrated) of a global output variable given a certain training set is ultimately summarized by where x i is the i-th input position of a training set with size n; f (x i ) is the value of the output variable of interest produced by the satellite model at the input x i ; the mean prediction µ −i (x i ) at input x i is provided by the corresponding (composite or integrated) emulator constructed using all n training points except for x i .
The NRMSEP of the composite and integrated emulators of the three global output variables τ tot , P tot and A sa against seven different training sizes are presented in Figure 11 . It can be seen that for the output variable τ tot , the integrated emulator is only marginally better than the composite one. This is because the functional complexity between the global inputs and the output τ tot is dominated by the sub-model attitude control, and thus the integrated emulator shows no obvious superiority over the composite emulator. This explanation can be inferred from Figure 12 (a) and 12(b), where the GP emulator of the attitude control with respect to τ tot requires more training points than that of the orbit analysis with respect to ν to reach a low NRMSEP. For the output variables P tot and A sa , the integrated emulators present better predictive performance than the composite ones at training set size ranging from 10 to 20, while show little superiority after the training set size increases over 20. The better predictive performance of the integrated emulators at small training sizes can be explained by noting that P tot and A sa are produced not only by the orbit analysis and attitude control, but also by the power analysis. Although the attitude control still dominates the functional complexity between the global inputs and P tot and A sa (see Figure 12 ), the power analysis has higher input dimensions than the orbit analysis, causing the composite emulators slow to learn the functional dependence of P tot and A sa to the global inputs with a small number of training points. 
Towards a Smart Design for Integrated Emulation
We have so far demonstrated that the integrated emulator outperforms the composite emulator in general, while in cases where the functional complexity of the whole system is dominated by a single computer model, the integrated emulator naturally provides comparable predictive performance to the composite one. Nevertheless, even in this situation, the design for the integrated emulation can be improved, with potentially large gains. In this section, we discuss an adaptive designing strategy for the integrated emulator of a simple feed-forward system of two computer models. We do not explore here the strategy under a general system structure. However, the design proposed can be generalized to any feed-forward system of computer models in a straightforward manner with some moderate analytical efforts.
The system considered here has computer models f 1 and f 2 (producing scalar-valued output w and y respectively) with the following analytical functional forms:
Latin Hypercube Design
The space-filling Latin hypercube design (LHD) (Santner et al. 2003) has been used to construct the integrated emulators of all examples illustrated so far. For the computer system under the consideration, the LHD first samples the training positions of global input x via the maximin Latin hypercube method to determine the GP emulator f 1 . The design for the GP emulator f 2 (i.e., the training positions of w) is then specified by evaluating f 1 at the training positions of x. However, such design may not be optimal for the integrated emulation.
In Figure 13 (a), 13(b) and 13(c), showcasing our example, GP emulators f 1 and f 2 , and the corresponding integrated emulator f 2 • f 1 constructed by the LHD are presented respectively. Although the ten training points drawn from the LHD produce a well-behaved GP emulator of computer model f 1 , the GP emulator of computer model f 2 presents unsatisfactory predictive performance between 0.5 and 1.5. Such predictive deficiency in GP emulator of f 2 propagates to the integrated emulator, which fails to capture the peak shape of f 2 • f 1 around 0. The reason for the unsatisfactory predictive performance of the resulting integrated emulator is that f 1 exhibits a steep rise as x increases from −1 to 1, causing few training points to be sampled by the LHD over this range. Consequently, the design for the GP emulator of f 2 is poorly spaced with insufficient information over [0.5, 1.5]. Another issue with the LHD is that the design for f 2 consists of excessive training points at its boundary. These dense points are created by the flat wings of f 1 and may cause numerical challenges for GP model fitting and prediction, especially when the size of the training set is large. Therefore, a better designing strategy is needed to improve the LHD by smartly choosing designs for individual computer models, especially for f 2 .
An Adaptive Design for Integrated Emulation
Recall that the variance of the integrated emulator can be decomposed into contributions V 1 and V 2 from GP emulator f 1 and f 2 respectively (see the discussion following Theorem 2.1). By utilizing this fact, an adaptive design strategy is developed in Algorithm 1 to smartly enrich the existing designs for f 1 and f 2 and update their corresponding GP emulators.
Algorithm 1 Adaptive design for emulating a system of two computer models 1: Choose K number of enrichment to the existing design. 2: for k = 1, . . . , K do 3:
Find x 0 and l 0 such that (x 0 , l 0 ) = argmax
is the contributions of f l to the variance of the integrated emulator;
4:
if l 0 = 1 then 5:
Enrich the training points for f 1 by evaluating f 1 at the input position x 0 ; 6: else 7:
Enrich the training points for f 2 by evaluating f 2 at the input position µ 1 (x 0 ), obtained by evaluating the predictive mean µ 1 of f 1 at the input position x 0 ; 8:
end if 9:
Update the GP emulator f l with the added training point. 10: end for A similar training strategy to Algorithm 1 is discussed by Sanson et al. (2019) . However, they compute V 1 and V 2 numerically, resulting inaccurate and slow evaluation of the maximization problem on line 3 of Algorithm 1. Thanks to the analytical framework of the integrated emulation, V 1 and V 2 can be expressed in closed form using the formula (10), and therefore Algorithm 1 can be implemented faster and more accurately.
To demonstrate the performance of this design, we construct the initial designs for f 1 and f 2 with five training points generated by the maximin Latin hypercube sampling. The adaptive design is then applied to enrich the designs of f 1 and f 2 with K = 10. The resulting GP emulators for f 1 and f 2 and the corresponding integrated emulator are shown in Figure 13 (d), 13(e) and 13(f) respectively. It can be observed that the adaptive designing strategy smartly enriches the initial design for f 2 by choosing positions of w that correspond to the steep segment of f 1 . As a result, the final integrated emulator provides a better predictive performance than that constructed by the LHD.
Furthermore, at each iteration the adaptive design only requires the evaluation of a single computer model without running the whole system. In this case, the adaptive design asks for three evaluations of f 1 while seven evaluations of f 2 . This property of the adaptive design can be particularly useful when the system contains computer models with heterogeneous functional complexity (i.e., non-linearity) because it allows different computer models with different functional complexities to be trained with different training costs.
Design Comparison
In this section, we compare the LHD and the adaptive design in terms of the predictive performance of the resulting integrated emulator and the associated training cost. For the LHD, ten integrated emulators, each based on a different sample from the maximin Latin hypercube method, are constructed at nine training set sizes (i.e., 5, 6, 8, 10, . . . , 18, 20) . These training set sizes correspond to the total number of computer model evaluations that are 10, 12, 16, 20, . . . , 36, 40 respectively (double due to two computer models). For the adaptive design, ten random samples with five training points Figure 13 : The GP emulators f 1 , f 2 and the integrated emulator f 2 • f 1 trained with the LHD (first row) and adaptive design (second row). The filled circles are training points for LHD or the initial design for the adaptive design; the filled triangles are training points created by the adaptive design; the solid line is the underlying true function; the dashed line is the mean prediction; the shaded area represents 95% prediction interval.
(i.e., ten computer model runs) are generated by the maximin Latin hypercube method as the initial designs and each initial design is enriched by 30 training points (i.e., 30 computer model runs). The NRMSEP defined by equation (11) is used for both designs. From the left plot in Figure 14 we see that the integrated emulator under the adaptive design provides better predictive performance than the one under the LHD with the same number of computer model runs.
Given the same overall number of computer model evaluations, the adaptive design allocates more runs to the computer model f 2 than to f 1 , which is less functionally complex. Whereas, the LHD allocates runs equally to f 1 and f 2 without appreciating the difference of functional complexity between the two computer models (see the right plot in Figure 14 ).
The left plot in Figure 14 also indicates that to achieve a similar accuracy (in terms of NRMSEP) the integrated emulator trained with the adaptive design requires significantly smaller amount of evaluations of computer models. To see how this saving of evaluations on computer models translates to the reduction of system run time for the integrated emulation, we consider three scenarios where the computational time for running computer model f 2 is 100, 1 and 0.01 times that for running computer model f 1 , respectively.
The first scenario represents the cases where the computer models with more complex functional forms are also more expensive to run, while the third scenario represents the situations where the computational cost is expensive for computer models with simple functional forms. The reductions on the system run time due to the use of the adaptive design for the integrated emulation at different levels of NRMSEP are illustrated in Figure 15 .
For all three scenarios, the adaptive design reduces the run time used by the LHD for integrated emulation, and such reduction becomes more remarkable when a higher accuracy of the integrated emulator is targeted. In scenario 2 the adaptive design saves more than 40% of the time spent by the LHD to construct the integrated emulator with a moderate-to-low NRMSEP. This reduction goes around 50% and above in scenario 3. Even for scenario 1, the adaptive design can save more than 30% of total run time for a relatively well performed integrated emulator. Figure 15 : The run time reduction for the integrated emulation by the adaptive design under three different hypothetical scenarios. In scenario 1, the computer model f 2 is 100 times more expensive than the computer model f 1 to run; in scenario 2, computer model f 1 and f 2 are equally expensive to run; in scenario 3, the computer model f 1 is 100 times more expensive than the computer model f 2 to run.
In addition to the run time reduction, the adaptive design also reduces the risk of numerical issues related to the integrated emulation. Since the adaptive design only updates the GP emulators that contribute most to the variance of the final integrated emulator (i.e., GP emulators who contribute less are not retrained at each enrichment), numerical issues, such as the increased computational time for inverting the correlation matrices with larger training sizes and the ill-conditioned correlation matrices due to the poorly spaced training points, can be mitigated to some extent.
Conclusion
In this study, we generalize the linked emulator to the integrated emulator for any feed-forward system of computer models. It explicitly exploits the internal system structures to produce better predictive performance than the composite emulator, which only learns the systems from the global inputs and outputs. The integrated emulator is defined by employing a Gaussian distribution with explicit mean and variance derived analytically under a variety of kernel functions, offering a flexible and computationally efficient way to emulate computer systems. The ability to use two key Matérn kernels is essential to the success of the framework. It mitigates the numerical issues while maintaining sufficient smoothness. The integrated emulation can also be applied to systems with internal loops by utilizing decoupling techniques. In our experiment 1 and 2 above, significant reductions in predictive errors can be gained by the integrated emulator with moderate-size designs. Compared to the composite emulator, the integrated emulator can alternatively achieve similar error levels with reduced computational costs.
The integrated emulator also allows a smart adaptive designing strategy that can further reduce the predictive errors (or computational cost) remarkably by recognizing the heterogeneous functional complexity of different computer models. Although the adaptive design is only illustrated via a simple example, it can be generalized to more complex cases, and we anticipate that the integrated emulator enhanced by this design can achieve multiple orders of magnitude reductions in predictive errors with moderate training cost in real systems, compared to the composite emulator. In Appendix A, animations of two synthetic examples are given to showcase the training of an integrated emulator using the adaptive design and its predictive performance relative to the integrated and composite emulators trained with the LHD.
Finally, since the integrated emulator may not show significant predictive improvement with respective to the composite emulator when a single computer model dominates the functional complexity of the whole system, decomposition of a sophisticated system into a number of small computer models with similar functional complexity could take the advantages of the skills of the integrated emulator. This opens the door to potentially very fruitful new multi-physics approaches that split processes to facilitate surrogate modelling. Moreover, complex feed-back coupled systems could be investigated more thoroughly using our framework. 
Appendix A Animations of the Adaptive Design
where Φ(·) denotes the cumulative density function of the standard normal;
For notational convenience, in the above result we replace the index variable l in the subscript of ψ jl by k, and µ k (x k ) and σ k (x k ) by µ k and σ k . This change of notation is also applied in the remainder of the supplement.
B.2 Squared Exponential Case
B.4 Matérn-2.5 Case
Supplementary Materials -Proofs
S.1 Proof of Theorem 2.1
In this section, we prove Theorem 2.1 by considering not only the multiplicative form of the kernel function but also the additive form given by
c k (X ik , X jk ).
S.1.1 Derivation of µ I
We first derive the expression for µ I . Let µ g (W, z) and σ 2 g (W, z) be the mean and variance of the GP emulator g. Then, by the tower rule, we have
where the expectation is taken respect to W. Replace µ g (W, z) by equation (4) with Assumption 1, we have
• I = E [r(W, z)] ∈ R m×1 with its i-th element:
in case of multiplicative form, and
and in the derivation above we use the independence of W i=1,...,d and the fact that
for continuous random variables W.
S.1.2 Derivation of σ 2
I
We now derive the expression for the variance σ 2 I . Using the law of total variance, we have
Replace µ g (W, z) by equation (4), we have
Then, we have
The first expectation in the above equation can be solved as follow:
The second expectation can be solved in a similar manner: 
in case of additive form, in which ψ jl def == E W l c l (W l , w T jl ) ;
• J = E r(W, z)r (W, z) ∈ R m×m with its ij-th element:
in case of additive form, in which
Replacing σ 2 g (W, z) by equation (5): Finally, we obtain the expression for (S2), which is given by
This together with equation (S1) completes the proof. In case that the trend is assumed constant, the expressions for µ I and σ 2 I can be simplified to the following:
for m ∈ N 0 , where a ∈ R , b ∈ R , µ ∈ R and σ ∈ R ≥0 . Then, we have
where Φ(·) denotes the cumulative density function of the standard normal.
Proof Denote
for m ∈ N 0 , where s ∈ R and t ∈ R . Then via integration by parts, we have
Thus, we have
and
Denote
then we have
for m ∈ N 0 . The lemma is subsequently proved by using equations (S4), (S5), (S6), (S7) and (S8) for all m ∈ {0, . . . , 4}.
S.2.1 Derivation for Exponential Case
where the last step is obtained by completing the square. Using Lemma S.2.1, we then have
where w T ik ≤ w T jk is assumed. By completing the square, term (S9) can be rewritten as follow:
Then by Lemma S.2.1, we obtain
Since term (S11) can be rewritten as
the form of which allows us to obtain solution of term (S11) by simply using that of term (S9). Thus, we have
Term (S10) is obtained as follow:
where the last step uses Lemma S.2.1. Therefore, we obtain that
Thus, the expression for ζ ijk when w T ik > w T jk is obtained by simply interchanging the positions of w T ik and w T jk in formula (S12).
3 Derivation of ψ jk
where the last step is obtained by completing the square.
Thus, by Lemma S.2.1 we have
S.2.2 Derivation for Squared Exponential Case
where the last step is obtained by completing the square. Consequently,
where the last step uses the fact that the integral in the first step equals to one because it integrates the probability density function of a normal distribution with mean and variance equal to
By applying the completing in square, we can obtain the following:
where the last step is obtained by completing in square; and
Realising that the integral
is in fact the expectation of a normal random variable with mean µ * and variance σ 2 * , we have
S.2.3 Derivation for Matérn-1.5 Case
We first calculate term (S13) by completing in square:
By Lemma S.2.1, we then obtain
and Λ 12 = [0, 1] .
Term (S14) can be rewritten as follow:
the form of which allows us to obtain solution of term (S14) by simply using that of term (S13). Thus, we have
Finally, we have
We first calculate term (S15) by expanding the product of two brackets after the integral sign:
Then by completing in square, we have
Using Lemma S.2.1 and arranging terms, we obtain
The derivation of term (S16) is analogue to that of term (S15). By expanding the product of two brackets after the integral sign, we have
Term (S17) can then be computed in the following way:
the form of which allows us to obtain solution of term (S17) by simply using that of term (S15). Thus, we have
Therefore, the expression for ζ ijk when w T ik ≤ w T jk is given by
Observe that
. Thus, the expression for ζ ijk when w T ik > w T jk is obtained by simply interchanging the positions of w T ik and w T jk in the above formula of ζ ijk when w T ik ≤ w T jk .
We first calculate term (S18) by arranging the terms in the bracket after the integral sign and completing in square:
Term (S19) can be rewritten as follow:
the form of which allows us to obtain the solution of term (S19) by simply using that of term (S18). Thus, we have
S.2.4 Derivation for Matérn-2.5 Case
We first calculate term (S20) by arranging the terms in the bracket after the integral sign and completing the square:
By Lemma S.2.1, we then obtain (S20) = exp 5σ 2 k + 2
where E 1 = [E 10 , E 11 , E 12 ] , Λ 11 = [1, µ A , µ 2 A + σ 2 k ] and Λ 12 = [0, 1, µ A + w T ik ] .
Term (S21) can be rewritten as follow:
the form of which allows us to obtain solution of term (S21) by simply using that of term (S20). Thus, we have
Derivation of ζ ijk
Assume that w T ik ≤ w T jk , we have
We first calculate term (S22) by expanding the product of two brackets after the integral sign: Then by completing the square, we have
• E 3 = [E 30 , E 31 , E 32 , E 33 , E 34 ] ;
• Λ 31 = [1, µ C , µ 2 C + σ 2 k , µ 3 C + 3σ 2 k µ C , µ 4 C + 6σ 2 k µ 2 C + 3σ 4 k ] ;
• Λ 32 = [0, 1, µ C + w T jk , µ 2
The derivation of term (S23) is analogue to that of term (S22). By expanding the product of two brackets after the integral sign, we have Term (S24) can be computed in the following way:
the form of which allows us to obtain solution of term (S24) by simply using that of term (S22). Thus, we have
where • E 5 = [E 50 , E 51 , E 52 , E 53 , E 54 ] ;
• Λ 51 = [1, −µ D , µ 2 D + σ 2 k , −µ 3 D − 3σ 2 k µ D , µ 4 D + 6σ 2 k µ 2 D + 3σ 4 k ] ; 
