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On the Android platform, apps make use of personal data
as part of their business model, trading location, contacts,
photos and more for app use. Few people are particularly
aware of the permission settings or make changes to them.
We hypothesize that both the difficulty in checking permis-
sion settings for all apps on a device, along with the lack
of flexibility in deciding what happens to one’s data, makes
the perceived cost to protect one’s privacy too high. In this
paper, we present the preliminary results of a study that ex-
plores what happens when permission settings are more
discretional at install time. We present the results of a pilot
experiment, in which we ask users to negotiate which data
they are happy to share, and we show that this results in
higher user satisfaction than the typical take-it-or-leave-it
setting. Our preliminary findings suggest negotiating con-
sent is a powerful interaction mechanism that engages
users and can enable them to strike a balance between
privacy and pricing concerns.
Author Keywords
Interaction; Privacy; Negotiation; Mobile; Permissions
ACM Classification Keywords
H.5.2 [Information interfaces and presentation (e.g., HCI)]:
User Interfaces - Interaction styles; K.4.1 [Computers and
society]: Public Policy Issues - Privacy
Late-Breaking Work: Interaction in Specific Domains #chi4good, CHI 2016, San Jose, CA, USA
2012
Introduction
Concerns around the privacy and use of personal data by
online services from web pages to smartphone apps have
been expressed repeatedly in the media and research [1, 5,
7, 12, 19]. We know from related work in HCI that we very
rarely read the terms and conditions relating to our private
data, and even if we did take the time to read them, most
of us would not understand [6, 11, 16, 17]. Once we are
ready to make a decision, there is no opportunity to nego-
tiate these terms, and often, we either need to accept the
entire terms or forgo the service altogether. This consent
situation becomes potentially even more problematic when
we move from the desktop to the smartphone, when even
more personal data becomes accessible, such as our pho-
tos, contacts, and text messages.
Smartphones follow a permission model that, in theory,
helps safeguard the private data of their owners by selec-
tively allowing data stored on the phone to pass through to
others. However, while apps need some permissions for
their functionality, the use of personal data is also often part
of the app’s business model, for example for showing tar-
geted ads [15]. Moreover, users typically cannot selectively
choose a set of permissions without severely hampering the
app’s functionality1.
There is mounting evidence that current interaction mecha-
nisms for consent are cracking at the seams. Consumers
grow more and more weary of privacy-invasive and ad-
heavy apps, as the soar of iOS’s Adblocker recently showed
[13]. Some users even take refuge in strategies for mod-
ifying Android’s permission framework altogether, using
root-based techniques [4, 20], reverse engineering proce-
1In iOS, and more recently in Android 5.0 (Marshmallow), users have
access to a more granular permission manager; however, this interaction is
still limited to binary, non-negotiable consent decisions.
dures to remove permissions [8], and/or feeding apps mock
data [3]. A continuation of the current situation is unlikely,
not in the least because of upcoming (e.g. EU) regulations
that will force services to take a more proactive approach
towards privacy [18]. But services, in turn, can also expect
to gain from a thorough re-evaluation of consent mecha-
nisms, with the potential of bringing in consumers who are
reluctant currently to adopt new technology due to privacy
concerns [10, 11, 21].
Our work presented here intends to look at ways of how we
might use new interaction paradigms to disrupt the cat-and-
mouse privacy dynamics between developer and user, and
to move forward from the binary take-it-or-leave-it, now-or-
never approach that is called “consent” but is not meaning-
ful. We explore a scenario where this binary distinction is
more granular at purchasing time, so that people can in-
teractively negotiate their permissions with their service
in return for adaptive pricing. For example, the user may
be comfortable granting an app access to their list of con-
tacts, but will only share their text messages for a certain
discount. By allowing a concurrent consenting dialogue to
occur with the purchase of an app, the user can receive the
app for an acceptable price and a personalized permission
set that is deemed fair and reasonable.
To this end, we have developed an app that allows us to in-
vestigate whether negotiation is a helpful interaction mech-
anism for setting app permissions, enabling the user to
make trade-offs between price and privacy concerns. Even-
tually, we intend for it to serve as a fruitful basis for evalu-
ating forms of meaningful, automated consent. In an effort
to make the setup as realistic as possible, we test users’
responses to exposing their personal privacy-sensitive in-
formation contained within their own phone, combined with
real monetary incentives to share their private data online.
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We have also performed a preliminary study comparing a
negotiable permission set with a classic take-it-or-leave-it
approach. Our preliminary findings suggest that negotiat-
ing consent is a viable interaction mechanism that engages
users and empowers them in striking a balance between
their concerns.
Interface Features
We developed the Meaningful Consent Android mobile ap-
plication, which is an experimental tool in which users can
receive monetary rewards in return for allowing their pri-
vate data to be shared publicly over the internet. Users can
set the app’s privacy permissions to determine what type
of personal smartphone data to share, depending on what
the application is willing to offer them in return. The amount
of data being shared affects the reward through the users’
gain of points, which maps directly to monetary reward. The
more users choose to share, the more points are available
to them; this mirrors the situation of the app store providing
discounts for sharing more private data.
Figure 1: Settings interface for the
take-it-or-leave-it treatment, in
which users can only accept or
decline the points offered based on
preset preferences.
We selected a set of permissions that are most often re-
quested by apps [14] and could be mined as a data source
(i.e., excluding permissions such as vibration and screen
lock). This resulted in a set of five permissions, namely:
access to the contact list, text messages, location, photos,
and browsing history. The application includes two activi-
ties, settings and review, which are described below.
Settings Activity
In this activity, a number of privacy settings are shown to
the user. These settings define the kind of data users are
willing to share. Below that, the points on offer and the total
points are displayed. The specific points offered can vary
according to a predefined pricing scenario (detailed further
below in the Procedure). We implemented two different de-
signs for the setting activity:
Take-it-or-leave-it. This design (see Figure 1) aims to
reflect today’s situation prior to Android 6.0, in which peo-
ple are required to accept all data access permissions re-
quested by an app in order to proceed with the installation
on their smartphone. Here, users can only accept or de-
cline the privacy settings as determined by the app, and
they receive a fixed amount of points for accepting. They
are, however, able to retract this decision at a later stage
(see Review Activity below).
Negotiation. The aim of this design (see Figure 2) is to
allow users to negotiate the app’s permissions to access
their personal data. To do so, users can change the settings
based on their privacy preferences, and receive a points
offer for this setting by pressing the Quote button. Users
can request multiple quotes, but each quote reduces the
budget by 10 points to simulate service costs.
Review Activity
Once users have set their privacy permissions and accept
the points on offer, the app collects a single randomly-
selected, unique data point of each data type to which the
user gave access. Following this, the Review Activity is ini-
tiated (see Figure 3), in which a user can see exactly what
is being shared and can choose to retract access to any
particular data.
The purpose of this activity is twofold. First, it makes users
fully aware of the consequences of the selected privacy set-
tings by making it concrete and meaningful to the user (as
opposed to the more abstract permission settings). Second,
it allows us to measure to what extent the choices from the
settings stage were indeed meaningful and to compare dif-
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ferent interaction designs (i.e. a design where users retract
fewer permissions is arguably more meaningful).
Figure 2: Settings interface for the
negotiation treatment, in which
users can modify preferences and
are offered different point quotes.
Preliminary User Study
We conducted a preliminary pilot with the main purpose to
investigate three key features:
User understanding of study procedure. We wanted
to check that our study materials, the app itself, and indeed
the more general study protocol, were understandable to
participants and that they were aware of the choices that
they were being asked to make. In particular, our experi-
mental design requires that participants believe that their
choices have genuine privacy consequences.
Appropriateness of selected data. We aimed to check if
the app itself was reliable, and that the data sampling part
of the app actually collected potentially sensitive information
that would give participants reason to think twice about the
potential consequences of publication.
Qualitative insight into participant reasoning. We
wanted to gain initial insight into the decision making pro-
cess of our participants. In particular, we were interested in
what characteristics of the collected data, or possible con-
sequences, are taken into account by participants as they
evaluate whether or not they wish to share particular types
of individual pieces of data.
Participants
We recruited 7 participants (3 female and 4 male) through
personal contacts within the University of Southampton.
Participants were all undergraduate or masters students
studying different subjects (e.g., Film, English and Biomedi-
cal). Their age ranged from 18 to 25.
Procedure
To evaluate the app, we used a think-aloud study with in-
dividual participants who were asked to install and use the
app. After collecting some basic demographic details, we
asked each participant to make 12 permission decisions; 6
using the take-it-or-leave-it interface, and 6 using the nego-
tiation interface.
Participants were informed, both through the information
sheet and verbally by the investigator present, that any data
they shared would be made available on a public website,
as approved by our independent ethics committee. The
participants were urged to think aloud as they used the app.
In order to elicit different responses according to the offered
points, we presented the participants with different pricing
scenarios, in which the combination of permissions was
valued differently in terms of points. Participants experi-
enced the same pricing scenarios in both designs. In each
scenario, they interacted alternately with the Settings and
Review activities.
Participants were told beforehand that they would be paid
in cash based on their total amount of points (i.e., we fol-
low the common practice of using experimental currency
units [9]). After receiving the payment, the participants were
debriefed about the study, stating its purpose in more de-
tail and indicating that their data was never made publicly
available on any website despite us telling them so.
Results
Appropriateness of Selected Data and Participant Responses
Participants actively engaged in the negotiation process,
requesting between 4 and 11 quotes in total for their data.
Each experiment lasted between 5 and 26 minutes, most
of which the participants spent fine-tuning their decision-
making. The users were also keen to review their data, and
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often retracted information that they elected to share ear-
lier; the main retractions were observed in more sensitive
data, namely contacts and photos (more details are given
below). The app sampled a wide range of data during the
experiments, with between 300 and 12000 potential data
points available per participant.
Figure 3: Review interface for both
treatments, in which users can
revise their personal data being
shared, and confirm or withdraw
the sharing process for each data
type.
SMS Messages. Most participants were not overly con-
cerned about sharing text messages. They raised concerns
over sharing texts containing particular pieces of informa-
tion, like a telephone number, but these were quite rare and
many participants suggested that the messages would be
meaningless without the context of the conversation.
Location. For this in-lab study, rather than collecting GPS
data from the location service itself, we attempted to extract
it from photos on the device to get a wider range of past lo-
cations. However, 5 out of 7 participants had geotagging of
their pictures disabled, and hence our insight into partici-
pants’ feelings towards location data is limited.
Photographs. Most participants demonstrated some
reservations over the sharing of photographs taken from
their device. However, as explained in more detail below,
most were happy to initially share and then revoke any pho-
tographs that they were unhappy with, with some reasoning
that most photos on their device were fine, with only a mi-
nority containing content (for instance relatives, or friends’
children) that they would not like to be published.
Contacts. Sharing contact data seems to elicit the most
reluctance from participants. Most participants said that
they felt they have no right to make decisions about other
people’s contact details, and so choosing to sell them is
wrong. However, many participants were less reluctant to
share the details of people who they do not know as well, or
even dislike, especially when offered more points to do so.
Browsing History. Most participants raised no specific
concerns regarding browsing history, and were generally
happy to share it. However, some were concerned that this
data could reveal what they had searched for. Most partic-
ipants realized, after some trial and error, that most of the
chosen URLs were not sensitive or even intelligible out of
context.
Understanding of Study Procedures
During the debrief session, participants indicated that they
believed their data would be shared online and, during the
course of the study, they did seem to take it as given that
their shared data might be seen by others. All participants
received around £8 of a potential payment between £5 and
£10. The participants were keen to change the default set-
tings of the app and displayed a consistent preference for
sharing certain types of data. This indicates that they were
careful to balance between the monetary incentive and re-
taining their private data.
Discussion
We obtained four main insights into participant reasoning
during the study, which, although preliminary due to the
small user sample, stood out in particular.
Negotiation is preferred. When asked about which in-
teraction style they preferred, all participants indicated
that they preferred negotiation to the take-it-or-leave-it ap-
proach. This was typically due to its flexibility at adjusting
permissions, causing the users to feel more in control.
Review is important. The protocol for this study pre-
sented the review screen as soon as a decision had been
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made, allowing participants to immediately undo the shar-
ing of their data. This seems to be reflected in participants’
behavior. Many participants, after some initial trial and er-
ror, realized that even if a data type (e.g. photos) contained
some highly sensitive material, the risk of this being chosen
at random was low, and the possibility of immediate revoca-
tion further reduced this risk.
Stability of choices, regardless of price. After an ini-
tial learning phase, most participants adopted a behavior
in which the permissions chosen in the negotiation condi-
tion were fairly static. Participants had a sense of which
data they were happy to share (with the knowledge that
they would be able to review) and this did not seem to be
affected much, if at all, by the quotes that they received.
Participants stated that although some permissions boosted
the received points only marginally, some points are bet-
ter than none (see below). For instance, one participant
adopted a strategy of sharing all data, except for contacts,
taking a single quote and accepting it immediately. In the
take-it-or-leave-it condition, such behavior was manifested
slightly differently; participants would typically accept any
offer that did not request any “sensitive” data.
Little sense of intrinsic value. The behavior described
above, as well as participants’ verbal descriptions of how
they were deciding to accept or reject offers, seems to sug-
gest that participants have little sense of the intrinsic value
of the data they were being asked to share, or even of the
“cost” of sharing it. Some participants anchored on earlier
prices, with statements such as: “This was worth more last
time, I think I should reject this offer”. We did observe that
participants who were reluctant to share their sensitive data
were sometimes more tempted to accept high-value offers.
This points toward the possibility of finding the “value” of
that data to an individual user, even if participants them-
selves do not necessarily seem to be manifestly aware of it
in their reasoning.
Conclusion
While the work is at early stages, results are sufficiently
encouraging to suggest that negotiation of consent is a vi-
able interaction mechanism. The results offer support for
the CHI community to have provisional confidence in further
exploration of negotiation, not only for permissions around
data sharing, but also for other models for deliberate con-
sent. Based on our findings, the review screen (which is
intended only as a measure) needs to be modified so that
its influence on the decision making process can be better
understood. We propose changing the retraction ability of
the review stage into merely expressing “regret”.
Although all participants preferred the negotiation setup
over take-it-or-leave-it, we envisage some of the benefits
of a take-it-or-leave-it interface to become apparent in sce-
narios where time pressure is greater or the sharing action
itself is not the main focus of the users’ attention. We also
expect to obtain insight into the market value of permissions
with a more substantial range of pricing scenarios and an
extended study duration, as we found that the willingness
to pay is a process learned and stabilizing over time. The
long term challenge here is to see if artificial intelligence
techniques can help support the user in their negotiation
decisions along the lines of [2], and whether this can lead to
a formulation of meaningful, automated consent.
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