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We calculate the mean square amplitude of the shape fluctuation – an equal-time correlation – of
an almost planar fluid membrane immersed in a near-critical binary fluid mixture. One fluid com-
ponent is usually preferentially attracted by the membrane, and becomes more concentrated around
it because of the near criticality. This generates osmotic pressure, which influences the amplitude.
The amplitude is also affected by the reversible dynamics of the mixture, which moves with the
membrane. By assuming the Gaussian free-energy functional and weak preferential attraction, the
author previously showed that a new term is added to the restoring force of the membrane and tends
to suppress the amplitude. Not assuming both of them, but still focusing on modes with wavelength
longer than the correlation length, we here calculate the amplitude of a tensionless membrane. First,
within the Gaussian model, we solve the governing equations to show that, for long wavelength, the
additional term becomes predominant, although decreased hydrodynamic effects make its numerical
factor approximately half that of the previous result. The change in the term turns out not to be
monotonic with the wavelength, which is mainly caused by the change in the induced mass. Second,
assuming the critical composition far from the membrane, we calculate the amplitude beyond the
regime of the Gaussian model. The result coincides roughly with the corresponding result in the
Gaussian model if the correlation length is interpreted as one close to the membrane.
I. INTRODUCTION
A fluid membrane is a two-dimensional fluid with
bending rigidity [1, 2], and is usually composed of
amphiphilic molecules. A typical example is the lipid-
bilayer membrane in biomembranes of cells [3], where the
polar head groups are arranged outwards and in contact
with aqueous environments. The thermal undulation,
or shape fluctuation, of almost planar membranes at
equilibrium can explain the flicker phenomenon of
red blood cells [4]. When the cell is not swollen, the
membrane is freely suspended in the three-dimensional
fluid and the mean lateral tension of the membrane is
negligible [5–7]. Such a tensionless membrane, whose
restoring force comes from only the bending rigidity,
becomes floppy enough to lose its orientation if the
membrane is sufficiently large [8–10]. In a bilayer mem-
brane composed of sodium dodecyl sulfate, pentanol,
and water, the nonpolar chains are arranged outwards
in some organic solvent [11–13]. This membrane, as well
as the lipid-bilayer membrane, has a thickness of 4−5 nm.
Consider a fluid membrane immersed in a near-critical
binary fluid mixture in the homogeneous phase. The
membrane would preferentially attract one component
of the mixture, such as a wall [14–20]. The preferred
component is more concentrated around the membrane,
generating an adsorption layer, which is significant
because of the near-criticality (Fig. 1). The osmotic
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pressure caused by the concentration gradient should
influence the membrane motion. In Ref. 21, the present
author studied the influence by assuming the Gaussian
free-energy functional and weak preferential attraction,
and showed that a new term is added to the restoring
force of the membrane and tends to suppress the mean
square amplitude of the membrane. We abbreviate this
equal-time correlation as MSA. We here calculate the
MSA of a tensionless membrane under more general
conditions, considering that the preferential attraction is
not always weak in practice and that the Gaussian model
ceases to be valid as the mixture becomes sufficiently
close to the critical point.
The following assumptions are shared by Ref. 21 and
this study. The temperature is homogeneous and con-
stant. The membrane, made up of a single component
without electric charge, is immersed in an incompressible
adsorption layer
adsorption layer
membrane
FIG. 1: Schematically drawn side view of a fluctuating mem-
brane (solid curve). The gray scale reflects the deviation of
the mass-density difference between the two components from
its value far from the membrane, and the shaded region rep-
resents the adsorption layer.
2binary fluid mixture without ions, and is regarded as a
thin film fluctuating around a plane. The mixture has
the same properties on both sides of the membrane. Far
from the membrane, it is in the homogeneous phase near
the demixing critical point. The preferential attraction
comes from a short-range interaction and is represented
by the surface field. As mentioned in Refs. 21 and 22,
these assumptions would be satisfied experimentally by
means of a membrane with outward nonpolar chains in
some organic binary mixture, for example. Focusing
on modes with wavelength longer than the correlation
length, we calculate fields of the mixture within the
linear approximation with respect to the amplitude. In
Ref. 21, the governing equations in this approximation
were derived from the Gaussian free-energy functional
and solved approximately on the assumption of a
sufficiently weak surface field. The conditions under
which the result in this previous study is valid were left
quantitatively undetermined in terms of the wavenumber
of the undulation mode and the temperature. In the
present study, we make them explicit and elucidate what
happens when they are not satisfied.
An equal-time correlation is obviously independent
of the dissipative part of the dynamics. However, the
reversible part can affect an equal-time correlation. Let
us illustrate this effect with a simple example, where a
colloidal sphere (mass mp) is trapped by an external
potential in a one-component fluid. Describing the small
oscillation about the equilibrium point, we apply the
equipartition theorem to calculate the mean square
velocity [22–24]. This equal-time correlation is given
by kBT/(mp + mind), where kB and T respectively
denote the Boltzmann constant and temperature. The
induced mass mind is half the mass of the displaced fluid
[25, 26]. To show this, we have only to use the reversible
part of the hydrodynamics, although the real dynamics
is dissipative. In our problem, besides driving flow,
the membrane motion changes the local concentration
gradient in the mixture and deforms the adsorption layer
dynamically. The equipartition theorem we use, which
is shown later by Eq. (28), involves the induced-mass
density and normal-mode frequency. We formulate the
reversible part of the hydrodynamics, as in Refs. 21
and 24, by using a coarse-grained free-energy functional
[27–31]. Considering imaginary periodic motion about
the equilibrium point, we can calculate the MSA of a
real system.
Our formulation is shown in Sect. II, where the con-
tents up to Eq. (20) are essentially described in Ref. 21.
We show and discuss our results within the Gaussian
model in Sect. III, where no assumption is imposed on the
magnitude of the surface field. Some details of the calcu-
lation procedure are relegated to appendices. The result
in Ref. 21 turns out to be valid only for undulation modes
with large wavenumber. For modes with small wavenum-
ber, the numerical factor of the additional restoring force
approaches half that in the previous result because of de-
creased hydrodynamic effects. In the intermediate range
of wavenumber, the induced-mass density increases to
suppress the MSA considerably. A model more general
than the Gaussian model is applied in Sect. IV, where
we assume a critical composition far from the membrane
to consider only the modes with small wavenumber. Be-
yond the regime of the Gaussian model, it is found that
the additional restoring force does not increase with the
correlation length far from the membrane. This is not ex-
pected from the results in the Gaussian model, where the
correlation length is homogeneous. The result beyond its
regime is roughly given by the corresponding result in the
Gaussian model if the correlation length is interpreted as
one close to the membrane, which reaches a plateau as
the temperature approaches the critical value. Our nu-
merical results are obtained with the aid of Mathematica
(Wolfram Research). Section V gives a summary and
outlook.
II. FORMULATION
A. Equations for the mixture
In the mixture, the mass-density difference between
the two components, denoted by ϕ, depends on the posi-
tion r. The preferential attraction is represented by the
potential fs determined by the value of ϕ very near the
membrane. Near the critical point, the ϕ-dependent part
of the free-energy functional is given by [20]∫
Ce
dr
[
f(ϕ(r)) +
1
2
M(ϕ(r)) |∇ϕ(r)|2
]
+
∫
∂C
dS fs(ϕ(r)) , (1)
which has been coarse-grained up to the local correlation
length. The first integral is the volume integral over the
mixture regions on both sides of the membrane (Ce);
f and M(> 0) are functions of ϕ. The second integral
is the surface integral over the interfaces on both sides
of the membrane (∂C). We assume fs to be a linear
function; −dfs(ϕ)/(dϕ) ≡ h is called the surface field.
If the mixture is not too close to the critical point, f
and M can be regarded as a quadratic function and
a positive constant, respectively. Then, we have the
Gaussian model.
The hydrodynamics derived from the bulk part of
Eq. (1) is well known in the model H [32, 33], which
was used in studying the relaxation of the two-time cor-
relation in a near-critical fluid. We here utilize only its
reversible part for calculating the equal-time correlation.
The Cartesian coordinate system (x, y, z) is set so that
the membrane fluctuates around the xy-plane (Fig. 2).
The z coordinate of the membrane is referred to as ζ,
which is a function of x, y, and the time t. The time de-
3pendence of each field is considered below. The chemical
potential conjugate to ϕ is given by
µ(r, t) = f ′(ϕ(r, t))− 1
2
M ′|∇ϕ|2 −M∆ϕ(r, t) . (2)
Hereafter, a prime indicates the derivative with respect
to the variable, e.g., f ′ = df/(dϕ) and M ′ = dM/(dϕ),
while a double prime means the second derivative. We
write n for the unit vector which is normal to the mem-
brane and directed towards the positive-z side. The local
equilibrium at the interface gives the boundary condition
[27, 34, 35]
±Mn · ∇ϕ = −h as z → ζ± , (3)
where z → ζ + (−) means that z approaches ζ with z >
ζ (< ζ) maintained. We write V for the velocity field in
the mixture. Its mass density, denoted by ρ, is regarded
as constant [4, 36]. The incompressibility is represented
by ∇ · V = 0, while the equation of motion is given by
ρ
∂V
∂t
= −∇p− ϕ∇µ , (4)
where the convective term is neglected in anticipation
of the later linear approximation. We need not assume
viscosity to calculate the equal-time correlation, as
mentioned in Sect. I. The scalar pressure p exists here to
keep the incompressibility. The term −ϕ∇µ originates
from the reversible part of the pressure tensor, which
is given by Eq. (5) of Ref. 21 and contains the osmotic
pressure. This part can be derived from the first term
of Eq. (1) [27, 32]. At the membrane, the velocity field
follows the boundary condition for an inviscid fluid [37].
This condition requires only the normal component to
be continuous within the linear approximation, as shown
by Eq. (9) below.
Far from the membrane, V vanishes, and ϕ, µ, and p
are constant. Their constant values are respectively de-
noted by ϕ∞, µ
(0) ≡ f ′(ϕ∞), and p(0), which are shared
by the mixture regions on both sides of the membrane.
Because the diffusive flux between the two components is
proportional to the gradient of µ, the mass conservation
of each component leads to
∂ϕ
∂t
= −V · ∇ϕ+∇ · L∇µ , (5)
z
x
y
membrane
ζ(x,y,t)
xy-plane
FIG. 2: Schematically drawn fluid membrane, made up of
a single component, fluctuating around the xy-plane. The
ambient mixture has the same properties on both sides of the
membrane.
where the Onsager coefficient L is a positive function of
ϕ. Assuming that the diffusion flux cannot pass across
the membrane leads to
n · L∇µ = 0 as z → ζ ± . (6)
The diffusion should not be involved in the equal-time
correlation, and we will take the limit of L → 0+ later.
This limit gives rise to an unfamiliar boundary layer of
the chemical potential unless h vanishes; L is associ-
ated with the highest-order derivative in Eq. (5) [38].
(In passing, the dissipative dynamics based on the Gaus-
sian model is considered together with Eqs. (2), (3), (5),
and (6) in Refs. 22, 27, and 29–31.) We later consider
equations of the mixture fields on the positive-z side; the
solution outside the boundary layer is referred to as the
outer solution.
B. Expansion with respect to the undulation
amplitude
We here prepare to perform the calculation within the
linear approximation with respect to the amplitude. In-
troducing a dimensionless parameter ε, we define nonzero
ζ(1) so that ζ(x, t) = εζ(1)(x, t), where x represents a po-
sition on the membrane and has coordinates (x, y). We
define the mean curvature of the membrane H so that
it is positive when the center of the curvature lies on
the side towards which n is directed. Assuming that the
spontaneous curvature vanishes, we write cbH
2 for the
bending energy per unit area of the membrane, where cb
is the bending rigidity [1, 2]. Let us write v(x, t) for the
velocity field of the membrane and F (x, t) for the stress
exerted on the membrane by the mixture. Assuming the
membrane to be compressible, we write ρm(x, t) for the
membrane mass per unit area and pm(x, t) for its in-
plane pressure field. Neglecting the membrane viscosity,
we can describe the mass conservation and momentum
conservation of the membrane [36, 39–41]. Up to the or-
der of ε, the equation of the normal motion is separated
from that of the tangential motion, as discussed around
Eq. (70) of Ref. 21, and is given by
ρm
∂vz
∂t
= Fz + Fr − 2Hpm , (7)
where Fr ≡ −cb
[
∂2/(∂x2) + ∂2/(∂y2)
]
H represents the
restoring force against bending [42, 43]. The right-hand
side (rhs) of Eq. (7) gives the total restoring force.
The equilibrium state for the planar membrane is the
reference state, or unperturbed state, with ε = 0, where
µ is homogeneous and so is p because of Eq. (4) [27].
They are respectively given by the constants µ(0) and
p(0). For ϕ in the unperturbed state, we write ϕ(0), which
depends only on z and is even with respect to z. Up to
4the order of ε, we expand the fields as
ϕ(r, t) = ϕ(0)(z) + εϕ(1)(r, t) ,
µ(r, t) = µ(0) + εµ(1)(r, t) ,
p(r, t) = p(0) + εp(1)(r, t) ,
and V (r, t) = εV (1)(r, t) , (8)
whereby the fields with the superscript (1) are defined.
These fields vanish far from the membrane. The bound-
ary condition for an inviscid fluid gives
lim
z→0±
V (1)z = v
(1)
z =
∂ζ(1)
∂t
, (9)
while Eq. (6) gives
L
∂µ(1)
∂z
→ 0 as z → 0± . (10)
The boundary condition, Eq. (3), should hold in both the
unperturbed and perturbed states. If M is a constant
[44], we thus have
∂ϕ(1)
∂z
+ ϕ(0)
′′
ζ(1) = 0 as z → 0± , (11)
which is the same as Eq. (29) of Ref. 21.
We write (x, z) for r = (x, y, z). In the directions of
x and y, we impose the periodic boundary condition and
add an overhat to the Fourier transform, e.g.,
pˆ(1)(k, z, t) ≡ 1
l2p
∫ lp
0
dx
∫ lp
0
dy p(1)(x, z, t)e−ik·x , (12)
where lp is the period and k represents (kx, ky) with
lpkx/(2π) and lpky/(2π) being integers. We assume that
k ≡ |k| does not vanish because the translational shift
is of no interest; lp can be regarded as representing
the membrane size. We add an overtilde to the further
Fourier transform with respect to t, e.g.,
p˜(1)(k, z, ω) =
1
2π
∫ ∞
−∞
dt pˆ(1)(k, z, t)eiωt . (13)
As in Eq. (8), we expand the membranous fields; ρ
(0)
m
denotes the term of ρm independent of ε, and εF
(1)
z equals
Fz up to the order of ε. Equations (7) and (9) yield
− ρ(0)m ω2ζ˜(1) = F˜ (1)z −
(
cbk
4
2
− p(0)m k2
)
ζ˜(1) (14)
because H˜ equals −εk2ζ˜(1)/2 up to the order of ε. We
write ϕ(0)(0+) for ϕ(0)(z) in the limit of z → 0+. As
shown by Eq. (71) of Ref. 21, the mean lateral tension is
given by
σl ≡ −p(0)m + 2fs(ϕ(0)(0+)) , (15)
which should vanish for a membrane suspended freely in
the mixture.
From Eq. (4) with the incompressibility condition, we
can derive(
∂2
∂z2
− k2
)
V˜ (1)z = −
ik2
ρω
ϕ(0)
′
µ˜(1) . (16)
This is the same as Eq. (41) of Ref. 21, where the deriva-
tion is described in more detail; the component of V˜ (1)
perpendicular to k and to the z direction is not associ-
ated with the membrane motion. Below, the subscript
out indicates the outer solution mentioned at the end of
Sect. II A; the outer solution of ϕ(1) is denoted by ϕ
(1)
out,
for example. Outside the boundary layer, we can ne-
glect the second term on the rhs of Eq. (5) in the limit
of L → 0+, as discussed below Eq. (59) of Ref. 21 and
Eq. (45) of Ref. 24. The Fourier transform gives
iωϕ˜
(1)
out = V˜
(1)
out zϕ
(0)′(z) . (17)
C. Gaussian model
We here describe the Gaussian model, mentioned be-
low Eq. (1), in more detail. In this model,M is a positive
constant and f(ϕ) is assumed to be given by
m
2
(ϕ− ϕ∞)2 + µ(0) (ϕ− ϕ∞) , (18)
with m being defined as a positive constant. Picking up
the terms independent of ε from Eqs. (2) and (3), we
obtain
ϕ(0)(z) = ϕ∞ +
hξc
M
e−|z|/ξc , (19)
as shown by Eq. (27) of Ref. 21. Here, ξc ≡
√
M/m
is the correlation length far from the membrane. It
is typically up to several nanometers in the regime of
the Gaussian model, as discussed in Sect. IVA. The
profile above is the same as that obtained in a mixture
in contact with a flat wall; it is essentially calculated in
Ref. 20 and is also mentioned in Sect. IIA of Ref. 16.
Extracting the terms at the order of ε from Eq. (2), we
have [
M
(
∂2
∂z2
− k2
)
−m
]
ϕ˜(1) = −µ˜(1) . (20)
Equations (16) and (20) remain valid if V˜
(1)
z , µ˜(1), and
ϕ˜(1) are replaced by their respective outer solutions. Sub-
stituting Eq. (17) into Eq. (20), we use Eqs. (16) and (19)
to derive a closed equation for V˜
(1)
out z and find that its so-
lution is given in terms of Gauss’ hypergeometric series,
as shown in Sect. III D and Appendix A. Using this so-
lution, which is linearly related with ζ˜(1) through the
5boundary condition at the membrane, we rewrite F˜
(1)
z of
Eq. (14) in terms of ζ˜(1) to calculate the normal-mode fre-
quency in Sect. III A. In this calculation, for which some
equations are prepared below, we have only to consider
the fields on the positive-z side because of the symmetry.
Suppose h 6= 0. We write △(> 0) for the thickness of the
boundary layer, which decreases to zero as L decreases
to zero [45]. Considering Eqs. (11) and (20), µ˜(1) and
∂2ϕ˜(1)/(∂z2) are likewise singular in the boundary layer
in the limit of L → 0+, while ∂ϕ˜(1)/(∂z) remains finite
there. Integrating Eq. (20) from z = 0 to △, we find
[
M
∂
∂z
ϕ˜(1)(k, z, ω)
]△
0
= −
∫ △
0
dz µ˜(1)(k, z, ω) (21)
in the limit of L→ 0+, i.e., △→ 0+, where the left-hand
side (lhs) means the value of the term in the braces at
z = 0 subtracted from the value at z = △. Similarly, the
rhs of Eq. (16) is affected by the singular behavior of µ˜(1)
in the limit of L→ 0+, but ∂V˜ (1)z /(∂z) remains finite in
the boundary layer. Taking the limit of L → 0+ for the
integral of this derivative across the boundary layer, we
obtain
lim
z→0+
V˜ (1)z = lim
z→0+
V˜
(1)
out z , (22)
which is combined with Eq. (9) to give a boundary con-
dition for V˜
(1)
out z . Applying this procedure to ∂ϕ˜
(1)/(∂z)
and using Eqs. (3), (9), (17), and (22), we obtain
lim
z→0+
ϕ˜(1) = lim
z→0+
ϕ˜
(1)
out =
h
M
ζ˜(1) (23)
in the limit of L → 0+. Using Eqs. (2)–(4), (11), and
(23), we have
F˜ (1)z = −2k2ζ˜(1)fs(ϕ(0)(0+))− 2ρ
iω
k2
lim
z→0+
∂V˜
(1)
z
∂z
, (24)
because V˜
(1)
z is even with respect to z [46]. We can
rewrite the last term above in terms of ∂V˜
(1)
out z/(∂z) at
z → 0+ by using Eq. (21), as shown by Eq. (B9).
III. RESULTS IN THE GAUSSIAN MODEL
An outline of our procedure in the Gaussian model
is described in this paragraph; details are shown in
Sect. III D. In each normal mode of the small oscilla-
tion about the equilibrium point, we can write the total
kinetic energy as
ε2l2p
2

ρ(0)m
∣∣∣∣∣∂ζˆ
(1)(k, t)
∂t
∣∣∣∣∣
2
+ ρ
∫ ∞
−∞
dz
∣∣∣Vˆ (1)(k, z, t)∣∣∣2

 .
(25)
Considering the statement below Eq. (16), we can rewrite
the integrand above in terms of Vˆ
(1)
z and k · Vˆ (1). They
are related with each other through the incompressibility
condition, as shown by Eq. (40) of Ref. 21, and Vˆ
(1)
z
can be replaced by Vˆ
(1)
out z in the integrand because of
Eq. (22) and the statement above it. Furthermore, Vˆ
(1)
out z
is related linearly with ∂ζˆ(1)/ (∂t). Thus, in each normal
mode, we can define ρ
(eff)
k so that Eq. (25) is rewritten
as
ε2l2p
2
ρ
(eff)
k
∣∣∣∣∣∂ζˆ
(1)(k, t)
∂t
∣∣∣∣∣
2
. (26)
The induced-mass density is given by ρ
(eff)
k −ρ(0)m . In each
normal mode, the total potential energy equals
ε2l2p
2
ρ
(eff)
k ω
2
∗
∣∣∣ζˆ(1)(k, t)∣∣∣2 , (27)
where ω∗ is the normal-mode frequency. When a single
normal-mode frequency occurs for a given wavenumber
vector, the MSA is given by
〈ζˆ(k, t)ζˆ(k′, t)〉 = δk,−k′kBT
l2p
× 1
ρ
(eff)
k ω
2
∗
, (28)
where 〈· · · 〉 indicates the equilibrium average. More
than one normal-mode frequency can occur, as shown
in Sect. III A. Results for its different numbers are sep-
arately shown in Sects. III B and III C. Details of the
calculation procedure are described in Sect. III D.
A. Normal-mode frequency
The dimensionless surface field and frequency are re-
spectively defined as
λ ≡ hξ
3/2
c√
cbM
and Ω ≡ ω
√
ρξ3c
λk
√
cb
=
ω
√
ρM
hk
. (29)
We use K ≡ kξc, which should be much smaller than
unity in our hydrodynamic formulation based on the
coarse-grained free-energy functional, Eq. (1). For a ten-
sionless membrane, we can rewrite Eq. (14) as(
ρ(0)m +
2ρ
k
)
ω2ζ˜(1) =
cb
ξ4c
[
K4
2
+ 2λ2
(1 + d1)K
2
K + 1
]
ζ˜(1) ,
(30)
whereby d1 is defined; d1 vanishes in the previous result
of Ref. 21. As shown in Appendix B, we find that d1 can
be given in terms of Gauss’ hypergeometric series. We
write d1(K,Ω
2) to clarify its dependence on K and Ω2.
Typically, we have ρ ≈ 1 g/cm3 and ρ(0)m ≈ 10−7 g/cm2.
For the values of k of our interest, we can neglect ρ
(0)
m
on the lhs of Eq. (30).
We suppose h 6= 0. For a given value of K(6= 0),
the normal-mode frequency is determined by the solu-
tion of Eq. (30). Manipulating this equation, we find
61
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FIG. 3: Graphs of d1 and e1. (a) The solid curve represents
Y = d1(0.1,Ω
2) calculated from Eq. (B12). The dashed line
and dashed-dotted line represent Y = e1(0.1,Ω
2) for λ = 0.01
and 0.017, respectively. The slope of Eq. (31) is approxi-
mately 1/K. (b) The solid curve and the dashed line re-
spectively represent Y = d1(K,Ω
2) and Y = e1(K,Ω
2) for
(λ,K) = (0.025, 0.05); the intersections are named as I1, I2,
and I3. When K ≪ 1 is given, we have d1(K,Ω
2) ≈ −1/2 in
the limit of Ω2 → 0+, as shown at the end of Appendix B.
the solution to be given by the intersection of the curve
Y = d1(K,Ω
2) and
Y =
K + 1
K
Ω2 − K
2 (K + 1)
4λ2
− 1 . (31)
The rhs above is denoted by e1(K,Ω
2), which also de-
pends on λ2. The Y and Ω2 intercepts of the line Y = e1
are respectively given by
− K
2(K + 1)
4λ2
− 1 and K
3
4λ2
+
K
K + 1
, (32)
which respectively tend to −1 and 0 as K decreases.
For Ω at the intersection, we write Ω∗, which is Ω of
Eq. (29) at ω = ω∗.
The dashed line in Fig. 3(a), representing Y = e1
with K3 = 10λ2, has one intersection with Y = d1 in
the region where d1 almost vanishes. In this case, we
can neglect d1 in Eq. (30) to obtain the normal mode
frequency. This leads to Eq. (73) of Ref. 21 with σl
put equal to zero. Judging from the second entry of
Eq. (32), K3/(4λ2) roughly gives the Ω2 intercept of
the line Y = e1. When a single intersection occurs, Ω
2
∗
is larger than unity and is roughly equal to K3/(4λ2).
As λ increases, the line Y = e1 shifts translationally
towards the left-hand side. The dashed-dotted line in
Fig. 3(a) has K3/(4λ2) = 8.7 × 10−1; it still has a sin-
gle intersection, where d1 is no longer negligible. As
K3/λ2 decreases further, three intersections occur be-
cause e1(K, 1) < 1/K. An example of this is shown in
Fig. 3(b), whereK3 ≪ 4λ2 holds. The three intersections
are referred to as I1, I2, and I3 in order of proximity to
the Y axis, although I2 and I3 cannot be distinguished in
0.11 0.13K0.08 0.09 0.1
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FIG. 4: Graphical representation of the MSA in the range
of K causing a single intersection. We use Eqs. (28) and
(37) to calculate 〈ζˆ(k, t)ζˆ(−k, t)〉 numerically. Dividing it by
kBTcξ
4
c/
(
l2pcb
)
, we nondimensionalize the MSA and plot the
quotient (circles). The dashed line represents the reciprocal
of the sum in the braces of Eq. (33). We use λ = 1.16 ×
10−2, which arises at ξc = 3 nm for the material constants
mentioned in Sect. IVA; a single intersection occurs for K >
7.6 × 10−2. The solid line represents 2/K4, which gives the
dimensionless MSA for h = 0.
the figure. Thus, when K3/λ2 is sufficiently small, three
normal modes occur per wavenumber vector k.
B. Case of a single intersection
Using Eq. (28), we numerically calculate the MSA
when a single intersection occurs because of large
K3/(4λ2). The results are plotted with circles in Fig. 4.
The ratio K3/λ2 equals cbMk
3/h2, which is indepen-
dent of ξc. When the ratio is large enough to make
d1 negligible at the single intersection, we can estimate
the MSA as follows. Then, the induced-mass density is
found to be approximately equal to 2ρ/k, as mentioned
in Sect. III D. Thus, for a tensionless membrane, we use
d1 ≈ 0 in Eqs. (28) and (30) to obtain
〈ζˆ(k, t)ζˆ(k′, t)〉
≈ δk,−k′ kBTcξ
4
c
l2pcb
[
K4
2
+ 2λ2
K2
K + 1
]−1
(33)
= δk,−k′
kBTc
l2p
[
cbk
4
2
+
2h2
Mξc
K2
K + 1
]−1
.(34)
With σlk
2 being added in the braces, Eq. (34) is the same
as Eq. (75) of Ref. 21, which is obtained for sufficiently
weak preferential attraction. The first and second terms
in the braces of Eq. (34), after multiplied by −ζˆ, give
the restoring forces due to the bending rigidity and
ambient near-criticality, respectively. For K
>∼ 0.09,
i.e., K3/(4λ2)
>∼ 1.35, in Fig. 4, Eq. (33) gives a good
approximation to the circles. They are slightly below
7the solid line; the ambient near-criticality suppresses
the MSA slightly. This slight suppression is because the
large K3/λ2 makes the first term predominant in the
braces of Eq. (34).
The second term on the rhs of Eq. (4) depends on the
concentration gradient because of Eq. (2). In the small
oscillation about the equilibrium point, this term gener-
ates a restoring force of the periodic motion of the mix-
ture, judging from the suppression effect. It appears as
if harmonic oscillators were distributed over the mixture.
Their natural frequencies vary according to the distance
from the membrane because of the varying concentration
gradient. It is shown in Sect. III D that the velocity field
diverges at some distance from the membrane in the nor-
mal mode of Ω2∗ < 1. This divergence can be regarded as
representing the resonance of the harmonic oscillator at
that distance. For a mode showing this local resonance,
as discussed in Sect. III D, we need a cutoff length to
calculate the induced-mass density. As Ω2∗(< 1) becomes
smaller, the local resonance occurs farther from the mem-
brane and the calculation result becomes less sensitive to
the cutoff length. The cutoff length is not used in Fig. 4,
where only modes with Ω2∗ > 1 are considered. For a
mode with Ω2∗ immediately above unity, oscillation close
to the resonance occurs in the mixture, which increases
the induced-mass density as shown in Sect. III D. This
causes the rapid drop for K < 0.09 in Fig. 4.
C. Case of three intersections
We have three intersections in Fig. 3(b), where I1 has
Ω2∗ ≪ 1 and the other two have Ω2∗ ≈ 1. In this case, the
fraction 1/
(
ρ
(eff)
k ω
2
∗
)
on the rhs of Eq. (28) is replaced
by the sum of the fractions for the three modes. As
compared with the term from I1, however, the sum of the
two terms from I2 and I3 is negligible because I1 gives
much smaller values of ρ
(eff)
k and ω
2
∗ than the latter two
modes. Thus, when I1 has Ω
2
∗ ≪ 1, regarding the modes
of I2 and I3 as immobile, we can calculate the MSA by
using Eq. (28). Results obtained by this procedure are
graphically shown in Fig. 7(b) later. Here, we derive an
approximate formula for them. For Ω2∗ ≪ 1, we find
that the induced-mass density is approximately equal to
2ρ/k, as mentioned at the end of Sect. IVB later, and we
can use d1 ≈ −1/2 in Eqs. (28) and (30), judging from
Fig. 3(b). Thus, for a tensionless membrane, we obtain
〈ζˆ(k, t)ζˆ(k′, t)〉 ≈ δk,−k′ kBTc
l2p
[
cbk
4
2
+
h2
Mξc
K2
K + 1
]−1
(35)
for K3 ≪ 4λ2, i.e., k3 ≪ 4h2/(cbM). Comparing the
second term in the braces above with that of Eq. (34),
we find that the numerical factor of the restoring force
due to the ambient near-criticality for small K3/λ2
is reduced to approximately half the factor for large
K3/λ2. The second term, regarded as h2k2ξc/M because
K ≪ 1, increases with ξc, which represents the thickness
of the adsorption layer. When k is small enough to
satisfy K2 < 2λ2 furthermore, the second term (∝ k2)
becomes larger than the first term (∝ k4) in the braces
of Eq. (35) and the suppression effect due to the ambient
near-criticality becomes distinct.
In the appendix of Ref. 21, the present author ten-
tatively neglected the hydrodynamic effects to calculate
the MSA by using Eq. (1) naively. The result is Eq. (33)
withK2/(K+1) replaced by 1−1/√1 +K2, which is ap-
proximately equal to K2/2 for K ≪ 1. Thus, this naive
calculation also leads to the reduction in the restoring
force by approximately half, which means that the re-
duction is caused by the decreased contribution from the
hydrodynamics. This decrease for small k is reasonable,
considering that the transient profiles of the fields around
a membrane undulating slowly would be close to their
respective equilibrium ones around a membrane whose
shape is fixed at each time.
D. Calculation procedure
We here suppose h 6= 0 for simplicity of the description;
Z ≡ z/ξc is assumed to be positive. We use the same
dimensionless fields as given by Eq. (45) of Ref. 21, i.e.,
U (k, Z, ω) ≡ iV˜
(1)
z (k, z, ω)
ωζ˜(1) (k, ω)
, (36)
which gives the definition of Uout if V˜
(1)
z is replaced by
V˜
(1)
out z. Hereafter, ∂Z implies the partial derivative with
respect to Z and ∂2Z denotes ∂Z∂Z . The closed equation
mentioned below Eq. (20) is(
1− Ω2e2Z) (∂2Z −K2)Uout(Z) = 2∂ZUout(Z) , (37)
where we abbreviate Uout(k, Z, ω) as Uout(Z). The
boundary conditions are given by Uout(Z)→ 0 as Z →∞
and Uout(0+) = 1. The latter is derived from Eqs. (9)
and (22), and can also be derived from Eq. (B4). Let
us introduce Uo(θ) so that Uout(k, Z, ω) = e(1−K1)ZUo(θ)
holds, where we use θ ≡ Ω2e2Z and K1 ≡
√
1 +K2.
As discussed in Appendix A, Uo satisfies Gauss’ dif-
ferential equation. Defining a ≡ (1−K −K1) /2 and
b ≡ (1 +K −K1) /2, we find that Uo(θ) = g(θ)/g(Ω2),
where g is defined as
g(θ) ≡
{
θ−bF (1− a, b, 1 + b− a, θ−1) for θ > 1[
f+0 (θ) + f
−
0 (θ)
]
/2 for 0 < θ < 1
.
(38)
Here, F denotes Gauss’ hypergeometric series, while
each of f±0 is a linear combination of hypergeometric
series defined by Eq. (A3); g(θ) diverges logarithmically
at θ = 1. If Ω2 is smaller than unity, a positive value of
Z gives θ ≡ Ω2e2Z = 1. With Z∗ denoting this value,
8K
K
In
te
g
ra
l 
o
f 
E
q
.(
3
9
)
Ω
2
a
b
*
FIG. 5: Graphical representations of the normal-mode fre-
quency and induced-mass density. The material constants
are the same as used in Fig. 4. (a) Values of Ω2∗ are plotted
against K (circles). The dashed line represents K3/(4λ2). (b)
Circles represent values of the integral of Eq. (39), while the
dashed line represent the value of K.
Uout(Z) then diverges logarithmically at Z = Z
∗. No
divergence occurs otherwise.
In each normal mode, Vˆ
(1)
out z(k, z, t) equals
Uout(k, Z, ω∗)∂ζˆ
(1)(k, z, t)/(∂t) because of Eq. (36).
Thus, Eqs. (25) and (26) give
ρ
(eff)
k = ρ
(0)
m +
2ρ
k
+
2ρ
kK
{
−K +
∫ ∞
0
dZ
[
(∂zUout)
2
+K2U2out
]}
.(39)
We obtain the dimensionless MSA in Fig. 4 by using
Eq. (28), i.e., by adding the sum in the braces of
Eq. (30) to 2Ω2∗λ
2 multiplied by the sum in the brackets
of Eq. (39). Figure 5 shows the values used in obtaining
the circles in Fig. 4. In Fig. 5(a), Ω2∗ is shown to agree
with K3/4λ2, as mentioned in the last paragraph of
Sect. III A. In Fig. 5(b), the integral of Eq. (39) is shown
to agree with K for large K, which is reasonable because
Uout ≈ e−KZ for Ω2 ≫ 1 from Eq. (B4). Thus, we have
ρ
(eff)
k ≈ ρ(0)m + 2ρ/k ≈ 2ρ/k for a mode with Ω2∗ ≫ 1, as
mentioned above Eq. (33). Figure 5(b) also shows that
the induced-mass density increases rapidly for K
<∼ 0.09,
which mainly causes the rapid drop in Fig. 4.
For a normal mode with Ω2∗ < 1, the integrand in
Eq. (39) is almost proportional to (Z − Z∗)−2 near
Z = Z∗. We replace the integrand for |Z − Z∗| < 0.05
with the Cauchy–Lorentz distribution whose full width
at half maximum is 0.1. This cutoff length for Z ≡ z/ξc
is introduced considering that the Gaussian model can-
not describe phenomena with a length scale much smaller
than ξc. As Ω
2
∗(< 1) decreases, Z
∗ becomes larger and
the integral of the Cauchy–Lorenz distribution over the
region of |Z − Z∗| < 0.05 becomes much smaller than
the whole integral, as shown at the end of Sect. IVB
later. Then, the whole integral is rather insensitive to
the cutoff length. When Ω2∗ is sufficiently small, θ re-
mains close to zero and Uo(θ) remains close to unity up
to a sufficiently large value of Z. In this region of Z,
we have Uout(k, Z, ω) ≈ e(1−K1)Z , and have µ(1) ≈ 0
because of Eqs. (17) and (20). This means that µ is
constant in large mixture regions on both sides around
the membrane, which explains why we can neglect the
hydrodynamic effects for K3 ≪ 4λ2.
IV. GENERAL MODEL FOR THE CRITICAL
COMPOSITION
In Eq. (35), the suppression effect due to the ambient
near-criticality increases with the correlation length. To
examine whether this tendency continues beyond the
regime of the Gaussian model, we use a more general
model introduced in the renormalized local functional
theory [14, 47, 48]. We assume that ϕ∞ equals the
critical value of ϕ, and that the reduced temperature,
τ ≡ (T − Tc) /Tc, is positive; Tc denotes the criti-
cal temperature. The critical exponents β ≈ 0.326,
γ ≈ 1.239, η ≈ 0.024, and ν ≈ 0.627 are the same
as the ones for the three-dimensional Ising model [32].
Here, β and γ respectively involve the singularities
of the order parameter and susceptibility, while η
involves the power decay of the correlation function at
the critical point. The correlation length far from the
membrane, denoted by ξ∞, becomes ξ0τ
−ν in the leading
behavior as τ → 0+, where ξ0 is a nonuniversal constant.
The free-energy functional is shown in Sect. IVA, while
the results are shown in Sect. IVB, where we focus on
the modes each of which has so small wavenumber that
the hydrodynamic effects of the mixture are negligible.
A study on the hydrodynamic effects beyond the regime
of the Gaussian model, given in Appendix E, suggests
that Fig. 3 remains almost unchanged beyond the regime
if ξc is replaced by ξ(0+), which is defined as the cor-
relation length very near the membrane in the unper-
turbed state. Thus, the condition under which we can ne-
glect the hydrodynamic effects of the mixture will remain
k3 ≪ 4h2/(cbM) beyond the regime. This can be ex-
pected because this inequality is independent of the cor-
relation length. We also assume kξ∞ ≪ 1 in Sect. IVB.
A. Free-energy functional and the unperturbed
profile
The correlation length ξ can be inhomogeneous; w ≡
ξ
1/ν
0 ξ
−1/ν represents a local “distance” from the critical
point and depends not only on τ but also on the local
value of ϕ. The dependence is given by Eq. (42) below. In
9the renormalized local functional theory,M(ϕ) of Eq. (1)
is given by
M(ϕ) ≡ kBTcC1w−ην , (40)
where C1 is a nonuniversal constant, while f(ϕ) is re-
placed by
fR(ψ) ≡ kBTc
4
(
2C1ξ
−2
0 w
γ−1τψ2 + C21u
∗ξ−ǫ0 w
γ−2βψ4
)
(41)
as a result of the ǫ-expansion. Here, ψ ≡ ϕ − ϕ∞ is
the order parameter. In later numerical calculations, we
use ǫ = 1 and approximate the constant u∗ as 2π2/9.
The scaling and hyperscaling laws [32], γ = ν(2 − η)
and (4 − ǫ)ν = 2β + γ, give (ǫ− 2η) ν = γ − 2β, and
thus Eq. (41) is the same as Eq. (3.5) of Ref. 14. We
can consider µ(0) to vanish in the critical composition
[49]. The critical fluctuation of the mixture is notewor-
thy only on the length scales smaller than the correlation
length, while Eq. (41) is renormalized up to the local cor-
relation length. Thus, we can use the mean-field theory
to calculate ξ at each locus; this leads to
w = τ + C2w
1−2βψ2 , (42)
where C2 ≡ 3u∗C1ξ2−ǫ0 is a nonuniversal constant. These
equations can be found in Ref. 14; see its Eqs. (3.9) and
(3.11) and the statement below its Eq. (3.16). When τ is
not too small, large values of |ψ| are infrequent and the
term involving ψ4 is negligible in Eq. (41) [50]. Then,
having w−ην ≈ τ−0.015 ≈ 1, we can regard Eq. (41) as
kBTcC1ψ
2/(2ξ2∞), which represents the Gaussian model
with kBTcC1 and ξ∞ being regarded respectively as M
and ξc.
We use the unperturbed profile ϕ(0) in our perturba-
tive calculation; Eq. (19) is valid only in the regime of
the Gaussian model. As discussed in Sect. IIB of Ref. 14,
even when the mixture lies beyond the regime of the
Gaussian model, we can still obtain ϕ(0) by minimiz-
ing the free-energy functional, Eq. (1) with Eqs. (40)
and (41), in the renormalized local functional theory [49].
This is consistent with the use of the mean-field theory
in deriving Eq. (42). The unperturbed profile satisfies
M(ϕ(z))
∣∣∣∣dψ(z)dz
∣∣∣∣
2
= 2fR(ψ(z)) (43)
and
M(ϕ(z))
dψ(z)
dz
= −h as z → 0 + . (44)
In the unperturbed state, the membrane can be regarded
as a wall with the preferential attraction. In a mixture
having the critical composition far from the wall, the
second-order transition at T = Tc is called the normal
transition, where the order-parameter profile causes the
critical adsorption [51, 52]. The same universality is
τξ
(0
+
),
 ξ
  
 ,
 l
 [
n
m
]
0
0
FIG. 6: Numerical results of ξ(0+) (circles), which are ob-
tained by using Eq. (C6). Crosses represent those of l, whose
definition and calculation procedure are shown in Appendix
C. The solid curve represents ξ∞ = ξ0τ
−ν , which reaches
7.4 × 10 nm at τ = 10−4. The material constants used are
mentioned in Sect. IVA.
shared by the extraordinary transition, which occurs in
the three-dimensional Ising model in a finite lattice in
the absence of bulk and surface fields [15–19]. In the
usual renormalization group theory, the order parameter
is coarse-grained and rescaled, and the surface field
appears to diverge at the normal transition [19, 53, 54].
However, Eq. (41) has the order parameter on its original
scale, and thus we can use a finite surface field on its
original scale to obtain Eq. (44). As shown in Appendix
A of Ref. 24 and in Appendix C of the present study,
Eqs. (43) and (44) generate the profile obtained in the
previous works. More details are shown in Appendix F.
As mentioned in Sect. I, we can suppose a membrane
immersed in some organic mixture. In our numerical cal-
culations, we use Tc = 300 K and ξ0 = 0.23 nm, which are
data for a mixture of nitroethane and 3-methylpentane
[55]. A membrane with outward nonpolar chains has
cb = 2 × 10−20 J = 4.2kBTc [13]. On the basis of the
discussion in Ref. 51, we use h = 10−7 m3/s2 [22]. As
discussed in Ref. 21, we use M = kBTcC1 = 10
−16
m7/(s2kg) [56–58]. In Fig. 6, ξ(0+) reaches a plateau
as τ decreases, unlike ξ∞. This is reasonable, consider-
ing that the surface field prevents the mixture near the
membrane from approaching the critical composition. As
discussed below Eq. (C10), ξ(0+) agrees with ξ∞ in the
regime of the Gaussian model, where ξ∞ is given by ξc.
In this regime, we have τ
>∼ 3 × 10−3 and ξc <∼ 10 nm in
Fig. 6.
B. Results in the general model
We apply the naive way, mentioned at the end of
Sect. III C, to calculate the MSA for the modes of k3 ≪
4h2/(cbM) and kξ∞ ≪ 1, which are free from distinct
hydrodynamic effects and critical fluctuation. After the
calculation shown in Appendix D for a tensionless mem-
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brane, we arrive at
〈ζˆ(k, t)ζˆ(k′, t)〉 ≈ δk,−k′ kBTc
l2p
[
cbk
4
2
+D(k)
]−1
. (45)
Here, we write D(k) for the term due to the ambient
near-criticality. It is given by
D(k) = 2k2
∫ ∞
0
dz M(ϕ(0)(z))
(
dϕ(0)
dz
)2
(46)
= 4k2
∫ ∞
0
dz fR(ψ
(0)(z)) , (47)
where ψ(0)(z) denotes the unperturbed profile of the or-
der parameter, i.e., ϕ(0)(z) − ϕ∞. The second equality
comes from Eq. (43); D(k) is proportional to k2. Sub-
stituting Eq. (19) into Eq. (46) gives D(k) = h2k2ξc/M .
This means that Eq. (45) becomes Eq. (35) in the regime
of the Gaussian model. For sufficiently small τ beyond
the regime, assuming nonzero h and kξ(0+)≪ 1, we use
u∗ = 2π2/9 to obtain
D(k) ≈
√
6β
4νπ2
× kBTck
2
ξ(0+)2
(48)
≈
√
6β
ν
× h
2k2ξ(0+)
M00
, (49)
where M00 denotes M(ϕ
(0)(0+)). Equation (C15) leads
to Eq. (48), while Eq. (C13) helps in deriving Eq. (49).
Judging from Fig. 6, M00 remains almost the same as
kBTcC1 because [ξ(0+)/ξ0]
η ≈ 1. Because √6β/ν ≈ 1.3,
we can obtain Eq. (49) roughly by replacing ξc with
ξ(0+) in the second term in the braces of Eq. (35). As
shown in Fig. 6, ξ(0+) reaches a plateau as τ decreases.
Hence, the term due to the ambient near-criticality in-
creases with ξ∞ only in the regime of the Gaussian model.
These findings are shown in Fig. 7. We numerically
calculate Eq. (47) in the way mentioned in the last
paragraph of Appendix C and find that D(k) for
kξ(0+) = 10−3 reaches a plateau when τ takes values
from 10−5 to 10−3 in Fig. 7(a). The plateau value
agrees with Eq. (48). In this range of τ , ξ(0+) also
reaches a plateau in Fig. 6. For τ
>∼ 10−3 in Fig. 7(a),
the circles agree well with the dashed line representing
the corresponding term of Eq. (35) obtained in the
Gaussian model, where ξc = ξ∞ is identified with ξ(0+).
The vertical axis in Fig. 7(b), as labeled, represents
a part of the rhs of Eq. (45). Although data are not
shown, the results for τ = 10−4 are almost the same
as the ones for τ = 10−3, as expected from Fig. 7(a).
In Fig. 7(b), because of 4h2/(cbM) = (3 × 10 µm−1)3,
the range of k
<∼ 10 µm−1 meets the validity condition
k3 ≪ 4h2/(cbM). We also require kξ∞ ≪ 1, which
lowers the upper limit of the range of validity only for
τ < 10−4. For small k in Fig. 7(b), the results distinctly
deviate below the dashed line, which means that the
second term is predominant in the braces of Eq. (45).
Thus, for the material constants used, the suppression
effect due to the ambient near-criticality should be
experimentally detectable when the wavelength is longer
than some micrometers and much longer than ξ∞.
The triangles in Fig. 7(b) can be regarded as represent-
ing the results in the Gaussian model without the hydro-
dynamic effects being considered because, as shown in
Fig. 7(a), τ = 10−2 is well in the regime of the Gaussian
model. In Sect. III, we take into account hydrodynamic
effects in the Gaussian model. As discussed in Sect. III C,
three normal modes can exist for a wavenumber vector
k; we can regard the normal modes of Ω2∗ ≈ 1 as im-
mobile and use the cutoff length for the other mode if
k is sufficiently small. This procedure, being valid for
k < 5 µm−1, yields the solid circles in Fig. 7(b). For
them, the ratio of the integral of the Cauchy–Lorentz dis-
tribution, mentioned in the last paragraph of Sect. III D,
decreases with k from 20% to 1%. For small k, the solid
circles agree with the triangles, and thus Eq. (35) gives
a good approximation in the Gaussian model. The quo-
tient of the difference in the brackets of Eq. (39) divided
by K is almost proportional to k for the solid circles and
is 1.1×10−1 at k = 1 µm−1. Below this value of k, we can
regard ρ
(eff)
k as 2ρ/k, as mentioned above Eq. (35). For
each of the circles, the major contribution to the integral
of Eq. (39) comes from the region Z > Z∗ + 0.05. Be-
cause g(θ) ≈ θ−b for θ ≫ 1 and g(Ω2) ≈ 1 for Ω2 ≪ 1 and
K ≪ 1, we have Uout(k, Z, ω∗) ≈ e−KZ/Ω2b∗ for Z >∼ Z∗,
which makes the quotient almost vanish for sufficiently
small k. For 10 µm−1
<∼ k <∼ 20 µm−1 in Fig. 7(b), three
normal modes exist for a wavenumber vector k, and the
results become smaller than half the values shown by
the dashed line because the local resonance significantly
increases the induced-mass density. However, they are
rather sensitive to the cutoff length and not shown in the
figure.
V. SUMMARY AND OUTLOOK
By performing calculations within the linear approxi-
mation with respect to ζ, we here study how the ambient
near-criticality, combined with the preferential attrac-
tion, influences 〈ζˆ(k, t)ζˆ(k′, t)〉 of a tensionless fluid
membrane. Clearly, we should take into account possible
effects due to the reversible dynamics of the ambient
mixture, which moves with the membrane. Assuming
kξc ≪ 1, we derive a closed equation for V˜ (1)out z , devise
a procedure for relating its solution with the stress
exerted on the membrane, and calculate the MSA in the
Gaussian model. The dependence of the MSA on k is
elucidated as follows. Suppose that k decreases from a
large value making the ratio cbMk
3/(4h2) much larger
than unity. Until the ratio becomes close to unity, the
ratio approximately equals Ω2∗ and the previous result
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FIG. 7: (a) Numerical results of D. Circles and crosses represent Eqs. (47) and (48) for kξ(0+) = 10−3, respectively. The
dashed line represents (hk)2ξc/ [M (kξc + 1)] with ξc put equal to ξ∞ = ξ0τ
−ν . (b) Graphical representation of the MSA for
sufficiently small k. For τ = 10−5 (◦), 10−3 (×), and 10−2 (△), we use Eq. (47) to plot the reciprocal of (k4/2)+(D/cb), which
is a part of the rhs of Eq. (45). The values of ξ∞ are 3.1× 10
−1, 1.7× 10−2, and 4.1× 10−3 µm, respectively, for these values
of τ . Solid circles represent the results of the Gaussian model with ξc put equal to ξ∞ at τ = 10
−2 and with λ = 1.9 × 10−2;
Ω2∗ equals 1.1 × 10
−2 on the extreme right. The dashed line represents 2/k4. The material constants mentioned in Sect. IVA
are used in (a) and (b).
of Ref. 21 is valid, as shown in Figs. 3(a), 4, and 5(a).
When Ω2∗ is larger than and close to unity, the MSA is
markedly suppressed because the induced-mass density
increases, which is shown by the rapid drop in Fig. 4 and
the rapid increase in Fig. 5(b). Hydrodynamic effects
are negligible when the ratio is much smaller than unity,
as discussed in Sect. III C and shown by the agreement
between the triangles and solid circles in Fig. 7(b). For
the results of these symbols, the suppression effect due
to the ambient near-criticality becomes distinct and
predominant over the one due to the bending rigidity. In
the range 10 µm−1
<∼ k <∼ 20 µm−1 of Fig. 7(b), where
the ratio lies between approximately 0.05 and 0.5, the
MSA is suggested to be suppressed because of the local
resonance mentioned in Sect. III B, but future works
possibly involving nonlinearity are required to calculate
reliable results in this range. It would be interesting
to observe this suppression, as well as the rapid drop
mentioned above, experimentally. The latter would be
detectable in a small membrane as far as contained there.
Beyond the regime of the Gaussian model, we use the
renormalized local functional theory [14] to calculate the
MSA for values of k which are small enough to make
the hydrodynamic effects of the mixture negligible. The
critical composition is assumed far from the membrane.
As shown in Fig. 7(a), the result turns out to be given
roughly by the corresponding result in the Gaussian
model with ξc being replaced by ξ(0+), which reaches a
plateau as the temperature approaches the critical one
(Fig. 6). Thus, as shown in Fig. 7(b), the suppression
effect due to the ambient near-criticality for small k
remains distinct, but does not increase with ξ∞, beyond
the regime of the Gaussian model. Some considerations
on the hydrodynamic effects in Appendix E suggest that
the above-mentioned replacement is also valid in a range
of larger values of k. We assume kξ∞ ≪ 1 in the present
formulation; the distinct concentration fluctuation of the
mixture should affect the MSA without this assumption.
This line of investigation awaits future study.
It is expected that the present study will help in
determining the material constants M and h from
experimental data. A sufficiently large membrane can be
prevented from becoming floppy by slightly decreasing
the temperature towards the critical value. In consid-
ering the hydrodynamic effects of the mixture, we do
not assume its viscosity and diffusion coefficient. This
is not because they are negligible in a real mixture but
because they do not affect the equal-time correlation, as
mentioned in Sect. I. In practice, the local resonance in
the velocity field of the mixture could not be observed in
the shape fluctuation about the equilibrium, considering
that its relaxation is usually overdamped [22].
The suppression effect due to the ambient near-
criticality has also been pointed out theoretically for
a trapped Brownian spherical particle in the Gaussian
model supposing weak preferential attraction [24], as
was done for an almost planar membrane in Ref. 21.
The present study on the membrane will also provide
solid foundations in extending the study on the sphere.
Acknowledgments
The author thanks Professor Shun Shimomura for
helpful comments on the analytical continuation of the
hypergeometric function. This work was partly financed
by Keio Gakuji Shinko Shikin.
12
Appendix A: Solution of Eq. (37)
Using a and b defined above Eq. (38), we can rewrite
Eq. (37) as
θ (1− θ)U ′′o + [a+ b− (a+ b+ 1)θ]U ′o − ab Uo = 0 ,
(A1)
which is Gauss’ differential equation [59, 60]. The
governing equations and boundary conditions in Sect. II
determine the mixture fields uniquely. Because V
(1)
z
is real, we use Eq. (36) to find that Uout(k, Z, ω) and
Uout(−k, Z,−ω) are complex conjugates. They should
be identical, being the unique solution of Eq. (37), and
thus Uout is real. This means that the phase difference
between the nondissipative oscillations of ζˆ and Vˆ
(1)
out z is
π, considering Eq. (36).
In the complex plane of θ, Eq. (A1) has regular singular
points at θ = 0, 1, and ∞. Around θ = 0, the linearly
independent solutions are given by
f01(θ) ≡ F (a, b, a+ b, θ) and
f02(θ) ≡ θ1−a−bF (1− a, 1− b, 2− a− b, θ) .(A2)
Each can be analytically continued to the solution
around θ = 1 and to the solution around θ = ∞. Two
linearly independent solutions in the latter region can
be taken so that one has a factor of θ−a and the other
has a factor of θ−b, as shown by Eq. (15.3.7) of Ref. 60.
Because of the boundary condition at θ → ∞ and
a < 0 < b, we arrive at the first line of Eq. (38). For this
first line, we write f∞(θ), which diverges logarithmically
as θ → 1 as shown by Eq. (15.3.10) of Ref. 60. We
have only to look at the real axis of θ on the positive
side, which is covered by the circles of convergence with
partial overlapping.
When we have Ω2 ≥ 1, g(θ) need not be defined for
0 < θ < 1. Let us consider the case of Ω2 < 1. The path
of the analytical continuation runs through the upper half
(with the positive imaginary part) of the complex θ-plane
or through the lower half (with the negative imaginary
part). For the results obtained by way of these paths, we
respectively write
f+0 (θ) = B
+
1 f01(θ) +B
+
2 f02(θ) and
f−0 (θ) = B
−
1 f01(θ) +B
−
2 f02(θ) (A3)
for |θ| < 1. Using Eq. (15.3.7) of Ref. 60, we have
B±1 ≡
Γ(2− a− b)Γ(b− a)
JΓ(1− a)2 e
∓iπb and
B±2 ≡
Γ(a+ b)Γ(b− a)
JΓ(b)2
e±iπa , (A4)
where Γ denotes the gamma function and we use
J ≡ Γ(2− a− b)Γ(b − a)Γ(a+ b)Γ(a− b)
× [sin2 (πa) − sin2 (πb)]π−2 . (A5)
Because of the logarithmic divergence at θ = 1, f+0 (θ)
and f−0 (θ) for 0 < θ < 1 are not real and are complex
conjugates. The second line of Eq. (38) is thus real, as is
required.
Appendix B: Relation between F˜
(1)
z and Uout in the
Gaussian model
As in Ref. 21, we define G (k, Z, ω) and Q (k, Z, ω) as
Mϕ˜(1) (k, z, ω)
hζ˜(1) (k, ω)
and
ξ2c µ˜
(1) (k, z, ω)
hζ˜(1) (k, ω)
, (B1)
respectively. We sometimes write U(Z) for U(k, Z, ω) of
Eq. (36), and also use similar concise notation for G, Q,
and their outer solutions. Using
Ξ(Z) ≡ −e−Z , (B2)
we rewrite Eq. (16) as(
∂2Z −K2
)
U(Z) = Ω−2Ξ(Z)Q(Z) . (B3)
We have U(0+) = 1 because of Eq. (9), while U(Z)→ 0
as Z →∞ as stated below Eq. (8). As shown by Eq. (48)
of Ref. 21, we solve Eq. (B3) to obtain
U(Z) =
1
Ω2
∫ ∞
0
dZ1 ΓK(Z,Z1)Q(Z1)Ξ(Z1)
+
[
1 +
1
2Ω2K
∫ ∞
0
dZ1 Q(Z1)Ξ(Z1)e
−KZ1
]
e−KZ ,
(B4)
where the kernel is defined as ΓK(Z,Z1) =
−e−K|Z−Z1|/(2K).
We consider the limit of L → 0+. Subtracting Qout
from Q, we define Qin as the difference, which cannot
be neglected in the integrals of Eq. (B4). Assuming that
Z(> 0) lies outside the boundary layer in Eq. (B4), we
find that Uout(Z) is independent of Qin and obtain
lim
Z→0+
∂ZUout = −K− 1
Ω2
∫ ∞
0
dZ1 Qout(Z1)Ξ(Z1)e
−KZ1 ,
(B5)
while Eqs. (B4) and (B5) yield
lim
Z→0+
∂ZU = lim
Z→0+
∂ZUout − Ξ(0+)
Ω2
∫ ∞
0
dZ1 Qin(Z1) .
(B6)
The limit of L→ 0+ of Eq. (21) gives
lim
Z→0+
(∂ZGout − ∂ZG) = −
∫ ∞
0
dZ Qin(Z) , (B7)
where we note that Qin(Z) vanishes outside the bound-
ary layer, although its integral from Z = 0 to a positive
value remains nonzero. We can use limZ→0± ∂ZG = −1
13
because of Eq. (11).
Equation (17) is nondimensionalized as Gout =
−ΞUout, which gives
lim
Z→0+
∂ZGout = −Ξ(0+) lim
Z→0+
∂ZUout − 1 (B8)
because Ξ′(0+) = 1. Combining Eq. (B7) with Eq. (B8),
we can delete the integral of Qin from Eq. (B6) to obtain
lim
Z→0+
∂ZU =
[
1− Ω−2Ξ(0+)2] lim
Z→0+
∂ZUout . (B9)
We can use Eq. (B2) to have Ξ(0+)2 = 1 here. Substi-
tuting Eq. (B9) into Eq. (24), we can calculate F˜
(1)
z by
using not U but Uout. The definitions of Eqs. (B1) and
(B2) are generalized in Appendix E, where Ξ(0+)2 is
not always unity.
The relation between Uout and g gives
lim
Z→0+
∂ZUout +K = 2
[
b+Ω2
g′
(
Ω2
)
g (Ω2)
]
. (B10)
We introduce d1 in Eq. (30), which gives
(1 + d1)K
2
K + 1
= Ω2
(
lim
Z→0+
∂ZU +K
)
(B11)
because of Eqs. (14), (24), and (29). Thus, by using
Eqs. (B2) and (B9), we obtain
d1 =
1
K
+
2
(
Ω2 − 1) (K + 1)
K2
[
b+Ω2
g′
(
Ω2
)
g (Ω2)
]
. (B12)
Because Eq. (B10) is real, the sum in the braces of
Eq. (30) is real, as it should be. The product of Eq. (B10)
and Ω2 − 1 tends to 0+ as Ω2 approaches unity. Thus,
d1 is found to equal 1/K at Ω
2 = 1 from Eq. (B12).
In our numerical calculation, d1 increases steeply as Ω
2
approaches unity but this exact peak value cannot be ob-
tained. Each curve of d1 in Fig. 3 is drawn by connecting
the exact peak value and many other numerical outputs.
The second term in the braces of Eq. (B10) vanishes in
the limit of Ω2 → 0+. Thus, in this limit, d1(K,Ω2)
of Eq. (B12) becomes approximately −1/2 for K ≪ 1,
which can be seen in Fig. 3.
Appendix C: Some details of Sect. IV
As in Appendix A of Ref. 24, we rewrite Eq. (42) as
u = 1 + s by defining
u ≡ w/τ and s ≡ C2u1−2βτ−2βψ2 , (C1)
where C2 is defined below Eq. (42). Equation (41) is
rewritten as
fR(ψ) =
kBTcC1τ
2β+γ
2C2ξ20
u2β+γ−2
(
s+
s2
6
)
. (C2)
Below, we consider ψ(0)(z) for z > 0 and regard ξ, w,
u, and s as being determined by ψ(0)(z). They become
functions of z; s(0+) denotes s(z) in the limit of z → 0+,
for example. For simplicity of the following description
in this appendix, we assume h > 0 without loss of
generality. On this assumption, ψ(0)(z) decreases from
a positive value to zero as z increases from zero to ∞.
Mathematically, ψ(0)(z) calculated for z > 0 can diverge
to ∞ at a negative z value, which we write as −l.
With the aid of the scaling law γ + ην = 2ν, we use
Eqs. (40) and (43) to obtain
dψ(0)(z)
dz
= −u
β+ν−1τβ+ν√
C2ξ0
(
s+
s2
6
)1/2
. (C3)
Using Eqs. (40) and (C3), we can rewrite Eq. (44) as
Θ
τβ+ν−ην
= [1 + s(0+)]
β+ν−ην−1
[
s(0+) +
s(0+)2
6
]1/2
,
(C4)
where we use Θ ≡ √C2ξ0h/ (kBTcC1). Substituting u =
1+s and Eq. (C3) into the derivative of the second entry
of Eq. (C1) with respect to z, we obtain
− ξ∞ d
√
s
dz
=
(1 + s)
ν+(1/2) [
s+
(
s2/6
)]1/2
1 + 2βs
, (C5)
which implies that s(z) decreases monotonically as z
increases. From this equation, we can obtain dz/(ds),
which is integrated from s =∞ to s(0+) to yield l.
Using the material constants mentioned in Sect. IVA,
we solve Eq. (C4) numerically and plot the results with
circles in Fig. 8(a). Substituting these numerical results
into the second equation of Eq. (C1) with the aid of u =
1 + s, we obtain the results represented by the circles of
Fig. 8(b). We find that ψ(0)(0+) reaches a plateau for
sufficiently small τ , in contrast with the result calculated
in terms of the Gaussian model (dashed curve). Using
the results of s(0+), as mentioned below Eq. (C5), we
calculate l numerically to plot the results with crosses in
Fig. 6. The first equation of Eq. (C1) means w = τ(1+s).
Combining this with w ≡ ξ1/ν0 ξ−1/ν , we obtain
ξ(0+) = ξ0 {τ [1 + s(0+)]}−ν , (C6)
which is plotted in Fig. 6. We find that each of l and
ξ(0+) reaches a plateau for sufficiently small τ , in
contrast with ξ∞.
Using u = 1 + s and the second equation of Eq. (C1),
we have
(sτ)
β ≈
√
C2ψ
(0) for s≫ 1 . (C7)
Let us assume s(0+) ≫ 1; we have s(z) ≫ 1 up to a
positive value of z. In this range of z, Eq. (C3) leads to
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FIG. 8: (a) Numerical results of s(0+) plotted against τ with
circles. They are obtained from Eq. (C4), and agree with the
dashed line and solid line for τ
>
∼ 10−3 and τ ≪ 10−3, re-
spectively. The former line represents Θ2τ−2(β+ν−νη), which
comes from Eq. (C4) for s(0+) ≪ 1, while the latter repre-
sents Eq. (C12). (b) Numerical results of ψ(0)(0+) plotted
against τ with circles. The dashed curve is calculated from
Eq. (19), whereM and ξc are respectively regarded as kBTcC1
and ξ0τ
−ν . In (a) and (b), we use the material constants men-
tioned in Sect. IVA.
ψ(0)
′
(z) ≈ − (sτ)β+ν / (√6C2ξ0) because u ≈ s, and we
obtain
ψ(0)(z) ≈ 1√
C2
[ √
6βξ0
ν (z + l)
]β/ν
(C8)
with the aid of Eq. (C7). Equation (C8) is the same as
Eq. (2.15) of Ref. 14 for τ = 0 and limz→∞ ψ
(0)(z) = 0
because of the statement below its Eq. (3.15).
Suppose that τ is small enough to give l ≪ ξ∞.
Judging from Eqs. (C7) and (C8), we have s(ξ∞) ≈ 1,
and have s(z) ≫ 1 for z ≪ ξ∞. Thus, the range of
l ≪ z ≪ ξ∞ emerges for sufficiently small τ , and in this
range Eq. (C8) approximately yields
ψ(0)(z) ∝
(
ξ0
z
)β/ν
= τβ
(
z
ξ∞
)−β/ν
, (C9)
which is consistent with the universal form
[19, 52, 53, 61]. The origin appears to be shifted
by distance l, which is negligible in the range of
l ≪ z ≪ ξ∞. This shift and the range are mentioned in
Refs. 61 and 62.
Because s(z) decreases monotonically to zero as z in-
creases, we have s(z)≪ 1 beyond a value of z regardless
of how small τ(> 0) may be. In this range of z, noting
that u ≈ 1, we substitute the second equation of Eq. (C1)
into Eq. (C3) and obtain
dψ(0)
dz
≈ −ψ
(0)
ξ∞
, i .e., ψ(0)(z) ∝ e−z/ξ∞ . (C10)
Hence, the same exponential decay as that of Eq. (19)
in the Gaussian model appears beyond some distance
from the membrane, which is well known [52, 61] and
is also mentioned in Appendix F. When τ is large
enough to give s(0+) ≪ 1, Eq. (C10) holds from
very near the membrane. Thus, for the material
constants used here, the Gaussian model is valid for
τ
>∼ 3 × 10−3 judging from Fig. 8(a) [50]. In this range
of τ , ξ(0+) agrees with ξ∞ in Fig. 6, while ψ
(0)(0+)
agrees with the result of the Gaussian model in Fig. 8(b).
Suppose that τ(> 0) is small enough to give s(0+)≫
1. Equations (C6)-(C8) give
l ≈
√
6βξ(0+)
ν
, (C11)
which is approximately equal to 1.27ξ(0+). This can be
seen from Fig. 6. Thus, l cannot be neglected totally,
considering that the coarse-graining is performed up to
ξ(0+) near the membrane. The rhs of Eq. (C4) is ap-
proximated to s(0+)β+ν−νη/
√
6, which leads to
s(0+) ≈
(√
6Θ
)1/(β+ν−νη)
τ−1 . (C12)
This is combined with Eq. (C6) to give ξ(0+) ≈
ξ0
(√
6Θ
)ν/(νη−β−ν)
. We use Eq. (40), ǫ = 1, and
(η − 3)ν/(νη − β − ν) = 2 to obtain
ξ(0+)3
M00
≈ kBTc
4π2h2
. (C13)
To obtain the circles in Fig. 7(a) and the symbols ex-
cept for the solid circles in Fig. 7(b), we use u = 1+s and
Eq. (C2) in the numerical integration of Eq. (47), where
we obtain s(z) by solving Eqs. (C4) and (C5) numerically
for small z and by utilizing Eq. (C10) for large z. Let us
assume that τ(> 0) is small enough to give s(z)≫ 1 up
to a sufficiently large value of z. Then, the contribution
from the region beyond this z value is negligible in the
integral of Eq. (47). Thus, we substitute Eq. (C2) with
s≫ 1 into the integral to obtain
D(k) ≈ kBTck
2
9u∗ξ30
∫ ∞
0
dz (sτ)
3ν
(C14)
by using ǫ = 1 and 2β + γ = 3ν. Because of Eq. (C7),
(sτ)
β
is approximately equal to
√
C2 multiplied by the
rhs of Eq. (C8). Thus, with the aid of Eq. (C11),
Eq. (C14) gives
D(k) ≈
√
6βkBTck
2
2νπ2ξ(0+)2
∫ ∞
1
dz z−3 , (C15)
which yields Eq. (48). Equations (48), (C6), and (C12)
lead to D(k) ∝ h4/3 approximately.
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Appendix D: Naive average in the general model
Some details leading to Eq. (45) are shown here; M0,
M ′0, and M
′′
0 denote M(ϕ
(0)), M ′(ϕ(0)), and M ′′(ϕ(0)),
respectively. As argued for a mixture in contact with a
flat wall [20], Eqs. (2) and (3) respectively yield
f ′(ϕ(0))−M0ϕ(0)′′ − M
′
0
2
∣∣∣ϕ(0)′∣∣∣2 = µ(0) (D1)
and the boundary conditionM0ϕ
(0)′ = ∓h at z → 0±, at
the order of ε0. These equations can also be obtained by
minimizing Eq. (1) around a planar membrane with the
difference in the total mass between the two components
maintained [27]. They lead to Eqs. (43) and (44), respec-
tively [49], and yield Eq. (19) in the Gaussian model. At
the order of ε, Eq. (2) gives[
M0∆+M
′
0ϕ
(0)′ ∂
∂z
+N(z)
]
ϕ(1) = −µ(1) , (D2)
where N(z) is defined as −f ′′(ϕ(0)) + M ′0ϕ(0)
′′
+
M ′′0
∣∣∣ϕ(0)′∣∣∣2 /2. Equation (D2) gives Eq. (20) in the
Gaussian model. The lhs of Eq. (D2) vanishes when ϕ(1)
is replaced by ϕ(0)
′
. This is verified by differentiating
Eq. (D1) with respect to z, and is used later.
Defining Ωˇ as Eq. (1) in which M and f are respec-
tively given by Eqs. (40) and (41), we suppose that ψ and
ζ deviate from the unperturbed profile ψ(0) and zero, re-
spectively. We write ψ1 for the former deviation. Below,
the resultant deviation of Ωˇ, denoted by δΩˇ, is calculated
up to the second order with respect to ψ1 and ζ. The
prime indicates the derivative, as stated below Eq. (2).
Noting that Eq. (D1) with µ(0) = 0 and its subsequent
boundary condition hold, we find that δΩˇ[ψ1, ζ] is given
by Eq. (A9) of Ref. 21 with the integrand of its first
integral and that of the second line being respectively
replaced by [63](
f ′′R
2
+
M ′′0 ψ
(0)′2
4
)
ψ21 +M
′
0ψ
(0)′ψ1
∂ψ1
∂z
+
M0 |∇ψ1|2
2
(D3)
and W00hζ
2/M00−W00ζ [ψ1(x, ζ+)− ψ1(x, ζ−)], where
W00 is defined as M
′
0 (h/M0)
2
+ M0ψ
(0)′′ evaluated at
z = 0+. This result of δΩˇ becomes Eq. (A9) of Ref. 21
in the Gaussian model. We write δΩˇ+ for the sum of δΩˇ
and the contribution from the membrane energy, which
is independent of ψ1 and consists of the bending en-
ergy and the energy involving p
(0)
m . In this static the-
ory for the open system [49], the probability density
of ψ1 and ζ is proportional to the Boltzmann weight,
exp
[−δΩˇ+/(kBT )]. Integrating this density with respect
to ψ1 yields the probability density of ζ, from which we
can find its variance, i.e., the MSA. As in the appendix
of Ref. 21, we instead obtain this probability density by
taking the minimum of δΩˇ[ψ1, ζ] for a given ζ. This ap-
proximation is valid when we assume kξ∞ ≪ 1 to neglect
the critical fluctuation of the mixture, which is large at
smaller length scales. The stationary condition is given
by Eq. (D2) with its rhs put equal to zero and Eq. (11) if
ϕ(1) and ζ(1) are respectively replaced by ψ1 and ζ. Let
us write ψ∗1 for the solution of the stationary condition,
which enables us to calculate δΩˇ[ψ∗1 , ζ] as
l2p
∑
k
{
k2fs(ϕ
(0)(0+)ζˆ(−k)ζˆ(k)
+W00ζˆ(−k)
[
hζˆ(k)
M00
− ψˆ∗1(k, 0+)
]}
. (D4)
This gives the minimum of δΩˇ for a given ζ.
Considering the statement below Eq. (D2), we find
that ψˆ∗1(k) tends to −ζˆ(k)ψ(0)
′
(z) in the limit of k → 0+.
Let us define χ(k, z) as the quotient of ψˆ∗1(k, z) divided
by −ζˆ(k)ψ(0)′(z); χ(k, z) tends to unity as k approaches
zero. The stationary condition is rewritten as[64]
χ′′ +
(
d
dz
lnM0ψ
(0)′
2
)
χ′ = k2χ for z 6= 0 (D5)
and W00(χ − 1) = hχ′ at z → 0±, where the prime
indicates differentiation with respect to z. Noting that
ψˆ∗1(k, z) is odd with respect to z, we below consider
χ(k, z) for z > 0. Because of the statement above
Eq. (D5), we can approximate the rhs of Eq. (D5) to
k2 for a sufficiently small k. This is realized by expand-
ing χ with respect to k. Within this approximation, we
obtain
χ′(k, z) =
−k2 ∫∞z dz′ M(ϕ(0)(z′))ψ(0)′(z′)2
M(ϕ(0)(z))ψ(0)
′
(z)2
, (D6)
where we use the condition that ψˆ∗1 , and thus χψ
(0)′,
vanish in the limit of z → ∞. Noting the boundary
condition mentioned below Eq. (D5), we thus arrive at
ψˆ∗1(k, 0+)−
hζˆ(k)
M00
= −k
2ζˆ(k)
W00
∫ ∞
0
dz M(ϕ(0)(z))
(
dϕ(0)
dz
)2
, (D7)
where we use Eq. (44). We can substitute Eq. (D7) into
Eq. (D4) for sufficiently small k. Adding the terms of
the membrane energy, we find the probability density of
ζˆ(k). For a tensionless membrane, the term involving fs
in Eq. (D4) cancels with the term involving p
(0)
m because
of Eq. (15), and the MSA for sufficiently small k is found
to be given by Eq. (45) together with Eq. (46).
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Appendix E: Supplement on hydrodynamic effects
in the general model
In Ref. 21, we study the MSA in the Gaussian model
by assuming sufficiently weak preferential attraction.
On this assumption, as shown below, we can use the
general model to consider the hydrodynamic effects of
the ambient mixture to derive Eq. (45) with D being
replaced by 2D. This result almost coincides with
Eq. (34) with ξc being replaced by ξ(0+), considering
the statement below Eq. (49). In the Gaussian model,
as discussed in Sect. III C, the condition under which
the hydrodynamic effects of the mixture are negligible
is given by k3 ≪ 4h2/(cbM). The discussion below
Eq. (E9) suggests that this condition should remain
valid beyond the regime of the Gaussian model. Judging
from these results, the reduction in the restoring force
by approximately half, mentioned below Eq. (35), is
expected to continue beyond the regime of the Gaussian
model.
In general, we define Ω ≡ ω
√
ρξ(0+)3/
(
λk
√
cb
)
,
where λ is defined as
λ ≡
√
M00ξ(0+)
5/2
√
cb
ϕ(0)
′′
(0+) . (E1)
With the aid of Eq. (19), we find that these definitions
give Eq. (29) in the regime of the Gaussian model, where
ξ(0+) and M00 can be identified respectively with ξc and
kBTcC1. When h does not vanish and s(0+) is much
larger than unity, we can write ψ(0)
′′
(0+) in terms of
ψ(0)
′
(0+) by using Eq. (C8). Applying this result in
Eq. (E1), we then derive
λ ≈ hξ(0+)
3/2
√
6cbM00
(
1 +
ν
β
)
(E2)
with the aid of Eqs. (44) and (C11). Through the same
discussion given below Eq. (49), we find that the rhs
of Eq. (E2) approximately equals that of the first equa-
tion of Eq. (29) with ξc being replaced by ξ(0+). Using
Eq. (C13), we find that Eq. (E2) gives
λ2 ≈ kBTc
24π2cb
(
1 +
ν
β
)2
(E3)
for sufficiently small τ . Thus, for h 6= 0, λ in the limit of
τ → 0+ is independent of h.
Below, we generalize the definitions of Z and K in
Sect. III to use Z ≡ z/ξ(0+) and K ≡ kξ(0+); they re-
spectively become Z ≡ z/ξc andK = kξc in the Gaussian
model. We also generalize G, Q and Ξ as
G (k, Z, ω) ≡ ϕ˜
(1) (k, z, ω)
ξ(0+)ϕ(0)
′′
(0+)ζ˜(1) (k, ω)
, (E4)
Q (k, Z, ω) ≡ ξ(0+)µ˜
(1) (k, z, ω)
M00ϕ(0)
′′
(0+)ζ˜(1) (k, ω)
, (E5)
and
Ξ(Z) ≡ ϕ
(0)′(z)
ξ(0+)ϕ(0)
′′
(0+)
. (E6)
The corresponding equations in the Gaussian model
are found in Eqs. (B1) and (B2), where Eq. (19) is
available. Equations (B3)–(B9) remain valid after these
redefinitions. We can derive Eq. (B7) by using Eq. (D2)
instead of Eq. (20). With the aid of Eq. (D2) and the
boundary condition mentioned below Eq. (D1), Eq. (23)
is found to be valid if M on its rhs is replaced by
M00; ϕ˜
(1) equals −hζ˜(1)/M00 in the limit of z → 0− in
addition. Thus, we can derive Eq. (11) in the limit of
L → 0+ even when M depends on ϕ. We use Eq. (23)
with the replacement above and Eq. (D1) to derive
Eq. (24) in the general model, where Eq. (10) of Ref. 21
remains valid.
Replacing ϕ(1) and µ(1) by their respective outer solu-
tions in Eq. (D2), we obtain
Qout =
M0Ξ
M00
(
∂2Z −K2
)
Uout +
∂ZUout
M00Ξ
dM0Ξ
2
dZ
(E7)
from Eq. (17) with the aid of the fact mentioned be-
low Eq. (D2). The equation that Eq. (E7) becomes in
the Gaussian model can be obtained from Eqs. (17),
(19), and (20). In general, from Eq. (B4), we have
Uout(Z) = U(Z) = e
−KZ for Z > 0 up to the order
of 1/Ω. Substituting this into Eq. (E7) yields Qout up to
the order of 1/Ω. Substituting this approximate result
into Eq. (B5) yields
lim
Z→0+
∂ZUout ≈ −K− Ξ(0+)
2K
Ω2
+
k2ξ(0+)
ρω2
D(k) . (E8)
We substitute Eq. (E8) into Eq. (B9), substitute the
result into Eq. (24), and then use Eq. (14) to find
that the MSA is given by Eq. (45) with D replaced by
2D. Exactly speaking, D(k) here is given by Eq. (46)
with the integrand being multiplied by e−2kz , which is
negligible for K ≪ 1 however.
From Eqs. (B3) and (E7), we obtain(
1− M00Ω
2
M0Ξ2
)
(∂2Z −K2)Uout
= −
[
M ′0ψ
(0)′ξ(0+)
M0
+
2Ξ′
Ξ
]
∂ZUout , (E9)
where ψ(0) denotes the solution of Eqs. (C4) and (C5).
The boundary conditions at Z → 0+ and Z →∞ remain
the same as stated below Eq. (37). Being proportional
to fR(ψ
(0)(z)) because of Eq. (43), M0Ξ
2 decreases to
zero as z increases to ∞. Thus, when Ω2 is smaller than
Ξ(0+)2, the difference in the first parentheses on the lhs
of Eq. (E9) vanishes at the value of Z making M0Ξ
2/Ω2
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equal to M00.
Equation (E9) is reduced to Eq. (37) in the Gaussian
model. The difference in the first parentheses on the
lhs of Eq. (37) is approximately equal to −2 (Z − Z∗)
around Z = Z∗, by which we can predict logarithmic
divergence at Z = Z∗ in Uout in the Gaussian model.
Applying a similar discussion to Eq. (E9), we can
predict logarithmic divergence at the value of Z making
M0Ξ
2/Ω2 equal to M00. We introduce d1 at the second
term in the braces of Eq. (30) in the Gaussian model.
The definition of d1 can be generalized so that this term
is given by 2D(k)ξ(0+)4 (1 + d1) /cb.
At the end of Appendix B, we show d1(K, 0+) ≈ −1/2
for small K by using the solution of Eq. (37) in the
Gaussian model. A simpler but approximate discussion
to this result is as follows. Suppose Ω2 ≪ 1; Eq. (37) is
approximated to be (∂2Z−K2)Uout = 2∂ZUout up to a suf-
ficiently large value of Z. This yields Uout(Z) ≈ e(1−K1)Z
with the aid of the boundary conditions of Uout. This
approximate result can be alternatively obtained as
discussed at the end of Sect. III D. Using it in Eqs. (B9)
and (B11), we obtain d1(K, 0+) ≈ −1/2 for small K.
Let us consider Eq. (E9) similarly to discuss d1 for
sufficiently small τ . We here neglect the first term in
the braces, considering the weak dependence of M on
ϕ. Using Eqs. (C8) and (E6), we can calculate Ξ′/Ξ ap-
proximately. We introduce Z0 ≡ l/ξ(0+), which approx-
imately equals
√
6β/ν for small τ because of Eq. (C11).
With the aid of 2β/ν = 1 + η, Eq. (E9) is thus approxi-
mated to
(
∂2Z −K2
)
Uout = (3 + η) ∂ZUout/ (Z + Z0) up
to a sufficiently large value of Z. In this range of Z,
Uout(Z) is found to be proportional approximately to the
product of (Z + Z0)
2+(η/2)
and K2+(η/2) (K(Z + Z0)),
where Kq represents the modified Bessel function. By
using Uout(0+) = 1, we find
lim
Z→0+
∂ZUout = −K
K1+(η/2)(KZ0)
K2+(η/2)(KZ0)
, (E10)
which tends to −K2Z0/(2 + η) as KZ0 approaches
zero. From this, we use Eq. (48) to obtain
d1(K, 0+) ≈ (−η − 1)/(η + 2) ≈ −1/2 for small
KZ0 = kl.
From these discussions, we can expect that d1 has a
finite peak at Ω2 = Ξ(0+)2 when plotted against Ω2.
We use Eqs. (C8), (C11), and (E6) to find Ξ(0+)2 ≈
6β2/(β + ν)2 ≈ 0.7 when τ is small enough to give
s(0+) ≫ 1. Then, the peak position would not be so
much shifted from the one in the Gaussian model, Ω2 = 1.
Thus, Fig. 3 is expected to remain almost unchanged, if
ξc is replaced by ξ(0+), beyond the regime of the Gaus-
sian model.
Appendix F: Supplement on the unperturbed profile
in the general model
Solving Eqs. (C4) and (C5) numerically, we use
Eq. (C1) to calculate ψ(0)(z). In Figs. 9(a) and (b),
where τ is sufficiently small, we find that Eq. (C8) gives
a good approximation for small z; a characteristic length
is given by l and thus by ξ(0+) because of Eq. (C11).
For large values of z in Fig. 9(b), the numerical results
agree with Eq. (C10). Figures 9(c) and (d) show the
results for larger values of τ . In the former, neither
Eq. (19) nor Eq. (C8) gives a good approximation.
In the latter, τ is sufficiently large to validate the
Gaussian model; Eq. (19) gives a good approximation.
For these large values of τ , Eq. (C8) cannot explain the
numerical results for z > 0 and l becomes meaningless
to them. In Fig. 9, as expected, the spatial region
where Eq. (C10) is valid is detached from the membrane
when τ is small enough to give s(0+) ≫ 1. Then, the
difference in the distance from the critical point becomes
significant between the mixture parts near and far from
the membrane. Thus, ξ(0+) deviates from ξ∞ for small
values of τ in Fig. 6.
Though data are not shown, when we use h =
10−6 m3/s2 instead of 10−7 m3/s2 in Figs. 6 and 8,
Eq. (C12) works well up to larger τ and the plateau re-
gions of ξ(0+), l, and ψ(0)(0+) extend up to larger τ .
Then, the plateau value of ψ(0)(0+) is larger, the plateau
values of l and ξ(0+) are smaller, and the Gaussian model
ceases to be valid τ
<∼ 10−2, where ξ∞ is larger than
approximately 2 nm. These behaviors of ψ(0)(0+) and
ξ(0+) imply that, when h is larger for sufficiently small
τ , the mixture part near the membrane becomes more
different from the part far from the membrane in the dis-
tance from the critical point. The difference cannot be
described by the Gaussian model.
[1] P. B. Canham, J. Theor. Biol. 26, 61 (1970).
[2] W. Helfrich, Z. Naturforsch. 28c, 693 (1973).
[3] S. J. Singer and G. L. Nicolson, Science 175, 720 (1972).
[4] F. Brochard and J. F. Lennon, J. Phys. (Paris) 36, 1035
(1975).
[5] F. Ja¨hnig, Biophys. J 71, 1348 (1996).
[6] F. Schmid, Europhys. Lett. 95, 28008 (2011).
[7] H. Shiba, H. Noguchi, and J.-B. Fournier, Soft Matter
12, 2373 (2016).
[8] W. Helfrich, in Les Houches 1988, Session XLVIII, Liq-
uids at Interfaces, ed. J. Charvolin, J. F. Joanny, and J.
Zinn-Justin (North-Holland, Amsterdam, 1990).
[9] D. Sornette and N. Ostrowsky, in Micelles, Membranes,
Microemulsions, and Monolayers, ed. W. M. Gilbert, A.
Ben-Shaul, and D. Roux (Springer, New York, 1994).
[10] W. Helfrich, Z. Naturforsch., Teil A 33, 305 (1978).
18
z[nm] z[nm]
c d
z[nm] z[nm]
a b
ψ
  
 (
z)
 [
k
g
/m
 ]3
(0
)
ψ
  
 (
z)
 [
k
g
/m
 ]3
(0
)
ψ
  
 (
z)
 [
k
g
/m
 ]3
(0
)
ψ
  
 (
z)
 [
k
g
/m
 ]3
(0
)
FIG. 9: Numerical results of the unperturbed profile ψ(0)(z) (circles). The solid curve represents Eq. (C8). The material
constants mentioned in Sect. IVA are used. We use τ = 10−5 to have ξ∞ = 3.14 × 10
2 nm in (a) and (b). The linear plot is
given in (a), while the semi-logarithmic plot for a wider range of z is given in (b), where the dashed line represents the slope of
−1/ξ∞. We use τ = 10
−3 in (c) and 10−2 in (d), which respectively give ξ∞ = 1.75 × 10 nm and ξ∞ = 4.13 nm. The dashed
curves in (c) and (d) represent Eq. (19) with M and ξc being respectively replaced by kBTcC1 and ξ0τ
−ν.
[11] D. Roux and A. M. Bellocq, in Physics of Amphiphiles,
ed. V. Degiorgio and M. Corti (North Holland, Amster-
dam, 1985) p. 842.
[12] O. Diat, D. Roux, and F. Nallet, J. Phys. II (France) 3,
1427 (1993).
[13] N. Lei and X. Lei, Langmuir 14, 2155 (1998).
[14] R. Okamoto and A. Onuki, J. Chem. Phys. 136, 114704
(2012).
[15] A. J. Bray and M. A. Moore, J. Phys. A: Math. Gen. 10,
1927 (1977).
[16] M. N. Binder, in Phase Transition and Critical Phenom-
ena VIII , ed. C. Domb and J. L. Lebowitz (Academic,
London, 1983).
[17] H. W. Diehl, in Phase Transition and Critical Phenom-
ena X , ed. C. Domb and J. L. Lebowitz (Academic, Lon-
don, 1986).
[18] T. W. Burkhardt and H. W. Diehl, Phys. Rev. B 50,
3894 (1994).
[19] H. W. Diehl, Int. J. Mod. Phys. B 11, 3503 (1997).
[20] J. W. Cahn, J. Chem. Phys. 66, 3667 (1977).
[21] Y. Fujitani, Phys. Rev. E 91 042402 (2015).
[22] Y. Fujitani, Eur. Phys. J. E. 39, 31 (2016). In this ref-
erence, some sections in the old version of this text are
cited. In the present version, the numerical factor of the
restoring force in the Gaussian model is discussed in
Sect. III C, while the validity of the Gaussian model is
discussed in Sect. IVA.
[23] R. Kubo, M. Toda, and N. Hashitsume, Statistical
Physics II (Springer, Berlin, 1991) Chap. 1.6.
[24] Y. Fujitani, J. Phys. Soc. Jpn. 85, 044401 (2016).
[25] H. Lamb, Hydrodynamics (Cambridge University Press,
Cambridge, 1932) 6th ed., Sect. 92.
[26] M. Grimm, T. Franosch, and S. Jeney, Phys. Rev. E 86,
021912 (2012).
[27] R. Okamoto, Y. Fujitani, and S. Komura, J.
Phys. Soc. Jpn. 82, 084003 (2013).
[28] A. Furukawa, A. Gambassi, S. Dietrich, and H. Tanaka,
Phys. Rev. Lett. 111, 055701 (2013).
[29] Y. Fujitani, J. Phys. Soc. Jpn. 83, 024401 (2014) [Errata
83, 108001 (2014)].
[30] Y. Fujitani, J. Phys. Soc. Jpn. 83, 084401 (2014).
[31] Y. Fujitani, J. Phys. Soc. Jpn. 82, 124601 (2013) [Errata
83, 088001 (2014)].
[32] A. Onuki, Phase Transition Dynamics (Cambridge Uni-
versity Press, Cambridge, 2002) Chaps. 2-4 and 6.
[33] P. C. Hohenberg and B. I. Halperin, Rev. Mod. Phys. 49,
435 (1977).
[34] H. W. Diehl and H. K. Janssen, Phys. Rev. A 45, 7145
(1992).
[35] For a finite L of Eq. (5), we can derive Eq. (3) by inte-
grating Eq. (2) supplemented with the contribution from
f ′s over a thin interfacial region in the same way that we
elementarily derive the boundary condition for the elec-
tric displacement vector from Gauss’ law of Maxwell’s
equations.
[36] U. Seifert and S. A. Langer, Europhys. Lett. 23, 71
(1993).
[37] This condition, mentioned in Sect. 9 of Ref. 25, requires
the Lagrangian time derivative of z − ζ to vanish, and
enables us to concentrate on considering the fields outside
the boundary layer of the velocity field occurring in the
inviscid limit.
19
[38] C. M. Bender and S. A. Orszag, Advanced Mathemati-
cal Methods for Scientists and Engineers (Springer, New
York, 1999) Chaps. 1.5 and 9.2.
[39] Y. Fujitani, Physica A 203, 214 (1994) [Errata 237, 346
(1997)]
[40] Y. Fujitani, J. Chem. Phys. 116, 7787 (2002).
[41] T. R. Powers, Rev. Mod. Phys. 82, 1607 (2010).
[42] O. -Y. Zhong-Can and W. Helfrich, Phys. Rev. Lett. 59,
2486 (1987).
[43] O. -Y. Zhong-Can and W. Helfrich, Phys. Rev. A 39,
5280 (1989).
[44] Even otherwise, Eq. (11) holds in the limit of L → 0+,
as shown in Appendix E.
[45] We can check this by deriving a differential equation on
the real part of Q from Eq. (59) of Ref. 21, using an inner
variable, and neglecting small terms inside the boundary
layer.
[46] Equation (24) is also used in Ref. 21. On the rhs of
Eq. (33) in Ref. 21, the last term in the braces cancels
with the second term, while the first term gives Eq. (67)
of Ref. 21.
[47] R. Okamoto and A. Onuki, Phys. Rev. E 88, 022309
(2013).
[48] S. Yabunaka, R. Okamoto, and A. Onuki, Soft Matter
11 5738 (2015).
[49] The term“f(ϕ) − µ(0)ϕ+constant” corresponds with
Eq. (41) in the critical composition, where µ∞ in Ref. 14
vanishes.
[50] For τ
>
∼ 3 × 10−3, because s(0+) ≪ 1 in Fig. 8(a),
the second term in the parentheses becomes negligible
in Eq. (C2), considering the statement below Eq. (C5).
[51] A. J. Liu and M. E. Fisher, Phys. Rev. A 40, 7202 (1989).
[52] H. W. Diehl, Ber. Bunsenges, Phys. Chem. 98, 466
(1994).
[53] H. W. Diehl and M. Smock, Phys. Rev. B 47, 5841
(1993).
[54] Assuming fs to be a linear function should amount to
assuming the bare value of the surface enhancement to
be positive, as mentioned in Appendix A of Ref. 24.
[55] I. Iwanowski, K. Leluk, M. Rudowski, and U. Kaatze, J.
Phys. Chem. A 110, 4313 (2006).
[56] B. S. Carey, L. E. Scriven, and H. T. Davis, AIChE J.
26, 705 (1980).
[57] H. Kahl and S. Enders, Phys. Chem. Chem. Phys. 4, 931
(2002).
[58] P. M. W. Cornelisse, C. J. Peters, and J. de Swaan Arons,
Fluid Phase Equilib. 117, 312 (1996).
[59] A. Erde´lyi (ed.), Higher Transcendental Functions, vol. I
(McGraw-Hill, New York, 1953) Chap. 2.
[60] M. Abramowitz and I. A. Stegan, Handbook of Mathe-
matical Functions (Dover, New York, 1964) Chap. 15.
[61] M. Smock, H. W. Diehl, and D. P. Landau, Ber. Bunsen-
ges, Phys. Chem. 98, 486 (1994).
[62] J. Rudnick and D. Jasnow, Phys. Rev. Lett 48, 1059
(1982).
[63] The numerator of the first term of the second line should
be h2ζ2 in Eq. (A9) of Ref. 21, whose δΩ and l correspond
respectively with δΩˇ and lp here.
[64] In the Gaussian model, Eq. (D5) with its subsequent
boundary condition is solved exactly to yield χ(k, z) =
e(1−K1)Z/K1, which leads to Eq. (A11) of Ref. 21.
