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ON THE SECOND BOUNDARY VALUE PROBLEM FOR A
CLASS OF FULLY NONLINEAR FLOWS I
RONGLI HUANG AND YUNHUA YE
Abstract. In this paper, a class of fully nonlinear flows with nonlinear Neumann
type boundary condition is considered. This problem was solved partly by the
first author under the assumption that the flow is the parabolic type special
Lagrangian equation in R2n. We show that the convexity is preserved for solutions
of the fully nonlinear parabolic equations and prove the long time existence and
convergence of the flow. In particular, we can prescribe the second boundary
value problems for a family of special Lagrangian graphs in Euclidean and pseudo-
Euclidean space.
1. Introduction
In this paper we will study the long time existence and convergence of convex
solutions solving
(1.1)
∂u
∂t
= F (D2u), in ΩT = Ω× (0, T ),
associated with the second boundary value problem
(1.2) Du(Ω) = Ω˜, t > 0,
and the initial condition
(1.3) u = u0, t = 0,
for given F , u0, Ω and Ω˜. Specifically, Ω, Ω˜ are uniformly convex bounded domains
with smooth boundary in Rn. F is a C2+α0 function for some 0 < α0 < 1 defined
on the cone Γ+ of positive definite symmetric matrices, which is monotonically
increasing and
(1.4)
{
F [A] := F (λ1, λ2, · · · , λn)
F (· · · , λi, · · · , λj , · · · ) = F (· · · , λj , · · · , λi, · · · ), for 1 ≤ i < j ≤ n,
with
λ1 ≤ λ2 ≤ · · · ≤ λn
being the eigenvalues of the n× n symmetric matrix A.
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Our motivation for studying equations (1.1)-(1.3) comes from providing a par-
abolic approach to prescribe the boundary value problems for a family of special
Lagrangian graphs. In Euclidean space R2n, Brendle-Warren’s theorem [1] says
that there exists a diffeomorphism f: Ω→ Ω˜ such that
Σ = {(x, f(x))|x ∈ Ω}
is a special Lagrangian submanifold. It’s well known that Σ is special Lagrangian
if and only if the Lagrangian angle is a constant, a proof of which can be found in
Harvey and Lawson’s work (see Proposition 2.17 in [2]). To find a special Lagrangian
graph Σ with f being a diffeomorphism : Ω → Ω˜ is equivalent to the following
problem (f = Du):
(1.5)
{
Σni=1 arctan λi = c, x ∈ Ω,
Du(Ω) = Ω˜.
Using the continuity method of solving fully nonlinear elliptic equations with sec-
ond boundary condition, S. Brendle and M. Warren [1] obtained the existence and
uniqueness of the solution to (1.5). In [3], the first author studied the parabolic type
special Lagrangian equation with second boundary condition:
(1.6)


∂u
∂t
= Σni=1 arctan λi, t > 0, x ∈ Ω,
Du(Ω) = Ω˜, t > 0,
u = u0, t = 0, x ∈ Ω.
The first author proved long time existence and convergence of the flow and then
showed the existence result of special Lagrangian submanifold with the same bound-
ary condition in Rn ×Rn. In this paper, we will see that there exists relative inter-
esting geometric flow with second boundary condition, where the stable solutions
correspond to a family of special Lagrangian graphs in pseudo-Euclidean space. To
obtain the long time existence and convergence of the flow, it is often important to
know whether the convexity of solutions of the evolution equations involved remain
unchanged in time, seeing the work of B. Andrews [4], P. L.Lions and M. Musiela
[5].
Let δ0 be the standard Euclidean metric and g0 be the pseudo-Euclidean metric
where
g0 =
1
2
∑
i
(dxi
⊗
dyi + dyi
⊗
dxi).
By taking linear combinations of the metrics δ0 and g0, M. Warren constructed a
family of metrics on Rn × Rn:
(1.7) gτ = cos τg0 + sin τδ0.
In calibrated geometry, we adapt the details of the extremal Lagrangian surfaces in
(Rn×Rn, gτ ) which were firstly obtained by M. Warren [6] and arise as solutions to
a family of special Lagrangian equations:
(1.8) (τ = 0)
∑
i
lnλi = c,
2
(1.9) (0 < τ <
pi
4
)
∑
i
ln(
λi + a− b
λi + a+ b
) = c,
(1.10) (τ =
pi
4
)
∑
i
1
1 + λi
= c,
(1.11) (
pi
4
< τ <
pi
2
)
∑
i
arctan(
λi + a− b
λi + a+ b
) = c,
(1.12) (τ =
pi
2
)
∑
i
arctan λi = c,
where a = cot τ and b =
√
| cot2 τ − 1|.
Here we consider the following fully nonlinear elliptic equations with second
boundary condition:
(1.13)
{
Fτ (D
2u) = c, x ∈ Ω,
Du(Ω) = Ω˜,
where
Fτ (A) =


∑
i
lnλi, τ = 0,
∑
i
ln(
λi + a− b
λi + a+ b
) 0 < τ <
pi
4
,
∑
i
1
1 + λi
, τ =
pi
4
,
∑
i
arctan(
λi + a− b
λi + a+ b
),
pi
4
< τ <
pi
2
,
∑
i
arctan λi, τ =
pi
2
,
and Du are the special Lagrangian diffeomorphisms from Ω to Ω˜ in Euclidean and
pseudo-Euclidean space. In dimension 2, P. Delanoe¨ [7] obtained a unique smooth
solution for the second boundary value problem of the Monge-Ampe`re equation with
respect to τ = 0 in (1.13) if both domains are uniformly convex. Later the gen-
eralization of P. Delanoe¨’s theorem to higher dimensions was given by L. Caffarelli
[8] and J. Urbas [9]. Using the parabolic methods, O.C. Schnu¨rer and K. Smoczyk
[10] also obtained the existence of solutions to (1.13) for τ = 0. As far as τ = pi2
is concerned, S. Brendle and M. Warren [1] proved the existence and uniqueness of
the solution by the elliptic methods and the first author [3] obtained the existence
of solution by the parabolic methods.
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The aim of the paper is to study the existence of solutions of the equations (1.13)
for τ = pi4 , i.e.,
(1.14)


∑
i
1
1 + λi
= c, x ∈ Ω,
Du(Ω) = Ω˜.
We will see that −Fpi
4
can be viewed as the map F defined by (1.4).
For any µ1 > 0, µ2 > 0, we define
Γ+]µ1,µ2[ = {(λ1, λ2, · · · , λn)|0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn, λ1 ≤ µ1, λn ≥ µ2}.
We assume that there exist positive constants λ,Λ depending only on µ1, µ2 such
that for any (λ1, λ2, · · · , λn) ∈ Γ
+
]µ1,µ2[
:
(1.15) Λ ≥
n∑
i=1
∂F
∂λi
≥ λ,
(1.16) Λ ≥
n∑
i=1
∂F
∂λi
λ2i ≥ λ.
In addition,
(1.17) F (A) and F ∗(A) , −F (A−1) are concave on Γ+.
Moreover, we assume that there exist two functions f1, f2 which are monotonically
increasing in (0,+∞) satisfying
(1.18) f1(λ1) ≤ F (λ1, λ2, · · · , λn) ≤ f2(λn) (∀ 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn),
and for any Φ,Ψ ∈ £,
(1.19)
{
f1(t) ≤ Φ⇒ ∃t1 > 0, t ≤ t1,
f2(t) ≥ Ψ⇒ ∃t2 > 0, t ≥ t2,
where
£ = {Υ|∃(λ1, λ2, · · · , λn), 0 < λ1 ≤ λ2 ≤ · · · ≤ λn,Υ = F (λ1, λ2, · · · , λn)}.
We can’t expect that F satisfies (1.15) and (1.16) for the universal constants λ
and Λ on the cone Γ+. The reason is in the following: for any ε > 0, by taking
λ1 = λ2 = · · · = λn = ε,
we obtain
ε2Λ ≥ ε2
n∑
i=1
∂F
∂λi
=
n∑
i=1
∂F
∂λi
λ2i ≥ λ.
In view of the above fact, we introduce the domain Γ+]µ1,µ2[ such that the two con-
ditions are compatible. As same as the statement in [1], the range of c should be
limited for the solvability of the equation (1.13) and the condition (1.18) reflect the
issue in some way. On the other hand, in Section 3, we will prove that there exist
universal constants µ1 and µ2 such that (λ1, λ2, · · · , λn) are always in Γ
+
]µ1,µ2[
under
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the flow. So F satisfies the structure conditions (1.15) and (1.16) for the constants
λ and Λ under the flow.
By [3] and Corollary 5.4 of the present paper, the examples of functions satisfying
(1.15)- (1.19) are those corresponding to

F (λ1, λ2, · · · , λn) := Fpi
2
(λ1, λ2, · · · , λn) =
∑
i
arctan λi,
f1(t) = n arctan t, f2(t) = n arctan t,
and 

F (λ1, λ2, · · · , λn) := −Fpi
4
(λ1, λ2, · · · , λn) = −
∑
i
1
1 + λi
,
f1(t) = −
n
1 + t
, f2(t) = −
n
1 + t
.
The main results of this paper can be summarized as follows
Theorem 1.1. Assume that Ω, Ω˜ are bounded, uniformly convex domains with
smooth boundary in Rn, 0 < α0 < 1 and the map F satisfies (1.4), (1.15), (1.16),
(1.17), (1.18), (1.19). Then for any given initial function u0 ∈ C
2+α0(Ω¯) which is
uniformly convex and satisfies Du0(Ω) = Ω˜, the strictly convex solution of (1.1)-
(1.3) exists for all t ≥ 0 and u(·, t) converges to a function u∞(x, t) = u∞(x)+C∞ ·t
in C1+ζ(Ω¯) ∩ C4+α(D¯) as t→∞ for any D ⊂⊂ Ω, ζ < 1,0 < α < α0, i.e.,
lim
t→+∞
‖u(·, t) − u∞(·, t)‖C1+ζ (Ω¯) = 0, lim
t→+∞
‖u(·, t) − u∞(·, t)‖C4+α(D¯) = 0.
And u∞(x) ∈ C1+1(Ω¯) ∩C4+α(Ω) is a solution of
(1.20)
{
F (D2u) = C∞, x ∈ Ω,
Du(Ω) = Ω˜.
The constant C∞ depends only on Ω, Ω˜ and F . The solution to (1.20) is unique up
to additions of constants.
Corollary 1.2. Let Ω, Ω˜ and F satisfy the conditions in the above theorem. If F
is C∞, then there exist u∞(x) ∈ C∞(Ω¯) and the constant C∞ which satisfy (1.20).
Remark 1.3. Theorem 3.3 of B.Andrews in [4] proved that the convexity for solu-
tions of fully nonlinear parabolic equations under conditions (1.4) and (1.17) can be
preserved if the solutions on the boundary are strictly convex. Here we do not make
any assumption of u to be convex on the boundary.
Remark 1.4. The first author [11] used the elliptic methods to obtain the similar
results of (1.20), but the structure conditions of F in [11] are more complicated.
As a consequence of Theorem 1.1, we will prove the existence and uniqueness of
classical solution of (1.14).
Theorem 1.5. Let Ω, Ω˜ be bounded, uniformly convex domains with smooth bound-
ary in Rn. Then there exist u ∈ C∞(Ω¯) and the constant c such that u is a solution
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of the second boundary value problem (1.14). The solution to (1.14) is unique up to
additions of constants.
Definition 1.6. We say that Σ = {(x, f(x))|x ∈ Ω} is a special Lagrangian graph
in (Rn × Rn, gτ ) if
f = Du
and u satisfies
Fτ (D
2u(x)) = c, x ∈ Ω.
By the above result, we can extend Brendle-Warren’s theorem [1] to the case in
(Rn × Rn, gpi
4
):
Corollary 1.7. Let Ω, Ω˜ be bounded, uniformly convex domains with smooth bound-
ary in Rn. Then there exists a diffeomorphism f: Ω→ Ω˜ such that
Σ = {(x, f(x))|x ∈ Ω}
is a special Lagrangian graph in (Rn × Rn, gpi
4
).
The monotone increasing of F implies the ellipticity of the equation (1.20). As the
statement in [1], the range of c should be limited for the solvability of the equation
(1.20), so the conditions (1.18)-(1.19) are just natural in some degree. Condition
(1.17) is essentially the ones used in [4] to preserve the convexity for the solutions of
the fully nonlinear parabolic equations. And conditions (1.15), (1.16) are essential
part to carry out the upcoming C2 priori estimates for the solutions on the boundary.
The rest of this paper is organized as follows. In Section 2, we establish the short
time existence result to the flow (1.1)-(1.3) by using the inverse function theorem.
In Section 3, we collect necessary preliminaries which will be used in the proof
of Theorem 1.1. The techniques used in this section are reflective of those in [3],
[9], and [10] to the second boundary value problems for fully nonlinear differential
equations. We use barrier arguments to obtain the C2 upper bound estimates on
the boundary. Here the structure conditions (1.15), (1.16) play an important role
to construct suitable auxiliary functions as barriers. The conditions are also used
to establish the C2 lower bounds for the solutions on the boundary. In Section 4,
we give the proof of Theorem 1.1 and Corollary 1.2. In Section 5, we replace F
by −Fpi
4
in (1.1) and solve the corresponding problems. Under the flow (1.1)-(1.3),
we show that −Fpi
4
satisfies the conditions (1.15)-(1.19), and then we give the proof
of Theorem 1.5 and Corollary 1.7. In Section 6, we show that the applications of
Theorem 1.1 include a number of previously established results of various authors
as consequences.
2. The short time existence of the parabolic flow
Throughout the following, Einstein’s convention of summation over repeated in-
dices will be adopted. Denote
ui =
∂u
∂xi
, uij =
∂2u
∂xi∂xj
, uijk =
∂3u
∂xi∂xj∂xk
, · · ·
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and
[uij ] = [uij ]
−1, F ij(D2u) =
∂F
∂uij
, ΩT = Ω× (0, T ).
We first recall the relevant Sobolev spaces ( cf. Chapter 1 in [12]). For every multi-
index β = (β1, β2, · · · , βn)(βi ≥ 0 for i = 1, 2, · · · , n) with length |β| =
∑n
i=1 βi and
j ≥ 0, we set
Dβu =
∂|β|u
∂x
β1
1 ∂x
β2
2 · · · ∂x
βn
n
, DβD
j
tu =
∂|β|+ju
∂x
β1
1 ∂x
β2
2 · · · ∂x
βn
n ∂tj
.
We remind the definition of the usual functional spaces (k ≥ 0):
Ck(Ω) = {u : Ω→ R|∀β, |β| ≤ k,Dβu is continuous in Ω},
Ck(Ω¯) = {u ∈ Ck(Ω)|∀β, |β| ≤ k,Dβu can be extended by continuity to ∂Ω};
Ck,
k
2 (ΩT ) = {u : ΩT → R|∀β, j ≥ 0, |β|+ 2j ≤ k,D
βD
j
tu is continuous in ΩT },
Ck,
k
2 (Ω¯T ) = {u ∈ C
k, k
2 (ΩT )|∀β, j ≥ 0, |β| + 2j ≤ k,D
βD
j
tu can be extended by
continuity to ∂ΩT }.
Moreover Ck(Ω¯), Ck,
k
2 (Ω¯T ) are Banach spaces equipped with the norm respectively:
‖u‖Ck(Ω¯) =
k∑
i=0
sup
|β|=i
sup
Ω¯
|Dβu|,
‖u‖
Ck,
k
2 (Ω¯T )
=
∑
j≥0,|β|+2j≤k
sup
Ω¯T
|DβDjtu|.
We now remind the definition of Ho¨lder spaces. Let α ∈ [0, 1]. We define the
α-Ho¨lder coefficient of u in Ω:
[u]α,Ω = sup
x 6=y,x,y∈Ω
|u(x) − u(y)|
|x− y|α
.
If [u]α,Ω < +∞, then we call u Ho¨lder continuous with exponent α in Ω. If there
are no ambiguity about the domains Ω, we denote [u]α,Ω by [u]α. Similarly, the
(α, α2 )-Ho¨lder coefficient of u in ΩT can be defined by
[u]α,α
2
,ΩT = sup
(x,t)6=(y,τ),(x,t),(y,τ)∈ΩT
|u(x, t)− u(y, τ)|
max{|x− y|α, |t− τ |
α
2 }
,
and u is Ho¨lder continuous with exponent (α, α2 ) in ΩT if [u]α,α2 ,ΩT < +∞. Mean-
while, we denote [u]α,α
2
,ΩT by [u]α,α2 . We denote C
k+α(Ω¯) as the set of functions
belonging to Ck(Ω¯) whose k-order partial derivatives are Ho¨lder continuous with
exponent α in Ω and Ck+α(Ω¯) is a Banach space equipped with the following norm:
‖u‖Ck+α(Ω¯) = ‖u‖Ck(Ω¯) + [u]k+α
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where
[u]k+α =
∑
|β|=k
[Dβu]α.
Likewise, we denote Ck+α,
k+α
2 (Ω¯T ) as the set of functions belonging to C
k, k
2 (Ω¯T )
whose (k, k2 )-order partial derivatives are Ho¨lder continuous with exponent (α,
α
2 ) in
ΩT and C
k+α, k+α
2 (Ω¯T ) is a Banach space equipped with the following norm:
‖u‖
C
k+α,
k+α
2 (Ω¯T )
= ‖u‖
Ck,
k
2 (Ω¯T )
+ [u]
k+α, k+α
2
,
where
[u]
k+α, k+α
2
=
∑
|β|+2j=k
[DβDjtu]α,α2 .
By the methods on the second boundary value problems for equations of Monge-
Ampe`re type [9], the parabolic boundary condition in (1.2) can be reformulated
as
h(Du) = 0, x ∈ ∂Ω, t > 0,
where h is a smooth function on ¯˜Ω:
Ω˜ = {p ∈ Rn|h(p) > 0}, |Dh|∂Ω˜ = 1.
The so called boundary defining function is strictly concave, i.e., ∃θ > 0,
∂2h
∂yi∂yj
ξiξj ≤ −θ|ξ|
2, for ∀p = (y1, y2, · · · , yn) ∈ Ω˜, ξ = (ξ1, ξ2, · · · , ξn) ∈ R
n.
We also give the boundary defining function according to Ω (cf.[1]):
Ω = {p ∈ Rn|h˜(p) > 0}, |Dh˜|∂Ω = 1,
∃θ˜ > 0,
∂2h˜
∂yi∂yj
ξiξj ≤ −θ˜|ξ|
2, for ∀p = (y1, y2, · · · , yn) ∈ Ω, ξ = (ξ1, ξ2, · · · , ξn) ∈ R
n.
Thus the parabolic flow (1.1)-(1.3) is equivalent to the evolution problem:
(2.1)


∂u
∂t
= F (D2u), t > 0, x ∈ Ω,
h(Du) = 0, t > 0, x ∈ ∂Ω,
u = u0, t = 0, x ∈ Ω.
To establish the short time existence of classical solutions of (2.1), we use the inverse
function theorem in Fre´chet spaces and the theory of linear parabolic equations for
oblique boundary condition. The method is along the idea of proving the short time
existence of convex solutions on the second boundary value problem for Lagrangian
mean curvature flow [3]. We include the details for the convenience of the readers.
Lemma 2.1. (I. Ekeland, see Theorem 2 in [13].) Let X and Y be Banach spaces.
Suppose
~ : X → Y
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is continuous and Gaˆteaux-differentiable, with ~[0] = 0. Assume that the derivative
D~[x] has a right inverse T[x], uniformly bounded in a neighbourhood of 0 in X:
∀y ∈ Y, D~[x]T[x]y = y;
‖x‖ ≤ R =⇒ ‖T[x]‖ ≤ m.
For every y ∈ Y if
‖ y ‖<
R
m
,
then there is some x ∈ X such that :
‖x‖ < R
and
~[x] = y.
As an application of I. Ekeland’s theorem, we obtain the following inverse function
theorem which will be used to prove the short time existence result for equation (2.1).
Lemma 2.2. Let X and Y be Banach spaces. Suppose
J : X → Y
is continuous and Gaˆteaux-differentiable, with J(v0) = w0. Assume that the de-
rivative DJ [v] has a right inverse L[v], uniformly bounded in a neighbourhood of
v0:
∀y ∈ Y, DJ [v]L[v]y = y;
‖v − v0‖ ≤ R =⇒ ‖L[v]‖ ≤ m.
For every w ∈ Y if
‖ w − w0 ‖<
R
m
,
then there is some v ∈ X such that:
‖v − v0‖ < R
and
J(v) = w.
Proof. Denote v = x + v0 and ~[x] , J [x + v0] − w0, then ~[0] = 0. Since the
derivative DJ [v] has a right inverse L[v], we deduce that D~[x] = DJ [v] has a right
inverse L[v]. Set T[x] = L[x+ v0]. Following Lemma 2.1, for every y , w−w0 ∈ Y ,
if
‖ y ‖<
R
m
,
then there is some x ∈ X such that:
‖x‖ < R
and
~[x] = y = w − w0.
So we have:
‖v − v0‖ < R,
9
and
J(v) = w.

Lemma 2.3. (See Theorem 8.8 and 8.9 in [14].) Assume that f ∈ Cα0,
α0
2 (Ω¯T ) for
some 0 < α0 < 1, T > 0, and G(x, p), Gp(x, p) are in C
1+α0(Ξ) for any compact
subset Ξ of ∂Ω × Rn such that inf∂Ω〈Gp, ν〉 > 0 where ν is the inner normal vector
of ∂Ω. Let u0 ∈ C
2+α0(Ω¯) be strictly convex and satisfy G(x,Du0) = 0. Then there
exists T ′ > 0 (T ′ ≤ T ) such that we can find a unique solution which is strictly
convex in x variable in the class C2+α0,
2+α0
2 (Ω¯T ′) to the following equations

∂u
∂t
− aij(x, t)uij = f(x, t), T
′ > t > 0, x ∈ Ω,
G(x,Du) = 0, T ′ > t > 0, x ∈ ∂Ω,
u = u0, t = 0, x ∈ Ω,
where aij(x, t)(1 ≤ i, j ≤ n) ∈ Cα0,
α0
2 (Ω¯T ) and [a
ij(x, t)] ≥ a0I for some positive
constant a0.
By the property of C2+α0,
2+α0
2 (Ω¯T ′) and u(x, t)|t=0 = u0(x), we obtain
(2.2) lim
t→0
‖ u(·, t) − u0(·) ‖C2+α0 (Ω¯)= 0.
For any α < α0, we have
|(D2u(x, t)−D2u0(x))− (D
2u(y, τ)−D2u0(y))|
max{|x− y|α, |t− τ |
α
2 }
≤
|(D2u(x, t)−D2u0(x))− (D
2u(y, t)−D2u0(y))|
|x− y|α
+ |t− τ |
α0−α
2
|(D2u(y, t)−D2u0(y))− (D
2u(y, τ)−D2u0(y))|
|t− τ |
α0
2
.
Then we get
(2.3)
‖ D2u−D2u0 ‖Cα,
α
2 (Ω¯T ′ )
≤ max
0≤t≤T ′
‖ D2u(·, t)−D2u0(·) ‖Cα(Ω¯)
+ T ′
α−α0
2 ‖ D2u−D2u0 ‖
Cα0,
α0
2 (Ω¯T ′ )
.
Combining (2.2) with (2.3), we obtain
(2.4) lim
T ′→0
‖ D2u−D2u0 ‖Cα,
α
2 (Ω¯T ′ )
= 0
which will be used later.
According to the proof in [9], we can verify the oblique boundary condition.
Lemma 2.4. (See J. Urbas [9].)
u ∈ C2(Ω¯) with D2u > 0 =⇒ inf∂Ω hpk(Du)νk > 0 where ν = (ν1, ν2, · · · , νn) is the
unit inward normal vector of ∂Ω, i.e., h(Du) = 0 is strictly oblique.
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We are now in a position to prove the short time existence of solutions of (2.1)
which is equivalent to the problem (1.1)-(1.3).
Proposition 2.5. According to the conditions in Theorem 1.1, there exist some
T ′′ > 0 and u ∈ C2+α,
2+α
2 (Ω¯T ′′) which depend only on Ω, Ω˜, u0, such that u is a
solution of (2.1) and is strictly convex in x variable.
Proof. Denote the Banach spaces
X = C2+α,1+
α
2 (Ω¯T ), Y = C
α,α
2 (Ω¯T )× C
1+α, 1+α
2 (∂Ω× (0, T )) × C2+α(Ω¯),
where
‖ ·‖Y =‖ ·‖Cα,
α
2 (Ω¯T )
+ ‖ ·‖
C1+α,
1+α
2 (∂Ω×(0,T ))
+ ‖ ·‖C2+α(Ω¯).
Define a map
J : X → Y
by
J(u) =


∂u
∂t
− F (D2u), (x, t) ∈ ΩT ,
h(Du), (x, t) ∈ ∂Ω× (0, T ),
u, (x, t) ∈ Ω× {t = 0}.
The strategy is now to use the inverse function theorem to obtain the short time
existence result. The computation of the Gaˆteaux derivative shows that:
∀u, v ∈ X, DJ [u](v) ,
d
dτ
J(u+τv)|τ=0 =


∂v
∂t
− F ij(D2u)vij , (x, t) ∈ ΩT ,
hpi(Du)vi, (x, t) ∈ ∂Ω× (0, T ),
v, (x, t) ∈ Ω× {t = 0}.
Using Lemma 2.3 and Lemma 2.4, there exists T1 > 0 such that we can find
uˆ ∈ C2+α0,1+
α0
2 (Ω¯T1) ⊂ X
to be strictly convex in x variable, which satisfies the following equations :
(2.5)


∂uˆ
∂t
−△uˆ = F (D2u0)−△u0, T1 > t > 0, x ∈ Ω,
h(Duˆ) = 0, T1 > t > 0, x ∈ ∂Ω.
uˆ = u0, t = 0, x ∈ Ω.
We see that ∃R > 0, such that u is strictly convex in x variable if
‖u− uˆ‖
C
2+α,
2+α
2 (Ω¯T1 )
< R,
For each Z , (f, g, w) ∈ Y and using Lemma 2.3 again, we know that there exists
a unique v ∈ X(T = T1) satisfying DJ [u](v) = (f, g, w), i.e.

∂v
∂t
− F ij(D2u)vij = f, T1 > t > 0, x ∈ Ω,
hpi(Du)vi = g, T1 > t > 0, x ∈ ∂Ω,
v = w, t = 0, x ∈ Ω.
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Using Schauder estimates for linear parabolic equation to oblique boundary condi-
tion (cf. Theorem 8.8 and 8.9 in [14]), we obtain
‖ v ‖
C
2+α,
2+α
2 (Ω¯T1 )
≤ m(‖ f‖
C
α,α
2 (Ω¯T1 )
+ ‖ g‖
C
1+α,
1+α
2 (∂Ω×(0,T1))
+ ‖ w‖C2+α(Ω¯)),
for some positive constant m. Using the definition of the Banach spaces X and Y
with T = T1, we can rewrite the above Schauder estimates as
‖ v ‖X≤ m ‖ Z ‖Y .
If ‖Z‖Y ≤ 1, then we have
‖v‖X ≤ m.
It means that the derivative DJ [u](v) = Z has a right inverse v = L[u](Z) and
‖L[u]‖ , sup
‖Z‖Y ≤1
‖L[u](Z)‖X ≤ m.
If we set
fˆ =
∂uˆ
∂t
− F (D2uˆ), w0 = (fˆ , 0, u0), w = (0, 0, u0),
then we can show that
‖ fˆ − 0 ‖
Cα,
α
2 (Ω¯T1 )
=‖ △uˆ−△u0 + F (D
2u0)− F (D
2uˆ) ‖
Cα,
α
2 (Ω¯T1 )
≤‖ △uˆ−△u0 ‖Cα,
α
2 (Ω¯T1 )
+ ‖ F (D2u0)− F (D
2uˆ) ‖
Cα,
α
2 (Ω¯T1 )
≤ C ‖ D2uˆ−D2u0 ‖Cα,
α
2 (Ω¯T1 )
,
where C is a constant depending only on the known data. Using (2.4), we conclude:
∃T ′′ > 0 (T ′′ ≤ T1) to be small enough such that
‖ fˆ − 0 ‖
Cα,
α
2 (Ω¯T ′′ )
≤ C ‖ D2uˆ−D2u0 ‖Cα,
α
2 (Ω¯T ′′ )
<
R
m
.
Thus we obtain
‖ w − w0‖Y =‖ 0− fˆ‖Cα,
α
2 (Ω¯T ′′ )
<
R
m
.
By Lemma 2.2, we give the desired results. 
Remark 2.6. By the strong maximum principle, the strictly convex solution to (2.1)
is unique.
3. Preliminary results
In this section, the C2 a priori bound is accomplished by making the second
derivative estimates on the boundary for the solutions of fully nonlinear parabolic
equations. This treatment is similar to the problems presented in [3], [9] and [10], but
requires some modification to accommodate the more general situation. Specifically,
the structure conditions (1.15) and (1.16) are needed in order to derive differential
inequalities from barriers which can be used.
For convenience of the computation, we set
βk ,
∂h(Du)
∂uk
= hpk(Du)
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and 〈·, ·〉 be the inner product in Rn. By Proposition 2.5 and the regularity theory of
parabolic equations, we may assume that u is a strictly convex solution of (1.1)-(1.3)
in the class C2+α,1+
α
2 (Ω¯T ) ∩ C
4+α,2+α
2 (ΩT ) for some T > 0.
Lemma 3.1 (u˙-estimates).
As long as the convex solution to (1.1)-(1.3) exists, the following estimates hold,
i.e.,
Θ0 , min
Ω¯
F (D2u0) ≤ u˙ ,
∂u
∂t
≤ Θ1 , max
Ω¯
F (D2u0).
Proof. We use the methods known from Lemma 2.1 in [10].
From (1.1), a direct computation shows that
∂(u˙)
∂t
− F ij∂ij(u˙) = 0.
Using the maximum principle, we see that
min
Ω¯T
(u˙) = min
∂Ω¯T
(u˙).
Without loss of generality, we assume that u˙ 6= constant. If ∃x0 ∈ ∂Ω, t0 > 0,
such that u˙(x0, t0) = minΩ¯T (u˙). On one hand, since 〈β, ν〉 > 0, by the Hopf Lemma
(cf.[15]) for parabolic equations, there must hold in the following
u˙β(x0, t0) 6= 0.
On the other hand, we differentiate the boundary condition and then obtain
u˙β = hpk(Du)
∂u˙
∂xk
=
∂h(Du)
∂t
= 0.
It is a contradiction. So we deduce that
u˙ ≥ min
Ω¯T
(u˙) = min
∂Ω¯T |t=0
(u˙) = min
Ω¯
F (D2u0).
For the same reason, we have
∂u
∂t
≤ Θ1 , max
Ω¯
F (D2u0).
Putting these facts together, the assertion follows. 
Lemma 3.2. Let (x, t) be an arbitrary point of ΩT , and λ1 ≤ λ2 ≤ · · · ≤ λn be the
eigenvalues of D2u at (x, t). As long as the convex solution to (1.1)-(1.3) exists,
then ∃µ1 > 0, µ2 > 0 depending only on F (D
2u0), such that
λ1 ≤ µ1, λn ≥ µ2.
Proof. Using Lemma 3.1 and condition (1.18), we obtain
f1(λ1) ≤ Θ1, f2(λn) ≥ Θ0.
By the condition (1.19), we get the desired results. 
By Lemma 3.2, the points (λ1, λ2, · · · , λn) are always in Γ
+
]µ1,µ2[
under the flow.
So we obtain the next lemma.
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Lemma 3.3. Let (x, t) be an arbitrary point of ΩT , and λ1 ≤ λ2 ≤ · · · ≤ λn be the
eigenvalues of D2u at (x, t). As long as the convex solution to (1.1)-(1.3) exists,
then ∃λ > 0,Λ > 0 depending only on F (D2u0), such that F satisfies the structure
conditions (1.15), (1.16).
In the following, we always assume that λ and Λ are universal constants depending
on the known data. In order to establish the C2 estimates, first we make use of the
method to do the strict obliqueness estimates, a parabolic version of a result of
J.Urbas [9] which was given in [10]. Returning to Lemma 2.4, we get a uniform
positive lower bound of the quantity inf∂Ω hpk(Du)νk which does not depend on t
under the structure conditions of F .
Lemma 3.4. As long as the strictly convex solution to (1.1)-(1.3) exists, the strict
obliqueness estimates can be obtained by
(3.1) 〈β, ν〉 ≥
1
C1
> 0,
where the constant C1 is independent of t.
Proof. Let (x0, t0) ∈ ∂Ω× [0, T ] such that
〈β, ν〉(x0, t0) = hpk(Du)νk = min
∂Ω×[0,T ]
〈β, ν〉.
By the computation in [9], we know
(3.2) 〈β, ν〉 =
√
uijνiνjhpkhplukl.
Further on, we may assume that t0 > 0 and ν(x0) = (0, 0, · · · , 1) , en. As in the
proof of Lemma 8.1 in [10], by the convexity of Ω and its smoothness, we extend ν
smoothly to a tubular neighborhood of ∂Ω such that in matrix sense
(3.3) Dkνl ≡ νkl ≤ −
1
C
δkl
for some positive constant C. Let
v = 〈β, ν〉+ h(Du).
By the above assumptions and the boundary condition, we obtain
v(x0, t0) = min
∂Ω×[0,T ]
v = min
∂Ω×[0,T ]
〈β, ν〉.
In (x0, t0), we have
(3.4) 0 = vr = hpnpkukr + hpkνkr + hpkukr, 1 ≤ r ≤ n− 1,
We assume that the following key estimate holds which will be proved later ,
(3.5) vn(x0, t0) ≥ −C,
where C is a constant depending only on Ω, u0, h, ε0, h˜ and we will use the conditions
of (1.4), (1.17), (1.15), (1.16). It’s not hard to check that (3.5) can be rewritten as
(3.6) hpnpkukn + hpkνkn + hpkukn ≥ −C.
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Multiplying (3.6) with hpn and (3.4) with hpr respectively, and summing up together,
we obtain
(3.7) hpkhplukl ≥ −Chpn − hpkhplνkl − hpkhpnplukl.
By the concavity of h, we can easily check that
−hpnpn ≥ 0, hpkukr =
∂h(Du)
∂xr
= 0, hpkukn =
∂h(Du)
∂xn
≥ 0.
Substituting those into (3.7) and using (3.3), we have
hpkhplukl ≥ −Chpn +
1
C
|Dh|2 = −Chpn +
1
C
.
For the last term of the above inequality, we distinguish two cases in (x0, t0).
Case (i).
−Chpn +
1
C
≤ 0.
Then
hpk(Du)νk = hpn ≥
1
C2
.
It shows that there is a uniform positive lower bound for the quantity min∂Ω×[0,T ] hpk(Du)νk.
Case (ii).
−Chpn +
1
C
> 0.
Then we obtain a positive lower bound of hpkhplukl. Introduce the Legendre trans-
formation of u:
yi =
∂u
∂xi
, i = 1, 2, · · · , n, u∗(y1, · · · , yn, t) :=
n∑
i=1
xi
∂u
∂xi
− u(x, t).
In terms of y1, · · · , yn, u
∗(y1, · · · , yn), we can easily check that
∂2u∗
∂yi∂yj
= [
∂2u
∂xi∂xj
]−1.
Then u∗ satisfies
(3.8)


∂u∗
∂t
− F ∗(D2u∗) = 0, T > t > 0, x ∈ Ω˜,
h˜(Du∗) = 0, T > t > 0, x ∈ ∂Ω˜,
u∗ = u∗0, t = 0, x ∈ Ω˜,
where h˜ is a smooth and strictly concave function on Ω¯:
Ω = {p ∈ Rn|h˜(p) > 0}, |Dh˜|∂Ω˜ = 1,
and u∗0 is the Legendre transformation of u0. Here F
∗ is defined by (1.17). Set
F ∗(λ1, λ2, · · · , λn) = −F (µ1, µ2, · · · , µn), µi = λ
−1
i (i = 1, 2, · · · , n).
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A simple calculation shows that
n∑
i=1
∂F ∗
∂λi
=
n∑
i=1
µ2i
∂F
∂µi
,
n∑
i=1
λ2i
∂F ∗
∂λi
=
n∑
i=1
∂F
∂µi
.
Then the structure conditions of F imply that F ∗ also satisfies (1.15) and (1.16).
We also define
v˜ = β˜kν˜k + h˜(Du
∗) = 〈β˜, ν˜〉+ h˜(Du∗),
where
β˜k ,
∂h˜(Du∗)
∂u∗k
= h˜pk(Du
∗),
and ν˜ = (ν˜1, ν˜2, · · · , ν˜n) is the inner unit normal vector of ∂Ω˜. Using the same
methods, under the assumption of
v˜n(y0, t0) ≥ −C,
we obtain the positive lower bounds of h˜pk h˜plu
∗
kl or
hpk(Du)νk = h˜pk(Du
∗)ν˜k(y0) = h˜pn ≥
1
C2
.
We notice that
h˜pk h˜plu
∗
kl = νiνju
ij .
Then the claim follows from (3.2) by the positive lower bounds of hpkhplukl and
h˜pk h˜plu
∗
kl.
It remains to prove the key estimate (3.5). We generalize the proof of Lemma 8.1
in [10] for the goal.
Define the linearized operator by
L = F ij∂ij − ∂t.
Since D2h˜ ≤ −θ˜I, we obtain
(3.9) Lh˜ ≤ −θ˜
∑
F ii.
On the other hand,
(3.10)
Lv =hpkplpmνkF
ijuliumj + 2hpkplF
ijνkjuli + hpkplF
ijuljuki
+ hpkplνkLul + hpkLνk.
By estimating the first term in the diagonal basis, we have
| hpkplpmνkF
ijuliumj |≤ C
n∑
i=1
∂F
∂λi
λ2i ≤ C,
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where we use the assumption of (1.16) and C is a constant depending only on h, Ω,
λ, Λ. For the second term, by Cauchy inequality, we obtain
| 2hpkplF
ijνkjuli |≤ C
n∑
i=1
∂F
∂λi
λi = C
n∑
i=1
√
∂F
∂λi
√
∂F
∂λi
λi
≤ C(
n∑
i=1
∂F
∂λi
)(
n∑
i=1
∂F
∂λi
λ2i )
≤ C.
By the same reason, we get
| hpkplF
ijuljuki |≤ C.
After simple calculation, we give
Lul = 0.
Obviously we have
|hpkLνk| ≤ C
∑
F ii.
So there exists a positive constant C such that
(3.11) Lv ≤ C
∑
F ii.
Here we use the condition (1.15) and C depends only on h, Ω, λ, Λ.
Denote a neighborhood of x0:
Ωδ , Ω ∩Bδ(x0),
where δ is a positive constant such that ν is well defined in Ωδ. We consider
Φ , v(x, t) − v(x0, t0) + C0h˜(x) +A|x− x0|
2,
where C0 and A are positive constants to be determined. On ∂Ω× [0, T ), it is clear
that Φ ≥ 0. Since v is bounded, we can select A large enough such that
(v(x, t) − v(x0, t0) + C0h˜(x) +A|x− x0|
2)|(Ω∩∂Bδ(x0))×[0,T ]
≥ v(x, t) − v(x0, t0) +Aδ
2
≥ 0.
Using the strict concavity of h˜, we have
△(C0h˜(x) +A|x− x0|
2) ≤ C(−C0θ˜ + 2A)
∑
F ii.
Then by choosing the constant C0 ≫ A, we can show that
△(v(x, 0) − v(x0, t0) + C0h˜(x) +A|x− x0|
2) ≤ 0.
We calculate by using the maximum principle to get
(v(x, 0) − v(x0, t0) + C0h˜(x) +A|x− x0|
2)|Ωδ
≥ min
(∂Ω∩Bδ(x0))∪(Ω∩∂Bδ(x0)
(v(x, 0) − v(x0, t0) + C0h˜(x) +A|x− x0|
2)
≥ 0.
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Combining (3.9) with (3.11) and letting C0 be large enough, we obtain
LΦ ≤ (−C0θ˜ + C + 2A)
∑
F ii ≤ 0.
From the above arguments, we verify that Φ satisfies
(3.12)
{
LΦ ≤ 0, (x, t) ∈ Ωδ × [0, T ],
Φ ≥ 0, (x, t) ∈ (∂Ωδ × [0, T ] ∪ (Ωδ × {t = 0}.
Using the maximum principle, we deduce that
Φ ≥ 0, (x, t) ∈ Ωδ × [0, T ].
Combining the above inequality with Φ(x0, t0) = 0, we obtain 〈∇Φ, en〉|(x0,t0) ≥ 0
which gives the desired key estimate (3.5). Thus we complete the proof of the
lemma. 
By making use of (3.11), we can state the following result which is similar to
Proposition 2.6 in [1].
Lemma 3.5. Fix a smooth function H : Ω×Ω˜→ R and define ϕ(x, t) = H(x,Du(x, t)).
Then there holds
|Lϕ| ≤ C
∑
F ii, (x, t) ∈ ΩT ,
where C is a positive constant depending on h, H, Ω, λ, Λ.
We now proceed to carry out the C2 estimates. The procedure is similar to a priori
estimates on the second boundary value problem for Lagrangian mean curvature flow
[3]. The strategy is to bound the interior second derivative first.
Lemma 3.6. For each t ∈ [0, T ], the following estimates hold:
(3.13) sup
Ω
| D2u |≤ max
∂Ω×[0,T ]
| D2u | +max
Ω¯
| D2u0 | .
Proof. Given any unit vector ξ, according to the concavity of F, we know that uξξ
satisfies
∂tuξξ − F
ij∂ijuξξ =
∂2F
∂uij∂ukl
uijξuklξ ≤ 0.
Combining with the convexity of u and using the maximum principle, we obtain
0 ≤ |uξξ| = uξξ(x, t) ≤ max
∂ΩT
uξξ
≤ max
∂Ω×[0,T ]
| D2u | +max
Ω¯
| D2u0 | .
Therefore we obtain the desired estimates (3.13). 
By taking tangential differentiation on the boundary condition h(Du) = 0, we
have
(3.14) uβτ = hpk(Du)ukτ = 0,
where τ denotes a tangential vector. The second order derivative estimates on the
boundary are controlled by uβτ , uββ, uττ . In the following, we give the arguments
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as in [9] which can be found in [3]. For x ∈ ∂Ω, any unit vector ξ can be written in
terms of a tangential component τ(ξ) and a component in the direction β by
ξ = τ(ξ) +
〈ν, ξ〉
〈β, ν〉
β,
where
τ(ξ) = ξ − 〈ν, ξ〉ν −
〈ν, ξ〉
〈β, ν〉
βT
and
βT = β − 〈β, ν〉ν.
After a simple computation, we get
(3.15)
|τ(ξ)|2 = 1− (1−
|βT |2
〈β, ν〉2
)〈ν, ξ〉2 − 2〈ν, ξ〉
〈βT , ξ〉
〈β, ν〉
≤ 1 + C〈ν, ξ〉2 − 2〈ν, ξ〉
〈βT , ξ〉
〈β, ν〉
≤ C,
where we use the strict obliqueness estimates (3.1). Let τ , τ(ξ)|τ(ξ)| . Then by (3.14)
and (3.1), we obtain
(3.16)
uξξ = |τ(ξ)|
2uττ + 2|τ(ξ)|
〈ν, ξ〉
〈β, ν〉
uβτ +
〈ν, ξ〉2
〈β, ν〉2
uββ
= |τ(ξ)|2uττ +
〈ν, ξ〉2
〈β, ν〉2
uββ
≤ C(uττ + uββ).
Along with specifying the boundary conditions, we can carry out the double deriv-
ative estimates in the direction β.
Lemma 3.7. For any t ∈ [0, T ], we have the estimates
max
∂Ω
uββ ≤ C2,
where C2 > 0 depends only on u0, h, h˜, Ω, λ, Λ.
Proof. We use the barrier functions for any x0 ∈ ∂Ω and thus consider
Ψ , ±h(Du) +C0h˜+A|x− x0|
2.
As in the proof of (3.12), we can find constants C0 and A, such that{
LΨ ≤ 0, (x, t) ∈ Ωδ × [0, T ],
Ψ ≥ 0, (x, t) ∈ (∂Ωδ × [0, T ] ∪ (Ωδ × {t = 0}.
By the maximum principle, we get
Ψ ≥ 0, (x, t) ∈ Ωδ × [0, T ].
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Combining the above inequality with Ψ(x0, t0) = 0 and using Lemma 3.4, we obtain
Ψβ(x0, t0) ≥ 0. Furthermore we see from β = (
∂h
∂p1
, ∂h
∂p2
, · · · , ∂h
∂pn
) that
∂h
∂β
= 〈Dh(Du), β〉 = Σk,l
∂h
∂pk
uklβ
l = Σk,lβ
kuklβ
l = uββ.
Then we show that
|uββ| = |
∂h
∂β
| ≤ C2.

We are now in a position to obtain the bound of double tangential derivative on
the boundary.
Lemma 3.8. There exists a constant C3 > 0 depending only on u0, h, h˜, Ω, λ, Λ,
such that
max
∂Ω×[0,T ]
max
|τ |=1,〈τ,ν〉=0
uττ ≤ C3.
Proof. Assume that x0 ∈ ∂Ω, t0 ∈ [0, T ] and ν(x0) = en is the inner unit normal of
∂Ω at x0. We can also choose the coordinates such that
max
∂Ω×[0,T ]
max
|τ |=1,〈τ,ν〉=0
uττ = u11(x0, t0).
For any x ∈ ∂Ω, combining (3.15) with (3.16), we have
uξξ = |τ(ξ)|
2uττ +
〈ν, ξ〉2
〈β, ν〉2
uββ
≤ (1 + C〈ν, ξ〉2 − 2〈ν, ξ〉
〈βT , ξ〉
〈β, ν〉
)uττ +
〈ν, ξ〉2
〈β, ν〉2
uββ
≤ (1 + C〈ν, ξ〉2 − 2〈ν, ξ〉
〈βT , ξ〉
〈β, ν〉
)u11(x0, t0) +
〈ν, ξ〉2
〈β, ν〉2
uββ .
Without loss of generality, we assume that u11(x0, t0) ≥ 1. Then by Lemma 3.4 and
Lemma 3.7, we get
uξξ
u11(x0, t0)
+ 2〈ν, ξ〉
〈βT , ξ〉
〈β, ν〉
≤ 1 + C〈ν, ξ〉2.
Let ξ = e1, then we have
u11
u11(x0, t0)
+ 2〈ν, e1〉
〈βT , e1〉
〈β, ν〉
≤ 1 + C〈ν, e1〉
2.
We see that the function
w , A|x− x0|
2 −
u11
u11(x0, t0)
− 2〈ν, e1〉
〈βT , e1〉
〈β, ν〉
+ C〈ν, e1〉
2 + 1
satisfies
w|∂Ω×[0,T ] ≥ 0, w(x0, t0) = 0.
As before, by (3.13), we can select the constant A such that
w|(∂Bδ(x0)∩Ω)×[0,T ] ≥ 0.
20
Consider
−2〈ν, e1〉
〈βT , e1〉
〈β, ν〉
+ C〈ν, e1〉
2 + 1
as a known function depending on x and Du. Then by Lemma 3.5, we obtain
|L(−2〈ν, e1〉
〈βT , e1〉
〈β, ν〉
+C〈ν, e1〉
2 + 1)| ≤ C
∑
F ii.
Combining the above inequality with the proof of Lemma 3.6, we have
Lw ≤ C
∑
F ii.
As in the proof of Lemma 3.7, we consider the function
Υ , w + C0h˜.
Using the standard barrier argument, we show that
Υβ(x0, t0) ≥ 0.
A direct computation deduce that
(3.17) u11β ≤ Cu11(x0, t0).
On the other hand, differentiating h(Du) twice in the direction e1 at (x0, t0), we
have
hpkuk11 + hpkpluk1ul1 = 0.
The concavity of h yields
hpkuk11 = −hpkpluk1ul1 ≥ C˜u11(x0, t0)
2.
Combining the above inequality with hpkuk11 = u11β, and using (3.17), we obtain
C˜u11(x0, t0)
2 ≤ Cu11(x0, t0).
Then we get the upper bound estiamtes of u11(x0, t0) and the conclusion follows. 
Using Lemma 3.7, 3.8, and (3.16), we obtain the C2 a priori bound for the solution
on the boundary:
Lemma 3.9. There exists a constant C4 > 0 depending on h, h˜, u0, λ, Λ, and Ω,
such that
sup
∂ΩT
|D2u| ≤ C4.
Combining Lemma 3.6 with Lemma 3.9, we obtain the following result:
Lemma 3.10. There exists a constant C5 > 0 depending on h, h˜, u0, Ω, λ, Λ such
that
sup
Ω¯T ,|ξ|=1
Dijuξiξj ≤ C5.
By the Legendre transformation of u, using (3.8) and repeating the proof of the
above lemmas, we get the following statement:
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Lemma 3.11. There exists a constant C6 > 0 depending on h, Ω, h˜, Ω˜, u0, λ, Λ
such that
(3.18)
1
C6
≤ inf
Ω¯T ,|ξ|=1
Dijuξiξj ≤ sup
Ω¯T ,|ξ|=1
Dijuξiξj ≤ C6.
Remark 3.12. The differential inequality (3.11) plays a central role in the C2 es-
timates for the solution on the boundary. The conditions (1.15) and (1.16) imposed
on F is used to prove (3.11). If we assume (3.11), (1.4) and (1.17), we can also
prove the above lemma instead of (1.15) and (1.16).
4. Longtime existence and convergence
Proof of Theorem 1.1:
We divide the proof of the Theorem into two parts.
Part 1: The long time existence.
By Lemma 3.1 and Lemma 3.10, we know global C2,1 estimates for the solutions
of the flow (2.1). Using Theorem 14.22 in Lieberman [14], we show that the solutions
of the oblique derivative problem (2.1) have global C2+α,1+
α
2 estimates.
Now let u0 be a C
2+α0 strictly convex function as in the conditions of Theorem
1.1. We assume that T is the maximal time such that the solution to the flow (2.1)
exists. Suppose that T < +∞. Combining Proposition 2.5 with Lemma 3.11 and
using Theorem 14.23 in [14] , there exists u ∈ C2+α,1+
α
2 (Ω¯T ) which satisfies (2.1)
and
‖u‖
C
2+α,1+α
2 (Ω¯T )
< +∞.
Then we can extend the flow (2.1) beyond the maximal time T . So that we deduce
that T = +∞. Then there exists the solution u(x, t) for all times t > 0 to (1.1)-(1.3).
Part 2: The convergence.
Using the boundary condition, we have
(4.1) |Du| ≤ C7,
where C7 be a constant depending on Ω and Ω˜. By intermediate Schauder estimates
for parabolic equations (cf. Lemma 14.6 and Proposition 4.25 in [14]), for any
D ⊂⊂ Ω, we have
[D2u]α,α
2
,DT ≤ C sup |D
2u| ≤ C8,
(4.2)
sup
t≥1
‖D3u(·, t)‖C(D¯) + sup
t≥1
‖D4u(·, t)‖C(D¯)
+ sup
xi∈D,ti≥1
|D4u(x1, t1)−D
4u(x2, t2)
max{|x1 − x2|α, |t1 − t2|
α
2 }
≤ C9,
where C8, C9 are constants depending on the known data and dist(∂Ω, ∂D).
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To finish the proof of Theorem 1.1, we use a trick that we learned from J.
Kitagawa[16] and O.C. Schnu¨rer[17] which proving that some curvature flows with
second boundary condition converge to translating solutions. Now fixing some pos-
itive t0 and writing
v(x, t) = u(x, t) − u(x, t+ t0),
then we have
(4.3)
v˙ = F (D2u(x, t) − F (D2u(x, t+ t0))
=
∫ 1
0
d
ds
F (sD2u(x, t) + (1− s)D2u(x, t+ t0))ds
=
( ∫ 1
0
∇rijF (sD
2u(x, t) + (1− s)D2u(x, t+ t0))ds
)
vij
= aijvij ,
where we denote
aij =
∫ 1
0
∇rijF (sD
2u(x, t) + (1− s)D2u(x, t+ t0))ds.
Since the smallest eigenvalue of uij has a strictly positive lower bound and upper
bound uninformly in t and x by (3.18) and u ∈ C2+α,1+
α
2 (Ω¯T ), we see that
||u(·, t) − u(·, t+ t0)||C2(Ω¯) ≤ C · t
α
2
0 ,
where C is independent of t by Theorem 14.22 in Lieberman [14].
By taking t0 sufficiently small, we can ensure that the convex combination sD
2u(·, t)+
(1− s)D2u(·, t+ t0) is close to u(·, t) in C
2(Ω¯) norm. By the uniform positive lower
bound and upper bound on the eigenvalues of uij in Lemma 3.11, there exist positive
constants λ˜, Λ˜ such that
λ˜I ≤ [aij ] ≤ Λ˜I
and hence the equation (4.3) is uniformly parabolic.
Additionally, we see that for x ∈ ∂Ω, v satisfies
(4.4)
0 = h(Du(x, t)) − h(Du(x, t+ t0))
= (
∫ 1
0
hpk(x, sDu(x, t) + (1− s)Du(x, t+ t0))ds)vk
=: αkvk.
By Lemma 3.4, we have hpk(x,Du(x, t))νk ≥ C > 0 for some C uniform in t and
x. Therefore as in the above, by choosing t0 small enough, we can deduce that
αkνk ≥
C
2 > 0 and we see that v satisfies a linear, uniformly oblique boundary
condition.
By the proof of section 6.2 in [17], the uniformly parabolic equation (4.3) with the
uniformly oblique boundary condition (4.4) ensures that we can obtain a translating
solution of the same regularity as u : u∞(x, t) = u∞(x) + C∞ · t for some constant
C∞ which satisfies equation (1.1) and u
∞(x, t) satisfies
(4.5) lim
t→+∞
‖u(·, t) − u∞(·, t)‖C(Ω¯) = 0.
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Using (4.5) and the interpolation inequalities of the following form: (cf. [17])
(4.6)
‖D(u(·, t) − u∞(·, t))‖2
C(Ω¯)
≤ c(Ω)‖u(·, t) − u∞(·, t)‖C(Ω¯)(‖D
2(u(·, t) − u∞(·, t))‖C(Ω¯)
+ ‖D(u(·, t) − u∞(·, t))‖C(Ω¯))
≤ c(Ω)‖u(·, t) − u∞(·, t)‖C(Ω¯)(2n
2C6 + 2C7),
we obtain
(4.7) lim
t→+∞
‖u(·, t)− u∞(·, t)‖C1(Ω¯) = 0.
By the interpolation inequalities and (4.2), we get
‖D2(u(·, t) − u∞(·, t))‖2
C(D¯)
≤ c(D)‖D(u(·, t) − u∞(·, t))‖C(D¯)(‖D
3(u(·, t) − u∞(·, t))‖C(D¯)
+ ‖D2(u(·, t) − u∞(·, t))‖C(D¯))
≤ c(D)‖D(u(·, t) − u∞(·, t))‖C(D¯)(2C9 + 2n
2C6).
Using (4.7), we also obtain
(4.8) lim
t→+∞
‖u(·, t) − u∞(·, t)‖C2(D¯) = 0.
Repeating the above procedure and using (4.2), we have
(4.9) lim
t→+∞
‖u(·, t) − u∞(·, t)‖C4+α(D¯) = 0.
By Lemma 3.11 and (4.8), we get
lim
t→+∞
‖u(·, t) − u∞(·, t)‖C1+ζ (Ω¯) = 0.
Therefore by using the equation (1.1) and letting t→∞, we obtain
C∞ =
∂u∞(x, t)
∂t
= F (D2u∞(x, t)) = F (D2u∞(x)),
0 = lim
t→∞
h(Du(x, t)) = lim
t→∞
h(Du∞(x, t)) = h(Du∞(x)).
Then the proof of Theorem 1.1 is completed. 
Proof of Corollary 1.2: As the arguments in Section 2, we know that (1.20) is
equivalent to
(4.10)
{
F (D2u) = C∞, x ∈ Ω,
h(Du) = 0, x ∈ ∂Ω.
By Evans-Krylov theorem and interior Schauder estimates, we have
u ∈ C∞(Ω).
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For any l ∈ {1, 2, · · · , n}, set w = ul. Then w satisfies{
F ijwij = 0, x ∈ Ω,
βkwk = 0, x ∈ ∂Ω,
where
〈β, ν〉 ≥
1
C1
> 0
by Lemma 3.4 and ν = (ν1, ν2, · · · , νn) is the unit inward normal vector of ∂Ω.
Using Theorem 6.30 in Gilbarg-Trudinger [18], we have w ∈ C2+α(Ω¯). Then
u ∈ C3+α(Ω¯).
By the smoothness of F and ∂Ω and using bootstrap argument, we obtain
u ∈ C∞(Ω¯).

5. proof of theorem 1.5 and corollary 1.7
Let us consider the case τ = pi4 . Then we write
(5.1) F (λ1, λ2, · · · , λn) := −Fpi
4
(λ1, λ2, · · · , λn) = −
∑
i
1
1 + λi
.
The proof of Theorem 1.5 is based on the following conclusions.
Lemma 5.1.
F and F ∗ are concave on the cone Γ+.
Proof. We calculate directly to obtain:∑ ∂2F
∂λiλj
ξiξj = −2
∑ ξ2i
(1 + λi)3
≤ 0,
∑ ∂2F ∗
∂λiλj
ξiξj = −2
∑ ξ2i
(1 + λi)3
≤ 0.
Thus, the above inequalities imply the desired result. 
By Lemma 3.1, we obtain the following statements.
Lemma 5.2 (u˙-estimates).
As long as the convex solution to (1.1)-(1.3) exists, the following estimates hold,
i.e.,
Θ0 , min
Ω¯
Fpi
4
(D2u0) ≤ −u˙ , −
∂u
∂t
≤ Θ1 , max
Ω¯
Fpi
4
(D2u0).
Since u0 ∈ C
2+α(Ω¯) is strictly convex, it is clear that 0 < Θ0 ≤ Θ1 < n.
Lemma 5.3. Let (x, t) be an arbitrary point of ΩT , and λ1 ≤ λ2 ≤ · · · ≤ λn be the
eigenvalues of D2u at (x, t). As long as the convex solution to (1.1)-(1.3) exists,
then
(5.2) 0 ≤ λ1 ≤
n
Θ0
− 1,
n
Θ1
− 1 ≤ λn.
25
Proof. Following the definition of Fpi
4
(D2u) and Lemma 5.2:
Θ0 ≤ −u˙ =
∑
i
1
1 + λi
≤
n
1 + λ1
.
Combining with the convexity of u, we obtain
1 ≤ 1 + λ1 ≤
n
Θ0
.
Using the same methods, we get
n
1 + λn
≤ −u˙ =
∑
i
1
1 + λi
≤ Θ1.
Then we have
n
Θ1
≤ 1 + λn.
From the above arguments, we prove the lemma. 
Now we show the operator −Fpi
4
satisfying (1.15) and (1.16) which play an im-
portant role in the barrier arguments.
Corollary 5.4. As long as the convex solution to (1.1)-(1.3) exists, then for any
(x, t) ∈ ΩT we have
(5.3)
Θ20
n2
≤
n∑
i=1
∂F
∂λi
≤ n,
(5.4)
(n−Θ1)
2
n2
≤
n∑
i=1
∂F
∂λi
λ2i ≤ n.
Proof. We observe
n∑
i=1
∂F
∂λi
=
n∑
i=1
1
(1 + λi)2
.
By Lemma 5.3 and the convexity of u, we have
Θ20
n2
≤
1
(1 + λ1)2
≤
n∑
i=1
1
(1 + λi)2
≤ n.
We further obtain
(n−Θ1)
2
n2
≤
λ2n
(1 + λn)2
≤
n∑
i=1
λ2i
(1 + λi)2
≤ n.
Corollary 5.4 is established. 
Proof of Theorem 1.5:
It follows from Lemma 5.1, Corollary 5.4 and Theorem 1.1 . 
Proof of Corollary 1.7:
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Let u be a convex solution of (1.14) and we define f = Du. Then f is a diffeo-
morphism from Ω to Ω˜. It follows from [6] that
Σ = {(x, f(x))|x ∈ Ω}
is a special Lagrangian graph in (Rn × Rn, gpi
4
). The required properties are thus
proved. 
6. Applications to special lagrangian diffeomorphism problems
Let
F (λ1, λ2, · · · , λn) := Fpi
2
(λ1, λ2, · · · , λn) =
∑
i
arctan λi.
A direct computation shows that F and F ∗ are concave on the cone Γ+. Using
Corollary 3.3 in [3] we see that F satisfies (1.15) and (1.16). By Theorem 1.1,
we reprove the existence result on the second boundary value problem for special
Lagrangian equations which belongs to S.Brendle and M.Warren.
Theorem 6.1. (see Theorem 1.1 in [1]) Let Ω, Ω˜ be bounded, uniformly convex
domains with smooth boundary in Rn. Then there exist u ∈ C∞(Ω¯) and the constant
c which satisfy
(6.1)


∑
i
arctan λi = c, x ∈ Ω,
Du(Ω) = Ω˜,
where the solution is unique up to additions of constants.
By [1] and [6], we present the similar special Lagrangian diffeomorphism problem
in the following. The two convex domains Ω, Ω˜ ⊂ Rn with smooth boundary are
fixed. Given a diffeomorphism f : Ω −→ Ω˜, the graph Σ = {(x, f(x)) : x ∈ Ω} ⊂ R2nn
is considered.
Question: How to find a diffeomorphism f : Ω −→ Ω˜ such that Σ is a special
Lagrangian graph in R2nn . By [19], the graph
∑
is special Lagrangian if and only if
there is a convex potential function u : Ω→ R such that f = Du, and
ln detD2u = c,
where c is some constant. Hence, we present the problem as
(6.2)
{
ln detD2u = c, x ∈ Ω,
Du(Ω) = Ω˜.
In 1997, J.Urbas proved the existence and uniqueness of global smooth convex so-
lutions to (6.2), i.e.,
Theorem 6.2. (see Theorem 1.1 in [9]) Let Ω, Ω˜ be bounded, uniformly convex
domains with smooth boundary in Rn. Then there exist u ∈ C∞(Ω¯) and the constant
c which satisfy (6.2) where the solution is unique up to additions of constants.
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Later, O.C. Schnu¨rer and K. Smoczyk also obtained the above result by parabolic
methods [10]. In fact, we can consider Lagrangian mean curvature flow in pseudo-
Euclidean space R2nn (cf.[20]) with second boundary condition:
(6.3)


∂u
∂t
= ln detD2u, t > 0, x ∈ Ω,
Du(Ω) = Ω˜, t > 0,
u = u0, t = 0, x ∈ Ω.
If we define
F (λ1, λ2, · · · , λn) := Fτ (λ1, λ2, · · · , λn)|τ=0 =
∑
i
lnλi,
then a direct computation shows that F and F ∗ are concave on the cone Γ+. Here
we need modify v slightly which occur in Lemma 3.1, i.e.,
v = 〈β, ν〉+Ah(Du)
which was introduced by J.Urbas [9]. Using the computation of Lemma 8.1 in [10],
we have
Lv ≤ C
∑
F ii,
where L , F ij∂ij − ∂t as before. By Remark 3.12, we also obtain Theorem 6.2 as a
corollary of Theorem 1.1.
In summary, by Theorem 1.1, we obtain the existence and uniqueness of global
smooth convex solutions to (1.13), i.e.,{
Fτ (D
2u) = c, x ∈ Ω,
Du(Ω) = Ω˜,
for τ = 0, pi4 ,
pi
2 . Finally, we give another version of the above results as following
Theorem 6.3. Let Ω, Ω˜ be bounded, uniformly convex domains with smooth bound-
ary in Rn. Then there exist smooth diffeomorphisms fτ : Ω→ Ω˜ such that
Σ = {(x, fτ (x))|x ∈ Ω}
are special Lagrangian graphs in (Rn × Rn, gτ ) for τ = 0,
pi
4 ,
pi
2 .
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