In this paper, we propose novel architectural and design techniques for three-dimensional field-programmable gate arrays (3D FPGAs) with Through-Silicon Vias (TSVs). We develop a novel design partitioning methodology that maps the heterogeneous computational resources of an FPGA into a number of die such that the total die area is minimized and the FPGA performance is maximized. Minimizing the total die area leads to direct manufacturing cost savings which is an important incentive to bring 3D technology to the fab and onto the market. An estimation framework is developed to assess the impact of silicon area utilized by 3D interconnect resources while taking into account the large area occupied by TSVs which is crucial to total die area of 3D FPGAs. In order to improve area and performance of 3D FPGAs, we design a novel 3D switch box with bypass TSVs. We also analyze the impact of different partitioning strategies on die area and find the optimal number of die that gives the largest reductions in total die area while maximizing the performance. Using a well-developed simulation infrastructure, we show that our methodologies can achieve an average reduction of 27.7% in total die area with a reduced interconnect path delay of about 58%.
INTRODUCTION
Field Programmable Gate Arrays (FPGAs) have become a viable alternative to custom Integrated Circuits (ICs) by providing flexible computing platforms with improved costs and shorter timeto-market. In an FPGA-based system, a design is mapped onto an array of reconfigurable logic blocks and communicated by reprogrammable interconnections composed of wire segments and switch boxes. While the re-programmable capability provides flexibility, it also leads to area and performance overheads in comparison to custom chips. Thus, to benefit from advantages of both FPGAs and custom chips, heterogeneous FPGAs have emerged as an attractive choice for system-on-a-chip implementations. BePermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. side the traditional reconfigurable fabric, heterogeneous FPGAs include dedicated full-custom design components such as digital signal processors (DSP), multipliers, on-chip memory blocks, and entire processors. Examples of such heterogeneous FPGAs include Xilinx Spartan 3, Virtex 4, 5 and Altera Cyclone II, Stratix II, III and Lattice ECP2 family.
To provide the required reconfigurable functionality, FPGAs provide a large amount of programmable interconnect resources in the form of wire segments, switches, and signal repeaters. These programmable interconnect resources typically consume a large portion of the FPGA silicon die area. A number of recent studies show that programmable interconnect fabric consumes about 70−80% of the total FPGA area [8, 6] . Since die area is one of the main factors that determine manufacturing costs, reducing the silicon footprint of the programmable fabric can lead to significant improvements in the manufacturing costs of FPGAs. Reducing the length of interconnects will also bring performance improvements to the typical interconnect-delay dominated FPGAs.
Three-dimensional (3D) Integrated Circuits (ICs) with throughsilicon vias is an new technology that will increase the functionality, scale of integration, and performance of integrated systems [1, 2] . Increasing the scale of integration is particularly attractive considering that optical lithography is approaching its natural limits. In 3D integration, multiple die or layers are integrated and interconnected with through-silicon vias (TSVs). Three-dimensional integration can lead to significant reduction in wire length and interconnect delay through the use of TSVs. A number of recent publications propose novel 3D architectures and physical design techniques that lead to FPGAs with better performance than existing planar FPGAs [3, 8, 9, 10, 6, 11] . For example, Alexander et al. [3] developed 3D island-style based FPGAs that extend four directional 2D switch boxes to six directional 3D switch boxes. This 3D switch architecture allows logic blocks to have six immediate neighbors including four on the die or plane where the switch box is placed, and two others above and below the die. In another work, Lin et al. propose a 3D FPGA architecture that partitions homogeneous FPGAs components such that configuration SRAM memory cells and switch transistors can be moved to other 3D layers [6] . In addition to devising new 3D FPGA architectures, a number of recent studies develop placement and routing models to support and assess 3D FPGA architectures (e.g., [7, 8, 9, 10, 11] ).
In this paper our objective is to develop novel 3D FPGA architectures and designs that improve performance with lower costs than planar FPGAs. Our cost savings arise from significant reductions in total die area enabled by our methodology. We summarize the contributions of this paper as follows.
• We formulate the problem of resource partitioning for heterogeneous FPGAs into a number of die for 3D ICs to minimize the total die area and the fabrication costs of 3D FGPAs.
• Using Rent-based statistical wirelength distribution models, we propose novel methods to estimate the area used by TSVs and interconnect resources of heterogeneous 3D FPGAs.
• We propose novel methods to minimize the total number of TSVs used in 3D stacking, and we also propose new techniques to estimate the performance of 3D heterogeneous FPGAs.
• We analyze the impact of different resource partitioning strategies on the performance of FPGAs as well as their total costs as measured by the total die area. We also analyze the relationship between the number of die in the 3D stack and the total die area, and show how to choose the optimal number of die that minimize the total die area of a 3D FPGA.
• Using a comprehensive experimental setup, we show that our method leads to a 27% reduction in direct total die area, and a 58% improvement in performance. The improvements in total die area lead to immediate cost savings.
The rest of this paper is organized as follows. Section 2 introduces our motivation and formulation for the problem of transforming a planar heterogeneous FPGA design into a 3D FPGA design. In Section 3, we propose how to calculate the die areas allocated for computation, TSVs, and wiring in 3D FPGAs. In Section 4, we discuss how to calculate the improvement in performance attained by using 3D FPGAs. Section 5 presents the results and observations from our experimental evaluation. Finally, Section 6 summarizes the main conclusions of this work.
MOTIVATION AND FORMULATION
One of the crucial properties of FPGAs is that the reconfigurable interconnect resources consume a large portion (up to 80%) of the total silicon die area [8, 6] . By bringing the computational components closer together in three dimensions, 3D ICs have the potential to reduce the size of the programmable interconnect fabric required for routing in FPGAs which lead to significant reductions in the silicon area, thereby directly reducing the cost of fabrication. Cost savings are important incentives for the industry to offset any cost increases required for TSV creation (either using laser drilling or bonding) and 3D bonding.
Designing heterogeneous 3D FPGAs involves a number of challenges. We outline and tackle the following challenges in this paper.
1. Typical TSVs occupy remarkably large silicon area (4 × 4µm 2 to 5 × 15µm 2 [13] ). Thus, introducing TSVs will lead to increases in total die area. Therefore, in 3D FPGAs, it is important to assess die area savings attained from reductions in interconnect resources against the increase in die area due to TSVs.
2. Introducing TSVs as a part of the programmable wiring fabric requires a new design for the reconfigurable switch boxes. Instead of just achieving connectivity in 2D as in planar 3D ICs, a switch box has to include extra switches to allow incoming lateral wires to connect to vertical TSVs, and even incoming TSVs to connect to outgoing TSVs since the 3D stack might include more than two die.
3. The number of die in the 3D stack should be chosen to maximize the performance and minimize the costs. Once the number of die in the 3D stack is determined, partitioning the computational resources of the FPGA among the die should be carried out in a way to minimize the total demand on the interconnect resources and the required number of TSVs.
In this paper, our objective is to tackle these challenges and develop a realistic design methodology for 3D FPGAs that delivers the expected 3D performance benefits while minimizes any incurred costs. The overarching goals of our objectives can be summarized with the following problem formulation. Given: A planar FPGA that has a total area A and contains a set of heterogeneous computational resources R = {r 1 , . . . r N }. Output: Find the optimal number of die, m, and a partition of R into the m die such that the total die area of the 3D FPGA is minimized compared to A and performance is maximized.
As an example, a set of heterogeneous computational resources R for an FPGA might have 4000 logic blocks, 1000 4K memory blocks, 200 DSPs, and 2 processors for a total of n = 5202 computational components. We seek to find the optimal number of die m and a partition that maps each computational resource into exactly one die.
We proceed by first proposing a novel approach to estimate the total die area of 3D FPGAs and determine the optimal number of die (Section 3). Our area estimation includes total logic area, total TSV area, and total programmable interconnect area.
ESTIMATING DIE AREA SAVINGS
The total die area of a 3D heterogeneous FPGA is the sum of the areas of the die or layers that constitute the 3D IC. The die area is comprised of (1) the total computational resource area, (2) the total TSV area, and (3) the area needed for the reconfigurable wiring fabric. It is expected that as the number of die in a 3D stack increases, the requirements for the within-die lateral wiring area will decrease while the TSV area required for the inter-die vertical wiring will increase.
Estimating Total Logic Area
In this section we present area estimation models for computational components in a generic heterogeneous island style SRAMbased FPGA. Such an FPGA will contain soft computational resources such as logic clusters, and hardcore computational resources such as embedded memory blocks, DSP blocks, and processors. We next describe the area estimation approach and assumptions for each of these components.
Logic Cluster: The reconfigurable logic cluster or block executes logic operations and is considered the main component in FPGAs. A generic logic cluster contains a number of Look-Up Tables (LUTs) and associated registers, I/O, multiplexers, clock, and reset units. The total area of a logic cluster may be computed by summing the area of all these components. In our study we use a cluster architecture and area model from [12] . The cluster consists of eight 4-input LUTs, 20 logic input pins, 8 output pins, 1 clock and 1 reset signal.
Embedded Memory and DSP Blocks: In contrast to homogeneous FPGAs, heterogeneous FPGAs contain dedicated hard memory and DSP blocks to obtain higher performance and power saving. A typical heterogeneous FPGA often contains SRAM memory blocks having different sizes to provide high flexibility in configuration and utilization. We use two different sized memory blocks, Mem1 and Mem2 sized similar to memory blocks in a realistic FPGA; i.e., 64 × 16 bits and 128 × 32 bits respectively. We assume that these memory blocks are SRAM blocks and estimate their area by using the CACTI memory models [14, 15] . After getting the area estimation for memory blocks we estimate the area of DSP blocks based on the relative ratio between DSP and Mem2 blocks from the Altera Stratix II handbook documentation ([16] Table 1 : Area estimation of computational components normalized to the area of a 4-input LUT (26598 λ 2 ).
Our area estimations for the different computational resources are summarized in Table 1 , where the area of the components are normalized with respect to the area of an LUT. The area of a 4-input LUT is estimated to be equal to 26598 λ 2 [12] .
Estimating Total TSV Area
In this section our objective is to compute the silicon area required by through-silicon vias. A typical TSV can occupy a remarkably large silicon area (e.g., 4×4µm
2 ) with a pitch of 20µm [13] , and thus it is important to calculate the expected area utilized by the TSVs in 3D FPGA designs. Figure 1 demonstrates a switch box for 3D ICs that is architecturally formed by extending a regular 2D switch box to include two vertical channels of TSVs in addition to the traditional lateral wiring channels. One key aspect in the design of a 3D switch box is determining the size of the lateral wiring channel, WW , and the size of the vertical TSV channel, WV . The sizes of these channels will play key roles in determining the routability, performance, and die area of the 3D FPGAs.
The size of the vertical TSV channel is determined by a number of factors, including: (1) the number of die in the 3D stack; (2) the allocation of computational resources across the different die; and (3) the expected inter-die communication which depends on the application circuit programmed in the FPGA as well as the placement and routing tool. The exact size of the vertical TSV channel is determined by using a graph-theoretic approach that we describe with the help of Figure 2 be mapped to a different die. An edge that entirely falls within a partition will utilize within-die wiring fabric for routing, while an edge that straddles two partitions (or dies) will require wiring resources within the two die at its end points as well as a number of TSVs.
To determine the vertical channel size for the example of Figure 2, we create a graph, in Figure 3 , composed of 5 nodes, where each node corresponds to one partition in Figure 2 . The edges between the nodes in Figure 3 correspond to the edges that straddle across the partitions in Figure 2 . The number of TSVs between two arbitrarily adjacent dies are different but the switch boxes should have a capability to handle maximum inter-die communication requirements (maximum cut) at any location. To estimate the maximum cut, consider the cut l between die l and die l + 1.
where T i is the number of TSVs connecting to die i and T ij , i = j is number of TSVs between die i and die j. For example, the Cut2 between die 2 and die 3 is calculated as:
T i and T ij can be computed by using placed and routed benchmark designs or using statistical estimation based on Rent's rule. In this study, due to lack of placement and routing tools supporting 3D heterogeneous architectures, we utilize the heterogeneous Rent's rule [18] for estimation. Consequently the vertical channel width, WV , should be equal to
Assuming that the pitch width of the TSVs is p then the area allocated for TSVs per switch box is equal to p 2 W V .
Estimating Total Routing Area
To estimate the total chip area, in this section we present the estimation model derived from [12, 8] for the reconfigurable routing components, which includes the connection blocks and the switch boxes. The area occupied by these routing components depends on their architecture and the width of interconnect channels (i.e., both the size of the within-die lateral wiring channels and the size of the vertical TSV channels). The areas for these routing components can be determined as follows: Connection Blocks: The connection blocks consist of programmable switches that connect I/O pins of logic clusters to lateral channels, as shown in Figure 4 . The size of the I/O connection blocks is determined by the fan-in connection factor, F ci , and the fan-out connection factor, F co , which gives the fraction of wiring tracks in a lateral channel to which each input pin and output pin can connect to, respectively. The area of a connection block can be calculated by first counting the number of buffers, pass transistors, and multiplexors required for it, and then summing the areas of these elements as outlined by [8] .
Switch Boxes: The interconnect routing switch boxes (Figure 4) consist of switch points which can be implemented by programmable tri-state buffers or pass transistors to connect interconnect segments together. Therefore the size of a routing switch box depends on the size and number of switch points required for that switch box. In a switch box that consists of W W wiring tracks, the number of switch points, S 2D , can be computed as:
where F s is the maximum allowable fanout for an incoming wire segment into the switch box [12, 8] . In contrast to a 2D switch box, a 3D switch box accommodates four lateral wiring channels (each consisting of WW wiring tracks) and two vertical channels (each consisting of W V TSVs), as shown in Figure 1 . 
We determined vertical TSV channel width, WV , using Equation (3). Thus, we need to estimate WW in order to determine the number of switches and area of the 3D switch box. That is,
This equation is based on an assumption that for any design, the total length of utilized wiring tracks WW × N ch × et is equal to the required total wire length L total . The value N ch is the number of channels and e t is the utilization factor of the wiring track. In island-style FPGAs, N ch is the number of lateral wiring channels which depends on the number of logic blocks per die and et is a constant (typically around 0.4 − 0.5) [8] .
To calculate W W using Equation (6) we need to compute the total required wirelength L total . In this paper we utilize the estimation model for the global wiring requirement for heterogeneous networks developed by Zarkesh-Ha et al. [18] , where the total wire length is computed as
where q is the maximum fan-out of the netlist,L d is the average length of a net having fanout of d and I d is the number of nets 
The average length of a net having fanout of d is then
where keq and peq are equivalent Rent's parameters of the system; α, β and γ are the empirical coefficients (we use α = 1.1, β = 2.0 and γ = 0.5 in our experiments); η p is the placement efficiency parameter that depends on the placement tool; and A is total die area [18] . To compute the total interconnect area using Equation (9), one needs to know the total die area A. However, to calculate the total area A one needs to first calculate the interconnect area! To break this circular dependency, we use a numerical search to find the smallest A that, when plugged in Equation (9), eventually gives an interconnect area that leads back to the same total die area A.
Interconnect Channel Width vs. Number of 3D Dies
In the previous subsections we have discussed how to calculate the lateral wiring channel width W W and vertical TSV channel width W V . We next explore the relationship between these channel parameters and the number of 3D dies and the impact of this relationship on total die area and performance.
We explain our methodology by means of an example. Consider the makeup of a heterogeneous FPGA that consists of 2000 logic clusters, 18 DSP blocks, 144 Mem1 memory blocks, and 202 Mem2 memory blocks. Assume a partitioning configuration that allocates the components equally among the different dies. For now, we do not discuss the details of our experimental setup (e.g., technology assumed, etc.); we disclose this information in Section 5.
The result in Figure 5 shows that the lateral channel width decreases as the number of die increases, while the vertical channel width increases as number of die increases. As expected, the increase in number of 3D dies leads to a higher portion of lateral wiring segments being replaced by TSV; thus, the number of TSVs increases as number of dies increases. The increase in number of TSVs initially yields benefits in terms of performance and die area saving; however, when the number of TSVs increases too much, these benefits might not be further realized due to the TSV area overhead. This issue will be discussed more in Section 5. 
ESTIMATING IMPROVEMENTS IN PER-FORMANCE
One of the important advantages of 3D technology is the general reduction in the average distance between the components of the computational system. Three-dimensional technology can substitute long interconnect paths by short ones that are "stitched" together using TSVs. This reduction in interconnect length improves the signal propagation delay between the computational resources improving the overall FPGA performance. The reductions in wire capacitance and resistance achieved from replacing long wires with TSVs are significant. The objective of this section is to estimate the improvement in signal propagation delay using our 3D FPGA design model.
To estimate the average interconnect path delay in 3D ICs, we first consider every pair of locations across all die and calculate the delay between the two locations and then calculate average delay as average of these point-to-point delays. For every pair of locations, we calculate the distance between them and then estimate the number of L4 and L16 wire segments that would be used to create an interconnect path between the two locations. If the two locations end up on the same die, then the delay of the path between them is calculated using a distributed RC delay model of its path constituents (i.e., the L4/L16 wire segments and the pass transistors in the intermediate switch boxes (SB), as shown in Figure 6(a) ). If the two locations end up on different die, the delay is computed for the path shown in Figure 6 (b) with TSV delay taken into account. The estimation result will be shown in Section 5.
To further improve the performance of 3D FPGAs, we propose incorporating bypass TSVs into the switch boxes. Bypass TSVs will be used to connect non-adjacent dies directly by passing through a switch box without any interaction with any intermediate switches.
A bypass TSV will not eliminate the silicon area required for the inseries TSVs in the intermediate die, but it will eliminate the delay and area that would have been introduced by intermediate switches. For 3D FPGAs, our experiments in Section 5 show that using bypass TSVs can reduce the average interconnect path delay and the die area by significant amounts.
EXPERIMENTAL RESULTS
In this section we empirically assess the impact of our proposed 3D FPGA architecture on total die area and performance compared to a 2D FPGA architecture. For all experiments, we estimate the area of the computational resources according to Table 1 , and estimate the routing area and TSV area according to the approach outlined in Sections 3.2 and 3.3. We use the TSMC 90nm library and assume a 10× pass transistor switch, 4× wire segment buffers, and a wire resistance and capacitance of 0.244Ω/µm and 0.208f F/µm respectively. We also assume that the I/O connection factor of connection boxs are F ci = 0.5 and F co = 0.125. Based on data reported in [13] we choose typical 5×5 µm 2 TSVs with resistance and capacitance values of 43 mΩ and 40f F respectively. We consider two different experiments:
Experiment 1: Impact of choice of partitioning configuration on the total die area. Table 2 , we consider the application of these two partitioning configurations using either 1, 2 or 3 die in the 3D FPGA stack. The results show that configurations that lead to more balanced die areas are the ones that lead to the largest savings in the total die area. This result is not surprising; a non-balanced area distribution would lead to some die with relatively large areas. The interconnects in these larger die will tend to be relatively long, which implies more die area allocated for the reconfigurable switching boxes, triggering an increase in the total die area.
Experiment 2: Impact of Number of Die. In this second experiment, we evaluate the impact of number of die in the 3D FPGA stack on both total die area and performance as the number of die in the stack increases. We assume the same FPGA makeup as in Experiment 1 with configuration B. Earlier in Figure 5 , we showed the tradeoff between the width of the vertical TSV channel (dash line) and the lateral interconnect channel (solid line) as the number of die increased. In this experiment, we show in Figure 7 that the total die area initially decreases as the number of die increases, reaching the minimum value when four die are used. However, if the number of die is further increased, the total die area does not continue to decrease, but rather increases. This increase happens because when many die are used, a larger number of TSVs are required for intercommunication, and the area of these TSVs end up dominating the total die area. The plot of Figure 7 also shows that the average interconnection delay initially decreases as the number of die increases achieving a minimum at 7 die per stack. When the design is further mapped to a larger number of die, the average delay increases (or equivalently performance decreases) as the vertical TSV interconnects tend to replace the local and medium wires, increasing the average interconnection delay. Another reason not to increase the number of die in the stack beyond a certain point is to avoid potential thermal problems. Thus, for this FPGA makeup a 3D stack of four die would achieve silicon area savings of 26% (from 0.71 cm 2 to 0.52 cm 2 ) compared to the planar design, together with an improved performance of 61% (from 11.8ns to 4.6ns) as measured by the average interconnection delay. We also estimate the impact of using bypass TSVs between nonadjacent dies, as presented in Section 4. The result shows that by using bypass TSVs the reductions in die area and average delay can be improved more 4.63% and 9.78% respectively.
The common trends between the tested designs lead to an intuitive explanation for the impact of transforming planar FPGA designs to use 3D technology. If we denote the optimal number of die from a pure area savings perspective as ma and the optimal number of die from a pure delay (or performance) perspective as m p , then from our results we can identify three regions for 3D FPGA design.
Region I (less than ma die) : For a small number of die in the stack, TSVs eliminate the long interconnections which significantly reduces delay and the reconfigurable switching logic overhead, leading to substantial area savings despite the silicon area overhead required for implementing the TSVs.
Region II (from m a die to m p die): If the number of die is further increased, the TSVs will start replacing the medium to long wires bringing only modest improvements to performance, while slightly increasing the total die area.
Region III (more than m p die): If the number of die is unreasonably increased, then the TSVs will end up replacing the short to medium wires, increasing the average wire delay, which will lead to deterioration in performance. Furthermore, the area required for TSVs will start to dominate significantly over component and reconfigurable routing area, leading to an increase the total die area.
The experimental results show that by transforming existing planar FPGA designs to 3D technology, it is possible to attain significant total die area reductions, while attaining the expected performance benefits of 3D technology. The total die area reduction leads to direct cost savings that provide an important incentive for the industry to bring 3D IC technology into the market.
CONCLUSION AND FUTURE WORK
In this paper we have proposed new architectures and design methodologies for heterogeneous 3D FPGAs with TSVs. The performance benefits as well as the cost savings incurred from using such 3D systems have been analyzed. We have also estimated the impact of 3D integration on both the total TSV area and the total area of the reconfigurable routing resources. We showed that as the number of die in a 3D stack increases, the total interconnect area reduces and the total TSV area increases. We have investigated the optimal number of die that gives the greatest savings in die area. We have estimated the improvement in performance that will be attained by switching to 3D technology, and we have analyzed the performance benefits of using heterogeneous FPGAs with regular TSVs and bypass TSVs. Using Rent-based statistical analysis, we have shown that 3D FPGAs can reduce die area by about 27% while simultaneously improving performance by up to 58%. Though statistical-based estimation might cause variations compared with realistic benchmark designs, the experimental results are consistent with theoretical analyses.
Finally, for future work, we would like to develop a 3D heterogeneous placement and routing tool to conduct experiments on benchmark designs to evaluate our statistical estimation model. Analyzing the impact of 3D stacking on thermal distribution of 3D heterogeneous FPGAs also would be considered.
