Abstract. We use a classical result of Hildebrandt to establish simple conditions for the absence of eigenvalues of non-selfadjoint discrete and continuous Schrödinger operators on the boundary of their numerical range.
Introduction
The recent interest in spectral properties of non-selfadjoint Schrödinger operators has already led to a variety of new results, both in the continuous and discrete settings. For operators in L 2 (R ν ) this includes, e.g., bounds on complex eigenvalues [1, 9, 11, 21] and Lieb-Thirring type inequalities [6, 10, 13, 19, 22] , and similar results were obtained for discrete Schrödinger (and Jacobi) operators in l 2 (Z ν ) as well [3, 7, 12, 14] .
In this paper, we will focus on a special class of eigenvalues of non-selfadjoint discrete and continuous Schrödinger operators. Namely, we will consider those eigenvalues which are situated on the topological boundary of the numerical range of these operators. As we will show, these eigenvalues are special in the sense that under mild assumptions on the imaginary part of the potential they cannot occur.
To indicate the contents of this paper in a little more detail, let us consider a Schrödinger operator H = −Δ + V in L 2 (R ν ), with a complex-valued potential V (see Section 4 for precise definitions). The numerical range of H is defined as Num(H) = { Hf, f : f ∈ Dom(H), f = 1}.
It is well known that Num(H) is a convex set which, given suitable assumptions on V , is contained in a sector in the complex plane. Moreover, the spectrum of H is contained in the closure of the numerical range, and so bounds on the numerical range can be used to control the spectrum. We refer to [5] , Chapter 14.2, for more information on this topic.
The main reason why there will 'usually' be no eigenvalues on the boundary of the numerical range is the fact that these eigenvalues, which in the following we will call boundary eigenvalues, behave like eigenvalues of normal operators. That is, if λ is a boundary eigenvalue, then (1) Hf = λf ⇔ H * f = λf with the same eigenfunction f . In particular, by adding and subtracting these two identities we see that simultaneously (−Δ + Re(V ))f = Re(λ)f and Im(V )f = Im(λ)f.
This quite restrictive condition will allow us to prove (using unique continuation) that boundary eigenvalues can only occur if for some b ∈ R and every non-empty open set Ω ⊂ R ν the set {x ∈ Ω : Im(V (x)) = b} has positive Lebesgue measure (Theorem 7). In particular, Im(V ) must be equal to b on a dense subset of R ν , and so, for example, H will have no boundary eigenvalues if Im(V ) is continuous and non-constant.
For bounded operators, the validity of (1) for eigenvalues on the boundary of the numerical range is a classical result of Hildebrandt [15] . We will see in the next section that his proof, with minor modifications, remains valid in the unbounded case as well. Applications of Hildebrandt's theorem to discrete and continuous Schrödinger operators will then be discussed in Sections 3 and 4, respectively.
Hildebrandt's theorem
Let Z be a closed and densely defined linear operator in a complex separable Hilbert space (H, ., . ). We recall that its numerical range Num(Z) (and so its closure Num(Z)) is a convex set and that if C \ Num(Z) contains at least one point of the resolvent set of Z, then the spectrum of Z (denoted by σ(Z)) is contained in Num(Z); see [5] . As mentioned in the introduction we call an eigenvalue of Z a boundary eigenvalue if it is an element of the topological boundary of the numerical range of Z (denoted by ∂(Num(Z))). Remark 1. In the literature the term boundary eigenvalue is sometimes used with a different meaning, namely, to denote eigenvalues (of bounded operators) whose absolute value coincides with the spectral radius of the operator. However, usually these eigenvalues are called peripheral eigenvalues.
An eigenvalue λ of Z is called a normal eigenvalue if
that is, f ∈ Dom(Z) and Zf = λf if and only if f ∈ Dom(Z * ) and Z * f = λf . As indicated above, the analysis of the normal eigenvalues of Z can be reduced to the study of the operators
Remark 2. Throughout this article, if not indicated otherwise, the sum of two operators is understood as the usual operator sum with Dom(
, and so
We continue with Hildebrandt's theorem.
Theorem 1.
Let Z be a densely defined closed operator in H such that Dom(Z) ⊂ Dom(Z * ) and let λ be a boundary eigenvalue of Z. Then
Remark 4. We should emphasize that the assumption Dom(Z) ⊂ Dom(Z * ) will really be important in our proof of (2) since it assures that every eigenfunction corresponding to a boundary eigenvalue of Z is in the domain of Z * .
As mentioned earlier, Hildebrandt [15] proved this theorem in the case where Z is a bounded operator on H. On the other hand, the proof of the general case presented below requires only some minor adjustments to the original proof. We start with some preparatory results, most of which are straightforward or well known. Proof. Let B denote a non-negative, selfadjoint extension of A. Then B has a nonnegative square root, so we obtain 0 = Af, f = Bf, f = √ Bf 2 . This implies √ Bf = 0, and so
We will also need what is sometimes known as the supporting hyperplane theorem; see [25] , Theorem 2.4.12.
Theorem 2. Let S be a convex set in C and let x ∈ ∂S. Then there exists a closed half-plane H such that x ∈ ∂H and S ⊂ H. Now we are prepared for the proof of Theorem 1: Let λ ∈ ∂(Num(Z)) with Zf = λf for some non-trivial f ∈ Dom(Z) ⊂ Dom(Z * ). We need to show that
By the supporting hyperplane theorem and Lemma 1 we can find θ ∈ [0, 2π) such that T := e iθ (Z − λ) satisfies Num(T ) ⊂ {λ : Im(λ) ≥ 0}. Moreover, we have T f = 0. In the following we show that T * f = 0, which implies (3). By construction Im(T ) is densely defined (note that Dom(Im(T )) = Dom(Z)), symmetric and non-negative. Since T f = 0 we also have
So we can apply Lemma 2 to obtain that Im(T )f = 0. Since Re(T ) = T − i Im(T ), this implies that Re(T )f = 0 as well. Finally, the symmetry of Re(T ) and Im(T ) implies that
This inclusion shows that Re(T )f − i Im(T )f = T * f , and so T * f = 0, as desired. In the preceding part of the proof we have shown (in case Dom(Z) ⊂ Dom(Z * )) that Ker(λ − Z) ⊂ Ker(λ − Z * ) if λ is a boundary eigenvalue of Z. It remains to show that if Dom(Z) = Dom(Z * ), then also the reverse inclusion is valid and so λ is a normal eigenvalue. But in this case Lemma 1 shows that λ is a boundary eigenvalue of Z * , so by the first part of the proof
This concludes the proof of Theorem 1.
The discrete Schrödinger operator
In this section we apply Hildebrandt's theorem to derive conditions for the absence of boundary eigenvalues for the non-selfadjoint discrete Schrödinger operator
where
and D is the operator of multiplication by a bounded function d :
Proposition 2. Let λ be a boundary eigenvalue of J with corresponding eigenfunction u. Then
Proof. Apply Hildebrandt's theorem and Proposition 1.
The previous proposition provides a first condition for the absence of boundary eigenvalues. We will use the fact that the eigenvalues of the operator Im(D) are given by Im(d(k)), k ∈ Z ν .
Corollary 1. (i) If a ∈ R is not an eigenvalue of J 0 + Re(D), then J has no boundary eigenvalues with real part a.
(
then J has no boundary eigenvalues with imaginary part b.
Example 1. The spectrum of J 0 is purely absolutely continuous, so part (i) of the previous corollary implies that the operator J 0 + i Im(D), with a purely imaginary potential, does not have any boundary eigenvalues.
, then the numerical range of J is contained in {λ : ± Im(λ) ≥ 0}. So in this case all real eigenvalues (i.e. eigenvalues in R) are boundary eigenvalues and the above results, and the results to follow, provide conditions for the absence of such eigenvalues.
Corollary 1 can be improved considerably using the following two lemmas. The first one is obvious.
The next lemma shows that the support of an eigenfunction of J must be infinite in 'all' directions.
Remark 7. Let us agree that throughout this section k j will denote the jth component of k ∈ Z ν .
Lemma 4.
Let u be an eigenfunction of J. Then for every j ∈ {1, . . . , ν},
Proof. We only show that sup{k 1 : k ∈ supp(u)} = ∞ (all other cases can be proved in exactly the same way). To this end, let us suppose that this supremum is finite and let us set
In other words, there exists l ∈ Z ν−1 such that u(M, l) = 0, and for every n ∈ N and every l ∈ Z ν−1 we have u(M + n, l ) = 0. Now let λ denote an eigenvalue corresponding to u. Then we can evaluate the identity (Ju
But here all terms apart from u(M, l) are zero by definition of M , so the equation can be satisfied only if u(M, l) = 0 as well. This leads to a contradiction.
Theorem 3.
Suppose that for some j ∈ {1, . . . , ν} one of the following conditions is satisfied:
Then J has no boundary eigenvalues with imaginary part b. 
Then Im(D)u = bu, and so a + ib is an eigenvalue of J. Since the numerical range of J is contained in {λ : 0 ≤ Im(λ) ≤ b}, this eigenvalue is a boundary eigenvalue.
We continue with two corollaries of Theorem 3 which provide simple conditions for the absence of non-real boundary eigenvalues.
Corollary 2.
Suppose that for some j ∈ {1, . . . , ν} and n → ∞ (or −∞) we have
Then any boundary eigenvalue of J must be real. Proof of Corollary 2. We consider only the case j = 1 and n → ∞. By assumption, for every b ∈ R \ {0} we can find n b such that for all n > n b ,
the supremum being taken as above. In particular, this shows that
and we can apply Theorem 3 to conclude that there are no boundary eigenvalues with imaginary part b.
Let us also state the following special case of Corollary 2. only. From Corollary 3 we now know that none of the non-real eigenvalues of J will be a boundary eigenvalue.
In the remaining part of this section we restrict ourselves to the one-dimensional case, i.e.
Note that in this case a solution u of the equation Ju = λu is uniquely determined by its values on two consecutive integers m and m + 1. In particular, if u(m + 1) = u(m) = 0, then u must be identically zero (this fact is sometimes referred to as the unique continuation principle). As compared to the higher-dimensional case (where non-zero eigenfunctions might vanish on arbitrarily large connected components), these facts will allow us to strengthen our results on the boundary eigenvalues of J considerably. For instance, the next theorem shows that all boundary eigenvalues will have the same imaginary part and that boundary eigenvalues can exist only if the imaginary part of the potential is of a very special form.
Theorem 4 (ν = 1). If J has a boundary eigenvalue with imaginary part b, then (i) for every n ∈ Z we have
(ii) all boundary eigenvalues of J will have imaginary part b.
An immediate corollary of this theorem and Corollary 2 is the following result. 
Then J has no boundary eigenvalues.
The next lemma will be needed in the proof of Theorem 4.
Lemma 5 (ν = 1). Let (Im(d(n))) n∈Z be of the form
for some b 1 = b 2 . Then J has no boundary eigenvalues.
Proof. If J would have a boundary eigenvalue λ and u would denote a corresponding eigenfunction, then Proposition 2 and Lemma 3 would imply that supp(u) ⊂ 2Z (or supp(u) ⊂ 2Z + 1). But then we could choose n = 2m + 1 (or n = 2m) in the difference equation
to obtain that for m ∈ Z,
This would imply that the absolute value of u is constant and non-zero on 2Z (or 2Z + 1), so u would not be in l 2 (Z).
Proof of Theorem 4. Let a + ib be a boundary eigenvalue of J with corresponding eigenfunction u. On the other hand, we already know from the corresponding lemma that in this case J would have no boundary eigenvalues. Now that we know that all boundary eigenvalues of J will have the same imaginary part, let us try to obtain a little more information on the real parts of these eigenvalues. Our aim is to show that, under certain assumptions, the real part of a boundary eigenvalue of J 0 + D cannot lie below or above the essential spectrum of J 0 + Re(D). First, however, let us consider an example which shows that this need not always be true.
Example 3 (ν = 1). Choose Re(d) such that J 0 +Re(D) has an eigenvalue a below its essential spectrum and let u denote the corresponding eigenfunction. Then standard oscillation theory (see, e.g., [24] ) implies that u will have only finitely many zeros. In complete analogy to Example 2 we can define
to obtain a Schrödinger operator with boundary eigenvalue a + ib. Note that here the set {n ∈ Z : Im(d(n)) = b} is finite. 
Theorem 5 (ν = 1). Suppose that d(n) → 0 for |n| → ∞ and that
(ii) Im(d(n)) = 0 for infinitely many n ∈ Z. Then J has no boundary eigenvalues if
Proof. We need to show only that J has no real boundary eigenvalues. To this end, note that (9) implies that J 0 +Re(D) has only finitely many eigenvalues in R\[−2, 2] (see [24] , Theorem 10.4). But then [4] , Theorem 2, implies that J 0 + Re(D) will have no eigenvalues in [−2, 2] . However, Proposition 3 shows that any real boundary eigenvalue λ of J will be an eigenvalue of J 0 + Re(D) satisfying λ ∈ [−2, 2], so no such eigenvalues can exist.
Remark 11. It would be interesting to know whether some of the above results (like Theorem 4) have analogs in the higher-dimensional case or whether the absence of unique continuation will prevent such analogs. For the moment, we leave this as an open problem.
The continuous Schrödinger operator
In this final section we consider the consequences of Hildebrandt's theorem for the absence of boundary eigenvalues of Schrödinger operators
To provide a precise definition of these operators we make the following (rather abstract) assumption on the measurable function V : R ν → C.
(A1) The sesquilinear form
is E 0 -bounded with form-bound < 1, where
Given this assumption the form E = E 0 + E V , Dom(E) = Dom(E 0 ), is densely defined, closed and sectorial, so by the first representation theorem ( [18] , Theorem VI.2.1) we can uniquely associate to E an m-sectorial operator H =: −Δ V . The numerical range of H will be contained in a sector {λ : | arg(λ − γ)| ≤ α} for some γ ∈ R and α ∈ [0, π/2) (see [5] , Chapter 14.2, for more precise bounds on the numerical range). [23] ). For more general conditions we refer to [20] .
To apply Hildebrandt's theorem we have to make sure that Dom(H) is a subset of Dom(H * ). This requires an additional assumption on the imaginary part of the potential.
Remark 13. In other words, (A2) means that Dom(H) is a subset of the domain of the multiplication operator M Im(V ) , defined as
Since the precise domain of H is often quite difficult to establish, this assumption is even more abstract than (A1). However, since Dom(H) will always be contained in H 1,2 (R ν ), the Sobolev embedding theorems show that (A2) will be satisfied if
In the following lemma −Δ Re(V ) denotes the selfadjoint lower semibounded operator corresponding to the closed, semibounded form E 0 + E Re(V ) defined on Dom(E). Let us recall some facts about the relation between H and E which will be needed in the proof of Lemma 6: (i) Dom(H) ⊂ Dom(E) and E(f, g) = Hf, g for all f ∈ Dom(H) and g ∈ Dom(E);
2 and E(f, g) = h, g for all g belonging to a core of E, then f ∈ Dom(H) and Hf = h. Moreover, H * is the m-sectorial operator associated to the adjoint form E * given by
Proof of Lemma 6. (i) A short computation shows that for f, g ∈ Dom(E) = Dom(E * ) we have
2 by assumption (A2). Since g was arbitrary this implies that f ∈ Dom(H * ) and
(ii) From (i) we know that Dom(Re(H)) = Dom(H) and Re(H) = H − iM Im(V ) , so for f ∈ Dom(H) and g ∈ Dom(E) we obtain Re(H)f, g = E 0 (f, g)+E Re(V ) (f, g). But this implies that f ∈ Dom(−Δ Re(V )) and that Re(H)f = (−Δ Re(V ))f .
(iii) This is an immediate consequence of (i).
We are finally prepared to state a first result on the boundary eigenvalues of H. It is a direct consequence of Lemma 6, Theorem 1 and Proposition 1. In the following corollary we use the fact that b is an eigenvalue of M Im(V ) iff the set {x : Im(V (x)) = b} has non-zero Lebesgue measure. Remark 15. If Im(V ) has a fixed sign, then all real eigenvalues of H are boundary eigenvalues, so in this case the results discussed in this section can be used to show the absence of these eigenvalues.
Similar to the discrete case, we can strengthen the above results using the following unique continuation result ( [17] , Thm. 6.3 and Rem. 6.7). Here,
Moreover, let us agree that in the following, Ω will denote some non-empty open subset of R ν .
, where q = (2ν)/(ν + 2) if ν ≥ 2 and q = 1 if ν = 1, and assume that u is a distributional solution of (10) (−Δ + W )u = 0 which is zero a.e. on Ω. Then u is zero a.e. on R ν .
Remark 16. Clearly, in [17] this theorem is formulated for ν ≥ 2 only. We have included the (obvious) case ν = 1 for completeness.
loc , then the same is true of W − E for every E ∈ R. In the remainder of this section we need the following additional assumption on the real part of the potential (if ν ≥ 2):
The next lemma is borrowed from [2] (see the final remark in that paper). We include a sketch of its proof for completeness.
Lemma 7. Assume (A1) and (A3).
For f ∈ Dom(−Δ Re(V )) and E ∈ R let
Proof. We consider only the case ν ≥ 3. In view of Theorem 6 it is sufficient to show that f ∈ H
by Sobolev embedding. So (A3) and Hölder's inequality imply that
, and then the same must be true of −Δf . But this shows that f ∈ H 2,(2ν)/(ν+2) loc (R ν ); see [16] , Theorems 7.9.7 and 4.5.13.
Here is our main criterion for the absence of boundary eigenvalues. has Lebesgue measure zero as well. Since {x ∈ Ω : f (x) = 0} is a subset of A ∪ B, this shows that f = 0 a.e. on Ω. But we also have (−Δ Re(V ))f = af , so Lemma 7 implies that f = 0 a.e. on R ν , a contradiction.
Remark 18. (i)
The condition that {x ∈ Ω : Im(V (x)) = b} has non-zero Lebesgue measure for every non-empty open set Ω ⊂ R ν means that {x : Im(V (x)) = b} is metrically dense in R ν (with respect to Lebesgue measure); see [8] . This is certainly a very restrictive condition (for instance, it requires that for every Lebesgue null set N ⊂ R ν the set {x ∈ R ν \ N : Im(V (x)) = b} is dense in R ν ). However, we note that this condition can be satisfied simultaneously for two different b's and so (in isolation) implies neither that all boundary eigenvalues must have the same imaginary part nor that Im(V ) is constant a.e. on R ν . For instance, this follows from the fact that R ν can be partitioned into two disjoint metrically dense sets A 1 , A 2 (see [8] (ii) On the other hand, we are currently not aware of an example of a Schrödinger operator with boundary eigenvalues when the imaginary part of the potential is not constant a.e., and the results presented below seem to suggest that such an example (if it exists) might be quite difficult to obtain.
(iii) H = −Δ V can of course have boundary eigenvalues if Im(V ) is constant a.e., since in this case it is just a selfadjoint Schrödinger operator shifted by a complex constant.
Let us further indicate the restrictiveness of Theorem 7 by considering some corollaries (we always assume (A1)-(A3)). Remark 20. In many applications one is interested in the case where V (x) tends to 0 for x → ∞. Here the spectrum of H consists of [0, ∞) and a possible discrete set of eigenvalues which can accumulate at [0, ∞) only. The previous corollary shows that none of the non-real eigenvalues of H will be a boundary eigenvalue.
