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Abstract
This paper used regional panel data for Chinese provinces from 1979 to 2003, and for
Japanese prefectures from 1955 to 1998, to estimate the spatial externalities (or spatial
multiplier effects) using a production function and Bayesian methodology, and to investi-
gate the long-run behavior of the spatial externalities of each country. According to the
estimation results, China’s spatial externalities increased its domestic production signifi-
cantly after 1994, which tended to increase until 2003. Before 1993, however, its spatial
externalities were not significant. Japan’s spatial externalities showed fluctuating values
throughout the sample period. Furthermore, the movement of the spatial externalities was
correlated with Japan’s business conditions: the externalities showed a high value in the
economic boom, and a low value in the economic depression. This could mean that spatial
externalities depend mainly on business conditions.
1. Introduction
Over the past few years, concern about spatial externalities in the field of regional economics
has risen (Anselin 2003). Spatial externalities are the external effects that spread over several
regions, implying that knowledge or ideas that improve the technology of production spill over
from one region to the other; thus technical progress in one region brings about an improvement
in productivity, not only in its own region, but also in other nearby regions. It seems natural
to assume that a regional economy is influenced to some extent by its spatial externalities. To
what extent do spatial externalities have an effect on a regional economy? Are their effects only
trivial or are they essential for regional economic growth? Therefore, to understand economic
growth it is important to measure quantitatively the effect of spatial externalities.
Some studies have attempted an empirical analysis of regional economic growth that takes
account of spatial externalities. Ertur and Koch (2007) developed a spatially augmented Solow
model, by introducing spatial externalities into the traditional Solow model, and estimated the
impact of saving, population growth, and neighborhood on both real income and its growth
rate. They used the data from Penn World Tables version 6.1 (91 countries, 1960–1995; Heston
et al. 2002) and spatial econometric tools (Anselin 1988; 2001), and concluded that spatial
externalities were significant. In other studies, Va´ya et al. (2004) Fingleton and Lo´pez-Bazo
(2006) Olejnik (2008) and Pfaffermayr (2009) each undertook an econometric analysis of
economic growth in Europe, using a version of the spatially augmented Solow model. Each of
these studies emphasized the importance of spatial externalities for economic growth.
The problem with the previous studies lies in the fact that few of these studies have attempted
to clarify the long-run behavior of spatial externalities. Kakamu et al. (2007) estimated Japan’s
production function including spatial externalities, and examined year-to-year change in spatial
externalities. They used Japanese prefectural panel data for the manufacturing industry from
1991 to 2000, and concluded that spatial externalities tended to decline and became insignificant
after 1993. However, it is hard to consider their examination as a long-run investigation of
spatial externalities as their study period was only 10 years.
There are no definitive answers to how the extent of spatial externalities behaves in the long
run as yet. In this paper, panel data for Chinese provinces from 1979 to 2003, and for Japanese
prefectures from 1955 to 1998, were used to estimate the production function with the spatial
externalities of China and Japan, respectively, and to investigate the long-run behavior of the
spatial externalities of each country. Section 2 of this paper explains the production function
including the spatial externalities. Section 3 discusses the Bayesian estimation method, and
Section 4 reports the empirical results.
2. Model
Let us consider a regional economy that produces output using capital and labor input, assuming
that its production technology is given by the following Cobb-Douglas form:
Yit = Ait Kαtit L
1−αt
it exp{εit} (1)
where i and t denote a region and time, Yit is output, Kit is capital input, Lit is labor input,
Ait is the level of technology, αt is a parameter, and εit is an error term. To introduce spatial
externalities into the production function, we assume the existence of externalities related to the
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technology level Ait, specifying it as follows:
Ait = γt δdit
N∏
j=1
(
Y jt
L jt
)ρt wi j
(wi j = 0, if i = j) . (2)
The term
(Y jt
L jt
)ρt wi j
means that increasing the labor productivity of j’s region ( j , i) by 1% brings
about an improvement of Ait by ρtwi j%, and this term thus indicates the spatial externalities
or spatial spillover effects between region i and its neighbors. The magnitude of the spatial
externalities is represented by ρt. The wi j indicates the neighbors of region i, specifying wi j =
ci j/
∑N
j ci j, where ci j = 1 if i and j are neighbors, and ci j = 0 otherwise. The wi j refers to the
standardized spatial weight (0 ≤ wi j ≤ 1).
The remaining γt and δt are parameters, and di is China’s coastal-inland dummy variable,
such that di = 1 if i ∈ coastal region, di = 0 otherwise.1) Consequently, the coastal and inland
technology levels are distinguished such that
Ait =
γt δdit
∏N
j=1
(Y jt
L jt
)ρt wi j i ∈ coastal region
γt
∏N
j=1
(Y jt
L jt
)ρt wi j i ∈ inland region
In the case of Japan, we suppose that di = 0 for all i.
Substituting Equation (2) for (1), dividing by Lit, and taking logarithms yields the following
estimable equation:
yit = ρt
∑N
j=1 wi j y jt + xit βt + εit (3)
where yit = log (Yit/Lit), xit = [1, di, log (Kit/Lit)], and βt = [log γt, log δt, αt]′. Equation (3),
which is called a spatial lag model in the literature (Anselin 1988; 2001), is estimated using the
data of China and Japan, respectively.
In the vector and matrix notation, Equation (3) can be written as
yt = ρtWyt + Xt βt + εt (4)
y = (Dρ ⊗W) y + Xβ + ε (5)
where yt =
[
y1t, y2t, . . . , yNt
]′
, Xt = [x1t, x2t, . . . , xNt]′, y =
[
y1, y2, . . . , yT
]′
, and
X =

X1
X2
. . .
XT
 , Dρ =

ρ1
ρ2
. . .
ρT
 , W =

w11 w12 . . . w1N
w21 w22 . . . w2N
...
...
. . .
...
wN1 wN2 . . . wNN

in which W is referred to as the (row-standardized) spatial weight matrix. The reduced form of
Equation (4) is given by
yt = (IN − ρtW)−1Xt βt + (IN − ρtW)−1εt (6)
1)The coastal regions are defined as the following 12 regions: Beijing, Tianjin, Hebei, Liaoning, Shanhai,
Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, Guangxi, and Hainan. The inland regions are defined as the
following 18 regions: Shanxi, Inner Mongolia, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, Hunan, Sichuan,
Guizhou, Yunnan, Tibet, Shaanxi, Gansu, Qinghai, Ningxia, and Xinjiang.
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where (IN − ρtW)−1, like a Leontief inverse, can be expanded into an infinite series (IN + ρtW +
ρ2t W2 + · · · ), which is known in the literature as the spatial multiplier (Anselin 2003). Equation
(6) implies that labor productivity in region i is affected, not only by the technology level and
the capital-labor ratio in i, but also by those in all the other regions through the inverse term.
To measure the contribution of the spatial externalities (or the spatial multiplier effects) on
the total production in a country, we define Yt =
∑N
i Yit as the observed total output of a country,
and ˜Yt as the total output without the spatial externalities:
˜Yt =
∑N
i
˜Yit
=
∑N
i
γt δ
di
t K
αt
it L
1−αt
it exp{εit}
=
∑N
i
exp
{
log Lit + yit − ρt
∑N
j=1 wi j y jt
}
and also define the difference between Yt and ˜Yt as follows:
GAPt =
Yt − ˜Yt
Yt
=
Yt/Lt − ˜Yt/Lt
Yt/Lt
(7)
where Lt =
∑N
i Lit is the total labor input. The GAPt indicates the magnitude of the spatial
externalities in total domestic production. In this way, by estimating Equations (3) and (7), and
describing the behavior of ρt and GAPt, it is possible to investigate the long-run behavior of
spatial externalities.
3. Bayesian Estimation
This section describes the Bayesian method of estimating Equations (3) and (7). Bayesian
methodology requires the posterior density to make an inference regarding the unknown pa-
rameters in a model. The posterior is proportional to the likelihood function times the prior
density, such as pi(θ | y) ∝ f (y | θ) × pi(θ) , where y is the data observed, θ is the unknown
parameters, pi(θ | y) is the posterior, and f (y | θ) is the likelihood. The following subsections
explain the likelihood and the prior for our model, and show the computational scheme for
estimating the posterior.
3.1 Likelihood Function
Let us assume that ε in Equation (5) has a multivariate Normal distribution, with E(ε) = 0 and
E(εε′) = ΩNT . Then, the likelihood for our model can be expressed by
f (y | β,ΩNT ,ΣN ,Dρ) = (2pi)− NT2 |ΩNT |− 12
∏T
t=1
| IN − ρtW |
× exp
{
−1
2
[
y −
(
Dρ ⊗W
)
y − Xβ
]′
Ω−1NT
[
y −
(
Dρ ⊗W
)
y − Xβ
]}
.
(8)
Since it is not feasible to estimate the (NT × NT ) matrix ΩNT with no restrictions, we specify
the covariance matrix as follows. Suppose that εt follows AR(1) process
εt = ψεt−1 + ηt, ηt ∼ N(0,ΣN)
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where |ψ | < 1, N( ) denotes a Normal distribution, and ΣN is a (N × N) diagonal matrix with
heteroskedasticity (σ21, σ22, . . . , σ2N). As a result, the covariance matrix can be specified by
E(εε′) = (1 − ψ2)−1ΨT ⊗ ΣN
= ΩT ⊗ ΣN (9)
ΨT =

1 ψ ψ2 . . . ψT−1
ψ 1 ψ . . . ψT−2
ψ2 ψ 1 . . . ψT−3
...
...
...
. . .
...
ψT−1 ψT−2 ψT−3 . . . 1

where ΩT = (1 − ψ2)−1ΨT . Substituting Equation (9) into Equation (8) yields the following
likelihood function:
f (y | β,ΣN ,Dρ, ψ) = (2pi)− NT2 |ΩT |− N2 |ΣN |− T2
∏T
t=1
| IN − ρtW |
× exp
{
−1
2
[
y −
(
Dρ ⊗W
)
y − Xβ
]′ [
Ω−1T ⊗ Σ−1N
] [
y −
(
Dρ ⊗W
)
y − Xβ
]}
.
(10)
As an alternative representation, and applying Prais-Winsten transformation to Ω−1T , Equation
(10) can be rewritten as
f (y | β,ΣN ,Dρ, ψ) = (2pi)− NT2 (1 − ψ2) N2 |ΣN |− T2
∏T
t=1
| IN − ρtW |
× exp
{
−1
2
[
ε′1(1 − ψ2)Σ−1N ε1 +
∑T
t=2
(εt − ψεt−1)′Σ−1N (εt − ψεt−1)
]} (11)
where εt = yt − ρtWyt − Xt βt for t = 1, 2, . . . , T .
3.2 Prior Density Function
Let us assume that the prior used in this paper takes the following form
pi(β,ΣN ,Dρ, ψ) = pi(β)
{∏N
i=1
pi(σ2i )
} {∏T
t=1
pi(ρt)
}
pi(ψ) (12)
where
pi(β) : β1 ∼ N(b0,Σ0), βt+1 = βt + ut, ut ∼ N(0,Σβ)
pi(σ2i ) : σ2i ∼ IG(ν0i/2, ω0i/2) (i = 1, 2, . . . ,N)
pi(ρt) : ρt ∼ U(λ−1min, λ−1max) (t = 1, 2, . . . , T )
pi(ψ) : ψ ∼ T N(|ψ |<1)(q0, σ2ψ0).
IG( ) and U( ) denote a distribution of inverse Gamma and Uniform, respectively. T N(|ψ |<1)
denotes a Normal distribution, truncated on the interval (−1 < ψ < 1). The hierarchical prior
is introduced into β so that the behavior of βt follows a random walk process, implying that βt
has a stochastic time trend. Since Σβ is treated as an unknown parameter and requires its own
prior, we assume the prior of Σβ as Σβ ∼ IW(νβ0,Σβ0), where IW( ) denotes the inverse Wishart
distribution.
The prior parameters are b0, Σ0, ν0i, ω0i, λmin, λmax, q0, σ2ψ0, νβ0, and Σβ0. The λmin and λmax
indicate the smallest and largest eigen value of the W, and we put a limit on the parameter space
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of ρt, such as λ−1min < ρt < λ−1max, which is a condition that guarantees | IN − ρtW | > 0. The other
prior parameters are assumed as follows:
b0 = 0 , Σ0 = 100 ∗ Ik
ν0i = 3 , ω0i = 0.01 (i = 1, 2, . . . ,N)
q0 = 0.8 , σ2ψ0 = (q0/2)2
νβ0 = 3 , Σβ0 = 100 ∗ Ik
where k denotes the number of rows of β. The σ2ψ0 is chosen so that ψ lies in the positive area
with 95.4% probability, because we expect that εt has a relatively high positive serial correlation.
3.3 Posterior Density Function
Having clarified the likelihood and the prior for our model, we now explain the posterior infer-
ence procedure. As is well known in the econometric literature, particularly Bayesian econo-
metrics, the posterior inference can be carried out by the Markov Chain Monte Carlo (MCMC)
method. This method allows us to generate samples from the joint posterior pi(β,Dρ,ΣN , ψ,Σβ |
y) and the marginal posterior of each parameter. By using the samples generated by MCMC, it
can make a statistical inference about our posterior density.
The MCMC method requires us to draw samples from the full conditional posterior for all of
the parameters, such as pi(β | Dρ,ΣN , ψ,Σβ, y), pi(ρt | β,D−ρt ,ΣN , ψ,Σβ, y), pi(ΣN | β,Dρ, ψ,Σβ, y),
pi(ψ | β,Dρ,ΣN ,Σβ, y), and pi(Σβ | β,Dρ,ΣN , ψ, y), where D−ρt indicates the set of parameters
ρ1, ρ2, . . . , ρT except for ρt. The method of generating samples from these full conditional dis-
tributions is discussed in Appendix B.
Now, we show the MCMC algorithm that obtains samples from the posterior distribution.
MCMC Algorithm
Suppose that r is the number of times of MCMC sampling.
(i) Choose the arbitrary initial value for all parameters and set up r = 1.
(ii) Repeat the following sampling:
Draw β(r) from pi(β | ρ(r−1)1 , ρ(r−1)2 , . . . , ρ(r−1)T ,Σ(r−1)N , ψ(r−1),Σ(r−1)β , y).
Draw ρ(r)1 from pi(ρ1 | β(r), ρ(r−1)2 , ρ(r−1)3 , . . . , ρ(r−1)T ,Σ(r−1)N , ψ(r−1),Σ(r−1)β , y).
Draw ρ(r)2 from pi(ρ2 | β(r), ρ(r)1 , ρ(r−1)3 , . . . , ρ(r−1)T ,Σ(r−1)N , ψ(r−1),Σ(r−1)β , y).
...
Draw ρ(r)T from pi(ρT | β(r), ρ(r)1 , ρ(r)2 , . . . , ρ(r)T−1,Σ(r−1)N , ψ(r−1),Σ(r−1)β , y).
Draw ψ(r) from pi(ψ | β(r), ρ(r)1 , ρ(r)2 , . . . , ρ(r)T ,Σ(r−1)N ,Σ(r)β , y).
Draw Σ (r)N from pi(ΣN | β, ρ(r)1 , ρ(r)2 , . . . , ρ(r)T , ψ(r),Σ(r−1)β , y).
Draw Σ(r)β from pi(Σβ | β(r), ρ(r)1 , ρ(r)2 , . . . , ρ(r)T ,Σ(r)N , ψ(r), y).
If r < R, set r = r + 1 and return to (ii). Otherwise, go to (iii).
(iii) Discard the draws with the superscript r = 1, 2, . . . ,R0, and save the draws with r =
R0 + 1,R0 + 2, . . . ,R.
In this paper, we take R = 500000 and R0 = 50000, and then 450000 replications are retained
and exploited to implement the posterior inference. For the estimation of GAPt (t = 1, 2, . . . , T ),
we calculate the posterior mean of ˜Yt, using the above MCMC draws such that
ˆ
˜Yt =
1
R − R0
∑R−R0
r=R0+1
[∑N
i
exp
{
log Lit + yit − ρ(r)t
∑N
j=1 wi j y jt
}]
.
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Hence, by replacing ˜Yt with ˆ˜Yt in Equation (7), we obtain the estimate of GAPt.
4. Estimation Results
This paper used the panel data for 30 Chinese provinces (Chongqing is included in Sichuan)
from 1979 to 2003, and 46 Japanese prefectures (all except Okinawa) from fiscal years 1955 to
1998. The data description and source are reported in Appendix A. The estimation results are
shown in Figures 1–4 and Tables 1–2.2)
4.1 China
As Figure 1 demonstrates, the magnitude of spatial externalities ρt in China was 0.060 in 1979
and 0.183 in 2003. The ρt indicated a tendency to increase and statistical significant at 95%
credible interval, in the period 1994–2003. However, it was insignificant before 1993. This
indicates that the spatial externalities have appeared since 1993, and have contributed to the
growth of China’s economy since then.
The posterior mean of αt, which indicates the capital elasticity, was 0.336 in 1979 and 0.468
in 2003. The capital elasticity declined between 1990 and 1994, but it showed a tendency to
increase throughout the sample period, and the mean of the growth rate between 1979 and
2003 was 1.33%.The posterior mean of log γt was 0.046 in 1979 and 0.381 in 2003. The one
of log (γt δt) was 0.368 in 1979 and 0.770 in 2003. The γt and γt δt represent the exogenous
technology level of China’s inland and coastal regions, respectively. These results indicate that
the coastal technology level is higher than the inland level over the sample period. In addition,
the mean of the growth rate of γt is 1.70% (1979–90), 2.72% (1990–95), and -0.37% (1995–
2003). On the other hand, that of γt δt is 1.65% (1979–90), 4.52% (1990–95), and -0.75%
(1995-2003). The exogenous technology growth rate from 1990 to 1995 is higher in the coastal
region than in the inland region.
Figure 2 shows the posterior mean of GAPt, ˜Yt/Lt, and ρt for China. China’s GAPt was
steadily increasing after 1992, the year in which Deng Xiaoping undertook his southern tour of
China. The value of the estimated GAPt in 1992 was 0.101, and it reached 0.355 in 2003. These
results indicate that spatial externalities (or spatial multiplier effects) existed in the Chinese
economy in the 1990s, and significantly contributed to China’s rapid economic growth then.
4.2 Japan
Figure 3 shows Japan’s estimation results. The posterior mean of ρt was significant from 1960
to 1974 and from 1985 to 1991, and remained insignificant during the other periods. The
arithmetic mean of the estimated ρt over the sample period was 0.105, and its minimum value
was 0.014 in 1956, and the maximum value was 0.200 in 1969. While China’s ρt showed a
rising tendency in the 1990s, Japan’s ρt showed fluctuating values, and it was not constant over
the period studied.
The posterior mean of αt in Japan was 0.554 in 1955 and 0.568 in 1998, and its arithmetic
mean over the sample period was 0.560. In comparison with that in China, capital elasticity
in Japan was higher and more stable throughout the sample period. The posterior mean of
log γt was -0.172 in 1955 and 0.080 in 1998. Japan’s γt tended to increase from 1955 to 1975
(the mean of the growth rate was 1.79% in this period), and after 1975 it decreased slightly, or
2)All computations were implemented with Ox version 4.04 (Doornik 2006).
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remained almost constant. The mean of growth rate of γt over the sample period in Japan was
0.56%, i.e., lower than in China.
Figure 4 displays Japan’s posterior mean of GAPt, ˜Yt/Lt, and ρt. The GAPt and ρt showed
an increasing phase and a decreasing phase over the period studied. The value of the estimated
GAPt was 0.229 in 1972, 0.049 in 1980, and 0.253 in 1988. The two phases are probably
related to the Japanese business cycle, because GAPt showed a high value in the period of the
economic boom between 1965 and 1973 (Izanagi boom) and between 1986 and 1991 (Heisei
boom), but decreased in the economic depression, due to the two Oil crises, in 1973 and 1979,
and to the collapse of Japan’s economic bubble in 1991. Taking into account the behavior of
ρt and GAPt for both China and Japan, it may be assumed that spatial externalities depend on
business conditions.
5. Conclusions
This paper used regional panel data for Chinese provinces from 1979 to 2003, and Japanese
prefectures from 1955 to 1998, to estimate the spatial externalities (or spatial multiplier effects),
using a spatial lag model and Bayesian methodology, and analyzed the long-run behavior of
spatial externalities in China and Japan. According to the estimation results for China, spatial
externalities significantly increased domestic production from 1994 onwards, and tended to
increase until 2003. Before 1993, however, spatial externalities were insignificant.
Japan’s empirical results also show that spatial externalities contributed significantly to in-
creasing domestic production. Furthermore, the magnitude of the effects was not constant over
time, but included two phases, in which they exhibited high and low values, respectively. It
seems that the movement of spatial externalities is correlated with Japan’s business conditions,
in such a way that the externalities have a high value in an economic boom, and a low value
in an economic depression. These findings lead us to presume that spatial externalities depend
mainly on business conditions.
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Appendix A. Data Description and Source
China’s data set, of Yit, Kit, and Lit, is constructed as follows: Yit is a provincial gross value
added (Unit: million yuan) in 1990 prices, obtained by
Yit = NYi,1990 ×GDPIit (i = 1, 2, . . . , 30 ; t = 1979, 1980, . . . , 2003)
where NYi,1990 is region i’s nominal gross value added in 1990, and GDPIit is a real GDP index
at constant prices of 1990, normalized such as GDPIi,1990 = 1. NYi,1990 is taken from China
Statistical Year Book. GDPIit from 1978 to 1998 is available in Kato and Chen (2002) and
the remaining data, from 1999 to 2003, is obtained from China Statistical Year Book. Kit is
a provincial capital stock at 1990 prices (Unit: million yuan), obtained from Hashiguchi and
Chen (2006). Lit is the number of provincial employed persons (Unit: 1000 persons), calculated
by Lit = 0.5× (Lyeit − Lyei,t−1), where Lyeit is the number of persons employed at the end of the
year, taken from Kato and Chen (2002) for 1978 to 1998, and from the China Statistical Year
Book for 1999 to 2003.
Japan’s data set is constructed as follows. Yit is the gross prefectural products at 1990 price,
obtained from the Report on the Prefectural Accounts from 1955 to 1974, for 1955 to 1974, and
from the Annual Report on the Prefectural Accounts for 1975 to 1998. Kit consists of the sum
of the social and private capital stock at 1990 prices (Unit: million yen) [both figures from Doi
(2002)]. Lit is the number of employed persons, taken from Doi (2002) for 1955 to 1974, and
from the Annual Report on the Prefectural Accounts for 1975 to 1998 (Unit: persons).
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For the specification of the spatial weight matrix W, we used the notion of binary contiguity
(Anselin 1988, pp. 18–19), assuming that regions i and j are regarded as neighbors (ci j = 1) if
they have a common border.3)
Appendix B. Full Conditional Posterior Density
B1. Full Conditional Posterior of β
As mentioned in section 3.2, we have assumed that the behavior of β1,β2, . . . ,βT follows a
random walk process: that is, a stochastic time trend. Let us now regard β1,β2, . . . ,βT as state
variables, and exploit a state-space representation to efficiently draw β from the full conditional
posterior. To derive the state-space form, we modify Equation (4), such that
y¯t = Xt βt + εt (13)
where y¯t = (IN − ρt W) yt, which is given under the full conditional distribution. By applying
Prais-Winsten transformation, Equation (13) is reformulated as follows:
y¯∗t =
[
X∗t MX∗t
] [ βt
βt−1
]
+ ηt (t = 1, 2, . . . T ) (14)
where
y¯∗t =

√
1 − ψ2 y¯1 (t = 1)
y¯t − ψy¯t−1 (t = 2, 3, . . . , T )
X∗t =

√
1 − ψ2 X1 (t = 1)
Xt (t = 2, 3, . . . , T )
MX∗t =
0 (t = 1)−ψXt−1 (t = 2, 3, . . . , T ) .
Then, the linear Gaussian state-space representation is given byβt+1βty¯∗t
 =
IK 0IK 0X∗t MX∗t

[
βt
βt−1
]
+
ut0
ηt

ut0
ηt
 ∼ N(0, Ωβ) (t = 1, 2, . . . , T ) (15)
[
β1
β0
]
∼ N
([
b0
0
]
,
[
Σ0 0
0 0
])
Ωβ =
Σβ 0 00 0 00 0 ΣN
 .
Having formulated the state-space form, it is possible to exploit the simulation smoother, which
is known in the literature of time series analysis (Durbin and Koopman 2001), to draw the sam-
ple from the full conditional posterior of β. This paper used the simulation smoother developed
by Durbin and Koopman (2002), using the following procedure:
3)Since Japan consists of four main islands (Hokkaido, Honshu, Shikoku, and Kyushu), these islands do not
border on each other. However, as Kakamu et al. (2007) mentioned, they are connected by a bridge, tunnel, or
railway. We assume that Hokkaido neighbors on Aomori (in Honshu), Hyogo (in Honshu) neighbors on Tokushima
(in Shikoku), Okayama (in Honshu) neighbors on Kagawa (in Shikoku), Hiroshima (in Honshu) neighbors on
Ehime (in Shikoku), and Yamaguchi (in Honshu) neighbors on Fukuoka (in Kyushu). Hainan, which is an island
of China, is assumed to neighbor on Guangdong (on China’s main land).
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Algorithm of Simulation Smoother for β
(i) For t = 1, 2, . . . , T , draw random variables ut and ηt from N(0,Ωβ), and use them to draw
βt and y¯∗t through Equation (15), where β1 is generated by N(b0,Σ0). The realized random
variables are written by β+ = (β+1 ,β+2 , . . . ,β+T ) and y¯∗+ = (y¯∗+1 , y¯∗+2 , . . . , y¯∗+T ).
(ii) Using the simulated y¯∗+t and the real observed y¯∗t , calculate the smoothing estimates of β
such as ˆβ+ = E(β | ΣN ,Σβ, y¯∗+t ) and ˆβ = E(β | ΣN ,Σβ, y¯∗t ).
(iii) Calculate ˜β = ˆβ + β+ − ˆβ+.
Consequently, ˜β follows the full conditional distribution of β. The calculation of the smoothing
estimates of β was made by SsfPack 2.2 (Koopman et al. 1999), which is the package of Ox
version 4.04 programming language (Doornik 2006).
B2. Full Conditional Posterior of ρt, (t = 1, 2, . . . , T )
The full conditional posterior of ρt, (t = 1, 2, . . . , T ) is given by the following form
pi(ρt | β,D−ρtΣN , ψ,Σβ, y) ∝ | IN − ρtW | exp
{
− 1
2σˆ2ρt
(ρt − ρˆt)2
}
I(λ−1min < ρt < λ−1max) (16)
σˆ2ρt =

[
(W y1)′Σ−1N (W y1)
]−1 (t = 1)[
(W yt)′ (1 + ψ2) Σ−1N (W yt)
]−1 (2 ≤ t < T )[
(W yT )′Σ−1N (W yT )
]−1 (t = T )
ρˆt =

σˆ2ρ1 · (W y1)′Σ−1N (y1 − X1 β1 − ψ ε2) (t = 1)
σˆ2ρt · (W yt)′Σ−1N
[
(1 + ψ2)(yt − Xt βt) − ψ(εt−1 + εt+1)
]
(2 ≤ t < T )
σˆ2ρT · (W yT )′Σ−1N (yT − XT βT − ψ εT−1) (t = T ).
where I(λ−1min < ρt < λ−1max) is an indicator function that is equal to 1 if ρt lies inside the interval
between λ−1min and λ−1max, and is equal to 0 otherwise. Since the density is not standard, we use
the Metropolis-Hastings (MH) algorithm to draw a sample from Equation (16). The algorithm
takes the following procedure:
MH Algorithm for ρt, (t = 1, 2, . . . , T )
Suppose that r is the number of times of MCMC sampling, and choose an arbitrary starting
value ρ(r)t (r = 0).
(i) Draw ρ∗t , as a candidate of ρ(r)t , from the candidate generating density q(ρ∗t | ρ(r−1)t ).
(ii) Calculate an acceptance probability α(ρ∗t , ρ(r−1)t ).
(iii) Set ρ(r)t = ρ∗t with probability α(ρ∗t , ρ(r−1)t ), and set ρ(r)t = ρ(r−1)t with probability 1 −
α(ρ∗t , ρ(r−1)t ).
As the candidate generating density, we exploit T N(λ−1
min<ρt<λ
−1
max)(ρˆt, σˆ2t ), which denotes a Nor-
mal distribution truncated on the interval λ−1min < ρt < λ−1max, and consequently the acceptance
probability results in
α(ρ∗t , ρ(r−1)t ) = min
1, | IN − ρ∗t W || IN − ρ(r−1)t W |
 .
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B3. Full Conditional Posterior of ψ
The full conditional posterior of ψ is given by
pi(ψ | β,Dρ,ΣN ,Σβ, y) ∝ A(ψ) × exp
− 12σ2ψ1 (ψ − q1)2
 I(|ψ | < 1) (17)
where I(|ψ | < 1) is an indicator function that is equal to 1 if |ψ | < 1, and is equal to 0 otherwise,
and
A(ψ) = (1 − ψ2) N2 exp
{
−1
2
[
ε′1(1 − ψ2)Σ−1N ε1
]}
σ2ψ1 =
(∑T
t=2
ε′t−1Σ
−1
N εt−1 + σ
−2
ψ0
)−1
q1 = σ2ψ1
(∑T
t=2
ε′t−1Σ
−1
N εt + σ
−2
ψ0 q0
)
.
The density is also not standard in the case of ρt, and hence we use the MH algorithm described
above. We adopt N(q1, σ2ψ1) as the candidate generating distribution, and then the acceptance
probability takes the following form:
αψ(ψ∗, ψ(r−1)) = min
{
1,
A(ψ∗)
A(ψ(r−1))
}
.
B4. Full Conditional Posterior of ΣN and Σβ
Lastly, the full conditional posterior of ΣN , which is the diagonal matrix of (σ21, σ22, . . . , σ2N),
and Σβ, takes a form such as
σ2i | β,Dρ, ψ,Σβ, y ∼ IG
(
ν1i
2
,
ω1i
2
)
(i = 1, 2, . . . ,N) (18)
ν1i = ν0i + T
ω1i =
(
(1 − ψ2)ε2i1 +
∑T
t=2
(εit − ψεi,t−1)2
)
+ ω0i
Σβ | β,Dρ,ΣN , ψ, y ∼ IW
(
νβ1, Σβ1
)
(19)
νβ1 = νβ0 + T − 1
Σβ1 =
[∑T−1
t=1
(βt+1 − βt)(βt+1 − βt)′ + Σ−1β0
]−1
where εit = yit − ρt ∑Nj=1 wi j y jt − xit βt.
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Figure 1: Posterior Mean and 95% Credible Interval (China)
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Figure 2: The Difference Between Y/L and ˜Y/L (China)
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Figure 3: Posterior Mean and 95% Credible Interval (Japan)
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Figure 4: The Difference Between Y/L and ˜Y/L (Japan)
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Table 1: Estimation Results of log γt, log δt, αt, and ρt in China
log γt log δt αt ρt
t Mean Stdev Mean Stdev Mean Stdev Mean Stdev
1979 0.0463 (0.0664) 0.3213 (0.0806)∗∗ 0.3356 (0.0363)∗∗ 0.0596 (0.0815)
1980 0.0453 (0.0703) 0.3407 (0.0804)∗∗ 0.3636 (0.0374)∗∗ 0.0174 (0.0782)
1981 0.0494 (0.0739) 0.3351 (0.0808)∗∗ 0.3386 (0.0385)∗∗ 0.0607 (0.0778)
1982 0.1067 (0.0772) 0.3280 (0.0804)∗∗ 0.3408 (0.0384)∗∗ 0.0373 (0.0763)
1983 0.1021 (0.0788) 0.3046 (0.0803)∗∗ 0.3625 (0.0384)∗∗ 0.0752 (0.0717)
1984 0.1488 (0.0836) 0.3001 (0.0804)∗∗ 0.3719 (0.0390)∗∗ 0.0995 (0.0681)
1985 0.2020 (0.0892)∗ 0.3057 (0.0806)∗∗ 0.3725 (0.0395)∗∗ 0.0989 (0.0672)
1986 0.2060 (0.0918)∗ 0.3096 (0.0807)∗∗ 0.3823 (0.0400)∗∗ 0.0797 (0.0662)
1987 0.2247 (0.0944)∗ 0.3233 (0.0810)∗∗ 0.3870 (0.0404)∗∗ 0.0790 (0.0641)
1988 0.2362 (0.0971)∗ 0.3206 (0.0815)∗∗ 0.3919 (0.0402)∗∗ 0.0995 (0.0633)
1989 0.2383 (0.0988)∗ 0.3159 (0.0815)∗∗ 0.4070 (0.0400)∗∗ 0.0625 (0.0637)
1990 0.2513 (0.1012)∗ 0.3149 (0.0816)∗∗ 0.4214 (0.0403)∗∗ 0.0344 (0.0650)
1991 0.2867 (0.1034)∗∗ 0.3470 (0.0819)∗∗ 0.4196 (0.0403)∗∗ 0.0245 (0.0642)
1992 0.3210 (0.1091)∗∗ 0.3757 (0.0824)∗∗ 0.4017 (0.0402)∗∗ 0.0823 (0.0639)
1993 0.3700 (0.1158)∗∗ 0.4074 (0.0832)∗∗ 0.3898 (0.0408)∗∗ 0.1098 (0.0613)
1994 0.3953 (0.1214)∗∗ 0.4211 (0.0839)∗∗ 0.3842 (0.0416)∗∗ 0.1366 (0.0594)∗
1995 0.4143 (0.1261)∗∗ 0.4231 (0.0845)∗∗ 0.3911 (0.0420)∗∗ 0.1425 (0.0583)∗
1996 0.4171 (0.1284)∗∗ 0.4009 (0.0846)∗∗ 0.3924 (0.0421)∗∗ 0.1675 (0.0576)∗∗
1997 0.4202 (0.1313)∗∗ 0.3877 (0.0848)∗∗ 0.4026 (0.0427)∗∗ 0.1728 (0.0573)∗∗
1998 0.4334 (0.1354)∗∗ 0.3901 (0.0851)∗∗ 0.4164 (0.0429)∗∗ 0.1605 (0.0576)∗∗
1999 0.4106 (0.1359)∗∗ 0.3939 (0.0850)∗∗ 0.4337 (0.0426)∗∗ 0.1615 (0.0574)∗∗
2000 0.3817 (0.1366)∗∗ 0.3921 (0.0848)∗∗ 0.4555 (0.0427)∗∗ 0.1624 (0.0574)∗∗
2001 0.3712 (0.1401)∗∗ 0.3837 (0.0847)∗∗ 0.4660 (0.0434)∗∗ 0.1664 (0.0585)∗∗
2002 0.3773 (0.1460)∗∗ 0.3850 (0.0848)∗∗ 0.4669 (0.0447)∗∗ 0.1743 (0.0599)∗∗
2003 0.3810 (0.1511)∗∗ 0.3891 (0.0848)∗∗ 0.4682 (0.0460)∗∗ 0.1833 (0.0605)∗∗
Note: The asterisk * (**) denotes that 95 (99) % credible interval does not contain 0. Numbers in parentheses
are standard deviation.
Table 2: Estimation Results of log γt, αt, and ρt in Japan
log γt αt ρt
t Mean Stdev Mean Stdev Mean Stdev
1955 -0.1718 (0.0250)∗∗ 0.5536 (0.0450)∗∗ 0.0175 (0.0613)
1956 -0.1763 (0.0251)∗∗ 0.5761 (0.0442)∗∗ 0.0145 (0.0569)
1957 -0.1780 (0.0257)∗∗ 0.6067 (0.0443)∗∗ 0.0308 (0.0528)
1958 -0.1495 (0.0268)∗∗ 0.5967 (0.0445)∗∗ 0.0694 (0.0522)
1959 -0.1015 (0.0285)∗∗ 0.5931 (0.0442)∗∗ 0.0658 (0.0510)
1960 -0.0724 (0.0323)∗ 0.5929 (0.0457)∗∗ 0.1022 (0.0513)∗
1961 -0.0546 (0.0354) 0.5992 (0.0456)∗∗ 0.1287 (0.0488)∗∗
1962 -0.0389 (0.0396) 0.5789 (0.0459)∗∗ 0.1811 (0.0487)∗∗
14
1963 -0.0439 (0.0432) 0.5961 (0.0459)∗∗ 0.1856 (0.0472)∗∗
1964 -0.0337 (0.0483) 0.5953 (0.0459)∗∗ 0.1972 (0.0462)∗∗
1965 0.0488 (0.0554) 0.5313 (0.0468)∗∗ 0.1557 (0.0518)∗∗
1966 0.0424 (0.0591) 0.5432 (0.0473)∗∗ 0.1740 (0.0503)∗∗
1967 0.0520 (0.0635) 0.5568 (0.0471)∗∗ 0.1774 (0.0485)∗∗
1968 0.0649 (0.0675) 0.5596 (0.0469)∗∗ 0.1866 (0.0464)∗∗
1969 0.0508 (0.0719) 0.5692 (0.0466)∗∗ 0.2002 (0.0443)∗∗
1970 0.0529 (0.0776) 0.5727 (0.0465)∗∗ 0.1928 (0.0439)∗∗
1971 0.0738 (0.0816) 0.5583 (0.0468)∗∗ 0.1778 (0.0440)∗∗
1972 0.1003 (0.0883) 0.5518 (0.0480)∗∗ 0.1892 (0.0440)∗∗
1973 0.1186 (0.0939) 0.5604 (0.0490)∗∗ 0.1700 (0.0444)∗∗
1974 0.1728 (0.1030) 0.5411 (0.0504)∗∗ 0.1042 (0.0483)∗
1975 0.2037 (0.1109) 0.5342 (0.0517)∗∗ 0.0686 (0.0518)
1976 0.1946 (0.1139) 0.5439 (0.0524)∗∗ 0.0591 (0.0504)
1977 0.2032 (0.1191) 0.5475 (0.0536)∗∗ 0.0449 (0.0514)
1978 0.1889 (0.1218) 0.5515 (0.0542)∗∗ 0.0534 (0.0505)
1979 0.1624 (0.1234) 0.5672 (0.0542)∗∗ 0.0473 (0.0493)
1980 0.1412 (0.1255) 0.5754 (0.0542)∗∗ 0.0339 (0.0498)
1981 0.1348 (0.1290) 0.5526 (0.0548)∗∗ 0.0621 (0.0504)
1982 0.1271 (0.1326) 0.5601 (0.0550)∗∗ 0.0472 (0.0514)
1983 0.1207 (0.1360) 0.5490 (0.0554)∗∗ 0.0674 (0.0510)
1984 0.1230 (0.1396) 0.5344 (0.0558)∗∗ 0.0931 (0.0500)
1985 0.1044 (0.1424) 0.5283 (0.0560)∗∗ 0.1155 (0.0488)∗
1986 0.1068 (0.1459) 0.5253 (0.0566)∗∗ 0.1167 (0.0495)∗
1987 0.1013 (0.1491) 0.5265 (0.0575)∗∗ 0.1287 (0.0491)∗∗
1988 0.0921 (0.1527) 0.5169 (0.0585)∗∗ 0.1608 (0.0499)∗∗
1989 0.0908 (0.1565) 0.5259 (0.0596)∗∗ 0.1487 (0.0533)∗
1990 0.0801 (0.1599) 0.5311 (0.0609)∗∗ 0.1496 (0.0547)∗
1991 0.0769 (0.1633) 0.5362 (0.0618)∗∗ 0.1377 (0.0578)∗
1992 0.0822 (0.1671) 0.5531 (0.0636)∗∗ 0.0959 (0.0620)
1993 0.0814 (0.1710) 0.5658 (0.0651)∗∗ 0.0653 (0.0654)
1994 0.0866 (0.1755) 0.5763 (0.0681)∗∗ 0.0438 (0.0720)
1995 0.0850 (0.1792) 0.5725 (0.0694)∗∗ 0.0481 (0.0741)
1996 0.0780 (0.1829) 0.5715 (0.0710)∗∗ 0.0595 (0.0766)
1997 0.0748 (0.1867) 0.5679 (0.0718)∗∗ 0.0441 (0.0802)
1998 0.0797 (0.1908) 0.5676 (0.0743)∗∗ 0.0238 (0.0876)
Note: The asterisk * (**) denotes that 95 (99) % credible interval does not contain 0.
Numbers in parentheses are standard deviation.
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