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Abstract
We consider the periodic boundary value problem of ordinary differential systems with p(t)-
Laplacian of the form{(|u′|p(t)−2u′)′ = f (t, u),
u(0)− u(T )= u′(0)− u′(T )= 0,
where p ∈ C(R,R) is a T -periodic function and p(t) > 1 for t ∈ R, f ∈ C(R×RN,RN) and f (t, u)
is T -periodic with respect to t . We prove that, if there exists some r > 0 such that 〈f (t, u),u〉  0
for t ∈ R and u ∈RN with |u| = r, then the problem has at least one solution u satisfying |u(t)| r
for t ∈R. This is a generalization of the results obtained by Knobloch and Mawhin under the case of
p(t)≡ 2 and p(t)≡ p ∈ (1,∞) respectively.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In [5] Knobloch considered the periodic boundary value problem of second-order
ordinary differential systems{
u′′ = f (t, u),
u(0)= u(T ), u′(0)= u′(T ), (1)
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that when f (t, u) is locally Lipschitzian in u, and if f satisfies the condition
(H) ∃ r > 0 such that 〈f (t, u), u〉 0, ∀t ∈R, ∀u ∈RN with |u| = r,
then the problem (1) has at least one solution u satisfying∣∣u(t)∣∣ r, ∀t ∈ [0, T ]. (2)
In [10] Rouche and Mawhin proved the same result without local Lipschitzian
continuity of f (t, u). Mawhin [6] also generalized the result to the following p-Laplacian
systems{(|u′|p−2u′)′ = f (t, u),
u(0)= u(T ), u′(0)= u′(T ), (3)
where p > 1.
The aim of this paper is to generalize the above mentioned result to the p(t)-Laplacian
systems of the form{(|u′|p(t)−2u′)′ = f (t, u),
u(0)= u(T ), u′(0)= u′(T ), (4)
where p(t) ∈ C(R,R) is T -periodic and p(t) > 1 for t ∈ R. Our main result is the
following
Theorem 1.1. Let p ∈ C(R,R) be a T -periodic function and p(t) > 1 for t ∈ R, f ∈
C(R ×RN,RN). If f (t, u) is T -periodic with respect to t and satisfies the condition (H),
then the problem (4) has at least one solution u satisfying condition (2).
The p(t)-Laplacian systems can be applied to describe the physical phenomena with
“pointwise different properties” which first arose from the nonlinear elasticity theory
(see [12]).
The p(t)-Laplacian operator possesses more complicated nonlinearity than that of the
p-Laplacian, for example, it is not homogeneous, this causes many troubles, and some
classic theories and methods, such as the theory of Sobolev spaces, are not applicable.
In order to prove Theorem 1.1, in Section 2 we will establish the theory of the space
H
1,p(t)
T which is a kind of generalized Sobolev space that involving T -periodic and p(t)-
exponent. This theory is not only important in the proof of Theorem 1.1 but itself also has
an independent importance. In Section 3 we complete the proof of Theorem 1.1.
2. Space H 1,p(t)T
Let p ∈L∞((0, T ),R) and p− := ess inft∈[0,T ] p(t) 1. Define
Lp(t)
(
(0, T ),RN
)=
{
u ∈L1((0, T ),RN ):
T∫
|u|p(t) dt <∞
}
0
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|u|p(t) = inf
{
λ > 0:
T∫
0
∣∣∣∣uλ
∣∣∣∣
p(t)
dt  1
}
.
For u ∈ L1loc((0, T ),RN), let u′ denote the weak derivative of u, i.e., u′ ∈
L1loc((0, T ),R
N) and satisfies
T∫
0
u′ϕ dt =−
T∫
0
uϕ′ dt, ∀ϕ ∈C∞0
(
(0, T ),RN
)
. (5)
Define
W 1,p(t)
(
(0, T ),RN
)= {u ∈Lp(t)((0, T ),RN ): u′ ∈ Lp(t)((0, T ),RN )}
with the norm ‖u‖ = |u|p(t)+ |u′|p(t).
We call the space Lp(t) a generalized Lebesgue space, it is a special kind of generalized
Orlicz spaces. The space W 1,p(t) is called a generalized Sobolev space, it is a special kind
of generalized Orlicz–Sobolev spaces. For the general theory of generalized Orlicz spaces
and generalized Orlicz–Sobolev spaces, see [8]. One can find the basic theory of spaces
Lp(t) and W 1,p(t) in [3] and [4].
Lemma 2.1 (see [8] or [3,4]). Lp(t) and W 1,p(t) are both Banach spaces with the norms
defined above. When p− > 1 they are reflexive.
In the following we will write
C∞T = C∞T
(
R,RN
)= {u ∈C∞(R,RN ): u is T -periodic}.
Definition 2.1. H 1,p(t)T ((0, T ),RN) is defined to be the closure of C
∞
T in
W 1,p(t)((0, T ),RN ).
Till now we did not find any references concerning with the space H 1,p(t)T , so here we
present some basic results on it.
Since every closed linear subspace of a reflexive Banach space is also reflexive, we have
Lemma 2.2. H 1,p(t)T ((0, T ),RN) is a reflexive Banach space if p− > 1.
For a constant p ∈ [1,∞), using another conception of weak derivative which will be
called T -weak derivative in this paper, Mawhin and Willem [7] gave the definition of the
space W 1,pT by the following way.
Definition 2.2 [7]. Let u ∈L1((0, T ),RN) and v ∈L1((0, T ),RN). If
T∫
0
vϕ dt =−
T∫
0
uϕ′ dt, ∀ϕ ∈ C∞T
(
R,RN
) (6)
then v is called a T -weak derivative of u and is denoted by u˙.
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W
1,p
T
(
(0, T ),RN
)= {u ∈Lp((0, T ),RN ): u˙ ∈ Lp((0, T ),RN )}
with the norm ‖u‖
W
1,p
T
= (|u|pp + |u˙|pp)1/p.
From (5) and (6) we see that, for u ∈ L1((0, T ),RN), the weak derivative u′ and
the T -weak derivative u˙ are two different conceptions. Since C∞0 ((0, T ),RN) ⊂ C∞T ,
consequently, if u has the T -weak derivative u˙, then u˙ is also the weak derivative of u.
But, conversely, the weak derivative u′ of u need not be the T -weak derivative of u. For
example, from the following Lemma 2.5 we see that if only u(0) = u(T ), u has no T -weak
derivative u˙, although u ∈ C∞(R,RN).
Although the weak derivative and the T -weak derivative are distinct, we have
Lemma 2.3.
(1) If u ∈H 1,1T , then the weak derivative u′ is also the T -weak derivative u˙, i.e., u′ = u˙.
(2) H 1,pT =W 1,pT for p ∈ [1,∞).
Proof. (1) Let u ∈ H 1,1T . By Definition 2.1 there is a sequence {un} ⊂ C∞T such that
un → u in H 1,1T . By the integration by parts we have
T∫
0
u′nϕ dt =−
T∫
0
unϕ
′ dt, ∀ϕ ∈ C∞T .
It follows from un → u in H 1,1T that u′n → u′ in L1 and un → u in L1, so we have
T∫
0
u′nϕ dt →
T∫
0
u′ϕ dt (n→∞)
and
T∫
0
unϕ
′ dt→
T∫
0
uϕ′ dt (n→∞).
Therefore,
T∫
0
u′ϕ dt =−
T∫
0
uϕ′ dt, ∀ϕ ∈C∞T ,
and this shows that u′ is the T -weak derivative of u, i.e., u′ = u˙.
(2) By the conclusion (1) it is easy to see that H 1,pT ⊂W 1,pT . On the other hand, we
know that C∞ is dense in W 1,p , which implies W 1,p ⊂H 1,p. Hence H 1,p =W 1,p. ✷T T T T T T
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H
1,p(t)
T →H 1,p−T . By the classic Sobolev embedding theorem we obtain
Lemma 2.4. There is a continuous embedding
W 1,p(t)
(
or H
1,p(t)
T
)→ C([0, T ],RN ).
When p− > 1 the embedding is compact.
Lemma 2.5 ([7]). Let u ∈W 1,1T , then
(1) ∫ T0 u˙ dt = 0.
(2) u has its continuous representation, which is still denoted by u,
u(t)=
t∫
0
u˙(s) ds + u(0), u(0)= u(T ).
(3) u˙ is the classical derivative of u if u˙ ∈ C([0, T ],RN).
By Lemma 2.3 we know Lemma 2.5 is still valid if W 1,1T and u˙ are replaced by H
1,1
T
and u′ respectively.
In what follows, we set u¯= 1
T
∫ T
0 u(t) dt, denote by ci a positive constant.
Lemma 2.6. Each of the following two norms is equivalent to the norm in H 1,p(t)T .
(1) |u′|p(t)+ |u|q , ∀1 q ∞.
(2) |u′|p(t)+ |u¯|.
Proof. Note that the norm of u in H 1,p(t)T is ‖u‖ = |u′|p(t) + |u|p(t). Let u ∈H 1,p(t)T . By
Lemma 2.4, there is a positive constant c1 such that |u|∞  c1‖u‖. On the other hand,
it is easy to see that |u|p(t)  c2|u|∞, so the norm |u′|p(t) + |u|∞ and the norm ‖u‖ are
equivalent.
Set u= u¯+ u˜, then |u˜|∞  c3|u′|p− (see [6]), therefore, we have |u|∞  |u¯|∞+|u˜|∞ 
|u¯| + c4‖u′|p(t), and then the inequality |u¯| c5|u|1  c6|u|∞ implies the equivalence of
the norm |u′|p(t)+ |u¯| and the norm |u′|p(t)+ |u|∞.
For q ∈ [1,∞), since c7|u¯| |u|q  c8|u|∞, we see that the norm |u′|p(t) + |u|q is an
equivalent norm in H 1,p(t)T . ✷
Lemma 2.7 [2–4]. Let p− > 1 and 1p(t) + 1q(t) = 1. Then
(1) the conjugate space of Lp(t) is Lq(t),
(2) | ∫ T0 uv dt| 2|u|p(t)|v|q(t), ∀u ∈ Lp(t), ∀v ∈Lq(t).
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X∗ is defined by
〈
A(u), v
〉=
T∫
0
|u′|p(t)−2u′v′ dt +
T∫
0
uv dt, ∀u,v ∈X.
Lemma 2.8.
(1) The mapping A :X→X∗ is bounded, continuous and monotone.
(2) A is coercive, i.e.,
〈A(u),u〉
‖u‖ →∞ as ‖u‖→∞.
Proof. Note that the mapping defined by u ∈ Lp(t) → |u|p(t)−2u ∈ Lq(t), where 1
p(t)
+
1
q(t)
= 1, is a bounded and continuous mapping from Lp(t) into Lq(t) (see [3]). By
Lemma 2.7 we know that the mapping A :X→ X∗ is well-defined, bounded and con-
tinuous. By the well-known inequality (see [9, p. 146])〈|x|p−2x − |y|p−2y, x − y〉 0, ∀x, y ∈ RN, p > 1,
we see that A is monotone. When ‖u‖→∞, by Lemma 2.6 it is easy to see that
〈
A(u),u
〉=
T∫
0
|u′|p(t) dt +
T∫
0
|u|2 dt  c‖u‖min{p−,2},
which implies that A is coercive.
Let g ∈C([0, T ] ×RN,RN). Define a mapping G :X→X∗ by
〈
G(u), v
〉=
T∫
0
g(t, u)v, ∀u,v ∈X. ✷
Lemma 2.9. The mapping G :X → X∗ is weakly-strongly continuous, i.e., un w⇀ u in
X ⇒G(un)→G(u) in X∗.
Proof. Since there is the compact embedding X → C([0, T ],RN), we see that the
mapping G :X → X∗ is well-defined, and when un w⇀ u in X we have un → u in
C([0, T ],RN). So
g
(
t, un(t)
)→ g(t, u(t)) uniformly for t ∈ [0, T ].
From this it follows easily that G(un)→G(u) in X∗. ✷
Lemma 2.10. Let p be as in Theorem 1.1, and A, g, G as above. If there is a positive
constant M such that∣∣g(t, u)∣∣M, ∀t ∈ [0, T ], ∀u ∈ RN, (7)
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A(u)+G(u)= 0, furthermore, this u is a solution of the problem{(|u′|p(t)−2u′)′ − u= g(t, u),
u(0)= u(T ), u′(0)= u′(T ). (8)
Proof. By Lemmas 2.8 and 2.9 we know that the mapping A+G :X→X∗ is bounded,
continuous and pseudomonotone (see [11, p. 586]). It follows from condition (7) that∣∣〈G(u),u〉∣∣ c‖u‖, ∀u ∈X.
So the mapping A+G :X→ X∗ is coercive since A is coercive. It is well-known that a
bounded, pseudomonotone and coercive mapping on a reflexive Banach space is surjective
(see [11, p. 589]). Hence (A +G) is surjective, in particular, there is a u ∈ X such that
A(u)+G(u)= 0. By the definitions of A and G we have
T∫
0
|u′|p(t)−2u′v′ dt +
T∫
0
uv dt +
T∫
0
g(t, u)v dt = 0, ∀v ∈X. (9)
Since C∞T ⊂ X, (9) implies that the function |u′|p(t)−2u′ has a T -weak derivative which
satisfies(|u′|p(t)−2u′). = g(t, u)+ u.
Noting that g(t, u) + u is continuous on [0, T ], by Lemma 2.5(3), we known that
|u′|p(t)−2u′ ∈C1([0, T ],RN) and(|u′|p(t)−2u′)′ = g(t, u)+ u. (10)
By the continuity of |u′|p(t)−2u′ and p(t), u′ is continuous on [0, T ], i.e., u ∈
C1([0, T ],RN). So each symbol “ ′ ” in (10) denotes the classical derivative.
By Lemma 2.5(2),∣∣u′(0)∣∣p(0)−2u′(0)= ∣∣u′(T )∣∣p(T )−2u′(T ).
Noting that p(0) = p(T ) we can obtain u′(0) = u′(T ). Since u ∈ H 1,p(t)T , u(0) = u(T ).
Hence u is a solution of the problem (8). ✷
In the end of this section let us consider an interesting question.
Definition 2.4. Define
W
1,p(t)
T
([0, T ],RN )= {u ∈ Lp(t)([0, T ],RN ): u˙ ∈Lp(t)([0, T ],RN )}.
Our question is whether we always have H 1,p(t)T =W 1,p(t)T ?
Although this question has no relation with proving Theorem 1.1, it is important in the
space theory. The key in it is whether C∞T is dense in W
1,p(t)
T ? It is clear when p(t) ≡
constant, otherwise it is not a trivial question. It is well-known that in the generalized
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problem (see [8]).
For example, let Ω be a bounded open subset of Rn, p ∈ L∞(Ω) and p− > 1. Set
W 1,p(x)(Ω,R)= {u ∈ Lp(x)(Ω,R): |∇u| ∈ Lp(x)(Ω,R)}.
Then, in general, C∞(Ω,R) need not be dense in W 1,p(x)(Ω,R) (see [12]). If setting
˚W 1,p(x) = (Ω,R)=W 1,p(x)(Ω,R)∩W 1,10 (Ω,R)
with the norm ofW 1,p(x), then, in general, C∞0 (Ω,R) need not be dense in ˚W 1,p(x)(Ω,R)
(see [12]). But for the question we are interested in, its answer is positive since n= 1, i.e.,
we have
Lemma 2.11.
(1) C∞T ([0, T ],RN) is dense in W 1,p(t)T ([0, T ],RN).
(2) H 1,p(t)T ([0, T ],RN)=W 1,p(t)T ([0, T ],RN)={u ∈W 1,p(t)([0, T ],RN): u(0)=u(T )}.
Proof. (1) To prove the conclusion (1) it suffices to prove that C∞T ([0, T ],R) is dense in
W
1,p(t)
T ([0, T ],R).
At first let us prove that W 1,∞T ([0, T ],R) is dense in W 1,p(t)T ([0, T ],R).
Let u ∈W 1,p(t)T ([0, T ],R). For every n, define
vn(t)=


u′(t) if
∣∣u′(t)∣∣ n,
n if u′(t) > n,
−n if u′(t) <−n,
and
A+n =
{
t ∈ [0, T ]: u′(t) > n}, A−n = {t ∈ [0, T ]: u′(t) <−n}.
Then when n→∞∣∣A+n ∣∣→ 0, ∣∣A−n ∣∣→ 0,∫
A+n
∣∣u′(t)∣∣p(t) dt→ 0, ∫
A−n
∣∣u′(t)∣∣p(t) dt→ 0.
Denote∫
A+n
(
u′(t)− n) dt = a+n ,
∫
A−n
∣∣u′(t)+ n∣∣dt = a−n .
Then
a+n → 0 and a−n → 0 as n→∞.
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Define
wn(t)=


vn(t)+ 1 for t ∈ B+n ,
vn(t)− 1 for t ∈ B−n ,
vn(t) for t ∈ [0, T ] \
(
B+n ∪B−n
)
,
and
un(t)=
t∫
0
wn(s) ds + u(0).
We shall show that un ∈W 1,∞T and un → u in W 1,p(t)T .
In fact, by the definition of un, we have un ∈ C([0, T ],R), un(0)= u(0) and u′n(t) =
wn(t) for, i.e., t ∈ [0, T ], therefore
T∫
0
u′n(t) dt =
T∫
0
wn(t) dt =
T∫
0
vn(t) dt +
∣∣B+n ∣∣− ∣∣B−n ∣∣
=
T∫
0
u′(t) dt−
∫
A+n
(
u′(t)− n)dt+ ∫
A−n
(−u′(t)−n)dt+a+n −a−n
=
T∫
0
u′(t) dt =
T∫
0
u˙(t) dt = 0.
This implies that un(0)= un(T ) and u′n = u˙n. So u˙n =wn ∈L∞ and un ∈W 1,∞T .
It is easy to see that
T∫
0
∣∣u′n − u′∣∣p(t) dt =
∫
A+n
∣∣u′(t)− n∣∣p(t) dt + ∫
A−n
∣∣u′n(t)+ n∣∣p(t) dt
+
∫
B+n
1 dt +
∫
B−n
1 dt→ 0 (n→∞),
and this implies |u′n − u′|p(t)→ 0 as n→∞.
Noting that un(0)= u(0)= u(T )= un(T ), we have
|un − u|∞ 
T∫
0
∣∣u′n(t)− u′(t)∣∣dt
and then |un − u|∞ → 0 as n→∞, thus un ∈W 1,∞T and un → u in W 1,p(t)T , i.e., W 1,∞T
is dense in W 1,p(t).T
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∞
T is dense in W
1,∞
T , i.e., for every
v ∈W 1,∞T there is {vn} ⊂ C∞T such that vn → v in W 1,p(t)T .
Let v ∈ W 1,∞T , then v ∈W 1,p+T , where p+ = ess supt∈[0,T ] p(t). Let ρ be a mollifier
on R. For ε > 0 small enough, setting
vε(t)=
∫
|s|1
ρ(s)v(t − εs) ds.
Since v is T -periodic, so is vε. It is well-known (see [1]) that vε ∈ C∞ and vε → v in
W
1,p+
T . Thus vε ∈C∞T and vε → v in W 1,p(t)T .
Now the density of C∞T in W
1,p(t)
T follows from the above two steps and conclusion (1)
is proved.
(2) It is obvious that H 1,p(t)T ⊂W 1,p(t)T by Definitions 2.1 and 2.4. By the conclusion (1)
we have W 1,p(t)T ⊂H 1,p(t)T . Hence H 1,p(t)T =W 1,p(t)T .
Let u ∈ W 1,p(t)T , then u ∈ W 1,p(t) and by Lemma 2.10, u(0) = u(T ). Conversely, if
u ∈W 1,p(t) and u(0) = u(T ), then u′ satisfies the condition (6), this implies u′ = u˙. So
u ∈W 1,p(t)T , hence W 1,p(t)T = {u ∈W 1,p(t): u(0)= u(T )}. ✷
3. Proof of main theorem
Proof of Theorem 1.1. This proof follows the lines of the corresponding result in [6].
Let p, f and r be as in Theorem 1.1.
Define a mapping Q=Qr :RN → RN by
Q(u)=
{
u if |u| r ,
r
|u|u if |u|> r .
Set g(t, u) = f (t,Q(u)) − Q(u). Then g ∈ C(R × RN,RN) and g satisfies the con-
dition (7). By Lemma 2.10, the problem{(|u′|p(t)−2u′)′ − u= f (t,Q(u))−Q(u),
u(0)= u(T ), u′(0)= u′(T ), (11)
has a solution u ∈ C1([0, T ],RN).
Now let us prove that u satisfies the condition (2).
At first we prove the following assertion.
Assertion: It is impossible to have |u(t)|> r for all t ∈ [0, T ].
If the assertion is not true, then |u(t)|> r for all t ∈ [0, T ]. Consider the function
ϕ(t)= 〈∣∣u′(t)∣∣p(t)−2u′(t), u(t)〉, t ∈ [0, T ].
By (5) we obtain
ϕ′(t)= ∣∣u′(t)∣∣p(t) + 〈(∣∣u′(t)∣∣p(t)−2u′(t))′, u(t)〉
= ∣∣u′(t)∣∣p(t) + 〈f (t,Q(u(t))), u(t)〉+ 〈u(t)−Q(u(t)), u(t)〉.
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obviously, 〈u(t)−Q(u(t)), u(t)〉> 0. So we obtain
ϕ′(t) > 0, ∀t ∈ [0, T ], (12)
which implies that ϕ is strictly increasing on [0, T ]. But this contradicts the fact ϕ(0) =
ϕ(T ). This contradiction concludes the assertion.
Suppose u does not satisfy the condition (2). Assume u is defined on R and is T -
periodic, then u ∈ C1(R,RN). Set
h(t)= |u(t)|
2
2
, ∀t ∈R,
by the above assertion, we can find σ < τ such that
h(σ)= max
t∈R h(t),
∣∣u(τ)∣∣= r, and ∣∣u(t)∣∣> r for t ∈ [σ, τ ).
Notice that |u(σ)|> r and
h′(σ )= 〈u′(σ ), u(σ )〉= 0. (13)
By the argument similar to those in the proof of (12), we can get
ϕ′(t) > 0, ∀t ∈ [σ, τ ).
Thus, ϕ(t) is strictly increasing on [σ, τ ]. (13) implies ϕ(σ) = 0, hence ϕ(t) > 0 for
t ∈ (σ, τ ], i.e.,〈
u′(t), u(t)
〉
> 0, ∀t ∈ (σ, τ ].
This implies h′(t) > 0 for t ∈ (σ, τ ], therefore h(t) is strictly increasing on [σ, τ ], but this
will conclude
r <
∣∣u(σ)∣∣< ∣∣u(τ)∣∣= r.
This contradiction proves that u satisfies the condition (2). The condition (2) implies
Q(u(t)) = u(t). Since u is a solution of the problem (11), we see that u is a solution
of the problem (4), and the proof of Theorem 1.1 is completed. ✷
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