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ABSTRACT
We study the modules ∇(r)⊗∆(s) for the group SL2(k), where k is an algebraically closed field
of characteristic p> 0. We are primarily concerned with the decomposition of such modules into
indecomposable summands, and construct a method which allows one to give the decomposition
for any such module in any characteristic. We also develop a variety of other techniques to give
the decomposition in particular cases. Furthermore, we give a complete account of exactly when
such a module is a tilting module for all primes p, and give a number of results in a more general
setting.
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INTRODUCTION
In this thesis we investigate the modules ∇(r)⊗∆(s) for the algebraic group SL2(k), where k is
an algebraically closed field of prime characteristic, and r, s ∈ N. Our primary goal is to solve
a classic representation theory problem; to decompose each tensor product into a direct sum of
indecomposable submodules.
Over a field of characteristic zero, the corresponding problem is well known and given by the
celebrated Clebsch-Gordan equation,
V (r)⊗V (s)=
s⊕
i=0
V (r+ s−2i).
The elegance of this solution however, belies the complexity found over a field of prime charac-
teristic. We will see very quickly though, that thanks to a result in [27], the Clebsch-Gordan
coefficients (the integers r+ s−2i) still have a crucial role to play.
In Chapter 2, we give all the necessary preliminary definitions and results for the later chapters.
The subjects of algebraic groups and representation theory are both deep and wide ranging. In
most cases we will give as general a result as possible, and refer the reader to the essential
literature for further reading. In some cases it will be convenient to just give the results for
G = SL2(k), in order to avoid the unnecessary complexity of the general result (in fact, this can
already be seen in our use of natural numbers r and s as parameters). Since we will always
be working over an algebraically closed field, we will not use the language of group schemes,
however many results will be cited from Jantzen’s book "Representations of Algebraic Groups"
[21], which is given in this framework.
17
CHAPTER 1. INTRODUCTION
For an arbitrary reductive algebraic group G, very little is known about the modules ∇(λ) or ∆(µ)
for dominant weights λ and µ, let alone the modules ∇(λ)⊗∆(µ). For the case where G = SL2(k)
however, one can use the realisation of ∇(r) as the rth symmetric power of the natural module
E to give a vector space basis to work with. Once we have our hands on such a basis, we can
start to consider generating elements and begin to construct explicit maps. This is the approach
taken in chapters 3 and 4, where we describe the endomorphism algebra of ∇(r)⊗∆(s) in a num-
ber of cases.
Recent work by Stephen Doty and Anne Henke gives the result to an analogous problem; to
decompose the tensor product of two simple modules for SL2(k). In their paper "Decomposition
of tensor products of modular irreducibles for SL2" [13], Doty and Henke give the tensor prod-
uct L(r)⊗L(s) as a direct sum of twisted tensor products of tilting modules, using the Steinberg
tensor product formula. This work relies on the fact that for SL2, the indecomposable tilting
modules are known and can be computed inductively (see [9]). In Chapter 5, we also utilise the
powerful theory of tilting modules, and describe exactly when the module ∇(r)⊗∆(s) is a tilting
module. In general (and even just for SL3), the indecomposable tilting modules are unknown.
However, we hope that the methods developed in this chapter will generalise to give at least a
partial result in some further cases, which may illuminate the general theory.
In 2012, as part of his Masters thesis [4], Mikaël Cavallin investigated the tensor product of
two induced modules for SL2, again over an algebraically closed field of positive characteristic.
Using the duality between polynomial GL-modules and modules for the Schur algebra, Cavallin
was able to decompose ∇(r)⊗∇(s) as a direct sum of injective polynomial GL2-modules.
The two cases described above are both variants of the problem we study in this thesis, and
in fact, using that the simple module L(apn−1) is equal to both ∇(apn−1) and ∆(apn−1), there
is some overlap between all of these problems. In the final chapter, we give a general method
to decompose any module ∇(r)⊗∆(s) for a given characteristic p. More specifically, the method
gives the good or Weyl filtration of each indecomposable summand. The ability to do this relies
wholly on the known characters of the tilting modules for SL2 and a result in [27] which gives
sufficient conditions for ∇(r)⊗∆(s) to be a tilting module. We then abstract the requirements
necessary to do this, by introducing the notion of a Clebsch-Gordan module.
18
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PRELIMINARIES
In this chapter we will introduce all the objects of study, and give the underlying theory upon
which this thesis is based. None of the work presented here is new, and references are given
where appropriate. For brevity, we will work in the context of affine algebraic groups, rather
than the more general framework of group schemes. Whilst the theory of group schemes is im-
mensely powerful, since we will only be considering algebraically closed fields, it’s not necessary
here. Some results, however, will be referenced in the context of group schemes.
In the main body of this thesis, we will be working primarily with the group SL2(k), for which
many simplifications can be made. In this chapter though, we attempt to give a more general
introduction to the theory we use, whilst giving explicitly those results for SL2(k) which will be
essential.
2.1 Algebraic Groups
First we will introduce the main object of the theory, the algebraic group G. A first treatment
of algebraic groups would not be complete without first doing some algebraic geometry, so we
begin with varieties.
Since in this thesis it’s sufficient to consider affine varieties, we will introduce only these here.
For a more general treatment of varieties the reader is referred to [19, Chapter I], or the classic
text by Robin Hartshorne [17].
19
CHAPTER 2. PRELIMINARIES
2.1.1 Affine Varieties
This section follows lecture notes supplied by Stephen Donkin [11]. The intrinsic notion of an
affine variety given, and the results that follow, can be found in the first chapter of [30]. We also
take some results from the first chapter of [19].
First we must fix an algebraically closed field k. By affine n-space, denoted An, we mean the set
of all n-tuples, where each entry is an element of the field k. The first objects we will discuss are
affine varieties. Intuitively, these can be thought of as subsets of affine n-space which consist of
the solutions to some set of polynomial equations in n independent variables. For example, in
A2 we have the line given by the equation y= x, and the circle given by the equation x2+ y2 = 1;
these are both affine varieties. With this in mind, we will give a slightly more abstract defini-
tion, which has the advantage of being coordinate free.
For any set V , denote by Map(V ,k) the set of all maps from V to k. We can regard this
as an algebra via pointwise operations. For each x ∈ V , denote the evaluation map at x by
εx : Map(V ,k)→ k, given by εx( f )= f (x) for all f ∈Map(V ,k). Note that we will often restrict εx
to some subalgebra of Map(V ,k) without changing notation.
Definition 2.1.1. An affine variety over k is a pair (V , A) where V is a set and A is a finitely
generated k-subalgebra of Map(V ,k) such that the map
V −→Homk-alg(A,k)
x 7−→ εx
is a bijection.
Usually, if the pair (V , A) is an affine variety, we will simply say that V is an affine variety and
denote A by k[V ]. We will call k[V ] the coordinate algebra of V .
For example, take V =An and A = k[T1, ...,Tn], the polynomial algebra in n independent vari-
ables. The set A is made a subalgebra of Map(V ,k) by defining Ti(x)= xi, where x is the n-tuple
(x1, ..., xn) ∈ An. It’s certainly true that A is finitely generated, so it remains to check that the
map x 7→ εx is bijective. Injectivity is clear; if εx = εy then for each i = 1, ...,n we have that
xi = εx(Ti)= εy(Ti)= yi, so x= y. To show surjectivity, suppose that θ ∈Homk-alg(A,k). Let x ∈V
be given by xi = θ(Ti), then since A is generated by the Ti, it’s clear that θ = εx. Hence the pair
(An,k[T1, ...,Tn]) is an affine variety.
Next we will explore the rich structure of affine varieties by introducing the Zariski topology
on them. Throughout, we will denote the complement of a subset W ⊂V by W c, and the closure
by W . Let (V , A) be an affine variety, and let S be a subset of A. Define
20
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V (S)= { x ∈V : f (x)= 0 ∀ f ∈ S }.
The sets V (S), for arbitrary S ⊆ A, are the closed sets of V . One can quickly show that, given
some collection Si of subsets of A, with i ∈ I, we have that
V (
⋃
i∈I
Si)=
⋂
i∈I
V (Si),
hence the intersection of closed sets is also closed. Given two subsets of A, say S1 and S2 we
define their product by
S1S2 :=
{
s1s2 : s1 ∈ S1, s2 ∈ S2
}⊂ A.
We have then, that V (S1)∪V (S2) = V (S1S2), so that finite unions of closed sets are closed.
Finally we have that V ({0}) = V , where 0 denotes the 0 map, and for any other constant a ∈ k,
we have that V ({a}) = ;. Hence the sets V (S) define a topology on V , which is intrinsically
linked to its structure as an affine variety. Indeed, we have the following.
Lemma 2.1.2. Let V be an affine variety, and suppose that W ⊂V is a closed subset. Then W is
an affine variety, and k[W] is given by
k[W]= { f |W : f ∈ k[V ] }.
Proof. Let W be given by V (S) for some S ⊂ k[V ]. Denote by B the set { f |W : f ∈ k[V ] }, and
let pi : k[V ]→B be the restriction map. Since V is an affine variety and B=pi(k[V ]) we have that
B is finitely generated subalgebra of Map(W ,k).
Let ε′x : B→ k denote evaluation at x ∈W , and εx : k[V ]→ k evaluation at x ∈V . Then ε′x ◦pi= εx,
so if ε′x = ε′y for some elements x, y ∈W then εx = εy and thus x= y.
Next suppose that θ ∈ Homk−alg(B,k) so that θ ◦pi ∈ Homk−alg(k[V ],k) and thus θ ◦pi = εx for
some x ∈ V . Let f ∈ S, then εx( f ) = θ ◦pi( f ) = 0 since f |W = 0, so in fact x ∈W . Now let g ∈ B so
that g=pi( f ) for some f ∈ k[V ]. Then
θ(g)= θ ◦pi( f )= ²x( f )= f (x)= g(x)= ε′x(g).
Hence we have that θ = ε′x for some x ∈W , so (W ,B) is an affine variety. 
This lemma shows us that the examples given at the beginning of this section are indeed affine
varieties.
Definition 2.1.3. Let V and W be affine varieties. A map φ : V →W is called a morphism of
affine varieties if for every f ∈ k[W] we have that the composition f ◦φ is an element of k[V ]. In
this case the map k[W]→ k[V ] given by f 7→ f ◦φ is called the comorphism of φ, and denoted φ∗.
21
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One can show that morphisms of varieties are continuous with respect to the Zariski topology.
Furthermore, it’s clear that an inverse morphism exists precisely when the comorphism is an
isomorphism of k-algebras. In this case we say that the morphism is an isomorphism of vari-
eties. Notice that if a morphism of varieties is bijective then it is not necessarily an isomorphism
of varieties.
For our first example of a morphism, let Chark = p > 0. We define the Frobenius morphism
by
F :An −→An
(x1, ..., xn) 7−→ (xp1 , ..., x
p
n).
Since k is algebraically closed, it’s clear that this is a bijective morphism of varieties, but the
inverse map is not a morphism.
Lemma 2.1.4. Let φ : V →W be a morphism of affine varieties, and suppose that φ∗ : k[W]→ k[V ]
is surjective. Then the image of φ is closed in W and the restriction of φ to its image is an
isomorphism.
Proof. See [30, Lemma 1.5] for a proof. 
Now suppose that V is an affine variety, with k[V ] generated by the elements f1, ..., fn. Define
the map φ by
φ : V −→An,
x 7−→ ( f1(x), ..., fn(x)).
Note that we have the composition Ti ◦φ = f i, so Ti ◦φ ∈ k[V ]. Since k[An] is generated by the
Ti, we have that φ is a morphism of affine varieties. Furthermore, since k[V ] is generated by
the f i = φ∗(Ti) we have that the comorphism φ∗ is surjective, so we can apply Lemma 2.1.4 to
get that V is isomorphic to a closed set in An. Hence we may think of affine varieties as the
closed sets of affine n-space.
We would like to have the notion of a product of affine varieties, agreeing with the categori-
cal notion of a product. We can consider the cartesian product of two affine varieties V and W as
a set, but we must give some thought as to what the coordinate algebra k[V ×W] should be. We
observe that we have a k-algebra homomorphism, say Φ : k[V ]⊗ k[W] −→Map(V ×W ,k), given
by
Φ( f ⊗ g)(v,w)= f (v)g(w),
for all v ∈ V and w ∈ W . Furthermore, this map is injective (this can be seen by considering
a k-basis for either k[V ] or k[W]), so in fact we may identify k[V ]⊗ k[W] with a subalgebra of
Map(V ×W ,k).
22
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Lemma 2.1.5. Let (V ,k[V ]) and (W ,k[W]) be affine varieties, then the pair (V ×W ,k[V ]⊗ k[W])
is also an affine variety.
Proof. It’s clear that the algebra k[V ]⊗k[W] is finitely generated, so we only need to show that
the map (v,w) 7→ ε(v,w) is bijective, for all v ∈ V , w ∈W . First suppose that ε(v1,w1) = ε(v2,w2) for
some pairs (v1,w1), (v2,w2) ∈ V ×W . Then for all f ∈ k[V ] we have that ε(v1,w1)( f ⊗1) = f (v1) =
f (v2)= ε(v2,w2)( f ⊗1), so that v1 = v2. Similarly we have that w1 =w2 so (v1,w1)= (v2,w2).
To show surjectivity suppose that θ : k[V ]⊗k[W]→ k is a k-algebra homomorphism. Restricting
θ to k[V ] and k[W] gives us two more algebra homomorphisms, i.e.
θV : k[V ]−→ k,
f 7−→ θ( f ⊗1),
and
θW : k[W]−→ k,
g 7−→ θ(1⊗ g).
Since both V and W are affine varieties we get that θV = εv for some v ∈V and θW = εw for some
w ∈W . Then it’s clear that
θ( f ⊗ g)= θ( f ⊗1)θ(1⊗ g)= θV ( f )θW (g)= εv( f )εw(g)= ε(v,w)( f ⊗ g),
for all f ∈ k[V ], g ∈ k[W]. Since k[V ]⊗k[W] is spanned by the pure tensors f ⊗ g, we have proved
the result. 
This definition of the product of affine varieties is indeed the categorical product in the category
of affine varieties (see [19, Proposition 2.4] for more on the categorical notion of products applied
to varieties).
Next let V be an affine variety and consider the set
Vf =
{
x ∈V : f (x) 6= 0 },
where f ∈ k[V ]. The sets Vf are called the principal open sets and form a basis of open sets for V
under the Zariski topology [19, Section 1.5]. It’s clear that the complement V cf is given by V ( f ),
so Vf is indeed an open set.
Lemma 2.1.6. Let V be an affine variety. For every f ∈ k[V ], the principal open set Vf is an affine
variety, with coordinate algebra given by the localisation of k[V ] at f . Explicitly,
k[Vf ]= k[V ] f =
{
g
f r
: g ∈ k[V ], r ∈N∪ {0}
}
.
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Proof. See [19, Section 1.5] for an idea of the proof. 
Note that we can identify k[V ] f as a subalgebra of Map(Vf ,k) by defining
g
f r
(
x
)= g(x)
f r(x)
,
since for all x ∈Vf we have that f (x) 6= 0 by definition.
We have now given the geometry of our affine varieties using the algebra, so a natural ques-
tion is to ask whether we can give the algebra from the geometry. It turns out that we can, with
some minor adjustments.
Let V be an affine variety, and consider a subset W ⊂V . Define I (W) by
I (W)= { f ∈ k[V ] : f (w)= 0 ∀w ∈W }.
Note in particular, that I (W) is an ideal of k[V ]. We have that if W1 and W2 are two subsets
of V , then I (W1∪W2) =I (W1)∩I (W2), and if W1 ⊂ W2 then I (W2) ⊂I (W1). Furthermore
we have that W = V (I (W)), and for an ideal I ⊂ k[V ] we have that I ⊂I (V (I)). Whilst this
relationship is not quite one to one, we do have the following well known theorem. First recall
the definition of the radical of an ideal I of a commutative ring R, denoted
p
I.
p
I = { r ∈R : rn ∈ I for some n ∈N }.
Theorem 2.1.7 (Hilbert’s Nullstellensatz). Let V be an affine variety and I an ideal of k[V ].
Then I (V (I))=pI.
Proof. See [19, Theorem 1.1] for an elementary proof. 
Note that if W is a closed set of an affine variety V , with I (W)= I for some ideal I of k[V ], then
we have, by Lemma 2.1.2, that
k[W]= { f |W : f ∈ k[V ] }.
Since for all f ∈ I and v ∈W we have that f (v)= 0, we may identify k[W] with the quotient,
k[W]= k[V ] / I.
Recall that a topological space is called irreducible if it cannot be written as union of two proper
closed subsets, or equivalently if every non-empty open set is dense (i.e. if W ⊂ V is open then
W =V ). We remark that affine n-space is irreducible under the Zariski topology.
Lemma 2.1.8. Let V be an affine variety, and suppose that the subset W is closed. Then W is
irreducible if and only if the ideal I (W)⊂ k[V ] is a prime ideal.
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Proof. First suppose that W is irreducible, and let f = gh ∈ I = I (W). Then W ⊂ V ({ f }) =
V ({g})∪V ({h}). But then W = (W ∩V ({g}))∪ (W ∩V ({h})), a union of two closed sets. Hence we
have that either W ⊂V ({g}), in which case g ∈ I, or W ⊂V ({h}), where h ∈ I, and so I is prime.
Conversely, let I be a prime ideal, and suppose that W = W1 ∪W2. Then I = I (W1 ∪W2) =
I (W1)∩I (W2), so we must have that either I (W1) ⊂ I (W2) or I (W2) ⊂ I (W1), and hence
W2 ⊂W1 or W1 ⊂W2. 
Definition 2.1.9. A topological space V is called Noetherian if it satisfies the descending chain
condition for closed subsets. That is, if for any sequence
W1 ⊇W2 ⊇W3 ⊇ . . .
of closed subsets Wi ⊂V , there exists an integer n such that for all m> n we have Wm =Wn.
As an example of a Noetherian topological space, we have that An is Noetherian under the
Zariski topology. This is clear since if the sets Wi form a descending chain in An, we obtain an
ascending chain of ideals I (Wi) in k[T1, . . . ,Tn]. Since this is a Noetherian ring, such a chain of
ideals terminates. But V (I (Wi))=Wi for each i (since Wi is closed), so the chain {Wi} must also
terminate. This example shows that every affine variety is a Noetherian space.
Lemma 2.1.10. Every non-empty, closed subset W of a Noetherian space V can be expressed as
a finite union of closed irreducible subsets, i.e.
W =W1∪W2∪·· ·∪Wm,
for some m ∈N. If Wi *Wj for all i and j, then the Wi are uniquely determined, and called the
irreducible components of W.
Proof. This can be found in [17, Proposition 1.5]. 
The following definition plays an important role in the next section.
Definition 2.1.11. A variety V is called complete if for all varieties W , the projection map
pi2 : V ×W −→W ,
sends closed sets to closed sets.
For example, all projective varieties are complete. A number of important properties of complete
varieties are given in [19, Proposition 6.1].
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2.1.2 Affine Algebraic Groups
In this section we will give the first definitions and results for affine algebraic groups. This will
largely follow [19], but one may also consult the classic textbooks by Borel [3], and Springer [28].
Let G be a group. Then the group axioms give us maps µ and ι, where
µ : G×G −→G
(g,h) 7−→ gh
is given by group multiplication, and
ι : G −→G
g 7−→ g−1
is given by inversion.
Definition 2.1.12. Let G be a group and k an algebraically closed field. We say that G is an
affine algebraic group over k if it is also an affine variety over k, and the maps µ and ι are
morphisms of varieties.
The first examples of algebraic groups are Ga and Gm. The group Ga is the additive group k,
given the structure of variety as A1, so that its coordinate algebra is k[T]. The group Gm is the
multiplicative group k∗, given the structure of variety as the principal open set (A1)T , hence its
coordinate algebra is given by k[T]T , which is isomorphic to the algebra of Laurent polynomials
k[T, 1T ]. One can check that the multiplication and inversion maps are indeed morphisms of
varieties. Furthermore, both of these groups are irreducible as varieties [19, Section 7.1].
Next we remark that any subgroup of an algebraic group that is also a closed subset is also
an algebraic group. The direct product of any two algebraic groups is also an algebraic group,
with variety structure that given in Lemma 2.1.5.
Definition 2.1.13. Let G and H be algebraic groups over the field k. A map φ : G → H is a
morphism of algebraic groups if it is both a group homomorphism and a morphism of varieties.
As in Definition 2.1.3, an isomorphism of algebraic groups is a morphism of algebraic groups
whose inverse exists and is also a morphism of algebraic groups. Note that a group isomor-
phism may fail to be an isomorphism of algebraic groups. We will see an example of this shortly.
As a second example of an algebraic group, we remark that, for all n ∈ N, the group GLn(k)
is an affine algebraic group, given the structure of an affine variety as the principal open set
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(An
2
)det. Note in particular that the map det :An
2 → k, taking a matrix to its determinant, is an
element of k[Ti j : 1 ≤ i, j ≤ n], so that we have k[GLn(k)] = k[Ti j : 1 ≤ i, j ≤ n]det. Furthermore,
one can check that matrix multiplication and inversion are morphisms of varieties. This exam-
ple plays a central role in algebraic group theory, since all affine algebraic groups are isomorphic
to a closed subgroup of GLn(k), for some n ∈N [19, Theorem 8.6].
Notice that if we restrict the map det to GLn(k) we obtain a morphism of algebraic groups,
det : GLn(k)−→Gm,
M 7−→ det(M),
with comorphism given on the generators of k[Gm] = k[T,1/T] as det∗(T) = det and det∗(1/T) =
1/det, both of which are elements of k[GLn(k)].
For the main example in this thesis, consider the group SL2(k). It’s clear already that SL2(k) is
a closed subgroup of GL2(k), so it’s an algebraic group in its own right. However, we will show
that it’s an affine algebraic group explicitly. We may think of the elements of SL2(k) as the set
of points in A4 that satisfy the equation x11x22− x12x21 = 1, so that SL2(k) is an affine variety
with coordinate algebra given by
k[SL2(k)]= k[T11,T12,T21,T22]
/〈T11T22−T12T21−1〉.
Furthermore, the maps µ and ι are morphisms of varieties, since
µ∗(Ti j)=Ti1⊗T1 j+Ti2⊗T2 j ∈ k[SL2(k)]⊗k[SL2(k)],
and for ι we have
ι∗(T11)=T22, ι∗(T12)=−T12,
ι∗(T21)=−T21, ι∗(T22)=T11,
all of which are in k[SL2(k)], so that SL2(k) is an affine algebraic group.
Recall from Section 2.1.1, that when the characteristic of k is p we have the Frobenius mor-
phism F : An →An. Identifying an affine algebraic group G as a closed subgroup of GLn(k) for
some n ∈N, which itself we can think of as being embedded in An2 , we can restrict the Frobenius
morphism to
F : G −→G.
This map is also a group homomorphism, essentially because we have (x+ y)p = xp+ yp for any
x, y ∈ k. As such we have that the Frobenius map is a morphism of algebraic groups. We can
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extend this definition to the Frobenius morphism on a group scheme, where its kernel gives us
a normal subgroup functor, denoted G1. For the k-algebra k, this allows us to define the first
Frobenius kernel G1 of the group G (see [21, Chapter I.9] for further details). We use this con-
struction in Chapter 5.
Next we give an important class of morphisms of an algebraic group.
Definition 2.1.14. A morphism of algebraic groups χ : G −→ Gm is called a character of G.
Pointwise multiplication of characters (i.e. (χψ)(x) = χ(x)ψ(x)) makes the set of characters an
Abelian group, denoted X (G). The operation in this group is often denoted with a +.
Note that the character group for G may be trivial (e.g. in the case that G = (G,G), since then if
g = xyx−1 y−1 then χ(g) = 1). However, for a certain class of subgroup, the character group will
be indispensable.
Dual to characters, we have the notion of cocharacters.
Definition 2.1.15. A morphism of algebraic groups λ :Gm −→G is called a cocharacter of G. As
before, the set of cocharacters forms an Abelian group, denoted Y (G).
A cocharacter of G is sometimes called a one parameter multiplicative subgroup, or 1-psg. Notice
that we may compose a character with a cocharacter to obtain a morphism Gm −→Gm. Since the
group of such morphisms is isomorphic to Z, we obtain a map
〈 , 〉 : X (G)×Y (G)−→Z,
(χ,λ) 7−→ 〈χ,λ〉.
As noticed in Lemma 2.1.10, an affine variety is a finite union of irreducible closed subsets,
known as the irreducible components. In the case that G is an affine algebraic group, we can
say a little more.
Lemma 2.1.16 ([19, Proposition 7.3]). Let G be an affine algebraic group, then G can be written
as a finite and disjoint union of irreducible subsets say,
G =G1unionsqG2unionsq ...unionsqGn.
Denote by G◦ the unique component containing the identity element 1G . Then G◦ is a closed
normal subgroup of finite index in G, whose cosets are the other irreducible components. Further-
more, each closed subgroup of finite index in G contains G◦.
We say that an affine algebraic group G is connected if G =G◦. For example, the group SLn(k)
is a connected algebraic group [19, Section 7.5].
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In this thesis we will be interested in algebraic groups acting on a particular set. We will study
this in the context of kG-modules (to be defined later), but first we give a formal definition for a
group action.
Definition 2.1.17. We say a group G acts on a set X if there exists a map φ : G×X −→ X , where
φ(g, x) is usually denoted g · x, subject to the following conditions:
1. g1 · (g2 · x)= (g1 g2) · x ∀ g1, g2 ∈G, x ∈ X ,
2. 1g · x= x ∀ x ∈ X .
For example, the group G acts on itself by right multiplication (g·h= hg), and left inverse multi-
plication (g ·h= g−1h). In fact, these maps are morphisms of the variety G, whose comorphisms
are particularly useful. Define the actions of G on k[G] by
(λg f )(h)= f (g−1h),
(ρg f )(h)= f (hg)
where f ∈ k[G], and g,h ∈G. These maps are often called left and right translation of functions.
Next we will give some important examples of subgroups of GLn(k). First we denote the group of
all diagonal matrices in GLn(k) as Dn(k). Notice that this subgroup is isomorphic to Gm×·· ·×Gm,
the direct product of Gm with itself n times. Denote by Tn(k) the group of upper triangular ma-
trices, containing Dn(k), and finally by Un(k) we denote the group of upper unipotent matrices,
that is, those upper triangular matrices with 1’s along the diagonal. These subgroups play a
fundamental role in the theory of algebraic groups.
Definition 2.1.18. A torus T of an algebraic group G is a closed subgroup isomorphic to Dn(k)
for some n ∈N. We say that a closed subgroup of G is diagonalizable if it is isomorphic to a closed
subgroup of Dn(k).
Note that the character group X (Dn(k)) is isomorphic to the free Abelian group of rank n, Zn,
where a basis is given by the characters χi(diag(t1, . . . , tn)) = ti. Later in this subsection, we
will be interested in maximal tori (i.e. those that are not properly contained in any other). For
the following definition, we will use [19, Theorem 8.6] to identify the algebraic group G as a
subgroup of GLn(k), for some n ∈N.
Definition 2.1.19. A subgroup of an algebraic group G is called unipotent if all of its elements
are unipotent; that is, they are the sum of the identity and a nilpotent element, or equivalently,
their only eigenvalue is 1.
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For example, the group Un(k) is a unipotent subgroup of the algebraic group GLn(k), and in
fact, it can be shown that all unipotent subgroups are conjugate to a subgroup of Un(k), for some
n ∈N [19, Corollary 17.5].
Recall the derived series of a group G, given inductively by D0(G)=G and
D i+1(G) = (D i(G),D i(G)), where the product indicates the group commutator. We say that G
is solvable if its derived series terminates. The notion of solvability is particularly well suited
to algebraic groups, since each derived group D i(G) is a closed normal subgroup of G, and is
connected if G is [19, Section 17.3]. For example, a torus T of an algebraic group G is solvable.
Since it’s abelian, its first derived subgroup D1(T) is equal to {1}.
Akin to the derived series, we have the descending central series. This series is also given
inductively, by C 0(G)=G and C i+1(G)= (G,C i(G)). Again, each subgroup C i(G) is closed, and
connected if G is. We will call an algebraic group G nilpotent if C n(G) is the trivial group for
some n ∈N.
The radical of an algebraic group G, is defined to be the unique maximal, connected, normal,
solvable subgroup of G, and will be denoted R(G). The unipotent radical of G is the unique max-
imal, connected, normal unipotent subgroup of G, and will be denoted Ru(G). The unipotent
radical consists of the unipotent elements of R(G).
Definition 2.1.20. An algebraic group G is called semisimple if its radical R(G) is trivial, and
it is called reductive if its unipotent radical Ru(G) is trivial.
Note that since both R(G) and Ru(G) are normal subgroups, for any algebraic group G we can
construct a reductive or semisimple algebraic group by quotienting by the appropriate radi-
cal. It’s clear that a semisimple group is reductive. Our group of primary interest, SL2(k), is
semisimple (see Section 2.1.5).
Next we give one of the central theorems of the theory of algebraic groups, which allows us
to describe their structure in great detail.
Theorem 2.1.21 (Borel’s Fixed Point Theorem). Let G be a connected, solvable algebraic group,
and X a non-empty, complete variety on which G acts. Then G has a fixed point in X.
Proof. See [19, Theorem 21.2] for a proof. 
Definition 2.1.22. A Borel subgroup B of an algebraic group G is a maximal, closed, connected
solvable subgroup.
By maximal, we mean one that is not properly contained in any other. The study of connected,
solvable algebraic groups can, in some senses, be reduced to the study of Borel subgroups. In
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particular we have that the maximal tori and maximal connected unipotent subgroups of G are
those of the Borel subgroups of G [19, Corollary 21.3A], and the following theorem:
Theorem 2.1.23. The Borel subgroups B of G are all conjugate, and their union is the whole
group G. Furthermore, the maximal tori T of G are also all conjugate, and their union gives all
the semisimple elements of G.
Proof. This is a mixture of [19, Theorem 21.3, Corollary 21.3A, Theorem 22.2], where the proofs
can be found. 
Since each maximal torus of G is conjugate to every other, their dimensions are equal. We
call this dimension, the rank of G. The study of Borel subgroups leads to many remarkable
properties of algebraic groups, and a much fuller account can be found in [19, Chapter IIX].
Here, however, we give one more result before moving on to the theory of root systems, which
ultimately allows us to classify the simple algebraic groups, and plays a fundamental role in the
representation theory.
Definition 2.1.24. A closed subgroup P of G is called parabolic if the quotient variety G/P is
projective.
It can be shown that P is parabolic if and only if P contains a Borel subgroup B [19, Corol-
lary 21.3B]. In particular, Borel subgroups are parabolic. Parabolic subgroups have the nice
property that they can be decomposed in the following way.
Theorem 2.1.25 ([19, Theorem 30.2]). A parabolic subgroup P of G can be decomposed as a
semi-direct product P = LU, where U = Ru(P) and L is reductive. The subgroup L is called a
Levi factor, and any two Levi factors are conjugate by an element in U.
2.1.3 The Lie Algebra
For an algebraic group G, we may consider the set derivations of k[G], that is, linear maps δ :
k[G]−→ k[G] that satisfy the Leibniz condition δ( f g)= δ( f )g+ f δ(g). Such a space is naturally
a Lie algebra by defining the bracket to be [δ,γ] = δγ−γδ. We will define the Lie algebra of
the algebraic group G to be the space of left-invariant derivations of k[G], i.e. those for which
δλg = λgδ for all g ∈G. It turns out that such a space can be identified with the tangent space
of G at the identity element (where the tangent space of an affine variety is defined in [19,
Section I.5]). As a finite dimensional vector space, the tangent space is also an affine variety.
More details on the Lie algebra of an algebraic group can be found in [19, Chapter III]. It will
suffice for our purposes to say that such an object exists.
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2.1.4 Root Systems
We now make a brief digression to take a look at abstract root systems, where we will, for the
most part, follow [18, Chapter III]. Everything that appears in this subsection takes place inside
a Euclidean space E; that is a finite dimensional R-vector space with a positive definite, symmet-
ric bilinear form, denoted (, ). Such a form allows us to talk about angles between vectors (and
indeed, to perform Euclidean geometry), which allows us to draw root systems, in 2 dimensions
at least.
For any α ∈E, define by Pα the orthogonal hyperplane to α,
Pα =
{
β ∈E : (β,α)= 0 }.
We can then define the reflection in this hyperplane, denoted σα. For any β ∈E this is given by
σα(β)=β− 2(β,α)(α,α) α.
The coefficient 2(β,α)(α,α) is often abbreviated to 〈β,α〉, and the dual element 2α(α,α) to αˇ. Note that the
product 〈 , 〉 is linear in only the first position.
Definition 2.1.26. A subset Φ of a Euclidean space E is called a root system in E if it satisfies
the following.
1. The subset Φ is finite, spans E, and does not contain the vector 0.
2. For every element α ∈Φ, the elements ±α are the only multiples of α in Φ.
3. For every element α ∈Φ, the reflection σα leaves Φ invariant.
4. For all α,β ∈Φ the quantity 〈β,α〉 is an integer.
The elements α ∈E are called the roots of Φ. Denote by W the subgroup of GL(E) generated by
all the reflections σα for α ∈ Φ. Since each reflection leaves Φ invariant, we may associate W
with a subgroup of the symmetric group on Φ. In particular, we have that W is a finite group.
We call W the Weyl group of Φ.
Definition 2.1.27. A subset ∆⊂Φ is called a base of Φ if the following conditions hold.
1. ∆ is a basis of E as an R-vector space.
2. For each β ∈ Φ we can write β = ∑α∈∆ kαα, for some kα ∈ Z where either all the kα are
non-negative or non-positive.
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If ∆ is a base of Φ, then the elements of ∆ are called the simple roots. The cardinality of such a
base, which is equal to dimE, is called the rank of the root system Φ.
The second condition above allows us to describe roots as being either positive or negative,
where e.g. β is positive if kα ≥ 0 for all the kα in the expression for β. In this case we write β> 0.
This allows us to define a partial ordering on the root system by saying that λ< µ if and only if
µ−λ is a positive root.
The collection of positive roots is denoted Φ+, and the collection of negative roots Φ−. Note
that we have Φ− = −Φ+ and Φ = Φ+unionsqΦ−. Such a description, of course, depends on the base
chosen, should it be possible to choose one at all. It is a theorem however, that a base always
exists ([18, Theorem 10.1]), and that, up to transformation by elements in W , all the possible
bases are the same ([18, Theorem 10.3]).
One can show that the Weyl group W is generated by those σα for α ∈∆, for some chosen base
∆ [18, Theorem 10.3]. In fact, it’s clear that W is a finite Coxeter group, and as such contains a
longest element, which we will denote ω0.
α
β
Figure 2.1: The root system A2
For example, the figure above shows the root system A2. A base is given by the roots {α,β},
which gives us Φ+ = {α,β,α+β}. We have that α<α+β and β<α+β.
Definition 2.1.28. A root system Φ is called irreducible if it cannot be partitioned into the
disjoint union of two proper subsets such that each root in one set is orthogonal to each root in
the other.
For a root system Φ, we define the set of weights Λ⊂E to be the set of λ ∈E such that 〈λ,α〉 ∈Z
for all α ∈Φ. It’s clear that Λ is a subgroup of E that contains Φ. For a fixed base ∆ of Φ, we will
say that a weight λ is dominant if the integer 〈λ,α〉 is non-negative, for each α ∈ ∆. The set of
dominant weights is denoted Λ+.
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Suppose now that ∆ = {α1, . . . ,αl}, so that the set {αˇ1, . . . , αˇl} is also a basis of E. Let λi be
the dual to αˇi with respect to the form on E, i.e. such that
(λi, αˇ j)=
2(λi,α j)
(α j,α j)
= 〈λi,α j〉 = δi j.
Such λi are clearly dominant, and are called the fundamental dominant weights, with respect
to ∆. One can show that, for any λ ∈Λ we have that λ =∑li=0 miλi for some mi ∈ Z, and so in
fact, Λ is a lattice in E. Furthermore, we have that λ ∈Λ+ if and only if mi ≥ 0 for all the mi in
the expression for λ.
Note that the partial order on Φ can be extended to Λ by µ < λ if and only if λ−µ is a dom-
inant weight.
Definition 2.1.29. We will call a subset Π of Λ+ saturated of highest weight λ if we have that Π
consists only of the weight λ and all dominant weights µ ∈Λ+ with the property that µ<λ.
Note that this definition differs slightly from that given in [18]. Here we only want to consider
dominant weights when talking about saturated subsets. Next we define the weight ρ, the half
sum of positive roots, given as
ρ = 1
2
∑
α∈Φ+
α.
One can easily show that ρ is a dominant weight, and is also equal to the sum of the fundamen-
tal dominant weights ([18, Lemma 13.3A]).
We now return to the theory of algebraic groups to show that, for a semisimple algebraic group
G, one can construct a root system. First, denote by g the Lie algebra of G, and recall that, for
x ∈G, the map Ad x : g−→ g is an automorphism of g, and that the map Ad : G −→Aut(g) which
takes x to Adx is a morphism of algebraic groups. As such, the image of a maximal torus T of G
is diagonalizable in GL(g). Thus we may write the Lie algebra g as
g= gT ⊕ ⊕
α∈Φ(G,T)
gα,
where gT is the space of fixed points of g under T, and Φ(G,T) is the subset of X (T) consisting
of those α for which the space
gα :=
{
v ∈ g : Adx(v)=α(x)v ∀ x ∈T }
is non-zero. Next denote by W(G,T) the quotient group given by NG(T)/CG(T), and call this
the Weyl group of G relative to T. Since we have NG(T)◦ = CG(T)◦ [19, Corollary 16.3] and
CG(T) is connected [19, Theorem 22.3], this group is a finite group. The Weyl group acts on
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the character χ ∈ X (T) in the following way; if σ ∈W(G,T) is represented by n ∈ NG(T), then
we have σχ(t) = χ(n−1tn). Similarly, for a cocharacter λ ∈ Y (T) we have the action given by
σλ(x)= nλ(x)n−1. Under such actions we have that 〈σχ,σλ〉 = 〈χ,λ〉.
With somewhat more work, we have the following theorem
Theorem 2.1.30. [19, Theorem 27.1] Let G be semisimple, and define E =R⊗Z X (T) for a maxi-
mal torus T of G. Then Φ(G,T) is an abstract root system in E, whose rank is rankG, and whose
Weyl group W is isomorphic to W(G,T).
From the above statement, it would seem that the root system of G as given depends on the
choice of maximal torus T. Of course, such a choice is largely irrelevant, as the resulting struc-
tures are all isomorphic (for example, the Weyl group of G relative to T is isomorphic for all
maximal tori T). The inner product on E is given by the pairing 〈 , 〉 on X (T)×Y (T).
We note that the group of characters X (T), under the above correspondence, is a subgroup of the
weight lattice Λ [19, Section 31.1]. This allows us to make the following definition.
Definition 2.1.31. Let G be a semisimple group as above. We call the quotient group Λ/X (T)
the fundamental group of G. If this is trivial, then we say that G is simply connected.
As above, all choices of a maximal torus T are consistent. After a little bit more work, one finds
that the simply connected algebraic groups correspond one to one with the irreducible root sys-
tems, and that the irreducible root systems may be classified (using Dynkin diagrams, see [18,
Section 11]). From here, one is able to obtain a classification of simple algebraic groups (or to
simple Lie algebras). The reader may consult [19, Chapter XI] for more details (or [18, Chap-
ter IV.14] for the Lie algebra case).
Denote by X+(T) the intersection of X (T) and the positive weights Λ+. As an element of the
weight lattice Λ, for each character χ we may write χ as sum of fundamental weights, say
χ=
l∑
i=1
miλi,
with mi ∈Z. When working over a field of positive characteristic p, we will write
Xr(T)=
{
χ ∈ X+(T) : mi < pr for i = 1, . . . , l
}
.
The set of weights in X1(T) are often called the p-restricted weights, and play an important role
in the representation theory of algebraic groups.
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2.1.5 The Group SL2
As shown in Section 2.1.2, the group SL2(k), where k = k is an algebraically closed field, is an
algebraic group. In this thesis we will be primarily concerned with rational representations of
SL2(k), so in this section we exhibit the particulars of the group.
As mentioned in the previous section, all maximal tori and Borel subgroups are conjugate. As
one would hope, a particular choice of such groups does not affect the theory (up to isomor-
phisms). We pick the following subgroups explicitly, for ease of calculation. First let’s choose the
maximal torus T of SL2(k), given by
T =
{
ht :=
(
t 0
0 t−1
)
| t ∈ k∗
}
,
and the Borel subgroup B, containing T, given by
B=
{(
t x
0 t−1
)
| t ∈ k∗, x ∈ k
}
.
We have that the character group X (T), that is, the group of algebraic group homomorphisms
from T to Gm, is given by the elements
ψr : T −→Gm,
ht 7−→ tr,
for all r ∈ Z. Hence we may (and henceforth, will) associate X (T) with the abelian group Z. In
particular we will use additive notation when describing this group.
As mentioned in Section 2.1.2, the group SLn(k) is a connected algebraic group. For the case of
SL2(k), we have that the group is generated by the unipotent subgroups
U12 :=
{(
1 x
0 1
)
: x ∈ k
}
,
and
U21 :=
{(
1 0
y 1
)
: y ∈ k
}
.
One can then use [19, Proposition 7.5] to show that SL2(k) is connected. Furthermore, we have
that since SL2(k) is equal to its own derived subgroup, it is neither solvable nor nilpotent, and
in fact, since SL2(k) is simple [19, 27.5], its radical is trivial, and it is thus semisimple.
Recall that the Lie algebra sl2(k) has a basis given by
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f =
(
0 0
1 0
)
, h=
(
1 0
0 −1
)
, e=
(
0 1
0 0
)
,
and that the morphism Ad : SL2(k) −→GL(sl2(k)) is simply given by conjugation by x ∈ SL2(k)
[19, Proposition 10.3]. As such we can compute the action of T via Ad on sl2(k) directly.
Adht( f )=
(
t 0
0 t−1
)(
0 0
1 0
)(
t−1 0
0 t
)
=
(
0 0
t−2 0
)
= t−2 f .
Similarly we have that Adht(e) = t2e and that Adht(h) = h. Hence if α ∈ X (T) is the character
t 7−→ t2 (which corresponds to the integer 2, as above), then we may write
g= gT ⊕gα⊕g−α,
where gT is the k-span of h, gα is the k-span of e, and g−α is the k-span of f . As such the root
system Φ(G,T) is given by the set {α,−α}. This root system is called A1, and has rank 1.
α
Figure 2.2: The root system A1
A base ∆ is given by the element α, and the Weyl groupW is generated by the reflection σα, and
is thus the group consisting of two elements, {1,σ}, where in this case, the longest element ω0 is
given by σ.
Since this root system has rank one, we find that the dual basis {λ} has to satisfy only the
equation
(λ, αˇ)= 2(λ,α)
(α,α)
= 1,
and so is given by λ = α/2. Hence we see that the weight lattice Λ is given by the integer
multiples of α/2. Associating α with the integer 2, we have that λ= 1, and the weights are given
by the set Z, which coincides exactly with X (T), so SL2(k) is simply connected. Furthermore, it’s
clear that the partial ordering on Λ is given by the regular ordering of integers, so the dominant
weights Λ+ are given by the non-negative integers. The saturated subset of highest weight r ∈N
is given by the set of integers {0,1, . . . , r}.
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2.2 Representation Theory
In this section we will begin to look at the representation theory of algebraic groups, particularly
over an algebraically closed field of positive characteristic. For a comprehensive account of this
subject area, the reader should consult [21]. Mostly we will work within the framework of
modules for the group algebra kG, for the moment however, we will give some general definitions
for modules of a k-algebra A. All modules will be left modules, unless otherwise stated.
Definition 2.2.1. An A-module V is called simple if V has no submodules except 0 and V . If a
module can be written as a direct sum of simple modules, it is called semisimple.
Simple modules play a central role in representation theory, particularly for finite groups over
a field of characteristic 0, where Maschke’s theorem says that all modules are semisimple. Next
we give the classical Schur’s lemma.
Lemma 2.2.2 (Schur’s Lemma). Let V be a finite dimensional, simple A-module. Then EndA(V )=
k1V .
Proof. Let ρ be an endomorphism of V , with eigenvalue λ ∈ k (such an eigenvalue exists, since
k is algebraically closed). Then the endomorphism ρ−λ1V is singular, so the image (ρ−λ1V )V
is a submodule properly contained in V . Since V is simple, it must be 0, so ρ−λ1V = 0, thus
ρ =λ1V . 
Definition 2.2.3. For an A-module V , we define the socle of V , denoted socV , to be the sum of
all the simple submodules of V . Similarly, we define the radical of V , denoted radV , to be the
smallest submodule of V with semisimple quotient. We call this quotient the head of V .
For more details on the socle and radical, the reader may consult [1, Chapter I].
Now we introduce the group algebra kG, which is the k-algebra consisting of sums of the form∑
g∈G λg g, where all but finitely many of the λg ∈ k are non-zero. Multiplication is given by
that in the group G and extending linearly. It is well known that every kG-module affords a
representation
ρ : G −→GLn(k),
for some n ∈N, and vice-versa.
Definition 2.2.4. We call a kG-module rational if it is the union of finite dimensional submod-
ules such that for each submodule W the map G→GL(W) is a morphism of algebraic groups.
From here on in, when we refer to a kG-module, we will mean a rational kG-module, unless
otherwise stated.
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We will usually be interested in finite dimensional rational modules, in which case we can talk
about the corresponding representation ρ : G −→GLn(k) for some n ∈N. In this case, the defini-
tion is equivalent to saying that for each i, j we have that the coefficient function ρ i j : G −→ k is
in the coordinate algebra k[G].
Recall that every finite dimensional rational kG-module V has a composition series (not nec-
essarily unique) [21, I.2.14(5)], that is, a series of submodules
0=V0 <V1 < . . .<Vn−1 <Vn =V ,
where each quotient Vi/Vi−1 is isomorphic to a simple module L. In such a case, L is called a
composition factor of V , and the number of composition factors isomorphic to L is called the
multiplicity of L in V , denoted [V : L].
2.2.1 Canonical Constructions
In this subsection, we give some canonical ways of constructing rational kG-modules.
Given any two rational kG-modules, say V1 and V2, we can construct other rational kG-modules
as follows. First we will introduce the direct sum, notated V1⊕V2. As a vector space, this is equal
to the direct sum of the vector spaces V1 and V2, so every element v ∈V1⊕V2 can be written as
v = v1+ v2 for v1 ∈ V1 and v2 ∈ V2, and the intersection of the two subspaces V1 and V2 is 0. A
basis is given by the union of a basis for V1 and a basis for V2. The action of G is simply given
by g ·v= g ·v1+ g ·v2.
Next we introduce the tensor product of two modules V1⊗V2. Recall that if the set {v1, ...,vn} is
a basis of V1, and {w1, ...,wm} is a basis of V2, then a basis of V1⊗V2 is given by the ordered pairs
{
vi⊗w j : i = 1, ...,n, j = 1, ...,m
}
.
We can turn this into a kG-module by defining the group action g · (v⊗w) = (g · v)⊗ (g ·w) and
extending linearly for all g ∈G, v ∈V1 and w ∈V2. As a rational kG-module, the tensor product
V1⊗V2 has the same universal property as the vector space, but with linear maps replaced with
module homomorphisms.
Let V be a rational kG-module. As a k-vector space, we can consider the dual vector space,
consisting of linear maps from V to k,
V∗ = {α : V −→ k : α is linear }.
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Recall that if V is finite dimensional, with basis v1, . . . ,vn, then we can give V∗ the dual basis
α1, . . . ,αn, where αi(v j) = δi j. The space V∗ can be made into a rational kG-module by simply
defining the G action by
[g ·α](v)=α(g−1 ·v).
One can check that all the required properties for a group action hold.
For each finite dimensional submodule W of a rational kG-module V , denote by ρW the map
G →GL(W). We will denote by V F the Frobenius twist of V . As an Abelian group, this is equal
to V , but for each finite dimensional submodule W we have the map G →GL(WF ) is given by
the composition F◦ρW , where F is the Frobenius morphism as defined in Section 2.1.2. It’s clear
then, that V F is also a rational kG-module. (See [21, I.9.10] for more details on the Frobenius
twist.)
2.2.2 Projective and Injective Modules
For the following definitions, we let A be a k-algebra.
Definition 2.2.5. An A-module P is called projective if for any A-modules V and W with sur-
jective morphism θ : V −→W , and a map φ : P −→W , there exists another map ψ : P −→V such
that
θ ◦ψ=φ.
This property can be summarised with the following commutative diagram.
P
V W 0
∃ψ ∀φ
θ
Definition 2.2.6. An A-module I is called injective if for any A-modules V and W with injective
morphism θ : V −→W , and a map φ : V −→ I, there exists another map ψ : W −→ I such that
ψ◦θ =φ.
This property can be summarised with the following commutative diagram.
0 V W
I
θ
∀φ
∃ψ
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By an injective resolution of a module W we mean an exact sequence
0−→W −→ I0 −→ I1 −→ I2 −→ . . .
where each In is injective.
For any two kG-modules V and W , we will denote the set of module homomorphisms between
them as HomG(V ,W) (recall that a linear map φ : V −→ W is a kG-module homomorphism if
for all x ∈ kG and v ∈ V we have φ(xv) = xφ(v)). Notice that, under pointwise addition, the set
HomG(V ,W) is an Abelian group.
Now suppose that W ′ is another kG-module, and let θ : W −→W ′ be a module homomorphism.
Then for any φ ∈HomG(V ,W), we can obtain an element of HomG(V ,W ′) by composing with θ.
After checking the appropriate conditions, we find that we have a functor HomG(V , ·) from the
category of kG-modules to the category of Abelian groups. Furthermore, this functor is left exact
[21, I.4.2].
Since the Abelian category of rational kG-modules has enough injectives (i.e. each rational
kG-module can be embedded in an injective module) [21, I.4.2], for any rational kG-module W
we may construct an injective resolution, denoted I, as
0−→W −→ I0 −→ I1 −→ I2 −→ . . .
Next we apply the left exact functor HomG(V , ·), for some fixed kG-module V , to obtain the
complex
0−→HomG(V , I0)−→HomG(V , I1)−→HomG(V , I2)−→ . . .
which we denote HomG(V , I). Then we can define, for any n ∈N the nth right derived functor of
HomG(V ,W), denoted RnHomG(V ,W), as the nth homology group Hn(HomG(V , I)) of the above
complex. This is abbreviated to ExtnG(V ,W). Note that this definition would appear to depend
on the injective resolution chosen for W , however, for any two injective resolutions of W there
is a homomorphism between them, and any two such homomorphisms are homotopic (see [23,
Section XX.6] for more details). In this manner, we can define the functor ExtnG(V , ·).
The groups ExtnG(V ,W) can be identified as equivalence classes of exact sequences of kG-modules.
In particular, for n = 1 we get the equivalence classes of short exact sequences of the form [21,
II.2.12]
0−→W −→M −→V −→ 0.
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Lemma 2.2.7. For each n ∈N and kG-modules V ,W and W ′, we have natural isomorphisms
ExtnG(V ,W ⊕W ′)∼=ExtnG(V ,W)⊕ExtnG(V ,W ′).
Proof. This follows from the identity HomG(V ,W ⊕W ′)∼=HomG(V ,W)⊕HomG(V ,W ′), which is
clear. 
This result allows us to define an inner product on rational kG-modules V and W by
(V ,W)=∑
i≥0
(−1)idimExtiG(V ,W).
2.2.3 Weights
Let T be a maximal torus of G, so that the character group X (T) is a subgroup of the weight
lattice (as in the previous section). For any kG-module V and any λ ∈ X (T) we have the λ weight
space of V , given by
Vλ = { v ∈V : t.v=λ(t)v for all t ∈T }.
Thus as a T-module we may decompose V into a sum of weight spaces
V = ⊕
λ∈X (T)
Vλ,
where if V is finite dimensional, then only finitely many of the Vλ are non-zero. We say that λ
is a weight of V if the weight space Vλ is non-zero, and we say that v ∈Vλ is a weight vector of
weight λ. Note that this generalises the decomposition of g given in Section 2.1.4, and we may
think of the roots as being the weights of the adjoint representation Ad.
Next we introduce the character of a module, as an element of the ring ZX (T). In order to distin-
guish the two commutative operations (recall that (X (T),+) is an Abelian group), we give ZX (T)
the Z-basis of formal exponentials xλ for λ ∈ X (T). We then give multiplication by xλxµ = xλ+µ.
Note that the action of the Weyl group W on X (T) gives us a Z-linear action of W on ZX (T).
For the case of SL2, we have only one non-identity element in W , and the action of this ele-
ment is given by the mapping xr 7−→ x−r.
Definition 2.2.8. Let V be a rational kG-module. The character of V is given by
ChV = ∑
λ∈X (T)
(dimVλ) xλ.
We have the following results on the character.
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Lemma 2.2.9. Let V1, V2 and W be rational kG-modules, such that we have a short exact se-
quence
0−→V1 −→W −→V2 −→ 0.
Then ChW =ChV1+ChV2.
Lemma 2.2.10. For any two rational kG-modules V1 and V2 we have that ChV1⊗V2 = (ChV1)(ChV2).
Proof. These can be shown directly. 
From this one can easily show that the character gives an isomorphism between the Grothendieck
ring of finite dimensional kG-modules and the ring of W invariants ZX (T)W .
For a reductive algebraic group, the simple modules can be characterized by highest weight.
Theorem 2.2.11. For each dominant weight λ ∈ X (T)+, there exists, up to isomorphism, a unique
simple module of highest weight λ, denoted L(λ).
Proof. See [21, Proposition II.2.4a], where the simple module L(λ) is described as the socle of
the induced module H0(λ) (defined in Section 2.2.5 as ∇(λ)). 
Now suppose that the subset pi ⊂ X (T)+ is a saturated set of weights. We may consider the
subcategory C (pi) of kG-modules M whose composition factors have the form L(µ) with µ ∈ pi.
Such a subcategory is closed under taking quotients, extensions and sums. In particular, a kG-
module M belongs to C (pi) if and only if each dominant weight of M belongs to pi [21, II.A.2(1)].
Denote by Opi(M) the sum of all submodules of M that belong to C (pi), i.e.
Opi(M)=
∑
N≤M
N∈C (pi)
N.
Clearly Opi(M) ∈ C (pi), and furthermore, it is the unique, largest submodule of M with this
property. From this, for any saturated set of weights pi, we obtain a functor
Opi : {rational kG-modules }−→C (pi),
called the truncated functor associated to pi. It’s clear that for simple modules L(λ) we have that
Opi(L(λ)) = L(λ) if λ ∈ pi, and 0 otherwise. We have also that the functor Opi is left exact [21,
II.A.1(2)].
43
CHAPTER 2. PRELIMINARIES
2.2.4 Induction and Restriction
As in the case for finite groups, we may restrict representations of the algebraic group G to its
subgroups, and induce representations of a subgroup H to representations of G.
First, let H be a closed subgroup of the algebraic group G, and suppose that V is a rational
kG-module. The module V restricted to H, denoted V |H is a kH-module, isomorphic to V as a
vector space, where H acts as it does on V .
For a rational module V we denote by Map(G,V ) the set of maps f : G →V such that the image
f (G) lies in a finite dimensional subspace W of V , and the induced map f : G→W is a morphism
of varieties. We can give Map(G,V ) the structure of a rational kG-module by defining xf : G→V
as xf (y)= f (yx), for all f ∈Map(G,V ) and x, y ∈G.
Next, for a closed subgroup H, we define the subset
MapH(G,V )=
{
f ∈Map(G,V ) : f (hx)= hf (x) for all h ∈H, x ∈G }.
This is in fact a submodule of Map(G,V ) called the induced module. From now on we will write
this module as IndGHV .
Suppose now that we have two rational kH-modules, say W1 and W2, and let φ be a kH-module
homomorphism between them. Define the map IndGHφ : Ind
G
HW1 −→ IndGHW2 by IndGHφ( f )=φ◦ f .
It’s clear that IndGHφ( f ) commutes with the action of G, so we have that Ind
G
H is a functor from
rational kH-modules to rational kG-modules. Furthermore, one can show that this functor is
left exact (see [21, Proposition I.3.3]).
Just as we did in the construction of the functor ExtG(V , ·), for a rational kH-module W we
may construct an injective resolution
0−→W −→ I0 −→ I1 −→ I2 −→ . . .
Applying the functor IndGH to this resolution we obtain a complex
0−→ IndGH I0 −→ IndGH I1 −→ IndGH I2 −→ . . .
We may then consider the nth homology of this complex, which we denote RnIndGHV . As before,
this definition does not depend on the injective resolution chosen. In this way, we define the
functor RnIndGH .
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Theorem 2.2.12 (The Tensor Identity). Let H be a closed subgroup of G, V a kG-module and W
a kH-module. For all n≥ 0 we have that
RnIndGH(V ⊗W)=V ⊗RnIndGH(W).
Proof. For a proof (in the more general framework of group schemes), see [21, Proposition I.3.6].

2.2.5 The Induced and Weyl Modules
Let G be an arbitrary reductive algebraic group over an algebraically closed field of positive
characteristic p. Choose a Borel subgroup B containing the maximal torus T so that we have
the Levi decomposition B = TU , where U is the unipotent radical Ru(B) [19, Corollary 26.2C].
Let λ ∈ X (T) be a character and define the one dimensional kB-module kλ by the action which
is given trivially by U , and given by the character λ for T. i.e. if v ∈ kλ then
g.v=
v : g ∈U ,λ(g)v : g ∈T.
Definition 2.2.13. For λ ∈ X (T) we define the induced module ∇(λ) by
∇(λ) := IndGB kλ.
Let ω0 be the longest element of the Weyl group W . We define the Weyl module by
∆(λ) :=∇(−ω0λ)∗,
where the star indicates the usual dual module, as defined in Section 2.2.1.
The module ∆(λ) has the universal property that, for any other rational kG-module W generated
by a highest weight vector w+ of weight λ, there exists a unique kG-module homomorphism
φ : ∆(λ) −→W such that φ(m+) = w+, where m+ ∈ ∆(λ) is a highest weight vector of weight λ.
In fact, ∆(λ) is generated by a B-stable line, of weight λ, and so any other such kG-module is a
homomorphic image of ∆(λ) [21, Lemma II.2.13b].
Theorem 2.2.14. For all λ ∈ X (T)+ we have that the socle of ∇(λ) is equal to L(λ), the simple
module of highest weight λ. Furthermore the head of ∆(λ) is also equal to L(λ). In particular
both ∇(λ) and ∆(λ) are indecomposable.
Proof. A proof of this theorem can be found from [21, Corollary II.2.3] and [21, Proposition II.2.4b].

Now suppose that pi⊂ X (T)+ is a saturated set of dominant weights, and recall the definition of
the functor Opi as given in Section 2.2.3. We have
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Lemma 2.2.15 ([21, II.A.2(2)]).
Opi(∇(λ))=
∇(λ) : λ ∈pi,0 : λ 6∈pi.
Definition 2.2.16. Let λ ∈ X (T), and define
A(λ)= ∑
w∈W
sgn(w)xwλ ∈ZX (T).
It follows that A(λ+ρ) is divisible by A(ρ) in ZX (T), so we define
χ(λ)= A(λ+ρ) / A(ρ) ∈ZX (T)W ,
where ZX (T)W denotes the elements of ZX (T) that are invariant under the action of W . For
dominant λ, the element χ(λ) will be of fundamental importance throughout this thesis, as it is
the character of both the induced and Weyl module of highest weight λ. We prove this explicitly
for SL2(k) in Section 2.2.7. We have the following result of Brauer, as given in [8, 2.2.3].
Theorem 2.2.17 (Brauer’s Character Formula). For λ ∈ X (T), and ψ = ∑aµxµ ∈ ZX (T)W we
have
χ(λ)ψ=∑
µ
aµχ(λ+µ).
2.2.6 Steinberg’s Tensor Product Theorem
Here we present the well known Steinberg Tensor Product theorem, which gives us a description
of each simple module of highest weight λ in terms of the simple modules whose highest weight
is p-restricted. Originally proved by Steinberg in [29], a much shorter proof was given by Cline,
Parshall and Scott later in [6].
Theorem 2.2.18 (Steinberg’s Tensor Product Theorem). Let G be a reductive algebraic group,
and λ ∈ X (T) such that λ=∑ni=0 piλi for some λi ∈ X1(T). Then we have
L(λ)=
n⊗
i=0
L(λi)F
i
.
2.2.7 Representations of SL2
In this subsection we describe explicitly some representations for the group SL2(k). These are
the objects that will be studied in this thesis.
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Let E be the natural 2-dimensional module for SL2(k) (isomorphic to k2 as a vector space).
We will give E the basis {x1, x2} so that the action of SL2(k) is given by(
a b
c d
)
x1 = ax1+ cx2,
(
a b
c d
)
x2 = bx1+dx2,
and E is evidently rational. With this notation, for any r ∈ N, the rth symmetric power of E,
denoted SrE, has basis given by { xi1x
j
2 : i+ j = r }. This vector space becomes a kSL2(k)-
module with the action of g ∈ SL2(k) given by g(xi1x
j
2) = (gx1)i(gx2) j, with usual polynomial
multiplication, so that SrE is a rational kSL2(k)-module. In particular, in SrE we have that(
a b
c d
)
(xi1x
j
2)= (ax1+ cx2)i(bx1+dx2) j = (
i∑
k=0
(
i
k
)
akci−kxk1 x
i−k
2 )(
j∑
l=0
(
j
l
)
bl d j−l xl1x
j−l
2 ),
where in the second equality we use the binomial expansion.
For t ∈ k∗, denote by ht the diagonal matrix diag(t, t−1) in SL2(k). Then we have that
ht(xi1x
j
2)= (tixi1)(t− jx
j
2)= ti− j(xi1x
j
2),
where i+ j = r. Hence the weights of SrE are the integers r−2 j for j = 0,1, ..., r, and each has a
one dimensional weight space, i.e.
(SrE)r−2 j = k-span{ xr− j1 x j2 }.
It’s easy to show that over a field of characteristic 0, the module SrE is a simple module with
highest weight r. Hence the symmetric powers of E give us a complete set of simple modules.
If the field k has positive characteristic however, this is not the case, as we will now demonstrate.
Let chark = p > 0 and consider the module SpE. As above we can write down the action of
SL2(k) on each basis vector. In particular we have(
a b
c d
)
(xp1 )=
p∑
i=0
(
p
i
)
ai cp−ixi1x
p−i
2 = apx
p
1 + cpx
p
2 ,(
a b
c d
)
(xp2 )=
p∑
i=0
(
p
i
)
bidp−ixi1x
p−i
2 = bpx
p
1 +dpx
p
2 ,
where, using Lucas’ Theorem (Theorem A.3.1), we have that for all i = 1, ..., p−1 the binomial
coefficient
(p
i
)
in k is equal to 0. Hence we see that the subspace given by k-span{xp1 , x
p
2 } is in
fact a submodule, so that SpE is not simple.
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For G = SL2(k) and r ∈ N we have the well known equality ∇(r) = SrE (see, for example [21,
II.2.16]). Furthermore, since the root system of SL2(k) is given by {α,−α}, we have that ∆(r)=
∇(r)∗.
It’s clear then, that dim∇(r) = r+ 1, and, using the weight space calculations above, we can
quickly write down the character of ∇(r) as
Ch∇(r)=
r∑
i=0
xr−2i,
where we are using the association of X (T) with Z.
Lemma 2.2.19. For r ∈ X (T)+ we have the equality χ(r)=Ch∇(r).
Proof. First we note that under the association of X (T) with Z we have that ρ = 1. Hence,
by definition we have that χ(r) = A(r+ 1)/A(1). Since the Weyl group of SL2 consists of two
elements, we have
A(1)= x1− x−1
and
A(r+1)= xr+1− x−r−1 = (x1− x−1)(xr+ xr−2+·· ·+ x−r).
Hence we have that χ(r)=Ch∇(r). 
From the action on the dual space, defined in Section 2.2.1, we see that the weight of a dual
vector is the negative of that of the vector. i.e., if v ∈Vλ has dual vector α, and t ∈T, then
[t ·α](v)=α(t−1 ·v)=α(λ(t−1)v)=α(λ−1(t)v)=λ−1(t)α(v).
From this, and the symmetry of χ(r), we have that Ch∆(r)=Ch∇(r)= χ(r).
In many cases we will find that we have, for a module M, a short exact sequence of the form
0−→∇(m1)−→M −→∇(m2)−→ 0,
for some m1 and m2 ∈N. When this sequence is not known to be split, we will often write
M = ∇(m2)∇(m1)
.
The first extension groups are given in [14] (in their dual form for Weyl modules), and then all
others are given in [27]. We will use the facts that, in such a sequence as above we must have
that m2 > m1 and m1 ≡ m2(mod2) [14, Remark 3.1], and that the extension groups are either
k or 0 [14, Proposition 3.3, Proposition 3.4], so up to scalars, there exists at most one non-split
extension.
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2.2.8 Tilting Modules
In the later chapters of this thesis we will use the theory of tilting modules for algebraic groups,
developed by Donkin, to give results about the modules ∇(r)⊗∆(s). As we will shortly see, the
ideas of tilting modules are closely related to the modules we study, so it is natural that we in-
vestigate the link between them. Furthermore, the classification of tilting modules into modules
of highest weight allows us to quickly give results for G = SL2(k); for example, we can decom-
pose a tilting module into indecomposable summands using only the character.
For the following definitions, G may be an arbitrary reductive algebraic group, over an alge-
braically closed field of positive characteristic.
Definition 2.2.20. Let M be a kG-module. We say that M has a good filtration (or ∇-filtration)
if there exists a sequence of submodules
0=M0 <M1 < . . .<Mn−1 <Mn =M
such that for each i = 1, . . . ,n the quotient module Mi/Mi−1 is isomorphic to ∇(λ) for some λ ∈
X (T)+. For such modules we write M ∈F (∇). For a given λ, the number of times ∇(λ) appears in
such a filtration will be denoted (M : ∇(λ)), and is called the multiplicity of λ in M. This number
is also the coefficient of χ(λ) in Ch M, and so is independent of the filtration chosen.
Definition 2.2.21. Let N be a kG-module. We say that N has a Weyl filtration (or ∆-filtration)
if there exists a sequence of submodules
0=N0 <N1 < . . .<Nn−1 <Nn =N
such that for each i = 1, . . . ,n the quotient module Ni/Ni−1 is isomorphic to ∆(λ) for some λ ∈
X (T)+. For such modules we write N ∈F (∆). For a given λ, the number of times ∆(λ) appears
in such a filtration will be denoted (N : ∆(λ)), and is called the multiplicity of λ in M. As before,
this number is the coefficient of χ(λ) in Ch N, and so is independent of the filtration chosen.
Notice that if the module M has a good filtration, then the dual module M∗ has a Weyl filtration,
and vice-versa.
Lemma 2.2.22 ([21, Proposition II.4.16b]). A kG-module V has a good filtration if and only if
we have Ext1G(∆(λ),V )= 0 for all λ ∈ X (T)+.
Suppose that such a V can be decomposed into a direct sum V =V1⊕V2. We obtain then, using
Lemma 2.2.7, that
Ext1G(∆(λ),V )=Ext1G(∆(λ),V1)⊕Ext1G(∆(λ),V2),
for all λ ∈ X (T)+. From the above lemma, we obtain the following corollary.
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Corollary 2.2.23. If a kG-module V has a good filtration, then each summand of V has a good
filtration.
Next we give a useful character result for rational kG-modules M ∈F (∇) and N ∈F (∆), where
Ch M = ∑aλχ(λ) and Ch N = ∑bλχ(λ) for integers aλ and bλ. Note that for such modules we
have that, since (∇(λ),∆(µ)) = 1 if λ = µ, and 0 otherwise [21, Proposition II.4.13], the inner
product (M, N) is equal to
∑
aλbλ.
Now, it follows from [21, Proposition II.4.16] that
dimHomG(M, N)=
∑
λ∈Λ
(M : ∇(λ))(N : ∆(λ)).
This quantity is equal to
∑
aλbλ, so we have the following lemma.
Lemma 2.2.24. For rational kG-modules M and N as above, we have that dimHomG(M, N) =
(M, N).
Following [9], we make the following definition.
Definition 2.2.25. A kG-module M is a tilting module if M belongs to both F (∇) and F (∆).
Using the observation following Definition 2.2.21, we may also say that M is tilting if both M
and M∗ belong to either F (∇) or F (∆). Next we give the main theorem on tilting modules.
Theorem 2.2.26 ([9, Theorem 1.1]). For each λ ∈ X (T)+ there exists a unique indecomposable
tilting module T(λ), of highest weight λ. Furthermore, the weight λ occurs with multiplicity 1 in
T(λ).
Theorem 2.2.27. Every short exact sequence of tilting modules is split.
Proof. We have that for any λ,µ ∈ X (T)+ [21, Proposition II.4.13],
Ext1G(∇(λ),∆(µ))= 0.
It follows then, that if M ∈F (∇) and N ∈F (∆) we have Ext1G(M, N) = 0. Hence, for any tilting
modules T1 and T2 we have Ext1G(T1,T2)= 0. 
Every tilting module can be written uniquely, up to isomorphism and ordering, as a sum of these
indecomposable tilting modules, so the above theorems give a complete classification of tilting
modules (much like the case for semisimple modules). In general, it’s not known what these
indecomposable tilting modules look like. However, for SL2, we have the following theorem, due
to Donkin [9] (although we quote the closed formula given by Erdmann and Henke).
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Theorem 2.2.28 ([15, Lemma 5]). Let u ∈ N∪ {0}. Then u can be written uniquely in the form
u=∑mi=0 ui pi where p−1≤ ui ≤ 2p−2 for all i <m and 0≤ um ≤ p−1. Then
T(u)=
m⊗
i=0
T(ui)F
i
.
This result allows us to compute the character of the indecomposable tilting modules for SL2 in
a given characteristic. Then, for any tilting module for which we know the character, we may
decompose it into indecomposable summands. This is because such a module must be a direct
sum of the indecomposable tilting modules (in view of Theorem 2.2.27), and these are classified
by highest weight. This procedure will be essential to the main result of this thesis.
2.2.9 Blocks
In this subsection we briefly introduce the idea of a block, following [21, Section II.7]. For a
reductive algebraic group G, we can define an equivalence relation on the set of simple mod-
ules by saying that two simple modules L and L′ are equivalent whenever Ext1G(L,L
′) 6= 0. The
equivalence classes given by this relation are called the blocks of G. Using the bijective mapping
λ 7−→ L(λ) for λ ∈ X (T)+, we may regard the blocks as a partition of X (T)+.
Now by [21, Remark II.7.1.2], we have that for any indecomposable kG-module M, there ex-
ists a unique block B containing all the composition factors of M. We say M belongs to B. For
λ,µ ∈ X (T)+, consider the indecomposable modules ∇(λ) and ∇(µ). It’s clear that if λ and µ are
in different blocks, then Ext1G(∇(λ),∇(µ))= 0; if not, then there exists a non-split sequence
0−→∇(µ)−→M −→∇(λ)−→ 0
for some indecomposable module M. Then M belongs to some block B, but then λ and µ also
belong toB, a contradiction.
For a semisimple algebraic group, a full description of the blocks can be found in [7, Theo-
rem 5.8]. In the case of SL2(k) we obtain the following.
Lemma 2.2.29. For a ∈N, the block containing a is given by the set
B(a)= {w ·a+2npr(a)+1 : n ∈Z, w ∈W }∩Z≥0,
where the · action of W is given by 1 · a = a and σ · a = −a− 2; and r(a) is defined to be the
non-negative integer satisfying a+1 ∈ pr(a)Z\ pr(a)+1Z. In particular, we have
B(a)⊂ {w ·a+2np : n ∈Z, w ∈W }.
In some cases we can use this result to show that a short exact sequence must be split.
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2.3 The Universal Enveloping Algebra
Before discussing the universal enveloping algebra of a Lie algebra, we give some elementary
results for abstract Lie algebras in order to establish some notation, and refer the reader to [18,
Chapter I] for all the basic definitions that we don’t give here.
In analogy to the case for algebraic groups, we can define the derived series for a Lie alge-
bra g, given inductively as g(0) = g and g(i) = [g(i−1),g(i−1)]. We will say that g is solvable if the
derived series terminates. Furthermore, each Lie algebra contains a maximal solvable ideal [18,
Proposition 3.1c], called the radical of g and denoted radg. A Lie algebra g is called semisimple
if its radical, radg is 0.
For any Lie algebra g we can define the Killing form, given as κ(x, y) = Tr(adxady). This is a
symmetric, bilinear and associative (with respect to the Lie bracket) form on g. When working
over a field of characteristic 0, the Killing form is non-degenerate if and only if g is a semisimple
Lie algebra [18, Theorem 5.1].
For the remainder of this subsection, we will assume that g is a semisimple Lie algebra over
a field of characteristic 0. Firstly, we have the root space decomposition given by
g= h⊕ (⊕
α∈Φ
gα
)
,
where h is a maximal toral subalgebra, Φ is the root system (as in the algebraic group case) and
gα is the one-dimensional subspace given by
gα =
{
x ∈ g : [h, x]=α(h)x ∀h ∈ h }.
We will often denote by xα a basis vector for gα. In the case of sl2(C), since the root system is
given by the set Φ = {α,−α}, we have that e = xα, f = x−α and a maximal toral subalgebra h is
given by the span of h.
A semisimple Lie algebra g is built up from copies of sl2 (this is the subject of [18, Chap-
ter II]). In particular we have that for xα ∈ gα, there exists yα ∈ g−α such that the elements
xα, yα,hα = [xα, yα] span a three dimensional subalgebra of g, isomorphic to sl2 [18, Proposi-
tion 8.3].
Note that we have reused the symbol Φ here; this is no coincidence, as the root system corre-
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sponding to this decomposition is identical to that in Section 2.1.4. This is because the morphism
ad : g−→ gl(g)
x 7−→ adx,
where adx(y)= [x, y], is the differential of the morphism Ad : G −→GL(g) [19, Theorem 10.4].
2.3.1 The Tensor Algebra
Let g be a Lie algebra over the field k. For any n ∈N we can construct the vector space of n-fold
tensor products, denoted by g⊗n. This is the vector space consisting of all sums of tensors of the
form X1⊗X2⊗ ...⊗Xn, where each X i ∈ g. If the set {X1, ..., Xr} is a basis of g, then a basis of g⊗n
is given by
{
X i1 ⊗ ...⊗X in : i j = 1, ..., r for each j },
and so the dimension of g⊗n is rn. By convention we consider g⊗0 to be the ground field k.
Next we construct an infinite dimensional vector space, given as the direct sum of all the vector
spaces of n-fold tensor products
T (g)= ⊕
n∈N∪{0}
g⊗n.
We can make this into a k-algebra by defining the multiplication
(Y1⊗ ...⊗Yn) · (Z1⊗ ...⊗Zm)=Y1⊗ ...⊗Yn⊗Z1⊗ ...⊗Zm ∈ g⊗(n+m).
This algebra is called the tensor algebra of g. Often we will write T n(g) for g⊗n, particularly
when we want to emphasize that we are thinking about this vector space as a subspace of the
tensor algebra.
Definition 2.3.1. The Universal Enveloping Algebra of a Lie algebra g, denoted U(g), is the
quotient of the tensor algebraT (g) by the ideal generated by the elements X⊗Y−Y⊗X−[X ,Y ],
for all X ,Y ∈ g, i.e.
U(g)=T (g) / 〈X ⊗Y −Y ⊗X − [X ,Y ]〉.
We could, in fact, introduce the universal enveloping algebra abstractly by describing the uni-
versal property it satisfies. For an arbitrary Lie algebra g we can define the universal enveloping
algebra as the unique pair (U(g), i), where U(g) is an associative k-algebra with identity, and i
is a linear map i : g→U(g) that satisfies
i([x, y])= i(x)i(y)− i(y)i(x),
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for all x, y ∈ g, such that the following condition holds: For any associative k-algebra A with
identity and a linear map j : g→ A satisfying the above relation, there exists a unique k-algebra
homomorphism φ : U(g)→ A such that φ◦ i = j. This can be summarised by the following com-
mutative diagram.
g U(g)
A
i
∀ j ∃! φ
Of course, such a statement must be proved, and a proof can be found in [18, Section 17.2]. This
universal property allows us to make a bijective map between modules for the Lie algebra g and
modules for U(g). For a g-module V , letting A = Endg(V ) in the diagram, we have that each
g-module can be extended to a U(g)-module, and of course, each U(g)-module can be restricted
to a g-module. In fact, more is true, and, for a semisimple, simply connected algebraic group G
over a field of characteristic 0, we have an equivalence of categories between finite dimensional
U(g) modules and finite dimensional, rational kG-modules. This equivalence is given naturally
by considering the differential dφ, of the representation
φ : G −→GL(V ),
for a kG-module V .
Next we will give an essential theorem on the universal enveloping algebra. First let’s define
the map
pi :T (g)−→U(g),
y1⊗ ...⊗ yn 7−→ y1...yn
as the canonical quotient map from T (g) to U(g).
Theorem 2.3.2 (Poincaré-Birkhoff-Witt Theorem). Let the set {x1, x2, ...} be a countable ordered
basis of the Lie algebra g. Then the elements 1k and xi(1)...xi(m) =pi(xi(1)⊗ ...⊗ xi(m)) for all m ∈N
such that i(1)≤ i(2)≤ ...≤ i(m), form a basis of U(g).
Proof. See [18, Section 17.4] for a proof. 
This theorem (often abbreviated to the PBW theorem) allows us to quickly give a basis for U(g),
in the case that g has countable dimension. Of course, we are only interested in a particular
finite dimensional case, and for sl2(k) we can give this basis as the set of elements of the form
f ihne j,
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where i, j,n ∈N∪ {0}, and by ei we mean the image of i tensor products e⊗·· ·⊗ e under pi.
Finally, we will look at a construction which will be used later in Chapter 4. For a Lie alge-
bra g over C, with the notation as above, we can define
Un(g) :=C-span {X i1 . . . X im : m≤ n, X i j ∈ g },
i.e., all those elements of U(g) with degree less than or equal to n. It’s clear that Ur(g)Us(g) ⊂
Ur+s(g). As such, we find that U(g) has a filtration given by
C=U0(g)⊂U1(g)⊂U2(g)⊂ . . .
From this we can form the graded ring, given as
gr(U(g)) :=
∞⊕
r=0
Ur(g)/Ur−1(g),
where multiplication is defined in the obvious way. This ring is generated by the subset g =
{X +U0(g) : X ∈ g }. Using this, we see that gr(U(g)) is in fact, commutative, as follows.
(X +U0(g)(Y +U0(g))= XY +U1(g)
=Y X + [X ,Y ]+U1(g)
=Y X +U1(g)
= (Y +U0(g))(X +U0(g).
As such, we may identify gr(U(g)) with the symmetric algebra on g, denoted S(g).
2.3.2 Kostant Z-forms
We begin this subsection with a defintion.
Definition 2.3.3. Let R be a subring of a field F, such that R is a principal ideal domain, and F
is the field of fractions of R. An R-form of an F vector space V is the R-span of an F-basis of V .
In what follows, we will exclusively have F=Q and R =Z.
In analogy with Chevalley algebras, we can construct the hyperalgebra for a field of prime char-
acteristic. The remainder of this section largely follows that in [18].
For Lie algebras, the idea is to construct a lattice inside the Lie algebra, denoted gZ, by finding
a suitable Z-basis, called a Chevalley basis, which has the property that the structure constants
are integral, so the lattice is itself a Lie algebra. Tensoring over Z with the field Fp of p ele-
ments, gFp := gZ⊗Z Fp, one obtains a Lie algebra over Fp. Then, for any field extension k of Fp
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we can construct a Lie algebra over k by defining gk = gFp ⊗Fp k. The Lie algebra gk is called a
Chevalley algebra.
Let g be a semisimple Lie algebra with root system Φ, fix the ordering Φ+ = {α1, . . .αm}, and
denote hi = hαi = [xαi , xα−i ].
Definition 2.3.4. A Chevalley basis of g is a basis {xα : α ∈Φ}∪ {hi : 1 ≤ i ≤ l } such that the
following two conditions hold for all α and β ∈Φ:
1. [xα, x−α]= hα,
2. If α,β,α+β ∈Φ with [xα, xβ]= cαβxα+β, then cαβ =−c−α−β.
Theorem 2.3.5 (Chevalley). Let the set {xα : α ∈Φ}∪ {hi : 1≤ i ≤ l } be a Chevalley basis of g.
Then the structure constants cαβ are integers.
In fact, Chevalley’s theorem tells us even more about the structure constants. For more details
and a proof, see [18, Theorem 25.2].
Next we introduce some notation. For any commutative, associative F-algebra A with 1 (where
F is a field of characteristic 0), we can define the binomial element(
h
n
)
:= h(h−1). . . (h−n+1)
n!
∈ A,
where h ∈ A and n ∈Z. We interpret (h0) to be 1, and for all negative n we have that (hn)= 0.
Denote by A the m-tuple of integers given by (a1,a2, . . . ,am), and similarly for B and C. De-
fine the following elements of the universal enveloping algebra U(g).
fA =
xa1−α1
a1!
. . .
xam−αm
am!
,
hB =
(
h1
b1
)
. . .
(
hl
bl
)
,
eC =
xc1α1
c1!
. . .
xcmαm
cm!
.
Notice, in particular, that from the PBW theorem we have that the elements of the form fAhBeC
form a basis of U(g).
The following theorem, due to Kostant, describes what we will call the Kostant Z-form, to be
denoted U(g)Z, or just UZ when the Lie algebra is clear.
Theorem 2.3.6 (Kostant). The subring of U(g) generated by all xtα/t! for α ∈Φ and t ∈N, is equal
to the Z-span of all elements of the form fAhBeC.
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Proof. A proof of this theorem (and a much more detailed exposition) can be found in [18,
Section 26]. 
For the Lie algebra sl2, the Kostant Z-form can be given as the Z-span of the elements
f i
i!
(
h
n
)
e j
j!
,
for i, j,n ∈N∪ {0}.
2.3.3 The Hyperalgebra
We begin this subsection by giving the definition of the hyperalgebra, sometimes known also as
the algebra of distributions (see [21, Section I.1.12] for further details).
Definition 2.3.7. For a field k and Lie algebra g, the hyperalgebra, denoted U(g)k (or just Uk
when the Lie algebra is clear) is given by the k-algebra
Uk = k⊗ZUZ.
In the case g= sl2, we will use the following notation
f i :=1k⊗
f i
i!
,
hn :=1k⊗
(
h
n
)
,
e j :=1k⊗
e j
j!
.
It follows then, from Theorem 2.3.6, that a k-basis for U(sl2)k is given by elements of the form
f ihne j,
for i, j,n ∈N∪ {0}.
Our motivation for defining the hyperalgebra comes from Verma’s conjecture, proved by Cline,
Parshall and Scott in [5].
Theorem 2.3.8 (Verma’s Conjecture). For a field k of prime characteristic, and a semisimple,
simply connected algebraic group G with corresponding Lie algebra g, there is an equivalence
of categories between finite dimensional, rational kG-modules and finite dimensional U(g)k-
modules.
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Recall from Section 2.2.5 that the Weyl module ∆(s) has the universal property that it is gener-
ated by an element m+ of weight s. When considered as a module for the hyperalgebra then, we
can obtain a k-basis for ∆(s) by considering the elements
{
f im+ : i = 0,1, . . . , s
}
,
where f i ∈U(g)k as above for each i. This follows by considering the character of ∆(s), and the
fact that f im+ has weight s−2i.
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THE ENDOMORPHISM ALGEBRA
In this chapter we begin to develop the theory of the modules ∇(r)⊗∆(s) for SL2(k) by looking
at their endomorphism algebras. The results we obtain here will be essential for later chapters.
At the end of this chapter we will give some explicit results for when p= 2.
3.1 Characteristic 0
First we will examine the case where the characteristic of the field is 0. It will be sufficient, for
the most part, to use the field Q, so we let G = SL2(Q). As mentioned in the previous chapter,
we have that ∇(r) = ∆(r) = V (r) is the unique simple module of highest weight r. In this case,
the decomposition of the tensor product is given by the well known Clebsch-Gordan formula
V (r)⊗V (s)=
s⊕
i=0
V (r+ s−2i),
where we are assuming r ≥ s. Our aim is to be able to describe the endomorphism algebra
EndG(V (r)⊗V (s)) in such a way that allows us to describe the endomorphism algebra
EndUk (∇(r)⊗∆(s)) in positive characteristic.
Before doing this however, we show that the modules V (r)⊗V (s) are generated by a single
element. This will greatly simplify our description of the endomorphism algebra in the next
part. It turns out that this result holds not just for SL2, but for an arbitrary reductive algebraic
group, over an algebraically closed field of characteristic 0. The proof given here was supplied
by Stephen Donkin.
Lemma 3.1.1. Let G be a reductive algebraic group over K, an algebraically closed field of
characteristic 0. For λ and µ ∈ X+ denote the simple modules M = V (λ), N = V (µ), and let
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m+ ∈ Mλ be a highest weight vector, and n− ∈ Nω0µ a lowest weight vector. Then the module
M⊗N is generated by m+⊗n− as a KG-module.
Proof. To prove this statement, we will use the equivalence of categories outlined in Section 2.3
and consider M and N as modules for the universal enveloping algebra U(g). Denote by Z the
module U(g)(m+⊗n−).
Let the positive roots be given by Φ+ = {α1, . . . ,αN }, and A ∈ ZN be (a1, . . . ,aN ). Following the
notation of Section 2.3.2 we have that
fA(m+⊗n−)= fAm+⊗n− ∈ Z.
If we denote by M′ the set {m ∈M : m⊗n− ∈ Z }, then since M =U(g)m+ (because M is simple),
and m+ has highest weight, it’s clear that M′ =M.
Now suppose that M⊗N 6= Z, and let ν be a minimal weight of N such that M⊗Nν 6⊂ Z. Next,
consider the weight ν−ω0µ and write
S = {B= (b1, . . . ,bN ) ∈ZN : N∑
i=0
biαi = ν−ω0µ
}
.
It’s clear then that the weight space Nν is equal to
Nν =⊕
B∈S
keBn−,
since N is a simple module. However, we have that, for any m ∈ M, eB(m⊗n−) = m⊗ eBn−+ v
where
v ∈⊕
τ<ν
M⊗Nτ
is a sum of elements of lower weight. It’s clear that eB(m⊗ n−) ∈ Z, and since ν was chosen
minimal, we have that v ∈ Z. Hence we must have that m⊗ eBn− ∈ Z. But m⊗ eBn− ∈ M⊗Nν,
so we obtain a contradiction and no such ν exists. Thus we have that Z =M⊗N. 
3.1.1 The Endomorphism Algebra
Using the Clebsch-Gordan formula above, and since V (r) is a simple module so that EndG(V (r))∼=
Q [21, Proposition II.2.8], we can quickly give that
EndG(V (r)⊗V (s))=
s⊕
i=0
EndG(V (r+ s−2i))
∼=
s⊕
i=0
Q.
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Hence the dimension of the endomorphism algebra of V (r)⊗V (s) is s+1. Furthermore we can
immediately see that this algebra is commutative. Next we will exhibit a basis for the algebra
EndG(V (r)⊗V (s)).
As a module in characteristic 0, we may consider V (r) as a module for the universal enveloping
algebra U(sl2(Q)) (or just UQ for short), as discussed in Section 2.3. For the remainder of this
section we will do this, without changing our notation for V (r). Recall that by the PBW theorem,
a basis of UQ is given by the elements
ei
i!
hk
k!
f j
j!
,
where i, j,k ∈N0. For brevity we will write ei/i!= e(i) and f j/ j!= f ( j), and simply e for e(1), f for
f (1). Pick non-zero m+ ∈V (r) of highest weight r, so that hm+ = rm+ and e(i)m+ = 0 for all i ∈N.
Similarly pick a non-zero lowest weight vector n− ∈V (s), so that hn− =−sn− and f (i)n− = 0 for
all i ∈ N. Then, using Lemma 3.1.1 above, we have that V (r)⊗V (s) is generated by m+⊗ n−,
which has weight r− s.
Now, given any endomorphism φ ∈EndUQ(V (r)⊗V (s)), it follows that φ is completely determined
by the image of m+⊗n−. Furthermore, since φ is an endomorphism, it commutes with the action
of h, so the image of m+⊗n− must have the same weight as m+⊗n−. Since this weight is r− s,
we must have
φ(m+⊗n−) ∈ (V (r)⊗V (s))r−s,
where, assuming r ≥ s, we have
(V (r)⊗V (s))r−s =Q-span{m+⊗n−, f m+⊗ en−, . . . , f (s)m+⊗ e(s)n−}.
Hence we obtain a linear isomorphism
EndUQ(V (r)⊗V (s))−→ (V (r)⊗V (s))r−s
φ 7−→φ(m+⊗n−).
We can then give EndUQ(V (r)⊗V (s)) the basis {φ0,φ1, . . . ,φs} where φi(m+⊗n−)= f (i)m+⊗e(i)n−,
and φ0 is the identity endomorphism. We summarise the results of this section in the following
lemma.
Lemma 3.1.2. Let G = SL2(Q) and r ≥ s. Let m+ be a highest weight vector in V (r) and n− a
lowest weight vector in V (s). Then we have the following:
1. V (r)⊗V (s) is generated by m+⊗n− as a UQ-module.
2. The endomorphism algebra EndUQ(V (r)⊗V (s)) is commutative and has basis {φ0,φ1, . . . ,φs},
where the φi are as above.
61
CHAPTER 3. THE ENDOMORPHISM ALGEBRA
3.1.2 Actions of the Universal Enveloping Algebra
We will now give some explicit results on the action of the universal enveloping algebra, which
will make our calculations in the later sections significantly easier. Some general results on the
relations between elements of the universal enveloping algebra can be found in [18, 26.2], how-
ever we will be mostly interested in the actions of e(i) and f ( j), particularly on highest weight
vectors.
First we give the action of f ( j) and e(i) on arbitrary tensor products. Let M and N be U(g)-
modules with m ∈M and n ∈N. Since the Lie algebra acts as derivations on tensor products (i.e.
f (m⊗n)= f m⊗n+m⊗ f n), we have the following
f (k)(m⊗n)= ∑
i+ j=k
f (i)m⊗ f ( j)n,
e(k)(m⊗n)= ∑
i+ j=k
e(i)m⊗ f ( j)n.
Next, we recall the action on the symmetric algebra of E, denoted S(E), which we will consider
as the algebra of polynomials over Q in the two variables x1 and x2. We have
f ( j)(xa1 x
b
2 )=
(
a
j
)
xa− j1 x
b+ j
2
and the weight of f ( j)(xa1 x
b
2 ) is a−b−2 j. Similarly we have
e(i)(xa1 x
b
2 )=
(
b
i
)
xa+i1 x
b−i
2
and the weight of e(i)(xa1 x
b
2 ) is a− b+2i. In particular we can think of the action of f (1) on S(E)
as x2∂x1 and of the action of e
(1) as x1∂x2 . Furthermore it’s clear that for each i and r ∈N we have
that both e(i) and f (i) preserve the Z-form SrEZ, given by the Z-span of the set {xa1 x
b
2 : a+b= r}.
Lemma 3.1.3. Let V be a module for UQ with highest weight m, and let v+ be a highest weight
vector. Then for all i, j ∈N such that j ≥ i,
e(i) f ( j)v+ =
(
m− ( j− i)
i
)
f ( j−i)v+,
with weight m− j+ i. If i > j then we have
e(i) f ( j)v+ = 0.
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Proof. The second statement is clear, since v+ has highest weight m, and if i > j then the weight
of e(i) f ( j)v+ is greater than m. The first statement is proved by two inductions. First, we will
show, by induction on j that e f ( j)v+ = (m− j+1) f ( j−1)v+. Afterwards, we will prove the result by
induction on i.
First then, let’s take j = 1 and consider e f v+. Since we have e f − f e = h by the commutator
relations in sl2, we may write e f v+ = ( f e+h)v+. Furthermore, v+ is a highest weight vector, so
ev+ = 0. Thus we have
e f v+ = hv+ =mv+,
giving us the base case. For the inductive step, let’s assume that e f ( j)v+ = (m− j+1) f ( j−1)v+.
Then we have
e f ( j+1)v+ = e fj+1 f
( j)v+
= f e+h
j+1 f
( j)v+
= f
j+1 e f
( j)v++ hj+1 f
( j)v+
= (m− j+1) f
j+1 f
( j−1)v++ m−2 jj+1 f
( j)v+,
where for the first expression we have used the induction hypothesis, and in the second that the
vector f ( j)v+ has weight m−2 j, and h has the effect of multiplying by the weight. Next, using
that f f ( j−1) = j f ( j) we obtain
e f ( j+1)v+ = j(m− j+1)j+1 f
( j)v++ m−2 jj+1 f
( j)v+
= j(m− j+1)+m−2 j
j+1 f
( j)v+
= ( j+1)(m− j)
j+1 f
( j)v+
= (m− j) f ( j)v+,
so the first result holds.
Next, we show the result by induction on i. Note that the previous induction gives us the base
case i = 1. Before tackling the inductive step, we first note that we can rewrite the binomial
coefficient so that the result becomes
e(i) f ( j)v+ = 1i!
( i∏
i=1
(m− j+ i)) f ( j−i)v+.
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Using this as our induction hypothesis, we calculate
e(i+1) f ( j)v+ = ei+1(e
(i) f ( j)v+)
= e
i+1
1
i!
( i∏
i=1
(m− j+ i)) f ( j−i)v+
= 1
i+1!
( i∏
i=1
(m− j+ i))e f ( j−i)v+
= 1
i+1!
( i∏
i=1
(m− j+ i))(m− ( j− i)+1) f ( j−i−1)v+
= 1
i+1!
( i∏
i=1
(m− j+ i))(m− j+ (i+1)) f ( j−i−1)v+
= 1
i+1!
( i+1∏
i=1
(m− j+ i)) f ( j−i−1)v+

3.2 Moving to Positive Characteristic
In this section we will give a central result which allows us to begin to understand the endomor-
phism algebra of ∇(r)⊗∆(s) over k, a field of positive characteristic p. First we will introduce
some notation.
Over a field of characteristic 0, when considering elements of V (r)⊗V (s), we will use the natural
basis of ∇(r) for V (r) (as given in Section 2.2.5), and the basis { f (i)m+ : i = 0, . . . , s } of ∆(s) for
V (s), for a highest weight vector m+ ∈∆(s). This will correspond with the bases in the positive
characteristic case. We define the following Z-forms inside V (r) and V (s) respectively,
∇(r)Z =Z-span
{
xi1x
j
2 : i+ j = r
}
,
and
∆(s)Z =Z-span
{
f (i)m+ : i = 0, . . . , s
}
,
where m+ ∈V (s) is a highest weight vector of weight s.
The result we prove is that we can construct all endomorphisms in positive characteristic from
those in characteristic 0 that preserve the Z-form ∇(r)Z⊗Z∆(s)Z. First however, we will give the
dimension of the endomorphism algebra of ∇(r)⊗∆(s). This result uses the ideas of polynomial
GLn(k)-modules, as introduced in Section A.1, as well as ideas introduced in Section A.2.
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Lemma 3.2.1. Let r, s ∈N with r ≥ s. Then the dimension of the algebra EndSL2(k)(∇(r)⊗∆(s)) is
equal to s+1.
Proof. First we note that
EndSL2(k)(∇(r)⊗∆(s))=HomSL2(k)(∇(r)⊗∆(s),∇(r)⊗∆(s))
=HomSL2(k)(∇(r),∇(r)⊗∆(s)⊗∆(s)∗)
=HomSL2(k)(∇(r)⊗∆(s)∗,∇(r)⊗∆(s)∗)
=HomSL2(k)(∇(r)⊗∇(s),∇(r)⊗∇(s)).
Now consider the GL2(k)-module SrE. When we restrict this module to SL2(k), we obtain ∇(r).
Hence, for the purpose of finding the dimension, we may instead consider
HomGL2(k)(S
rE⊗SsE,SrE⊗SsE),
using Lemma A.1.4, since SrE⊗SsE is a homogeneous polynomial GL2(k) module. As in Sec-
tion A.2, we write S(r,s)E for SrE⊗SsE.
Now, for any polynomial GL2(k)-module X and weight α we have HomGL2(k)(X
◦,SαE) ∼= Xα
(Lemma A.2.3), where X ◦ is the contravariant dual (as described in Section A.2). Since the
weight spaces of X and X ◦ have the same dimension, we obtain that
HomGL2(k)(S
(r,s)E,S(r,s)E)∼= (S(r,s)E)(r,s).
We can calculate the (r, s) weight space of S(r,s)E as follows. We have that
diag(t1, t2)xr−i1 x
i
2⊗ ys− j1 y
j
2 = tr−i1 ti2xr−i1 xi2⊗ t
s− j
1 t
j
2 y
s− j
1 y
j
2
= tr+s−(i+ j)1 t
i+ j
2 x
r−i
1 x
i
2⊗ ys− j1 y
j
2,
for any i = 0, . . . , r and j = 0, . . . , s. Hence the basis vector xr−i1 xi2⊗ y
s− j
1 y
j
2 is in S
(r,s)E(r,s) if and
only if i+ j = s. Since r ≥ s we have exactly s+1 ways to do this, taking j = 0, . . . , s and i = s− j.
We obtain that
dimHomGL2(k)(S
(r,s)E,S(r,s)E)= s+1,
and hence
dimEndSL2(k)(∇(r)⊗∆(s))= s+1.

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In particular, we notice that this dimension is equal to that in the characteristic 0 case. In the
case r < s we have that ∇(r)⊗∆(s)= (∇(s)⊗∆(r))∗, and since these modules are of finite dimen-
sion, we can use the above result to get that dim(EndSL2(k)(∇(r)⊗∆(s)))= r+1.
Next we will give a more general result, which enables us to construct endomorphisms in prime
characteristic from those in characteristic 0. We define UFp = Fp⊗ZUZ.
Lemma 3.2.2. Let M and N be two UZ modules that are both finitely generated and torsion free
over Z. Then the map
Fp⊗HomUZ(M, N)−→HomUFp (MFp , NFp )
is injective.
Proof. Consider the short exact sequence of Z-modules
0−→HomUZ(M, N)−→HomZ(M, N)−→Q −→ 0,
where we consider Q as the quotient module in the usual way. Since both M and N are finitely
generated and torsion free, it’s clear that the first two modules are also torsion free. We will
show that the module Q is also torsion free. Consider the element q= θ+HomUZ(M, N) ∈Q, and
suppose that for some non-zero r ∈Z we have rq = 0 (i.e. that rθ ∈HomUZ(M, N)). Then for any
u ∈UZ and m ∈M we have
(rθ)(um)= urθ(m),
or in other words
r(θ(um)−uθ(m))= 0.
Now N is torsion free, so we must have θ(um)−uθ(m) = 0, and hence θ ∈HomUZ(M, N) and so
q= 0.
Since Q is torsion free, and hence flat, we may tensor this sequence with the field Fp whilst
maintaining exactness, to obtain the exact sequence
0−→ Fp⊗HomUZ(M, N)−→ Fp⊗HomZ(M, N)−→ Fp⊗Q −→ 0.
Hence we see that Fp⊗HomUZ(M, N) embeds into Fp⊗HomZ(M, N). Next we use the fact that
we have an isomorphism
Fp⊗HomZ(M, N)'HomFp (MFp , NFp ),
so that we obtain the embedding
Fp⊗HomUZ(M, N)−→HomFp (MFp , NFp ).
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Now since the image, under the above map, of each φ is in fact a UFp -module homomorphism, and
we can identify HomUFp (MFp , NFp ) as a subalgebra of HomFp (MFp , NFp ), we have the embedding
Fp⊗HomUZ(M, N)−→HomUFp (MFp , NFp ).

Now let’s consider the case M = N = ∇(r)Z⊗Z∆(s)Z. It’s clear that HomUZ(M, N) embeds into
HomUQ(M, N), and since the latter is commutative, so is the former. Furthermore we have that
HomUZ(M, N) is a Z-form of HomUQ(MQ, NQ), so that the Z-rank of HomUZ(M, N) is equal to
the Q-dimension of HomUQ(MQ, NQ), which, as discussed above, is s+ 1. Hence the image of
Fp ⊗HomUZ(M, N) in HomUFp (MFp , NFp ) has dimension s+1. However, we know already, from
Lemma 3.2.1, that dimHomUFp (MFp , NFp ) = s+1, so this is in fact an isomorphism. We sum-
marise the result in a lemma.
Lemma 3.2.3. The map
Fp⊗ZEndUZ(∇(r)Z⊗∆(s)Z)−→EndUFp (∇(r)⊗∆(s))
is an isomorphism. In particular, EndUFp (∇(r)⊗∆(s)) is commutative.
We can construct endomorphisms of ∇(r)⊗∆(s) by extending k-linearly endomorphisms in
EndUFp (∇(r)⊗∆(s)), where we are viewing UFp as a subalgebra of Uk, so we may naturally con-
sider ∇(r) and ∆(s) as UFp -modules. The lemma shows us that we may construct elements
of EndUFp (∇(r)⊗∆(s)) by considering endomorphisms of V (r)⊗V (s) that preserve the Z-form
∇(r)Z⊗Z∆(s)Z. We will call this process ‘base change ’.
The module ∇(r)⊗∆(s) is, in general, not generated by the single element xr2 ⊗m+, so when
looking for endomorphisms that preserve the Z-form we must consider the image under the
endomorphism on a generating set of ∇(r)⊗∆(s). For this it is certainly sufficient to take the set
{
xi1x
j
2⊗m+ : i+ j = r
}
.
Lemma 3.2.4. The set S = { xi1x j2⊗m+ : i+ j = r } generates ∇(r)⊗∆(s) as a Uk-module.
Proof. The proof of this is identical to the second part of the proof of Lemma 3.1.1, with ∇(r)=
M, ∆(s) = N and letting n− be a non-zero lowest weight element of ∆(s). The statement of
the lemma allows us to assume that we already have ∇(r)⊗n− ⊂ Z, where Z is the submodule
generated by S. Note that we are utilising the fact that whilst ∆(s) is not necessarily simple, it
is nonetheless generated as a Uk-module by the lowest weight element n−. 
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Now suppose that ψ ∈EndSL2(Q)(V (r)⊗V (s)) is an endomorphism preserving the Z-form
∇(r)Z⊗Z∆(s)Z. We will denote by ψ the endomorphism,
ψ= 1k⊗Zψ|Z,
in the algebra EndUk (∇(r)⊗∆(s)), where ψ|Z denotes the restriction of ψ to the Z-form
∇(r)Z⊗Z∆(s)Z. Since we know that the dimensions of the endomorphism algebras in both char-
acteristic 0 and p are equal, we would like to find a basis of EndSL2(Q)(V (r)⊗V (s)) where each
element preserves the Z-form ∇(r)Z⊗Z∆(s)Z. Unfortunately, the basis given by the φi in the
previous section does not, in general, do this, so we will need to take linear combinations of the
elements φi.
Supposing we have found such a basis of EndSL2(Q)(V (r)⊗V (s)), one further problem arises.
This is that the set of endomorphisms given by the process of base change may no longer be
linearly independent. In fact, certain endomorphisms may be 0 after the base change process,
so we must pick our basis of EndSL2(Q)(V (r)⊗V (s)) with this in mind.
3.3 Filtrations
The following theorem, known as Kempf’s vanishing theorem, allows us to give an essential
structure to the modules ∇(r)⊗∆(s). Despite the name, the statement for a field of characteristic
0 had been known for some time. In 1976 Kempf’s proof for a field of prime characteristic was
published in [22].
Theorem 3.3.1 (Kempf’s Vanishing Theorem). Let G be a reductive algebraic group, B a Borel
subgroup. Then for all λ ∈ X+ and i > 0 we have RiIndGB (kλ)= 0.
The next result and its derivation are taken from [27, Lemma 3.3], and are central to the
results of this thesis. First, pick the maximal torus T and Borel subgroup B of SL2(k) as in
Section 2.1.5, and associate X (T) with Z. Note that the module ∆(s), for s ∈N has a B-module
composition series with factors given by k−s,k−s+2, ...,ks−2,ks; this follows by looking at the
character χ(s), and noticing that under the action of B the weight of a weight vector in ∆(s)
cannot go up. Next suppose that r ≥ s−1, and consider ∇(r)⊗∆(s). Then
∇(r)⊗∆(s)= (IndGB kr)⊗∆(s)= IndGB (kr⊗∆(s),
where the second equality is by the tensor identity (Theorem 2.2.12). Now kr ⊗∆(s) has a B-
module composition of kr−s,kr−s+2, ...,kr+s, so we obtain for each a short exact sequence, given
inductively by
0−→ kr−s −→ kr⊗∆(s)−→M0 −→ 0,
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and
0−→ kr−s+2i −→Mi−1 −→Mi −→ 0,
for i = 1, ..., s. Applying the functor of induction to these sequences, and noting that all the terms
with the derived functor vanish thanks to Kempf’s vanishing theorem, we obtain the short exact
sequences
0−→∇(r− s)−→∇(r)⊗∆(s)−→N0 −→ 0,
and
0−→∇(r− s+2i)−→Ni−1 −→Ni −→ 0,
for i = 1, ..., s. Hence we have shown that the module ∇(r)⊗∆(s) has a good filtration, with sec-
tions given by the Clebsch-Gordan coefficients. This is in direct analogy with the characteristic
0 case. Furthermore, by taking the dual we obtain that if r ≤ s, the module ∇(r)⊗∆(s) has a
Weyl filtration, with the same coefficients. In summary,
Theorem 3.3.2 ([27, Lemma 3.3]). Let G = SL2(k), for an algebraically closed field k of char-
acteristic p, and suppose r ≥ s−1 for r, s ∈N. Then the module ∇(r)⊗∆(s) has a good filtration
with sections ∇(r+ s),∇(r+ s−2), ...,∇(r− s); and the module ∇(s)⊗∆(r) has a Weyl filtration with
sections ∆(r+ s),∆(r+ s−2), ...,∆(r− s).
As an immediate corollary we notice that if |r− s| ≤ 1 then the module ∇(r)⊗∆(s) is a tilting
module. We will investigate this further in Chapter 5.
It’s clear from Theorem 3.3.2 that the module ∇(r)⊗∆(s) can have at most s+1 indecompos-
able summands, since every summand must also have a good (or, in the case r < s, Weyl) filtra-
tion (note that this agrees with Lemma 3.2.1). We remark now that our primary goal in this
thesis, is to describe ∇(r)⊗∆(s) in terms of either the good filtrations or Weyl filtrations of its
indecomposable summands. In the next section we give some examples of this in characteristic
2.
3.4 Finding Endomorphisms
In Section 3.1.1 we gave the dimension of the endomorphism algebra of ∇(r)⊗∆(s), which turned
out to be independent of the characteristic of the field. Furthermore, we showed that in all cases
this algebra is also commutative. In this section, we will use these results to help us under-
stand some particular cases when the characteristic of the field k is 2. The idea will be to write
the identity endomorphism as a sum of centrally primitive idempotents. Each such idempotent
must correspond to a projection onto an indecomposable summand, so there is a one to one cor-
respondence between the primitive idempotents in EndG(∇(r)⊗∆(s)) and the indecomposable
summands. We will briefly outline these ideas now, remarking that, by definition, there is a one
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to one correspondence between the idempotents of an endomorphism algebra and the projections
in that algebra. For more details on idempotents, see [12, Section 41].
For the following, k may be any field. Let M be a finite dimensional module for a k-algebra
A, and write the identity element in EndA(M) as the sum of pairwise orthogonal primitive
idempotents
1M = e1+ e2+·· ·+ en.
Then we have
1M(M)=M = e1(M)+ e2(M)+·· ·+ en(M).
Furthermore, such a sum is direct since if m= e i(mi) and m= e j(m j) then
m= e2i (mi)= e i e j(m j)= 0,
since the e i are orthogonal. Writing Mi = e i(M), we have the decomposition
M =M1⊕M2⊕·· ·⊕Mn.
Suppose that for some i the summand Mi can be written as a direct sum Mi1 ⊕Mi2 of submod-
ules. Then we can write e i = e i1 + e i2 , where e i1 is the restriction of e i to Mi1 , and is thus also
an idempotent, and similarly for e i2 . However, such idempotents are orthogonal, contradicting
the fact that e i is primitive. Hence the Mi are indecomposable.
Now consider EndA(Mi). Since Mi is indecomposable, we have that EndA(Mi) is a local ring ([23,
Proposition X.7.4]) so that dimEndA(Mi)= 1+dimRad
(
EndA(Mi)
)
, where the radical Rad
(
EndA(Mi)
)
is equal to the set of the nilpotent elements of EndA(Mi). Since
EndA(M)=
n⊕
i, j=0
HomA(Mi, M j),
we have that the number of centrally primitive idempotents of EndA(M) is equal to the dimen-
sion of EndA(M) minus the span of all of its nilpotent elements.
3.4.1 r = 2
We will look at the modules ∇(2)⊗∆(s), for arbitrary s, when k is an algebraically closed field of
characteristic 2. By Theorem 3.3.2 we have that ∇(2)⊗∆(s) has a Weyl filtration with sections
∆(s−2), ∆(s), and ∆(s+2). By Section 2.2.7, we have that there are the following possibilities for
the decomposition of ∇(2)⊗∆(s), for s≥ 2. These are given by
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∆(s−2)⊕∆(s)⊕∆(s+2), ∆(s−2)
∆(s)
⊕∆(s+2), ∆(s−2)
∆(s+2) ⊕∆(s), ∆(s−2)⊕
∆(s)
∆(s+2) ,
and the possibility that ∇(2)⊗∆(s) is indecomposable, where we are using the notation
M
N
to denote a non-split extension between modules M and N. We note that the final possibility
can only happen when s−2, s and s+2 are in the same block. For p = 2, this can only happen
when s is even, where the non-negative even numbers form a block.
To determine which of these decompositions occurs, we first note that in V (2)⊗V (s) we have
that e(x22⊗m+) = 2x1x2⊗m+. Hence in ∇(2)⊗∆(s) we have that e(x22⊗m+) = 0, so x1x2⊗m+ is
not in the module generated by x22⊗m+. However, we do have that e2(x22⊗m+)= x21⊗m+, so by
Lemma 3.2.4 we have that ∇(2)⊗∆(s) is generated by the set
{
x22⊗m+, x1x2⊗m+
}
.
When constructing endomorphisms then, we will need to consider the images of these two ele-
ments in characteristic 0.
Now, by Section 3.2, we obtain from the characteristic 0 case that the algebra
EndUk (∇(2)⊗∆(s)) is commutative, and has dimension 3. Furthermore, in characteristic 0 we
have that EndUQ(V (2)⊗V (s)) has basis {φ0,φ1,φ2 }, where φi is given by
φi(x22⊗m+)= e(i)(x22)⊗ f (i)(m+).
We give in Table 3.1 the images of the endomorphisms over Q, where in order to compute
φi(x1x2⊗m+) we use that x1x2⊗m+ = e2 (x22⊗m+) so that φi(x1x2⊗m+)= e2φi(x22⊗m+).
Q x22⊗m+ x1x2⊗m+
φ0 x22⊗m+ x1x2⊗m+
φ1 2x1x2⊗ f m+ x21⊗ f m++ sx1x2⊗m+
φ2 x21⊗ f (2)m+ (s−1)2 x21⊗ f m+
Table 3.1: The endomorphisms φi on V (2)⊗V (s)
From this table it’s clear that if s is even, then the endomorphism φ2 does not preserve the
Z-form ∇(2)Z⊗Z∆(s)Z. Furthermore, by simply clearing the denominators and considering 2φ2
we find that after base change we have 2φ2 = φ1. We will, for the minute, ignore this case and
consider the case when s is odd.
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3.4.2 The Odd Case
Let s ∈N be odd, say s= 2u+1 for some u ∈N. Here we have not only that each φi preserves the
Z-form ∇(2)Z⊗Z∆(s)Z, but the endomorphisms remain linearly independent when taken modulo
2. Table 3.2 shows this, where we have used u to denote the image of u ∈ Z under the map
Z−→Z/2Z ,→ k.
k x22⊗m+ x1x2⊗m+
φ0 x22⊗m+ x1x2⊗m+
φ1 0 x21⊗ f m++ x1x2⊗m+
φ2 x21⊗ f2m+ ux21⊗ f m+
Table 3.2: The endomorphisms φi on ∇(2)⊗∆(s)
Next we would like to discern the number of linearly independent idempotents of
EndUk (∇(2)⊗∆(s)), since this will correspond to the number of indecomposable summands. To do
this, we first, rather optimistically, compute φ12. It’s clear that φ12(x22⊗m+)= 0= φ1(x22⊗m+),
so we calculate φ12(x1x2⊗m+). Using that x21⊗ f m+ = e2 f (x22⊗m+) we obtain
φ1
2(x1x2⊗m+)=φ1(x21⊗ f m+)+φ1(x1x2⊗m+)
=φ1(e2 f (x22⊗m+)+φ1(x1x2⊗m+)
= e2 fφ1(x22⊗m+)+φ1(x1x2⊗m+)
= e2 f (0)+φ1(x1x2⊗m+)
=φ1(x1x2⊗m+).
Hence we see that φ12 = φ1, so φ1 is an idempotent. Now we turn to φ2, where will have to
consider both cases for u.
Once again, we want to compute φ22 of our generating elements. To do this it will be neces-
sary to write the image under φ2 in terms of the generating elements. First we notice that
x21⊗ f2m+ = e2(x22⊗ f2m+)+ux22⊗m+,
so that we may write
x21⊗ f2m+ = e2 f2(x22⊗m+)+ux22⊗m+.
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Here we have used that e2 f2m+ = um+, since by Lemma 3.1.3 we have
e(2) f (2)m+ =
(
s
2
)
m+,
and we may compute the binomial coefficient as(
s
2
)
= (2u+1)!
2!(2u−1)! =
(2u+1)(2u)
2
= u(2u+1)≡ u (mod 2),
so that in k we have
(s
2
) = u. This allows us to calculate φ22(x22 ⊗m+) as (u+ e2 f2)(x21 ⊗ f2m+)
since
φ2
2(x22⊗m+)=φ2((e2 f2+u)(x22⊗m+))= (u+ e2 f2)φ2(x22⊗m+)= (u+ e2 f2)(x21⊗ f2m+).
Following this calculation through, using both Lemma 3.1.3 and that f2 f2 = 6 f4, we obtain
(3.1) φ22(x22⊗m+)= (u+1)(x21⊗ f2m+)+u(x22⊗m+).
Supposing that u≡ 0(mod 2) so that u= 0k, we have that φ22(x22⊗m+)= x21⊗ f2m+ =φ2(x22⊗m+).
Furthermore, we have that φ2(x1x2⊗m+)= 0 so that φ22 =φ2. This gives us our first result.
Lemma 3.4.1. Let k be an algebraically closed field of characteristic 2, and G = SL2(k). Let
s = 4v+ 1 for some v ∈ N. Then the module ∇(2)⊗∆(s) is a direct sum of Weyl modules, with
highest weights given by the Clebsch-Gordan coefficients. Explicitly,
∇(2)⊗∆(s)=∆(s+2)⊕∆(s)⊕∆(s−2).
Proof. The calculations above show that the basis of EndUk (∇(2)⊗∆(s)) given by φ0,φ1 and
φ2 consists only of idempotents. Hence we can write the identity endomorphism as a sum of
three linearly independent idempotents, each corresponding to an indecomposable summand of
∇(2)⊗∆(s). Since each summand must have a Weyl filtration, using Theorem 3.3.2 we obtain
that the only possibility is the one given. 
Now we continue our previous calculations. It remains to compute φ22(x1x2⊗m+)=
uφ2(x21⊗ f m+). Noticing that x21⊗ f m+ = f e(x1x2⊗m+) we may write
φ2
2(x1x2⊗m+)= uf eφ2(x1x2⊗m+)
= u2 f e(x21⊗ f m+)
= u2 f (x21⊗ e f (m+))
= u2s f (x21⊗m+)
= u2sx21⊗ f m+.
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k x22⊗m+ x1x2⊗m+
φ0 x22⊗m+ x1x2⊗m+
φ1 0 x21⊗ f m++ x1x2⊗m+
φ1
2 0 x21⊗ f m++ x1x2⊗m+
φ2 x21⊗ f2m+ ux21⊗ f m+
φ2
2 (u+1)(x21⊗ f2m+)+u(x22⊗m+) ux21⊗ f m+
Table 3.3: The endomorphisms φi and their squares on ∇(2)⊗∆(2u+1).
We summarise all the previous calculations in Table 3.3.
Now in the case that u≡ 1(mod 2) we can simplify these expressions to
φ2
2(x1x2⊗m+)= x21⊗ f m+,
and
φ2
2(x22⊗m+)= x22⊗m+.
Hence we see that φ22 = φ0+φ1. Using this we notice that the endomorphism φ2+φ1+φ0 is
nilpotent:
(φ22+φ1+φ0)2 =φ22+φ12+φ02 =φ1+φ0+φ1+φ0 = 0.
We have found then, that the dimension of the span of nilpotent elements is equal to 1, so the
number of summands of ∇(2)⊗∆(s) when s = 2u+1 and u ≡ 1(mod 2) is equal to two. Next we
will examine the Weyl filtrations of these summands.
There are three possibilities for the filtrations of our indecomposable summands. These are
∆(s−2)
∆(s)
⊕∆(s+2), ∆(s−2)
∆(s+2) ⊕∆(s), ∆(s−2)⊕
∆(s)
∆(s+2) .
We remark here that we may rule out the first possibility by showing that s and s−2 are in
different blocks as follows. First we note that by Lemma 2.2.29 we have that
B(s)⊂ { s+4n : n ∈Z }∪ {−s−2+4n : n ∈Z }.
Now, if s−2 ∈B(s), then we must have that s−2 = −s−2+4n for some n ∈ Z. However, this
implies that 2s= 4n, or, in other words, 2 | s, contradicting the fact that s= 2u+1.
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Similarly, we can show that s and s+ 2 are in different blocks, and so we are left with only
the second possibility.
In the spirit of this section, however, we will also determine which of these filtrations is cor-
rect by determining which summand splits. First we notice that φ0 = 1 = (1−φ1)+φ1, and we
will write ψ= 1−φ1.
k x22⊗m+ x1x2⊗m+
φ1 0 x21⊗ f m++ x1x2⊗m+
ψ x22⊗m+ x21⊗ f m+
Table 3.4: The endomorphisms φ1 and ψ on ∇(2)⊗∆(s)
We will denote by X1 the image of ψ and by X2 the image of φ1 so that
∇(2)⊗∆(s)= X1⊕X2.
Our plan is to consider the highest weight vectors and the dimensions of each individual weight
space. The summand consisting of the split Weyl module will have a one dimensional space for
each weight. First we consider the highest weight vector x21⊗m+ = e2(x22⊗m+). We have that
φ1(x21⊗m+)= e2φ1(x22⊗m+)= 0,
ψ(x21⊗m+)= e2ψ(x22⊗m+)= x21⊗m+.
Next we look at x1x2⊗m+ ∈∇(2)⊗∆(s)s. We can read directly from the table that
φ1(x1x2⊗m+)= x21⊗ f m++ x1x2⊗m+,
ψ(x1x2⊗m+)= x21⊗ f m+.
These calculations show us that X1 has highest weight s+2 and X2 has highest weight s. It
remains then, to place ∆(s−2), which we will do by looking at the s−2 weight space of each
summand. Consider first, the image of x22 ⊗m+, which again we can read straight from the
table.
φ1(x22⊗m+)= 0,
ψ(x22⊗m+)= x22⊗m+.
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Next, writing x1x2⊗ f m+ = f (x1x2⊗m+)+ x22⊗m+ we have that
φ1(x1x2⊗ f m+)= fφ1(x1x2⊗m+)+φ1(x22⊗m+)
= f (x21⊗ f m++ x1x2⊗m+)
= x22⊗m++ x1x2⊗ f m+,
ψ(x1x2⊗ f m+)= fψ(x1x2⊗m+)+ψ(x22⊗m+)
= f (x21⊗ f m+)+ x22⊗m+
= x22⊗m+.
Finally, we calculate the image of x21⊗ f2m+ = f2e2(x22⊗m+)+ x22⊗m+.
φ1(x21⊗ f2m+)= f2e2φ1(x22⊗m+)+φ1(x22⊗m+)
= 0,
ψ(x21⊗ f2m+)= f2e2ψ(x22⊗m+)+ψ(x22⊗m+)
= f2e2(x22⊗m+)+ x22⊗m+
= x21⊗ f2m+.
Hence we have that dim(X s−21 )= 2 so that X1 is a non-split extension of ∆(s+2) and ∆(s−2). We
obtain the following result.
Lemma 3.4.2. Let k be an algebraically closed field of characteristic 2, and G = SL2(k). Let
s = 2u+1 where u ≡ 1(mod 2). Then the decomposition of ∇(2)⊗∆(s) into indecomposables is
given by
∆(s−2)
∆(s+2) ⊕∆(s),
where the first summand is a non-split extension.
3.4.3 The Even Case
We look now at the case where s is even, let’s say s = 2u for some u ∈ N. Recall that Table 3.1
showed us that the endomorphism φ2 did not preserve the Z-form, and by simply clearing the
denominators we ended up with linearly dependent endomorphisms after base change. Instead,
we should consider the endomorphism ψ=φ2+ 12φ1. This gives us the following table, where the
endomorphisms are over Q.
After the process of base change, we end up with the following linearly independent endomor-
phisms on ∇(2)⊗∆(2u). Once again we can see that these depend on whether u is odd or even.
As before, we would like to determine the idempotent and nilpotent elements of this algebra.
First we will compute φ12. Note that
x21⊗ f m+ = f (x21⊗m+)= f e2(x22⊗m+),
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Q x22⊗m+ x1x2⊗m+
φ0 x22⊗m+ x1x2⊗m+
φ1 2x1x2⊗ f m+ x21⊗ f m++ sx1x2⊗m+
ψ x21⊗ f (2)m++ x1x2⊗ f m+ u(x21⊗ f m++ x1x2⊗m+)
Table 3.5: The endomorphisms φ0, φ1 and ψ on V (2)⊗V (s)
k x22⊗m+ x1x2⊗m+
φ0 x22⊗m+ x1x2⊗m+
φ1 0 x21⊗ f m+
ψ x21⊗ f2m++ x1x2⊗ f m+ u(x21⊗ f m++ x1x2⊗m+)
Table 3.6: The endomorphisms φ0, φ1 and ψ on ∇(2)⊗∆(s)
so that φ12(x1x2⊗m+)= f e2φ1(x22⊗m+)= 0, and hence φ12 = 0 and φ1 is nilpotent.
Next we compute ψ2. First we give the elements in Table 3.6 in terms of the generators x22⊗m+
and x1x2⊗m+. We have that
x21⊗ f2m+ = f2e2(x22⊗m+)+ x22⊗m+,
x1x2⊗ f m+ = f (x1x2⊗m+)+ x22⊗m+,
x21⊗ f m+ = f e2(x22⊗m+).
This allows us to write
ψ(x22⊗m+)= f2e2(x22⊗m+)+ x22⊗m++ f (x1x2⊗m+)+ x22⊗m+ = f2e2(x22⊗m+)+ f (x1x2⊗m+),
hence we have
ψ2(x22⊗m+)= f2e2ψ(x22⊗m+)+ fψ(x1x2⊗m+)
= f2e2(x21⊗ f2m++ x1x2⊗ f m+)+uf (x21⊗ f m++ x1x2⊗m+)
= f2(x21⊗ e2 f2m++ x21⊗ e f m+)+u(x2⊗m++ x1x2⊗ f m+).
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Now by Lemma 3.1.3 we have that e f m+ = sm+ = 0 since 2 divides s, and that
e(2) f (2)m+ =
(
s
2
)
m+
= 2u!
2!(2u−2)! m+
= u(2u−1)!
(2u−2)! m+
= u(2u−1)m+
hence in k we have that e2 f2m+ = um+. Continuing we have
ψ2(x22⊗m+)= f2(ux21⊗m+)+u(x2⊗m++ x1x2⊗ f m+)
= u(x22⊗m++ x21⊗ f2m++ x22⊗m++ x1x2⊗ f m+)
= u(x21⊗ f2m++ x1x2⊗ f m+)
= uψ(x22⊗m+).
In the case that u is even we immediately obtain that ψ2 = 0. Since φ1 is also nilpotent, we have
that the identity is the only idempotent and the module ∇(2)⊗∆(s) is indecomposable. Next we
turn to ψ2(x1x2⊗m+). We have
ψ2(x1x2⊗m+)= uψ(x21⊗ f m++ x1x2⊗m+)
= u( f e2ψ(x22⊗m+)+ψ(x1x2⊗m+))
= u( f e2(x21⊗ f2m++ x1x2⊗ f m+)+u(x21⊗ f m++ x1x2⊗m+)
= u( f (ux21⊗ f m+)+u(x21⊗ f m++ x1x2⊗m+)
= u(x21⊗ f m++ x21⊗ f m++ x1x2⊗m+)
= ux1x2⊗m+,
where we have used that, since k has characteristic 2, u2 = u. Using Table 3.6 we can see that
ψ2 = u(ψ+φ1). In the case that u is odd we have
ψ4 =ψ2+ψφ1+φ1ψ+φ12 =ψ2+φ12 =ψ2,
so that ψ2 is idempotent. Hence we can give EndUk (∇(2)⊗∆(s)) the basis {φ0, φ1, ψ+φ1}, and
write φ0 =ψ+φ1+ (φ0+ψ+φ1).
It remains to determine the Weyl filtration in the case that u is odd. The primitive idempo-
tents are given in Table 3.8.
By looking at the image of the highest weight vector x21 ⊗m+ = e(x1x2 ⊗m+) we can see that
∆(s+2), the module generated by x21 ⊗m+, belongs to the summand corresponding to ψ+φ1.
Next, since f (x21⊗m+)= x21⊗ f m+ and the weight space ∇(2)⊗∆(s)s has dimension 2, the element
78
3.4. FINDING ENDOMORPHISMS
k x22⊗m+ x1x2⊗m+
φ0 x22⊗m+ x1x2⊗m+
φ1 0 x21⊗ f m+
ψ+φ1 x21⊗ f2m++ x1x2⊗ f m+ (u+1)x21⊗ f m++ux1x2⊗m+
Table 3.7: The endomorphisms φ0, φ1 and ψ+φ1 on ∇(2)⊗∆(s)
k x22⊗m+ x1x2⊗m+
ψ+φ1 x21⊗ f2m++ x1x2⊗ f m+ x1x2⊗m+
φ0+ψ+φ1 x21⊗ f2m++ x1x2⊗ f m++ x22⊗m+ 0
Table 3.8: The primitive idempotents when u is odd.
x1x2⊗m+ generates ∆(s). Since this also belongs to the summand corresponding to ψ+φ1 we
can write the following decomposition.
∇(2)⊗∆(s)= ∆(s)
∆(s+2) ⊕∆(s−2).
We summarise the results obtained for ∇(2)⊗∆(s).
Theorem 3.4.3. Let k be an algebraically closed field of characteristic 2, and G = SL2(k). For
s ∈N, the module ∇(2)⊗∆(s) decomposes into indecomposable summands in the following ways:
s≡ 0(mod 4) : indecomposable,
s≡ 1(mod 4) : ∆(s+2)⊕∆(s)⊕∆(s−2),
s≡ 2(mod 4) : ∆(s)
∆(s+2) ⊕∆(s−2),
s≡ 3(mod 4) : ∆(s−2)
∆(s+2) ⊕∆(s).
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CASIMIR OPERATOR
In this chapter we will use a universal Casimir operator to define an endomorphism from which
we can make some useful results. As in the previous chapter, we will first work over a field of
characteristic 0. This time however, we will work over the p-adic numbers, Qp (see Section A.4
for a brief introduction to p-adic numbers). The result we prove is as follows:
Theorem 4.0.1. Let k be an algebraically closed field of characteristic p, and G = SL2(k). Let
r ≥ s, and denote by λi the Clebsch-Gordan coefficients in ascending order, so that λi = r− s+2i.
Let zi =λ2i +2λi and let
Zi =
∏
0≤m≤s
m 6=i
(zi− zm)
for i = 0, . . . , s. If p does not divide |Zi| for i = 0, . . . , s then
∇(r)⊗∆(s)=
s⊕
i=0
∇(λi).
This theorem immediately shows us that for any given r and s there are only a handful of charac-
teristics (finitely many) for which the module ∇(r)⊗∆(s) is not a direct sum of induced modules,
which can be seen as a direct analogy to the characteristic 0 case. We also find that there are
more primes for which the module is a direct sum of induced modules, than just those that are
‘sufficiently large’, where we have ∇(r)= L(r).
We note that since
λ2i = r2+ s2−2rs+4ir−4is+4i2,
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we have that
zi− z j =λ2i −λ2j +2(λi−λ j)
= 4r(i− j)+4s(i− j)+4i2−4 j2+2(2(i− j))
= 4((r+ s+1+ i+ j)(i− j).
It’s clear then, that 2 divides all the Zi, so for the case p= 2, the result doesn’t tell us anything.
However, in proving the theorem, to which most of this chapter is devoted, we will still find some
useful results for all primes.
4.1 Characteristic 0
In examining the algebra EndG(∇(r)⊗∆(s)), we will initially work in characteristic 0, for which it
will be sufficient to take the field Q. Our aim will be to find the centrally primitive idempotents
that will correspond to the known decomposition in characteristic 0. Then, since there is a one
to one correspondence between the idempotents in characteristic p and those over the p-adic
integers in characteristic 0 (see [12, Theorem 44.3]), if we can say which idempotents preserve
the lattice in ∇(r)⊗∆(s) with p-adic integer coefficients, we will be able to say how many inde-
composable summands the decomposition in characteristic p has.
As in the previous chapter, we will denote by V (t) the simple module of highest weight t over a
field of characteristic 0. We recall also that we may consider any QG-module as a module for the
universal enveloping algebra UQ, and that when r ≥ s we have dimQEndUQ(V (r)⊗V (s))= s+1.
4.1.1 The Casimir Operator
In this subsection we will derive the universal Casimir operator of the universal enveloping al-
gebra U(sl2(C)), with respect to the Killing form κ. A detailed description of this topic can be
found in [18, Section 22.1], but here we exhibit a quick way to derive it for sl2(C).
We know that, for a semisimple Lie algebra g over C, the linear map induced from the Killing
form, given as
κ : S2(g)−→C
κ : XY 7−→ κ(X ,Y )
is G-equivariant (where G acts via the adjoint action), which makes it a G-invariant in S2(g)∗.
Using the isomorphisms of G-modules
S2(g)∗ ' S2(g∗)' S2(g)'U2(g)/U1(g),
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we obtain a G-invariant in U2(g) (using the notation defined in Section 2.3). This invariant is
the universal Casimir operator. Such an element must be invariant under the action of a maxi-
mal torus in G, so must have weight 0. Furthermore, since the differential of Ad is ad, we have
that our universal Casimir operator commutes with all elements of g, and thus lies in the centre
Z(U(g)).
For the case sl2(C), using the PBW theorem we can write this element in the form
c=α f e+γh2+δh,
for some α,γ,δ ∈ k. Now using the fact that c ∈ Z(U(sl2(C))) we may find the coefficients as fol-
lows.
We have
f c=α f 2e+γ f h2+δ f h,
and that this must equal c f , given by
c f =α f e f +γh2 f +δhf
=α( f h+ f 2e)+γ(hf h−2hf )+δ( f h−2 f )
=α( f h+ f 2e)+γ( f h2−4 f h+4 f )+δ( f h−2 f ),
where we have made repeated use of the commutator relations to describe c f in terms of the
PBW basis. Equating these two expressions we see that we must have
α f h+4γ( f − f h)−2δ f = 0.
This tells us that we must have α= 4γ and δ= 2γ. Up to scalars, this is enough information to
define c, so we pick γ= 1 and obtain
c= 4 f e+h2+2h.
As a quick check, we calculate ec as
ec= 4e f e+ eh2+2eh
= 4he+4 f e2−2eh+heh−4e+2he
= 4he+4 f e2+4e−2he−2he+h2e−4e+2he
= 2he+4 f e2+h2e,
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which does indeed equal ce. As a final remark, we note that, using the identity [e, f ]= h, we can
rewrite this as
c= h2+2e f +2 f e.
Whilst this does not express c in our chosen PBW basis, it does exhibit it as a quadratic element
of U(sl2(C)).
Since c ∈ Z(UQ), given any UQ-module M, we can consider multiplication by c as an endomor-
phism of M. We will define the endomorphism γM : M →M by γM(m)= cm for all m ∈M. When
it’s clear which module we are acting on we will denote this endomorphism by γ.
Let’s now consider the action of γV (t) on the simple module V (t) of highest weight t, with highest
weight vector denoted m+. Since V (t) is a simple module, Schur’s lemma (Lemma 2.2.2) says
that γ acts as a constant, so it’s sufficient to look only at the effect of γ on the vector m+. We
obtain
γ(m+)= 4 f em++ (h2+2h)m+ = (h2+2h)m+,
where we are using that since m+ has highest weight, we have em+ = 0. Thus γ(m+) = (t2+
2t)m+, so γ acts as multiplication by the constant t2+2t ∈Z on V (t).
Using the Clebsch Gordan decomposition of V (r)⊗V (s) given in Section 3.1, it’s clear that the
matrix of γV (r)⊗V (s) is a block diagonal matrix with each block given by the diagonal matrix of
size dimV (r+ s−2i)= r+ s−2i+1, and with all diagonal entries (r+ s−2i)2+2(r+ s−2i)=: zi.
Furthermore we have that the minimal polynomial of γV (r)⊗V (s) is given by
mγ(T)=
s∏
i=0
(T− zi)
In particular, the ring Q[γ] has dimension s+1 over Q. Since γ is an element of the algebra
EndUQ(V (r)⊗V (s)), it’s clear that Q[γ]⊆EndUQ(V (r)⊗V (s)), but as the dimensions are the same
they are in fact equal.
4.1.2 Idempotents
Given a commutative ring R and an R-module M = M1⊕ ·· · ⊕Mn, we may write 1 ∈ EndR(M)
uniquely as
1= ε1+·· ·+εn
where each εi is a primitive idempotent and Mi are all indecomposable (as in the beginning
of Section 3.4). In the case we are looking at, since we know V (r)⊗V (s) = ⊕si=0 V (λi), we
would like to write the s+ 1 centrally primitive idempotents in terms of the basis {1,γ, . . .γs}
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of EndUQ(V (r)⊗V (s)).
Now, for a moment, let A be a commutative, semisimple k algebra, where k is an algebraically
closed field. As described above, we may write 1A = ε1+·· ·+εn. Consider X (A), the set of all k
algebra homomorphisms A→ k. For θ ∈ X (A) we have 1k = θ(ε1)+·· ·+θ(εn). Since
θ(εi)2 = θ(ε2i )= θ(εi)
and k is a field (containing only the idempotents 0k and 1k), we must have θ(εi) = 1k for some
unique i and θ(ε j)= 0k for all j 6= i. Using this, we can easily describe X (Q[γ]), since if θ ∈ X (Q[γ])
we must have
0= θ(mγ(γ))=mγ(θ(γ)),
so θ(γ) = zi for some i = 0, . . . , s. Since the action of θ on γ completely describes θ we obtain a
basis of X (Q[γ]) consisting of the s+1 elements θi, where θi(γ) = zi for i = 0, . . . , s. Hence we
have dimQX (Q[γ])= s+1.
Next, continuing the previous notation, given a basis {b1, . . . ,bn} of A we can write each cen-
trally primitive idempotent ε j of A as
ε j =
n∑
l=1
a jl bl
for some fixed j and some a jl ∈ k. Given a basis {θ1, . . . ,θn} of X (A) such that θi(ε j)= δi j, applying
θi, we obtain
δi j = θi(ε j)=
n∑
l=1
a jlθi(bl).
This can be written as the matrix equation 1n = av where vi j = θi(b j) and the matrix a consists
of the coefficients a jl .
Reverting to our particular case, we would like to find the coefficients a jl so that we can de-
scribe each idempotent ε j as a polynomial in γ. We have the basis bi of Q[γ] given by {1,γ, . . . ,γs}
and θi(γ j)= θi(γ) j = z ji where j runs from 0 to s. This means that v is given by the (s+1)× (s+1)
matrix 
1 z0 z20 . . . z
s
0
1 z1 z21 . . . z
s
1
...
...
... . . .
...
1 zs z2s . . . z
s
s
 .
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Since this is a Vandermonde matrix, its inverse w is known and given as [25, Section 4]
wi j =

(−1)s+1−i

∑
0≤m1<...<ms+1−i≤ s
m1,...,ms+1−i 6= j
zm1 . . . zms+1−i
∏
0≤m≤ s
m 6= j
(
z j− zm
)
 : 1≤ i < s+1
1∏
0≤m≤ s
m 6= j
(
z j− zm
) : i = s+1
and thus ε j =∑s+1i=1 wi jγi−1. Defining
Z j :=
∏
0≤m≤s
m 6= j
(z j− zm),
we can take out the factor of 1Z j =ws+1, j and we are left with
ε j = 1Z j
(
s+1∑
i=1
a′iγ
i−1)
where
a′i =wi jZ j =

−1s+1−i ∑
0≤m1<...<ms+1−i≤ s
m1,...,ms+1−i 6= j
zm1 . . . zms+1−i : 1≤ i < s+1
1 : i = s+1
.
This gives us a complete set of centrally primitive idempotents in EndUQ(V (r)⊗V (s)) expressed
as polynomials in γ. Since the zi are integers we have that Z j is an integer and it’s clear from
the above formula that a′i are integers for i = 1, . . . , s+1.
4.2 Moving to Prime Characteristic
As in Section 3.2, we would like to move from the well understood characteristic 0 case, to the
characteristic p case. The idea here is exactly the same as in the previous chapter, except, since
we are this time working over Qp, we will want to look for those endomorphisms that preserve
the lattice ∇(r)Zp ⊗Zp ∆(s)Zp , where Zp is the valuation ring on Qp with respect to the p-adic
norm (as defined in Section A.4). Barring this slight change, all of the theory developed in the
previous chapter goes through here too. In fact it will be sufficient to work inside Q, and to just
look at the valuation ring on Q, given as
Z(p) :=Q∩Zp =
{ r
s
| r, s ∈Z, gcd(r, s)= 1, p - s }.
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In contrast to the previous chapter however, rather than finding endomorphisms that preserve
∇(r)Zp ⊗Zp ∆(s)Zp for a particular prime p, our aim this time will be to give sufficient con-
ditions for p so that each idempotent obtained in the previous section preserves the lattice
∇(r)Zp ⊗Zp ∆(s)Zp .
First, we give a helpful lemma.
Lemma 4.2.1. The endomorphism γ preserves the lattice ∇(r)Z⊗Z∆(s)Z.
As in Section 3.2, we have∇(r)Z =Z-span
{
xi1x
j
2 : i+ j = r
}
, and∆(s)Z =Z-span
{
f (i)m+ : i = 0, . . . , s
}
.
Proof. γ is given by the action of 4 f e+h2+2h. Since multiplication by h brings out the weight of
a weight vector (all of which are integers), it’s clear that acting with h2+2h preserves ∇(r)Z⊗Z
∆(s)Z, so it remains to check that acting with 4 f e does too. We can check this explicitly by
looking at the basis element xr−i1 x
i
2⊗ f ( j)m+ ∈V (r)⊗V (s).
4 f e(xr−i1 x
i
2⊗ f ( j)m+)= 4 f (e(xr−i1 xi2)⊗ f ( j)m++ xr−i1 xi2⊗ e f ( j)m+)
= 4 f (ixr−i+11 xi−12 ⊗ f ( j)m++ (s− j+1)xr−i1 xi2⊗ f ( j−1)m+)
= 4
[
i
[
(r− i+1)xr−i1 xi2⊗ f ( j)m++ ( j+1)xr−i+11 xi−12 ⊗ f ( j+1)m+
]
+ (s− j+1)[(r− i)xr−i−11 xi+12 ⊗ f ( j−1)+ jxr−i1 xi2⊗ f ( j)m+]]
Each coefficient is in Z, proving the result. 
Since γ preserves the lattice ∇(r)Z ⊗Z ∆(s)Z, it’s clear that any polynomial in γ with integer
coefficients does too. Furthermore, as the above result shows that applying γ only produces
integer coefficients, γ also preserves ∇(r)Zp ⊗Zp ∆(s)Zp . When acting on ∇(r)Zp ⊗Zp ∆(s)Zp with
the idempotents ε j from the previous section, we can see that after expanding all terms out,
the only new denominators will be Z j. So if p does not divide Z j for each j, then each ε j will
preserve ∇(r)Zp ⊗Zp ∆(s)Zp and give a centrally primitive idempotent in EndUk (∇(r)⊗∆(s)) (as
in [12, Theorem 44.3]). Since all such idempotents are gotten this way, the module ∇(r)⊗∆(s),
over the field k, can be decomposed into s+1 indecomposable summands. Since every summand
must have a good filtration (Corollary 2.2.23), and we know that the good filtration of the whole
module has exactly s+1 sections, the decomposition must be
∇(r)⊗∆(s)=
s⊕
i=0
∇(λi).
This is the proof of Theorem 4.0.1.
As an aside, it’s clear that the condition p 6 | Z j for j = 0, . . . , s, is equivalent to the condition
that p 6 | Z := detV where
detV = ∏
0≤i< j≤s
(z j− zi, )
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since the factors of the product of the Z j ’s and Z are identical. Furthermore, as mentioned at
the start of this chapter, it’s clear that the prime 2 always divides Z, so the theorem does not tell
us about the decomposition in this case. In fact, in the case p= 2 we can find a counter example
to the converse statement, which we do in the next section.
4.3 Further Applications
In proving the theorem above, we found an explicit form for each centrally primitive idempotent
in characteristic 0. One might notice that instead of giving the explicit formula for the inverse
of the Vandermonde matrix V we might very well have appealed to Cramers rule for inverting a
matrix and said that we can take a factor of detV−1 out and all the matrix entries would lie in
Z. Then we would have reached same conclusion using the equivalent condition on p mentioned
above (and arguably got there quicker). There are however, some uses in writing explicitly the
centrally primitive idempotents, of which we now exhibit one.
Lemma 4.3.1. Let k be an algebraically closed field of characteristic p> 0, and let r ∈N. Then
∇(r)⊗∆(1)=

∇(r+1)⊕∇(r−1) : p 6 | (r+1)
∇(r+1)
∇(r−1) : p | (r+1).
In particular we notice that when p = 2 there exist modules for which the decomposition is a
direct sum of induced modules. We should point out at this stage, that this result can be gotten
by already known methods, one of which we outline in the next chapter.
Proof. Firstly we notice that the module ∇(r)⊗∆(1) has a good filtration with only two sections,
so the decompositions given are the only possible ones. In order to decide when each decom-
position occurs, we look at when either of the two centrally primitive idempotents preserve the
lattice ∇(r)Zp ⊗Zp ∆(1)Zp , and give a non-trivial idempotent in EndUk (∆(r)⊗∇(1)). In the case
that either idempotent (and thus both) does, there are two summands. In the case that neither
does, there is one summand.
Using the same notation as in Theorem 4.0.1, we have λ0 = r−1 and λ1 = r+1 giving z0 = r2−1
and z1 = r2+4r+3. The Vandermonde matrix V is given by
V =
(
1 z0
1 z1
)
with determinant z1− z0 = 4(r+1). Its inverse matrix is then given by
V−1 = 1
z1− z0
(
z1 −z0
−1 1
)
88
4.3. FURTHER APPLICATIONS
so that
ε1 = 1z1− z0
(z1−γ), ε2 = 1z1− z0
(−z0+γ).
From here we can use the theorem to get the result for when p 6= 2. In order to complete the
result, we must check explicitly whether either idempotent preserves V (r)Z2 ⊗Z2 V (1)Z2 . Fortu-
nately, the module V (r)⊗V (1) is generated by the single vector xr1⊗ f m+ (Lemma 3.1.1), which
has weight r−1=λ0, so it is sufficient to check for this vector only. We calculate
γ(xr1⊗ f m+)= (4 f e+h2+2h)(xr1⊗ f m+)
= 4 f e(xr1⊗ f m+)+ (λ20+2λ0)(xr1⊗ f m+)
= 4 f e(xr1⊗ f m+)+ z0xr1⊗ f m+
= 4 f (xr1⊗m+)+ z0xr1⊗ f m+
= 4rxr−11 x2⊗m++ (4+ z0)xr1⊗ f m+.
Hence we obtain
ε1(xr1⊗ f m+)=
1
(z1− z0)
(z1xr1⊗ f m+−γ(xr1⊗ f m+))
= 1
(z1− z0)
(z1xr1⊗ f m+−4rxr−11 x2⊗m+− (4+ z0)xr1⊗ f m+)
= 1
(z1− z0)
((z1− z0−4)xr1⊗ f m+−4rxr−11 x2⊗m+)
= 4r
4(r+1) (x
r
1⊗ f m+− xr−11 x2⊗m+)
= r
r+1(x
r
1⊗ f m+− xr−11 x2⊗m+),
where we have used that z1− z0 = 4(r+1). Similarly, we obtain for ε2,
ε2(xr1⊗ f m+)=
1
(z1− z0)
(−z0xr1⊗ f m++γ(xr1⊗ f m+))
= 1
(z1− z0)
(−z0xr1⊗ f m++4rxr−11 x2⊗m++ (4+ z0)xr1⊗ f m+)
= 1
(z1− z0)
(4xr1⊗ f m++4rxr−11 x2⊗m+)
= 1
r+1(x
r
1⊗ f m++ rxr−11 x2⊗m+),
so it’s clear, by looking at the denominators, that ε1 and ε2 only preserve ∇(r)Z2 ⊗Z2 ∆(1)Z2 when
2 does not divide r+1. 
In particular, for p = 2 we have exhibited a case where ∇(r)⊗∆(s) is a direct sum of induced
modules, but 2 still divides the quantity Z, disproving the converse statement of Theorem 4.0.1.
Finally, we remark that it would be interesting to discern whether this is the only prime where
the converse fails, and whether we would be able to have the converse statement by simply
dividing γ by some scalar.
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TILTING MODULES
In this chapter, we move away from the ideas of the previous two chapters, and investigate
which of the modules ∇(r)⊗∆(s) are tilting. Whilst this question is of interest in its own right,
we note that if we know such a module is a tilting module, then we can quickly decompose it into
a direct sum of indecomposable modules using the character. Some examples of this are given
at the end of the chapter. Throughout, unless otherwise stated, k will be an algebraically closed
field of characteristic p, and G will be the group SL2(k).
5.1 Preliminary Results
First, we will give several useful results which will be used in the next few sections. In par-
ticular we will make extensive use of the following well known result, which is a rewording of
Lemma 4.3.1. As promised, we outline an alternative proof here.
Theorem 5.1.1. There exists a short exact sequence given by
0−→∇(r−1)−→∇(r)⊗E −→∇(r+1)−→ 0,
and this is split if and only if p does not divide r+1.
Proof. That the sequence exists is clear by considering the ∇-filtration of ∇(r)⊗E =∇(r)⊗∆(1).
If p does not divide r+1, the result follows by considering the blocks for SL2(k), as follows. We
have, using Lemma 2.2.29, that
B(r+1)⊂ { r+1+2pn : n ∈Z }∪ {−r−3+2pn : n ∈Z }.
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Now, if r−1 ∈B(r+1), we must have that r−1=−r−3+2pn for some n ∈Z, so that 2r+2= 2pn
and r+1= pn, a contradiction.
On the other hand, if p does divide r+1, then the module E⊗∇(r) is projective as a G1-module,
while neither ∇(r−1) nor ∇(r+1) are, so the sequence cannot be split. 
The next result extends Theorem 3.3.2.
Lemma 5.1.2. If r, s ∈ {np−1, np, np+1, . . . , (n+1)p−1} for some fixed n ∈N, then ∇(r)⊗∆(s)
is tilting.
Proof. Suppose, for a contradiction, that we have ∇(r)⊗∆(s) is not tilting for some r, s ∈ {np−
1, np, np+1, . . . , np+ p−1}, choosing r and s so that r+ s is minimal. If r 6∈ {np−1,np} then by
Theorem 5.1.1 we have
∇(r−1)⊗E⊗∆(s)=∇(r)⊗∆(s)⊕∇(r−2)⊗∆(s).
Since r and s were chosen so that r+ s was minimal, we have that ∇(r−1)⊗∆(s) is tilting, so
that each summand on the right hand side is tilting, giving a contradiction. We may suppose
then that r ∈ {np−1,np}, and similarly, that s ∈ {np−1,np}. But then we have that |r− s| ≤ 1, so
by Theorem 3.3.2 we have ∇(r)⊗∆(s) is tilting, contradicting our initial assumption. 
This result shows us that there are more tilting modules of the form ∇(r)⊗∆(s) than those given
in Theorem 3.3.2 for every characteristic p. Before we delve further into this investigation, we
prove a couple of useful lemmas concerning tilting modules.
Lemma 5.1.3. Let G be a semisimple, simply connected algebraic group, over an algebraically
closed field k, of prime characteristic, and let T1 and T2 be tilting modules where T1 is projective
as a G1-module. Then the tensor product T1⊗TF2 is also a tilting module.
Proof. First, since each tilting module has a unique decomposition (up to isomorphism) into
indecomposable tilting modules, it’s sufficient to prove the lemma in the case that T1 is inde-
composable. Now, let ρ be the half sum of all positive roots, and take T1 to be the Steinberg
module ∇((p−1)ρ)=St. In this case the result holds by [9, Proposition 2.1].
Next let λ ∈ X+ be such that T(λ) is projective as a G1-module, so that (λ, αˇ) ≥ p− 1 for all
simple roots α [9, Proposition 2.4]. Then, since (λ− (p−1)ρ, αˇ)≥ 0 for all simple roots α, we may
write λ = (p−1)ρ+µ for some µ ∈ X+. It follows that the tilting module St⊗T(µ) has highest
weight λ, and so T(λ) is a summand of this module. Then T(λ)⊗TF2 is a summand of the tilting
module (St⊗TF2 )⊗T(µ), and is thus tilting itself. 
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We will use this lemma throughout the chapter in the case G = SL2(k), and in conjunction with
the facts that ∇(p−1)=∆(p−1) is a projective G1-module [21, Proposition II.10.1], and that the
tensor product of a projective G1-module with another G1-module is again projective.
Lemma 5.1.4. Let G = SL2(k), let V be a tilting module, and define the module W by H0(G1,V )=
WF . Then W is a tilting module.
Proof. First we remark that, since the action of G1 on the kG-module H0(G1,V ) is trivial, there
does indeed exist a kG-module W such that H0(G1,V )=WF (see [20, Section 2.1]).
As in Lemma 5.1.3, it suffices to prove this for V = T(m) for some m ∈ N. We can split this
into three separate cases, the first of which deals with 0 ≤ m ≤ p− 1. For such m we have
T(m)= L(m) and so
H0(G1,T(m))=

L(0) : m= 0
0 : 1≤m≤ p−1.
Next we consider the case m= p−1+ t for 1≤ t≤ p−1. Here T(m), considered as a G1-module,
is the injective envelope of L(p−1− t) [9, Example 2.2.1]. In particular L(p−1− t) is the socle of
T(p−1+ t) so if H0(G1,T(p−1+ t)) 6= 0 then H0(G1,L(p−1− t)) 6= 0. Considering the case t= p−1
separately we get
H0(G1,T(m))=

0 : 1≤ t≤ p−2.
L(0) : t= p−1.
For the remaining cases we will use induction by writing m = p−1+ t+ pn for some n ∈N and
0≤ t≤ p−1 so that we can write T(m)= T(p−1+ t)⊗T(n)F . Taking the G1 fixed points we get
H0(G1,T(m))=H0(G1,T(p−1+ t))⊗T(n)F which by the previous case gives us
H0(G1,T(m))=

0 : 0≤ t≤ p−2
T(n)F : t= p−1.
so that
W =

0 : 0≤ t≤ p−2
T(n) : t= p−1.
and is thus tilting. 
93
CHAPTER 5. TILTING MODULES
5.1.1 Main Theorem
Before stating the main theorem of this chapter, we will introduce some notation. Let r ∈N and
p a prime. We can write the base p expansion of r as
n∑
i=0
r i pi,
where each r i ∈ {0, . . . , p−1}, rn 6= 0 and for all j > n we have r j = 0. We will say that r has
p-length n (or just length n if the prime is clear), and write
lenp(r)= n.
We define lenp(0)=−1. Now given any pair (r, s) ∈N2 with r 6= s, we can write
r =
n∑
i=0
r i pi, s=
n∑
i=0
si pi
where n =max(lenp(r), lenp(s)) so that at least one of rn and sn is non zero. Now let m be the
largest integer such that rm 6= sm and let
rˆ =
m∑
i=0
r i pi, sˆ=
m∑
i=0
si pi
so that if r > s we have rm > sm and rˆ > sˆ. Using this notation we may write
r = rˆ+
n∑
i=m+1
r i pi, s= sˆ+
n∑
i=m+1
si pi = sˆ+
n∑
i=m+1
r i pi.
Notice in particular that r− rˆ = s− sˆ and denote this quantity by εp(r, s) so that pm+1 divides
εp(r, s). We will call the pair (rˆ, sˆ) the primitive of (r, s), and say that (r, s) is a primitive pair if
(r, s)= (rˆ, sˆ). In the case r = s we define rˆ = sˆ= 0, and we have εp(r, s)= r = s.
Theorem 5.1.5. Let G = SL2(k), where k is an algebraically closed field of characteristic p, and
for r, s ∈N let the pair (rˆ, sˆ) be the primitive of (r, s). The module ∇(r)⊗∆(s) is a tilting module if
and only if one of the following holds
1. rˆ = apn+ pn−1 for some a ∈ {0, . . . , p−2}, n ∈N, and sˆ< pn+1,
2. sˆ= bpn+ pn−1 for some b ∈ {0, . . . , p−2}, n ∈N, and rˆ < pn+1.
We briefly note that in order to give uniqueness to the expressions of rˆ and sˆ we only allow a
and b up to p−2. (If, for example, a= p−1 we would have rˆ = (p−1)pn+ pn−1= pn+1−1.)
Figure 5.1 illustrates which of the modules ∇(r)⊗∆(s) are tilting for r, s≤ 31 and p= 2.
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Figure 5.1: The modules ∇(r)⊗∆(s) when char(k)= 2.
5.2 Lemmas
In order to prove Theorem 5.1.5, we gather some elementary results on the modules ∇(r)⊗∆(s).
First we make an important observation.
Remark 5.2.1. Since the dual of a tilting module is also a tilting module, and we have the relation
(∇(r)⊗∆(s))∗ = ∇(s)⊗∆(r), it’s clear that ∇(s)⊗∆(r) is tilting if and only if ∇(r)⊗∆(s) is tilting.
Hence, for many of the results in this section, it’s only necessary to prove the result for r ≥ s.
Lemma 5.2.2. Let t,u ∈ N. The module ∇(p−1+ pt)⊗∆(p−1+ pu) is tilting if and only if the
module ∇(t)⊗∆(u) is tilting.
Proof. First recall the identities ∇(p−1+pt)=∇(p−1)⊗∇(t)F and ∆(p−1+pu)=∆(p−1)⊗∆(u)F ,
found in [21, Proposition II.3.19]. Using these we may rewrite ∇(p−1+ pt)⊗∆(p−1+ pu) as
∇(p−1)⊗∆(p−1)⊗ (∇(t)⊗∆(u))F .
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Using Lemma 5.1.4 we easily obtain the forward implication. The reverse implication is also
clear since∇(p−1)⊗∆(p−1) is tilting and projective as a G1-module, so we can apply Lemma 5.1.3

Lemma 5.2.3. Let r = r0+ pt, s= p−1+ pu for some 0≤ r0 ≤ p−2 and t,u ∈N. Then ∇(r)⊗∆(s)
is tilting if and only if both ∇(t)⊗∆(u) and ∇(t−1)⊗∆(u) are tilting.
Proof. First we assume that both ∇(t)⊗∆(u) and ∇(t−1)⊗∆(u) are tilting, and show that ∇(r)⊗
∆(s) is tilting. We will use the identity ∆(s) = ∆(p− 1)⊗∆(u)F as above, and the short exact
sequence
(5.1) 0−→∇(r0)⊗∇(t)F −→∇(r)−→∇(p−2− r0)⊗∇(t−1)F −→ 0,
which can be found in [20, Satz 3.8, Bemerkung 2], in its dual form for Weyl modules. Tensoring
sequence (5.1) with ∆(s) gives the following short exact sequence
0−→∇(r0)⊗∆(p−1)⊗ (∇(t)⊗∆(u))F −→∇(r)⊗∆(s)
−→∇(p−2− r0)⊗∆(p−1)⊗ (∇(t−1)⊗∆(u))F −→ 0.(5.2)
Now, for 0≤ r0 ≤ p−2, both ∇(r0)⊗∆(p−1) and ∇(p−2− r0)⊗∆(p−1) are tilting and projective
as G1-modules, so if both ∇(t)⊗∆(u) and ∇(t−1)⊗∆(u) are also tilting then by Lemma 5.1.3 both
the second and fourth terms in sequence (5.2) are tilting. Hence we have that ∇(r)⊗∆(s) is an
extension of tilting modules. The only such extensions are split (e.g. by [21, Proposition II.4.16]),
so we obtain ∇(r)⊗∆(s) as a direct sum of two tilting modules, and hence is tilting itself.
For the converse statement, if ∇(r)⊗∆(s)=∇(r0+ pt)⊗∆(s) is tilting for some r0 ∈ {0,1, . . . , p−2},
then each module ∇(v+ pt)⊗∆(s) for v ∈ {−1,0,1, . . . , p−1} is tilting, so in particular the modules
∇(p−1+p(t−1))⊗∆(s) and ∇(p−1+pt)⊗∆(s) are tilting. This follows by induction, taking v= r0
for the base case and using Theorem 5.1.1 for the induction step we obtain
∇(v+ pt)⊗E⊗∆(s)= (∇(v+1+ pt)⊗∆(s))⊕ (∇(v−1+ pt)⊗∆(s)),
so that both ∇(v+1+ pt)⊗∆(s) and ∇(v−1+ pt)⊗∆(s) are tilting. The result now follows from
Lemma 5.2.2 applied to ∇(p−1+ p(t−1))⊗∆(s) and ∇(p−1+ pt)⊗∆(s). 
Remark 5.2.4. Note that by duality we obtain the corresponding result for when r = p−1+ pt
and s= s0+ pu for some 0≤ s0 ≤ p−2, and t,u ∈N. In this case we have that ∇(r)⊗∆(s) is tilting
if and only if both ∇(t)⊗∆(u) and ∇(t)⊗∆(u−1) are tilting.
It remains to determine which of the modules ∇(r)⊗∆(s) are tilting when neither r nor s is
congruent to p−1 modulo p. It turns out that this only occurs in the cases given in Lemma 5.1.2.
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Lemma 5.2.5. Let G be a semisimple, simply connected algebraic group over k, and let T be a
G-module that is projective as a G1-module. Then χ((p−1)ρ) divides ChT.
Proof. This follows immediately from [10, 1.2(2)], since T must also be a projective B1 module.

We now revert to the case G = SL2(k) and obtain the following corollary.
Corollary 5.2.6. For all r ≥ p−1, the character of the Steinberg module ∇(p−1) divides that of
the indecomposable tilting module T(r) of highest weight r.
Proof. By [9, Proposition 2.4] we have that for all r ≥ p− 1, the module T(r) is a projective
G1-module. 
Recall that Ch∇(r)= χ(r) (Lemma 2.2.19), and that this character is an element of Z[x, x−1]. We
have that
χ(r)= xr+ xr−2+·· ·+ x0+·· ·+ x−r
= 1
xr
(x2r+ x2r−2+·· ·+1)
= 1
xr
( x2r+2−1
x2−1
)
,
so the roots of this equation are the (2r+2)th roots of unity, except ±1. If χ(p−1) divides χ(r)
then, we must have that the 2pth roots of unity are also (2r+2)th roots of unity, which would
imply that p divides r+1, i.e. that r is congruent to p−1 modulo p.
Hence we have shown that if both r and s are not congruent to p− 1 modulo p, the charac-
ter χ(p−1) does not divide Ch(∇(r)⊗∆(s)) = χ(r)χ(s). Now suppose that ∇(r)⊗∆(s) is tilting,
and that |r− s| > p−1. By considering its good filtration (given in Theorem 3.3.2), we see that
the decomposition of ∇(r)⊗∆(s) into indecomposable tilting modules cannot contain any T( j) for
j = 0, . . . , p−1. By Corollary 5.2.6 its character is divisible by χ(p−1) but the above calculation
contradicts this. In summary:
Lemma 5.2.7. For r and s both not congruent to p−1 modulo p, and |r− s| > p−1, the module
∇(r)⊗∆(s) is not tilting.
There are now only a few more cases which we have not considered, which we deal with in the
following lemma.
Lemma 5.2.8. Let r = r0+ pt and s = s0+ pu with r0, s0 ∈ {0,1, . . . , p−2}. Then ∇(r)⊗∆(s) is
tilting if and only if t= u.
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Proof. Assume that ∇(r)⊗∆(s) is tilting, and suppose for a contradiction that t 6= u with r and
s chosen so that r+ s is minimal. Since s 6≡ p−1(mod p) we have, by Theorem 5.1.1
∇(r)⊗E⊗∆(s)=∇(r)⊗∆(s−1)⊕∇(r)⊗∆(s+1)
is tilting, and so the module ∇(r)⊗∆(s−1) is tilting. Now, if s0 6= 0 then s−1= s0−1+ pu with
s0−1≥ 0. Since r and s were chosen so that r+ s was minimal we must have that t= u, contra-
dicting our initial assumption.
Similarly, if r0 6= 0, we obtain a contradiction. Now if s0 = r0 = 0, then since t 6= u we must
have |r− s| ≥ p, so by Lemma 5.2.7 we obtain a contradiction.
For the converse, we assume t = u, so that we have r, s ∈ {np,np+ 1, . . . ,np+ p− 1} for some
n ∈N. Then by Lemma 5.1.2 the module ∇(r)⊗∆(s) is tilting. 
Remark 5.2.9. Note that Lemma 5.2.8 shows us that if ∇(r)⊗∆(s) is a tilting module, then we
must have either at least one of r and s congruent to p−1 modulo p, or both r and s lie in the
set {np,np+1, . . . ,np+ p−2} for some n ∈N.
We are now in a position where, given any r and s we could determine whether ∇(r)⊗∆(s) is
tilting by using the previous lemmas and induction. Figure 5.2 illustrates this for p= 3.
5.3 Proof of Theorem 5.2
In this section we prove Theorem 5.1.5 in two steps. The first is to show that for a primitive
pair (rˆ, sˆ), we have that ∇(rˆ)⊗∆(sˆ) is a tilting module if and only if rˆ and sˆ are as described in
the statement of the theorem. The second step is to show that for any pair (r, s) with primitive
pair (rˆ, sˆ), we have that ∇(r)⊗∆(s) is tilting if and only if ∇(rˆ)⊗∆(sˆ) is tilting. By the duality
argument in Remark 5.2.1, we may assume that r ≥ s throughout.
Proposition 5.3.1. Let (r, s) be a primitive pair. Then the module ∇(r)⊗∆(s) is tilting if and only
if
r = pn−1+apn, s< pn+1,
or
s= pn−1+bpn, r < pn+1,
for some n ∈N and a,b ∈ {0, . . . , p−2}.
Proof. (⇒) We assume that for a primitive pair (r, s), we have that ∇(r)⊗∆(s) is tilting, and
proceed by induction on lenp(r)=N. For N = 0 we have that r ≤ p−1 and so r = apN+ pN−1 for
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Figure 5.2: The modules ∇(r)⊗∆(s) when char(k)= 3.
a= 0, . . . , p−2, or in the case r = p−1 we have r = pN+1−1. In each case we have that r is of the
desired form, and s< r < pN+1.
Next let’s write r = r0+ pt and s= s0+ pu, where lenp(t)= lenp(r)−1, and lenp(u)= lenp(s)−1.
Since ∇(r)⊗∆(s) is tilting, by Remark 5.2.9 we must have that either r0 or s0 is equal to p−1, or r
and s both lie in the set {np,np+1, . . . ,np+ p−2}. However, since we are assuming that the pair
(r, s) is primitive, we cannot have the second case. Hence either r0 = p−1 so that r = p−1+ pt,
or s0 = p−1 so that s = p−1+ pu. Let’s assume r0 = p−1, and note that the case s0 = p−1 is
proved similarly.
Now we have two further cases to consider, the first is that s0 = p− 1, and the second that
s0 6= p−1.
i.) Let’s suppose that s0 = p−1, then by Lemma 5.2.2 we have that ∇(t)⊗∆(u) is tilting. By
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induction we must have that t and u are of the form given in the statement of the theorem. If
t= pN−1−1+apN−1 for some a ∈ {0, . . . , p−2}, and u≤ pN −1, then
r = p(pN−1−1+apN−1)+ p−1= pN −1+apN ,
and s≤ pN − p+ s0, which is strictly less than pN+1 since s0 < p. If we have that u = pN−1−1+
apN−1 and t< pN −1, then we obtain, in a similar manner, s= pN −1+apN and r < pN+1.
ii.) For the second case, we suppose that s0 6= p− 1, so that by Lemma 5.2.3 we have that
∇(t)⊗∆(u) and ∇(t)⊗∆(u−1) are tilting. By induction we have that the pairs (t,u) and (t,u−1)
are both of the form in the theorem. Since we cannot have that both u and u−1 are of the form
pN−1−1+apN−1, we must have that t is of this form and u ≤ pN −1, so we complete the proof
as above.
(⇐) Now we prove the converse statement, that is, for a primitive pair (r, s), if r = pn−1+apn
for some a ∈ {0, . . . , p − 2}, n ∈ N, and s < pn+1, then ∇(r)⊗∆(s) is tilting. Once again, we
use induction on n, with the case n = 0 being clear. For the inductive step, we have that if
r = pn−1+apn = p−1+ pt and s= s0+ pu< pn+1 for some t and u, then t= pn−1−1+apn−1 and
u < pn. By induction the modules ∇(t)⊗∆(u) and ∇(t)⊗∆(u−1) are tilting, so by Lemma 5.2.3
(or Lemma 5.2.2 if s0 = p−1) we have that ∇(r)⊗∆(s) is tilting too. The case s= pn−1+bpn and
r < pn+1 is obtained similarly. 
Proposition 5.3.2. Let (rˆ, sˆ) be the primitive of (r, s). Then ∇(r)⊗∆(s) is tilting if and only if
∇(rˆ)⊗∆(sˆ) is tilting.
Proof. Following Remark 5.2.9, we will first look at the case where at least one of r and s (and
hence rˆ and sˆ) is congruent to p−1. Note that if r = s, then we have (rˆ, sˆ) = (0,0), so in this
case the result holds. Let’s suppose then, that r = p−1+ pt and s = s0+ pu, so that we have
rˆ = p−1+ ptˆ and sˆ= s0+ puˆ. We remark that the other case, when s= p−1+ pu and r = r0+ pt,
is obtained in an identical manner.
As before, there are two cases to consider: s0 = p−1 and s0 6= p−1. In both cases we will proceed
by induction on lenp(r). Let’s first consider the case s0 = p−1, where, when lenp(r)= 0, we have
that r = s = p−1 which we have already covered. Now by Lemma 5.2.2 we have ∇(r)⊗∆(s) is
tilting if and only if ∇(t)⊗∆(u) is tilting. By induction then we have that this is tilting if and
only if ∇(tˆ)⊗∆(uˆ) is tilting. Applying Lemma 5.2.2 again we find that ∇(tˆ)⊗∆(uˆ) is tilting if and
only if ∇(rˆ)⊗∆(sˆ) is tilting.
Next, we consider the case s0 6= p− 1, where we may assume r > s. Again, the base case is
easily obtained since this time the pair (p−1, s0) is primitive. For the inductive step, we will
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consider separately the cases u 6≡ 0 mod p and u≡ 0 mod p. If u 6≡ 0 mod p then, since t> u it’s
clear that the pair (tˆ,u−1) is equal to the pair (tˆ, uˆ−1). We then have that ∇(r)⊗∆(s) is tilting if
and only if ∇(t)⊗∆(u) and ∇(t)⊗∆(u−1) are tilting by Lemma 5.2.3. By induction, these are tilt-
ing if and only if both ∇(tˆ)⊗∆(uˆ) and ∇(tˆ)⊗∆(u−1) are tilting. Now ∇(tˆ)⊗∆(u−1)=∇(tˆ)⊗∆(uˆ−1),
so we apply Lemma 5.2.3 again to obtain that these are tilting if and only if ∇(rˆ)⊗∆(sˆ) is tilting.
For the case u ≡ 0 mod p, we treat each direction separately. If ∇(r)⊗∆(s) is tilting, then by
Lemma 5.2.3 we have that ∇(t)⊗∆(u) is tilting, and by induction we have that ∇(tˆ)⊗∆(uˆ) is
tilting. Now uˆ≡ 0 mod p, so by Theorem 5.1.1 we obtain
∇(tˆ)⊗E⊗∆(uˆ)=∇(tˆ)⊗∆(uˆ+1)⊕∇(tˆ)⊗∆(uˆ−1).
The module on the left hand side is a tilting module, so ∇(tˆ)⊗∆(uˆ−1) is also a tilting module.
We apply Lemma 5.2.3 again to obtain that ∇(rˆ)⊗∆(sˆ) is tilting. For the reverse direction we
have that if ∇(rˆ)⊗∆(sˆ) is tilting, then ∇(tˆ)⊗∆(uˆ) is tilting, so by induction ∇(t)⊗∆(u) is also
tilting. Now, as above, since u≡ 0 mod p we have that ∇(t)⊗∆(u−1) is also tilting, so we apply
Lemma 5.2.3 to obtain that ∇(r)⊗∆(s) is tilting.
What remains is to prove the result when both r and s lie in the set {np,np+1, . . . , (n+1)p−2}
for some n ∈N. From Lemma 5.1.2 we know already that for such r and s the module ∇(r)⊗∆(s)
is tilting, so it’s sufficient to show that ∇(rˆ)⊗∆(sˆ) is tilting. However, it’s clear that in this case
rˆ and sˆ lie in the set {0, . . . , p−2}, and so ∇(rˆ)⊗∆(sˆ) is tilting. 
5.4 Example Decompositions
In this section we give some examples of decompositions of tilting modules, using the character.
In order to do this, we will exploit the fact that every tilting module is uniquely determined by
its character, and for the case G = SL2, we can calculate the character of each indecomposable
tilting module using Theorem 2.2.28 and Brauer’s character formula (Theorem 2.2.17). The
following characters, for the case p= 2, were calculated in this way.
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ChT(0)= χ(0)
ChT(1)= χ(1)
ChT(2)= χ(2)+χ(0)
ChT(3)= χ(3)
ChT(4)= χ(4)+χ(2)
ChT(5)= χ(5)+χ(1)
ChT(6)= χ(6)+χ(4)+χ(2)+χ(0)
ChT(7)= χ(7)
ChT(8)= χ(8)+χ(6)
ChT(9)= χ(9)+χ(5)
ChT(10)= χ(10)+χ(8)+χ(6)+χ(4)
ChT(11)= χ(11)+χ(3)
ChT(12)= χ(12)+χ(10)+χ(4)+χ(2)
ChT(13)= χ(13)+χ(9)+χ(5)+χ(1)
ChT(14)= χ(14)+χ(12)+χ(10)+χ(8)+χ(6)+χ(4)+χ(2)+χ(0)
ChT(15)= χ(15)
ChT(16)= χ(16)+χ(14)
ChT(17)= χ(17)+χ(13).
First, take ∇(15)⊗∆(2), with character χ(17)+χ(15)+χ(13). Since such a tilting module must
contain T(17), we have that
Ch∇(15)⊗∆(2)−ChT(17)= χ(15)=ChT(15),
hence we obtain ∇(15)⊗∆(2)=T(17)⊕T(15).
Next we look at ∇(7)⊗∆(7), with character equal to that of T(14), so we have ∇(7)⊗∆(7)=T(14).
Consider now ∇(5)⊗∆(4), with character χ(9)+χ(7)+χ(5)+χ(3)+χ(1). Taking away ChT(9)
we are left with χ(7)+χ(3)+χ(1). Next we take away ChT(7) to obtain χ(3)+χ(1), which is equal
to the character of T(3)⊕T(1). Hence we have
∇(5)⊗∆(4)=T(9)⊕T(7)⊕T(3)⊕T(1).
Finally let’s consider ∇(9)⊗∆(8). The character is given by
Ch∇(9)⊗∆(8)=
8∑
i=0
χ(17−2i).
Taking away the character of the tilting module of highest weight each time, as before, we obtain
∇(9)⊗∆(8)=T(17)⊕T(15)⊕T(11)⊕T(9)⊕T(7)⊕T(1).
We will see in the next chapter that the ability to decompose these modules like this is central
to the final result.
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FINAL RESULTS
In the final chapter, we give some further results derived from those of the previous chapter.
First, we take another look at the pair (rˆ, sˆ), when ∇(r)⊗∆(s) is a tilting module. Next, we
give an explicit surjective module homomorphism from ∇(apn−1)⊗∆(s) to ∇(apn)⊗∆(s−1) for
some fixed s ≤ apn −1. Inspired by this, we then construct a more general surjective module
homomorphism from ∇(r)⊗∆(s) to ∇(r−1)⊗∆(s+1). After some further investigation, we find
that this is enough to allow us to calculate the good filtration of the indecomposable summands
of arbitrary ∇(r)⊗∆(s), where r ≥ s. Finally, we formalise these results, and give some corollaries
and examples.
6.1 Primitive Pairs
Firstly, using the notation from the previous chapter, we give the following lemma for all primes
p.
Lemma 6.1.1. Suppose that ∇(r)⊗∆(s) is a tilting module, where r = pt+ p−1 and s= up+v for
some t,u ∈N and v ∈ {0, . . . , p−1}. Then we have the following decomposition for ∇(r)⊗∆(s).
∇(r)⊗∆(s)=∇(p−1)⊗∆(p−2−v)⊗ (∇(t)⊗∆(u−1))F ⊕∇(p−1)⊗∆(v)⊗ (∇(t)⊗∆(u))F .
Proof. The proof follows that in Lemma 5.2.3, whereby we obtain the following short exact
sequence.
0−→∇(p−1)⊗∆(p−2−v)⊗(∇(t)⊗∆(u−1))F −→∇(r)⊗∆(s)−→∇(p−1)⊗∆(v)⊗(∇(t)⊗∆(u))F −→ 0.
By Lemma 5.2.3 we have that, since ∇(r)⊗∆(s) is tilting, both ∇(t)⊗∆(u) and ∇(t)⊗∆(u−1) are
tilting, so, using Lemma 5.1.3, we find that the second and fourth modules in the sequence are
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tilting. Hence the sequence must be split (Theorem 2.2.27), and ∇(r)⊗∆(s) decomposes as the
given direct sum. 
Note that, since in the above case ∇(r)⊗∆(s) is a tilting module, we can decompose it into its
indecomposable summands. Such a decomposition would be at least as fine as the one just given,
but we will make particular use of this one in the next lemma.
Recall that we say the pair (r, s) is a tilting pair if the module ∇(r)⊗∆(s) is a tilting module.
By theorem 5.1.5 we have that each primitive tilting pair (r, s) has the form given in the above
lemma, so it holds for all primitive tilting pairs. Next we give the main result of this section.
Lemma 6.1.2. Let (r, s) be a tilting pair. Then the module ∇(rˆ)⊗∆(sˆ) is a submodule of ∇(r)⊗∆(s).
Proof. First we remark that when the pair (r, s) is a primitive tilting pair, we have that (rˆ, sˆ)=
(r, s), so the result is trivial. To prove the non-trivial case, we first note that, as before, we can
assume without loss of generality that r ≥ s by duality. Furthermore, it’s sufficient to show
that if the pair (r, s) is a primitive tilting pair, then we have ∇(r)⊗∆(s) is a submodule of
∇(r+ an pn)⊗∆(s+ an pn) for any an ∈ {0,1, . . . , p−1} and n > lenp(r). Then we can apply this
result to every power of p appearing in ²p(r, s). We will prove this by induction on lenp(r).
For the base case let us consider ∇(0)⊗∆(0)' k, where lenp(0)=−1. Since both ∇(0)⊗∆(0) and
∇(an pn)⊗∆(an pn) are tilting modules, the dimension of HomG(∇(0)⊗∆(0),∇(an pn)⊗∆(an pn))
is equal to the inner product (∇(0)⊗∆(0),∇(an pn)⊗∆(an pn)) (Lemma 2.2.24). The character of
∇(0)⊗∆(0) is χ(0), so clearly this inner product is 1. Hence there exists a non-zero homomor-
phism from ∇(0)⊗∆(0) to ∇(an pn)⊗∆(an pn). The kernel of such a homomorphism is a submodule
of k, but since the homomorphism is non-zero we must have that it is injective, so we can embed
∇(0)⊗∆(0) as a submodule of ∇(an pn)⊗∆(an pn).
For the inductive step, let (r, s) be a primitive tilting pair, so that, by Proposition 5.3.1, we can
assume r = pt+ p−1 for some t ∈N and lenp(r)≤ n (the case s= pu+ p−1 is obtained likewise).
Write s= pu+v for some u ∈N and v ∈ {0, . . . , p−1}, and let
r′ = r+apn+1 = p(t+apn)+ p−1, s′ = s+apn+1 = p(u+apn)+v,
then we have (by Lemma 6.1.1) that
∇(r′)⊗∆(s′)=∇(p−1)⊗∆(p−2−v)⊗ (∇(t+apn)⊗∆(u+apn−1))F
⊕∇(p−1)⊗∆(v)⊗ (∇(t+apn)⊗∆(u+apn))F .
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By induction we have that ∇(t)⊗∆(u−1) is a submodule of ∇(t+apn)⊗∆(u+apn−1) and ∇(t)⊗∆(u)
is a submodule of ∇(t+apn)⊗∆(u+apn). Hence we obtain injections
∇(p−1)⊗∆(p−2−v)⊗ (∇(t)⊗∆(u−1))F ,→∇(p−1)⊗∆(p−2−v)⊗ (∇(t+apn)⊗∆(u+apn))F
∇(p−1)⊗∆(v)⊗ (∇(t)⊗∆(u))F ,→∇(p−1)⊗∆(v)⊗ (∇(t+apn)⊗∆(u+apn))F .
But by Lemma 6.1.1 we have that
∇(r)⊗∆(s)=∇(p−1)⊗∆(p−2−v)⊗ (∇(t)⊗∆(u−1))F⊕
∇(p−1)⊗∆(v)⊗ (∇(t)⊗∆(u))F ,
and so ∇(r)⊗∆(s) ,→∇(r′)⊗∆(s′). 
It follows that as a submodule of ∇(r)⊗∆(s), the module ∇(rˆ)⊗∆(sˆ) is equal to Opi(∇(r)⊗∆(s)),
where pi is the saturated set of weights with highest weight rˆ+ sˆ.
6.2 Short Exact Sequences
In this section we will exhibit a particular surjective module homomorphism between
∇(apn−1)⊗∆(s) and ∇(apn)⊗∆(s−1), where we assume that s ≤ apn−1, and a ∈ {1, . . . , p−1}.
As in previous chapters, we consider kG-modules as modules for the hyperalgebra Uk.
Lemma 6.2.1. The map φ :∇(apn−1)⊗∆(s)−→∇(apn)⊗∆(s−1) taking the element xapn−12 ⊗m+
to x1x
apn−1
2 ⊗ l+ defines a surjective module homomorphism, where m+ is a highest weight vector
of ∆(s), and l+ is a highest weight vector of ∆(s−1).
Proof. There are a number of statements in the above lemma that need proving, not least
of which that φ exists and actually gives a module homomorphism. To this end, we recall
Lemma 3.2.4 and remark that the module ∇(apn − 1)⊗∆(s) is in fact generated as a module
by xap
n−1
2 ⊗m+ (this follows from the fact that ∇(apn−1) = ∆(apn−1) = L(apn−1)). Hence, in
order to give a homomorphism explicitly, it’s sufficient to just give the image of this element.
Next we show that the map given above exists. Since ∇(apn − 1)⊗∆(s) is generated by the
element xap
n−1
2 ⊗m+ of weight s+1−apn, if we can show that
dimHomUk (∇(apn−1)⊗∆(s),∇(apn)⊗∆(s−1))= dim(∇(apn)⊗∆(s−1))s+1−ap
n
,
then we will have a linear isomorphism between the left and right sides. Hence we can give a
basis of HomUk (∇(apn−1)⊗∆(s),∇(apn)⊗∆(s−1)) by the elements φi, where φi(xap
n−1
2 ⊗m+)= vi,
and the elements vi give a basis for (∇(apn)⊗∆(s−1))s+1−apn (as in Section 3.1).
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To this end, we notice that a basis for (∇(apn)⊗∆(s−1))s+1−apn is given by the set
{
x1+i1 x
apn−1−i
2 ⊗ f i(l+) : i = 0, . . . , s−1
}
,
so that its dimension is s. Furthermore this basis contains the element x1x
apn−1
2 ⊗ l+. Next we
calculate the dimension of HomUk (∇(apn−1)⊗∆(s),∇(apn)⊗∆(s−1)) by using that
HomUk (∇(apn−1)⊗∆(s),∇(apn)⊗∆(s−1))=HomUk (∇(apn−1)⊗∆(apn),∇(s)⊗∆(s−1)).
On the right hand side, we have that both modules are tilting modules by Theorem 3.3.2, so
the dimension of the space of homomorphisms between them is given by their inner product
(Lemma 2.2.24). Now
Ch∇(apn−1)⊗∆(apn)=
apn−1∑
i=0
χ(2apn−1−2i)
and
Ch∇(s)⊗∆(s−1)=
s−1∑
i=0
χ(2s−1−2i),
by the Clebsch-Gordan formula. Since both 2s−1 and 2apn−1 are odd and s≤ apn−1, it’s clear
that the inner product is s. We have shown now that our homomorphisms exists and is well
defined, so it remains to prove surjectivity. To do this, we will show that the image of φ contains
a generating set of ∇(apn)⊗∆(s−1).
By Lemma 3.2.4, we have that the set
S =
{
xap
n−i
1 x
i
2⊗ l+ : i = 0,1, . . . ,apn
}
certainly generates ∇(apn)⊗∆(s− 1). Since φ(xapn−12 ⊗m+) = x1x
apn−1
2 ⊗ l+ ∈ S, we have that
e i(x1x
apn−1
2 ⊗ l+) ∈ Imφ for each i from 0 to apn−1. Next, since l+ is a highest weight vector of
∆(s−1), we have that
e i(x1x
apn−1
2 ⊗ l+)= e i(x1x
apn−1
2 )⊗ l+ =
(
apn−1
i
)
x1+i1 x
apn−1−i
2 ⊗ l+,
for i = 1, . . .apn−1. By Lucas’ Theorem (Theorem A.3.1) we have that each binomial coefficient
is non zero, so each element xi1x
apn−i
2 ⊗ l+ lies in Imφ for i = 1, . . . ,apn. Finally, we have that
fapn (x
apn
1 ⊗ l+) ∈ Imφ, and
fapn (x
apn
1 ⊗ l+)=
apn∑
j=0
f j(x
apn
1 )⊗ fapn− j l+ =
apn∑
j=0
(
apn
j
)
xap
n− j
1 x
j
2⊗ fapn− j l+.
Once again we apply Lucas’ theorem, but this time we get that
(apn
j
)= 0 for all j except apn and
0. However, when i = 0 we have that fapn l+ = 0 since l+ ∈ ∆(s−1) and s−1 < apn. Hence we
obtain that fapn (x
apn
1 ⊗ l+)= x
apn
2 ⊗ l+. Now we have that S ⊂ Im(φ), so φ is surjective. 
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The proposition shows us that we have a short exact sequence of the form
0−→K −→∇(apn−1)⊗∆(s)−→∇(apn)⊗∆(s−1)−→ 0,
for some module K . By looking at the character of each module in the sequence we deduce that
the character of K is given by
ChK =Ch∇(apn−1)⊗∆(s)−Ch∇(apn)⊗∆(s−1)
=
s∑
i=0
χ(apn−1− s+2i)−
s−1∑
i=0
χ(apn+1− s+2i)
= χ(apn−1− s).
By taking the left exact functor Opi (see Section 2.2.3), where pi is the saturated set of weights
with highest weight apn−1− s, we must have that
K =Opi(K)=Opi(∇(apn−1)⊗∆(s))=∇(apn−1− s).
We can summarise with the following corollary.
Corollary 6.2.2. Let s ≤ apn−1 for n ∈N and a ∈ {1, . . . , p−1}. The module ∇(apn)⊗∆(s−1) is
given by the quotient of ∇(apn−1)⊗∆(s) with the bottom induced module, ∇(apn−1− s), from its
good filtration.
Next we are able to generalise the above result, by exhibiting a surjective module homomor-
phism
ψ : ∇(r)⊗∆(s)−→∇(r+1)⊗∆(s−1),
for r, s ∈N with r ≥ s. Furthermore, this homomorphism will be independent of the characteris-
tic of k.
First recall that we have the module homomorphism given by multiplication,
φr : SrE⊗E −→ Sr+1E,
xa1 x
b
2 ⊗ x1 7−→ xa+11 xb2 ,
xa1 x
b
2 ⊗ x2 7−→ xa1 xb+12 ,
for all a and b ∈ N such that a+ b = r. Since SrE = ∇(r) and ∇(r)∗ = ∆(r) we can consider the
dual homomorphism
φ∗r : ∆(r+1)−→E⊗∆(r).
If we let m+ ∈∆(r+1) be a highest weight vector, and l+ a highest weight vector in ∆(r), then we
must have that φ∗r (m+)= x1⊗ l+. From here we can compute the image of each basis element of
∆(r+1) by
107
CHAPTER 6. FINAL RESULTS
φ∗r ( f im+)= f iφ∗r (m+)
= f i(x1⊗ l+)
=
i∑
j=0
f j(x1)⊗ f i− j l+
= x1⊗ f i l++ x2⊗ f i−1l+,
for all i = 1, . . . , r. For i = r+1 we have that φ∗r ( fr+1m+)= x2⊗ fr l+ since l+ ∈∆(r), so fr+1l+ = 0.
Having defined these maps we may now give ψ as the composition
ψ= (φr⊗ id∆(s−1))◦ (id∇(r)⊗φ∗s−1).
This is more easily visualised by the following commutative diagram.
∇(r)⊗∆(s) ∇(r+1)⊗∆(s−1)
∇(r)⊗E⊗∆(s−1)
ψ
id∇(r)⊗φ∗s−1 φr⊗id∆(s−1)
Next we would like to show that the map ψ is surjective. Using the explicit maps above, we can
calculate the image of ψ on the following basis.
ψ(xa1 x
b
2 ⊗m+)= (φr⊗ id∆(s−1))(xa1 xb2 ⊗ x1⊗ l+)
= xa+11 xb2 ⊗ l+,(6.1)
ψ(xa1 x
b
2 ⊗ f im+)= (φr⊗ id∆(s−1))(xa1 xb2 ⊗ x1⊗ f i l++ xa1 xb2 ⊗ x2⊗ f i−1l+)
= xa+11 xb2 ⊗ f i l++ xa1 xb+12 ⊗ f i−1l+,(6.2)
for i = 1, . . . , s−1. For i = s we have
ψ(xa1 x
b
2 ⊗ fsm+)= (φr⊗ id∆(s−1))(xa1 xb2 ⊗ x2⊗ fs−1l+)
= xa1 xb+12 ⊗ fs−1l+.(6.3)
In particular, we notice from the first line that xa+11 x
b
2 ⊗ l+ ∈ Imψ, for all a and b such that
a+b= r. We claim also that xr+12 ⊗ l+ ∈ Imψ. Consider the image
ψ
( s−1∑
i=1
(−1)i−1xi−11 xr−i+12 ⊗ f im+
)= s−1∑
i=1
(−1)i−1ψ(xi−11 xr−i+12 ⊗ f im+),
which by eq. (6.2) is equal to
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s−1∑
i=1
(−1)i−1(xi1xr−i+12 ⊗ f i l++ xi−11 xr−i+22 ⊗ f i−1l+).
Now note that this sum is telescopic, so we are left only with the terms xr+12 ⊗l++(−1)s−2xs−11 xr−s+22 ⊗
fs−1l+. But by eq. (6.3) we have
ψ(xs−11 x
r−s+1
2 ⊗ fsm+)= xs−11 xr−s+22 ⊗ fs−1l+,
so we obtain that xr+12 ⊗ l+ ∈ Imψ. Hence we have that ∇(r+1)⊗ l+ ⊂ Imψ, and since this subset
generates the module ∇(r+1)⊗∆(s−1), we have that ψ is surjective.
Hence this map induces a short exact sequence
0−→K −→∇(r)⊗∆(s)−→∇(r+1)⊗∆(s−1)−→ 0,
where K can be seen as the kernel of ψ, a submodule of ∇(r)⊗∆(s). Furthermore we can calculate
the character of K as χ(r− s). Now, consider the saturated subset pi of X (T) consisting of those
weights less than or equal to r− s. As before, applying the left exact functor Opi to the short
exact sequence above gives us
0−→Opi(K)−→Opi(∇(r)⊗∆(s))−→Opi(∇(r+1)⊗∆(s−1))−→ . . .
However, since the lowest Clebsch-Gordan coefficient of ∇(r+1)⊗∆(s−1) is r−s+2 we have that
Opi(∇(r+1)⊗∆(s−1))= 0. Furthermore, we have that K =Opi(K) since its character is χ(r−s), so
we obtain that
K =Opi(∇(r)⊗∆(s))=∇(r− s).
Theorem 6.2.3. There exists a short exact sequence
0−→∇(r− s)−→∇(r)⊗∆(s)−→∇(r+1)⊗∆(s−1)−→ 0,
for all r, s ∈N where r ≥ s.
We remark that for any r, s ∈N we can find some a and b in N such that a+ b = r+ s,a ≥ b and
|a− b| ≤ 1. By Theorem 3.3.2 we have that the module ∇(a)⊗∆(b) is tilting, and so using the
character we can decompose it into its indecomposable tilting summands for a particular prime
p, as in Section 5.4. Since each Clebsch-Gordan coefficient a+b−2i only occurs once in the good
filtration of ∇(a)⊗∆(b), there exists exactly one indecomposable summand for which ∇(a− b)
occurs as a submodule. Let’s say
∇(a)⊗∆(b)=T(c1)⊕T(c2)⊕ . . .⊕T(cn),
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and we may as well assume that ∇(a− b) appears in the good filtration of T(c1). Then by Theo-
rem 6.2.3 we have that
∇(a+1)⊗∆(b−1)= T(c1)∇(a−b) ⊕T(c2)⊕ . . .⊕T(cn).
There is however, one caveat. This is that an indecomposable tilting module, like T(c1), may
not remain indecomposable under the quotient of the lowest submodule of its good filtration. It
turns out however, that it does remain indecomposable, as we will shortly see. Not only this,
but further quotients remain indecomposable. Assuming this, we can repeat the above proce-
dure, taking the quotient of the lowest weight induced submodule. Each time this gives us the
decomposition for ∇(a+ i)⊗∆(b− i) for i = 1,2, . . . ,b. Hence, in principle, we may obtain the de-
composition, in any characteristic, for the module ∇(r)⊗∆(s), which was the original aim of this
thesis.
I am thankful to Stephen Donkin for supplying the proof of the following proposition, which
shows us that the indecomposable tilting modules remain indecomposable under taking multi-
ple quotients.
Proposition 6.2.4. For G = SL2(k), every indecomposable tilting module has simple socle and
simple head.
Proof. First we remark that since the indecomposable tilting modules T(r) are all self dual, it’s
sufficient to prove only that they have simple socle. For r ≤ p−1 we have that T(r)= L(r) and so
the result is true. Next we consider r in the range p≤ r ≤ 2p−2, so that we can write r = p−1+ t
for some t≤ p−1. In this case we have that the G1-socle of T(r) is L(p−1− t) (as in the proof of
Lemma 5.1.4), so it follows that its G-socle is simple too.
Next we consider the case r > 2p− 2, where we will write r = s+ pt with p− 1 ≤ s ≤ 2p− 2,
and s = p−1+ u with 0 ≤ u ≤ p−1. Then we have T(r) = T(s)⊗T(t)F , so that the G1-socle of
T(r) is L(p−1− u)⊗T(t)F . Suppose then, that for some v ≥ 0 we have HomG(L(v),T(r)) 6= 0,
then we must also have that HomG1(L(v),T(r)) = HomG1(L(v),L(p−1− u)⊗T(t)F ) 6= 0, so that
v= p−1−u+ pw for some w ∈N.
We have then, that
HomG(L(v),T(r))=HomG(L(p−1−u)⊗L(w)F ,L(p−1−u)⊗T(t)F )
=H0(G,L(p−1−u)∗⊗L(p−1−u)⊗ (L(w)∗⊗T(t))F )
=H0(G/G1,H0(G1,L(p−1−u)∗⊗L(p−1−u))⊗ (L(w)∗⊗T(t))F )
=H0(G/G1, (L(w)∗⊗T(t))F )
=HomG(L(w),T(t)),
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where we are using that for any module V we have H0(G1,V F )=V F . By induction we have that
this is equal to k if L(w) is the G-socle of T(t), and 0 otherwise. Hence we have that
SocGT(r)= L(u)⊗ (SocGT(t))F ,
which by Steinberg’s tensor product theorem (Theorem 2.2.18), is simple. 
6.3 Clebsch Gordan Modules
In this section, we formalise the ideas of the previous section, and introduce some notation.
Let T(r) be the indecomposable tilting module of highest weight r, and suppose it has the good
filtration given by
0=V0 <V1 <V2 < . . .<Vt−1 <Vt =T(r),
where each quotient Vi/Vi−1 is isomorphic to ∇(r i) for some r i ∈N. Define T(r)i = T(r)/Vi−1 for
i = 1, . . . , t, and T(r)0 =T(r).
Lemma 6.3.1. For all r, s≥ 0 we have that (T(r) :∇(s)) is either 1 or 0.
Proof. We may write r as r = 2m+1 or r = 2m for some m ∈N. Then T(r) is a direct summand
of the module ∇(m+1)⊗∆(m) or ∇(m)⊗∆(m). In either case, the Clebsch-Gordan formula for
the character shows us that (T(r) :∇(s))≤ 1. 
Definition 6.3.2. We will call a G-module V a Clebsch-Gordan module (or CG-module for short)
if the following two properties hold:
1. V is a direct sum of modules of the form T(r)i.
2. The composition factor (V : ∇(m)) is either 1 or 0 for all m ∈N.
Lemma 6.3.3. If V is a Clebsch-Gordan module and m is the minimal element of the set
{
i : (V :∇(i) 6= 0 },
then V contains a unique submodule V0 isomorphic to ∇(m), and the quotient module V /V0 is
also a Clebsch-Gordan module.
Proof. Let pi denote the saturated set of weights corresponding to the set {i ∈N∪ {0} : i ≤m }.
Since m was minimal we have that V0 =Opi(V )∼=∇(m). Since V is a Clebsch-Gordan module, it
has decomposition
V =V1⊕ . . .⊕Vt,
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where each Vi ∼=T(r i)qi for some r i and qi ∈N∪ {0}. Hence we must have that
V0 =Opi(V1)⊕ . . .⊕Opi(Vt)∼=∇(m).
Since ∇(m) is indecomposable, we must have that V0 = Opi(Vu) for some u ≤ t. Therefore the
quotient can be written
V /V0 =Vu /V0⊕
⊕
i 6=u
Vi.
Finally we note that Vu /V0 =T(ru)qu+1, so we have that
V /V0 =T(ru)qu+1⊕
⊕
i 6=u
T(r i)qi .
In particular we have that for each j 6=m the composition factor (V /V0 :∇( j)) is equal to (V :∇( j)),
and
(V /V0 :∇(m))= (V :∇(m))−1= 0.
Hence the quotient V /V0 is a Clebsch-Gordan module. 
Corollary 6.3.4. For r ≥ s we have that the module ∇(r)⊗∆(s) is a Clebsch-Gordan module.
Proof. First we consider the case |r− s| ≤ 1, for which we have that ∇(r)⊗∆(s) is tilting, and
thus a Clebsch-Gordan module. For all other such r and s we have the short exact sequence
from Theorem 6.2.3
0−→∇(r− s−2)−→∇(r−1)⊗∆(s+1)−→∇(r)⊗∆(s)−→ 0.
Using Lemma 6.3.3 and induction (with the case |r− s| ≤ 1 as the base case), we obtain that
∇(r)⊗∆(s) is a Clebsch-Gordan module. 
As a Clebsch-Gordan module, the indecomposable summands of ∇(r)⊗∆(s) are all of the form
T(t)i, and these can be found from the known decomposition of the unique tilting module
∇(a)⊗∆(b) where a+ b = r+ s and |a− b| ≤ 1, by taking successive quotients. In particular
we have that for all r ∈N, the induced module ∇(r) is a Clebsch-Gordan module.
We can in fact, take such successive quotients in one go, and we summarise the above proce-
dure in the following result.
Corollary 6.3.5. Let r, s, t,u ∈N such that r ≥ s, t≥ u, r+ s= t+u and r− s< t−u. Let pi be the
saturated set of weights consisting of those less than t−u. Then we have the following short exact
sequence
0−→Opi(∇(r)⊗∆(s))−→∇(r)⊗∆(s)−→∇(t)⊗∆(u)−→ 0.
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Recall that Lemma 6.1.2 told us that if ∇(r)⊗∆(s) was a tilting module, then ∇(rˆ)⊗∆(sˆ) was a
submodule. As mentioned above, it’s clear that if pi is the saturated set of weights consisting of
those less than or equal to rˆ+ sˆ, then we have the equality
∇(rˆ)⊗∆(sˆ)=Opi(∇(r)⊗∆(s)).
In light of the above result, we obtain the following corollary.
Corollary 6.3.6. Let ∇(r)⊗∆(s) be a tilting module with r ≥ s. Then there exists the following
short exact sequence.
0−→∇(rˆ)⊗∆(sˆ)−→∇(r)⊗∆(s)−→∇(rˆ+ sˆ+1+εp(r, s))⊗∆(εp(r, s)−1)−→ 0,
where the notation follows that in Section 5.1.1.
Proof. All that remains to be proven are the parameters for the third module in the sequence,
since we know that this module is of the form ∇(t)⊗∆(u) for some t and u in N, by Corollary 6.3.5.
By considering the character we obtain the following two equations
t+u= r+ s,
t−u= rˆ+ sˆ+2,
the first of which we may rewrite as
t+u= rˆ+ sˆ+2εp(r, s).
By solving these equations we obtain that t= rˆ+ sˆ+1+εp(r, s) and u= εp(r, s)−1. 
6.3.1 Example Decompositions
Following Section 5.4, we give some example decompositions when the prime p is equal to 2.
First let’s consider ∇(16)⊗∆(1). We have the short exact sequence
0−→∇(13)−→∇(15)⊗∆(2)−→∇(16)⊗∆(1)−→ 0.
Using the known decomposition of ∇(15)⊗∆(2) from Section 5.4, we have that
∇(16)⊗∆(1)=T(17) /∇(13)⊕T(15)=∇(17)⊕∇(15),
which agrees with Lemma 4.3.1.
Next we consider ∇(7)⊗∆(7). We noticed in Section 5.4 that this module was indecomposable. It
follows then that when r+ s= 14 we have that ∇(r)⊗∆(s) is indecomposable. For example,
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∇(8)⊗∆(6)=T(14) /∇(0).
Finally, from the known decomposition of ∇(9)⊗∆(8)=T(17)⊕T(15)⊕T(11)⊕T(9)⊕T(7)⊕T(1),
we give the following
∇(10)⊗∆(7)=T(17)⊕T(15)⊕T(11)⊕T(9)⊕T(7),
∇(11)⊗∆(6)=T(17)⊕T(15)⊕ (T(11) /∇(3))⊕T(9)⊕T(7),
∇(12)⊗∆(5)=T(17)⊕T(15)⊕ (T(11) /∇(3))⊕ (T(9) /∇(5))⊕T(7),
∇(13)⊗∆(4)=T(17)⊕T(15)⊕ (T(11) /∇(3))⊕ (T(9) /∇(5)),
∇(14)⊗∆(3)=T(17)⊕T(15)⊕ (T(11) /∇(3)),
∇(15)⊗∆(2)=T(17)⊕T(15),
∇(16)⊗∆(1)= (T(17) /∇(13))⊕T(15)
∇(17)=T(17) /∇(13).
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A.1 Polynomial GLn(k)-Modules
In Lemma 3.2.1 we use the notion of polynomial GLn(k)-modules. In this section, we will briefly
introduce them, and the main results we use concerning them. For further details the reader
may consult [16]. Throughout this section, k is an infinite field of arbitrary characteristic, and
G =GLn(k).
First recall that for each i, j = 1, . . . ,n, we have the function Ti j ∈Map(G,k), given by Ti j(g)= g i j,
the i j-entry of the matrix g. These functions generate a k-subalgebra of Map(G,k), which we
denote Ak(n). We will often refer to elements of Ak(n) as polynomial functions on G.
Let V be a kG-module with corresponding representation ρ. Fix a basis {v1, . . . ,vm} for V , then
we have maps ρ i j : G −→ k given by
ρ(g)v j =
m∑
i=1
ρ i j(g)vi,
for all g ∈ G. These maps are called the coefficient functions of ρ, and their k-span is called
the coefficient space, a subspace of Map(G,k) often denoted cf(V ). It is easy to show that the
coefficient space is independent of the basis chosen.
Definition A.1.1. A GLn(k)-module V , with corresponding representation ρ, is called a polyno-
mial module if for every i, j we have that the coefficient function ρ i j is a polynomial function on
G, i.e. ρ i j ∈ Ak(n), or equivalently, that cf(V )⊂ Ak(n).
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It’s clear from the remark following Definition 2.2.4, that every polynomial module is also a ra-
tional module.
Recall that a polynomial is called homogeneous of degree r if it is expressible as a sum of mono-
mials, each of degree r. The finite-dimensional space of homogeneous polynomials of degree r
inside Ak(n) is denoted Ak(n, r). This allows us to give the grading,
Ak(n)=
⊕
r≥0
Ak(n, r).
Definition A.1.2. Let V be a polynomial GLn(k)-module. If cf(V )⊂ Ak(n, r) then V is called a
homogeneous polynomial GLn(k)-module of degree r.
The central result concerning homogeneous polynomial GLn(k)-modules is the following.
Theorem A.1.3 ([16, Theorem 2.2c]). Every polynomial GLn(k)-module V has a decomposition
given by
V =⊕
r≥0
Vr,
where for each r we have that Vr is a submodule of V such that Vr is a homogeneous polynomial
GLn(k)-module of degree r.
We give the following result, used in Lemma 3.2.1.
Lemma A.1.4. Let V and W be two homogeneous polynomial GLn(k)-modules of some fixed
degree d ∈N. Then we have an isomorphism of vector spaces
HomGLn(k)(V ,W)∼=HomSLn(k)(V ,W).
Proof. First, it’s clear that we may restrict a GLn(k) homomorphism to an SLn(k) homomor-
phism, and that restriction is linear. It remains to show then, that in this case restriction is also
bijective.
Let Z be the center of GLn(k), given by
Z =
{
diag(t, . . . , t) : t ∈ k∗
}
,
and recall that we may write GLn(k) as the product ZSLn(k). Write g ∈GLn(k) as zg0 for z ∈ Z
and g0 ∈ SLn(k). We may write z as t1n, so that z acts on V and W by multiplication by td.
Hence we have, for any φ ∈HomSLn(k)(V ,W) and v ∈V ,
φ(gv)=φ(zg0v)=φ(td g0v)= tdφ(g0v)= td g0φ(v)= zg0φ(v)= gφ(v),
so φ is a GLn(k) homomorphism. 
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A.2 Results on SLn(k)-Modules
For the reader’s convenience, we give the following results and proofs taken directly from [4].
These are used in Section 3.2.
Lemma A.2.1 ([4, Lemma 5.0.3]). Let V be an indecomposable GLn(k)-module, and W a sub-
space of V . Then W is a kGLn(k)-submodule of V if and only if it is a kSLn(k)-submodule of
V .
Proof. Let Z denote the center of GLn(k) and let z ∈ Z be fixed. As a vector space, we can write
V as
V =⊕
λ∈k
Vλ,
where Vλ = {v ∈ V : zv = λv }. Now let λ ∈ k, v ∈ Vλ and g ∈ GLn(k). Then we have z(gv) =
(zg)v = (gz)v = λgv, and so in fact, the above decomposition is a decomposition as kGLn(k)-
modules. Since V is indecomposable, we must have that V =Vλ for some λ ∈ k, hence z acts by
scalar multiplication. Finally, using the fact that GLn(k)= Z ·SLn(k) we get the result. 
Lemma A.2.2 ([4, Lemma 5.3.8]). Let A be a finite dimensional algebra over k, V an A-module,
and e= e2 ∈ A with e 6= 0. Then the k-vector spaces HomA(Ae,V ) and eV are isomorphic.
Proof. Consider the linear map φ : HomA(Ae,V )−→ eV sending θ to θ(e), which is well defined
since θ(e) = θ(e)2 = eθ(e) ∈ eV . It’s clear that φ(θ) = 0 if and only if θ(Ae) = 0 so φ is injective.
Furthermore, for every ev ∈ eV the map θ : se 7−→ sev is a well defined morphism of A-modules
and so φ is surjective. 
For the final lemma we will introduce some notation, and refer the reader to [16] and [26] for
further details. Let G =GLn(k) and recall the definition of Ak(n, r) from Section A.1. We denote
the Schur algebra by Sk(n, r); this is the linear dual of Ak(n, r), with algebra structure given
by the natural bialgebra structure on Ak(n). It’s well known that the category of homogeneous
polynomial GLn(k)-modules of degree r is equivalent to the category of Sk(n, r) modules [26,
Theorem 2.2.7].
Let λ = (λ1, . . . ,λn) ∈ Λ(n, r) be an n-composition (i.e. a sequence of n non-negative numbers
summing to r). We will denote by SλE the polynomial kG-module given by Sλ1 E⊗ ·· · ⊗SλnE,
where SrE is the usual rth symmetric power of the natural kG-module E. We have the following
grading for the kG-module Ak(n, r),
Ak(n, r)=
⊕
λ∈Λ(n,r)
SλE.
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It’s known that for an n-composition α ∈ Λ(n, r), there exists an idempotent ξα ∈ Sk(n, r) such
that Vα ∼= ξαV [26, Theorem 2.2.10].
For a polynomial GLn(k)-module V , we denote by V ◦ the contravariant dual of V . As a vec-
tor space this is equal to the linear dual, but the action is given as
g ·α(v)=α(gtv),
for all g ∈GLn(k), α ∈ V ◦ and v ∈ V . The symbol gt denotes the transpose of the matrix g. In
particular then, since the transpose of an element in a torus T is equal to itself, the weights of
V ◦ are equal to those of V . Furthermore, it’s clear that if v ∈Vλ and v has dual element α, then
α ∈ (V ◦)λ. The reader may consult [16, Section 2.7] for more on the contravariant dual.
Lemma A.2.3 ([4, Lemma 5.3.9]). For an Sk(n, r)-module V , the k-vector spaces HomSk(n,r)(V
◦,SαE)
and Vα are isomorphic.
Proof. By Lemma A.2.2 with A = Sk(n, r) and e= ξα, the k-vector spaces HomSk(n,r)(Sk(n, r)ξα,V )
and Vα are isomorphic. Then using the fact that, for any finite-dimensional k-algebra A we have
HomA(V ,W)∼=HomA(W◦,V ◦),
for A-modules V and W , we obtain that
HomSk(n,r)(V
◦, Ak(n, r)ξα)∼=Vα.
Finally, we have that Ak(n, r)ξα ∼= SαE, giving the result. 
A.3 Lucas’ Theorem
In many cases in this thesis it will be extremely useful to give a binomial coefficient modulo p
in terms of the parameters. Fortunately, Lucas’ theorem tells us exactly how to do that.
Theorem A.3.1. Let r, s ∈N with p-adic expansions given by
r =
n∑
i=0
r i pi, s=
n∑
i=0
si pi.
Then we have (
r
s
)
≡
n∏
i=0
(
r i
si
)
(mod p).
The proof can be found in [24].
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A.4 p-adic Numbers
In Chapter 4 we worked over the field of p-adic numbers Qp, for which we give a brief introduc-
tion here. We will follow loosely [2], to which we refer the reader for a more in-depth account.
Throughout we will fix a field k, and a prime number p. First we give a definition.
Definition A.4.1. A valuation of rank 1 of a field k is a mapping | · | : k −→ R that satisfies the
following properties for all a and b ∈ k:
1. |a| ≥ 0 and |a| = 0 if and only if a= 0.
2. |ab| = |a||b|.
3. |a+b| ≤ |a|+ |b|.
If in addition we have that |a+b| ≤max(|a|, |b|) then | · | is called a non-archimedean valuation.
It’s clear that taking the absolute value of a rational number gives a valuation of Q. We are
interested however, in the following alternative. First, fix a real number c ∈ (0,1) (c = 1/p is a
common choice). Next, for any x ∈Q, we can factorize x as
x= pα a
b
for some α,a,b ∈Z such that p 6 |a and p 6 |b. Now define
| · |p :Q−→R
x 7−→ cα.
One can then show, that this is a non-archimedean valuation (see [2, Section I.1]). For a non-
archimedean valuation | · |, the subset V ⊂ k given by
V = { a ∈ k : |a| ≤ 1 } ,
forms a ring, called the valuation ring. Furthermore, its subset P consisting of those a such that
|a| < 1 is the unique maximal ideal of V , and is prime. Hence the quotient V /P is a field, called
the associated residue class field [2, Theorem I.2.3].
A field k with valuation | · | is called complete if every Cauchy sequence in k has a limit in
k. Through a process detailed in [2, Section II.1], one can uniquely complete a field k with re-
spect to a valuation on that field. We will denote the resulting field as kˆ. Furthermore, the
characteristic of kˆ is equal to that of k. For example, the real numbers R is the completion of Q
with respect to the usual absolute value. We remark that for a non-archimedean valuation | · |
we have |k| = |kˆ| (where |k| is the image of k in R under | · |), and that for any Cauchy sequence
{an} with limit a there exists an n ∈N such that |an| = |a| [2, Theorem II.1.4].
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Definition A.4.2. The field of p-adic numbers, denoted Qp, is the completion of Q with respect
to the valuation | · |p.
Notice that the image of Qp under the valuation | · |p is given by the set
{
|p|np : n ∈Z
}
.
For a p-adic number a ∈Qp, we can write a as
a=
∞∑
i=n
ai pi,
for some ai ∈Z and n is such that |a|p = |p|np. Note that this expression is not unique, however,
there exists a unique expression with the ai in the range 0,1, · · · , p− 1, called the canonical
expansion. Those elements for which there exists an expansion with n ≥ 0 will be called p-adic
integers, the set of which will be denoted Zp. Notice that we have Zp = Vˆp, the valuation ring on
Qp with respect to | · |p. This is given by the completion of the set
Z(p) =
{
pα
a
b
∈Q : α≥ 0
}
.
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