Computing Local Sensitivities of Counting Queries with Joins by Tao, Yuchao et al.
Computing Local Sensitivities of Counting Queries with Joins
Yuchao Tao:, Xi He‹, Ashwin Machanavajjhala:, Sudeepa Roy:
yctao@cs.duke.edu, xi.he@uwaterloo.ca, ashwin@cs.duke.edu, sudeepa@cs.duke.edu
: Duke University, ‹ University of Waterloo
Abstract
Local sensitivity of a query Q given a database instance
D, i.e. how much the output Q(D) changes when a tu-
ple is added to D or deleted from D, has many applica-
tions including query analysis, outlier detection, and in
differential privacy. However, it is NP-hard to find local
sensitivity of a conjunctive query in terms of the size of
the query, even for the class of acyclic queries. Although
the complexity is polynomial when the query size is fixed,
the naive algorithms are not efficient for large databases
and queries involving multiple joins. In this paper, we
present a novel approach to compute local sensitivity of
counting queries involving join operations by tracking and
summarizing tuple sensitivities – the maximum change a
tuple can cause in the query result when it is added or re-
moved. We give algorithms for the sensitivity problem for
full acyclic join queries using join trees, that run in poly-
nomial time in both the size of the database and query for
an interesting sub-class of queries, which we call ‘doubly
acyclic queries’ that include path queries, and in poly-
nomial time in combined complexity when the maximum
degree in the join tree is bounded. Our algorithms can be
extended to certain non-acyclic queries using generalized
hypertree decompositions. We evaluate our approach ex-
perimentally, and show applications of our algorithms to
obtain better results for differential privacy by orders of
magnitude.
1 Introduction
Understanding how adding or removing a tuple to the re-
lations in the database affects the query output is an im-
portant task to many applications [28, 35, 30]. For in-
stance, airline companies need to search for a new flight
that can meet the requirements of popular trips. Sales
companies should identify the critical part in the produc-
tion to minimize the number of orders affected by this
part. Besides these examples for query explanations, ap-
plications of the state-of-the-art privacy guarantee – differ-
ential privacy [20] – also need to add sufficient amount of
noise to hide the change in the query output due to adding
or removing a tuple. In particular, given a database in-
stance D, the maximum change to the query output when
one of the given tables in the database adds or deletes a
tuple is known as the local sensitivity of query on D, and
the tuple that matches this maximum change is known as
the most sensitive tuple in the domain of this database.
Computing the local sensitivity of queries on a single
relation is trivial, but it is challenging for queries that
involve joins of multiple relations. These queries join sev-
eral relations (the base relations or transformed relations)
into a single table and count the number of tuples in the
join output that satisfy certain predicates. For instance,
to compute the number of possible connecting flights for
a multi-city trip requires a join of flights from the given
cities. Prior work on provenance for queries and dele-
tion propagation [7, 14] focus on removing a tuple in the
database, but adding new tuples from the full domain is
equally important and even harder especially for complex
queries over large domains.
Therefore, we are motivated to study the local sensi-
tivity problem for counting queries with joins. In
particular, given a conjunctive counting query Q and a
database instance D, we would like to find the local sensi-
tivity of Q on D and find a tuple t˚ from the full domain
whose sensitivity matches the local sensitivity. We make
the following contributions for this local sensitivity prob-
lem.
‚ We show that it is NP-hard to find local sensitivity of
a conjunctive query in terms of the size of the query,
even for the class of acyclic queries.
‚ We find an efficient algorithm to solve the sensitiv-
ity problem and find the most sensitive tuple for path
join queries, in polynomial time in combined complex-
ity [43], irrespective of the output size. This is par-
ticularly interesting as the well-known algorithms for
acyclic and path join queries [46] run in polynomial
time in both the size of the input and also the output.
‚ We present an algorithm, TSens, that efficiently finds
the most sensitive tuple for full acyclic conjunctive
queries without self-joins using join trees, and for a
sub-class of general conjunctive queries though ex-
tensions using generalized hypertree decompositions.
TSens runs in polynomial time in both the size of
the database and query for an interesting sub-class of
queries, which we call ‘doubly acyclic queries’ that gen-
eralizes path queries, and in polynomial time in com-
bined complexity when the maximum degree in the join
tree is bounded.
This paper also shows an application of our pro-
posed technique TSens for differential privacy. An
algorithm satisfies differential privacy if its output is in-
sensitive to adding or removing a tuple in any possible
input database. This is usually achieved by injecting suf-
ficient amount of noise to the mechanism in order to hide
the changes caused by the most sensitive tuples from the
domain. Hence, the utility of the mechanisms crucially
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depends on the upper bound of the local sensitivity. For
general SQL counting queries with joins, current methods
either offer no efficient or systematic solutions for comput-
ing sensitivity [29, 13, 17] or severly overestimate the sen-
sitivity resulting in poor accuracy [26]. Moreover, some
queries are highly sensitive to adding or removing a tu-
ple, and approaches that just add noise calibrated to the
sensitivity fail to offer any utility.
In this paper, we combine TSens with an effective and
general purpose technique for DP query answering, called
truncation. Here the query is run on a truncated version of
the database where tuples resulting in high sensitivity are
removed. While this introduces error in the query answer
(bias), it decreases the sensitivity and the noise added,
and thus, the overall error. While prior work has used
truncation [35, 30], obtaining high accuracy is challenging
as it is nontrivial to determine which tuples to truncate.
We show TSens can solve this challenge:
‚ Our algorithm TSens is able to compute the sensi-
tivity of each tuple in the domain. This allows us to
develop a new truncation-based differentially private
mechanism (called TSensDP) to answer complex SQL
queries by truncating a proper set of sensitive tuples.
‚ TSens provides tight estimates on the local sensi-
tivity (as much as 2.2 million times better than the
state of the art techniques for sensitivity estimation
[27]). Moreover, TSensDP answers queries with sig-
nificantly lower error than PrivSQL [30], a state of
the art method for answering SQL queries.
Organization: We discuss preliminaries and state the
problem in Section 2. We discuss complexity of our prob-
lem in Section 3. Section 4 and 5 respectively give al-
gorithms for path join and acyclic conjunctive queries
with possible extensions. These algorithms are used to
construct a differentially private mechanism in Section 6.
Section 7 presents an experimental evaluation of our ap-
proach. Related work and future direction are discussed
in Sections 8 and 9.
2 Preliminaries
We consider a database instance D with m tables
R1, . . . , Rm. Relation Ri has attributes Ai where ki “ |Ai|,
and ni tuples. Database D has attributes AD “ Ymi“1Ai,
and k “ |AD| and n “ řmi“1 ni denotes the total num-
ber of attributes and tuples respectively in D. For any
attribute A Ď AD, we use ΣA as the domain of A. For
multiple attributes A “ tA1, . . . , A`u Ď AD, the domain is
ΣA “ ΣA1 ˆ . . . ˆ ΣA` . For a tuple t P Ri and attribute
A P Ai, t.A denotes the value of attribute in t, and for
A Ď Ai, t.A denotes a list of values of the attributes in A
with an implicit order.
Full conjunctive queries without self-joins. We fo-
cus on counting queries that counts the number of output
tuples (in bag semantics) for the class of full conjunctive
queries (CQ) without self-joins1, which is equivalent to the
1Note that CQs can include the selection operator by adding
predicates of the form A “ a, which we discuss in Section 5.4.
natural join in the SQL semantics (equal values of com-
mon attributes in different relations) and has been exten-
sively studied in the literature [16, 25, 8]. A CQ Q can be
written as a datalog rule as:
QpADq: ´R1pA1q, R2pA2q, . . . , RmpAmq.
Here all the attributes AD appear in the head of the
datalog rule, and Ai X Aj ‰ H captures natural join. We
also call attributes as variables and relations as atoms. We
interchangeably use the equivalent relational algebra (RA)
form:
Q “ R1 ’ ¨ ¨ ¨ ’ Rm.
where ’ with no subscripts refer to natural joins. We
denote QpDq as the query result about Q on D. For
example, in Figure 1, given 4 relations pR1, R2, R3, R4q
and attributes pA,B,C,D,E, F q, where each attribute
has a domain of size 2, the natural join of these rela-
tions QpA,B,C,D,E, F q has an output of a single tuple
pa1, b1, c1, d1, e1, f1q (Figure 1(b)).
2.1 Problem Statement
Tuple and Local Sensitivity. Tuple and local sensitiv-
ity of a counting query measure the (maximum) possible
change in the number of output tuples when a tuple is
added to the database or is removed from the database,
and are defined as follows. For two relations R,R1 with
the same set of attributes, R∆R1 “ pR ´ R1q Y pR1 ´ Rq
is the symmetric set difference.
Definition 2.1 (Tuple Sensitivity). Given a tuple t
from the domain of any table as t P ΣA1 Y ΣA2 . . .Y ΣAm ,
a query Q, and a database instance D,
‚ upward tuple sensitivity is:
δ`pt, Q,Dq “ |QpD Y ttuq ∆ QpDq|
‚ downward tuple sensitivity is:
δ´pt, Q,Dq “ |QpDq ∆ QpDzttuq|
‚ tuple sensitivity is:
δpt, Q,Dq “ max pδ`pt, Q,Dq, δ´pt, Q,Dqq
We often drop t, Q, and D and simply use δ`, δ´, or δ.
Definition 2.2 (Local Sensitivity). Given a query Q
and a database instance D, the local sensitivity is defined
as the maximum tuple sensitivity:
LSpQ,Dq “ max
tPΣA1YΣA2 ...YΣAm
δpt, Q,Dq
Example 2.1. In Figure 1, the tuple pa1, b1, c1q in R1 has
a downward tuple sensitivity of 1 as removing this tuple
will decrease the join output size by 1. Similarly, the tu-
ple pa2, b2, c1q from the full domain of R1 has a downward
tuple sensitivity of 0 as no such tuple exists in the given
database instance. On the other hand, the tuple pa2, b2, c1q
has an upward tuple sensitivity 4, as adding this tuple will
increase the output size by 4. To compute the local sensi-
tivity of this query on the database instance given in Fig-
ure 1, we need to find the largest possible change to the
output size when adding or removing any possible tuple
from the domain. The local sensitivity of this query equals
to 4, and the most sensitive tuple is pa2, b2, c1q in R1.
2
A B C
a1 b1 c1
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a2 b1 c1
A E
a1 e1
a2 e1
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b1 f1
b2 f1
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R3R1 R2 R4
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R1      R2      R3      R4 (a) a database instance
A B C
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a2 b1 c1
A E
a1 e1
a2 e1
a2 e2
B F
b1 f1
b2 f1
b2 f2
A B D
a1 b1 d1
a2 b2 d2
R3R1 R2 R4
A B C D E F
a1 b1 c1 d1 e1 f1
R1      R2      R3      R4 
(b) the join result
Figure 1: An example for a full conjunctive query
Definition 2.3 (The Local Sensitivity Problem).
Given a query Q and a database instance D, the local sen-
sitivity problem aims to find the local sensitivity LSpQ,Dq
of Q on D, and also find a tuple t˚ whose tuple sensitivity
matches the local sensitivity.
The problem is trivial when there is only one relation R
in the database and QpRq “ R, since the local sensitivity
is always 1 and any tuple can be the most sensitive tuple.
In this paper, we focus on full CQs on multiple relations
involving multiple joins.
2.2 Acyclic Queries
One sub-class of CQs that has been studied in depth in the
literature is the class of acyclic queries [11, 23, 3], which
we consider as one of the classes of queries in this paper.
There are different notions of acyclicity [23], however, in
this paper we will use one of the standard notions based on
GYO decompositions (from Graham-Yu-Ozsoyoglu) [3].
Given a CQ Q, the query hypergraph has all the vari-
ables or attributes as vertices, and relations appearing in
the body of the query as edges. An ear is a hyperedge
h whose vertices can be divided into two groups that (i)
either exclusively belong to h, or (ii) are completely con-
tained in another hyperedge h1. The GYO-decomposition
algorithm repeatedly picks an ear from the hypergraph,
removes the vertices that are exclusively in the ear, and
then removes the ear from the hypergraph, until the hy-
pergraph is empty or no more ears are found. A CQ is
acyclic if the GYO-decomposition algorithm returns an
empty hypergraph. Further, the decomposition algorithm
results in a join-tree, which will be described next (as-
suming the query hypergraph is connected, otherwise a
join-forest is obtained).
Join-trees. A join-tree T for a CQ whose hypergraph is
connected satisfies the following property: for any two re-
lations Ri, Rj appearing in the body of the query such that
AiXAj ‰ H, all attributes in the intersection appear on a
unique path from Ri to Rj in the tree. A join-tree can be
obtained for an acyclic query from a GYO-decomposition
by adding an edge from relation Ri to another relation
Rj , when the hyperedge for Ri is being eliminated as an
ear, and all the vertices that do not exclusively belong to
Ri belong to Rj . It is well-known that joins on acyclic
queries can be computed in polynomial time in the size of
the query and the input (combined complexity, see Sec-
tion 3). The output can be generated by two passes on a
join-tree using semi-join operators [3]. Figure 2 shows the
hypergraph of the query QpA,B,C,D,E, F q in Figure 1
and its GYO decomposition.
A
B
C
D
E
F
R3: AE
R4: BF
R1: ABC R4: ABD
(a) the hypergraph
A
B
C
D
E
F
R3: AE
R4: BF
R1: ABC R4: ABD
(b) the join tree
Figure 2: The GYO decomposition of the query in Figure 1
(left) and the resulted join tree (right). Here R3(AE),
R4(BF) and R4(ABD) are all ears of R1(ABC), so we
remove them from the hypergraph and connect them to
R1(ABC) in the join tree.
3 Complexity Analysis
Query, Data, and Combined Complexity. For
evaluation of database queries, both the query size (the
number of relations and attributes as m and k) and the
instance size (the number of tuples n) are inputs, and
therefore based on the parameter that is considered as
variable, three different notions of complexity are con-
sidered [43]. Query or expression complexity treats the
query size (m, k) as a variable and the data size (n) as a
constant. Data complexity treats data size as a variable
and query size as a constant, whereas combined complexity
treats both query and data size as variables. It is known
that even query evaluation for general CQs is NP-hard for
query and combined complexity (e.g., by a simple reduc-
tion from clique), but has polynomial data complexity.
3.1 Polynomial Data Complexity
The naive solution of computing the local sensitivity is to
check the tuple sensitivity of all possible tuples from all
tables. While for downward tuple sensitivity, we need to
consider deletions of at most n tuples from the database,
for the upward tuple sensitivity when we consider inserting
a tuple, the domain of a possible tuple can be arbitrarily
larger than n (and even infinite if any attribute has infi-
nite, e.g., integer domain). However, we show below that
we can always have a polynomial data complexity by nar-
rowing down the domain of interest.
Active domain of an attribute with respect to a given
instance typically refers to the set of values of that at-
tribute appearing in the instance. In our context, given
an instance D, a relation Ri in D, and an attribute A P Ai,
we use ΣA,iact “ YtPRit.A Ď ΣAi to denote the active domain
of A with respect to Ri in D. If an attribute A appears in
two relations Ri, Rj , it may happen that Σ
A,i
act ‰ ΣA,jact .
For the upward tuple sensitivity, we only consider tuples
that can possibly change the result after the insertion, so
its attribute values should appear in all other relations.
We define representative domain to capture this intuition:
Definition 3.1 (Representative domain). Given an
instance D, a relation Ri in D, and an attribute A P Ai,
we define the representative domain of A with respect to
Ri as Σ
A,i
repr “
Ş
j : APAj ,j‰i Σ
A,i
act, if A appears in at least
two relations, and set it as tau for any arbitrary value
a P ΣA,iact, if A does not appear in any other relation.
The representative domain for a relation Ri, denoted by
3
ΣAirepr Ď ΣAi , is defined as ΣAirepr “ ΣA1,irepr ˆ . . . ˆ ΣAki ,irepr
where Ai “ tA1, ¨ ¨ ¨ , Akiu are the attributes in Ri.
Example 3.1. From Figure 1, the representative domain
of A in R1 is Σ
A,1
repr “ ΣA,2act XΣA,3act “ ta1, a2uX ta1, a2u “
ta1, a2u
We show the following theorem with the proof in ap-
pendix.
Theorem 3.1. The local sensitivity of a full CQ Q with
respect to a given instance D can be computed in polyno-
mial time in data complexity.
3.2 Combined Complexity: NP-hardness
Theorem 3.1 shows that the sensitivity problem has poly-
nomial data complexity, but the algorithm may run in
Opmnkq time, which is inefficient even for a small number
of relations and attributes. Therefore, in this section, we
study the combined complexity for the problem and show
that the exponential dependency on the query size is es-
sential under standard complexity assumptions not only
for general CQs, but also for acyclic queries, thereby mo-
tivating the study of efficient, practical algorithms for the
sensitivity problem discussed in the subsequent sections.
Theorem 3.2. Given a CQ Q and a database D as input,
the sensitivity problem is NP-hard in combined complexity.
In particular, checking whether LSpQ,Dq ą 0 is NP-hard
for combined complexity even if Q is acyclic.
The proof can be found at the appendix and some
intuitions of hard acyclic queries are discussed in Sec-
tion 5.2. Although Theorem 3.2 gives a negative result
even for acyclic queries, the proof suggests that we may
get polynomial-time for special classes of acyclic queries.
Indeed, as we show in Sections 4 and 5, we can get polyno-
mial combined complexity for the sensitivity problem for
path queries, and for an interesting sub-class that we call
doubly acyclic queries. The algorithm uses join trees and
works for other full acyclic CQ. It gives polynomial run-
ning time in combined complexity when the max degree
in the join tree is bounded and can be extended to certain
non-acyclic CQs.
4 Path Join Query
In this section, we give an efficient algorithm for a spe-
cial class of acyclic queries called path join queries or
path queries that run in polynomial time in combined
complexity, irrespective of the output size (note that the
polynomial combined complexity for query evaluation of
acyclic and path queries is polynomial in input query, in-
put database, and also the output size, which can be ex-
ponential in the query size). A path join query has the
following form:
QpathpADq: ´R1pA0, A1q, R2pA1, A2q, . . . , RmpAm´1, Amq
where AD “ tA0, A1, . . . , Amu and each relation Ri
contains two attributes: Ai´1 and Ai. Note that the
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Figure 3: A path join query Qpath´4pA,B,C,D,Eq :
´R1pA,Bq, R2pB,Cq, R3pC,Dq, R4pD,Eq and the proce-
dure of computing tuple sensitivities from R2.
above form can be used when two adjacent relations share
more than one attributes, since we can replace multiple
attributes with a single attribute using combinations of
values for multiple attributes. Path joins can capture
natural joins in many scenarios, like joining Students,
Enrollment, Courses, TaughtBy, Instructors, ¨ ¨ ¨
relations, or, joining Region, Nation, Customer,
Orders, and Lineitem (e.g., in TPC-H data, see Sec-
tion 7). In addition, our algorithm for path join queries
will give the basic ideas of our algorithms that can handle
general CQs discussed in Section 5.
4.1 Intuition
First, we discuss the basic idea of our algorithm using a toy
example of a path query in Figure 3 with four relations:
Qpath´4pA,B,C,D,Eq : ´R1pA,Bq, R2pB,Cq, R3pC,Dq, R4pD,Eq
The number of output tuples affected by adding or re-
moving a tuple t to any of the relations Ri depends on the
number of ways in which t can combine with tuples, or in
this case ‘join-paths’, from the remaining relations. Re-
call that we are using bag semantics from Section 2, so a
‘join-path’ can repeat multiple times and lead to multiple
output tuples.
Example 4.1. In Figure 3, if removing the tuple
R2pb1, c1q, all the 4 tuples in the current answer of
Qpath´4pDq will be removed. These 4 tuples are formed
by the join between the 2 tuples from R1 (the “incoming”
paths ending at b1) and the 2 tuples from R3 ’ R4 (the
“outgoing” paths starting at c1). On the other hand, if
the initial R2 does not have the tuple pb1, c1q, inserting
pb1, c1q to R2 will add 4 new tuples to the query answer.
It is easy to see that the sensitivity of adding or re-
moving a tuple pai, biq P Ri is the product of the number
of incoming paths ending in ai and the number of outgo-
ing paths starting in bi. However, computing sensitivity
by enumerating all join paths is inefficient since the num-
ber of incoming/outgoing paths can be exponential in the
number of relations (and thus not polynomial in combined
complexity). We also need to consider tuples from all the
relations including tuples that are not in the active domain
but can possibly connect a new path, further worsening
the runtime. Hence, we propose the following algorithm
4
to avoid repeated query evaluation and capture the effects
of adding and removing tuples simultaneously.
4.2 Efficient Algorithm for Path Queries
To efficiently represent the data, we first append each re-
lation with an additional attribute cnt to record the mul-
tiplicity of the other attribute values in that relation. To
keep track of the multiplicity of the incoming paths and
outgoing paths for the tuples in Ri, we define the following
terms.
Topjoin and botjoin. We define topjoin JpRiq and
botjoin KpRiq forRi as follows, which respectively compute
the multiplicities of the values of attribute Ai´1 for the
partial path joins from R1 to Ri´1, and Ri to Rm.
JpRiq “ γAi´1
`r’pR1, . . . , Ri´1q˘ (1)
KpRiq “ γAi´1
`r’pRi, . . . , Rmq˘ (2)
The notation r’pRi, . . . , Rjq for j ą i used above
is a shorthand of two steps: (a) a natural join
among Ri, Ri`1, . . . , Rj except the attributes cnt,
and (b) a projection of the product of these mul-
tiplicity attributes cnt to a new multiplicity col-
umn2, i.e., abusing RA expressions: r’pRi, . . . , Rjq “
piAi,...,Aj ,pRi.cntˆ¨¨¨ˆRj .cntqÑcntpRi ’ . . . ’ Rjq. The group-
by operation γApRq computes groups according to a set of
attributes A Ď AR, and also sums the counts as the new
count attribute, i.e., γApRq “ γA, sumpcntqÑcnt pRq.
Example 4.2. In Figure 3, the topjoin for R2 is JpR2q “
γBpR1q “ tpB : b1, cnt : 2qu and the botjoin for R3 is
KpR3q “ γCpr’pR3, R4qq “ tpC : c1, cnt : 2qu. In order
to compute the maximum change to the query output by
adding/removing a tuple pb1, c1q to/from R2, we can mul-
tiply the cnt of b1 from JpR2q and the cnt of c1 from
KpR3q, i.e., 2 ˚ 2 “ 4. This is the largest possible change
to the query answer if adding or removing a tuple to R2,
as the multiplicities of the other values are all smaller than
the cnt of b1 and the cnt of c1.
Hence, to compute the most sensitive tuple ti˚ within
each Ri just requires the tuple tJi from JpRiq with the
largest multiplicity and the tuple tKi from KpRiq with the
largest multiplicity, i.e.,
tJi “ arg max
tPJpRiq
t.cnt and tKi “ arg max
tPKpRi`1q
t.cnt (3)
Then ti˚ takes ptJi .Ai´1, tKi .Aiq and its sensitivity takesptJi .cnt ˚ tKi .cntq. For R1, the most sensitive tuple t1˚ .A1
can be derived from the most sensitive tuple in KpR2q and
t1˚ .A0 can take any values. Similarly, for Rm, the most
sensitive tuple tm˚.Am´1 can be derived from the most sen-
sitive tuple in JpRmq and tm˚.Am can take any values. The
most sensitive tuple can be identified from these m tuples
pt1˚ , . . . , tm˚q.
The two relations JpRiq and KpRiq for deriving ti˚ do not
share any attribute, so their join is equivalent to a cross
product. Hence, we are not only getting the tuples in the
active domain of Ri, but also considering all the tuples
from its representative domain (Definition 3.1) that can
2A more systematic way to propagate the multiplicity for arbi-
trary queries has been discussed in the literature, e.g., [6, 7].
lead to a non-zero local sensitivity by joining with tuples
in the other relations, which takes care of both upward
and downward tuple sensitivities.
Algorithm. Explicitly computing topjoin (1) and
botjoin (2) can require exponential combined complex-
ity, so we give an iterative approach in Algorithm 1 to
compute them in polynomial combined complexity. We
first compute JpR2q as a base case in the way as topjoin
is defined in equation (1). Next, we iteratively compute
JpRiq for i “ 3 to m in the algorithm. As in the efficient
query evaluation for acyclic queries[3], we use sort-merge
joins to compute the pairwise joins and the then groupby
(sort both relations on the join column, join together, then
groupby and add the cnt values). which can be imple-
mented in Opni log niq time as Ri´1 can join at most one
tuple in JpRi´1q. We apply a similar approach to compute
botjoin for all relations. In total it takes Opn log nq time.
After preparing topjoin and botjoin, the third step is to
combine them together and find the most sensitive tuple.
We first find the tuple tJi from JpRiq with the highest
count and the tuple tKi from KpRiq with the highest count
(Eqn. (3)). Then using these tuples, we can construct
the most sensitive tuple ti˚ and its sensitivity for each T
i
and identify the most sensitive tuple. Note that finding
the tuple with the highest count in any of these relations
can be done in Opniq time, taking Opnq time in total.
Therefore, the following theorem holds (formal correctness
and complexity proofs are deferred to the full version due
to lack of space):
Theorem 4.1. Algorithm 1 solves the sensitivity problem
and finds the most sensitive tuple for path join queries.
The time complexity is Opn log nq where n is the size of
the database instance irrespective of the size of the output.
Connection with Yannakakis’s algorithm [46]:
Algorithm 1 is inspired by Yannakakis’s algorithm [46]
that computes join results for acyclic queries in (near)-
linear time in the size of the input and output, and can be
adapted to compute the join size in near-linear Opn log nq
time only in the input size n in a single pass. In Al-
gorithm 1, we make two passes to compute intermediate
topjoins and botjoins, and hence have a similar complex-
ity. We note that, however, this is the total time com-
plexity for sensitivity computation considering all possi-
ble tuple additions and deletions from all relations. If we
naively repeat the Opn log nq time algorithm inspired by
[46] to compute the output join size for all possible tuple
deletions, the time would be multiplied by n. Further,
if we repeat this algorithm for all possible tuple inser-
tions using the representative domain in Definition 3.1,
the time would be (approximately) multiplied by a factor
of Opn2q. Algorithm 1 provides an approach to the sen-
sitivity problem using ideas from [46] in Opn log nq time
for path queries (we compare these experimentally in Sec-
tion 7.2.)
However, the above theorem is not generalizable to even
all acyclic queries (recall Theorem 3.2). In the next sec-
tion, we give algorithms that can handle acyclic CQs in
parameterized polynomial time and run in sub-quadratic
time for a class called ‘doubly acyclic queries’ that gener-
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Algorithm 1 Compute Local Sensitivity of a Path Join
Query and the corresponding Most Sensitive Tuple
Input: Path query QpathpA0 . . . Amq, the database instance D
Output: LSpQ,Dq, and a most sensitive tuple t˚
1: procedure LSPathJoin
I) Prepare topjoin
2: JpR2q “ γA1R1 /* also adds the cnt values */
3: for i “ 3, . . . ,m do
4: JpRiq “ γAi´1 r’pJpRi´1q, Ri´1q /* also multiplies
and adds the cnt values */
5: end for
II) Prepare botjoin
6: KpRmq “ γAm´1Rm /* also adds the cnt values */
7: for i “ m´ 1, . . . , 2 do
8: KpRiq “ γAi´1 r’pKpRi`1q, Riq /* also multiplies
and adds the cnt values */
9: end for
III) Select most sensitive tuple
10: for i “ 1, . . . ,m do
11: tJi “ arg maxtPJpRiq t.cnt
12: tKi “ arg maxtPKpRi`1q t.cnt
13: t˚i “ ptJi .Ai´1, tKi .Aiq with sensitivity cnt “
ptJi .cnt ˚ tKi .cntq /* when i “ 1 (or i “ m), A0 and Am
takes any value and tJ1 .cnt “ tKm.cnt “ 1. */
14: end for
15: t˚ “ arg maxi“1,...,m t˚i .cnt
16: LS “ t˚.cnt
17: return LS, t˚
18: end procedure
alizes path queries.
5 Acyclic and Other Join Queries
In this section, we discuss a general solution to acyclic
queries (Section 5.1), and then present an efficient algo-
rithm with additional parameters in the running time com-
plexity of the algorithm (Section 5.2). In Section 5.3, we
show that a class of queries that we call doubly-acyclic
queries has a polynomial combined complexity. Last,
we discuss several extensions of this algorithm to general
cases.
We consider queries with no self joins; i.e., there are no
duplicated relations in the query body. For simplicity, we
assume an acyclic full CQ of the following form:
QacypADq : ´R1pA1q, . . . , RmpAmq.
We assume that the query hypergraph (Section 2.2) is con-
nected. We also assume that each attribute appears in at
least two relations in the body; further, there are no se-
lections in the body, and no projections in the head of
the query, i.e., AD “ Ymi“1Ai, and the total number of at-
tributes |AD| is k. These assumptions, except the no-self-
join assumption (which introduces new challenges and we
leave it as a future direction), are without loss of gener-
ality as how they can be relaxed using our algorithm is
discussed in Section 5.4.
5.1 Basic Idea using Join Trees
Similar to a path join query, the sensitivity of adding or
removing a tuple in a relation depends on the number
of the incoming/outgoing paths to/from this tuple. To
compute the multiplicity of these paths, we represent an
acyclic query using a join tree constructed from its GYO
decomposition (Section 2.2). For example, given the join
tree for a join between 12 relations in Figure 4, in order to
compute the sensitivity of tuples in R8 (node 8), we need
to construct the join between two groups of relations: (i)
the set of relations that are not the descendants of node
8, i.e., t11, 12, 9, 10, 1, 2, 7, 3, 4u — the incoming paths and
(ii) the relations rooted at node 8, i.e., t5, 6u — the out-
going paths.
Formally, we denote this join tree derived based on GYO
decomposition as T pV,Eq, where the nodes in the tree
V “ tR1, . . . , Rmu correspond to relations in the query.
Let ppRjq denote the parent of node Rj in the join tree,
CpRjq denote the children of Rj , and NpRjq denote the
neighbors or siblings of Rj , i.e. NpRjq “ CpppRjqqztRju.
We denote T pRjq as the relations in the subtree rooted at
Rj , while T cpRjq is the set of relations in the complement
of T pRjq on the tree T pV,Eq.
Example 5.1. In Figure 4, the complementary tree of R8,
T cpR8q, includes t11, 12, 9, 10, 1, 2, 7, 3, 4u and the subtrees
at the children of R8 are leaf node 5 and leaf node 6. Com-
puting the joins of these relations can be exponential in the
number of the relations or the number of attributes (and
thus not have a polynomial combined complexity). We pro-
pose an algorithm to make two passes on T to efficiently
track the incoming/outgoing paths.
5.2 Efficient Algorithm for Acyclic
Queries
Topjoin and botjoin. To compute the sensitivity of
the tuples in Ri, we need to evaluate the join between two
groups of relations: (i) the complementary tree of Ri, and
(ii) the subtrees rooted at the children of Ri. These two
groups of relations can be represented as topjoin J and
botjoin K:
JpRiq “ γAiXAppRiqpr’pT cpRiqqq (4)
KpRiq “ γAiXAppRiqpr’pT pRiqqq (5)
The operators r’ and γ are the same as the ones used
for path queries in Section 4.2 which take into account
multiplicities.
Since T is a join tree, for each attribute A, the relations
that contain A always form a connected subtree. Hence,
all the attributes of Ri that appear in the join tree should
be either in the attributes of its complementary tree or
the attributes of its descendants. Then applying group by
according to the attributes in Ri, ARi , on the join between
all the remaining relations gives us the sensitivities of all
the tuples in representative domain of Ri, i.e.,
T i “ γARi
`r’pJpRiq, tKpRjq | Rj P CpRiquq˘ (6)
We name T i the multiplicity table of Ri. The expression
for T i is simpler if Ri is the root or a leaf. We will discuss
it in the algorithm below.
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Figure 4: The given join tree consists of 12 relations. The
node with number i means Ri. The left figure circles the
subtree rooted at R8, T pR8q, and the complementary sub-
graph of T pR8q, T cpR8q. The right figure highlights that
the multiplicity table of R8, T
8, requires the join between
the topjoin of R8, JpR8q and the botjoins of all its chil-
dren, tKpR5q,KpR6qu. The topjoin of R8 can be iteratively
computed from the join between the topjoin of the parent
of R8, i.e., JpR11q, and the botjoins of the neighbors of
R8, i.e., tKpR7qu.
Algorithm. Algorithm 2 takes as input the join tree T of
the acyclic query and database D . It first prepares botjoin
and topjoin for each node with an iterative approach. To
prepare botjoin KpRiq (5), we start from the leaf nodes.
The botjoin of a leaf node Ri is simply a group by on the
common attributes between Ri and its parent node ppRiq
on Ri. Next, we compute K for other nodes in a post-order
traversal of the tree with this iterative formula:
KpRiq “ γAiXAppRiqpr’pRi, tKpRjq | Rj P CpRiquqq (7)
For each KpRiq, the join starts with Ri and follows by the
children of Ri one by one.
Example 5.2. In Figure 4, we first compute the botjoins
for all the leaf nodes including KpR1q, KpR2q, KpR3q,
KpR4q,KpR5q, KpR6q, KpR10q. Next, if all the chil-
dren of a node has a computed botjoin, then we can
compute the botjoin of this node, e.g. KpR8q “
γAR8XAR11
`r’ `r’pR8,KpR5qq,KpR6q˘˘, where R5 and R6
are the children of R8, and R11 is the parent of R8.
To prepare topjoin JpRiq, we start with the children of
the root node. The topjoin of each child Ri of the root is
the join between the root and the botjoins of all its neigh-
bors followed by a group by on the common attributes
between Ri and the root. Next, we compute topjoin J for
other nodes in a pre-order traversal of the tree with this
iterative formula:
JpRiq“γAiXAppRiqpr’pppRiq,JpppRiqq,tKpRjq|Rj P NpRiquqq (8)
For each JpRiq, the join starts with ppRiq and JpppRiqq
and follows by the botjoin of the neighbors of Ri one by
one. For example, computing the topjoin of R8 in Figure 4
requires the join of its parent R11, the topjoin of its parent
JpR11q, and the botjoins of all its neighbors, here tKpR7qu.
After preparing all the topjoins and botjoins, we com-
bine these results to obtain the multiplicity tables T i for
i “ 1, . . . ,m based on Eqn. (6). For instance, to compute
T 8 in Figure 4, we join the topjoin of R8 and the botjoins
of all its children, tKpR5q,KpR6qu. This does not require
the topjoins of the root node or the botjoins of the leaf
nodes. We iterate all the multiplicity tables Ti and find
the tuple with maximum cnt. This tuple is returned as
Algorithm 2 Compute Local Sensitivity of an acyclic CQ
and the corresponding Most Sensitive Tuple
Input: Acyclic CQ QacypADq as a join tree T , the database D
Output: LSpQacy,Dq, and the most sensitive tuple t˚
1: procedure LSAcyclicJoin
2: I) Compute KpRiq in post-order (leaf to root)$’&’%
γAiXAppRiqpRiq, if Ri is leaf
γAi r’pRi, tKpRjq | Rj P CpRiquq, if Ri is root
γAiXAppRiq r’pRi, tKpRjq | Rj P CpRiquq, o.w.
3: II) Compute JpRiq in pre-oder (root to leaf)$’&’%
H, if Ri is root
γAiXAppRiq r’pppRiq, tKpRjq | Rj P NpRiquq, if ppRiq is root
γAiXAppRiq r’pppRiq,JpppRiqq, tKpRjq | Rj P NpRiquq, o.w.
4: III) Prepare multiplicity tables T i of nodes for i “
1, . . . ,m$’&’%
γAipJpRiqq, if Ri is leaf
γAi r’ptKpRjq | Rj P CpRiquq, if Ri is root
γAi r’pJpRiq, tKpRjq | Rj P CpRiquq, o.w.
IV) Select the most sensitive tuple
5: t˚ “ arg maxt:tPT i,i“1,...,m t.cnt and LS “ t˚.cnt
6: return LS, t˚
7: end procedure
the most sensitive tuple with its cnt as the local sensitivity
of this query on the given database instance.
The runtime of the algorithm depends on the max degree
of the tree, which is the maximum children size + 1 (for
a non-root node including the parent) of any node in the
tree.
Theorem 5.1. Algorithm 2 computes the local sensitivity
of an acyclic CQ and also finds the corresponding most
sensitive tuple. Given m tables with k attributes in total, n
tuples in the database instance, and a join tree of the query
with max degree d, the time complexity is Opm d nd log nq.
Proof. (sketch) If two nodes Ri and Rj share a common
attribute A, then all the nodes on the path between Ri and
Rj in the join tree also contain A. Hence, the iterative
equations (7) and (8) correctly compute the botjoin (5)
and topjoin (4) by tracking multiplicities through common
attributes.
Now we analyze the running time of the algorithm. No-
tice that all joins in any topjoin equation (8) and botjoin
equation (7) have at least one common join attribute, ac-
cording to the definition of join tree and the fact that
the projection of JpRiq and KpRiq is always the subset of
Ai and AppRiq. For botjoin (7), we join relations with Ri
one at a time using sort-merge-join and then do groupby
count. The size of each join is always ď ni since each tu-
ple Ri can join at most one tuple from any botjoin of its
children. In total, it takes Opdini log niq for each botjoin
and Opmn log nq for all botjoins since the summation of
di is m and ni ď n.
Next we discuss the running time for step III) in Algo-
rithm 2. Unlike the computation for topjoins and botjoins,
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this step requires joining the botjoins of all the children of
a node with the topjoin of that node Ri, and all these par-
tial joins may not share any attributes in general (although
all the join attributes are still subsets of Ai). Hence, for
arbitrary acyclic joins, there can be at most d´ 1 joins in
this step for each Ri where d is the max degree in T , which
can be computed in Opnd log ndq “ Opdnd log nq time even
by the brute force approach. The total time to compute
the multiplicity tables T i for m relations is Opmdnd log nq.
Hence, the total time complexity is Opmdnd log nq.
Similar to the discussion in Section 4.2, the computa-
tion of botjoins KpRiq and topjoins JpRiq in Algorithm 2
is inspired by Yannakakis’s algorithm [46], which can track
counts of intermediate tuples from the leaves to the root in
a bottom-up pass, whereas in the second top-down pass,
we need to traverse the join tree to compute the topjoins
JpRiq. As explained earlier for path queries, Algorithm 2
computes changes in the join size for all possible tuple dele-
tions and additions, and naively repeating [46] to evaluate
query on all possible databases formed by adding or re-
moving a tuple does not give the desired complexity. In
fact, [46] works in near-linear time in the input size n to
output the output join size for any acyclic join query (and
has polynomial combined complexity), whereas the sensi-
tivity problem is NP-hard in combined complexity even
for acyclic queries as stated in Theorem 3.2.
Given the NP-hardness result in Theorem 3.2, we next
show an example acyclic query that may take ωpmnq time
for the T i step. Suppose we have an acyclic query as
QpA,B,Cq : ´R1pA,B,Cq, R2pA,Bq, R3pB,Cq, R4pC,Aq
and we want to compute the multiplicity table T 1 for R1.
Given botjoins of R2pA,Bq, R3pB,Cq and R4pC,Aq, we
have a cyclic join among them, and in worst the join size
is Opn3{2q according to the AGM bound [9]. In general, if
we replace the children with more complex queries, and if
the number of relations (or the degree) is larger, the time
to compute this join may be larger. Note that some of the
complexity of this problem comes from the bag semantics
considered in our model (that is also relevant for applica-
tions of sensitivity related to differential privacy), as for
set semantics, changes in the join size can be computed
more efficiently when a tuple is added or removed from
a table. However, for bag semantics, adding any tuple,
say to R1, may increase the sensitivity significantly for
Q (product of the multiplicities of the edges forming the
triangle), which adds to the complexity.
5.3 Doubly Acyclic Join Queries
For an acyclic query, if there exists a join tree T con-
structed from the GYO decomposition such that for each
node Ri in T , the join between its parent ppRiq and its
children CpRiq is also acyclic, then we say this query is a
doubly acyclic join query. Given this property, the com-
putation of the multiplicity table Ti for Ri involves an
acyclic join between the topjoin and botjoins and hence
has a time complexity Opdini log niq, where di is the node
degree of Ri in T . Since the sum of all node degrees is m
and ni ď n, the total time complexity to compute T i for
all nodes is Opmn log nq. When di is a constant, such as
at most 2, the complexity is written as Opn log nq, which
also matches the total runtime of Algorithm 2 including
the computation of topjoins and botjoins.
Notice that a path join query is a special case of doubly
acyclic join query, because for each Ri, JpRiq and KpRi`1q
(assuming Ri`1 is the child of Ri in T ) share no attributes.
and therefore is an acyclic join. The time complexity of
path join queries in Algorithm 1 also matches the time
complexity of doubly acyclic join queries.
5.4 Extensions
In this section we briefly discuss how to extend our frame-
work relaxing the assumptions listed at the beginning of
Section 5, and we defer the details in a full version.
Selections: We can easily extend Algorithm 2 to handle
queries with arbitrary selection conditions (that can be
applied to each tuple individually in any relation) in the
body of the query by assigning 0 sensitivity to the tuples
fail the selection condition.
Disconnected join trees: If the hypergraph of a query
is not connected, Algorithm 2 can be applied to each join
tree and merge them back to update each tuple sensitivity.
General joins: For a non-acyclic join query, if there ex-
ists a generalized hypertree decompositions[5] such that we
can find a join plan from this tree by assigning each rela-
tion to one node, Algorithm 2 can be extended by com-
puting the multiplicity table as including other relations
within the same node, and the time complexity is parame-
terized by the max number p of relations within a node as
Opmpdnpd log nq. This is implemented in our experiments;
q3 from TPC-H queries, and q4, q˝ from Facebook queries
are all non-acyclic queries and their generalized hypertree
decompositions are shown in Figure 5.
Efficient approximations: We can extend our algorithm
to tradeoff accuracy in the sensitivity for better runtime.
As our experiment will show, the multiplicity tables that
topjoins and botjoins compute can grow quadratically or
faster in the input size depending on the query. To make
the computation scalable, we can maintain the top k fre-
quent values instead of all the frequencies in the top and
botjoins. We can set the frequencies of the rest of the
active values in the top and botjoins to the kth largest
frequency. This approach gives an upper bound of tuple
sensitivity but can speed up runtime.
Self Joins: Acyclic join queries with self-joins can not
be captured by our algorithms, because we only allow a
relation to appear once in the query. For each relation, we
compute the joins for the rest of relations to summarize
how tuples from this relation can affect the full join. A
possible workaround is to join the repeated base relations
as a single and combined relation, run our algorithm, and
then link the effect of adding or removing a tuple from
the base relation to the combined relation and the effect
of adding or removing a tuple from the combined relation
to the rest. However, it is challenging to find all possible
insertions to the base relation that allows the combined
relation to join all possible pairs of ”incoming” and ”out-
coming” path. We defer this line of research to future
work.
Other: For attributes that appear only once in the query
body, we ignore them in Algorithm 2 but in the end we
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extrapolate a value for these attributes.
6 Use in Differential Privacy
In this section, we will show how to use our algorithm
TSens (section 5.2) for computing sensitivity to develop
accurate differentially private algorithms. Section 6.1
gives a brief overview of differential privacy (DP), and
Section 6.2 discusses how the tuple sensitivity measures
can be used to develop accurate DP algorithms.
6.1 Differential Privacy
Differential privacy (DP) [19] is considered the gold stan-
dard for private data analysis. An algorithm satisfies DP
if its output is insensitive to adding or removing a tuple
in the input database. Formally,
Definition 6.1 (Differential Privacy). A mechanism M :
I Ñ Ω is -differentially private if for any two neighbour-
ing relational database instances D,D1 P I and @O Ď Ω:ˇˇ
lnpPrrMpDq P Os{PrrMpD1q P Osqˇˇ ď 
When D is a single relation, all neighboring relations are
of the form D1 “ D ´ ttu. When D is a multi-relational
database with foreign key constraints, then a neighboring
instance D1 is gotten by deleting one tuple t in D’s primary
private relation and cascadingly deleting other tuples that
depend on t through foreign keys [30].
Differential privacy has been successfully used to pub-
lish summary statistics, synthetic data, machine learning
models, and answer SQL queries [40, 45, 2, 42, 35, 26, 30] .
It has also been adopted at government [4] and commercial
organizations [22, 44, 12, 18, 10].
Laplace Mechanism is a fundamental building block of
DP algorithms [20]. It answers a query Q by adding noise
drawn from a Laplace distribution scaled to the ratio of
the global sensitivity of Q and the privacy loss parameter
.
Definition 6.2 (Global Sensitivity). Given a counting
query Q : I Ñ R, the global sensitivity GS is defined
as the max difference of query result from any two neigh-
bouring relational database instances D,D1 P I :
GSpQq “ max
pD1´DqYpD´D1q“ttu
ˇˇ
QpDq ´QpD1qˇˇ
Unlike the local sensitivity of a query which depends
on the given database instance, the global sensitivity of
a query finds the largest possible local sensitivity among
all possible database instances. Consider the join query in
Figure 1(b), Example 2.1 shows that it has a local sensi-
tivity of 4 on the database instance shown in Figure 1(a).
However, there exist other database instances with a much
larger local sensitivity than 4. For example, if R2 in Fig-
ure 1(a) has 1000 copies of pa1, b1, d1q which results in 1000
copies of pa1, b1, c1, d1, e1, f1q in the join output, removing
pa1, b1, c1q from R1 can result in a change of 1000 in the
output size. If there is no a priori bound on the number of
tuples that share the same join key, the global sensitivity
of the query will be unbounded.
Definition 6.3 (Laplace Mechanism). Given a counting
query Q : I Ñ R, a database instance D P I and a privacy
parameter , the following noisy query result satisfies -
DP: QpDq ` η, where η „ expp´ |η|¨GSpQq q.
The noise η has a mean 0 and a variance of 2GSpQq2{2
which increases with the global sensitivity of the query.
Hence, this mechanism cannot be directly applied to query
with unbounded global sensitivity. Prior work for general
join queries either have high performance cost [29, 13, 17]
or suffer from poor accuracy [26]. One effective and
general purpose technique from prior work is truncation
that executes the query Q on a truncated version of the
database T pDq [35, 30]. The truncation is done in such
a way that QpT p¨qq has a bounded global sensitivity. For
a join, this might mean removing rows from the database
such every join key has a bounded selectivity. We will next
show a truncation based algorithm for answering SQL ag-
gregation queries with joins based on the tuple sensitivi-
ties.
6.2 Truncation mechanism with TSens
The idea behind our algorithm is to (a) identify tuples in
the database (i.e., in the primary private relation) that
have a sensitivity greater than a sensitivity threshold, and
(b) remove all tuples with sensitivity greater than the sen-
sitivity threshold.
Definition 6.4 (TSens Truncation). Given a query Q, a
database D with primary private relations PR, and a sen-
sitivity threshold i, the truncation operator TTSens trans-
forms the database as:
TTSenspQ,D, iq “ tt P D | t P PRñ δpt, Q,Dq ď iu
The global sensitivity of QpTTSenspQ, ¨, τqq is τ . If we
add or remove a tuple with sensitivity more than τ , the
query result does not change as the new tuple will be trun-
cated or has already been truncated. Since the largest pos-
sible tuple sensitivity is τ for any database, the global sen-
sitivity is τ . Hence, given a join query Q with high global
sensitivity, we can first apply QpTTSenspQ, ¨, τqq to the
database and then apply Laplace mechanism with smaller
noise (due to smaller global sensitivity) on the transformed
database. However, the transformed database also intro-
duces bias if too many tuples are truncated. Hence, we
would like to find a truncation threshold that minimizes
the expected sum of bias and noise.
Finding truncation threshold. If setting τ to
be the local sensitivity of the query Q, then QpDq “
QpTTSenspQ, ¨, τqq, i.e., no bias is introduced. However,
using local sensitivity directly violates DP. Moreover, the
global sensitivity of querying the local sensitivity of a join
query is unbounded, we cannot use Laplace mechanism to
release a noisy local sensitivity. Instead, line in PrivSQL
[30], we apply the sparse vector technique (SVT) [34] to
find the optimal truncation threshold that is close to the
local sensitivity.
For a queryQ and a databaseD, let ` be an upper bound
on the local sensitivity. We first release a noisy version of
QpTTSenspQ,D, lqq as Qˆ using the Laplace mechanism with
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global sensitivity as `. Next, we run the SVT method that
checks whether qi ą 0 for i “ 1, . . . , `´ 1, where
qi “ QpTTSenspQ,D, iqq ´ Qˆ
i
Since the global sensitivity of QpTTSenspQ,D, iqq is i, the
global sensitivity of each qi is a constant 1. SVT stops
the first time (noisy) qi is above the (noisy) threshold 0
and reports i. We take this i as the truncation threshold
τ , and answer the query Q using QpTTSenspQ,D, iqq. A
part of the privacy budget tsens is used to release Qˆ and
run SVT for finding the truncation threshold τ . The rest
´ tsens is used to answer the query.
Theorem 6.1. The algorithm that finds the truncation
threshold satisfies tsens-DP and releasing a noisy answer
as QpTTSenspQ,D, τqq`Lapp τ´tsens q satisfies p´tsensq-
DP. Together the mechanism satisfies -DP.
Discussion. Our solution is inspired by Wilson et al
[44], but they handle can only handle a single join (and
not self joins), while we can handle a wider sub-class of full
conjunctive queries without self joins. Moreover, Wilson
et al set the sensitivity threshold manually, while we auto-
matically identify the threshold given an estimated upper
bound.
Our algorithm truncates primary private tables while in
PrivSQL [30], truncation happens at non-primary private
tables. PrivSQL truncates tuples with high frequencies,
but it doesn’t mean that they join with the tuple of the
highest tuple sensitivity. In contrary, truncation by tu-
ple sensitivity is a finer truncation strategy which reduces
global sensitivity and bias at the same time.
Our algorithm for finding the most sensitive tuples can
be easily extended for TSens by storing the multiplicity
table for the primary private table. Our truncation algo-
rithm takes in estimated upper bound of tuple sensitivity
`. Our algorithm will still ensure DP regardless of the
value for `, but the value of ` can affect the accuracy. We
illustrate the impact of ` on the accuracy in the evalua-
tion.
7 Experiments
We evaluate the efficiency and accuracy of TSens. Exper-
iments are designed to answer following questions:
‚ How tight is the local sensitivity computed by TSens
compared to other algorithms like elastic sensitiv-
ity [27]?
‚ How does TSens’ runtime compared to that of (a) the
elastic sensitivity algorithm and (b) query evaluation?
‚ Does the truncation with TSens mechanism result in
more accurate differentially private query answering
than prior work like PrivSQL [30]?
We use synthetic datasets from TPC-H benchmark [1]
and real world datasets of Facebook ego-networks from
SNAP [32] and designed seven full conjunctive queries
with different query complexities to evaluate the perfor-
mance of TSens. These queries are also used to eval-
uate the performance of DP mechanism supported by
TSens. The results are compared with the sensitivity
engine Elastic from ‘Flex’ [27] and with the differen-
tially private SQL answering engine PrivSQL from ‘Pri-
vateSQL’ [30]. We name our sensitivity algorithm as
TSens and its DP application as TSensDP.
A summary of our key findings:
‚ TSens achieves at most 2,200,000 times smaller local
sensitivity compared to Elastic for a simple cyclic
query for a database with 866,602 tuples.
‚ TSens has on average 80% - 320% overhead compared
to query evaluation for different queries. It is 2 - 60
times slower than Elastic, but returns a local sensi-
tivity value that is 6 - 60,000 times smaller on average.
‚ PrivSQL has more than 99% relative error (almost
worse than just returning 0 as the answer) for four of
the seven queries. TSensDP answers 8 queries with
ď 8% relative error and the last query with ď 20%
relative error.
7.1 Setup
Dataset. We evaluate our algorithms on synthetic TPC-
H datasets [39] and real world Facebook dataset [32].
TPC-H. We consider synthetic datasets generated from
TPC-H benchmark [39] with the following schema:
Attributes: RegionKey(RK), NationKey(NK), CustKey(CK),
OrderKey(OK), SuppKey(SK), PartKey(PK)
Relations: Region(R:RK), Nation(N:RK,NK),
Customer(C:NK,CK), Orders(O:CK,OK),
Supplier(S:NK,SK), Part(P:PK), Partsupp(PS:SK,PK),
Lineitem(L:OK,SK,PK).
We evaluate the scalability of our algo-
rithm on TPC-H datasets at different scales
t0.0001, 0.001, 0.01, 0.1, 1, 2, 10u. At scale 1, the sizes of
for these relations are 5, 25, 1e4, 1.5e5, 2e5, 8e5, 1.5e6,
6e6 respectively. The same schema and datasets were
used to evaluate prior work on differentially private SQL
query answering [27, 30].
Facebook. We use the Facebook ego-networks from
SNAP (Stanford Network Analysis Project) [32]. An ego-
network of a user is a set of “social cirles” formed by this
user’s friends [33]. This dataset consists 10 ego-networks,
4233 circles, 4039 nodes and 88234 edges. We choose the
ego-network of user 348 who has 567 circles, 225 nodes and
6384 edges, create edge tables Eipx, yq for each circle i such
that both users of each edge is from the circle i and sort
them by table size in descending order. We further create
q1 R(RK)
N(RK, NK)
C(NK, CK)
O(CK,OK)
L(OK)
q2 PS(SK,PK) S(SK) P(PK) L(SK,PK)
q3 N(RK,NK) S(NK,SK) PS(SK,PK) P(PK)
R(RK) C(NK, CK) O(CK,OK) L(SK,PK, OK)
R, N, L (RK,NK,SK,PK,OK) O,C (OK,CK,NK)
S,P (SK,NK,PK) PS (SK,PK)
q3
Hyper
-tree 
(a) TPC-H queries
q ⃤
R1(A,B)
R2(B,C)
R3(C,A)
R1R2 (A,B,C)
R3 (C,A)
qw
q□
q
R1(A,B)
R2(B,C) R3(C,D)
R4(D,E)
R1(A,B)
R2(B,C) R3(C,D)
R4(D,A)
R ⃤ (A,B,C)
R1(A,B)
R2(B,C)
R3(C,A)
R1(A,B)
R2(B,C) R3(C,D)
R4(D,E)
R1R2
(A,B,C)
R3R4
(C,D,A)
R ⃤ (A,B,C)
R1(A,B)
R2(B,C)
R3(C,A)
Join Graph
Generalized 
Hypertree 
Decomposition 
(b) Facebook queries
Figure 5: The join plan for each query.
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tables R1px, yq, R2px, yq, R3px, yq, R4px, yq and insert Ej
into Ri if the rank of Ej mod 4 = i. We also create a
3-column table R4px, y, zq : ´R4px, yq, R4py, zq, R4pz, xq
as a triangle table. All edges are bi-directed.
Queries. We consider 3 TPC-H queries and show their
query plan in Figure 5a which include a path join query
q1, an acyclic join query q2, and a cyclic join query q3.
The third query q3 is a cyclic join query that builds a
universal table with an extra constraint that the supplier
and customer should be from the same nation. We also
consider 4 Facebook queries as shown in Figure 5b in-
cluding a triangle query q4pA,B,Cq, a path join query
qwpA,B,C,D,Eq, a 4-cycle query q˝pA,B,C,Dq, and a
star join query qpA,B,Cq. We also show the generalized
hypertree decomposition for all non-acyclic queries in the
same figure.
We use a machine with 2 processors, 512G SSD and
16G memory to run experiments. Each query is repeated
10 times.
7.2 Local Sensitivity
Baseline. We compare the accuracy and runtime of our
TSens algorithm with prior technique Elastic [27] for
finding the local sensitivity of a given query. As the orig-
inal Elastic algorithm requires the maximum frequency
of the join attributes to derive the upper bound of the local
sensitivity, we first let Elastic pre-process the database
to obtain the max frequency for its sensitivity analysis. We
also extend Elastic algorithm to support cross-product
by assigning the max frequency of empty attributes as the
size of the table and to take the join plan as input so that
the join order in the experiment is the same. We define
the join order as a post-traversal of the join plan.
We also compare the algorithm runtime to the query
evaluation time. We apply Yannakakis algorithm to com-
pute the size of query output. For queries that are not
acyclic, we first compute the join for each node in the
generalized hypertree, and then apply Yannakakis algo-
rithm. The time of running Elastic is also reported. We
run each algorithm 10 times to report the average time.
Result and Analysis. Figure 6a shows the local sensi-
tivity trend in aspect to the scale for TPC-H. Notice that
after scale 0.001, TSens has on average 7x smaller and 6x
smaller of the local sensitivity for q1 and q2 than Elastic
has. Moreover, for q3, TSens achieves 2,200,000x smaller
value for the local sensitivity than Elastic does when
scale equals to 0.1. We didn’t run q3 for scale larger than
0.1 due to the memory limit issue. The multiplicity ta-
bles for this cyclic query grows nearly quadratically with
the input table size. Our future work will extend our al-
gorithm to maintain the top k frequent values instead of
all the frequencies which can reduce the intermediate size
and further speed up runtime (Section 5.4).
Figure 6b shows the most sensitive tuple found by
TSens for each relation for q3 at scale = 0.01. Unlike
TSens, Elastic can only obtain a local sensitivity upper
bound, but cannot find the most sensitive tuple. Hence,
we report the most sensitive tuple for each relation while
also reports its elastic sensitivity by setting this relation
Local Sensitivity Time (seconds)
TSens Elastic TSens Elastic Evaluation
q4 87 7524 0.405 0.007 0.431
qw 178923 511632 0.237 0.010 0.182
q˝ 2014 511632 0.618 0.009 0.465
q 34 2723688 0.604 0.012 0.175
Table 1: Local sensitivity and runtime of 4 query types for
TSens and Elastic for Facebook queries. It also reports
the query evaluation time for counting the output size.
Gray cells have tighter local sensitivities.
as the only sensitive table for Elastic. Each tuple sen-
sitivity found by TSens is below 1,000 while the least
elastic sensitivity reported by Elastic is beyond 10,000.
We skip finding the most sensitive tuple in LINEITEM
since it has the superkey in the query head and thus the
tuple sensitivity is at most 1.
Figure 7 shows the time cost for both TSens and Elas-
tic for different queries and scales for TPC-H. The second
line qi query is the query evaluation time. Notice that
we skip computing the multiplicity table of Lineitem in
q3 since the tuple sensitivity is at most 1 due to FK-PK
joins. For q1 and q2, both TSens and Elastic shows a
tight relation to the time of query evaluation, which takes
on average 1.8x and 0.9x of the query evaluation time af-
ter scale 0.001. For q3, although Elastic is much faster,
TSens only takes on average 4.2x of the query evaluation
time to find on average 60,000x smaller local sensitivity
before scale 1.
We also report the accuracy and the runtime of TSens
and Elastic for Facebook queries in Table 1. The sensi-
tivity bound improvement ranges from ˆ3 to ˆ80k. Al-
though TSens spends ˆ25 to ˆ60 more time than Elas-
tic, its runtime is comparable to query evaluation time.
The local sensitivity can also be computed by repeating
query evaluation over databases which are formed by re-
moving a tuple from active domain or inserting a tuple
from representative domain one at a time (using a varia-
tion of [46] as discussed in Sections 4.1 and 5.2). However,
the size of the active domain and representative domain
is above 10k. This approach will take ˆ10k` time than
TSens.
Qu-
ery
|QpDq| Algorithm Error Bias Global
Sens.
Time
q1 60175 TSensDP 3.56% 3.44% 119 0.693
PrivateSQL 1.34% 1.02% 220 0.292
q2 60175 TSensDP 7.71% 7.62% 640 0.554
PrivateSQL 99.03% 100.00% 774 0.231
q3 2333 TSensDP 2.84% 0.00% 14 23.063
PrivateSQL 1293% 2.14% 12375k 0.546
q4 30699 TSensDP 1.50% 1.47% 49 0.562
PrivateSQL 19.12% 0.00% 6732 0.230
qw 17555419 TSensDP 5.59% 5.69% 17440 0.843
PrivateSQL 2.25% 0.00% 289476 10.340
q˝ 142903 TSensDP 2.00% 1.77% 167 0.792
PrivateSQL 100% 0.00% 289476 2.232
q 786 TSensDP 19.02% 16.16% 13 0.670
PrivateSQL 30K% 0.00% 2437K 0.290
Table 2: Application to DP: Comparison between
TSensDP and PrivSQL for TPC-H and Facebook
queries. Time is in seconds. Gray cells achieve lower er-
rors.
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(a) Local sensitivity reported by TSens and Elastic for
queries q1, q2 and q3 on datasets of differing scales
Relation
TSens Elastic
Most Sensitive Tuple Tuple Sensitivity
Elastic 
Sensitivity
Region regionkey(2) 647 120350000
Nation regionkey(4), nationkey(16) 179 24070000
Supplier suppkey(51), nationkey(3) 46 51000000
Customer nationkey(16), custkey(154) 18 11200000
Part partkey(1311) 7 2550000
Orders orderkey(57410), custkey(117) 5 350000
Partsupp partkey(1580), suppkey(81) 4 637500
Lineitem skip 1 50000
(b) Most sensitive tuples and their tuple sensitivities for each re-
lation of q3 when scale = 0.01.
Figure 6: Local sensitivity reported by TSens versus Elastic for TPC-H queries
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Figure 7: The trend of time usage in terms of various scales for queries q1, q2 and q3 and algorithms TSens and
Elastic for TPC-H queries. The base line ‘query’ shows the query evaluation time.
7.3 Differential Privacy
Baseline. PrivSQL is a differentially private SQL an-
swering engine and it introduces the concept of policy that
given primary private relations, the sensitivity of other re-
lated relations should be updated to be non-zero according
to the database key constraints. For TPC-H datasets, we
consider CUSTOMER is the primary private relation for q1
and q3, and SUPPLIER is the primary private relation for
q2, so the sensitivity of ORDERS is affected by CUSTOMER
and the sensitivity of PARTSUPP is affected by SUPPLIER.
The sensitivity of LINEITEM is affected by either of them.
For Facebook dataset, we consider R2 is the primary pri-
vate relation.
PrivSQL uses the maximum frequency as the trunca-
tion threshold, which is different from using tuple sensitiv-
ity to truncate the database. Any tuple whose frequency
is beyond the max frequency will be dropped from the
database. PrivSQL runs SVT to learn the truncation
threshold for each relation; however, the noise scale of
SVT depends on the sensitivity of the relation while it is
constantly 1 in TSensDP.
Although the privacy budget allocation strategy affects
the performance of DP algorithm, we skip exploring this
effect and assume PrivSQL and TSensDP divide the pri-
vacy budget into two halves, one for the threshold learn-
ing and the other for reporting the query result after
truncation. We disable the synopsis generation phase of
PrivSQL and just use Laplace mechanism to answer the
SQL query directly.
Result and Analysis. Table 2 shows the statistics of
releasing differential private query results by TSensDP
or PrivSQL for TPC-H and Facebook datasets. Out-
put below 0 is truncated to 0. We report the median of
global sensitivity, the median of relative absolute bias, the
median of relative absolute error and the average time for
each query over 20 runs. We assume the table size is given.
For TPC-H, we assume the maximum tuple sensitivity of
q1 is 100, of q2 is 500 and of q3 is 10. TSensDP has
ď 4% error for q1 and q3, and ď 8% error for q2. In con-
trast, PrivSQL has more than 99% error on q2 and q3.
This means that the error in PrivSQL answers for these
queries is worse than returning 0 as the answer without
looking at the data. The reasons for the poor error are
different. In q2 PrivSQL truncates too much of the data,
while in q3 it estimate a very loose bound on sensitivity.
For Facebook dataset, we assume the maximum tuple
sensitivity of q4 is 70, of qw is 25k, of q˝ is 200 and of q
is 15. TSensDP achieves ă 6% error for q4, qw, q˝, while
PrivSQL get ą 100% error for q˝ and q. Since there
is no FK-PK join for Facebook queries, we have only one
primary private table, which means no table truncation
and thus has 0 bias in PrivSQL. However, PrivSQL has
ˆ10 to ˆ180k larger global sensitivity than TSensDP,
which dominates the error.
Parameter Analysis. To find how the upper bound pa-
rameter for tuple sensitivity ` affects the performance,
we vary ` through 1, 10, 30, 50, 100, 1000 and repeat
TSensDP 20 times for the star query qpA,B,Cq whose
true local sensitivity is 13 when R2 is the primary private
relation for DP. For each bound, the median global sensi-
tivity, which is also the tuple sensitivity threshold learned
from the SVT routine, is [11, 13, 9, 4, 48, 160], the me-
dian bias error is [3%, 1%, 13%, 55%, 0%, 0%], and the
median relative error is [5%, 4%, 17%, 56%, 32%, 98%].
The optimal ` in this case is 10, with the corresponding
error as 4%, while the worst error is 98% when ` “ 1000.
Notice that as ` increases, the noise added to Qˆ in the
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SVT routine gets larger. This causes the learned tuple
sensitivity threshold to deviate more from the local sen-
sitivity, which is considered the optimal threshold by the
rule of thumb. When ` is too small, the learned tuple sen-
sitivity threshold could also be small, which increases the
bias.
8 Related Work
Sensitivity analysis for SQL queries is important to the de-
sign of differentially private algorithms. The focus of ex-
isting work [38, 31, 8, 21, 30, 35] is to compute the global
sensitivities of SQL queries or their upper bounds. The
earliest work by McSherry along this line [35] applies static
analysis on a given relational algebra and then combines
the sensitivities of the operators in the relational alge-
bra to obtain the maximum possible change to the query
output for all possible database instances. This analy-
sis is independent of the database instance, so the result
can be much larger than the local sensitivity. In partic-
ular, for join operator, the global sensitivity can be un-
bounded. The analysis either considers a restricted form
of join [35, 21] or constrained database instances [38, 31, 8].
For general join queries on unconstrained databases, Lips-
chitz extension [29, 13, 17, 30] is usually applied to trans-
form the original query Q that has an unbounded sen-
sitivity into a different query Q1 that (a) has abounded
global sensitivity and (b) has a similar answer as Q. In
particular, the transformed query in PrivateSQL [30] re-
quire to truncates the sensitive tuples. Hence, our work
offers efficient ways to identify the most sensitive tuples
to complement PrivateSQL to achieve differential privacy.
Smooth sensitivity [37, 26] is another important sensi-
tivity notion for achieving differential privacy. This sensi-
tivity is a smooth upper bound of the local sensitivity of
databases at a distance from the given database instance.
This requires the computation of local sensitivity of expo-
nentially number of database instances. For SQL queries,
elastic sensitivity [26] provides efficient static analysis rule
to estimate the upper bound of local sensitivity, but this
bound can be still very loose. For example, even if the lo-
cal sensitivity for a query with selection operator is small,
the elastic sensitivity algorithm will output the same value
as for a query without the selection operators. In addition,
the computation of elastic sensitivity requires additional
constraint cardinality information of the given database
instance.
Smooth sensitivity [37, 47] or Lipschitz extension [17,
29, 13] have been mainly applied to release graph statis-
tics. However, these algorithms either require customized
analysis for each new query [47] or suffer from high per-
formance cost [37, 17, 29, 13]. We will extend our study
to graph queries (involving self-joins) in the future.
Sensitivity analysis has also been studied for non-SQL
functions [24, 41, 15], with a focus on global sensitivity.
Related topics also include sensitivity analysis for proba-
bilistic queries [28] and finding responsibility of tuples [36],
where the goal is different from ours. Prior work on prove-
nance for queries and deletion propagation (e.g., [7, 14])
provide analysis for a rich set of queries and explanations
for query results, but the analysis is mainly for remov-
ing a tuple in the database (downward tuple sensitivity).
Our work also considers upward tuple sensitivity which
involves adding new tuples from the domain. Our future
study will consider general aggregates and functions.
9 Conclusions
We studied the local sensitivity problem for counting
queries with joins – an important task for many applica-
tions like differentially private query answering and query
explanations. We showed that the problem is NP-hard
in combined query and data complexity even for full con-
junctive queries that have an acyclic structure – queries
for which the combined complexity of query answering is
PTIME. We develop algorithms for full acyclic join queries
using join trees, that run in linear in the number of rela-
tions and near linear in the number of tuples for inter-
esting sub-classes of acyclic queries including path queries
and “doubly acyclic queries”, and in PTIME in combined
complexity when the maximum degree in the join tree is
bounded. Our algorithms can be extended to handle re-
lated queries that include selection predicates as well as
non-acyclic queries with a certain property on generalized
hypertree decompositions. The local sensitivity output by
our algorithms is shown to be orders of magnitude tighter
than prior work. Our algorithm can also be used to con-
struct differentially private query answering methods that
are more accurate than the state of the art. Extending
the framework to handle general non-acyclic queries in-
volving self-joins, projections, negations, and other aggre-
gate functions would be an interesting direction of future
work.
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A Theorem and Proofs
A.1 Proof for Theorem 3.1
Proof. (Algorithm) The algorithm works as follows.
First, compute the maximum downward tuple sensitiv-
ity δ´˚ “ maxtPQpDq δ´pt, Q,Dq (see Definition 2.1),
and note the tuple giving the max value. Next, com-
pute the maximum upward tuple sensitivity as δ`˚
= maxiPt1,¨¨¨ ,mumaxtPΣAirepr δ
`˚pt, Q,Dq, again noting the
tuple giving the maximum value. Return δ˚ “
maxpδ`˚, δ´˚q along with the tuple that led to this highest
value.
(Correctness) We omit the proof that this algorithm
correctly computes the local sensitivity due to space con-
straints.
(Polynomial data complexity) Finally we argue that
the algorithm runs in time polynomial in n “ |D|. Note
that the active domain of any single attribute A P AD in
any relation Ri can be computed in time polynomial in n
(in Opn log nq time if we use sorting to remove duplicates),
and |ΣA,iact| ď n. Since each relation Ri has at most k at-
tributes, |ΣAirepr| ď nk. Hence the above algorithm iterates
over polynomial number of choices for t, for each t it eval-
uates the query QpD Y ttuq or QpD ´ ttuq, which can be
done in polynomial time in n. Hence the total time of the
above algorithm is also polynomial in n.
A.2 Proof for Theorem 3.2
Proof. We give a reduction from the 3SAT problem. Con-
sider any instance of 3SAT φ with s clauses (C1, . . . , Cs)
and ` variables (v1, . . . , v`), where each clause is disjunc-
tion three literals (a variable or its negation), and the goal
is to check if the formula φ “ C1 ^ ¨ ¨ ¨ ^ Cs is satisfi-
able. We create an instance of the sensitivity problem
LSpQ,Dq with s ` 1 relations and ` attributes in total.
For each clause Ci that involves variables vi1 , vi2 , vi3 , we
add a table Ri with three Boolean attributes Ai1 , Ai2 , Ai3 ,
and insert all possible triples of Boolean values that sat-
isfy the clause Ci into Ri in D. For example, if Ci is
v2 _ v¯5 _ v¯7, then RipA2, A5, A7q contains seven Boolean
triples p0, 0, 0q, p0, 0, 1q, . . . , p1, 1, 1q except p0, 1, 1q. In ad-
dition, we create an empty relation R0pA1, . . . , A`q, which
does not contain any tuple in D. The query is:
QpA1, . . . , A`q “ R0pA1, ¨ ¨ ¨ , A`q ^
ľ
i“1,...,m
RipAi1 , Ai2 , Ai3q
Note that Q is acyclic, as all of R1, ¨ ¨ ¨ , Rs correspond to
ears (see Section 2.2). Further, the reduction is in polyno-
mial time in the number of variables and clauses in φ. Next
we argue that φ is satisfiable if and only if LSpQ,Dq ą 0.
(only if) Suppose φ is satisfiable, and v “ pv1 “
b1, ¨ ¨ ¨ , v` “ b`q is a satisfying assignment. Then the join
of R1 ’ ¨ ¨ ¨ ’ Rs is not empty and v belongs to their join
result. However, QpDq “ H as R0 “ H in D. Now, if we
add a tuple corresponding to v to R0, then QpD Y tvuq
is no longer empty (at least contains v), and therefore
LSpQ,Dq ą 0.
(if) Suppose LSpQ,Dq ą 0. Hence there exists at least
one tuple t such that if it is added to one of the rela-
tions R0, R1, ¨ ¨ ¨ , Rs, then |QpD Y ttuq| ą |QpDq|. Since
QpDq “ H as R0 is empty, this tuple must be inserted to
R0 to have a non-empty output. Further, the projection
of this tuple to Ai1 , Ai2 , Ai3 for relation Ri must match
one of the existing seven tuples of Ri in D to have a non-
empty join result. Therefore, this tuple (Boolean values
for v1, ¨ ¨ ¨ , v`) gives a satisfying solution for φ by satisfying
all the clauses, and makes φ satisfiable.
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