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Recent studies have revealed that multi-soliton solutions of the nonlinear Schro¨dinger equation,
as carriers of information, offer a promising solution to the problem of nonlinear signal distortions in
fiber optic channels. In any nonlinear Fourier transform based transmission methodology seeking to
modulate the discrete spectrum of the multi-solitons, choice of an appropriate windowing function is
an important design issue on account of the unbounded support of such signals. Here, we consider
the rectangle function as the windowing function for the multi-solitonic signal and provide the
exact solution of the associated Zakharov-Shabat scattering problem for the windowed/doubly-
truncated multi-soliton potential. This method further allows us to avoid prohibitive numerical
computations normally required in order to accurately quantify the effect of time-domain windowing
on the nonlinear Fourier spectrum of the multi-solitonic signals. The method devised in this work
also applies to general type of signals and may prove to be a useful tool in the theoretical analysis
of such systems.
PACS numbers: 02.30.Zz, 02.30.Ik, 42.81.Dp, 03.65.Nk
NOTATIONS
The set of non-zero positive real numbers (R) is de-
noted by R+. For any complex number ζ, Re(ζ) and
Im(ζ) refer to the real and the imaginary parts of ζ,
respectively. Its complex conjugate is denoted by ζ∗.
The upper-half (lower-half) of complex plane (C) is de-
noted by C+ (C−) and it closure by C+ (C−). Let
σ0 = diag(1, 1) and the Pauli’s spin matrices are
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The support of a function f : Ω → R in Ω is defined
as supp f = {x ∈ Ω| f(x) 6= 0}. The Lebesgue spaces of
complex-valued functions defined in R are denoted by Lp
for 1 ≤ p ≤ ∞ with their corresponding norm denoted
by ‖ · ‖Lp or ‖ · ‖p.
I. INTRODUCTION
In optical fiber communication, the propagation of op-
tical field in a loss-less single mode fiber under Kerr-
type focusing nonlinearity is governed by the nonlinear
Schro¨dinger equation (NSE) [1, 2] which, in its standard
form, reads as
i∂xq = ∂
2
t q + 2|q|2q, (t, x) ∈ R× R+, (1)
where q(t, x) is a complex valued function associated with
the slowly varying envelope of the electric field, t is the
retarded time and x is position along the fiber. This
∗ v.k.vaibhav@tudelft.nl
equation also provides a satisfactory description of op-
tical pulse propagation in the guiding-center or path-
averaged formulation [3–5] when more general scenarios
such as presence of fiber losses, lumped or distributed
periodic amplification are included in the mathematical
model of the physical channel.
The initial value problem (IVP) corresponding to the
NSE was first solved by Zakharov and Shabat [6], which
is known to be one of the first successful implementations
of the inverse scattering transform (IST) method. Multi-
solitons or, more precisely, K-soliton solutions were ob-
tained as a special case of this theory. The IST method
was later extended to a wider class of nonlinear evo-
lution equations known as the Ablowitz-Kaup-Newell-
Segur (AKNS) class of integrable equations [7, 8]. In
this pioneering work, IST was, for the first time, pre-
sented as a way of Fourier analysis for nonlinear problems
prompting researchers to coin the term nonlinear Fourier
transform (NFT) for IST. In this terminology, any subset
of the scattering data that qualifies as the “primordial”
scattering data [8] is referred to as the nonlinear Fourier
spectrum.
The fact that the energy content of K-solitons is not
dispersed away as it propagates along the fiber makes
them promising as carriers of information in optical com-
munication. These ideas were first explored by Hasegawa
and Nyu [9] who proposed encoding information in the
eigenvalues of the K-soliton solutions in a framework
which they described as the eigenvalue communication.
With the recent breakthroughs in coherent optical com-
munication [10, 11] and growing need for increased chan-
nel capacity [12–14], these ideas have been recently re-
vived. We refer the reader to the comprehensive review
article [15] and the references therein for an overview of
NFT-based optical communication methodologies and its
potential advantage over the conventional ones.
In this article, we focus on a particular aspect of the
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2NFT-based transmission methodologies which seek to
modulate the discrete part of the nonlinear Fourier spec-
trum using K-solitons as information carriers. Given
that the support of the K-soliton solutions is infinite, it
is mandatory to employ a windowing function [16]. The
windowing function must be such that it does not consid-
erably alter the nonlinear Fourier spectrum of the original
signal. In this work, we consider the simplest of the win-
dowing functions, the rectangle function. It is shown that
the resulting scattering problem for the “windowed” or
the doubly-truncated K-soliton solutions is exactly solv-
able. The idea is to express the Jost solutions of the win-
dowed potential in terms of the Jost solutions of the orig-
inal potential. Such an approach has already appeared in
the work of Lamb [17] where the scattering problem for a
potential truncated from one side is solved exactly using
the Jost solutions of the original potential. In particu-
lar, the observation that truncated K-soliton has rational
reflection coefficient has been used to devise exact tech-
niques for IST [18–20]. Adapting Lamb’s approach, it is
further shown that, in the case of truncation from both
sides, one can set up a Riemann-Hilbert (RH) problem to
obtain the Jost solutions of the doubly-truncated poten-
tial. It must be noted that this method applies to general
potentials; however, for K-solitons, evaluation of certain
integrals become a trivial task and the solution of the
RH-problem can be obtained in a closed form. In par-
ticular, the method of Darboux transformation (DT) for
computing K-solitons provides an adequate representa-
tion of the Jost solutions in terms of the so called Darboux
matrix which, as a function of the spectral parameter,
has a rational structure facilitating the solution of the
RH-problem. This representation further enables us to
obtain precise estimates for the effective temporal sup-
port as well as spectral width of the K-soliton pulses.
The rational structure of the aforementioned Darboux
matrix has also been recently exploited to develop fast
numerical algorithms for DT [21] and IST [22].
II. DIRECT SCATTERING:
DOUBLY-TRUNCATED POTENTIAL
The NFT of a given complex-valued signal q(t) is in-
troduced via the associated Zakharov-Shabat scattering
problem (or ZS-problem in short) [6] which can be stated
as follows: Let ζ ∈ R and v = (v1, v2)ᵀ ∈ C2, then
vt = −iζσ3v + Uv, (2)
where the matrix elements of U are U11 = U22 = 0 and
U12 = q(t) = −U∗21 = −r∗(t). Here, q(t) is identified as
the scattering potential. Henceforth, we closely follow the
formalism developed in [8, 23]. We assume that the Jost
solutions of the first kind, denoted by ψ(t; ζ) and ψ(t; ζ),
which are the linearly independent solutions of (2), are
known. These solutions are characterized by the follow-
ing asymptotic behavior as t→∞: ψ(t; ζ)e−iζt → (0, 1)ᵀ
and ψ(t; ζ)eiζt → (1, 0)ᵀ. We also assume that the
Jost solutions of the second kind, denoted by φ(t, ζ)
and φ(t, ζ), which are also linearly independent solu-
tions of (2) are known. These solutions are character-
ized by the following asymptotic behavior as t → −∞:
φ(t; ζ)eiζt → (1, 0)ᵀ and φ(t; ζ)e−iζt → (0,−1)ᵀ. The
scattering coefficients corresponding to q(t) can be writ-
ten in terms of the Jost solutions by using the Wronskian
relations [8]
a(ζ) = W (φ,ψ) , b(ζ) = W
(
ψ,φ
)
,
a(ζ) = W
(
φ,ψ
)
, b(ζ) = W
(
φ,ψ
)
.
(3)
Furthermore, the symmetry properties, ψ(t; ζ) =
iσ2ψ
∗(t; ζ∗) and φ(t; ζ) = iσ2φ∗(t; ζ∗) yield the relations
a(ζ) = a∗(ζ∗) and b(ζ) = b∗(ζ∗).
Here, we assume that the nonlinear Fourier spectrum
of the signal q(t) is as follows: The discrete spectrum
consists of the eigenvalues ζk ∈ C+ and the norming con-
stants bk. For convenience, let the discrete spectrum be
denoted by the set
SK = {(ζk, bk) ∈ C2, k = 1, 2, . . . ,K}. (4)
The continuous spectrum, also referred to as the reflec-
tion coefficient, is given by ρ(ξ) = b(ξ)/a(ξ) for ξ ∈ R.
In this article, we consider windowing using the rect-
angle function supported in [−T−, T+] where T−, T+ > 0.
Define the left-sided signal q(−)(t;T+) = q(t)θ(T+ − t),
where θ(t) is the Heaviside step function so that the win-
dowed signal is q(u)(t;T−, T+) = q(−)(t;T+)θ(t + T−).
Here, our objective is to solve the ZS-problem corre-
sponding to the windowed potential q(u)(t;T−, T+). To
this end, we first derive the Jost solutions for the left-
sided signal q(−)(t;T+) supported in (−∞, T+]. Starting
from the Jost solution of the second kind, it is straight-
forward to verify that (for ζ ∈ C+)
φ(−)(t; ζ) =
{
φ(t; ζ), t ≤ T+,
e−iσ3ζ(t−T+)φ(T+; ζ), t > T+.
(5)
For t ≥ T+, the potential is identically zero so that
ψ(−)(t; ζ) = (0, 1)ᵀeiζt, ζ ∈ C+. Now, using the Wron-
skian relations (3), the scattering coefficients, for ζ ∈ C+,
work out to be a(−)(ζ) = φ1(T+; ζ)eiζT+ and b(−)(ζ) =
φ2(T+; ζ)e
−iζT+ . Next, our aim is to obtain ψ(−)(t; ζ)
for t < T+ for ζ ∈ C+. On the real axis, i.e. ξ ∈ R,
one can obtain ψ(−)(t; ξ) using the linear independence
of φ(−)(t; ξ) and φ(−)(t; ξ):
ψ(−)(t; ξ) = −a(−)(ξ)φ(−)(t; ξ) + b(−)(ξ)φ(−)(t; ξ). (6)
Evidently, the expression in the RHS above cannot be
analytically continued into the upper-half of the complex
plane. In order to circumvent this limitation, we adopt a
different approach in the following. Let us consider the
relation
φ(−)(t; ζ) = a(−)(ζ)ψ(−)(t; ζ) + b(−)(ζ)ψ(−)(t; ζ), (7)
3for ζ ∈ R. Let a(−)(ζ) have K ′ simple zeros in C+ de-
noted by ζ
(−)
k , k = 1, 2, . . . ,K
′. Following [6], we set up
a Riemann-Hilbert (RH) problem for the sectionally an-
alytic function F (ζ) ≡ F (ζ; t) with simple poles in C+
defined by
F (ζ; t) =
{
[a(−)(ζ)]−1φ(−)(t; ζ)eiζt, ζ ∈ C+,
ψ(−)(t; ζ)eiζt, ζ ∈ C−,
(8)
with the jump condition given by
F (ξ + i0)− F (ξ − i0) = ρ(−)(ξ)ψ(−)(t; ξ)eiξt, (9)
for ξ ∈ R where ρ(−)(ξ) = b(−)(ξ)/a(−)(ξ). The solution
of the RH-problem can be stated as
F (ζ) =
(
1
0
)
+
K′∑
k=1
eiζkt(
ζ − ζ(−)k
) φ(−)(t; ζ(−)k )
a˙(−)(ζ(−)k )
+
1
2pii
∫ ∞
−∞
ρ(−)(ξ)ψ(−)(t; ξ)eiξt
dξ
ξ − ζ . (10)
Note that for t < T+ and ξ ∈ R, we have
ρ(−)(ξ)ψ(−)(t; ξ)eiξt = −b(−)(ξ)φ(−)(t; ξ)eiξt
+
|b(−)(ξ)|2
a(−)(ξ)
φ(−)(t; ξ)eiξt. (11)
The RHS of the above equation is known for all ξ ∈ R;
therefore, F (ζ) can be obtained explicitly provided that
the integral in (10) can be computed exactly. This yields
ψ(−)(t; ζ) for t < T+ and ζ ∈ C+, using the symmetry
properties.
Next, the windowed potential q(u)(t;T−, T+) is ob-
tained as a result of truncation of q(−)(t;T+) from left.
Let the Jost solutions for this potential be ψ(u)(t; ζ) (first
kind) and φ(u)(t; ζ) (second kind). Let the scattering co-
efficients be denoted by a(u)(ζ) and b(u)(ζ). In the follow-
ing, our aim would be to obtain an expression for these
Jost solutions in terms of the Jost solutions of q(−)(t;T+).
Evidently,
ψ(u) =
{
e−iσ3ζ(t+T−)ψ(−)(−T−; ζ), t < −T−
ψ(−)(t; ζ), t ≥ −T−, (12)
and φ(u)(t; ζ) = (1, 0)ᵀe−iζt for t < −T− where ζ ∈ C+.
Now using the Wronskian relations, we have
a(u)(ζ) = ψ(u)2 (−T−; ζ)eiζT− = F ∗1 (ζ∗;−T−),
b(u)(ζ) = ψ(u)1 (−T−; ζ)e−iζT−
= −F ∗2 (ζ∗;−T−)e−2iζT− ,
(13)
for ζ ∈ C+. This implies b(u)(ζ) = −F2(ζ;−T−)e2iζT−
for ζ ∈ C−. Note that the functional form obtained for
the scattering coefficients a(u)(ζ) and b(u)(ζ) must hold
for all ζ ∈ C if they hold true in any of the half-planes.
The expression in (10) appears to indicates that zeros
of a(−)(ζ) are required in order to compute F (ζ); how-
ever, a closer look at this expression shows that it is not
the case: Consider, for t < T+,
1
2pii
∫ ∞
−∞
|b(−)(ξ)|2
a(−)(ξ)
φ(−)(t; ξ)eiξt
dξ
ξ − ζ
=
1
2pii
∫ ∞
−∞
[
1
a(−)(ξ)
− a(−)∗(ξ)
]
φ(−)(t; ξ)eiξt
dξ
ξ − ζ .
Given that 1/a(−)(ξ) is holomorphic in C+ with isolated
poles at ζ
(−)
k , this part of the integrand can be computed
easily by completing the contour in C+ so that
1
2pii
∫ ∞
−∞
φ(−)(t; ξ)
a(−)(ξ)
eiξtdξ
ξ − ζ +
K′∑
k=1
eiζkt(
ζ − ζ(−)k
) φ(−)(t; ζ(−)k )
a˙(−)(ζ(−)k )
=
{
[a(−)(ζ)]−1φ(−)(t; ζ)eiζt, ζ ∈ C+,
0, ζ ∈ C−
⇒ F (ζ) =
(
1
0
)
− 1
2pii
∫ ∞
−∞
[
b(−)(ξ)φ(−)(t; ξ) + a(−)∗(ξ)φ(−)(t; ξ)
]
eiξt
dξ
ξ − ζ , ζ ∈ C−. (14)
III. DOUBLY-TRUNCATED MULTI-SOLITON
POTENTIAL
Having obtained the general recipe above, we now turn
to the case of K-soliton potentials. The K-soliton po-
tentials along with their Jost solutions can be computed
quite easily using the Darboux transformation (DT) [24–
26]. In this discussion, we use the DT procedure de-
scribed in [24]. Let SK be the discrete spectrum of a K-
soliton potential. Define the matrix form of the Jost so-
lutions as v(t; ζ) = (φ,ψ). The seed solution here corre-
sponds to the null potential; therefore, v0(t; ζ) = e
−iσ3ζt.
The augmented matrix Jost solution vK(t; ζ) can be ob-
tained from the seed solution v0(t; ζ) using the Dar-
4boux matrix as vK(t; ζ) = µK(ζ)DK(t; ζ,SK)v0(t; ζ)
for ζ ∈ C+ where the Darboux matrix is written as
DK(t; ζ,SK) =
∑K
k=0D
(K)
k (t;SK)ζ
k where the coeffi-
cient matrices are such that D
(K)
K = σ0 and
D
(K)
k =
(
d
(k,K)
0 d
(k,K)
1
−d(k,K)∗1 d(k,K)∗0
)
, (15)
where k = 0, 1, . . . ,K − 1. Also, let us recall
aK(ζ) =
∏K
k=1 (ζ − ζk)(ζ − ζ∗k)−1 and (µK)−1 =∏K
k=1 (ζ − ζ∗k) [21]. For ζ ∈ C+, it is known that [8]
vKe
iσ3ζt =
(
1 + 12iζ E(−) 12iζ q(t)
− 12iζ r(t) 1 + 12iζ E(+)
)
+ O
(
1
ζ2
)
,
(16)
where
E(−)(t) =
∫ t
−∞
|q(s)|2ds,
E(+)(t) =
∫ ∞
t
|q(s)|2ds.
(17)
This allows us to conclude that q(t) = 2id
(K−1,K)
1 and
E(−) = 2id(K−1,K)0 + 2i
K∑
k=1
ζ∗k ,
E(+) = 2id(K−1,K)∗0 + 2i
K∑
k=1
ζ∗k .
(18)
The energy in the tails (i.e., the part of the signal out-
side [−T−, T+]) is tails‖q‖22 = E−(−T−) + E+(T+) where
‖q‖22 = 4
∑K
k=1 Im ζk.
The Darboux transformation can be implemented as
a recursive scheme [26]. Noting that the seed potential
is a null potential, its discrete spectrum is empty. Let
us define the successive discrete spectra ∅ = S0 ⊂ S1 ⊂
S2 ⊂ . . . ⊂ SK such that Sj = {(ζj , bj)} ∪ Sj−1 for
j = 1, 2, . . . ,K where (ζj , bj) are distinct elements ofSK .
The Darboux matrix of degree K > 1 can be factorized
into Darboux matrices of degree one as
DK(t; ζ,SK |S0) = D1(t; ζ,SK |SK−1)
×D1(t; ζ,SK−1|SK−2)× . . .×D1(t; ζ,S1|S0), (19)
where D1(t; ζ,Sj |Sj−1), j = 1, . . . ,K are the successive
Darboux matrices of degree one with the convention that
(ζj , bj) = Sj ∩ Sj−1 is the bound state being added to
the seed potential whose discrete spectra is Sj−1. The
resulting scheme is depicted in Fig. 1. Note that the
Darboux matrices of degree one can be stated as
D1(t; ζ,Sj |Sj−1) = ζσ0− |βj−1|2ζj+ζ∗j1+|βj−1|2 (ζj−ζ∗j )βj−11+|βj−1|2
(ζj−ζ∗j )β∗j−1
1+|βj−1|2
ζj+ζ
∗
j |βj−1|2
1+|βj−1|2
 , (20)
and
βj−1(t; ζj , bj) =
φ
(j−1)
1 (t; ζj)− bjψ(j−1)1 (t; ζj)
φ
(j−1)
2 (t; ζj)− bjψ(j−1)2 (t; ζj)
, (21)
for (ζj , bj) ∈ SK and the successive Jost solutions, vj =
(φj ,ψj), needed in this ratio are computed as
vj(t; ζ) =
1
(ζ − ζ∗j )
D1(t; ζ,Sj |Sj−1)vj−1(t; ζ). (22)
The potential is given by
qj = qj−1 − 2i
(ζj − ζ∗j )βj−1
1 + |βj−1|2 . (23)
and
E(−)j = E(−)j−1 +
4 Im(ζj)
1 + |βj−1|−2 ,
E(+)j = E(+)j−1 +
4 Im(ζj)
1 + |βj−1|2 .
(24)
Finally, let us observe that the computation of the Dar-
boux matrix coefficients can be done in O
(
K2
)
opera-
tions. With N samples of q(t) over [−T−, T+], the com-
plexity of computing tails using the trapezoidal rule (TR)
of integration is O
(
K2N
)
which can be contrasted with
the method proposed here using DT-coefficients which af-
fords a complexity of O
(
K2
)
yielding an accuracy up to
the machine precision1. Further, if one attempts to study
the effect of propagation of the pulse over M points along
the fiber, our method affords a complexity of O
(
K2M
)
as opposed to O
(
K2NM
)
of any numerical method.
Next, the scattering coefficients corresponding to the
truncated K-soliton potential q(−)(t;T+) work out to
be a(−)(ζ) = µK(ζ)[DK(T+; ζ,SK)]11 and b(−)(ζ) =
µK(ζ)[DK(T+; ζ,SK)]21e
−2iζT+ . In the following, we
suppress the dependence on SK for the sake of brevity
and proceed to construct the Jost solution ψ(−). Firstly,
in order to facilitate the solution of the RH-problem in-
troduced above, we intend to compute the terms in (10)
exactly by exploiting the rational structure of the Dar-
boux matrix. To this end, let us note that the expression
in (11), for t < T+, can be written as
ρ(−)(ξ)ψ(−)K (t; ξ)e
iξt = P (ξ; t)e2iξ(t−T+) +Q(ξ; t), (25)
where P (ξ; t) and Q(ξ; t) are vector-valued rational func-
tions of ξ. These functions can be explicitly stated in
terms of the Darboux matrix elements as follows:
P = −|µK(ξ)|2[DK(T+; ξ)]21
(
[D∗K(t; ξ)]21
−[D∗K(t; ξ)]11
)
, (26)
Q = |µK(ξ)|2 |[DK(T+; ξ)]21|
2
[DK(T+; ξ)]11
(
[DK(t; ξ)]11
[DK(t; ξ)]21
)
. (27)
1 For a given discrete spectrum and tails, one can also determine
T± using a binary search method (see [27]).
5e−iσ3ζtn
DT (ζ1, b1)
D1(tn; ζ,S1|S0)
∆q1(tn)
∆E(±)1 (tn)
v1(tn; ζ) DT (ζ2, b2)
×
+
+
D1(tn; ζ,S2|S1)
∆q2(tn)
∆E(±)2 (tn)
...
...
...
×
+
+
...
...
...
D1(tn; ζ,SK |SK−1)
∆qK(tn)
∆E(±)K (tn)
×
+
+
vK(tn; ζ) qK(tn) E(±)K (tn)
DT[SK]
FIG. 1. The figure shows the schematic of the Darboux transformation for a given discrete spectrum SK at the grid point tn.
The input is the seed Jost solution, v0(tn; ζ) = e
−iσ3ζtn . Here, ∆qj(tn) = qj(tn)−qj−1(tn) and ∆E(±)j (tn) = E(±)j (tn)−E(±)j−1(tn).
From these expressions, it follows that the poles of the
rational function P (ξ; t) are ζk and ζ
∗
k while the poles
of the rational function Q(ξ; t) are ζk, ζ
∗
k and zeros of
a(−)(ζ). For the sake of convenience, let us introduce
the residues: ωj(ζk) = Res (Qj(ξ; t); ζk), ωj(ζ
(−)
k ) =
Res
(
Qj(ξ; t); ζ
(−)
k
)
, pij(ζk) = Res (Pj(ξ; t); ζk) and
pij(ζ
∗
k) = Res (Pj(ξ; t); ζ
∗
k) for j = 1, 2. For ζ ∈ C−,
define
Ij(ζ; t) = lim
κ→∞
1
2pii
∮
Γκ
dξ
ξ − ζ Pj(ξ; t)e
2iξ(t−T+), (28)
Jj(ζ; t) = lim
κ→∞
1
2pii
∮
Γκ
Qj(ξ; t)dξ
ξ − ζ
+
K′∑
k=1
ωj(ζ
(−)
k )
ζ − ζ(−)k
= −
K∑
k=1
ωj(ζk)
ζ − ζk , (29)
where Γκ denotes the contour comprising the segment
[−κ, κ] (κ > 0) and a semicircular arc with radius κ ori-
ented negatively in C− and j = 1, 2. Observing,
Pj(ξ; t) =
K∑
k=1
[
pij(ζk)
ξ − ζk +
pij(ζ
∗
k)
ξ − ζ∗k
]
, (30)
the integrals Ij work out to be
Ij(ζ; t) = −
K∑
k=1
pij(ζk)
ζ − ζk e
2iζ(t−T+)
−
K∑
k=1
pij(ζ
∗
k)
ζ − ζ∗k
[
e2iζ(t−T+) − e2iζ∗k(t−T+)
]
.
(31)
This allows us to write F (ζ) = (1, 0)ᵀ +I(ζ; t) +J (ζ; t)
where we have used the fact that the second term in the
RHS of (10) is given by
K′∑
k=1
1
ζ − ζ(−)k
 [DK(t;ζ
(−)
k )]11
[D˙K(T+;ζ
(−)
k )]11
[DK(t;ζ
(−)
k )]21
[D˙K(T+;ζ
(−)
k )]11
 = K′∑
k=1
ω(ζ
(−)
k )
ζ − ζ(−)k
,
6with ω = (ω1, ω2)
ᵀ. Next, let us show that the poles of
F (ζ) at ζk (as well as at ζ
∗
k) are removable. First let us
observe that(
φ1(t; ζ)e
iζt ψ1(t; ζ)e
−iζt
φ2(t; ζ)e
iζt ψ2(t; ζ)e
−iζt
)
= DK(t; ζk).
Using the symmetry relations for the Darboux matrix,
let us also observe that
− [D
∗
K(t; ζ
∗
k)]21
[DK(t; ζk)]11
e2iζkt +
[D∗K(T+; ζ
∗
k)]21
[DK(T+; ζk)]11
e2iζkT+
=
[DK(t; ζk)]12
[DK(t; ζk)]11
e2iζkt − [DK(T+; ζk)]12
[DK(T+; ζk)]11
e2iζkT+
=
ψ1(t; ζk)
φ1(t; ζk)
− ψ1(T+; ζk)
φ1(T+; ζk)
≡ 0,
on account of the property of the norming constant bk.
Similarly,
[D∗K(t; ζ
∗
k)]11
[DK(t; ζk)]21
e2iζkt +
[D∗K(T+; ζ
∗
k)]21
[DK(T+; ζk)]11
e2iζkT+
=
[DK(t; ζk)]22
[DK(t; ζk)]21
e2iζkt − [DK(T+; ζk)]12
[DK(T+; ζk)]11
e2iζkT+
=
ψ2(t; ζk)
φ2(t; ζk)
− ψ1(T+; ζk)
φ1(T+; ζk)
≡ 0.
Therefore, ωj(ζk) + pij(ζk) exp[2iζk(t− T+)] = 0, so that
limζ→ζk [ωj(ζk) + pij(ζk) exp[2iζ(t− T+)]]/(ζ − ζk) =
2i(t− T+)pij(ζk) exp[2iζk(t− T+)]. Therefore,
I(ζ; t) +J (ζ; t)
= −
K∑
k=1
pi(ζk; t)
ζ − ζk
[
e2iζ(t−T+) − e2iζk(t−T+)
]
−
K∑
k=1
pi(ζ∗k ; t)
ζ − ζ∗k
[
e2iζ(t−T+) − e2iζ∗k(t−T+)
]
,
(32)
is a vector valued function analytic for all ζ ∈ C.
Finally, the scattering coefficients for the windowed
potential q(u)(t;T−, T+) work out to be a(u)(ζ) = 1 +
I∗1 (ζ∗;−T−)+J ∗1 (ζ∗;−T−) and b(u)(ζ) = −[I2(ζ;−T−)+
J2(ζ;−T−)]e2iζT− for ζ ∈ C. The discrete spectrum can
be computed by first computing the zeros of a(u)(ζ) (us-
ing methods developed for analytic functions [28, 29])
which gives the eigenvalues and evaluating b(u)(ζ) at the
eigenvalues gives the norming constant.
We conclude this section by demonstrating that the
scattering coefficients obtained above are functions of
exponential type: Setting t = −T− we have, for |ζ| >
maxk |ζk|,
‖I(ζ; t) +J (ζ; t)‖
≤
K∑
k=1
‖pi(ζk;−T−)‖
2|ζk|
[
e−4T Im ζ + e4T Im ζk
]
+
K∑
k=1
‖pi(ζ∗k ;−T−)‖
2|ζk|
[
e−4T Im ζ + e−4T Im ζk
]
.
(33)
From here it is straightforward to conclude that a(u)(ζ)
and b(u)(ζ) satisfy an estimate of the form (A2).
A. Conserved quantities and spectral width
Consider the Fourier spectrum of the multi-soliton po-
tential denoted by
Q(ξ) =
∫
q(t)e−iξtdt. (34)
For convenience, we introduce the notation
〈ξn〉 =
1
2pi
∫ |Q(ξ)|2ξndξ
1
2pi
∫ |Q(ξ)|2dξ ≡ 12pi
∫ |Q(ξ)|2ξndξ
‖q‖22
, (35)
for moments in the Fourier domain. Let us observe that
the following quantities can be expressed entirely in terms
of the eigenvalues:
C0 = ‖q‖22 = 4
∑
k
Im ζk, (36)
C1 = −
∫
∂tq(t)q
∗(t)dt = 4i
∑
k
Im ζ2k , (37)
C2 =
∫ [|q(t)|4 − ∂tq∗(t)∂tq(t)] dt = −16
3
∑
k
Im ζ3k .
(38)
These quantities do not evolve as the pulse propagates
along the fiber. Further, from the first moment
〈ξ〉 =
1
2pi
∫ |Q(ξ)|2ξdξ
‖q‖22
=
∫
i∂tq(t)q
∗(t)dt
‖q‖22
= − iC1
C0
,
(39)
and the second moment
〈ξ2〉 =
1
2pi
∫ |Q(ξ)|2ξ2dξ
‖q‖22
=
∫
[i∂tq(t)][i∂tq(t)]
∗dt
‖q‖22
= −C2
C0
+
1
C0
∫
|q(t)|4dt,
(40)
we obtained the variance 〈∆ξ2〉 = 〈ξ2〉 − 〈ξ〉2 as
〈∆ξ2〉 = 1
C0
∫
|q(t)|4dt+ C
2
1
C20
− C2
C0
≤ ‖q‖2∞ +
C21
C20
− C2
C0
.
(41)
This quantity characterizes the width of the Fourier spec-
trum. Note that the biquadratic integral must be com-
puted numerically. However, ‖q‖∞ can be computed in
a straightforward manner: From (23), we have ‖qj‖∞ ≤
‖qj−1‖∞ + 2 Im(ζj), we have
‖qK‖∞ ≤ 2
K∑
k=1
Im(ζj), (42)
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〈∆ξ2〉 ≤ C
2
0
2
+
C21
C20
− C2
C0
. (43)
Note that this inequality holds irrespective of how the
pulse evolves as it propagates along the fiber.
Now, turning to the windowed multi-solitons and de-
noting the conserved quantities of the windowed signal
by C
(u)
j for j = 0, 1, 2, . . ., we have
〈∆ξ2〉(u) ≤ ‖q(u)‖2∞ +
(
C
(u)
1
C
(u)
0
)2
− C
(u)
2
C
(u)
0
. (44)
Note that as the pulse evolves ‖q(u)‖∞ may not remain
bounded by ‖q‖∞ as it does at the initial point, i.e.,
x = 0. The conserved quantities for the windowed po-
tential can be obtained from the asymptotic expansion
of log[a(u)(ζ)] as |ζ| → ∞ while keeping ζ ∈ C+. To this
end, let
a(u)(ζ) ∼ 1 + a
(u)
1
2iζ
+
a
(u)
2
(2iζ)2
+
a
(u)
3
(2iζ)3
+ . . . (45)
as |ζ| → ∞ in C+. The coefficients introduced above can
be explicitly stated as
(2i)−ja(u)j =
K∑
k=1
pi1(ζ
∗
k)
∗e4iζkT ζj−1k
+
K∑
k=1
pi1(ζk)
∗e4iζ
∗
kT (ζ∗k)
j−1. (46)
Observing that C
(u)
j are defined as
log a(u)(ζ) ∼
∞∑
j=0
C
(u)
j
(2iζ)j+1
, (47)
the conserved quantities work out to be
C
(u)
0 = a
(u)
1 ,
C
(u)
1 = a
(u)
2 −
(a
(u)
1 )
2
2
,
C
(u)
2 = a
(u)
3 − a(u)1 a(u)2 +
(a
(u)
1 )
3
3
.
(48)
IV. EXAMPLES
In the following, we treat a simple example of a doubly-
truncated 1-soliton in order to demonstrate how to use
the recipe provided in this article. Similar treatment
for a 2-soliton potential is provided in [27]. Further, we
present a general example of a doubly-truncated 6-soliton
where the procedure outlined in this article must be im-
plemented numerically. Note that there are no explicit
expressions provided in this article for arbitrary K; how-
ever, this does not limit our ability to compute them to
machine precision thanks to the iterative Darboux trans-
formation procedure2.
A. One Soliton
Consider a 1-soliton potential with the discrete spec-
trum (ζ1, b1) where ζ = ξ1 + iη1. The Darboux matrix
can be easily worked out as
D1(t; ζ) = ζσ0 −
( |β0|2ζ1+ζ∗1
1+|β0|2
(ζ1−ζ∗1 )β0
1+|β0|2
(ζ1−ζ∗1 )β∗0
1+|β0|2
ζ1+ζ
∗
1 |β0|2
1+|β0|2
)
, (49)
where β0(t; ζ1, b1) = −(1/b1)e−2iζ1t. Let 2T = T+ + T−
and define Z+ = 1/β0(T+) and Z− = β0(−T−) so that
|Z±| = |b1|∓1e−2η1T± . Now
P1(ξ;−T−) = −4η
2
1Z+Z−
Ξ
1
(ξ − ζ1)(ξ − ζ∗1 )
where Ξ = (1 + |Z+|2)(1 + |Z−|2) so that
a(u)(ζ) = 1 +
2iη1Z
∗
+Z
∗
−
Ξ
×
[
e4iζT − e4iζ∗1T
ζ − ζ∗1
− e
4iζT − e4iζ1T
ζ − ζ1
]
.
(50)
The b-coefficient can be computed as follows. Observing
P2(ξ;−T−) = −2iη1Z+
Ξ
[(ξ − ζ1) + (ξ − ζ∗1 )|Z−|2]
(ξ − ζ1)(ξ − ζ∗1 )
,
we have
b(u)(ζ) =
2iη1b1|Z−|2
Ξ
(
e−2i(ζ−ζ1)T+ − e2i(ζ−ζ1)T−)
ζ − ζ1
+
2iη1|Z+|2
b∗1Ξ
(
e−2i(ζ−ζ
∗
1 )T+ − e2i(ζ−ζ∗1 )T−)
ζ − ζ∗1
. (51)
Using the asymptotic expansion of log[a(u)(ζ)] as |ζ| →
∞ in C+, it is also straightforward to workout
‖q(u)‖22 = 4η1
1− |Z−|2|Z+|2
(1 + |Z−|2)(1 + |Z+|2) . (52)
To the leading order in |Z±|, the eigenvalue of the win-
dowed 1-soliton is given by
ζ
(u)
1 ≈ ζ1 − 2iη1(|Z−|2 + |Z+|2), (53)
and the norming constant given by
b
(u)
1 ≈ b1 + 4η1b1(T−|Z−|2 − T+|Z+|2). (54)
2 The aforementioned iterative scheme and the recipe provided in
this article requires some care in implementation in order to avoid
arithmetic overflow/underflow of floating point operations. This
discussion is not central to the understanding of the main results
presented in this article and is, therefore, being omitted.
8−40 −20 0 20 400
0.5
1
1.5 |q(t)|2
t
1 10 20 30 40
10−6
10−4
10−2
100
tails(T )
DT
TR
T
FIG. 2. The figure shows the 6-soliton potential (left) corre-
sponding to S6 (see Fig. 3) where the dashed lines mark the
truncation points ±10. The fraction of the total energy in
the tails tails(T ) as a function of the truncation point ±T is
plotted on the right (TR: trapezoidal rule).
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FIG. 3. The top row shows the discrete spectrum S6 of a
6-soliton as well as that of its windowed version, i.e., S
(u)
6 .
The scattering coefficients of windowed 6-soliton is plotted in
the bottom row. A comparison is made between our method
(labeled with ‘RH’) and a numerical method of solving the
ZS-problem (labeled with ‘TR’).
B. 6-Soliton Case
For the second example, we choose a complex vec-
tor λ ≡ (λ1, . . . , λ6) = (±1 + 1i, ±1 + 2i, ±1 + 3i) and
bk = e
i(pi/6)(k−1), k = 1, . . . , 6. The eigenvalues are then
taken to be ζk = λk/κ where κ = 2
√∑6
k=1 Imλk. The
windowed potential is given by q(u)(t;T ) = θ(T 2−t2)q(t)
where T = 10 (see Fig. 2). The energy in the tails is
tail(10) ≈ 10%. For the sake of comparison, we solve the
scattering problem for q(u)(t;T ) using the (exponential)
trapezoidal rule (TR) proposed in [21] with 214 samples.
The method proposed in this letter is labeled with ‘RH’
in order to signify the fact that an RH-problem is solved
exactly to obtain the scattering coefficients. The discrete
spectrum for the windowed potential ‘S
(u)
6 –RH’ as de-
picted in Fig. 3 is determined numerically from the func-
tional form of a(u)(ζ) and b(u)(ζ) obtained above while
‘S
(u)
6 –TR’ is computed numerically as in [21]. Evidently,
results in Fig. 3 confirm the validity of the method pro-
posed in this letter.
V. CONCLUSION
To conclude, we have discussed a method to solve
the Zakharov-Shabat scattering problem for the doubly-
truncated scattering potential in terms of the Jost solu-
tions of the original potential using the standard tech-
niques of Riemann-Hilbert problems. Exploiting the ra-
tional structure of the Darboux matrix, it was possi-
ble to obtain the scattering coefficients for the doubly-
truncated multi-soliton potentials. Significance of this
result lies in the fact that on account of the unbounded
support of multi-solitons, windowing is a practical neces-
sity and an important design issue in optical communi-
cation which can now be addressed quite efficiently. Fur-
thermore, it is interesting to note that the results pre-
sented in this article may enable us to determine optimal
values for various design parameters for K-solitons via
the solution of a nonlinear optimization problem. These
aspects will be explored in a future publication.
[1] Y. Kodama and A. Hasegawa, IEEE J. Quantum Elec-
tron., 23, 510 (1987).
[2] G. Agrawal, Nonlinear Fiber Optics (Academic Press,
2013).
[3] A. Hasegawa and Y. Kodama, Opt. Lett. 15, 1443 (1990).
[4] A. Hasegawa and Y. Kodama, Phys. Rev. Lett. 66, 161
(1991).
[5] S. K. Turitsyn, B. G. Bale, and M. P. Fedoruk, Physics
Reports 521, 135 (2012).
[6] V. E. Zakharov and A. B. Shabat, Sov. Phys. JETP 34,
62 (1972).
[7] M. J. Ablowitz, D. J. Kaup, A. C. Newell, and H. Segur,
Phys. Rev. Lett. 31, 125 (1973).
[8] M. J. Ablowitz, D. J. Kaup, A. C. Newell, and H. Segur,
Stud. Appl. Math. 53, 249 (1974).
[9] A. Hasegawa and T. Nyu, J. Lightwave Technol. 11, 395
(1993).
[10] E. Ip, A. P. T. Lau, D. J. F. Barros, and J. M. Kahn,
Opt. Express 16, 753 (2008).
9[11] K. Kikuchi, J. Lightwave Technol. 34, 157 (2016).
[12] P. P. Mitra and J. B. Stark, Nature 411, 1027 (2001).
[13] R.-J. Essiambre et al., Phys. Rev. Lett. 101, 163901
(2008).
[14] R. J. Essiambre, G. Kramer, P. J. Winzer, G. J. Foschini,
and B. Goebel, J. of Lightwave Technol. 28, 662 (2010).
[15] S. K. Turitsyn, J. E. Prilepsky, S. T. Le, S. Wahls, L. L.
Frumin, M. Kamalian, and S. A. Derevyanko, Optica 4,
307 (2017).
[16] L. L. Frumin, A. A. Gelash, and S. K. Turitsyn, Phys.
Rev. Lett. 118, 223901 (2017).
[17] G. L. Lamb, Elements of soliton theory, Pure and applied
mathematics (John Wiley & Sons, Inc., 1980).
[18] D. E. Rourke and P. G. Morris, Phys. Rev. A 46, 3631
(1992).
[19] D. E. Rourke and J. K. Saunders, J. of Math. Phys. 35,
848 (1994).
[20] H. Steudel and D. J. Kaup, Inverse Problems 24, 025015
(2008).
[21] V. Vaibhav, (2017), arXiv:1704.00951[physics.comp-ph].
[22] V. Vaibhav, (2017), arXiv:1706.04069[math.NA].
[23] M. Ablowitz and H. Segur, Solitons and the Inverse Scat-
tering Transform (SIAM, 1981).
[24] G. Neugebauer and R. Meinel, Phys. Lett. A 100, 467
(1984).
[25] J. Lin, Acta Math. Appl. Sin. 6, 308 (1990).
[26] C. Gu, A. Hu, and Z. Zhou, Darboux Transforma-
tions in Integrable Systems, Mathematical Physics Stud-
ies (Springer, 2005).
[27] See Supplemental Material at URL for some explanatory
notes, algorithmic details and more examples.
[28] L. M. Delves and J. N. Lyness, Math. Comp. 21, 543
(1967).
[29] P. Kravanja and M. Van Barel, Computing the Zeros
of Analytic Functions, Lecture Notes in Mathematics
(Springer-Verlag Berlin Heidelberg, 2000).
[30] R. P. Boas, Entire Functions, Pure and Applied Mathe-
matics (Elsevier Science, 1954).
[31] G. Gripenberg, S. O. Londen, and O. Staffans,
Volterra Integral and Functional Equations, Encyclope-
dia of Mathematics and Its Applications, Vol. 34 (Cam-
bridge University Press, 1990).
Appendix A: Scattering coefficients of compactly
supported potentials
It is well know that Jost solutions and, consequently,
the scattering coefficients for compactly supported po-
tentials are entire functions of the spectral parameter ζ,
i.e. analytic for all ζ ∈ C [8, 23]. Let us consider the
scattering coefficients in the following. It turns out that,
for compactly supported potentials, the scattering coeffi-
cients are analytic functions of exponential type (see [30]
for properties of such functions) in C. A simple proof
of this statement is provided below. Now, given that a
doubly-truncated scattering potential is compactly sup-
ported, the method proposed in the article must yield
scattering coefficients that are of exponential type in C.
Introducing the “local” scattering coefficients a(t; ζ)
and b(t; ζ) such that φ(t; ζ) = (a(t; ζ)e−iζt, b(t; ζ)eiζt)ᵀ,
the scattering problem in (2) reads as
∂ta(t; ζ) = q(t)b(t; ζ)e
2iζt,
∂tb(t; ζ) = r(t)a(t; ζ)e
−2iζt.
(A1)
Let Ω = [−T−, T+] where T± ≥ 0. The initial condi-
tions for the Jost solution φ are: a(−T−; ζ) = 1 and
b(−T−; ζ) = 0. The scattering coefficients can be di-
rectly obtained from these functions as a(ζ) = a(T+; ζ)
and b(ζ) = b(T+; ζ). The following estimate establishes
that a(ζ) and b(ζ) are of exponential type in C:
Theorem A.1. Let q ∈ L1 with support in Ω and set
κ = ‖q‖L1(Ω). Let f(ζ) denote either [a(ζ)− 1]e−2iζT+ or
b(ζ); then the estimate
|f(ζ)| ≤
{
Ce2T+ Im ζ , ζ ∈ C+,
Ce−2T− Im ζ , ζ ∈ C−. (A2)
holds for C = ‖D‖ coshκ where D = (κ2/2, κ)ᵀ.
Proof. Let us define for convenience the modified Jost
solution
P˜ (t; ζ) = φ(t; ζ)eiζt −
(
1
0
)
=
(
a(t; ζ)− 1
b(t; ζ)e2iζt
)
, (A3)
so that P˜ (T+; ζ)e
−2iζT+ = ([a(ζ)−1]e−2iζT+ , b(ζ))ᵀ. The
system of equations in (A1) can be transformed into a
set of Volterra integral equations of the second kind for
P˜ (t; ζ):
P˜ (t; ζ) = Φ(t; ζ) +
∫
Ω
K(t, y; ζ)P˜ (y; ζ)dy, (A4)
where Φ(t; ζ) = (Φ1,Φ2)
ᵀ ∈ C2 with
Φ1(t; ζ) =
∫ t
−T−
q(z)Φ2(z; ζ)dz,
Φ2(t; ζ) =
∫ t
−T−
r(y)e2iζ(t−y)dy,
(A5)
and the Volterra kernel K(x, y; ζ) = diag(K1,K2) ∈ C2×2
is such that
K1(x, y; ζ) = r(y)
∫ x
y
q(z)e2iζ(z−y)dz,
K2(x, y; ζ) = q(y)
∫ x
y
r(z)e2iζ(x−z)dz,
(A6)
with K(x, y; ζ) = 0 for y > x. Now, the proof can be
obtained using the same method as in [8]. For fixed ζ ∈
C+, let K denote the Volterra integral operator in (A4)
corresponding to the kernel K(x, y; ζ) such that
K [P˜ ](t; ζ) =
∫
Ω
K(t, y; ζ)P˜ (y; ζ)dy
=
∫ t
−T−
dz
∫ z
−T−
dy
(
q(z)r(y)e2iζ(z−y)P˜1(y; ζ)
q(y)r(z)e2iζ(t−z)P˜2(y; ζ)
)
. (A7)
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Consider the L∞(Ω)-norm [31, Chap. 9] of K given by
‖K ‖L∞(Ω) = ess sup
t∈Ω
∫
Ω
‖K(t, y; ζ)‖dy, (A8)
so that ‖K ‖L∞(Ω) ≤ κ2/2 [8]. The resolvent R of
this operator exists and is given by the Neumann se-
ries R =
∑∞
n=1Kn where Kn = K ◦ Kn−1 with
K1 = K . It can also be shown using the methods
in [8] that ‖Kn‖L∞(Ω) ≤ κ2n/(2n)!, yielding the estimate
‖R‖L∞(Ω) ≤ [cosh(κ) − 1]. Therefore, for any Φ(t; ζ) ∈
L∞(Ω;C2), the relationship P˜ (t; ζ) = Φ(t; ζ)+R[Φ](t; ζ)
implies, for ζ ∈ C+,
‖P˜ (t; ζ)‖L∞(Ω) ≤ cosh(κ)‖Φ(t; ζ)‖L∞(Ω). (A9)
The result for C+ in (A2) follows from the observa-
tion that, for ζ ∈ C+, ‖Φ(t; ζ)‖L∞(Ω) ≤ ‖D‖ where
D = (κ2/2, κ)ᵀ. Therefore, C can be chosen to be
‖D‖ coshκ. For the case C− of (A2), we consider
P˜−(t; ζ) = P˜ (t; ζ)e−2iζt so that P˜−(T+; ζ) = ([a(ζ) −
1]e−2iζT+ , b(ζ))ᵀ. The Volterra integral equations then
reads as P˜−(t; ζ):
P˜−(t; ζ) = Φ−(t; ζ) +
∫
Ω
K−(t, y; ζ)P˜−(y; ζ)dy, (A10)
where Φ−(t; ζ) = Φ(t; ζ)e−2iζt ∈ C2 and the Volterra
kernel K−(x, y; ζ) = diag(K(−)1 ,K(−)2 ) ∈ C2×2 is such
that
K(−)1 (x, y; ζ) = r(y)
∫ x
y
q(z)e−2iζ(x−z)dz,
K(−)2 (x, y; ζ) = q(y)
∫ x
y
r(z)e−2iζ(z−y)dz,
(A11)
with K−(x, y; ζ) = 0 for y > x. Using the approach
outlined above, it is possible to show that, for ζ ∈ C−,
‖P˜−(t; ζ)‖L∞(Ω) ≤ cosh(κ)‖Φ−(t; ζ)‖L∞(Ω). The result
for the case ζ ∈ C− in (A2) then follows from the
observation that ‖Φ−(t; ζ)‖L∞(Ω) ≤ ‖D‖e−2 Im(ζ)T− for
ζ ∈ C−.
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I. SOME BOUNDS ON THE ENERGY IN THE
TAILS
The unknown Darboux matrix coefficients introduced
in the article can also be obtained as the solution of a
linear system [? ? ]. From φK(t; ζk) = bkψK(t; ζk), we
have
DK(t; ζk,SK)[φ0(t; ζk)− bkψ0(t; ζk)] = 0. (1)
Note that φ0(t; ζk)− bk(t)ψ0(t; ζk) 6= 0 on account of the
fact that ζk is not an eigenvalue of the seed potential.
Define the Vandermonde matrix V = {Vjk}K×K where
Vjk = ζ
k
j , j = 1, 2, . . . ,K, k = 0, 1, . . . ,K − 1,
and the diagonal matrix Γ = diag(γ1, γ2, . . . , γK). Let
the vectors
f =

ζK1
ζK2
...
ζKK
 , g = Γf =

ζK1 γ1
ζK2 γ2
...
ζKK γK
 , (2)
where
γk =
φ
(0)
2 (t; ζk)− bkψ(0)2 (t; ζk)
φ
(0)
1 (t; ζk)− bkψ(0)1 (t; ζk)
= −bke2iζkt. (3)
The unknown Darboux coefficients can be put into the
vector form
D0 =

d
(0,K)
0
d
(1,K)
0
...
d
(K−1,K)
0
 , D1 =

d
(0,K)
1
d
(1,K)
1
...
d
(K−1,K)
1
 . (4)
The 2K linear system of equations (1) can be written as
−
(
f
g∗
)
=
( V ΓV
Γ∗V∗ −V∗
)(
D0
D1
)
. (5)
Let ηmin = mink(Im ζk) and
$+ = max
k
(|bk|), $− = max
k
(|bk|−1) . (6)
∗ v.k.vaibhav@tudelft.nl
Consider the case t = T+ > 0. Denoting the spectral
norm of matrices by ‖ · ‖s, we have
‖Γ‖s = max
k
(|bk|e−2 Im ζkT+) ≤ $+e−2ηminT+ , (7)
so that ‖Γ‖s → 0 as T+ →∞. Define D0(∞) = −V−1f .
Putting D0 = D0(∞) + D˜0, we have
D˜0 = −MD1,
D1 = (1 +M
∗M)−1M∗ [D0(∞)−D∗0(∞)] ,
where M = V−1ΓV. Let κ(V) = ‖V−1‖s‖V‖s denote the
condition number of V, then ‖M‖s ≤ κ‖Γ‖s. If T+ is
such that κ‖Γ‖s < 1, then
‖D˜0‖2 ≤ κ‖Γ‖s‖D1‖2,
‖D1‖2 ≤ 2κ‖Γ‖s
(1− κ2‖Γ‖2s)
‖ Im[D0(∞)]‖2.
Note that d
(K−1,K)
0 (∞) = −
∑K
k=1 ζk, therefore,
E(+)K (T+) ≤
2κ2‖Γ‖2s
(1− κ2‖Γ‖2s)
‖ Im[D0(∞)]‖2. (8)
Next we consider the case t = −T− < 0. The linear
system (5) can be written as
−
(
Γ−1f
f∗
)
=
(
Γ−1V V
V∗ −(Γ−1)∗V∗
)(
D0
D1
)
. (9)
Observing
‖Γ−1‖s = max
k
(
e−2 Im ζkT−
|bk|
)
≤ $−e−2ηminT− ,
implies ‖Γ−1‖s → 0 as T− → ∞. Define D0(−∞) =
−[V−1f ]∗. As before, putting D0 = D0(−∞) + D˜0, we
have
D˜0 = (M
−1)∗D1,
D1 = −
(
1 +M−1(M−1)∗
)−1
M [D0(−∞)−D∗0(−∞)] .
If T− is such that κ‖Γ−1‖s < 1, then
‖D˜0‖2 ≤ κ‖Γ−1‖s‖D1‖2,
‖D1‖2 ≤ 2κ‖Γ
−1‖s
(1− κ2‖Γ−1‖2s)
‖ Im[D0(−∞)]‖2.
Note that d
(K−1,K)
0 (−∞) = −
∑K
k=1 ζ
∗
k , therefore,
E(−)K (−T−) ≤
2κ2‖Γ−1‖2s
(1− κ2‖Γ−1‖2s)
‖ Im[D0(−∞)]‖2. (10)
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2Remark I.1. Define
T
(0)
+ = log(κ$+)/2ηmin,
T
(0)
− = log(κ$−)/2ηmin,
(11)
then, T+ > T
(0)
+ and T− > T
(0)
− ensures that the esti-
mates (8) and (10) hold, respectively. Now, the effect of
propagation can also be incorporated by plugging in the
x-dependence of the norming constant in (7). For fixed
x ∈ [0, L], we seek T+ ∈ R such that ‖Γ‖s < κ−1, where
‖Γ‖s = max
k
(
|bk|e−2ηk(T+−4ξkx)
)
.
Let kmin be such that Im(ζkmin) = ηmin, then putting
ξmin = Re(ζkmin), we have
‖Γ‖s ≤ $+e−2ηmin(T+−4ξminx).
Therefore, choosing T+ − 4ξminx > T (0)+ ensures that the
estimate (8) holds. Using similar arguments as above,
it follows that choosing T− + 4ξminx > T
(0)
− ensures the
validity of estimate (10).
Now, in the design of K-soliton pulses, if the tolerance
for the fraction of total energy in the tails is tails, then
the domain [−T−, T+] must be chosen such that
E(+)K (T+) + E(−)K (−T−)
4
∑K
k=1 Im ζk
≤ tails.
If we choose to satisfy the equality above, then one has
to solve a nonlinear equation for T+, T−. For the sake
of simplicity, we let T = max(T−, T+). The inequalities
obtained above can be used to compute an upper bound
for T as follows: set X = exp(−4ηminTmax), then
2κ2$2+X
1− κ2$2+X
+
2κ2$2−X
1− κ2$2−X
=
4tails
∑
k Im ζk
‖ Im[V−1f ]‖2 . (12)
A good estimate for Tmax is
Tmax =
1
4ηmin
log
[‖ Im[V−1f ]‖2κ2($2+ +$2−)
2tails
∑
k Im ζk
]
, (13)
provided the RHS is positive. Finally, a search algorithm
such as the bisection method can be used to obtain the
true value of T by choosing a bracketing interval of the
form [0, Tmax].
II. EXAMPLE: SYMMETRIC MULTI-SOLITONS
Reflection symmetry can be considered by putting λ =
−ζ∗ and introducing w(s;λ) = v∗(−s;−λ∗) so that the
ZS-problem reads as
ws = −iλσ3w + U(−s)w.
Denote the Jost solutions of the new system by Ψ(s;λ),
Ψ(s;λ) (first kind) and Φ(s;λ), Φ(s;λ) (second kind);
then
Ψ(s;λ) = σ1φ
∗(−s;−λ∗), Ψ(s;λ) = −σ1φ∗(−s;−λ∗),
Φ(s;λ) = σ1ψ
∗(−s;−λ∗), Φ(s;λ) = −σ1ψ∗(−s;−λ∗).
Let Bk denote the norming constant for U(−s), then it
follows that Bk = 1/b
∗
k. Therefore, for symmetric pro-
files, U(s) = U(−s), we have Bk ≡ bk = 1/b∗k or |bk| = 1.
Let A(λ) and B(λ) be the scattering coefficients for the
new system, then
A(λ) = W (Φ,Ψ) = a∗(−λ∗),
B(λ) = W (Ψ,Φ) = b
∗
(−λ∗),
Therefore, if ζk is an eigenvalue then so is −ζ∗k . If U(s) is
assumed to be symmetric even as it evolves according to
the NSE, then ζk = iηk where ηk > 0. The constraint on
the Darboux matrix (assuming K is even) can be stated
as
D(s;λ,SK) = σ1D
∗(−s;−λ∗,SK)σ1, (14)
which translates to
d
(k,K)
0 (s) = (−1)kd(k,K)0 (−s),
d
(k,K)
1 (s) = (−1)k+1d(k,K)1 (−s).
(15)
Given that the potential is symmetric, we choose the
truncation points also symmetrically so that T = T− =
T+. These simplifying assumption allow us to study the
2-soliton case analytically.
1. Symmetric 2-soliton
Continuing from the Sec. I, we observe that
d
(0,2)
0 (∞) = −η1η2,
d
(1,2)
0 (∞) = −i(η1 + η2).
(16)
Let the discrete spectrum be
S2 = {(iη1, eiθ1), (iη2, eiθ2)| ηj , θj ∈ R, j = 1, 2}. (17)
Introducing Xj = e
−2ηjT for j = 1, 2, the solution to the
linear system in (5) can be stated as
3d˜
(0,2)
0 = 2η1η2(η1 + η2)
[
(η1 + η2)(X
2
1 +X
2
2 )− 2X1X2
(
η1e
−i(θ1−θ2) + η2ei(θ1−θ2)
)]
/Ξ, (18)
d˜
(1,2)
0 = 2i(η1 + η2)
[
(η1X1 − η2X2)2 + (η1 − η2)2X21X22 + η1η2{(X1 +X2)2 − 4X1X2 cos(θ1 − θ2)}
]
/Ξ (19)
d
(0,2)
1 = −2η1η2(η21 − η22)
[
e−iθ1X1(1−X22 )− e−iθ2X2(1−X21 )
]
/Ξ, (20)
d
(1,2)
1 = 2i(η
2
1 − η22)
[
η1e
−iθ1X1(1 +X22 )− η2e−iθ2X2(1 +X21 )
]
/Ξ, (21)
where
Ξ =
[
(η1 − η2)2(1 +X21X22 ) + (η1 + η2)2(X21 +X22 )− 8X1X2η1η2 cos(θ1 − θ2)
]
=
[
(η1 − η2)2(1−X1X2)2 + (η1 + η2)2(X1 −X2)2 + 4X1X2(η21 + η22 − 2η1η2 cos(θ1 − θ2))
]
.
(22)
The potential works out to be
q(t) = 2id
(1,2)
1 =
−4(η21 − η22)
Ξ
[
η1e
−iθ1X1(1 +X22 )− η2e−iθ2X2(1 +X21 )
]
. (23)
Given that the potential is symmetric, it suffices to consider the energy in the tail [T,∞). From the relation E(+)(T ) =
2id˜
(1,2)∗
0 , we have
E(+)(T ) = 4(η1 + η2)
Ξ
[(η1X1 − η2X2)2 + (η1 − η2)2X21X22 + η1η2((X1 +X2)2 − 4X1X2 cos(θ1 − θ2))]
= 2(η1 + η2)− 4(η1 + η2)
Ξ
[(η21 − η22)(X22 −X21 ) + (η1 − η2)2(1−X21X22 )].
(24)
Without the loss generality, we may assume that η1 > η2 so that X
2
2 > X
2
1 and 1 > X
2
1X
2
2 . Therefore, from (22)
and (24), it follows that maximum value of the energy in the tails is achieved when θ1 = θ2 + 2npi where n ∈ Z. Next,
using the the symmetry relations for the Darboux matrix coefficients, we may write
P1(ξ;−T ) = −
[
d
(1,2)∗
1 (T )ξ + d
(0,2)∗
1 (T )
] [
d
(1,2)
1 (T )ξ − d(0,2)1 (T )
]
(ξ + iη1)(ξ − iη1)(ξ + iη2)(ξ + iη2) , (25)
and
P2(ξ;−T ) = −
[
d
(1,2)∗
1 (T )ξ + d
(0,2)∗
1 (T )
] [
ξ2 − d(1,2)∗0 (T )ξ + d(0,2)∗0 (T )
]
(ξ + iη1)(ξ − iη1)(ξ + iη2)(ξ + iη2) . (26)
This yields the scattering coefficients as
a(u)(ζ) = 1− pi
∗
1(iη1)
(ζ + iη1)
[
e4iζT −X−21
]− pi∗1(−iη1)
(ζ − iη1)
[
e4iζT −X21
]
− pi
∗
1(iη2)
(ζ + iη2)
[
e4iζT −X−22
]− pi∗1(−iη2)
(ζ − iη2)
[
e4iζT −X22
]
,
(27)
and
b(u)(ζ) =
pi2(iη1)
(ζ − iη1)
[
e−2iζT −X−21 e2iζT
]
+
pi2(−iη1)
(ζ + iη1)
[
e−2iζT −X21e2iζT
]
+
pi2(iη2)
(ζ − iη2)
[
e−2iζT −X−22 e2iζT
]
+
pi2(−iη2)
(ζ + iη2)
[
e−2iζT −X22e2iζT
]
.
(28)
Putting Y = (η1 + η2)/(η1 − η2), the change ∆ηj in the eigenvalues, to the leading order in Xj , works out to be
∆η1
η1 + η2
= −2Y (Y + 1)X21 + 2(Y 2 − 1)X1X2 cos(θ1 − θ2),
∆η2
η1 + η2
= −2Y (Y − 1)X22 + 2(Y 2 − 1)X1X2 cos(θ1 − θ2),
(29)
4and the corresponding change ∆bj in the norming constants work out to be
∆b1
η1 + η2
= 4i(Y 2 − 1)T
(
1− 1
4η1T
)
eiθ1X1X2 sin(θ1 − θ2),
∆b2
η1 + η2
= 4i(Y 2 − 1)T
(
1− 1
4η2T
)
eiθ2X1X2 sin(θ2 − θ1).
(30)
The limiting forms in (30) indicate that the eigenvalue with smaller imaginary part suffers greater change as a result
of truncation to [−T, T ].
