Purpose: Dose plans generated with optimization models hitherto used in HDR brachytherapy have shown a tendency to yield longer dwell times than manually optimized plans. Concern has been raised for the corresponding undesired hot spots, and various methods to mitigate these have been developed. The hypotheses upon this work is based are a) that one cause for the long dwell times is the use of objective functions comprising simple linear penalties and b) that alternative penalties, as these are piecewise linear, would lead to reduced length of individual dwell times.
Introduction
High-dose-rate (HDR) brachytherapy is a type of radiotherapy in which a radioactive source is moved through catheters implanted into the volume of the tumour, or close to it. Planning the dose to be delivered involves several steps, one of which is to determine the source dwell time distribution, that is, where and for how long the radioactive source should be stopped. Modern optimization techniques for anatomy-based inverse treatment planning of HDR brachytherapy make it possible to calculate efficiently and automatically source dwell time distributions within implanted catheters, using techniques such as IPSA 1 or HIPO 2 . The outcome of inverse planning methods for brachytherapy compares favourably or slightly better than manual methods (often referred to as graphical optimization) when evaluated against dosimetric parameters, such as V 100 for the prostate, and the homogeneity index 3 , used in reporting brachytherapy treatments, and also to judge the quality of a dose plan 4 . A finding from the early clinical introduction of inverse GYN planning is that results, in terms of dosimetric indices are comparable or better when automated optimization methods are used instead of manual 5 . However dose plans generated by inverse planning tend to be comprised of fewer dwell positions, with correspondingly longer dwell times than manually generated plans 5 . The same phenomenon has been reported in the planning of prostate brachytherapy 6 . Concern was raised about the unknown effect of the hot spots around the corresponding positions 5, 6 , and it was suggested that more homogeneous solutions would be preferable 5 . Since then different ways of reducing the long dwell times have been proposed and successfully used, e.g., by introducing artificial normal tissue around the catheters 5 , by introducing explicit ceilings on the maximum dwell time 5 , and by restricting dwell time gradients 6 . One of the basic principles of inverse planning methods currently available, such as IPSA 1 and HIPO 2 , is the use of objective functions comprising linear penalties on undesired doses. In this article, we will show mathematically that one cause of the long dwell times, that is not observed in manually generated plans, is the linnear assignment of penalties to undesired doses. We will also suggest an alternative way of assigning penalties, that should reduce the effects of the linearity. Experiments to compare the linear and the alternative penalties are carried out retrospectively on a set of ten prostate cancer patients. It is of fundamental interest that the objective function itself is one cause for the long dwell times, even though methods such as the restriction of dwell time gradients 6 , can be successfully applied to mitigate them. The choice of objective function is a corner stone in any mathematical optimization model and limitations of the objectives are likely to lead to suboptimal outcomes.
The paper starts by introducing the mathematical model used in many inverse planning methods, and then continues with a mathematical analysis of this model. Readers not interested in the mathematical analysis can proceed directly to Section 2.2, where the alternative penalties are presented, or to the experimental part in Section 3, where the outcomes from the two types of penalties are compared.
Mathematical model and theory
The anatomy based treatment planning of single stepping source HDR brachytherapy requires that important anatomical structures (irradiation target and the organs-at-risk) and catheter positions have been contoured on 3-D images. With this information the calculation of source dwell time distribution, referred to in the following as creating a dose plan, can begin.
When optimizing dose plans, the established approach is to select a number of points in each anatomical structure in the treatment volume, and calculate the doses to them. In the following these points are referred to as the dose-calculation points. The optimization model for dose planning presented below follows the work of Alterovitz et al. 7 . It has also been used by Lessard et al. 1 and is very similar to the model used in HIPO 2 . Let S be the number of structures, and N s be the number of points representing the anatomical structure s. For each structure, a desired dose-range is provided, and doses outside these ranges are undesired. Denote the upper and lower limits for the dose-range for structure s by D ]. However, it is rarely possible to find a dose plan that gives doses within the specified range for every point. Hence, optimization models choose to penalise doses outside the specified doseranges by imposing penalties, the magnitudes of which are determined in a linear manner by the deviations from the specified ranges. In what follows, we denote the penalty per unit of violation of the lower and upper limits by M 
where t j denotes the dwell time in position j. Letting w s i denote the penalty for dose-calculation point i in structure s and normalizing the penalty per structure (i.e., dividing the total penalty for each structure by the number of points), the problem of minimizing the total penalty is reduced to solving the following optimization model. Objective function
This optimization problem will be referred to as the linear penalty model. Since all constraints as well as the objective function are linear, it is a linear optimization problem. In the discussion below, the well-documented basic theory of linear optimization problems is frequently used. For a general reference on this subject, see for example Murty 8 .
Analysis of the linear penalty model
For linear optimization problems, it is a well-known fact that if a problem has an optimal solution, then some extreme point of the feasible set, defined here by Eqs. (2)- (5), is optimal. Extreme points have special properties, one of which is that only a certain number of variables can attain non-zero values. Below, we intend to show that this mathematical property is one cause for the long dwell times produced by the model above.
The non-zero variables are known as basic variables, and there are as many basic variables as there are linear constraints (excluding non-negativity constraints, here Eqs. (4) and (5)). When determining the number of basic variables, the problem should be in standard form, which means that it should be stated with linear equality constraints and non-negative variables. In our problem, we have inequality constraints and therefore we have to transform it into standard form in order to be able to count basic variables. 
Counting constraints and variables in the model yields 2 S s=1 N s constraints and n + 3 S s=1 N s variables. Therefore at most, 2 S s=1 N s variables can be non-zero at an optimal extreme point.
Consider one specific dose-calculation point,î, in structureŝ. At this point, two constraints apply, one according to Eq. (6) and the other according to Eq. (7). Using Eq. (1) for the pointî in structureŝ, the equalities associated with this point are
and
Figure 1: Penalty function for one dose-calculation point.
In Figure 1 , these constraints correspond to segments (1) and (2) (later we will refer to these cases as the dose-calculation point being at its breakpoint), then the right hand side of either Eq. (11) or Eq. (12) is zero, while the other is strictly negative. This implies that either s min ıŝ or s max ıŝ is strictly positive and hence one of them is a basic variable. The number of forced basic variables is summarized in Table 1 , and the argument above is illustrated in Figure 2 . (For one-sided penalties, typically used for organs-at-risk, a similar analysis giving an equivalent result can be made.)
The analysis above holds for all dose-calculation points and the number of basic variables occupied by penalty variables and slack variables can therefore be easily calculated. Let n d be the total number of dose-calculation points with a total dose equal to the upper or the lower limit of the dose-range. Then the number of occupied basic variables is 2 s N s − n d . This means that the maximum number of dwell time variables that can be positive is n d . Further, for each positive dwell time, the total dose at one dose-calculation point must be equal to either the upper or the lower limit of the dose-range. We conclude that the total number of positive dwell times is bounded by the number of dose-calculation points with a dose that coincides with their upper or lower limits. Our tests, which are the same as those for which results are presented in Table 8 , show that the number of active dwell positions is exactly the same as the number of dosecalculation points that have a dose that coincides with their upper or lower limits. Hence, our observation is that in practice, relatively few doses will attain the upper or lower limits, and hence only a few dwell time variables become non-zero, so that the dose plans generated have relatively few positive dwell times.
Before continuing with our alternative penalties, we will make a remark about alternative optima 8 to linear optimization problems. As is well known, linear problems may have alternative optimal solutions, in which case there are non-extreme points that are optimal. These do not have the same properties as extreme points, and in particular, more variables can be non-zero. Alternative optimal solutions that are not extreme points can be found by using specific solution techniques such as the interior point method. Our computations have shown, however, that for the patients presented in Section 3, the set of alternative solutions, when such exist, is very small. Our computations show that the maximal possible change in the value of a dwell time variable between alternative optimal solutions is about 10 −4 s. Therefore in practice, the set of optimal solutions seem to be so small that it is almost only one point. This implies that in order to find solutions with more homogeneous dwell times, it is not enough to choose a specific solution technique. Instead, it is necessary to change the model.
Alternative penalty
Since the linear penalties result in few positive dwell times, it is necessary to adjust the linear penalty model to allow more dwell positions to become active. As mentioned above, such adjustments such as the introduction of artificial normal tissue around the catheters 5 , explicit ceilings on maximum dwell time 5 , or restrictions on dwell time gradients 6 have been proposed earlier. Our opinion, however, is that rather than including auxiliary constraints that limit the length of the dwell times, it is preferable to change the underlying property of the model that causes them to become too long, that is, the linearity of the penalties. Our choice for improving the dose planning model is therefore to use other types of penalties, namely convex piecewise linear penalties.
To increase the number of positive dwell times, and thereby shorten them, more dosecalculation points have to recieve doses at breakpoints. One way of achieving this is to introduce more breakpoints. This can be accomplished with convex piecewise linear penalty functions. A piecewise linear function consists of a number of linear segments; see Figure 3 for an example. The use of such functions introduces more breakpoints, and as long as the function is convex, the problem can be solved using the same techniques as those used for the linear penalty model. Piecewise linear penalty functions also provide an opportunity for further differentiation of the penalties, e.g., points with doses far from their required dose-ranges can be penalised more than points closer to the dose-range. Our choice is also supported by the work of Romeijn et al. 9 , who use piecewise linear penalties for the IMRT fluence-map optimization problem (also known as the beamletintensity optimization problem) with excellent results. 
The piecewise linear model can be analysed in the same way as the linear penalty model: for a dwell time to be positive the dose at one dose-calculation point has to coincide with a breakpoint. The number of breakpoints is, however, larger when using piecewise linear penalties, instead of linear, and the likelihood for a dose to coincide with a breakpoint increases significantly. Hence more dwell times are likely to become positive, whereby the length of the individual dwell times are likely to be reduced.
Materials and methods
For comparison of the two models, the anatomy and catheter positions from ten clinical implants for HDR brachytherapy for prostate cancer (given as a boost to external beam therapy) were selected and used retrospectively. The implants were chosen to represent a wide range of prostates with respect to both shapes and volumes. The number of catheters ranged from 16 to 20 and dwell positions were distributed in the catheters with 2.5 mm in-between. Some characteristics of the prostates are presented in Table 2 . The target was the prostate (CTV). The urethra and rectum were considered organs-atrisk (OARs), and these were contoured on the ultrasound images by a radiation oncologist. To spare the normal tissue surrounding the prostate, an additional organ-at-risk which was neither urethra or rectum, but which instead, consisted of tissue adjacent to the prostate and at most 1cm away from it, was introduced by us for this study.
For each patient, a set of dose-calculation points was chosen using the method proposed by Lahanas 10 . In this method, dose-calculation points should be generated both on the surface of each structure and inside the volume of each structure. A minimum number of 20 points per structure was always used however. In Table 3 , the density of the points for each structure listed is shown. The dose-rate contributions, d s ij , were calculated using functions fitted to the dose distribution in water around a single HDR 192 Ir source (Nucletron microSelectron HDR v1), that was initially derived by EGS4 Monte Carlo simulations 11 . This approach produces data on dose in water as a function of distance and polar angle with the source equivalent to that obtained using the AAPM TG43 formalism 12 . For a plan to be considered satisfactory, the dosimetric protocol shown in Table  4 should be fulfilled. A similar protocol was used by Baltas et al. 6 . The penalty parameters for both models (M To solve the two models, the state-of-the-art optimization software CPLEX 13 was 
used. The time needed to solve the linear penalty model or the alternative model depends on the number of dose-calculation points used, and for our patients, the time varied between 1 and 10 seconds (on a PC with an 3.2GHz Intel core i5 processor and 4GB RAM).
Which of the models it was faster to solve, varied among patients, and hence the models are similar with respect to the time needed.
In comparing the plans generated by the two models, indices of the dosimetric protocol in Table 4 , as well as other relevant dose-volume parameters for both the prostate and the OARs were considered.
Results
In Tables 5, 6 , and 7 the results of the dosimetric analysis for prostate, urethra, rectum and surrounding normal tissue are summarized for both the linear and the piecewise linear model. Most of the dose-volume parameters are similar for the two models and they cannot be shown to be significantly better or worse when piecewise linear penalty functions are used (p < 0.05). However, in all cases where the dose-volume parameters are significantly different, they are better for the piecewise linear model. In the prostate (the target), the volumes receiving the highest doses are significantly reduced, as shown by an average 20% decrease in V 200 (range from 0.3 to 36.8%, hence an improvement was seen for all patients) and an average 40% decrease in V 300 (range from 20 to 50%). The dosimetric parameter V 150 was not significantly different for the two models but it did however, decrease by 6% on average, with an improvement in the case of 7 of the 10 patients. For the urethra, the dosimetric parameters D 10 and V 100 were significantly reduced and for normal surrounding tissue, D 1 , V 100 , and V 200 were significantly reduced. The low average value of 85.2% in V 100 for urethra obtained with the piecewise linear objective indicates an excessive sparing of this organ. This can be resolved by further tuning the penalty parameters to be less demanding towards urethral doses.
With regards to the impact of the models on the dwell times, the mean reduction in total dwell time was 4.2%, and this was statistically significant (p=0.0004). Furthermore, the number of active dwell positions, that is, points with positive dwell times, increased significantly (p = 10 −6 ). The linear model activated on average 43.7% of the possible dwell positions, while the piecewise linear model activated on average 52.3%. Thus, around 20% more dwell positions were active with the piecewise linear model. One of the major differences with the piecewise linear model is a reduction of the maximum dwell time, by on average 25% (significant at level p=0.015). In Table 8 , total dwell time, maximum dwell time, and the number of active dwell positions are listed for the ten patients. It can be seen that both total dwell time and the number of activated dwell positions are improved for all patients, and the maximum dwell time is improved for all but one patient. Figure 4 presents a representative comparison of dwell time distributions for the two models, and has been obtained from patient number 7. As mentioned above, the results presented here are based on one dwell position per 2.5 mm in the catheter. Calculations have also been performed with both models using a stepdistance of 5 mm. With this larger step, the results were not as easily interpreted as those presented above, and fewer significant differences between the models were observed. The reason for this is that with a 5 mm step-size, the activation of the dwell positions is already very high for the linear model (70% of the dwell positions were activated), since almost all of them are needed to reach an acceptable overall dose. The piecewise linear model is therefore not able to activate many more dwell positions, and hence the results of the two models become very similar. 
Summary and conclusion
One of the basic principles of optimization techniques for anatomy based inverse planning of HDR brachytherapy, is the use of objective functions comprising linear penalties on undesired doses 1, 2 . Dose plans generated with these techniques have shown a tendency to be comprised of fewer and longer dwell times than manually generated plans. Concern has been raised against the hot spots caused by long dwell times 5 which has led to the development of various methods to mitigate them, such as the restriction of dwell time gradients 6 or the use of explicit ceilings on dwell times 5 . In this paper, we have shown that one cause for the long dwell times is precisely the use of objectives comprising linear penalties on undesired doses. Optimal solutions to the linear model correspond to extreme points which have a very restricted number of positive variables. This leads to the conclusion that only as many dwell times as there are dose-calculation points on their upper or lower dose-limits can be positive. Since it is not likely that a dose-calculation point is on a breakpoint there will be relatively few positive dwell times, and in order to reach the desired overall dose level, some of these will become long.
Therefore adjustments of the optimization model are needed to allow more dwell positions to become active, and indirectly, this allows the dwell times to become shorter. In order to achieve this we introduced piecewise linear penalties that reduce the long dwell times by introducing more breakpoints. By introducing more breakpoints, the likelihood of a dose coinciding with a breakpoint increases, and hence more dwell times are likely to become positive, thereby reducing the length of the individual dwell times. Furthermore piecewise linear penalties make it possible to differentiate the penalty more than simple linear penalties are able to do.
Experimental comparisons between the two types of penalties were carried out retrospectively on a set of prostate cancer patients. The comparisons show a significant change in dwell times when the piecewise linear model is used, with a 4% average total time reduction, and a 20% average increase in the number of dwell positions activated. The maximum dwell time is reduced by an average of 25%. Dosimetric indices were very sim-ilar for the two models, except for slight reductions in high doses to the prostate, urethra, and surrounding normal tissue. Hence a change to the piecewise linear penalty suggested here effectively mitigates the longest source dwelling times, but yields only moderate improvements in clinical DVH parameters. Although it has been shown that methods other than a change of objective can also be used to reduce source dwelling times, this work show the interesting result that the fewer but longer dwell times observed when using mathematical optimization methods instead of manual planning in brachytherapy stems from the simplicity of the objective function used.
