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Abstract
Ku¨nstliche neuronale Netze (ANNs) haben sich im Be-
reich des maschinellen Lernens fu¨r Audiodaten als er-
folgreichstes Werkzeug mit hoher Klassifikationsrate eta-
bliert [1]. Ein bedeutender Nachteil besteht aus wissen-
schaftlicher Sicht jedoch in der schweren Interpretierbar-
keit des von ANNs tatsa¨chlich gelernten Inhalts [2, 3]. Um
dieses Problem anzugehen untersuchen wir in dieser Ar-
beit den Lern- und Generalisierungsprozess eines Convo-
lutional Neural Networks (CNNs) fu¨r Multi-Label Instru-
mentenerkennung in den Hidden Layers des Netzwerks.
Wir betrachten die unterschiedlichen Aktivierungen aller
Layers durch unterschiedliche Instrumentenklassen um
nachzuvollziehen, ab welcher Tiefe das Netzwerk in der
Lage ist, zwei von der gleichen Klasse stammenden Sti-
muli als a¨hnlich zu erkennen. Wir wiederholen das Expe-
riment mit den gleichen Stimuli fu¨r ein auf die Erkennung
von vier Emotionen trainiertes CNNs. Dabei besta¨tigen
sich einerseits viele unserer Betrachtungen zum Genera-
lisierungsprozess, gleichzeitig lassen die Ergebnisse dar-
auf schließen, dass das auf Emotionserkennung trainierte
Netzwerk in der Lage ist, instrumententypische Patterns
zu lernen.
Einleitung
Ziel des Beitrags ist es, qualitative Aussagen zu dem Ver-
halten des CNNs zu treffen und die Reduktionsprozes-
se, die in den verschiedenen Layers stattfinden, besser
zu verstehen. Zu diesem Zweck betrachten wir durch ein
CNN erlernte Feature-Maps, wie sie in Abbildung 1 zu
sehen sind. Eine Feature-Map ist eine Repra¨sentation der
Aktivierungen auf einem einzelnen Filter des CNN. Der
Vergleich dieser fu¨r unterschiedliche Stimuli derselben In-
strumentenklasse hilft uns nachzuvollziehen, ab welcher
Tiefe das Netzwerk in der Lage ist, zwei von der gleichen
Klasse stammenden Inputs als a¨hnlich zu erkennen. Die
in dieser Arbeit betrachteten CNNs treffen auf Grundla-
ge einer Spektrogrammdarstellung des Audiosignals Aus-
sagen u¨ber die Wahrscheinlichkeit fu¨r die Zugeho¨rigkeit
des Stimulus zu einer Klasse, wie etwa des Instruments
bzw. einer evozierten Emotion (im Folgenden als Mood
bezeichnet). Abbildung 1 zeigt sowohl die Spektrogram-
me zweier Stimuli der Klasse bass, sowie die dadurch
erzeugten Feature Maps des auf Instrumentenklassifizie-
rung trainierten Netzwerks. Wie ersichtlich wird, weichen
die Spektrogramme der beiden Stimuli stark voneinan-
der ab. Mit steigender Zahl durchlaufener Layers glei-
chen sich die Feature Maps des Filters immer weiter an.
So gleicht die Feature Map in der ersten Layer optisch
noch stark dem Spektrogramm, wa¨hrend lokale Informa-
tionen ab dem dritten Layer kaum noch zu erkennen sind.
Die Feature Map der vierten Convolutional Layer beider
Stimuli weist kaum noch Unterschiede auf.
Abbildung 1: Einzelne Feature-Maps fu¨r zwei Bass-Spur-
Stimuli. Von oben nach unten sind die Spektrogramme
(Input-Layer) und die erste Feature Map der Convolutional
Layers 1-4 dargestellt.
Mithilfe dreier A¨hnlichkeitsmaße ermo¨glichen wir eine
Quantifizierung der A¨hnlichkeit zwischen den Feature-
Maps von Stimuli der gleichen Instrumentenklasse u¨ber
die Layers des Netzwerks hinweg. Die A¨hnlichkeiten je
nach Instrumentenklasse sollen auch daru¨ber Aufschluss
geben, fu¨r welche Instrumente eine Generalisierung bes-
ser gelingt.
Methode
Im Folgenden beschreiben wir zuna¨chst die Struktur
des genutzten Datensatzes, den wir fu¨r das Training
des Netzwerks zur Instrumentenklassifizeriung sowie un-
ser erstes Experiment genutzt haben. Die Architektur
der beiden genutzten Netzwerke sowie die Wahl unserer
A¨hnlichkeitsmaße beschreiben wir in den weiteren beiden
Unterkapiteln.
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Datensatz
Zum Training des Netzwerks sowie zur Evaluation unse-
res ersten Experiments nutzen wir den musdb18 Daten-
satz [4] fu¨r Source Separation, welcher aus isolierten 150
Musikstu¨cken mit isolierten Stems der Instrumententy-
pen drums, bass, vocals und rest besteht. Dabei stellen
letztere eine Zusammenfassung aus allen restlichen In-
strumenten wie etwa Gitarren oder Piano dar. Wir benut-
zen den Train-Split des Datensatzes mit 100 Tracks zum
Trainieren unseres Netzwerkes. Dabei unterteilen wir alle
Tracks in 10-seku¨ndige Abschnitte und beziehen nur die
Abschnitte mit ein, bei denen jede der vier Instrumenten-
gruppen mindestens in 5s aktiv ist. Fu¨r diese Abschnitte
erzeugen wir alle mo¨glichen Kombinationen an Instru-
menten, bei denen zumindest eines der Instrumente ak-
tiv ist, was zu insgesamt 15 verschiedenen Audio-Signalen
pro Segment fu¨hrt. Durch dieses Vorgehen erzeugen wir
24908 Trainings-Samples fu¨r einen Multi-Learning-Task.
Den Test-Split des Datensatzes benutzen wir fu¨r das ei-
gentliche Experiment. Hier separieren wir nach dem oben
beschriebenen Schema die Audio-Signale mit jeweils ex-
klusiv einem einzelnen der vier Klassen. Alle Aktivie-
rungen der einzelnen Layers, die durch Stimuli der glei-
chen Klasse erzeugt werden, sollen im Experiment jeweils
paarweise verglichen werden. Die Daten zur Emotions-
klassifizierung stammen von einem privaten Datensatz
der Firma Cyanite [5]. Es handelt sich hierbei um 10000
Tracks, die jeweils ein Label aus den vier Quadranten der
Valence-Arousal-Ebene [6] besitzen.
Netzwerkstruktur
Tabelle 1 zeigt die genutzte Netzwerkarchitektur bei-
der Classifier, bestehend aus 4 Convolutional Layers,
die jeweils von einer Max-Pooling Layer gefolgt werden
und anschließend zweier Fully Connected (Dense) Layers.
Diese Struktur entspricht einem State-Of-The-Art Netz-
werk, inspiriert von Choi [7].
Mel − spectrograminput : 80× 300× 1
Conv3× 3× 32
MP (2, 4)(output : 40× 75× 32)
Conv3× 3× 64
MP (3, 4)(output : 13× 18× 64)
Conv3× 3× 64
MP (2, 5)(output : 6× 3× 64)
Conv3× 3× 128
MP (2, 2)(output : 3× 1× 128)
Dense(output : 128× 1)
Dense(output : 65× 1)
Output(4× 1), sigmoid
Tabelle 1: Netzwerkstruktur des CNN zur Instrumentenklas-
sifizierung.
Die Input-Ebene entspricht dem log-ampitude Mel-
Spektrogramm mit 80 Mel-Ba¨ndern des 10s Audio-
Snippets wie oben beschrieben. Wir nutzen lReLU (leaky
Rectified Linear Unit) Aktivierungsfunktionen sowie
Batch Normalization nach jedem Layer. Zusa¨tzlich nut-
zen wir Dropout von 0.2 sowie l2-Regularization nach je-
der Dense Layer um Overfitting vorzubeugen. Aufgrund
des Multi-Task-Learnings nutzen wir fu¨r die Output-
Layer die Sigmoid-Funktion.
Die Netzwerkstruktur des Netzwerks zur Emotionserken-
nung gleicht dem oben Beschriebenen mit der Ausnahme,
dass es sich hier um einen Single-Label-Classifier handelt
und wir deshalb die Softmax-Funktion fu¨r die Output-
Layer nutzen.
A¨hnlichkeitsmaße
Zur Untersuchung des Generalisierungsverhaltens der
oben beschriebenen Netzwerke vergleichen wir die
Feature-Maps aller Layers, die durch Stimulipaare der
gleichen Klasse erzeugt werden. Nach oben beschriebe-
nem Verfahren erhalten wir 47 10-seku¨ndige Ausschnit-
te unterschiedlicher Tracks aus dem Test-Set, welche
gleichzeitig alle Instrumente enthalten. Die Anzahl al-
ler mo¨glichen Paarkombinationen bela¨uft sich damit auf
47× (47− 1)
2
= 1081. Zum Vergleich stellen wir verein-
fachend alle Feature-Maps in einem Layer in einem eindi-
mensonalen Vektor dar. In Paarvergleichen werden diese
Vektoren nun mithilfe
• der Pearson-Korrelation
ru,v =
�
ViVi − nU¯V¯
(n− 1)sUsV ,
• der Kosinus-A¨hnlichkeit
cos(u, v) =
U · V
||U || · ||V || ,
• und dem Mean-Squared-Error
MSEu,v =
1
n
�n
i=1(U − V )2
verglichen. V und U stehen dabei fu¨r die entsprechenden
Vektoren, n die La¨nge des Vektors, s die Standardab-
weichung. Schließlich wird pro Layer der Mittelwert der
A¨hnlichkeitsmaße aller Kombinationen gebildet, um auf
ein globales A¨hlichkeitsmaß zu schließen. Um einen Ver-
gleich der MSE zu den Aktivierungen der Feature-Maps
zu gewa¨hrleisten, normieren wir denMSE fu¨r jede Paar-
kombination auf deren jeweiligen Maximalwert. Wa¨hrend
der Trainingsphase lernen einzelne Neuronen gewisse Mu-
ster im Input-Signal zu erkennen, die mit zunehmender
Tiefe des Netzwerks und damit steigender Nonlinearita¨t
komplexerer Struktur sein ko¨nnen. Unter der Annahme,
dass die Darstellung eines Instrumentenklangs im Spek-
trogramm eine komplexe Sruktur darstellt, erwarten wir
mit zunehmender Tiefe des Spektrogramms eine steigen-
de A¨hnlichkeit der Aktivierungen in den Layern des Netz-
werks fu¨r Stimulipaare derselben isolierten Instrumenten-
gruppe. Dies wa¨re in einem Anstieg der Werte der Kor-
relation und der Kosinus-A¨hnlichkeit sowie einem Abfall
des Fehlers (MSE) mit steigender Tiefe des Netzwerks
abzulesen.
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Ergebnisse
Abbildung 2 zeigt die mittleren A¨hnlichkeitsmaße der
Aktivierungen der Layers des Instrumenten-Classifiers.
In der ersten Layer ist zuna¨chst (vor allem bei der Ko-
sinusa¨hnlichkeit) ein Abfall zu betrachten. Dies ist ver-
mutlich darauf zuru¨ckzufu¨hren, dass diese, wie aus der
Bilderkennung bekannt vertikale und horizontale Kanten
detektiert (Edge Detection), was im musikalischem Sin-
ne einem Onset-Detektor entspricht [8]. Da diese nicht
als instrumentenspezifisch anzusehen sind, ist ein Abfall
der A¨hnlichkeit so durchaus schlu¨ssig zu erkla¨ren. Wie zu
erwarten zeigen im Weiteren sowohl Korrelation als auch
Kosinusa¨hnlichkeit das postulierte Verhalten bis zur drit-
ten Convolutional Layer. Eine Ausnahme stellt die bass-
Klasse dar, die bereits in der Input Layer einen großen
Wert an A¨hnlichkeit aufweist.
Abbildung 2: A¨hnlichkeitsmaße der Layers des
Instrumenten-Classifiers fu¨r die vier isolierten Instru-
mentenklassen.
Diese Tatsache ist auf die Frequenzverteilung der Bass-
Spur zuru¨ckzufu¨hren, die sich auf den unteren Frequenz-
bereich beschra¨nkt. Der Vergleich von Abbildung 1 mit
Abbildung 3, welche dieselben Feature Maps fu¨r die
Drum-Spur der jeweiligen Test-Stimuli zeigt, verdeutlicht
diese Tatsache. Zwischen dritter und vierter Conv-Layer
wird ein Plateau erreicht. Der U¨bergang zur Dense Layer
zeigt dann erneut eine Zunahme an A¨hnlichkeit. In die-
ser Tiefe des Netzwerks sticht hier die rest-Klasse heraus.
Deren A¨hnlichkeit liegt hier niedriger als die der anderen
Instrumentenklassen, die sich bis zum Output-Layer an
den Maximalwert von 1 anna¨hern. Dies ist mit der in der
Beschreibung des Datensatzes genannten Tatsache zu er-
kla¨ren, dass sich diese Klasse aus unterschiedlichen In-
strumenten zusammensetzt und diese dementsprechend
auch schwerer zu generalisieren ist. Zwischen beiden Den-
se Layers ist der Anstieg der A¨hnlichkeit nur noch gering.
Die mittlere quadratische Abweichung zeigt ein etwas
u¨berraschenderes Verhalten. Der grundsa¨tzliche Verlauf
ist der erwartete: Der Fehler ist am Output kleiner als am
Input. Allerdings la¨sst sich beobachten, dass die mittlere
quadratische Abweichung fu¨r alle Instrumentengruppen
in den Convolutional Layers steigt, bevor sie in den Den-
se Layers wieder abnimmt. Dies ließe sich auf die Tat-
sache zuru¨ckzufu¨hren, dass die MSE die nicht auf den
Betrag normierte Differenz der Vektoren bzw. Feature
Maps beru¨cksichtigt. Dies fu¨hrt dazu, dass der Winkel
zwischen den Vektoren kleiner wird, deren tatsa¨chliche
Differenz aber gro¨ßer. Diese Tendenz endet bei den Den-
se Layers, in denen nur noch nur noch ein sehr geringer
Fehler besteht. Es ist anzumerken, dass sich die Unter-
schiede zwischen den Fehlern in den Conv-Layers in ei-
nem verha¨ltnisma¨ßig kleinen Rahmen bewegen.
Abbildung 3: Einzelne Feature-Maps fu¨r zwei Drums-Spur-
Stimuli
Beim Vergleich der A¨hnlichkeitsmaße der Feature-Maps
des auf Mood-Erkennung trainierten Netzwerks ist ein
anderes Verhalten zu betrachten (Abbildung 4). Hier
wird vor allem in Hinblick auf die Kosinusa¨hnlichkeit eher
eine Stagnation ersichtlich, nachdem in der ersten Conv-
Layer bis auf die rest-Klasse die A¨hnlichkeit ab der Input-
Layer zunimmt. U¨berraschend ist hier, dass der in Abbil-
dung 2 charakteristische Abfall an A¨hnlichkeit in Layer 1
ausbleibt. Dies legt die Vermutung nahe, dass vomMood-
Netzwerk offenbar weniger Information bezu¨glich des On-
set gelernt wird als dies beim Instrumenten-Classifier
der Fall ist. Weiter ist zu vermuten, dass zwar ein-
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fache Muster, die fu¨r die jeweilige Instrumentenklasse
charakteristisch sind, erkannt werden, dann aber keine
weitere Generalisierung bezu¨glich der Instrumentenklas-
se stattfindet. In der Outputlayer sehen wir einen star-
ken Abfall der A¨hnlichkeit und ein Anwachsen des MSE.
Dies folgt der Intuition, da mit der Information u¨ber
die Zugeho¨rigkeit eines Stimulus zu einer Instrumenten-
klassen keine Aussage u¨ber die evozierte Emotion eines
Audiosignals gegeben werden ko¨nnen sollte. Eine Aus-
nahme stellt hier allerdings die bass-Klasse dar, deren
A¨hnlichkeit in der Output-Layer u¨berraschend hoch ist.
Ursache dessen kann nur die Zuordnung dieser Klasse zu
meist ein und derselben Mood sein. Dies muss als Fehlver-
halten des Classifiers interpretiert werden, welches etwa
auf Overfitting, zu wenig Trainingsdaten oder einer zu
geringen Tiefe des Netzwerks fu¨r die komplexe Aufgaben
wie Emotionserkennung zuru¨ckzufu¨hren wa¨re. Schließlich
sehen wir auch hier einen starken Abfall der A¨hnlichkeit
der rest-Klasse im Vergleich zu den anderen Instrumen-
tenklassen. Aufgrund dieser Tatsache ist tatsa¨chlich zu
vermuten, dass eine Generalisierung bis zu einem gewis-
sen Grad stattfindet.
Abbildung 4: A¨hnlichkeitsmaße der Layers des Mood-
Classifiers fu¨r die vier isolierten Instrumentenklassen.
Fazit
In diesem Beitrag haben wir eine Interpretation u¨ber
das Lernverhaltens der Hidden Layers eines CNN fu¨r die
Problemstellung der Instrumentenerkennung pra¨sentiert.
Dazu haben wir die Feature Maps in den Layers visuali-
siert und A¨hnlichkeitsmaße zwischen den Feature Maps
von Stimuli derselben Instrumentengruppe ermittelt.
Die Ergebnisse fu¨r einen Instrumenten-Classifier zeigen
die erwartete Tatsache, dass mit zunehmender Tiefe
ein Generalisierungsprozess stattfindet, der nach der
dritten Conv-Layer ein Plateau erreicht und dann in den
Dense-Layers noch einen Anstieg erreicht. Es ließe sich
mutmaßen, dass das Netzwerk bereits nach 3 Layers in
der Lage ist, die Komplexita¨t der Aufgabe abzubilden.
Interessant wa¨re fu¨r weitere Forschung, ob die Wegnah-
me einer Conv-Layer a¨hnlich gute Ergebnisse bei einer
geringeren Anzahl an Parametern und somit weniger
Rechenaufwand erzielen ko¨nnte. Selbiges gilt auch fu¨r die
potentielle Wegnahme einer Dense Layer. Fu¨r zusa¨tzliche
qualitative Analyse haben wir das Experiment mit einem
Netzwerk fu¨r Mood-Erkennung wiederholt. Auch wenn
wir zu bedenken geben, dass dieses Netzwerk eine
leicht abweichende Architektur besitzt, ko¨nnen wir das
Generalisierungsverhalten fragmenthaft feststellen und
beschreiben. Ein besseres Versta¨ndnis von Feature-Maps
ist zusa¨tzlich von großer Bedeutung fu¨r Audio-Matching
(Shazam [9]) und Musika¨hnlichkeit1 (Cyanite [5]).
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