We consider parameterized convex optimization problems over the unit simplex, that depend on one parameter. We provide a simple and efficient scheme for maintaining an ε-approximate solution (and a corresponding ε-coreset) along the entire parameter path. We prove correctness and optimality of the method. Practically relevant instances of the abstract parameterized optimization problem are for example regularization paths of support vector machines, multiple kernel learning, and minimum enclosing balls of moving points.
INTRODUCTION
We study convex optimization problems over the unit simplex that are parameterized by a single parameter. We are interested in optimal solutions of the optimization problem for all parameter values, that is, the whole solution path in the parameter. Since the complexity of the exact solution path might be exponential in the size of the input [Gärtner et al. 2010] , we consider approximate solutions with an approximation guarantee for all parameter values, that is, approximate solutions along the whole path. We provide a general framework for computing approximate solution paths that has the following properties.
A preliminary version of this article appeared in Proceedings of the 18th European Symposium on Algorithms, 2010 [Giesen et al. 2010 ].
(1) Generality. Apart from being specified over the unit simplex, we hardly make any assumptions on the optimization problem under consideration. Hence, the framework can be applied in many different situations. (2) Simplicity. The basic idea behind the framework is a very simple continuity argument. (3) Practicality. We show that our framework works well for real world problems. (4) Efficiency. Although the framework is very simple, it still gives improved theoretical bounds for known problems. (5) Optimality. We show that it is the best possible one can do up to a constant factor.
Let us explain the different aspects in more detail.
Generality. We build on the general primal-dual approximation criterion that has been introduced by Clarkson [2010] in his coreset framework for convex optimization problems over the unit simplex. Among the many problems that fit into Clarkson's framework are for example the smallest enclosing ball problem, polytope distance problems, binary classification support vector machines, support vector regression, multiple kernel learning, AdaBoost, or even mean-variance analysis in portfolio selection [Markowitz 1952 ]. For almost all of these problems, parameterized versions are known and important to consider, for example, the smallest enclosing ball problem for points that move with time, or soft margin support vector machines that trade-off a regularization term and a loss term in the objective function of the optimization problem.
Simplicity. The basic algorithmic idea behind our framework is computing at some parameter value an approximate solution whose approximation guarantee holds for some subinterval of the problem path. This solution is then updated at the boundary of the subinterval to a better approximation that remains a good approximation for a consecutive subinterval. For computing the initial approximation and the updates from previous approximations, any arbitrary (possibly problem specific) algorithm can be used, that ideally can be started from the previous solution (warm start). We provide a simple lemma that allows to bound the number of necessary parameter subintervals for a prescribed approximation quality. For interesting problems, the lemma also implies the existence of small coresets that are valid for the entire parameter path.
Practicality. Our work is motivated by several problems from machine learning and computational geometry that fit into the described framework, in particular, support vector machines and related classification methods, multiple kernel learning [Bach et al. 2004] , and the smallest enclosing ball problem [Bȃdoiu and Clarkson 2007] . We have implemented the proposed algorithms and applied them to choose the optimal regularization parameter for a support vector machine, and to find the best combination of two kernels, which is a special case of the multiple kernel learning problem.
Efficiency. Our framework gives a path complexity of O( 1 ε ), meaning that an ε-approximate solution needs to be updated only O( 1 ε ) times along the whole path. This positively contrasts the complexity of exact solution paths.
Optimality. We provide lower bounds that show that one cannot do better, that is, there exist examples where one needs essentially at least one fourth as many subintervals as predicted by our method.
Related Work. Many of the aforementioned problems have been recently studied intensively, especially machine learning methods such as computing exact solution paths in the context of support vector machines and related problems [Hastie et al. 2004; Rosset and Zhu 2007; Wu et al. 2008; Giesen et al. 2009 ]. But exact algorithms can be fairly slow compared to approximate methods as they need to invert large matrices. To make things even worse, the complexity of exact solution paths can be very large, for example, it can grow exponentially in the input size as it has been shown for support vector machines with 1 -loss [Gärtner et al. 2010] . Hence, approximation algorithms have become popular also for the case of solution paths lately (see, e.g., Friedman et al. [2007] ). However, to the best of our knowledge, so far no approximation quality guarantees along the path could be given for any of these existing algorithms. Clarkson [2010] considers convex optimization problems of the form
CLARKSON'S FRAMEWORK
where f : R n → R is convex and continuously differentiable, and n is the unit simplex, that is, n is the convex hull of the standard basis vectors of R n . We additionally assume that the function f is non-negative on n . A point x ∈ R n is called a feasible solution, if x ∈ n .
The Lagrangian dual of Problem (1) (sometimes also called Wolfe dual) is given by the unconstrained problem
where ∇ f (x) is the vector of the partial derivatives of f at x. In this framework, Clarkson studies approximating the optimal solution. His measure of approximation quality is (up to a multiplicative positive constant) the primaldual gap
Note that convexity of f implies the weak duality condition f (x) ≥ ω(x), for the optimal solutionx ∈ n of the primal problem and any feasible solution x, which in turn implies non-negativity of the primal-dual gap, that is, g(x) ≥ 0 for all feasible x (see Clarkson [2010] ).
Definition 2.1. A feasible solution x is an ε-approximation to Problem (1) if
Sometimes in the literature, a multiplicative ε-approximation is defined more restrictively as g(x) ≤ ε f (x), relative to the optimal value f (x) of the primal optimization problem. Note that this can directly be obtained from our slightly weaker definition by setting ε in the definition of an ε-approximation to ε :
The case of maximizing a concave, continuously differentiable, non-negative function f over the unit simplex n can be treated analogously. The Lagrangian dual problem is given as
and the duality gap is g(
for the optimal solutionx of the primal maximization problem).
Clarkson [2010] showed that ε-coresets of size 2C f ε do always exist, and that the sparse greedy algorithm [Clarkson 2010 , Algorithm 1.1] obtains an ε-approximation after at most 2 4C f ε many steps. Here C f is an absolute constant describing the "nonlinearity" or "curvature" of the function f .
OPTIMIZING PARAMETERIZED FUNCTIONS
We extend Clarkson's framework and consider parameterized families of functions f t (x) = f (x; t) : R n × R → R that are convex and continuously differentiable in x and parameterized by t ∈ R, that is, we consider the following families of minimization problems
Again, we assume f t (x) ≥ 0 for all x ∈ n and t ∈ R. We are interested in ε-approximations for all parameter values of t ∈ R.
The following simple lemma is at the core of our discussion and characterizes how far we can change the parameter t such that a given ε γ -approximate solution x (for γ > 1) at t stays an ε-approximate solution.
LEMMA 3.1. Let x ∈ n be an ε γ -approximation to Problem (2) for some fixed parameter value t, and for some γ > 1. Then for all t ∈ R that satisfy
the solution x is still an ε-approximation to Problem (2) at the changed parameter value t .
PROOF. We have to show that g t (x) ≤ ε f t (x), or in other words that
holds for all components i. We add to the Inequalities 3 for all components i the inequalities stating that x is an ε γ -approximate solution at value t, that is,
This gives for all i ∈ [n]
which simplifies to the claimed bound
The analogue of Lemma 3.1 for maximizing a concave function over the unit simplex is the following lemma whose proof follows along the same lines. LEMMA 3.2. Let x ∈ n be an ε γ -approximation to the maximization problem max x∈ n f t (x) at parameter value t, for some γ > 1. Here, f t (x) is a parameterized family of concave, continuously differentiable functions in x that are non-negative on n . Then, for all t ∈ R that satisfy
the solution x is still an ε-approximation at the changed parameter value t .
ACM Transactions on Algorithms, Vol. 9, No. 1, Article 10, Publication date: December 2012.
Definition 3.3. The ε-approximation path complexity of Problem (2) is defined as the minimum number of subintervals over all possible partitions of the parameter range R, such that for each individual subinterval there is a single solution of Problem (2), which is an ε-approximation for that entire subinterval.
Lemma 3.1 and 3.2 imply upper bounds on the path complexity. Next, we will show that these upper bounds are tight up to a multiplicative factor of 4 + 2ε.
Lower Bound
To see that the approximate path complexity bounds, we get from Lemma 3.2 are optimal consider the following parameterized optimization problem:
where
. . , h n−1 (t)) is a vector of functions and h i (t) is defined as follows
for 2 + iε < t for some arbitrary fixed ε > 0 and n > 1/ε . See Figure 1 for an illustration of the function h i (t). Each of the h i (t) attains its maximum 1 at t = 1+iε . Since f t (x) is linear in x it is also concave and continuously differentiable in x for every fixed t. Hence, it is an instance of Problem (2). Let us now consider the interval t ∈ [1, 2]. In this interval, consider the points t i := 1 + iε , for i = 0, . . . , 1/ε . At each of these points, it holds that h i (t i ) = 1 and all the other h j (t i ) ≤ 1 − ε when j = i. Hence, the value of the optimal solution to Problem (5) at parameter value t i is 1, and it is attained at x = e i , where e i is the ith standard basis vector. Furthermore, for all other x ∈ n that have an entry at the coordinate position i that is at most 1/2 it holds that
Hence, in order to have an ε-approximation for ε < ε /2, the approximate solution x needs to have an entry of more than 1/2 at the ith coordinate position. Since all entries of x sum up to 1, all the other entries are strictly less than 1/2 and hence this solution cannot be an ε-approximation for any other parameter value t = t j with j = i. Thus, for all values of t ∈ [1, 2] one needs at least 1/ε different solutions for any ε < ε /2.
Choosing ε arbitrarily close to 2ε this implies that one needs at least 1 2ε
− 1 different solutions to cover the whole path for t ∈ [1, 2].
Lemma 3.2 gives an upper bound of [n] and
Hence, this is optimal up to a factor of 4 + 2ε. Indeed, also the dependence on the problem-specific constants in Lemma 3.2 is tight: "contracting" the functions h i (t) along the t-direction increases the Lipschitz constant of (∇ f t (x)) i , which is an upper bound on the problem specific constants in Lemma 3.2.
The Weighted Sum of Two Convex Functions
We are particularly interested in a special case of Problem (2) that has many applications in regularization methods, such as, for example, in machine learning, as we will discuss in Section 4. For any two convex, continuously differentiable functions f
(1) , f (2) : R n → R that are non-negative on n , we consider the weighted sum f t (x) := f (1) (x) + t f (2) (x) for a real parameter t ≥ 0. The parameterized optimization Problem (2) in this case becomes
For this formulation, the change of the gradients ∇ f t (x) with the parameter t will be easy to control. We have the following corollary of Lemma 3.1.
COROLLARY 3.4. Let x ∈ n be an ε γ -approximate solution to Problem (6) for some fixed parameter value t ≥ 0, and for some γ > 1. Then, for all t ≥ 0 that satisfy
it holds that x is still a x is an ε-approximate solution to Problem (6) at the parameter value t .
PROOF. Follows directly from Lemma 3.1, and
This allows us to determine the entire interval of admissible parameter values t such that an ε γ -approximate solution at t is still an ε-approximate solution at t . -approximate solution to the Problem (6) for some fixed parameter value t ≥ 0, for some γ > 1, and let
then l ≤ u and x remains an ε-approximate solution for all 0 ≤ t = t +δ for the following values of δ:
(i) If l < 0 and 0 < u, then the respective admissible values for δ are Note that the ε-approximation path complexity for Problem (6) for a given value of γ > 1 can be upper bounded by the minimum number of points t j ≥ 0 such that the admissible intervals of ε γ -approximate solutions x j at t j cover the whole parameter interval [0, ∞).
Corollary 3.5 immediately suggests two variants of an algorithmic framework (forward and backward version) maintaining ε-approximate solutions over the entire parameter interval, or in other words, tracking a guaranteed ε-approximate solution path.
Note that as the internal optimizer, any arbitrary approximation algorithm can be used here, as long as it provides an approximation guarantee on the relative primal-dual gap. For example, the standard Frank-Wolfe algorithm [Clarkson 2010 , Algorithm 1.1] is particularly suitable as its resulting coreset solutions are also sparse. The forward variant is depicted in Algorithm 1 and the backward variant in Algorithm 2.
ALGORITHM 1: ApproximationPath-ForwardVersion (ε, γ , t min , t max ) compute an ε γ -approximation x for f t (x) at t := t min using a standard optimizer; -approximation x for f t (x) at t := t max using a standard optimizer;
improve the (now still ε-approximate) solution x for f t (x) to an at least ε γ -approximate solution by applying steps of any standard optimizer; else t := t min ; end while t > t min ;
APPLICATIONS
Special cases of Problem (6) or the more general Problem (2) have applications in computational geometry and machine learning. In the following, we discuss three of these applications in more detail, namely, regularization paths of support vector machines (SVMs), multiple kernel learning, and smallest enclosing balls of linearly moving points. The first two applications for SVMs are special instances of a parameterized polytope distance problem that we discuss first.
A Parameterized Polytope Distance Problem
In the setting of Section 3.2, we consider the case
The geometric interpretation of this problem is as follows: let A(t) ∈ R n×r , r ≤ n, be a matrix such A(t) T A(t) = K (1) + tK (2) (Cholesky decomposition), for some large enough r. The solutionx to Problem (8) is the point in the convex hull of the column vectors of the matrix A(t) that is closest to the origin. Hence, Problem (8) is a parameterized polytope distance problem. For the geometric interpretation of an ε-approximation in this context, we refer to Gärtner and Jaggi [2009] . In the following, we will consider two geometric parameters for any fixed polytope distance problem.
Definition 4.1. For a positive semidefinite matrix K ∈ R n×n , we define
or, in other words when considering the polytope associated with K, ρ (K) is the minimum (squared) distance to the origin, and R (K) is the largest squared norm of a point in the polytope. We say that the polytope distance problem min x∈ n x T Kx is separable if
For the parameterized Problem (8), the two quantities u and l that determine the admissible parameter intervals in Corollary 3.5 and the step size in both approximate path algorithms take the simpler form
We can now use the following lemma to bound the path complexity for instances of Problem (8).
LEMMA 4.2. Let 0 < ε ≤ 1 and γ > 1. Then for any parameter t ≥ ε, the length of the interval [t − δ, t] with δ > 0, on which an ε γ -approximate solution x to Problem (8) at parameter value t remains an ε-approximation, is at least
PROOF. In the special case l ≥ 0, the interval length given by Corollary 3.5 is as long as t ≥ ε. Otherwise, for l = (2−ε)x T K (2) x −2 max i (K (2) x) i < 0, we get from Corollary 3.5 that the length of the "left" interval [t − δ, t] at point x is of length at least
For any t ≥ 0, we have the lower bound
and, for ε ≤ 1, we have the upper bound 2) x is the inner product between two points in the convex hull of the columns of any factorization of the positive semidefinite matrix K (2) (see the discussion at the beginning of this section). Let these two points be u, v ∈ R n . Using the Cauchy-Schwarz inequality we get
where the last expression gives the norm of the longest vector with endpoint in the convex hull of the columns of the square root of K (2) . However, the largest such norm (in contrast to the smallest norm) is always attained at a vertex of the polytope (which can be seen by writing any such optimal point as a convex combination of some vertices). Formally, this means that max
ii = R (K (2) ) . Hence, −l ≤ 2R (K (2) ) . Combining the lower bound for f t (x) and the upper bound for −l gives the stated bound on the interval length. Now, to upper bound the approximation path complexity we split the domain [0, ∞] into two parts: the interval [0, 1] can be covered by at most 1/l f (ε, γ ) admissible "left" intervals [t−δ, t] , that is, by at most 1/l f (ε, γ ) many admissible subintervals. We reduce the analysis for the interval t ∈ [1, ∞] to the analysis for [0, 1] by interchanging the roles of f
(1) and f (2) . For any t ≥ 1, x is an ε-approximate solution to min x∈ n f t (x) := f (1) (x)+ t f (2) (x) if and only if x is an ε-approximate solution to min x∈ n f t (x) := t f (1) (x) + f (2) (x) for t = 1 t ≤ 1, because the definition of an ε-approximation is invariant under scaling the objective function. Note that by allowing t = ∞ we just refer to the case t = 0 in the equivalent problem for f t (x) with t = 1 l f (ε,γ )
on the path complexity as is detailed in the following theorem. THEOREM 4.3. Given any 0 < ε ≤ 1 and γ > 1, and assuming that the distance problems associated to K
(1) and K (2) are both separable, we have that the ε-approximation path complexity of Problem (8) is at most
This proof of the path complexity immediately implies a bound on the time complexity of our approximation path Algorithm 1. In particular we obtain a linear running time of O n ε 2 for computing the global solution path when using Clarkson [2010, Algorithm 1.1] as the internal optimizer.
There are interesting applications of this result, because it is known that instances of Problem (8) include, for example, computing the solution path of a support vector machine-as the regularization parameter changes-and also finding the optimal combination of two kernel matrices in the setting of kernel learning. We will discuss these applications in the following sections.
The Regularization Path of Support Vector Machines
Support Vector Machines (SVMs) are well-established machine-learning techniques for classification and related problems. It is known that most of the practically used SVM variants are equivalent to a polytope distance problem, that is, finding the point in the convex hull of a set of data points that is closest to the origin [Gärtner and Jaggi 2009] . In particular the so-called one-class SVM with 2 -loss term [Tsang et al. 2005, Eq. (8)] , and the two-class 2 -SVM without offset as well as with penalized offset, see Tsang et al. [2005, Eq. (13) ] for details, are instances of the following polytope distance problem
where the so-called kernel matrix K is a positive semidefinite matrix given as the K ij = y i y j φ( p i ), φ( p j ) for data points p 1 , . . . , p n ∈ R d with labels y 1 , . . . , y n ∈ {−1, 1} mapped into some kernel feature space φ(R d ). The parameter c (= 1/t) is called the regularization parameter, and controls the tradeoff between the regularization and the loss term in the objective function. Selecting the right regularization parameter value and by that balancing between low-model complexity and over-fitting is a very important problem for SVMs and machine-learning methods in general and highly influences the prediction accuracy of the method.
Problem (10) is a special case of Problem (8) with K (2) = I, and, in this case, the quantities u and l (used in Corollary 3.5 and the approximate path Algorithm 1 and Algorithm 2 now have the even simpler form
and from Lemma 4.2 we get the following corollary for the complexity of an approximate regularization path, that is, the approximation path complexity for Problem (10).
COROLLARY 4.4. Let 0 < ε ≤ 1, γ > 1 and c min ≤ 1. We assume that the distance problem associated to K is separable.
Then the ε-approximation path complexity of the regularization parameter path for problem (10) for c ∈ [c min , ∞) is at most
PROOF. As in the proof of Theorem 4.3, the number of admissible subintervals that are necessary to cover the parameter range [0, 1] 1 c = t can be bounded by
The interval t ∈ [1, 1/c min ] or equivalently c ∈ [c min , 1] (and f c (x) = x T Ix + c · x T Kx) can also be analyzed following the proof of Lemma 4.2. Only, now we bound the function value as follows
to lower bound the length of an admissible interval. Hence, the number of admissible intervals needed to cover [c min , 1] is at most
Adding the complexities of both intervals gives the claimed complexity for the regularization path.
Of course, we could also have used Theorem 4.3 directly, but using ρ (I) = 1 n would only give a complexity bound that is proportional to n. However, if we choose to stay above c min , then we can obtain the better bound as described in Theorem 4.3. Now we assume that the points each move with constant speed in a fixed direction, that is, they move linearly as follows
Globally Valid Coresets. Using Theorem 4.3 for the number O(
where t can be referred to as time parameter. The MEB problem for moving points reads as max
and P is the matrix whose columns are the points p i and V is the matrix whose columns are the vectors v i . Problem (14) is a special case of the maximization version of Problem (2). Again, we are interested in the whole solution path, that is, we want to track the center and the radius
withx ∈ n optimal of the MEB of the points p i (t) for t ∈ [0, ∞) (or approximations of it). We can prove the following theorem for the complexity of an approximate solution path.
THEOREM 4.5. The ε-approximation path complexity of the minimum enclosing ball
PROOF. Let r = inf {r(t) | t ∈ [0, ∞)}. For the proof, we divide the interval [0, ∞) into two parts I 1 and I 2 such a global optimum (with value r) is attained at the end of I 1 and the beginning of I 2 . Note that I 1 maybe a single point (if the global minimum is attained at t = 0) but I 2 cannot have zero length since r(t) cannot be strictly monotonously decreasing for all t.
We will consider each of the two subintervals individually. We will only analyze the second subinterval since the first subinterval can be treated analogously with the direction of time reversed, that is, the parameter t decreasing instead of increasing. We can shift the time parameter t such that we start with the second subinterval at time t = 0, that is, r = r(0) the radius at time zero. We observe that the case r = 0, where the radius reaches 0 at some point, is actually equivalent to the standard MEB problem for non-moving points. If r = 0, then all points p i coincide. We can assume without loss of generality that all points p i coincide with the origin. Thus, p i (t) = tv i . The MEB of the points tv i at time t is the MEB of the v i scaled by t. Hence, we can assume r > 0 in the following. Also, without loss of generality, we can scale all the vectors v i such that the MEB defined by the points v i has radius r as well, because this just means scaling time. Without loss of generality, we can also assume that the center of the MEB of the point sets P and V are both the origin. That is, p i ≤ r and
and hence that remain valid under polynomial motions [Agarwal et al. 2007] , and earlier, Agarwal et al. [2004] have already proven the existence of coresets of size O(1/ε 2d ) for the extent problem for moving points in R d , which includes the MEB problem as a special case.
EXPERIMENTAL RESULTS
The parameterized framework from Section 3 is also useful in practice. For support vector machines and multiple kernel learning, we have implemented the approximation path Algorithms 1 and 2 in Java. As the internal blackbox optimization procedure in lines 1 and 7, we used the coreset variants [Gärtner and Jaggi 2009 ] of the standard Gilbert's [1966] and MDM [Mitchell et al. 1974 ] algorithms. We have tested our implementations on the following standard binary classification datasets (n points originally from R d ) from the UCI repository 1 : ionosphere (n = 280, d = 34), breast-cancer (n = 546, d = 10), and MNIST 4k (n = 4000, d = 780). The timings were obtained by our single-threaded Java 6 implementation of MDM, using kernels but no caching of kernel evaluations, on an Intel C2D 2.4 GHz processor.
The Regularization Path of Support Vector Machines
Using the SVM formulation of Problem (10) (for the 2 -SVM without offset), we compute approximate regularization paths for c ∈ [c min = 1 100000 , c max = 100000] using the polynomial kernel ( p i , p j + 1) 2 . As experimental results, we report in Table I and  Table II the following quantities: (a) the time T init (in seconds) needed to compute an initial ε γ -approximate solution as the starting point, (b) the time T path (in seconds) needed to follow the entire ε-approximate regularization path, when starting from the initial solution, (c) for comparison the time T 3 (in seconds) needed to compute a static ε-approximate solution at the three fixed parameter values c = c min , 1 and c max , and (d) the path complexity, that is, the number #int of obtained admissible parameter intervals of constant ε-approximate solutions along the path. Table II demonstrates the dependency of the path complexity on the choice of the parameter γ .
These experimental results show that the path complexity is indeed small if ε is not too small. We note that the method can be sped up further by using a more sophisticated internal optimization procedure. In practice, already relatively large values as for example ε = 1 are sufficient for good generalization performance, as a primal-dual gap of ε implies that more than a (1 − ε 2 )-fraction of the best possible classification margin is already obtained [Gärtner and Jaggi 2009] .
From every dataset, a separate set of 1/5 of the original data points was kept for cross-validation. This means the computed classifier is evaluated on a small set of n cv test points that have not been used to solve the SVM optimization problem. Since our approximate regularization path has complexity at most O 1 ε (and we have a constant, ε-approximate solution on each admissible interval along the path), the cost of calculating all continuous cross-validation values, that is, the percentages of correctly classified data points among the test points, along the entire regularization path is just O n cv ε kernel evaluations. Cross-validation values along the path are shown in Figure 2 .
Multiple Kernel Learning
In the multiple kernel learning setting of Problem (11), we used our implementation to compute approximate solution paths for t ∈ [t min = 1 100000 , t max = 100000], for the problem to learn the best convex combination of the Gaussian kernel K
(1) with σ = 8.5, and the polynomial kernel K (2) = ( p i , p j +1) 2 on the same data sets as before. We chose a fixed regularization parameter value of c = 1.5. In Table III , we report for ForwardAlgorithm 1 (a) the time T init (in seconds) needed to compute an initial ε γ -approximate solution as the starting point t min , (b) the time T path (in seconds) needed to follow the entire ε-approximate regularization path, when starting from the initial solution, (c) for comparison the time T 3 (in seconds) needed to compute a static ε-approximate solution at the three fixed parameter values t = t min , 1 and t max , and (d) the path complexity, that is, the number #int of admissible parameter intervals with constant ε-approximate solutions along the path. Again a separate set of 1/5 of the original points was used to compute the resulting cross-validation values for an ε-approximate solution along the entire solution path, as shown in Figure 3 .
In practice, there are related methods that optimize a joint objective function over both the classifier weights and the combination of multiple kernels [Bach et al. 2004; Rakotomamonjy et al. 2008] . These methods are experimentally fast, but are not directly comparable to ours as they do not obtain a solution path and are therefore unable to provide guarantees such as an optimal cross-validation value along a parameter path.
CONCLUSION
We have presented a framework to optimize convex functions over the unit simplex that are parameterized in one parameter. The framework is general, simple and has been proven to be practical on a number of machine learning problems. Although it is simple it still provides improved theoretical bounds on known problems. In fact, we showed that our method is optimal up to a small constant factor.
