ABSTRACT To improve smoke detection accuracy, we combine local binary pattern (LBP) like features, kernel principal component analysis (KPCA), and Gaussian process regression (GPR) to propose a novel data processing pipeline for smoke detection. The data processing pipeline consists of three steps including original feature extraction, dimensionality reduction, and classification. We use LBP-like methods to extract original features. To obtain a more discriminant feature, KPCA is used to non-linearly map the original features into a discriminant feature space, where manifold structures are embedded. Finally, in order to improve generalization performance, we apply GPR to model classification as a Gaussian process by imposing Gaussian priors on both data and hyper-parameters. In addition, we can replace any steps of the pipeline by similar methods for further improvement or exploration, so the pipeline is flexible and extensible. Experimental results show that KPCA and GPR are truly able to improve the performance of smoke detection and texture classification, and our method obviously outperforms the same features with Support Vector Machine (SVM).
I. INTRODUCTION
Smoke provides important clues for early fire detection. Traditional fire detectors, such as ionized sensors, require to be installed closely to fire or smoke. Thus traditional sensor based fire detection techniques are always applied indoors. Since smoke often occurs before flame does in many fires, detecting smoke from images is more suitable than detecting flames for outdoor fires, such as forest fires. Image based smoke detection has two basic tasks, which are recognition of smoke and localization of smoke, respectively. Apparently, the key factor to implement smoke detection from images is to recognize smoke from a sub-image. In addition, unlike objects, such as faces or man-made buildings, the variation of smoke shapes, color, density and texture are largely different from each other, so it is very difficult to extract robust features from images to represent smoke.
Statistical measures are widely used to detect smoke in videos or images. For example, mean and standard deviation, are calculated to determine the presence of smoke in [1] . Gubbi et al. [2] used arithmetic mean, geometric mean, standard deviation, skewness, kurtosis, and entropy to detect smoke from videos. Ferrari et al. [3] constructed a Hidden Markov Tree Model with wavelet transform to detect steam. Yuan et al. proposed a fast accumulative motion orientation model based on integral image [4] , and shape-invariant features on multi-scale partitions with AdaBoost [5] , [6] for smoke detection. Local Binary Patterns (LBP) [7] encode differences between local regions and describes the texture information well. LBP features have been widely used in face recognition, texture classification and smoke detection because of its discriminative capability, computational efficiency, and low illumination sensitivity. To improve discriminative capabilities of LBP, many LBP variants have been developed. Yuan et al. [8] used Hamming distances to acquire spatial relationships between LBP code pairs according to gradients of LBP codes.
Qian et al. [9] proposed Pyramid based Local Binary Patterns (PLBP) to suppress the influence of noise. Yuan [10] used scale space to propose high order Derivative Local Binary Patterns based on Circular shift sub-uniform and Scale space (DLBPCS) and adopted the histograms of DLBPCS to detect smoke.
LBP-like features with SVM have performed well in texture classification. Although smoke can be viewed as a specific kind of texture, LBP features are not good enough for smoke detection. The main reason is that the texture in smoke is not as clear as that in other objects, such as leaves or rocks. Gaussian Process Regression (GPR) is based on a non-parametric Bayesian methodology, which models classification as a Gaussian Process. In theory, GPR provides a satisfying and smoothing fit for observed data of complicated distribution. The smoothness is achieved by imposing Gaussian priors over both data and hyper-parameters. Bayesian methodology methods are able to deal with high-dimensional or large-scale data without the problems of overfitting [11] . The hyper-parameters of GPR based methods can be learned automatically from data instead of manually setting.
In this paper, we combine LBP, Kernel Principal Component Analysis (KPCA) and GPR to propose a novel data processing pipeline for smoke detection. The pipeline aims at improving detection rates and reducing false alarm rates at the same time by non-linearly mapping data to feature spaces and involving Gaussian priors to capture intrinsic structures of features. LBP or its variants are used to extract original features. KPCA is adopted to discover manifold structures of original features. GPR is used to model classification as a Gaussian Process, which takes the joint distribution of features to improve generalization. The data processing pipeline consists of three steps that are original feature extraction, dimensionality reduction and classification. The pipeline is flexible and extensible, so we can replace any steps of the pipeline by other similar methods for further improvement.
This paper has at least two main contributions. First, we combine LBP variants, KPCA and GPR together to perform classification of smoke. LBP-like features are non-linearly mapped to discriminant features in a low-dimensional manifold. Classification of the mapped features is modelled as a Gaussian Process, thus we can maximize generalization of classification method by imposing Gaussian priors on both data and hyper-parameters. Second, we propose a novel data processing pipeline to provide a generalized framework for smoke detection and texture classification. Each processing step of the pipeline is responsible for different task, and it can be easily replaced by similar methods for performance improvement. To our knowledge, KPCA and GPR methods have not been reported in smoke detection.
II. RELATED WORK
Wen et al. [12] proposed a difference vector plus KPCA method to optimize the features for face detection. Lei et al. [13] used Kernel Principal Component Analysis (KPCA) to improve the discriminative power of features for 3D face recognition. Xu et al. [14] applied KPCA in patchbased texture descriptors to obtain compact and discriminative texture features with Gaussian-like noise characteristics for sea ice segmentation, which belonged to texture classification. Zhou et al. [15] proposed a single-image superresolution method in which KPCA was adopted to learn the dictionary. Savic et al. [16] proposed a range estimation method based on KPCA to address problems occurred in ultra-wideband (UWB) technology, which provided the most accurate range estimates. Zhang et al. [17] reduced the feature dimensionality with KPCA in the proposed second-order local ternary pattern for median filtering detection.
Cheng et al. [18] proposed a video anomaly detection and localization method via Gaussian Progress Regression, which was mainly used for modeling the interaction templates codebook and for computing likelihood. Liu et al. [19] proposed an L1 construction and a local approximation covariance weight updating method to improve the Gaussian Processes based realistic action recognition framework. Zhu et al. [20] automatically estimated age from facial images by proposing the orthogonal Gaussian Process. Challis et al. [21] applied Bayesian Gaussian Process Logistic Regression for disease classification. Lee et al. [22] used Gaussian Process Regression trees for face alignment. Dhall et al. [23] proposed an expression intensity estimation method based on Gaussian process regression. Markov et al. [24] investigated the feasibility and applicability of GP models for music genre classification and music emotion estimation. Fink et al. [25] used spatial Gaussian processes in the estimation of wireless propagation environment to identify viable point-to-point communication links. Long et al. [26] applied the Gaussian process model to multi-class visual recognition together with active learning, in which a generalized EM-EP algorithm was derived to estimate the parameters and approximate Bayesian inference. The multi-class classification was achieved by one-versus-all binary classification [26] .
Kernel Linear Discriminant Analysis (KLDA) and Gaussian Processes (GP) were combined as a discriminant form of Gaussian Process Latent Variable Model (GPLVM) for classification [27] . The method in [27] was known as DGPLVM and applied to face recognition [28] . And the authors claimed that it surpassed human-level recognition [28] . However, LDA projects features to a space of dimension at most c − 1, where c is the number of classes. For a binary classification in smoke detection, the projected space is one-dimensional. As an alternative, we adopt unsupervised KPCA to retain more information and simplify feature representation. Besides, GP based model was also combined with Probabilistic PCA to model high dimensional data [29] . PCA and KPCA are adopted mainly as a dimensionality reduction method. To our knowledge, combination of KPCA and GPR has not been proposed in smoke detection. Therefore, we propose to combine KPCA with GPR to improve the performance of smoke detection. 
III. KERNEL PRINCIPAL COMPONENT ANALYSIS AND GAUSSIAN PROCESS REGRESSION
The overall flowchart of the data processing pipeline is shown in Fig. 1 . The rectangles in solid lines represent approaches that are involved in our method, while those in dashed lines are the inputs and outputs in every step.
As shown in Fig. 1 , the overall flowchart of the pipeline mainly includes three steps that are original feature extraction, dimensionality reduction, and classification. We use LBP variants to extract original features from input images. Then Kernel Principal Component Analysis (KPCA) is adopted for dimensionality reduction to obtain compact representations of images, which are known as mapped features. At last, the mapped features are used as final features and are sent to Gaussian Process Regression (GPR) for classification to output predicted labels for the images. Below we will describe each step in details.
A. LBP FEATURES
The original LBP code [7] is obtained by comparing the value of a center pixel g c with the values of its neighborhood pixels g i (i = 0, 1, . . . 7), as shown in the two equations below.
where P points are re-sampled in a circular neighborhood with radius R around the center pixel g c . As an alternative, there are three mapping patterns in original LBP, which are ''Uniform'' (U2), ''Rotation Invariant'' (RI) and ''Rotation Invariant and Uniform'' (RIU2). The most frequently used parameters are P = 8 and R = 1, thus the dimensions of LBP U2 P,R , LBP RI P,R and LBP RIU2 P,R are 59, 36, and 10.
For the sake of simplicity, we just use histograms of LBP codes extracted by existing methods as the original features for Kernel Principal Component Analysis (KPCA). In the future, we will focus on research of specific feature extraction methods, which are even not limited to LBP-like features, in order to generate more stable, compact and robust representations for images.
For the i-th gray-scale training image f i (x, y), we compute the histogram of original LBP codes as follows: 
B. KERNEL PRINCIPAL COMPONENT ANALYSIS (KPCA)
Principal Component Analysis (PCA) is defined as an orthogonal linear transformation, which is often used to transform the data onto a new sub-space. The transformation matrix is formed by the top-d eigenvectors of covariance matrix. X = {x 1 , . . . , x N } stands for the input data with zero mean.
The i-th sample is denoted by x i , while the mean vector of all the samples x i (i = 1, . . . , N ) is denoted by x C . The optimized projection matrix is obtained by minimizing the following goal function:
Where tr(A) denotes the trace of a matrix A. The covariance matrix C is defined as follows.
By solving the above equations, W is just formed by the first-d eigenvectors, sorted in descending order by eigenvalues, of the covariance matrix C, i.e., W = [w 1 , w 2 , . . . ,
As the dimension is reduced, some information is lost but not too much because the discarded eigenvalues are small [30] . For a given sample x, the projected data y is computed as follows:
The dimension of y is often less than x. Kernel Principal Component Analysis (KPCA) was proposed by [31] to extend the original linear PCA to non-linear data distributions [32] . Before applying a PCA, the input data should be nonlinearly mapped into a high dimensional feature space [33] , [34] . The mapping function is defined as:
Generally, the mapping function φ(x) is unknown. A kernel function k(x i , y j ) is used to avoid explicitly specifying the unknown mapping function. We empirically choose the Gaussian kernel in KPCA to keep consistent with the kernel function of the covariance function for simplicity of computation. The kernel function k(x i , y j ) used here is defined as a Radius Basis Function (RBF), which is defined in Eq. 8. Then the mapped samples are fully represented by the kernel VOLUME 5, 2017 matrix K. The i-th row and j-th column element of the kernel matrix K is often calculated by a Gaussian kernel:
It is impossible to explicitly center the data in the feature space since the mapping function is unknown. The kernel trick is used to indirectly center the kernel matrix K. The mean of the mapped samples φ(x i ) (i = 1, . . . , N ) in the feature space is computed by
Then, the centered version φ C (x i ) of a mapped sample φ(x i ) is equal to φ C (x i ) = φ(x i )-φ 0 . The i-th row and j-th column element of the centered kernel matrix K C is calculated as follows:
The computation of the centered kernel matrix K C can be written in matrix forms:
where 1 N is an N ×N matrix whose elements are all 1/N , and N stands for the number of the input samples.
The a-th eigenvector w a of the covariance matrix C can be expressed by a linear combination of φ C (x i ), so the coefficients α a 1 , . . . , α a N are required [35] . In other words, the a-th eigenvector w a is conversely converted to a point α a in the mapped sample space, which is spanned by the centered mapped samples φ C (x i ) (i = 1, . . . , N ). The combination is defined as follows:
The coefficient vector α a is just the eigenvector of the centered kernel matrix K C , which is represented as:
The eigenvector w a has unit length, so we normalize the eigenvector as follows:
Once a coefficient vector α a is acquired, corresponding projection vector w a is uniquely determined by Eq. 12. Since the mapped data φ C (x i ) is unknown, we can not compute w a explicitly. However, we can directly project a new data z onto the a-th eigenvector w a by the kernel trick. We map and center the new data z to obtain a centered feature φ C (z) = φ(z) − φ 0 , then we compute the projection of the centered feature φ C (z) on w a as follows:
The centered kernel k C (x i , z) between the i-th mapped training sample φ C (x i ) and the new mapped data φ C (z) is computed as follows:
The central limit theorem gives that the sum of a sufficiently large number of independent random variables will be approximately normally distributed [36] . Hence, in smoke detection, the samples and their corresponding labels can be regarded as random variables that follow the zero mean normal distribution. Given a set of training samples X = [x 1 , x 2 , . . . , x N ] and corresponding labels y = [y 1 , y 2 , . . . , y N ] T , the relationship between X and y is modeled as a multivariate Gaussian distribution with zero mean, covariance matrix K:
The i-th row and j-th column element k(x i , x j ) of covariance matrix K is usually defined as a squared exponential kernel function of any two samples (x i , x j ), which reflects the similarity between the two samples. Therefore, K can be regarded as an N × N covariance matrix controlled by the parameter set θ = {θ 0 , θ 1 , θ 2 }.
where δ ij is a Kronecker delta which returns 1 if i = j and 0 otherwise. The joint distribution of the training samples X and a new test sample x * can be modeled as the following multivariate Gaussian distribution:
where y * is the predicted label of x * and follows the normal distribution.
and K * * = k(x * , x * ). The marginal likelihood is specified as a prior that is a Gaussian function p(y |X, θ ) ∼ N (0, K + σ 2 I), so the parameters θ can be solved by minimizing the negative log marginal likelihood defined in Eq. 20.
Since the predictive distribution is represented by Eq. 18 and Eq. 19, the distribution of the prediction value y * can be calculated by Eq. 21.
D. THE DATA FLOW OF THE PIPELINE
The detailed data flow of the pipeline is demonstrated in Fig. 2 . The pipeline has two phases including training and testing. The training phase consists of original feature extraction, dimensionality reduction by KPCA and training of GPR. The testing phase includes original feature extraction, dimensionality reduction by KPCA and testing of GPR. So there are total four steps drawn in gray rounded rectangles, which are original feature extraction, dimensionality reduction by KPCA, training and testing of GPR. Bold red arrows stand for the flowing direction of data in the testing phase while thin blue arrows denote the data flowing direction during learning. Solid red rectangles are processing methods. Blue dashed rectangles are input and output data for training methods, while red dashed rectangles are inputs and outputs for testing methods.
In the original feature extraction step of the training phase, LBP like features are first extracted from training images f i (x, y) (i = 1, . . . , N ) Then we use unsupervised KPCA to learn an implicit mapped feature φ C (x i ) for each image f i (x, y) and obtain an implicit projection matrix W = [w 1 , w 2 , . . . , w d ]. In fact, we can not explicitly achieve the mapped features and the projection matrix. However, we can directly compute the projection of the mapped features, W T * φ C (X), by the kernel trick of KPCA using Eq. 11 and Eq. 12.
In the last step of the training phase, we input the projected features, W T * φ C (X), of all training images and the labels of training images, y = [y 1 , y 2 , . . . , y N ] T , to the Gaussian Process Regression (GPR), and we learned a GPR classification model described by Eq. 21.
As shown in Fig. 2 , the training data in the data processing pipeline flows along thin arrows from a module to another.
In the testing phase, we use the similar data flow procedure to process a test image f * (x, y) to output a predicted label y * , as shown in Fig. 2 . For the testing image f * (x, y), we first use LBP variants to extract the original LBP feature, which is denoted by a feature vector z. Then we use the kernel trick of KPCA to compute the projection of the original feature z in the sub-space of the mapped feature space, which is just the final mapped feature W T * φ C (z). Finally, we use the GPR model to calculate the predicted label y * for the test image f * (x, y). The data in the test phase flows along bold arrows, as shown in Fig. 2 .
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To demonstrate performance of the proposed method, we compared our method with existing methods on smoke image datasets [37] , which are publicly available and can VOLUME 5, 2017 Table 1 . Set1 with least images among all the datasets was used for training while the remaining three for testing. We also compared our method with the same features classified by LIBSVM, which was implemented by Chang et al. [38] .
The evaluation indices, which are DR for detection rate, FAR for false alarm rate and ERR for error rate, are commonly used in smoke detection. In fact, DR and FAR are the same as true positive rate and false positive rate, respectively. ERR is equal to the ratio of the number of false positive and false negative samples divided by the total number of samples. A good classification method should achieve high DR, low FAR and ERR at the same time.
In our implementation, LBPs with RI, U2, RIU2 patterns and original version were all extracted to obtain different dimensions of normalized histograms, and Euclidean distance was adopted to measure the similarity between every two samples for computation of kernel matrices.
A. EXPERIMENTS ON SMOKE DETECTION
For fair comparisons, we set the kernel function of SVM to RBF because the squared exponential kernel was also used in KPCA and GPR. Furthermore, the parameters of SVM were carefully fine-tuned to obtain better results for smoke detection.
To evaluate the influences of KPCA, we implemented and compared two classification methods. The first one is that we directly used GPR to classify the original LBP features without KPCA for dimensionality reduction, which is denoted as GPR. The second one is that we first used KPCA to reduce the dimensions of the original LBP features to generate the lower dimensional mapped features, and then classified the mapped features using GPR. The second method is called KPCA-GPR. Also, we used different LBP pattern mapping modes to extract original features. As shown in Table 2 , the features were extracted from the smoke data sets in Table 1 using original LBP methods with different mapping modes, P = 1 and R = 1. The LBP histogram dimensions with RIU2, RI, U2 and original mapping modes are 10, 36, 59 and 256, respectively.
To evaluate effectiveness of GPR, we compared GPR, KPCA-GPR, SVM with linear kernels denoted as SVM-lin and SVM with RBF denoted as SVM-RBF. The performance of GPRs mainly depends on kernel functions. Since the kernel trick achieves obvious improvement, we introduce a kernel version of PCA, which is KPCA, to model class structures in kernel space [28] . But KPCA is not combined with SVM because SVM does not mainly count on kernel function. For fair comparisons, the four methods adopted the same features. As for SVM based methods, we adapted the parameters to balance the numbers of positive and negative samples for improvement of performance.
We list experimental results in Table 2 and highlight some of better results. Although the highest DRs on all the test sets for all kinds of LBP features occurred were obtained by SVM-lin and SVM-RBF, the lowest FARs and ERRs were achieved by GPR based methods including GPR and KPCA-GPR. In other words, SVM gets higher DRs at the expenses of higher FARs and ERRs. Therefore, GPR based methods also have the same excellent performances as SVM based methods. The original LBP features are not powerful for smoke detection, so KPCA-GPR can not demonstrate overwhelming merits over SVM-RBF. In addition, we find that the SVM-RBF obviously outperforms SVM, and KPCA-GPR outperforms GPR.
To further demonstrate the performance of our method, we also used two of the state-of-the-art methods to extract robust LBP like features for smoke detection. We first used Multichannel Decoded Local Binary Patterns (MDLBP) [39] to extract features whose dimensions are 2048. Then we adopted Pairwise Rotation Invariant Co-occurrence Local Binary Pattern (PRICoLBP) [40] to extract 1180-dimensional features. Then we used SVM-RBF and KPCA-GPR to train the features of MDLBP and PRICoLBP extracted from Set1. At last, we adopted SVM-RBF and KPCA-GPR to classify the features of MDLBP and PRICoLBP extracted from Set2, Set3 and Set4. The experimental results are listed in Table 3 .
DRs, FARs and ERRs in Table 3 for Set2 are consistently lower than those in Table 2 , so we cannot decide which features are better on Set2. However, DRs for Set3 and Set4 in Table 3 are higher than those in Table 2 , and at the same time FARs and ERRs in Table 3 are lower than those in Table 2 . Therefore, we can conclude that MDLP and PRICoLBP are more discriminative on large datasets than on small datasets.
It must be pointed out that we do not compare feature extraction methods with each other, since the objective of this paper is to validate that the processing pipeline for smoke detection is more effective than other state-of-the-art classification procedures, such as SVM based methods. In addition, we can replace the feature extraction method in the pipeline with other methods.
KPCA-GPR obviously outperformed SVM-RBF when we used robust and discriminant features for smoke detection. As shown in Table 3 , KPCA-GPR with MDLBP and PRICoLBP achieved higher detection rates (DR), obviously lower false alarm rates (FAR) and error rates (ERR) than SVM-RBF with the same features. As for MDLBP on Set4, DR of KPCA-GPR is the same as SVM-RBF, but FAR and ERR of KPCA-GPR are obviously lower than those obtained by SVM-RBF. Therefore, our method is very useful for performance improvement especially in the case of using powerful features.
B. EXPERIMENTS ON TEXTURE CLASSIFICATION
Smoke can be regarded as a kind of texture. Actually, texture descriptors, such as LBP-like features, are used to represent smoke. To validate that our KPCA and GPR based method has powerful generalization performance and the ability of dealing with different kinds of texture features, we also tested our methods on some publicly available texture data sets. To facilitate comparisons, we used some of the texture data sets that were tested by [41] , and adopted the same experimental scheme as [40] for performance evaluation. The data sets include Bordatz, Food and kth-tips.
We used High-order Local Ternary Patterns based on Magnitudes of noise removed derivatives and values of Center pixels (HLTPMC) [41] to extract original features from the texture data set of Bordatz. The data set of Bordatz consists of 999 images from 111 classes. Each class has 9 images. We randomly selected 3 images for training and used the remaining 6 images for testing. The dimension of HLTPMC is 62.
The PRICoLBP [40] features were extracted from the datasets of Food and kth-tips. The data set of Food includes 61 classes and every class has 6 images. We randomly used 3 images for training and the remainder 3 images for testing. There are 10 classes on the data set of kth-tips. Every class consists of 81 images. 30 images were used at random for training and other 51 images were used for testing.
Every comparison experiment was repeated for 100 times and the averages of the 100 accuracy rates were computed for evaluation, respectively. One-versus-all mechanism was adopted to realize multi-classification.
As shown in Table 4 , KPCA-GPR achieved the highest accuracy rate among the three methods that are GPR, KPCA-GPR and SVM-RBF on Brodatz. As for the data set of Food, KPCA-GPR also obtained the best performance among the three methods. On the data set of kth-tips, SVM-RBF VOLUME 5, 2017 achieved an accuracy rate of 94.22%, which is slightly higher than an accuracy rate of 94.02% obtained by KPCA-GPR. In summary, KPCA-GPR outperformed SVM-RBF on the texture data sets.
V. CONCLUSION
Smoke detection can be regarded as a specific kind of twoclass texture classification. We improve smoke classification accuracy by non-linearly mapping LBP-like features into a low-dimensional space and modeling classification as a Gaussian Process. We extract LBP-like features, which are one of the best texture descriptors. To further obtain discriminant features, KPCA is adopted to non-linearly map the LBP-like features into a low-dimensional space, where the manifold structures of data are resided. To improve generalization performance, GPR is used to model classification as a Gaussian Process without the assumptions about the structures of data. Therefore, we combine LBP-like features, KPCA and GPR together to propose a novel smoke detection pipeline. In summary, the pipeline consists of three steps. In the first step, we use LBP-like methods to extract highdimensional features. The second step uses KPCA to map the high dimensional features to low-dimensional features. In the last step, we apply GPR to classify the low dimensional features. To further improve performance or exploration, we can easily replace any of the three steps in the pipeline by similar methods. Experimental results show that combination of LBP, KPCA and GPR is able to improve the performance of smoke detection and texture classification, and our method obviously outperforms LBP-like methods with SVM. 
