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Abstract
Under high dimensional setting, the facts that classical ridge regression method cannot perform model selection on its
own and it introduces large bias make this method an unsatisfactory tool for analyzing high dimensional linear models.
In this paper, we propose a debiased and threshold ridge regression method which solves the aforementioned drawbacks.
Besides, focus on performing statistical inference and prediction on linear combinations of parameters, we derive a normal
approximation theorem for the estimator and introduce two bootstrap algorithms which provide simultaneous confidence
region and prediction region for linear combinations of parameters. In statistical inference part, apart from the dimen-
sion of parameters, we allow the number of linear combinations to increase as sample size increases. From numerical
experiments, we can see that the proposed regression method is robust with fluctuations in the ridge parameter and
reduces estimation error compared to classical and threshold ridge regression methods. Apart from theoretical interests,
the proposed methods can be applied to disciplines such as econometrics, finance, medical research and etc.
1 Introduction
Statistical inference on the linear model y = Xβ +  with β being p dimensional unknown parameters and  being residuals
with mean 0 and marginal variance σ2 is one of the fundamental topics in statistics. The dimension p is assumed to be
fixed in the classical setting, but in the modern era data always have complex structures, correspondingly the dimension
of data can be as large as, or even larger than the number of samples n. The large dimension brings extra challenges to
statisticians. Lasso and its modifications are among the most popular methods which solve this problem. For example,
Meinshausen and Bu¨hlmann [1] applied Lasso for model selection and Meinshausen and Yu [2] derived the sign consistency
and L2 consistency of Lasso for high dimensional data. Huang, Ma and Zhang [3] applied adaptive Lasso for high dimensional
regression problem. Fan and Li [4] introduced SCAD penalty, Kim, Choi and Oh [5] proved the model selection consistency
of regression method based on SCAD penalty and Wang, Song and Tian [6] proved the consistency of this method. In order
to make statistical inference, Javanmard and Montanari [7] proposed desparsifying Lasso. Focus on testing βi = β0,i, i ∈
G ⊂ {1, 2, ..., p} with β0,i being given, Zhang and Cheng [8] applied desparsifying Lasso and multiplier bootstrap to create
the simultaneous confidence region for parameters β and Dezeure, Bu¨hlmann and Zhang [9] solved the same test problem
under heteroskedasticity. Chen and Zhou [10] performed statistical inference based on Huber regression and the multiplier
bootstrap. We also refer a two step method introduced by Liu and Yu [11]. In this paper, the authors applied Lasso for
model selection and then performed ordinary least square regression or ridge regression for estimating the parameters β.
From the numerical experiments made by Zou and Hastie [12], we can see that the ridge regression also has good
performance compared to Lasso. In addition, expression of the ridge regression estimator is simple, which means that we
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can easily perform statistical inference on it and we do not need to use optimization tools to find the estimator. However, there
are relatively few researches on ridge regression under high dimensional setting. Shao and Deng [13] proposed a threshold
ridge regression method and proved its model selection consistency as well as L2 consistency. Lopes [14] introduced a
residual-based bootstrap algorithm to provide the confidence interval of linear combinations of parameters. Bu¨hlmann [15]
introduced how to correct the bias in ridge regression through using Lasso. Based on our understanding, there are three
drawbacks which stop classical ridge regression from being used to analyze high dimensional linear models:
1. The ridge regression cannot execute model selection on its own. A well-known fact of Lasso(see Tibshirani [16]) is
that it produces parameters β with lots of 0. This property is useful especially when the underlying model is sparse. Since
ridge regression does not have this property, we need to apply extra measures, like threshold used by Shao and Deng [13],
to facilitate model selection.
2. Under high dimensional setting, bias in the classical ridge regression brings critical troubles. This phenomenon can
be seen in figure 1. Suppose we want to estimate the linear combination of parameters aTβ with a a constant vector and
p < n, after performing tight singular value decomposition X = PΛQT (theorem 7.3.2 in [17]), classical ridge regression(with
ridge parameter ρn) says
aT (β̂ − β) = −ρnaT (XTX + ρnIp)−1β + aT (XTX + ρnIp)−1XT 
= −ρnaTQ(Λ2 + ρnIp)−1QTβ + aTQ(Λ2 + ρnIp)−1ΛPT 
(1)
In the worst situation, according to Cauchy’s inequality, suppose λ1 ≥ λ2 ≥ ... ≥ λp, we have
|ρnaT (XTX + ρnIp)−1β| ≤ ρn
λ2p + ρn
‖a‖2 × ‖β‖2 (2)
As a comparison, the standard deviation of aTQ(Λ2 + ρnIp)
−1ΛPT  is less than σλp ‖a‖2. If p is fixed, then ‖β‖2 has
order O(1), correspondingly by choosing ρn appropriately, the bias is smaller than the standard deviation. However, if p
is large and we do not assume that ‖β‖2 has order O(1)(like Lopes [14] does), the introduced bias can be even larger than
the standard deviation, which makes ridge regression meaningless. Worse still, it can be very hard to perform statistical
inference if the undetectable bias has larger order than the stochastic error.
In order to solve this problem, one way is to estimate the bias by plugging in the ridge regression estimator of β and use
the estimator aT β̂ + ρna
T (XTX + ρnIp)
−1β̂ instead of aT β̂. According to (5), by choosing proper ridge parameter ρn, this
modification does not enlarge the stochastic error significantly but helps reduce the order of bias.
3. The third problem comes when the dimension p is greater than the sample size n. According to Shao and Deng [13]
and Bu¨hlmann [15], when the dimension p is greater than the sample size n, the underlying parameters β are not identifiable.
In this situation, Lasso tends to select the parameters with lots of 0 but ridge regression prefers the projection of parameters
on the space spanned by rows of the design matrix X, which seldom has lots of 0. Statisticians hope to find satisfactory
parameters which are sparse, so they would prefer Lasso(or its modifications) in performing statistical inference or testing.
However, as we can see in figure 1, if the underlying parameters β is not sparse, then it is possible for the ridge regression
to outperform the Lasso.
In this paper, our propose is to solve the first and the second drawbacks and to provide two statistical inference algorithms
which generate simultaneous confidence regions and prediction regions for the modified ridge regression method. As a
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generalization of Lopes [14], we decide to perform statistical inference on γ = Mβ with M being a p1×p known matrix and β
being the underlying parameters. Performing statistical inference on γ is a common topic in econometrics(we refer Vogelsang
[18], Ye and Sun [19] and Gonc¸alves and Vogelsang [20] as a background) but receives few attentions in high dimensional
statistics. Besides, analyzing γ directly leads to prediction(like generating prediction intervals for future observations), which
is also a hot area for the time being. We refer Politis [21] as an introduction of prediction and Stine [22] as an example of
how to perform prediction in a linear model.
Compared to the current linear regression methods and the statistical inference algorithms, the proposed methods have
several advantages. The first one is that the modified ridge regression method has an explicit expression, so it is not difficult
to perform statistical inference on the estimator and we do not need to use optimization algorithms to get the parameters
β. From chapter 7, we can see that this method is robust to the fluctuation of the ridge parameter, which brings less
pressure on model selection. The third advantage is that the associated bootstrap inference and prediction algorithms allow
the design matrix X to have relatively small singular values, which is frequently seen when the dimension p is close to the
sample size n. In addition, the proposed bootstrap inference algorithm allows the number of linear combinations p1 to grow
as the sample size n increases.
We introduce the frequently used notations and assumptions in chapter 2 and several useful lemmas in chapter 3. In
chapter 4, we derive consistency of the proposed ridge regression method and prove that Gaussian approximation can be
applied to the estimator of γ = Mβ, this lays the theoretical foundation for algorithm 1. In chapter 5, we introduce the
bootstrap algorithm 1 which provides simultaneous confidence region for γ. In chapter 6, we discuss prediction and provide
bootstrap algorithm 2 to create the simultaneous prediction region of γ. We demonstrate the finite sample performance in
chapter 7 and make conclusions in chapter 8. We postpone the proofs of mentioned theorems to the appendix.
2 preliminary
In this section we introduce the frequently used notations and assumptions.
Suppose n × p design matrix X and random variables y satisfy y = Xβ + , we are interested in estimating the linear
combinations of parameters γ = Mβ with M = (mij)i=1,2,...,p1,j=1,2,...,p as a p1 × p known matrix. By using thin singular
value decomposition(theorem 7.3.2 in [17]), we have X = PΛQT with P,Q respectively being n × r, p × r orthonormal
matrix satisfying PTP = QTQ = Ir and Λ = diag(λ1, ..., λr) such that λ1 ≥ λ2 ≥ ... ≥ λr > 0 being non-zero singular
values. Here r is the rank of the design matrix X. We denote Q⊥ as the p × (p − r) orthonormal complement of Q, so
that we have QT⊥Q⊥ = Ip−r, Q
TQ⊥ = QT⊥Q = 0 and QQ
T + Q⊥QT⊥ = Ip. We define ζ = Q
Tβ and θ = Qζ = QQTβ,
which is the projection of parameters β on the space spanned by rows of the design matrix X(thus we have Xβ = Xθ and
θT θ = ζTQTQζ = ζT ζ). According to Shao and Deng [13], ridge regression estimates θ rather than β. We also define the
unobservable part θ⊥ = Q⊥QT⊥β and correspondingly the equation β = θ + θ⊥ happens. For a given positive number b, we
define set Nb = {i ||θi| > b}. Suppose b is chosen, we define
cik =
∑
j∈Nb
mijqjk, ∀ i = 1, 2, ..., p1, k = 1, 2, ..., r, and M = {i |
r∑
k=1
c2ik > 0} (3)
For a chosen ridge parameter ρn > 0 and a threshold level bn > 0, we define the classical ridge regression statistics θ˜
? and
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the de-biased statistics θ˜ as
θ˜? = (XTX + ρnIp)
−1XT y, θ˜ = θ˜? + ρn ×Q(Λ2 + ρnIr)−1QT θ˜? (4)
From (4), we know that
θ˜ − θ = −ρ2nQ(Λ2 + ρnIr)−2ζ +Q
(
(Λ2 + ρnIr)
−1Λ + ρn(Λ2 + ρnIr)−2Λ
)
PT  (5)
Similar as Nbn , we define set N̂bn , statistics θ̂ = (θ̂1, ..., θ̂p)T and γ̂ as
N̂bn = {i ||θ˜i| > bn}, θ̂i = θ˜i × 1i∈N̂bn , γ̂ = Mθ̂ (6)
We will need to estimate the marginal variance of residuals σ2 = E|1|2, and the estimator we use is
σ̂2 =
1
n
n∑
i=1
(yi −
p∑
j=1
xij θ̂j)
2 (7)
We define τi, τ̂i, i = 1, 2, ..., p1 and H(x) for x ≥ 0 as
τi =
√√√√ r∑
k=1
c2ik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)2
+
1
n
, τ̂i =
√√√√√ r∑
k=1
 ∑
j∈N̂bn
mijqjk
2 × ( λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)2
+
1
n
H(x) = Prob
(
max
i∈M
1
τi
|
r∑
k=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
ξk| ≤ x
) (8)
Here ξk, k = 1, 2, ..., r are independent normal random variables with mean 0 and variance σ
2 = E|1|2. If assumption 7)
below happens, since matrix
(
1
τi
cik
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
))
i∈M,j=1,2,...,r
= D1TD2, here
D1 = diag(1/τi, i ∈M), D2 = diag
(
λ1
λ21 + ρn
+
ρnλ1
(λ21 + ρn)
2
, ...,
λr
λ2r + ρn
+
ρnλr
(λ2r + ρn)
2
)
(9)
We know that matrix
(
1
τi
cik
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
))
i∈M,j=1,2,...,r
has rank |M| and we may apply lemma 2 to H. As we
will show in theorem 2, H(x) will be used to approximate the distribution of maxi=1,2,...,p1
|γ̂i−γi|
τ̂i
. Similar as chapter 1.5.1
in [23], for a sequence an ∈ R and bn > 0, we say an = O(bn) if ∃C > 0 such that an ≤ Cbn for n = 1, 2, ... and an = o(bn)
if an/bn → 0 as n → ∞. For random variables Xn and Yn, we say that Xn = Op(Yn) if for any given δ > 0, there exists
Cδ > 0 such that supn=1,2,... Prob (|Xn| ≥ Cδ|Yn|) < δ and Xn = op(Yn) if XnYn →p 0. For a finite set A, we use |A| to denote
the number of elements in A. In the following of this paper, we will use Prob∗ (.) to represent the conditional probability
Prob(.|X, y) and E∗. to denote the conditional expectation E(.|X, y). For we assume fixed design, X is considered as a
fixed numerical matrix and therefore Prob∗ (.) = Prob(.|) and E∗. = E.|. We adopt the definition of quantile in Politis
et.al. [24]: Suppose H(x) is a cumulative distribution function and 0 < α < 1, then 1− α quantile of H is
c1−α = inf{x ∈ R|H(x) ≥ 1− α} (10)
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For a set of numbers Ei, i = 1, 2, ..., B such that E1 ≤ E2 ≤ ... ≤ EB , we define its 1− α sample quantile C1−α as
C1−α = Eb0 such that b0 = min{i|
B∑
j=1
1Ej≤Ei ≥ B × (1− α)} (11)
Other symbols will be defined before being used.
Remark 1
We would like to explain why we decide to choose τ̂i, i = 1, 2, ..., p1, which equal τi if N̂bn = Nbn , as normalizing parameters
here. If we can make sure that all of the singular values of the design matrix X have order O(
√
n), then normalizing
parameters can be simply chosen as 1/
√
n. However, from table 1, we can see that some of the singular values of the design
matrix X can be significantly smaller than
√
n if the dimension p is as large as the sample size n. If we still adopt 1/
√
n as
normalizing parameter, then the variance of random variable
√
n(γ̂i− γi) may tend to infinity if as sample size n increases,
which is not acceptable.
Another choice is to use the estimated marginal standard deviations as normalizing parameters. According to the afore-
mentioned definition, if the threshold selects correct parameters, we have
γ̂i − γi =
∑
j∈Nbn
mij(θ˜j − θj)−
∑
j 6∈Nbn
mijθj −
p∑
j=1
mijθ⊥,j (12)
If assumption 1) and 5) happen and i ∈M, for sufficiently large n, the marginal standard deviation of the first term is
σ
√√√√ r∑
k=1
c2ik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)2
≥ σ
√
cM
2Cλn1/2
(13)
while the second and the third term have order o(1/
√
n), which are significantly smaller than the standard deviation. However,
if i 6∈ M, the standard deviation is 0 but the second and the third term are not guaranteed to be 0. If we want to provide
the simultaneous confidence region of γi, i = 1, 2, ..., p1 and unfortunately some of i are not in M, then the bias introduced
by the second and the third term will be expanded to infinitely, which is not acceptable as well.
The advantages of using τ̂i comes in two aspects. If i ∈M, from (13) we know that the random variable γ̂i−γiτ̂i does not
degenerate. On the other hand, if i 6∈ M, according to assumption 5), since the normalizing parameter is larger than 1/√n,
the bias introduced by the second and the third term remains small after dividing τ̂i, which will not bring extra burdens for
us to observe the behaviors of γ̂i − γi, i ∈M.
Now we introduce the main assumptions of this paper.
Assumptions
1). There exists constants cλ, Cλ > 0 and 0 < η ≤ 1/2 such that singular values of design matrix X satisfy
Cλn
1/2 ≥ λ1 ≥ λ2 ≥ ... ≥ λr ≥ cλnη (14)
In addition, we assume that the Euclidean norm of θ, ‖θ‖2 =
√∑p
i=1 θ
2
i satisfies ‖θ‖2 = O(nαθ ) with αθ being a positive
number such that αθ < 3η.
2). Ridge parameter ρn satisfies ρn = O(n
2η−δ) with positive number η+αθ2 < δ < 2η
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3). Residuals  = (1, ..., n)
T are independently and identically distributed with E1 = 0 and there exists m > 4 such
that E|1|m <∞.
4). Dimension of parameters p satisfies p = O(nαp) with mη > αp > 0. Threshold bn is chosen as bn = Cb × n−νb with
constants Cb, νb > 0 such that νb +
αp
m − η < 0. parameters θ satisfy |θi| ≤ cb × bn or |θi| ≥ bncb for a constant 0 < cb < 1.
5) M is not empty and |M| = O(nαM) with αM < mη, in addition there exists constants cM, CM such that 0 < cM <∑r
k=1 c
2
ik ≤ CM for ∀i ∈M, here cik, i = 1, 2, ..., p1, k = 1, 2, ..., r are defined in (3). We also assume
max
i=1,2,...,p1
|
∑
j 6∈Nbn
mijθj | = o
(
1√
n log(n)
)
, max
i=1,2,...,p1
|
p∑
j=1
mijθ⊥,j | = o
(
1√
n log(n)
)
(15)
6) We assume that there exists a constant η ≥ ασ > 0 such that
n−νb
∑
j 6∈Nbn
|θj | = O(n−ασ ),
√|Nbn |
nη
= O(n−ασ ) (16)
7) We assume that |M| ≤ r, the rank of design matrix X, and the matrix T = (cik)i∈M,k=1,2,...,r is of full rank(rank
|M|). In addition, we assume one of the two following conditions happens:
7.1)
max
i∈M,l=1,2,...,n
| 1
τi
×
r∑
k=1
cikplk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
| = o(min(n(ασ−1)/2 × log−3/2(n), n−1/3 × log−3/2(n)) (17)
7.2) ασ < 1/2 and
|M| = o(nασ × log−3(n)), max
i∈M,l=1,2,...,n
| 1
τi
×
r∑
k=1
cikplk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
| = O(n−ασ × log−3/2(n)) (18)
Remark 2
The definition of τi requires that
√
nmaxi∈M,l=1,2,...,n | 1τi ×
∑r
k=1 cikplk
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
)
| > c > 0 for some constant c,
therefore if we need to apply assumption 7.2), then ασ should be smaller than 1/2.
Like the conditions used by Shao and Deng [13], assumptions 1) to 4) are applied for model selection consistency and
consistency of estimator β̂ and γ̂ and assumption 6) is applied to make sure that the estimator of variance σ̂2 is consistent
for real variance σ2. Coincide with the illustration in remark 1, the key purpose for making assumption 5) is to make sure
that the bias introduced by thresholding does not outweight stochastic errors. The reason for making assumption 7) is to
make sure that the residuals are sufficiently mixed so that individual residual does not make significant contribution on the
stochastic error. Assumption 7) also shows a tradeoff between the number of linear combinations and how well the residuals
are mixed. That is, if we want to provide the simultaneous confidence region for many linear combinations of parameters,
then the residuals are required to be mixed well.
3 Some important lemmas
In this section, we introduce three lemmas which will be frequently used in the following sections. The first one comes from
Whittle [25], which directly contributes to model selection consistency. The second one and the third one are similar with
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Chernozhukov et.al. [26], they try to use joint Gaussian random variables to approximate linear combinations of independent
random variables with unknown marginal distribution.
Lemma 1
Suppose random variables 1, ..., n are independent and identically distributed and there exists a constant m > 0 such that
E1 = 0, E|1|m <∞, in addition suppose the matrix Γ = (γij)i=1,2,...,k,j=1,2,...,n satisfies
max
i=1,2,...,k
n∑
j=1
γ2ij ≤ D (19)
for some D > 0, then there exists a constant E which only depends on m and E|1|m such that for ∀δ > 0,
Prob
 max
i=1,2,...,k
|
n∑
j=1
γijj | > δ
 ≤ kEDm/2
δm
(20)
Proof. According to theorem 2 in [25], for any i = 1, 2, ..., k,
Prob
| n∑
j=1
γijj | > δ
 ≤ E|∑nj=1 γijj |m
δm
≤ 2
mC(m)E|1|m(
∑n
j=1 γ
2
ij)
m/2
δm
≤ 2
mC(m)E|1|mDm/2
δm
(21)
Therefore, choose E = 2mC(m)E|1|m, we have
Prob
 max
i=1,2,...,k
|
n∑
j=1
γijj | > δ
 ≤ k∑
i=1
Prob
| n∑
j=1
γijj | > δ
 ≤ kEDm/2
δm
(22)
Lemma 2
Suppose  = (1, ..., n)
T are joint normal random variables(not necessarily independent) with mean Ei = 0, full rank
covariance matrix ET and marginal variance σ2i = E
2
i > 0 for i = 1, 2, ..., n. In addition, suppose there exists two
constants 0 < c0 ≤ C0 <∞ such that c0 ≤ σi ≤ C0 for i = 1, 2, ..., n, then for any given δ > 0, we have
sup
x∈R
(
Prob( max
i=1,2,...,n
|i| ≤ x+ δ)− Prob( max
i=1,2,...,n
|i| ≤ x)
)
≤ Cδ(
√
log(n) +
√
| log(δ)|+ 1) (23)
Here C is a constant which only depends on constants c0, C0.
Lemma 3
Suppose  = (1, ...n)
T are independent and identically distributed random variables with E1 = 0, E
2
1 = σ
2 and E|1|3 <∞,
Γ = (γij)i=1,2,...,n,j=1,2,...,k is an n × k (1 ≤ k ≤ n) rank k matrix such that there exists constants 0 < cΓ ≤ CΓ < ∞ and
c2Γ ≤
∑n
j=1 γ
2
ji ≤ C2Γ for i = 1, 2, ..., k, σ̂2 = σ̂2() is an estimator of variance σ2 and random variables ∗| = (∗1, ..., ∗n)T |
are independent and identically distributed random variables with normal distribution N (0, σ̂2) such that ∗iσ̂ is independent
of  for i = 1, 2, ..., n, in addition suppose one of the following conditions happens,
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C1) There exists a constant 0 < ασ ≤ 1/2 such that
|σ2 − σ̂2| = Op(n−ασ ) and max
j=1,2,...,n, i=1,2,...,k
|γji| = o(min(n(ασ−1)/2 × log−3/2(n), n−1/3 × log−3/2(n)) (24)
C2) There exists a constant 0 < ασ < 1/2 such that
|σ2 − σ̂2| = Op(n−ασ ), k = o(nασ × log−3(n)), max
j=1,...,n,i=1,...,k
|γji| = O(n−ασ × log−3/2(n)) (25)
Then we have
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|
n∑
j=1
γjij | ≤ x)− Prob∗( max
i=1,2,...,k
|
n∑
j=1
γji
∗
j | ≤ x)| = oP (1) (26)
In particular, if we choose σ̂ = σ, by assuming one of the following two conditions,
C
′
1)
max
j=1,2,...,n,i=1,2,...,k
|γji| = o(n−1/3 × log−3/2(n)) (27)
C
′
2)
k × max
j=1,2,...,n,i=1,2,...,k
|γji| = o(log−9/2(n)) (28)
We have
lim
n→∞ supx∈[0,∞)
|Prob( max
i=1,2,...,k
|
n∑
j=1
γjij | ≤ x)− Prob( max
i=1,2,...,k
|
n∑
j=1
γji
∗
j | ≤ x)| = 0 (29)
A simple observation is that condition C1) implies C1
′
) and condition C2) implies C2
′
). If we need to estimate residuals’
variance σ2, then we need stronger conditions to ensure normal approximation. Condition C1) is designed for the situation
when the number of linear combinations k is as large as the sample size n and condition C2) is used when the number of
linear combinations is significantly smaller than the sample size n.
The difference between lemma 3 and the classical central limit theorem is that we allow the number of linear com-
binations k go to infinity as the sample size n increases. Asymptotically, since k can be infinity, the random variable
maxi=1,2,...,k |
∑n
j=1 γjij | may not have asymptotic distribution and central limit theorem fails. However, if the residuals are
mixed well, according to lemma 3, using normal random variables to approximate the behavior of maxi=1,2,...,k |
∑n
j=1 γjij |
is still a good idea.
With the help of lemma 3, we can establish the normal approximation theorem and construct the simultaneous confidence
region for the estimator γ̂.
4 Consistency and Gaussian approximation theorem for the debiased and
threshold ridge regression method
In this section, we concentrate on showing that the debiased and threshold ridge regression statistics γ̂ is consistent and its
distribution can be approximated by the distribution of several joint normal random variables. In addition, we will show
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that σ̂2 defined in (7) is consistent with the residuals’ variance σ2.
Theorem 1
1. Suppose assumptions 1) to 5) happen, then we have
Prob
(
N̂bn 6= Nbn
)
= O(nαp+mνb−mη) and max
i=1,2,...,p1
|γ̂i − γi| = Op(|M|1/m × n−η) (30)
2. Suppose assumptions 1) to 6) happen, then we have
|σ̂2 − σ2| = Op(n−ασ ) (31)
Here σ̂2 is defined in (7).
When |M| and p are not very large, the first result in theorem 1 shows that the threshold ridge regression estimator
is consistent under model selection and under infinity norm. In the proof of theorem 1, we see that maxi∈M
√∑r
k=1 c
2
ik
can be of order larger than O(1) and (15) can be relaxed, but we need these conditions to prove the normal approximation
theorem.
In this paper, we allow the number of linear combinations |M| to grow as the sample size n increases, but an obvious
problem is that the maximum maxi=1,2,...,p1
|γ̂i−γi|
τ̂i
may not have asymptotic distribution. We adopt the idea in Cher-
nozhukov et.al. [26] and show that the distribution of maximum maxi=1,2,...,p1
|γ̂i−γi|
τ̂i
can be approximated by the maximum
of joint normal random variables when sample size becomes large.
Theorem 2
Suppose assumptions 1) to 7) and define H(x), c1−α as in (8) and (10), then we have
1.
lim
n→∞ supx≥0
|Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x
)
−H(x)| = 0 (32)
2.
lim
n→∞ supα0≤α≤α1
|Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c1−α
)
− (1− α)| = 0 (33)
Here 0 < α0 ≤ α1 < 1 are two given constants.
5 Bootstrap inference algorithm for linear combination of parameters
One of the key problems in theorem 2 is that the maximum of joint normal random variables has complex distribution and
we are not able to directly calculate the 1 − α quantile of H(x). In order to solve this problem, we introduce a bootstrap
algorithm(Algorithm 1). This algorithm helps approximate the 1− α quantile of H(x) through Monte Carlo simulation.
Algorithm 1 (Bootstrap algorithm for threshold ridge regression model)
Input: Design matrix X and dependent variable y = Xβ + , linear combination matrix M , ridge parameter ρn, threshold
level bn, confidence level 0 < 1− α < 1 and number of bootstrap replicates B
1. Calculate θ̂, γ̂ defined in (6) and τ̂i, i = 1, 2, ..., p1, σ̂ respectively defined in (8), (7)
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2. Generate independent and identically distributed residuals ∗ = (∗1, ..., 
∗
n)
T with normal marginal distribution which
has mean 0 and variance σ̂2, then calculate y∗ = Xθ̂ + ∗ and θ̂⊥ = Q⊥QT⊥θ̂
3. Calculate θ˜?∗ = (XTX + ρnIp)−1XT y∗ and θ˜∗ = θ˜?∗ + ρn × Q(Λ2 + ρnIr)−1QT θ˜?∗ + θ̂⊥, then recalculate N̂ ∗bn =
{i||θ˜∗i | > bn}, θ̂∗ = (θ̂∗1 , ..., θ̂∗p)T such that θ̂∗i = θ˜∗i × 1i∈N̂∗bn for i = 1, 2, ..., p
4. Calculate γ̂∗ = Mθ̂∗ and E∗b such that
τ̂∗i =
√√√√√√ r∑
k=1
 ∑
j∈N̂∗bn
mijqjk

2
×
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)2
+
1
n
, E∗b = max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
(34)
5. Repeat step 2. to 4. for B times and generate E∗b , b = 1, 2, ..., B, then calculate the 1 − α sample quantile C∗1−α of
E∗b , the 1− α confidence region of γ̂ is given by
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ C∗1−α (35)
Remark 3
According to Gilvenko-Cantelli lemma and theorem 1.2.1. in [24], we have
lim
B→∞
sup
x∈R
| 1
B
B∑
i=1
1E∗b≤x − Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
| = 0 (36)
almost surely and C∗1−α converges to 1 − α quantile c∗1−α of the conditional distribution Prob∗
(
maxi=1,2,...,p1
|γ̂∗i −γ̂i|
τ̂∗i
≤ x
)
as B →∞ if this distribution is continuous and strictly increasing at c∗1−α. Thus, it is sufficient to show that
Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c∗1−α
)
→ 1− α (37)
with c∗1−α being the 1− α quantile of the conditional distribution Prob∗
(
maxi=1,2,...,p1
|γ̂∗i −γ̂i|
τ̂∗i
≤ x
)
.
If the dimension p is fixed, traditionally statisticians prefer the quadratic form of parameters to construct the simultaneous
confidence region(like chapter 5 in Seber and Lee [27]). However, in order to avoid the accumulation of bias, in this paper we
will use the weighted infinity norm maxi=1,2,...,p1
|γ̂i−γi|
τ̂i
to construct the simultaneous confidence region. Based on different
considerations, infinite norm is frequently used in high dimensional statistics, like Zhang and Cheng [8], Chernozhukov et.
al. [26] and Zhang and Wu [28]. We provide the theoretical justification of algorithm 1 in theorem 3.
Theorem 3
Suppose conditions 1) to 7), then we have
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x)| = oP (1) (38)
In addition, for any given 0 < α < 1, suppose c∗1−α is the 1− α quantile of the conditional distribution
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Prob∗
(
maxi=1,2,...,p1
|γ̂∗i −γ̂i|
τ̂∗i
≤ x
)
, we have
Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c∗1−α
)
→ 1− α (39)
as n→∞.
6 Bootstrap prediction algorithm for the regression method
Apart from classical statistical inference, in this chapter we also provide a bootstrap prediction algorithm which generates
the simultaneous prediction region for future observations yf . Unlike statistical inference, prediction tries to analyze the
behavior of one or several future observations [21]. Since we are trying to analyze one specific instance rather than the
underlying population, normal approximation does not work and the width of the prediction region does not shrink to 0
as sample size n increases. Suppose the future observation is yf = x
T
f β + f and the predictor is ŷf = x
T
f β̂, according to
chapter 3.6.2 in [21], the prediction root yf − ŷf = xTf (β − β̂) + f consists of asymptotically negligible error xTf (β − β̂) and
the non-negligible error f . Distribution of the first term can be approximated by normal distribution but distribution of
the second term needs to be estimated from data. This observation helps us create bootstrap algorithm 2.
We adopt definition 2.4.1 in [21] and define the asymptotically valid prediction region in definition 1.
Definition 1
Suppose n × p design matrix X and dependent variable y satisfy y = Xβ +  with  = (1, ..., n)T being independent and
identically distributed random variables, and in addition suppose there are new observations Xf and yf = Xfβ + f with
f = (f,1, ..., f,k)
T being independent and identically distributed random variables which are independent of  and has the
same marginal distribution of 1, the set Γ = Γ(X, y) is an asymptotically valid 1− α prediction region if
Prob (yf ∈ Γ)→ 1− α (40)
as n→∞.
We show that the residuals’ distribution can be consistently estimated in lemma 4. In order to prove consistency of the
bootstrap algorithm 2, in addition to assumptions 1) to 7), we need the residuals’ cumulative distribution function to be
continuous and the number of linear combinations to be finite.
Additional assumptions
8) Cumulative distribution function of residuals F (x) = Prob (1 ≤ x) is continuous
9) number of linear combinations p1 = O(1)
If F (x) is continuous, for any a > 0, there exists a number Z > 0 such that F (x) > 1−a for any x ≥ Z and F (x) < a for
any x ≤ −Z. Notice that continuous function is uniformly continuous in a compact set, we can choose 1/4 > δ > 0 being
sufficiently small so that supx,y∈[−Z−1,Z+1],|x−y|≤δ |F (x) − F (y)| < a and correspondingly for any x, y ∈ R, |x − y| < δ,
if |x| ≤ Z + 1/2, then |y| ≤ Z + 1 and |F (x) − F (y)| ≤ a and if |x| > Z + 1/2, then |y| ≥ Z + 1/4, which implies that
|F (x)− F (y)| ≤ 2a, thus F is uniformly continuous on R. This property will be used in the proof of lemma 4.
Lemma 4
11
Supposes conditions 1) to 6) and 8), if we define the estimated un-centered residuals ̂
′
= (̂
′
1, ..., ̂
′
n)
T = y − Xθ̂ and the
centered residuals ̂ = (̂1, ..., ̂n)
T such that ̂i = ̂
′
i − 1n
∑n
i=1 ̂
′
i, then we have
sup
x∈R
|F̂ (x)− F (x)| →p 0 Here F̂ (x) = 1
n
n∑
i=1
1̂i≤x (41)
as n→∞.
Algorithm 2
Input: Design matrix X and dependent variable y = Xβ + , new p1 × p design matrix Xf , ridge parameter ρn, threshold
level bn, confidence level 0 < 1− α < 1 and the number of bootstrap replicates B
1. Calculate θ̂ defined in (6), ŷf = Xf θ̂, σ̂ defined in (7) and ̂ defined in lemma 4
2. Generate independent and identically distributed residuals ∗ = (∗1, ..., 
∗
n)
T with normal marginal distribution which
has mean 0 and variance σ̂2, and independent and identically distributed residuals ∗f = (
∗
f,1, ..., 
∗
f,p1
)T whose marginal
distribution is F̂ defined in lemma 4, then calculate y∗ = Xθ̂ + ∗ and θ̂⊥ = Q⊥QT⊥θ̂
3. Calculate θ˜?∗ = (XTX + ρnIp)−1XT y∗ and θ˜∗ = θ˜?∗ + ρn × Q(Λ2 + ρnIr)−1QT θ˜?∗ + θ̂⊥, then recalculate N̂ ∗bn =
{i||θ˜∗i | > bn}, θ̂∗ = (θ̂∗1 , ..., θ̂∗p)T such that θ̂∗i = θ˜∗i × 1i∈N̂∗bn for i = 1, 2, ..., p
4. Calculate y∗f = (y
∗
f,1, ..., y
∗
f,p1
)T = Xf θ̂ + 
∗
f and ŷ
∗
f = (ŷ
∗
f,1, ..., ŷ
∗
f,p1
)T = Xf θ̂
∗, define E∗b = maxi=1,2,...,p1 |y∗f,i − ŷ∗f,i|
5. Repeat step 2. to 4. for B times and generate E∗b , b = 1, 2, ..., B, then calculate the 1 − α sample quantile C∗1−α of
E∗b , the 1− α prediction region of new observations yf = Xfβ + f is given by
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ C∗1−α (42)
In theorem 4, we provide a theoretical justification of algorithm 2 and show that the prediction region generated by algo-
rithm 2 satisfies definition 1. Similar as remark 3, we supposeB →∞ and show that Prob (maxi=1,2,...,p1 |yf,i − ŷf,i| ≤ c∗1−α)→
1− α as n→∞, here c∗1−α is the 1− α quantile of the conditional distribution Prob∗
(
maxi=1,2,...,p1 |y∗f,i − ŷ∗f,i| ≤ x
)
Theorem 4
Suppose assumptions 1) to 6) and 8) to 9), then we have
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
− Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ x
)
| = op(1) (43)
In addition, suppose c∗1−α is the 1 − α quantile of conditional distribution Prob∗
(
maxi=1,2,...,p1 |y∗f,i − ŷ∗f,i| ≤ x
)
and 0 <
α < 1 is given, then we have
Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c∗1−α
)
→ 1− α (44)
as n→∞.
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7 Numerical Simulation
In this section, we provide several numerical examples to illustrate the finite sample performance of the proposed ridge
regression method and the bootstrap inference algorithms associated with this method. We define kn =
√
n log(n) and 4
terms Ki, i = 1, 2, 3, 4 as follow:
K1 = max
i=1,2,...,p1
kn|
∑
j 6∈Nbn
mijθj |, K2 = max
i=1,2,...,p1
kn|
r∑
j=1
mijθ⊥,j |, K3 = bn
∑
j 6∈Nbn
|θj |, K4 =
√|Nbn |
λr
(45)
Assumption 5) and 6) require that these four terms should be close to 0. In the numerical examples, we see that the
proposed algorithms still have good performance even though some of the Ki are not very small. However if Ki, i = 1, 2, 3, 4
become very large(like case 5), then the proposed ride regression method may have large error and the associated bootstrap
algorithms fail to catch the correct confidence region.
We apply two types of strategies to generate the design matrix, linear combination matrix and the parameter β. When
p ≤ n, we choose β = (β1, ..., βn)T such that βi = 2.0, i = 1, 2, 3, βi = −2.0, i = 4, 5, 6, βi = 1.0, i = 7, 8, 9, βi =
−1.0, i = 10, 11, 12, βi = 0.004, i = 13, ..., 30 and 0.0 otherwise. We generate the design matrix X = (xT1 , ..., xTn )T by
multivariate normal random variables with covariance matrix Σ which has diagonal 2.0 and off-diagonal 0.5(this is similar
with Shao [13]) and fix the design matrix after generating them. For the first |M| linear combinations, we generate them
through independent normal random variables with mean 0.5 and variance 1.0, and for the remaining linear combinations,
we let the first 50 elements to be 0.0 and generate the remaining elements by independent normal random variables with
mean 1.0 and variance 4.0. We fix the linear combination matrix after generating it.
On the other hand, if p > n, we choose the parameter β0 such that β0,1 = β0,2 = β0,3 = 1.0, β0,4 = β0,5 = β0,6 = −1.0
and 0.0 otherwise. We generate the design matrix X = (xT1 , ..., x
T
n )
T through multivariate normal random variables with
mean 0 and covariance matrix Σ which has diagonal element 4.0 and off-diagonal element 0.2. We generate the linear
combination matrix thought the following strategy: for the first |M| rows, we assign the first 6 columns values which are
generated by normal random variables with mean 0.5 and variance 1.0 and for each row, we randomly choose 15 columns
form the 7th column to the pth column and assign them values which are generated by normal random variables with mean
0 and variance 0.25. The other elements are assigned to be 0.0. For the remaining rows, for each row we randomly choose
15 columns form the 7th column to the pth column and assign them values which are generated by normal random variables
with mean 0 and variance 0.25, then assign the other elements to be 0.0. We perform tight singular value decomposition
X = PΛQT and define β1 = QQ
Tβ0.
We define two types of methods to generate residuals:
R1) We independently generate z1 = (z1,1, ..., zn,1)
T , z2 = (z1,2, ..., zn,2) through exponential random variables with
scale parameter
√
2 (or variance 2), then we define  = z1 − z2, so that i, i = 1, 2, ..., n has variance 4.
R2) We independently generate  = (1, ..., n)
T through t-distribution with degrees of freedom 8/3, so that it still has
marginal variance 4.
We list the information about how we generate simulation cases in table 1.
When p ≤ n and the design matrix has full rank, the proposed ridge regression method estimates β and there is no
ambiguity. However, if p > n, similar with Shao and Deng [13], the proposed ridge regression method estimates QQTβ
instead of β. Unfortunately, the sparsity assumptions(like assumption 5) or 6)) may not be satisfied for QQTβ and Q⊥QT⊥β
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may have large norm. If the underlying bias Q⊥QT⊥β has large norm, then the performance of the proposed ridge regression
method and the associated bootstrap inference algorithms will be affected.
We plot the error ‖γ̂ − γ‖2 for different linear regression methods in figure 1. One advantage of the proposed ridge
regression method is that it is robust with the fluctuation in ridge parameter ρn. As we can see, even though methods
like Lasso or threshold ridge regression perform well with suitable ρn, as ρn changes, the error enlarges drastically. On the
contrary, the error of the proposed method does not increase significantly when ρn deviates from its optimal value. This
property ensures that the proposed method has good performance even when model selection procedures(like 10-fold cross
validation) do not select the optimal ridge parameter. Case 4 and 5 illustrate how the underlying bias Q⊥QT⊥β affects the
performance of linear regression methods. Even though Xβ0 = Xβ1(which means that we cannot tell the difference between
β0 and β1 based on data X and y = Xβ0 +  = Xβ1 + ), Mβ0 is not necessarily equal to Mβ1. Under this situation, Lasso
methods tend to choose β0 and Ridge regression methods tend to choose β1. If the underlying parameters are not the ones
favored by the linear regression method, then the underlying bias rather than the stochastic error will mainly contribute to
the total estimation error.
Table 1: Characters about design matrix X, linear combination matrix M , parameters β and residuals  for simulations
cases
Case # Samples Dimension Residual # combinations / |M| λp Parameters
1 3000 1500 R1) 800 / 300 22.103 β
2 3000 1500 R2) 800 / 300 22.103 β
3 3000 2400 R1) 800 / 300 8.244 β
4 3000 4500 R1) 800 / 300 24.774 β1
5 3000 4500 R1) 800 / 300 24.774 β0
We list performance of bootstrap algorithm 1 on different simulation cases in table 2. From case 1 and 2, we can see that
the Gaussian approximation theorem(theorem 2) works for the proposed ridge regression method. Residuals’ distribution
in case 1 and 2 are different, but the 93% quantile of the statistics maxi=1,2,...,p1
|γ̂i−γi|
τ̂i
are approximately the same. Case
3 shows that algorithm 1 works even when the minimum singular value λr is not very large. Case 4 and 5 provide similar
95% quantiles. However, the underlying bias Q⊥QT⊥β0 makes K2 large and therefore invalidates algorithm 1 in case 5.
Table 2: Performance of algorithm 1, the desired coverage probability is 95%, ρn and bn are chosen by 10-fold cross validation.
Case K1 K2 K3 K4 ρn bn Sos error probability Average C∗1−α
1 11.728 0.0 0.014 1.749 98.138 0.209 1.542 0.924 6.888
2 11.728 0.0 0.011 1.749 169.583 0.166 2.420 0.928 6.824
3 13.534 0.0 0.019 5.935 40.770 0.283 2.303 0.953 7.089
4 19.560 5.831× 10−13 6.604 2.707 5.557 0.166 1.447 0.960 7.422
5 19.560 453.240 6.604 2.707 5.557 0.106 14.818 0.000 7.415
We list performance of the bootstrap prediction algorithm 2 in table 3. In order to satisfy assumption 9), we define
the new prediction matrix Xf as the first 200 rows of M , correspondingly we have # Combinations = |M| = 200. Unlike
statistical inference, residuals’ distribution will make influence on the 95% quantile of maxi=1,2,...,p1 |yf,i − ŷf,i|, that is why
case 1 and 2 have two different 95% quantiles. Compared to algorithm 1, the bootstrap prediction algorithm 2 can tolerate
moderate bias in the parameters β.
14
(a) Case 1 (b) Case 2
(c) Case 3 (d) Case 4
(e) Case 5
Figure 1: sum of square loss ‖γ̂ − γ‖2 for different regression methods, ridge(Lasso) parameter and threshold are chosen
by 10-fold cross validation. ’Deb Thr’ means the method proposed in this paper, ’Thr Lasso’ and ’Thr Ridge’ respectively
means threshold Lasso and threshold ridge regression. Dots represent the threshold bn and the ridge parameter ρn selected
by 10-fold cross validation for different methods.
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Table 3: Performance of bootstrap algorithm 2, the desired coverage probability is 95%, parameters are chosen the same as
table 2
Case coverage probability Average C∗1−α
1 0.929 11.969
2 0.934 33.940
3 0.934 12.099
4 0.962 13.141
5 0.962 13.112
8 Conclusion
In order to make ridge regression be suitable for high dimensional linear model, in this paper we propose a debiased and
threshold ridge regression method which automatically performs model selection and avoids introducing large bias. Besides,
focus on analyzing linear combinations of parameters γ = Mβ with M being a known matrix, we introduce two bootstrap
algorithms(algorithm 1 and 2) which perform statistical inference and prediction for γ. Numerical performance shows
that the proposed regression method is robust for the fluctuation in ridge parameter and achieves higher accuracy than
classical ridge regression and threshold ridge regression method. The proposed bootstrap algorithms can provide accurate
simultaneous confidence region for linear combinations γ even when some of the assumptions are not perfectly satisfied. For
statistical inference part, the number of linear combinations is allowed to increase as sample size n increases. Apart from
theoretical interests, the proposed methods can be applied to disciplines such as econometrics, finance, medical researches
and etc.
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A Proofs of related theorems
Proof of lemma 2. First notice that for any i = 1, 2, ..., n,
|i| = max(i,−i) ≤ max( max
i=1,...,n
i, max
i=1,...,n
−i)⇒ max
i=1,2,...,n
|i| ≤ max( max
i=1,...,n
i, max
i=1,...,n
−i)
i,−i ≤ |i| ≤ max
i=1,...,n
|i| ⇒ max( max
i=1,...,n
i, max
i=1,...,n
−i) ≤ max
i=1,...,n
|i|
⇒ max
i=1,...,n
|i| = max( max
i=1,...,n
i, max
i=1,...,n
−i)
(46)
Thus, for any x ∈ R, we have
Prob( max
i=1,2,...,n
|i| ≤ x+ δ)− Prob( max
i=1,2,...,n
|i| ≤ x) = Prob(0 < max( max
i=1,...,n
i, max
i=1,...,n
−i)− x ≤ δ)
≤ Prob(0 < max
i=1,...,n
i − x ≤ δ) + Prob(0 < max
i=1,...,n
−i − x ≤ δ)
≤ Prob(| max
i=1,...,n
i − x| ≤ δ) + Prob(| max
i=1,...,n
−i − x| ≤ δ)
(47)
Since − is also joint Gaussian with mean 0 and marginal variance E(−j)2 = σ2j , from theorem 3 and (18), (19) in [29], by
defining σ = mini=1,2,...,n σi ≤ maxi=1,2,...,n σi = σ, we have
sup
x∈R
Prob
(
| max
i=1,2,...,n
i − x| ≤ δ
)
≤
√
2δ
σ
(√
log(n) +
√
max(1, log(σ)− log(δ))
)
+
4
√
2δ
σ
×
(
σ
σ
√
log(n) + 2 +
σ
σ
√
max(0, log(σ)− log(δ))
)
≤
√
2δ
c0
(√
log(n) +
√
1 + | log(c0)|+ | log(C0)|+
√
| log(δ)|
)
+
4
√
2δC0
c20
(√
log(n) + 2 +
√
| log(c0)|+ | log(C0)|+
√
| log(δ)|
)
≤
(√
2× (1 + | log(c0)|+ | log(C0)|)
c0
+
4
√
2C0
c20
(2 +
√
| log(c0)|+ | log(C0)|)
)
× δ
(√
log(n) + 1 +
√
| log(δ)|
)
(48)
Define C as the first term in (48), which only depends on c0, C0, we have
sup
x∈R
(Prob( max
i=1,2,...,n
|i| ≤ x+ δ)− Prob( max
i=1,2,...,n
|i| ≤ x)) ≤ 2Cδ(1 +
√
log(n) +
√
| log(δ)|) (49)
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and we prove the result.
Proof of lemma 3. In this proof, for convenience, we let Γ = (γ1, ..., γk), correspondingly for i = 1, 2, ..., k, γ
T
i  =
∑n
j=1 γjij .
From lemma A.2 and (8) in [26] and (S1) to (S5) in the supplementary material of [30], for x = (x1, ..., xn) and y, z ∈ R,
define
Fβ(x) =
1
β
log
(
n∑
i=1
exp(βxi)
)
, g0(y) = (1−min(1,max(y, 0))4)4, gψ,z(y) = g0(ψ(y − z)) (50)
with β, ψ > 0, then we have gψ,z ∈ C3 being nonincreasing function, g0 = 1 with y ≤ 0, 0 with y ≥ 1 and
g∗ = max
y∈R
(|g′0(y)|+ |g
′′
0 (y)|+ |g
′′′
0 (y)|) <∞, 1y≤z ≤ gψ,z(y) ≤ 1y≤z+ψ−1
sup
y,z∈R
|g′ψ,z(y)| ≤ g∗ψ, sup
y,z∈R
|g′′ψ,z(y)| ≤ g∗ψ2, sup
y,z∈R
|g′′′ψ,z(y)| ≤ g∗ψ3
∂Fβ
∂xi
=
exp(βxi)∑n
j=1 exp(βxj)
⇒ ∂Fβ
∂xi
≥ 0,
n∑
i=1
∂Fβ
∂xi
= 1,
n∑
i=1
n∑
j=1
| ∂
2Fβ
∂xi∂xj
| ≤ 2β,
n∑
i=1
n∑
j=1
n∑
k=1
| ∂
3Fβ
∂xi∂xj∂xk
| ≤ 6β2
Fβ(x1, ..., xn)− log(n)
β
≤ max
i=1,...,n
xi ≤ Fβ(x1, ..., xn)
(51)
For any given x = (x1, ..., xn) ∈ Rn, define function
Gβ(x) =
1
β
log(
n∑
i=1
exp(βxi) +
n∑
i=1
exp(−βxi)) = Fβ(x1, ..., xn,−x1, ...,−xn) (52)
Combine with (51) and (46), we have for i, j, k = 1, ..., n
Gβ(x)− log(2n)
β
≤ max
i=1,...,n
|xi| ≤ Gβ(x), ∂Gβ
∂xi
=
∂Fβ
∂xi
− ∂Fβ
∂xi+n
⇒
n∑
i=1
|∂Gβ
∂xi
| ≤
n∑
i=1
∂Fβ
∂xi
+
∂Fβ
∂xi+n
= 1
∂2Gβ
∂xi∂xj
=
∂2Fβ
∂xi∂xj
− ∂
2Fβ
∂xi∂xj+n
− ∂
2Fβ
∂xi+n∂xj
+
∂2Fβ
∂xi+n∂xj+n
⇒
n∑
i=1
n∑
j=1
| ∂
2Gβ
∂xi∂xj
| ≤
2n∑
i=1
2n∑
j=1
| ∂
2Fβ
∂xi∂xj
| ≤ 2β
∂3Gβ
∂xi∂xj∂xk
=
∂3Fβ
∂xi∂xj∂xk
− ∂
3Fβ
∂xi∂xj∂xk+n
− ∂
3Fβ
∂xi∂xj+n∂xk
+
∂3Fβ
∂xi∂xj+n∂xk+n
− ∂
3Fβ
∂xi+n∂xj∂xk
+
∂3Fβ
∂xi+n∂xj∂xk+n
+
∂3Fβ
∂xi+n∂xj+n∂xk
− ∂
3Fβ
∂xi+n∂xj+n∂xk+n
⇒
n∑
i=1
n∑
j=1
n∑
k=1
| ∂
3Gβ
∂xi∂xj∂xk
| ≤
2n∑
i=1
2n∑
j=1
2n∑
k=1
| ∂
3Fβ
∂xi∂xj∂xk
| ≤ 6β2
(53)
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Consider the composition of gψ,x and Gβ , direct calculation shows that
∂gψ,x(Gβ(x1, ..., xn))
∂xi
= g
′
ψ,x(Gβ(x1, ..., xn))
∂Gβ
∂xi
⇒
n∑
i=1
|∂gψ,x(Gβ(x1, ..., xn))
∂xi
| ≤ |g′ψ,x(Gβ(x1, ..., xn))|
n∑
i=1
|∂Gβ
∂xi
| ≤ g∗ψ
∂2gψ,x(Gβ(x1, ..., xn))
∂xi∂xj
= g
′′
ψ,x(Gβ(x1, ..., xn))
∂Gβ
∂xi
∂Gβ
∂xj
+ g
′
ψ,x(Gβ(x1, ..., xn))
∂2Gβ
∂xi∂xj
⇒
n∑
i=1
n∑
j=1
|∂
2gψ,x(Gβ(x1, ..., xn))
∂xi∂xj
| ≤ g∗ψ2
(
n∑
i=1
|∂Gβ
∂xi
|
)2
+ g∗ψ
n∑
i=1
n∑
j=1
| ∂
2Gβ
∂xi∂xj
| ≤ g∗ψ2 + 2g∗ψβ
∂3gψ,x(Gβ(x1, ..., xn))
∂xi∂xj∂xk
= g
′′′
ψ,x(Gβ(x1, ..., xn))
∂Gβ
∂xi
∂Gβ
∂xj
∂Gβ
∂xk
+ g
′′
ψ,x(Gβ(x1, ..., xn))
∂2Gβ
∂xi∂xk
∂Gβ
∂xj
+g
′′
ψ,x(Gβ(x1, ..., xn))
∂Gβ
∂xi
∂2Gβ
∂xj∂xk
+ g
′′
ψ,x(Gβ(x1, ..., xn))
∂2Gβ
∂xi∂xj
∂Gβ
∂xk
+ g
′
ψ,x(Gβ(x1, ..., xn))
∂3Gβ
∂xi∂xj∂xk
⇒
n∑
i=1
n∑
j=1
n∑
k=1
|∂
3gψ,x(Gβ(x1, ..., xn))
∂xi∂xj∂xk
| ≤ g∗ψ3
(
n∑
i=1
|∂Gβ
∂xi
|
)3
+ 3g∗ψ2
 n∑
i=1
n∑
j=1
| ∂
2Gβ
∂xi∂xj
|
×( n∑
k=1
|∂Gβ
∂xk
|
)
+g∗ψ
n∑
i=1
n∑
j=1
n∑
k=1
| ∂
3Gβ
∂xi∂xj∂xk
| ≤ g∗ψ3 + 6g∗ψ2β + 6g∗ψβ2
(54)
We define ξ = (ξ1, ..., ξn) as i.i.d. random variables with the same marginal distribution as 1 and being independent of , 
∗,
so that Prob(maxi=1,2,...,k |γTi | ≤ x) = Prob∗(maxi=1,2,...,k |
∑n
j=1 γ
T
i ξ| ≤ x) for any x. For any given x ≥ 0, according to
(46), (53) and lemma 2, for any given ψ, β, σ̂ > 0, notice that
c2Γ ≤ E∗
(
n∑
l=1
γil
∗
l
σ̂
)2
=
n∑
l=1
γ2il ≤ C2Γ for i = 1, 2, ..., k (55)
There exists a constant C which only depends on cΓ and CΓ such that
sup
x∈R
(
Prob∗
(
max
i=1,2,...,k
|γTi ∗| ≤ x+
1
ψ
+
log(2k)
β
)
− Prob∗
(
max
i=1,2,...,k
|γTi ∗| ≤ x
))
= sup
x∈R
(
Prob∗
(
max
i=1,2,...,k
|γ
T
i 
∗
σ̂
| ≤ x
σ̂
+
1
ψσ̂
+
log(2k)
βσ̂
)
− Prob∗
(
max
i=1,2,...,k
|γ
T
i 
∗
σ̂
| ≤ x
σ̂
))
≤ C ×
(
1
ψσ̂
+
log(2k)
βσ̂
)
×
(
1 +
√
log(n) +
√
| log
(
1
ψσ̂
+
log(2k)
βσ̂
)
|
) (56)
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We define z = C ×
(
1
ψσ̂ +
log(2k)
βσ̂
)
×
(
1 +
√
log(n) +
√
| log
(
1
ψσ̂ +
log(2k)
βσ̂
)
|
)
, correspondingly, for any x ≥ 0,
Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)
≤ Prob∗( max
i=1,2,...,k
|γTi ξ| ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x+
1
ψ
+
log(2k)
β
) + z
≤ Prob∗(Gβ(γT1 ξ, ..., γTk ξ) ≤ x+
log(2k)
β
)− Prob∗(Gβ(γT1 ∗, ..., γTk ∗) ≤ x+
1
ψ
+
log(2k)
β
) + z
≤ E∗g
ψ,x+
log(2k)
β
(Gβ(γ
T
1 ξ, ..., γ
T
k ξ))− gψ,x+ log(2k)β (Gβ(γ
T
1 
∗, ..., γTk 
∗)) + z
Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)
≥ Prob∗( max
i=1,2,...,k
|γTi ξ| ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x−
1
ψ
− log(2k)
β
)− z
≥ Prob∗(Gβ(γT1 ξ, ..., γTk ξ) ≤ x)− Prob∗(Gβ(γT1 ∗, ..., γTk ∗) ≤ x−
1
ψ
)− z
≥ E∗gψ,x−ψ−1(Gβ(γT1 ξ, ..., γTk ξ))− gψ,x−ψ−1(Gβ(γT1 ∗, ..., γTk ∗))− z
(57)
Thus, we have
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)|
≤ z + sup
x∈R
|E∗gψ,x(Gβ(γT1 ξ, ..., γTk ξ))− gψ,x(Gβ(γT1 ∗, ..., γTk ∗))|
(58)
For any i = 1, 2, ..., k, j = 1, 2, ..., n, define Hij =
∑j−1
s=1 γsiξs +
∑n
s=j+1 γsi
∗
s, mij = γjiξj and m
∗
ij = γji
∗
j , we have
Hij +mij = Hij+1 +m
∗
ij+1 and therefore
sup
x∈R
|E∗gψ,x(Gβ(γT1 ξ, ..., γTk ξ))− gψ,x(Gβ(γT1 ∗, ..., γTk ∗))|
= sup
x∈R
|E∗gψ,x(Gβ(H1n +m1n, ...,Hkn +mkn))− gψ,x(Gβ(H11 +m∗11, ...,Hk1 +m∗k1))|
= sup
x∈R
|
n∑
s=1
E∗gψ,x(Gβ(H1s +m1s, ...,Hks +mks))− gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))|
≤
n∑
s=1
sup
x∈R
|E∗gψ,x(Gβ(H1s +m1s, ...,Hks +mks))− gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))|
(59)
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For any x ∈ R and s = 1, 2, ..., n,
Egψ,x(Gβ(H1s +m1s, ...,Hks +mks))− gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))|, ξb, ∗b , b 6= s
=
k∑
i=1
∂gψ,x(Gβ(H1s, ...,Hks))
∂xi
γsiE(ξs − ∗s|, ξb, ∗b , b 6= s) +
1
2
k∑
i=1
k∑
j=1
∂2gψ,x(Gβ(H1s, ...,Hks))
∂xi∂xj
γsiγsjE(ξ
2
s − ∗2s |, ξb, ∗b , b 6= s)
+E (gψ,x(Gβ(H1s +m1s, ...,Hks +mks))|, ξb, ∗b , b 6= s)− gψ,x(Gβ(H1s, ...,Hks))−
k∑
i=1
∂gψ,x(Gβ(H1s, ...,Hks))
∂xi
mis
−1
2
k∑
i=1
k∑
j=1
∂2gψ,x(Gβ(H1s, ...,Hks))
∂xi∂xj
mismjs
−E (gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))|, ξb, ∗b , b 6= s) + gψ,x(Gβ(H1s, ...,Hks)) +
k∑
i=1
∂gψ,x(Gβ(H1s, ...,Hks))
∂xi
m∗is
+
1
2
k∑
i=1
k∑
j=1
∂2gψ,x(Gβ(H1s, ...,Hks))
∂xi∂xj
m∗ism
∗
js
(60)
Notice that E(ξs|, ξb, ∗b , b 6= s) = E(∗s|, ξb, ∗b , b 6= s) = 0, E(ξ2s − ∗2s |, ξb, ∗b , b 6= s) = σ2 − σ̂2, from multivariate Taylor’s
theorem(see for example, theorem 5.2. in [31]) and (54), we have
|E(gψ,x(Gβ(H1s +m1s, ...,Hks +mks))− gψ,x(Gβ(H1s, ...,Hks))−
k∑
i=1
∂gψ,x(Gβ(H1s, ...,Hks))
∂xi
mis
−1
2
k∑
i=1
k∑
j=1
∂2gψ,x(Gβ(H1s, ...,Hks))
∂xi∂xj
mismjs|, ξb, ∗b , b 6= s)|
=
1
6
|E(
k∑
i=1
k∑
j=1
k∑
l=1
∂3gψ,x(Gβ(z1, ..., zk))
∂xi∂xj∂xl
γsiγsjγslξ
3
s |, ξb, ∗b , b 6= s)|
≤ maxi=1,...,k |γsi|
3
6
E(
k∑
i=1
k∑
j=1
k∑
l=1
|∂
3gψ,x(Gβ(z1, ..., zk))
∂xi∂xj∂xl
| × |ξs|3|, ξb, ∗b , b 6= s)
≤ maxi=1,...,k |γsi|
3 × (g∗ψ3 + 6g∗ψ2β + 6g∗ψβ2)
6
E|1|3
|E(gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))− gψ,x(Gβ(H1s, ...,Hks))−
k∑
i=1
∂gψ,x(Gβ(H1s, ...,Hks))
∂xi
m∗is
−1
2
k∑
i=1
k∑
j=1
∂2gψ,x(Gβ(H1s, ...,Hks))
∂xi∂xj
m∗ism
∗
js|, ξb, ∗b , b 6= s)|
≤ maxi=1,...,k |γsi|
3
6
E(
k∑
i=1
k∑
j=1
k∑
l=1
|∂
3gψ,x(Gβ(z
∗
1 , ..., z
∗
k))
∂xi∂xj∂xl
| × |∗s|3|, ξb, ∗b , b 6= s)
≤ maxi=1,...,k |γsi|
3 × (g∗ψ3 + 6g∗ψ2β + 6g∗ψβ2)
6
σ̂3 ×D
(61)
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Here D = E|Y |3 with Y ∼ N (0, 1) being a standard normal random variable. Combine with (58) to (61), we have
|E∗gψ,x(Gβ(H1s +m1s, ...,Hks +mks))− gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))|
≤ E∗|Egψ,x(Gβ(H1s +m1s, ...,Hks +mks))− gψ,x(Gβ(H1s +m∗1s, ...,Hks +m∗ks))|, ξb, ∗b , b 6= s|
≤ |σ
2 − σ̂2| ×maxi=1,2,...,k γ2si
2
×E∗
k∑
i=1
k∑
j=1
(
|∂
2gψ,x(Gβ(H1s, ...,Hks))
∂xi∂xj
|
)
+
maxi=1,...,k |γsi|3 × (g∗ψ3 + 6g∗ψ2β + 6g∗ψβ2)
6
E|1|3 + maxi=1,...,k |γsi|
3 × (g∗ψ3 + 6g∗ψ2β + 6g∗ψβ2)
6
σ̂3 ×D
≤ (g∗ψ2 + g∗ψβ)|σ2 − σ̂2| × max
i=1,...,k
γ2si + (E|1|3 +Dσ̂3)× g∗(ψ3 + ψ2β + ψβ2)× max
i=1,...,k
|γsi|3
(62)
and correspondingly,
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)|
≤ z + (g∗ψ2 + g∗ψβ)|σ2 − σ̂2| ×
n∑
s=1
max
i=1,...,k
γ2si + (E|1|3 +Dσ̂3)× g∗(ψ3 + ψ2β + ψβ2)×
n∑
s=1
max
i=1,...,k
|γsi|3
(63)
In particular, for any given δ > 0, if we choose ψ = β = log3/2(n)/δ1/4 and 3σ2 > σ̂ >
σ
2 , then for sufficiently large n, we
have 1ψσ̂ +
log(2k)
βσ̂ ≤ 4 log(n)ψσ ≤ 4δ
1/4
σ
√
log(n)
< 1 and correspondingly
z ≤ 4C log(n)
ψσ
×
(
2
√
log(n) +
√
log(ψσ̂)
)
≤ 4Cδ
1/4
σ
2 +
√
3
2 log(log(n)) + log(3σ/2δ
1/4)
log(n)
 ≤ C ′δ1/4 (64)
with C
′
= 12Cσ .
Suppose condition C1) happens, then for any 1 > δ > 0, there exists a Dδ > 0 such that for sufficiently large n,
Prob
(|σ2 − σ̂2| ≤ Dδ × n−ασ) > 1− δ, max
j=1,2,...,n,i=1,2,...,k
|γji| < δ × n(ασ−1)/2 × log−3/2(n),
max
j=1,2,...,n,i=1,2,...,k
|γji| < δ × n−1/3 × log−3/2(n)
(65)
We choose ψ = β = log3/2(n)/δ1/4, then according to (63), for sufficiently large n, we know that (65) happens and
1
2σ < σ̂ <
3
2σ with probability 1− δ, if (65) happens,
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)|
≤ C ′δ1/4 + 2g∗ψ2 ×Dδ × n−ασ × δ
2 × nασ
log3(n)
+ (E|1|3 + 27D
8
σ3)× 3g∗ψ3 × δ3 × n× 1
n log9/2(n)
= C
′
δ1/4 + 2g∗Dδδ3/2 + 3g∗(E|1|3 + 27D
8
σ3)× δ9/4
(66)
Therefore, we show that
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)| = oP (1) (67)
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If condition C2) happens, we have for any δ > 0, there exists Dδ > 0 such that
Prob
(|σ2 − σ̂2| ≤ Dδ × n−ασ) ≥ 1− δ, k ≤ δnασ
log3(n)
, max
i=1,2,...,k
n∑
j=1
γ2ji ≤ Dδ, max
j=1,2,...,n,i=1,2,...,k
|γji| ≤ Dδ × n
−ασ
log3/2(n)
(68)
Since
n∑
j=1
max
i=1,...,k
γ2ji ≤
n∑
j=1
k∑
i=1
γ2ji ≤ kDδ
n∑
j=1
max
i=1,...,k
γ3ji ≤ max
j=1,2,...,n,i=1,2,...,k
|γji| ×
n∑
j=1
max
i=1,...,k
γ2ji ≤ kDδ × max
j=1,2,...,n,i=1,2,...,k
|γji|
(69)
Correspondingly we have, if (68) happens, by choosing ψ = β = log3/2(n)/δ1/4
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob∗( max
i=1,2,...,k
|γTi ∗| ≤ x)|
≤ C ′δ1/4 + 2g∗ψ2Dδn−ασ × kDδ + (E|1|3 + 27D
8
σ3)× 3g∗ψ3 × kDδ max
j=1,2,...,n,i=1,2,...,k
|γji|
≤ C ′δ1/4 + 2g∗D2δ ×
log3(n)
δ1/2
× δn
ασ
log3(n)
× n−ασ + 3(E|1|3 + 27D
8
σ3)g∗D2δ ×
log9/2(n)
δ3/4
× δn
ασ
log3(n)
× n
−ασ
log3/2(n)
= C
′
δ1/4 + 2g∗D2δδ
1/2 + 3(E|1|3 + 27D
8
σ3)g∗D2δ × δ1/4
(70)
Thus, we prove (67).
If we pick σ̂ = σ and choose ψ = β = log3/2(n)/δ1/4, then (63) can be modified as
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|γTi | ≤ x)− Prob( max
i=1,2,...,k
|γTi ∗| ≤ x)|
≤ C ′δ1/4 + (E|1|3 +Dσ3)× g∗(ψ3 + ψ2β + ψβ2)×
n∑
s=1
max
i=1,...,k
|γsi|3
(71)
Suppose condition C1
′
) happens, for any δ > 0 and sufficiently large n, maxj=1,2,...,n,i=1,2,...,k |γji| ≤ δ×n−1/3 log−3/2(n),
correspondingly we have
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|
n∑
j=1
γjij | ≤ x)− Prob( max
i=1,2,...,k
|
n∑
j=1
γji
∗
j | ≤ x)| ≤ C
′
δ1/4 + 3(E|1|3 +Dσ3)g∗ × δ9/4 (72)
and we prove (29).
Suppose condition C2
′
) happens, for any δ > 0 and sufficiently large n, k × maxj=1,2,...,n,i=1,2,...,k |γji| ≤ δ log−9/2(n),
thus according to (69), for sufficiently large n we have
sup
x∈[0,∞)
|Prob( max
i=1,2,...,k
|
n∑
j=1
γjij | ≤ x)− Prob( max
i=1,2,...,k
|
n∑
j=1
γji
∗
j | ≤ x)| ≤ C
′
δ1/4 + 3(E|1|3 +Dσ3)g∗Dδ × δ1/4 (73)
and we prove (29).
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Proof of theorem 1. First from (5),
Prob
(
N̂bn 6= Nbn
)
≤ Prob
(
min
i∈Nbn
|θ˜i| ≤ bn
)
+ Prob
(
max
i 6∈Nbn
|θ˜i| > bn
)
≤ Prob
 min
i∈Nbn
|θi| − max
i∈Nbn
ρ2n|
r∑
j=1
qijζj
(λ2j + ρn)
2
| − max
i∈Nbn
|
r∑
j=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
n∑
l=1
pljl| ≤ bn

+Prob
max
i 6∈Nbn
|θi|+ max
i 6∈Nbn
ρ2n|
r∑
j=1
qijζj
(λ2j + ρn)
2
|+ max
i 6∈Nbn
|
r∑
j=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
n∑
l=1
pljl| > bn

(74)
From Cauchy inequality,
max
i=1,2,...,p
ρ2n|
r∑
j=1
qijζj
(λ2j + ρn)
2
| ≤ max
i=1,2,...,p
ρ2n
√√√√ r∑
j=1
q2ij ×
√√√√ r∑
j=1
ζ2j
(λ2j + ρn)
4
= O(nαθ−2δ)
max
i=1,2,...,p
n∑
l=1
 r∑
j=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
2 = max
i=1,2,...,p
r∑
j=1
q2ij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)2
≤ max
i=1,2,...,p
4
∑r
j=1 q
2
ij
λ2r
(75)
Thus, for sufficiently large n, from assumption 4) and lemma 1
min
i∈Nbn
|θi| − max
i∈Nbn
ρ2n|
r∑
j=1
qijζj
(λ2j + ρn)
2
| − bn > 1
2
(
1
cb
− 1)bn
bn − max
i6∈Nbn
|θi| − max
i∈Nbn
ρ2n|
r∑
j=1
qijζj
(λ2j + ρn)
2
| > 1
2
(1− cb)bn
⇒ Prob
(
N̂bn 6= Nbn
)
≤ |Nbn | × E × 2
m
λmr × ( 12 ( 1cb − 1)bn)m
+
(p− |Nbn |)× E × 2m
λmr × ( 12 (1− cb)bn)m
= O(nαp+mνb−mη)
(76)
For β = θ + θ⊥, if N̂bn = Nbn , suppose γ̂ = Mθ̂ = (γ̂1, ..., γ̂p1)T and γ = Mβ = (γ1, ..., γp1)T , from (5) and (3),
max
i=1,2,...,p1
|γ̂i − γi| = max
i=1,2,...,p1
|
∑
j∈Nbn
mij θ˜j −
∑
j∈Nbn
mijθj −
∑
j 6∈Nbn
mijθj −
p∑
j=1
mijθ⊥,j |
≤ max
i=1,2,...,p1
ρ2n|
r∑
k=1
cikζk
(λ2k + ρn)
2
|+ max
i=1,2,...,p1
|
r∑
k=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2 + ρn)2
) n∑
l=1
plkl|
+ max
i=1,2,...,p1
|
∑
j 6∈Nbn
mijθj |+ max
i=1,2,...,p1
|
p∑
j=1
mijθ⊥,j |
(77)
According to (3) and assumption 5), if i 6∈ M, then cik = 0 for k = 1, 2, ..., r, thus from Cauchy inequality and lemma 1,
max
i=1,2,...,p1
ρ2n|
r∑
k=1
cikζk
(λ2k + ρn)
2
| ≤ max
i∈M
ρ2n
√√√√ r∑
k=1
c2ik ×
√√√√ r∑
k=1
ζ2k
(λ2k + ρn)
4
≤
√
CMρ2n ×
‖θ‖2
λ4r
= O(nαθ−2δ)
max
i∈M
n∑
l=1
(
r∑
k=1
cikplk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
))2
= max
i∈M
r∑
k=1
c2ik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)2
≤ 4CM
λ2r
⇒ Prob
(
max
i=1,2,...,p1
|
r∑
k=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2 + ρn)2
) n∑
l=1
plkl| > δ
)
≤ |M| × E × 2
mC
m/2
M
λmr δ
m
for ∀δ > 0
⇒ max
i=1,2,...,p1
|
r∑
k=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2 + ρn)2
) n∑
l=1
plkl| = Op(|M|1/m × n−η)
(78)
25
According to (15), for any given 0 < ξ < 1, choose δ0 = C × (nαθ−2δ + |M|1/m × n−η) with sufficiently large C, then for
sufficiently large n,
Prob
(
max
i=1,2,...,p1
|γ̂i − γi| > δ0
)
≤ Prob
(
N̂bn 6= Nbn
)
+Prob
(
max
i=1,2,...,p1
ρ2n|
r∑
k=1
cikζk
(λ2k + ρn)
2
|+ max
i=1,2,...,p1
|
r∑
k=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2 + ρn)2
) n∑
l=1
plkl|+ 2√
n log(n)
> δ0
)
≤ Cnαp+mνb−mη + ξ
⇒ max
i=1,2,...,p1
|γ̂i − γi| = Op(nαθ−2δ + |M|1/m × n−η)
(79)
Combine with assumption 2), we prove the first result.
For the second result, if N̂bn = Nbn , since Xβ = Xθ, we have
σ̂2 − σ2 = 1
n
n∑
i=1
i − ∑
j∈Nbn
xij(θ˜j − θj) +
∑
j 6∈Nbn
xijθj
2 − σ2
=
1
n
n∑
i=1
2i − σ2 +
1
n
n∑
i=1
 ∑
j∈Nbn
xij(θ˜j − θj)
2 + 1
n
n∑
i=1
 ∑
j 6∈Nbn
xijθj
2 − 2
n
n∑
i=1
∑
j∈Nbn
ixij(θ˜j − θj)
+
2
n
n∑
i=1
∑
j 6∈Nbn
ixijθj − 2
n
n∑
i=1
 ∑
j∈Nbn
xij(θ˜j − θj)
×
 ∑
j 6∈Nbn
xijθj

(80)
From assumption 3), we have E
(
1
n
∑n
i=1 
2
i − σ2
)2 ≤ 2n (E41 + σ4) = O(1/n), this implies that 1n∑ni=1 2i − σ2 = Op(1/√n).
For the second term, define vector Z = (Z1, ..., Zp) = (θ˜j − θj) if j ∈ Nbn and 0 otherwise, then from assumption 1) and
(75),
1
n
n∑
i=1
 ∑
j∈Nbn
xij(θ˜j − θj)
2 = ZT (XTX
n
)Z ≤ C2λ
∑
j∈Nbn
(θ˜j − θj)2
≤ 2C2λ
∑
j∈Nbn
ρ4n
(
r∑
k=1
qjkζk
(λ2k + ρn)
2
)2
+
(
r∑
k=1
qjk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
) n∑
l=1
plkl
)2
= O(|Nbn | × n2αθ−4δ) + 2C2λ
∑
j∈Nbn
(
r∑
k=1
qjk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
) n∑
l=1
plkl
)2
(81)
Since
E
∑
j∈Nbn
(
r∑
k=1
qjk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
) n∑
l=1
plkl
)2
= σ2
∑
j∈Nbn
n∑
l=1
(
r∑
k=1
qjk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
plk
)2
= σ2
∑
j∈Nbn
r∑
k=1
q2jk
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)2
≤ 4σ
2|Nbn |
λ2r
(82)
We have 1n
∑n
i=1
(∑
j∈Nbn xij(θ˜j − θj)
)2
= Op(|Nbn | × n2αθ−4δ + |Nbn | × n−2η).
For the third term, from assumption 6) we have
1
n
n∑
i=1
 ∑
j 6∈Nbn
xijθj
2 ≤ C2λ ∑
j 6∈Nbn
θ2j ≤ C2λ × bn
∑
j 6∈Nbn
|θj | = O(n−ασ ) (83)
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For the fourth term, from Cauchy inequality and (81),
E
1
n
|
n∑
i=1
∑
j∈Nbn
ixij(θ˜j − θj)| ≤ 1
n
E
√√√√ n∑
i=1
2i ×
√√√√ n∑
i=1
(
∑
j∈Nbn
xij(θ˜j − θj))2
≤
√
E
∑n
i=1 
2
i
n
×
√√√√ 1
n
E
n∑
i=1
(
∑
j∈Nbn
xij(θ˜j − θj))2
= σ ×O(
√
|Nbn | × n2αθ−4δ + |Nbn | × n−2η)
⇒ 1
n
|
n∑
i=1
∑
j∈Nbn
ixij(θ˜j − θj)| = Op(
√
|Nbn | × nαθ−2δ +
√
|Nbn | × n−η)
(84)
For the fifth term, notice that
E| 1
n
n∑
i=1
∑
j 6∈Nbn
ixijθj |2 = σ
2
n2
n∑
i=1
 ∑
j 6∈Nbn
xijθj
2 ≤ σ2C2λ
n
∑
j 6∈Nbn
θ2j ⇒
1
n
n∑
i=1
∑
j 6∈Nbn
ixijθj = Op(n
−(1+ασ)/2) (85)
For the last term, notice that
1
n
|
n∑
i=1
 ∑
j∈Nbn
xij(θ˜j − θj)
×
 ∑
j 6∈Nbn
xijθj
 | ≤ C2λ√ ∑
j∈Nbn
(θ˜j − θj)2 ×
√ ∑
j 6∈Nbn
θ2j
= Op(
√
|Nbn | × nαθ−2δ−ασ/2 +
√
|Nbn | × n−η−ασ/2)
(86)
For any given 1 > ξ > 0, from (30), for sufficiently large n, Prob(N̂bn 6= Nbn) < ξ/2 and thus we have
σ̂2 − σ2 = Op
(
1√
n
+
√
|Nbn | × nαθ−2δ +
√
|Nbn | × n−η + n−ασ
)
(87)
From assumption 2) and 6), we prove the second result.
Proof of theorem 2. First from Cauchy inequality and assumption 2), suppose δ = η+αθ+δ12 with δ1 > 0, for i ∈M,
|
r∑
k=1
cikζk
(λ2k + ρn)
2
| ≤
√√√√ r∑
k=1
c2ikλ
2
k
(λ2k + ρn)
2
×
√√√√ r∑
k=1
ζ2k
λ2k(λ
2
k + ρn)
2
≤ τi × ‖θ‖2
λ3r
⇒ max
i∈M
ρ2n
τi
|
r∑
k=1
cikζk
(λ2k + ρn)
2
| = O(n−δ1)
(88)
By defining til =
1
τi
×∑rk=1 cikplk ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) for i ∈ M and l = 1, 2, ..., n, from (5), (8), (77) and assumption 5),
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if N̂bn = Nbn , we have τ̂i = τi ≥ 1/
√
n and there exists a constant C > 0, for any a > 0 and sufficiently large n,
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
= max
i=1,2,...,p1
| − ρ2n
∑r
k=1
cikζk
(λ2k+ρn)
2 +
∑r
k=1
∑n
l=1 cik
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
)
plkl −
∑
j 6∈Nbn mijθj −
∑p
j=1mijθ⊥,j |
τi
≤ max
i∈M
ρ2n
τi
|
r∑
k=1
cikζk
(λ2k + ρn)
2
|+ max
i∈M
|
n∑
l=1
till|+ max
i=1,2,...,p1
|∑j 6∈Nbn mijθj |
τi
+ max
i=1,2,...,p1
|∑pj=1mijθ⊥,j |
τi
≤ max
i∈M
|
n∑
l=1
till|+ Cn−δ1 + a√
log(n)
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≥ max
i∈M
|
n∑
l=1
till| −max
i∈M
ρ2n
τi
|
r∑
k=1
cikζk
(λ2k + ρn)
2
| − max
i=1,2,...,p1
|∑j 6∈Nbn mijθj |
τi
− max
i=1,2,...,p1
|∑pj=1mijθ⊥,j |
τi
≥ max
i∈M
|
n∑
l=1
till| − Cn−δ1 − a√
log(n)
(89)
According to theorem 1 and lemma 1, there exists a constant C and for any given a > 0, for sufficiently large n, for any
x ≥ 0,
Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x
)
≤ Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x ∩ N̂bn = Nbn
)
+ Prob
(
N̂bn 6= Nbn
)
≤ Prob
(
max
i∈M
|
n∑
l=1
till| ≤ x+ Cn−δ1 + a√
log(n)
)
+ Cnαp+mνb−mη
≤ Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
)
+ Cnαp+mνb−mη + sup
x≥0
|Prob
(
max
i∈M
|
n∑
l=1
till| ≤ x
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
)
|
+ sup
x∈R
(
Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x+ Cn−δ1 +
a√
log(n)
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
))
Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x
)
≥ Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x ∩ N̂bn = Nbn
)
≥ Prob
(
max
i∈M
|
n∑
l=1
till| ≤ x− Cn−δ1 − a√
log(n)
)
− Prob
(
N̂bn 6= Nbn
)
≥ Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
)
− Cnαp+mνb−mη
− sup
x∈R
(
Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x− Cn−δ1 −
a√
log(n)
))
−|Prob
(
max
i∈M
|
n∑
l=1
till| ≤ x− Cn−δ1 − a√
log(n)
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x− Cn−δ1 −
a√
log(n)
)
|
(90)
From assumption 1), 2), 5) and 7), for sufficiently large n we have
max
i∈M
E
(
n∑
l=1
til
∗
l
)2
= σ2 max
i∈M
n∑
l=1
t2il = σ
2 max
i∈M
∑r
k=1 c
2
ik
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
)2
τ2i
≤ σ2
min
i∈M
E
(
n∑
l=1
til
∗
l
)2
= σ2 min
i∈M
1
1 + 1
n
∑r
k=1 c
2
ik
(
λk
λ2
k
+ρn
+
ρnλk
(λ2
k
+ρn)2
)2 ≥ σ2 mini∈M
1
1 + 1
n
∑r
k=1 c
2
ik
λ2
k
(λ2
k
+ρn)2
≥ σ
2
1 +
4C2λ
cM
> 0
(91)
and (til)i∈M,l=1,2,...,n = D1TD2PT , here D1, T, D2 coincides with (9), we know that (til)i∈M,l=1,2,...,n has full rank(rank
28
|M|), thus from lemma 2, there exists a constant C ′ which only depends on σ, cM, Cλ such that
sup
x∈R
(
Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x+ Cn−δ1 +
a√
log(n)
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
))
≤ C ′
(
Cn−δ1 +
a√
log(n)
)
×
1 +√log(|M|) +√| log(Cn−δ1 + a√
log(n)
)|
 (92)
For sufficiently large n, we have Cn−δ1 + a√
log(n)
< 1 and correspondingly
| log(Cn−δ1 + a√
log(n)
)| ≤ log(
√
log(n)
a
) =
log(log(n))
2
− log(a) ≤ log(log(n))
⇒ sup
x∈R
(
Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x+ Cn−δ1 +
a√
log(n)
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
))
≤ C ′
(
Cn−δ1 +
a√
log(n)
)
×
(
1 +
√
log(n) +
√
log(log(n))
)
≤ 6C ′a
(93)
From assumption 7), (91) and lemma 3, we have
sup
x≥0
|Prob
(
max
i∈M
|
n∑
l=1
till| ≤ x
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
)
| < a (94)
for sufficiently large n. If x < Cn−δ1 + a√
log(n)
, we have Prob
(
maxi∈M |
∑n
l=1 till| ≤ x− Cn−δ1 − a√log(n)
)
= 0 and
Prob
(
maxi∈M |
∑n
l=1 til
∗
l | ≤ x− Cn−δ1 − a√log(n)
)
= 0, combine with (90) to (94), we have
sup
x≥0
|Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x
)
− Prob
(
max
i∈M
|
n∑
l=1
til
∗
l | ≤ x
)
| ≤ Cnαp+mνb−mη + 6C ′a+ a (95)
and we prove the first result. For the second result, notice that the density of a multivariate normal random variable with full
rank covariance matrix is positive for all x ∈ R|M| and for any x ≥ 0, δ > 0, set {t = (ti, i ∈M)| x < maxi=1,2,...,|M| |ti| ≤
x+ δ} has positive Lebesgue measure, thus H(x) is strictly increasing and for any 0 < α < 1, H(c1−α) = 1− α. According
to the first result,
sup
α0≤α≤α1
|Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c1−α
)
− (1− α)| ≤ sup
x≥0
|Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ x
)
−H(x)| → 0 (96)
as n→∞, and we prove the second result.
Proof of theorem 3. First according to theorem 1, we have Prob
(
N̂bn 6= Nbn
)
= O(nαp+mνb−mη) and if N̂bn = Nbn , from
(5) we have
‖θ̂‖22 =
∑
i∈Nbn
θ˜2i ≤ 3
∑
i∈Nbn
|θi|2 + 3ρ4n
∑
i∈Nbn
 r∑
j=1
qijζj
(λ2j + ρn)
2
2 + 3 ∑
i∈Nbn
 r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
pljl
2
(97)
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From assumption 2), we have
∑
i∈Nbn |θi|
2 ≤ ‖θ‖22 = O(n2αθ ). Similarly we have
ρ4n
∑
i∈Nbn
 r∑
j=1
qijζj
(λ2j + ρn)
2
2 ≤ ρ4n
λ8r
∑
i∈Nbn
r∑
j=1
q2ij
r∑
j=1
ζ2j =
ρ4n × |Nbn | × ‖θ‖22
λ8r
= o(n−2ασ ) (98)
From assumption 6), we have
E
∑
i∈Nbn
 r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
pljl
2 = σ2 ∑
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n∑
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 r∑
j=1
qij
(
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λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
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2
= σ2
∑
i∈Nbn
r∑
j=1
q2ij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)2
≤ 4σ
2|Nbn |
λ2r
⇒
∑
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 r∑
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n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
pljl
2 = Op (n−2ασ)
(99)
Since αθ, ασ ≥ 0, we have ‖θ̂‖2 = Op(nαθ ) according to (4) and (5), define ζ̂ = QT θ̂, we have
θ˜∗ − θ̂ = (Ip + ρnQ(Λ2 + ρnIr)−1QT )Q(Λ2 + ρnIr)−1 (Λ2QT θ̂ + ΛPT ∗)+ θ̂⊥ −QQT θ̂ −Q⊥QT⊥θ̂
⇒ θ˜∗i − θ̂i = −ρ2n
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
+
r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
∗
l
(100)
Similar as (78), suppose δ in assumption 2) as δ = η+αθ+δ12 with δ1 > 0, we have
max
i=1,2,...,p
|ρ2n
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
| ≤ max
i=1,2,...,p
ρ2n
λ4r
√√√√ r∑
j=1
q2ij ×
√√√√ r∑
j=1
ζ̂2j ≤
ρ2n‖θ̂‖2
c4λn
4η
= Op
(
n−η−δ1
)
(101)
For ∗i |, i = 1, 2, ..., n are normal random variables with mean 0 and variance σ̂2, we have E∗| 
∗
1
σ̂ |m = D, here constant
D = E|Y |m with Y being normal random variable with mean 0 and variance 1. From (75) and lemma 1, there exists a
constant E which depends on m and D such that for any a > 0, if σ̂ > 0,
Prob∗
 max
i=1,2,...,p
|
r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
∗l
σ̂
| > a
σ̂
 ≤ pEσ̂m
λmr a
m
(102)
If N̂bn = Nbn , σ2 < σ̂ < 3σ2 and maxi=1,2,...,p |ρ2n
∑r
j=1
qij ζ̂j
(λ2j+ρn)
2 | ≤ C × n−η−δ1 for some constant C, since θ̂i = 0 if i 6∈ N̂bn ,
we have
Prob∗
(
N̂ ∗bn 6= Nbn
)
≤ Prob∗
(
min
i∈Nbn
|θ˜∗i | ≤ bn
)
+ Prob∗
(
max
i 6∈Nbn
|θ˜∗i | > bn
)
≤ Prob∗
 min
i∈Nbn
|θ̂i| − max
i∈Nbn
|ρ2n
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
| − bn ≤ max
i∈Nbn
|
r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
∗
l |

+Prob∗
max
i6∈Nbn
|
r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
∗
l | > bn − ρ2n max
i6∈Nbn
|
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
|

(103)
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From assumption 4), we have for sufficiently large n,
bn − ρ2n max
i 6∈Nbn
|
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
| ≥ Cbn−νb − Cn−η−δ1 ≥ bn
2
(104)
From (75), lemma 1, assumption 1) and 4), we have
max
i=1,2,...,p
|
r∑
j=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
n∑
l=1
pljl| = Op
(
nαp/m−η
)
(105)
If there exists a constant C such that maxi=1,2,...,p |
∑r
j=1 qij
(
λj
λ2j+ρn
+
ρnλj
(λ2j+ρn)
2
)∑n
l=1 pljl| ≤ Cnαp/m−η and (since
ρ2n‖θ‖2
λ4r
= O(n−η−δ1)) ρ
2
n‖θ‖2
λ4r
≤ Cn−η−δ1 , from assumption 4) we have for sufficiently large n,
min
i∈Nbn
|θ̂i| ≥ min
i∈Nbn
|θi| − max
i∈Nbn
ρ2n|
r∑
j=1
qijζj
(λ2j + ρn)
2
| − max
i∈Nbn
|
r∑
j=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
n∑
l=1
pljl|
≥ bn
cb
− ρ
2
n‖θ‖2
λ4r
− Cnαp/m−η ⇒ min
i∈Nbn
|θ̂i| − max
i∈Nbn
|ρ2n
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
| − bn
≥
(
1
cb
− 1
)
bn − Cn−η−δ1 − Cnαp/m−η − Cn−η−δ1
>
bn
2
(
1
cb
− 1
)
(106)
Correspondingly we have
Prob∗
(
N̂ ∗bn 6= Nbn
)
≤ Prob∗
max
i∈Nbn
|
r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
∗
l | >
bn
2
(1/cb − 1)

+Prob∗
max
i 6∈Nbn
|
r∑
j=1
n∑
l=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
plj
∗
l | > bn/2

≤ pEσ̂
m
cmλ n
mηbmn
×
(
2m +
2m
(1/cb − 1)m
)
(107)
If N̂ ∗bn = Nbn , then τ̂∗i = τi for i = 1, 2, ..., p1 and similar with (88), we have
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
= max
i=1,2,...,p1
| − ρ2n
∑r
k=1
cik ζ̂k
(λ2k+ρn)
2 +
∑n
l=1
∑r
k=1 cik
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
)
plk
∗
l |
τi
≤ max
i∈M
ρ2n
|∑rk=1 cik ζ̂k(λ2k+ρn)2 |
τi
+ max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
≤ ρ
2
n‖θ̂‖2
λ3r
+ max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≥ max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
− ρ
2
n‖θ̂‖2
λ3r
(108)
From theorem 1, for any a > 0 ,there exists constant Da such that |σ̂2−σ2| ≤ Dan−ασ and 12σ < σ̂ < 32σ with probability
1− a, and thus we have
|σ − σ̂| = |σ
2 − σ̂2|
σ + σ̂
≤ Dan
−ασ
σ
(109)
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If 0 < x ≤ nασ/2, according to lemma 2, assumption 7), (9) and (91), there exists a constant C ′ which only depends on
σ, cM, Cλ such that
|Prob∗
max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
≤ x
−H(x)| = |H(xσ
σ̂
)−H(x)|
≤ C ′
(
1 +
√
log(|M|) +
√
| log(x|σ − σ̂|
σ̂
)|
)
x|σ − σ̂|
σ̂
≤ 2DaC
′
σ2
(
1 +
√
log(n)
)
n−ασ/2 + C
′
√
x|σ − σ̂|
σ̂
| log(x|σ − σ̂|
σ̂
)| ×
√
2Da
σ2
n−ασ/4
(110)
For function x log(x) is continuous when x > 0 and x log(x)→ 0 as x→ 0 and x|σ−σ̂|σ̂ ≤ 2Dan
−ασ/2
σ2 → 0 as n→∞, we know
that
√
x|σ−σ̂|
σ̂ | log(x|σ−σ̂|σ̂ )| ≤ supx∈(0,1]
√|x log(x)| <∞ for sufficiently large n.
On the other hand, if x > nασ/2, then xσσ̂ >
2nασ/2
3 , from lemma 1, we may choose sufficiently large m1 such that
m1ασ/2 > 2, since E|ξ1|m1 <∞(Here ξ1 is a normal random variable with mean 0 and variance σ2) is a constant for given
m1 and maxi∈M
∑r
k=1
1
τ2i
c2ik
(
λk
λ2k+ρn
+ ρnλk
(λ2k+ρn)
2
)2
≤ 1, we have
Prob
max
i∈M
|∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) ξk|
τi
>
2nασ/2
3
 ≤ 3m1 |M| × E
2m1nm1ασ/2
⇒ |Prob∗
max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
≤ x
−H(x)|
≤ Prob
max
i∈M
|∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) ξk|
τi
>
2nασ/2
3
+ Prob
max
i∈M
|∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) ξk|
τi
> nασ/2

≤ 2× 3
m1 |M| × E
2m1nm1ασ/2
(111)
Since H(0) = 0, combine with (110) and (111), we have for any given a > 0, for sufficiently large n,
sup
x≥0
|Prob∗
max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
≤ x
−H(x)| < a (112)
As a summary, for any given a > 0, there exists a constant Da such that for sufficiently large n, event |σ̂2−σ2| ≤ Dan−ασ ,
1
2σ < σ̂ <
3
2σ, N̂bn = Nbn , ‖θ̂‖2 ≤ Da × nαθ ⇒ ρ
2
n‖θ̂‖2
λ3r
≤ D′an−δ1 for constant D
′
a and maxi=1,2,...,p |ρ2n
∑r
j=1
qij ζ̂j
(λ2j+ρn)
2 | ≤
Da × n−η−δ1 happen with probability 1− a and correspondingly from (108), assumption 5) and lemma 2, we have for any
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x ≥ 0, there exists a constant C ′ such that
Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x) ≤ Prob∗
(
N̂ ∗bn 6= Nbn
)
+Prob∗
max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
≤ x+ ρ
2
n‖θ̂‖2
λ3r
−H(x+ ρ2n‖θ̂‖2
λ3r
)
+C
′ ρ2n‖θ̂‖2
λ3r
×
1 +√log(|M|) +
√
| log(ρ
2
n‖θ̂‖2
λ3r
)|

≤ a+ C ′D′a(1 +
√
log(n))n−δ1 + C
′
√
D′an
−δ1/2
√
| log(ρ
2
n‖θ̂‖2
λ3r
)× ρ
2
n‖θ̂‖2
λ3r
|+ Prob∗
(
N̂ ∗bn 6= Nbn
)
Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x) ≥ Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x ∩ N̂ ∗bn = Nbn
)
−H(x)
≥ Prob∗
max
i∈M
|∑nl=1∑rk=1 cik ( λkλ2k+ρn + ρnλk(λ2k+ρn)2) plk∗l |
τi
≤ x− ρ
2
n‖θ̂‖2
λ3r
−H(x− ρ2n‖θ̂‖2
λ3r
)
−Prob∗
(
N̂ ∗bn 6= Nbn
)
− C ′D′a(1 +
√
log(n))n−δ1 − C ′
√
D′an
−δ1/2
√
| log(ρ
2
n‖θ̂‖2
λ3r
)× ρ
2
n‖θ̂‖2
λ3r
|
(113)
If 0 ≤ x ≤ ρ2n‖θ̂‖2λ3r , then Prob
∗
maxi∈M |∑nl=1∑rk=1 cik
(
λk
λ2
k
+ρn
+
ρnλk
(λ2
k
+ρn)2
)
plk
∗
l |
τi
≤ x− ρ2n‖θ̂‖2λ3r
 = H(x− ρ2n‖θ̂‖2λ3r ) = 0, therefore
for sufficiently large n, from (112) and (107) there exists a constant C such that
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x)| ≤ pEσ̂
m
cmλ n
mηbmn
×
(
2m +
2m
(1/cb − 1)m
)
+ a
+C
′
D
′
a(1 +
√
log(n))n−δ1 + C
′
√
D′an
−δ1/2
√
sup
x∈(0,1]
|x log(x)|
≤ Cnm(νb+αp/m−η) + 2a
(114)
and we prove the first result.
For the second result, for any a > 0, from the first result, for sufficiently large n, we have
Prob
(
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x)| ≤ a
)
> 1− a (115)
Correspondingly choose sufficiently small a such that 0 < 1−α− 2a < 1−α+ 2a < 1, if (115) happens, for any 1 > α > 0,
define c1−α as 1− α quantile of H(x), we have
Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ c1−α+2a
)
− (1− α+ 2a) ≥ −a⇒ c∗1−α ≤ c1−α+2a
Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ c1−α−2a
)
− (1− α− 2a) ≤ a⇒ c∗1−α > c1−α−2a
(116)
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Therefore, combine with theorem 2 we have for sufficiently large n,
Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c∗1−α
)
≤ Prob
(
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x)| > a
)
+ Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c1−α+2a
)
≤ a+ (H(c1−α+2a) + a) = 1− α+ 4a
Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c∗1−α
)
≥ Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c∗1−α ∩ sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x)| ≤ a
)
≥ Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c1−α−2a
)
− Prob
(
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|γ̂∗i − γ̂i|
τ̂∗i
≤ x
)
−H(x)| > a
)
≥ (H(c1−α−2a)− a)− a = 1− α− 4a
⇒ |Prob
(
max
i=1,2,...,p1
|γ̂i − γi|
τ̂i
≤ c∗1−α
)
− (1− α)| ≤ 4a
(117)
For a > 0 can be arbitrarily small, we prove the second result.
Proof of lemma 4. First if N̂bn = Nbn , we have for i = 1, 2, ..., n, by defining xj = 1n
∑n
i=1 xij and x
′
ij = xij − xj ,
̂
′
i = i +
∑
j 6∈Nbn
xijθj −
∑
j∈Nbn
xij(θ˜j − θj)⇒ ̂i = i − 1
n
n∑
i=1
i +
∑
j 6∈Nbn
x
′
ijθj −
∑
j∈Nbn
x
′
ij(θ˜j − θj) (118)
For any x ∈ R, define F˜ (x) = 1n
∑n
i=1 1i≤x, first from (51), for any given ψ > 0, we have
F̂ (x)− F (x) =
(
F̂ (x)− F˜ (x+ 1/ψ)
)
+
(
F˜ (x+ 1/ψ)− F (x+ 1/ψ)
)
+ (F (x+ 1/ψ)− F (x))
≤ 1
n
n∑
i=1
(gψ,x(̂i)− gψ,x(i)) + sup
x∈R
|F˜ (x)− F (x)|+ (F (x+ 1/ψ)− F (x))
≤ g∗ψ
√√√√ 1
n
n∑
i=1
(̂i − i)2 + sup
x∈R
|F˜ (x)− F (x)|+ (F (x+ 1/ψ)− F (x))
F̂ (x)− F (x) =
(
F̂ (x)− F˜ (x− 1/ψ)
)
+
(
F˜ (x− 1/ψ)− F (x− 1/ψ)
)
− (F (x)− F (x− 1/ψ))
≥ 1
n
n∑
i=1
(gψ,x−1/ψ(̂i)− gψ,x−1/ψ(i))− sup
x∈R
|F˜ (x)− F (x)| − (F (x)− F (x− 1/ψ))
≥ −g∗ψ
√√√√ 1
n
n∑
i=1
(̂i − i)2 − sup
x∈R
|F˜ (x)− F (x)| − (F (x)− F (x− 1/ψ))
⇒ sup
x∈R
|F̂ (x)− F (x)| ≤ g∗ψ
√√√√ 1
n
n∑
i=1
(̂i − i)2 + sup
x∈R
|F˜ (x)− F (x)|+ sup
x∈R
|F (x+ 1/ψ)− F (x)|
(119)
Since assumptions 1) to 6) are satisfied, from (81), (82), (83) and 1n
∑n
i=1 i = Op(1/
√
n), for any 0 < a < 1, there exists a
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constant Ca such that with probability at least 1− a, for any n = 1, 2, ...,
1
n
n∑
i=1
(̂i − i)2 = 1
n
n∑
i=1
 ∑
j 6∈Nbn
x
′
ijθj −
∑
j∈Nbn
x
′
ij(θ˜j − θj)−
1
n
n∑
j=1
j
2
≤ 3
n
n∑
i=1
 ∑
j 6∈Nbn
x
′
ijθj
2 + 3
n
n∑
i=1
 ∑
j∈Nbn
x
′
ij(θ˜j − θj)
2 + 3
 1
n
n∑
j=1
j
2
≤ 6
n
n∑
i=1
 ∑
j 6∈Nbn
xijθj
2 + 6
 ∑
j 6∈Nbn
xjθj
2 + 6
n
n∑
i=1
 ∑
j∈Nbn
xij(θ˜j − θj)
2 + 6
 ∑
j∈Nbn
xj(θ˜j − θj)
2 + 3
 1
n
n∑
j=1
j
2
≤ Can−ασ + 6
n2
 n∑
i=1
∑
j 6∈Nbn
xijθj
2 + Ca|Nbn |(n2αθ−4δ + n−2η) + 6n2
 n∑
i=1
∑
j∈Nbn
xij(θ˜j − θj)
2 + Ca
n
≤ Can−ασ + 6
n
n∑
i=1
 ∑
j 6∈Nbn
xijθj
2 + Ca|Nbn |(n2αθ−4δ + n−2η) + 6n
n∑
i=1
 ∑
j∈Nbn
xij(θ˜j − θj)
2 + Ca
n
⇒
√√√√ 1
n
n∑
i=1
(̂i − i)2 = Op(n−ασ/2)
(120)
According to Gilvenko-Cantelli lemma, we have supx∈R |F˜ (x)−F (x)| → 0 almost surely. Thus, for any a > 0 and sufficiently
large n, Prob
(
supx∈R |F˜ (x)− F (x)| ≤ a
)
> 1 − a, by choosing sufficiently small a and ψ = 1/a, from assumption 8) and
(120), we show that supx∈R |F̂ (x)− F (x)| →p 0 as n→∞.
Proof of theorem 4. First from theorem 1, since p1 = O(1), define Xf = (xf,ij)i=1,...,p1,j=1,...,p, we have
max
i=1,2,...,p1
|
p∑
j=1
xf,ij θ̂j −
p∑
j=1
xf,ijβj | = Op(n−η) (121)
Thus for any given 0 < a < 1, we can choose a constant Ca such that
Prob
 max
i=1,2,...,p1
|
p∑
j=1
xf,ij θ̂j −
p∑
j=1
xf,ijβj | ≤ Can−η
 ≥ 1− a (122)
for any n = 1, 2, .... We define F−(x) = limy<x,y→x F (y) for any x ∈ R and G(x) = Prob (maxi=1,2,...,p1 |f,i| ≤ x) =
(F (x) − F−(−x))p1 for x ≥ 0, which is continuous if assumption 8) is satisfied. By assuming assumption 8), we have for
any x ≥ 0,
Prob
 max
i=1,2,...,p1
|yf,i −
p∑
j=1
xf,ij θ̂j | ≤ x
−G(x) ≤ Prob
 max
i=1,2,...,p1
|f,i| ≤ x+ max
i=1,2,...,p1
|
p∑
j=1
xf,ij(βj − θ̂j)|
−G(x)
≤ a+ Prob
(
max
i=1,2,...,p1
|f,i| ≤ x+ Can−η
)
−G(x)
Prob
 max
i=1,2,...,p1
|yf,i −
p∑
j=1
xf,ij θ̂j | ≤ x
−G(x) ≥ Prob
 max
i=1,2,...,p1
|f,i| ≤ x− max
i=1,2,...,p1
|
p∑
j=1
xf,ij(βj − θ̂j)|
−G(x)
≥ Prob
(
max
i=1,2,...,p1
|f,i| ≤ x− Can−η
)
− a−G(x)
(123)
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Since for any δ > 0 and any x ≥ 0, from assumption 8),
G(x+ δ)−G(x) =
p1∑
i=1
(F (x+ δ)− F (−x− δ))i−1 × (F (x)− F (−x))p1−i × (F (x+ δ)− F (−x− δ)− F (x) + F (−x))
≤ 2p1 × sup
x∈R
(F (x+ δ)− F (x))⇒ sup
x≥0
(G(x+ δ)−G(x)) ≤ 2p1 × sup
x∈R
(F (x+ δ)− F (x))
(124)
If x < Can
−η, since G(0) = 0, we have
G(x)−G(x− Can−η) = G(x) ≤ G(Can−η)−G(0) ≤ sup
x≥0
(G(x+ Can
−η)−G(x)) (125)
Combine with (123), we have for sufficiently large n,
sup
x≥0
|Prob
 max
i=1,2,...,p1
|yf,i −
p∑
j=1
xf,ij θ̂j | ≤ x
−G(x)| ≤ a+ sup
x≥0
(
G(x+ Can
−η)−G(x))
≤ a+ 2p1 sup
x∈R
(F (x+ Can
−η)− F (x)) ≤ 2a
(126)
Now we concentrate on bootstrap world. If N̂bn = Nbn , σ2 < σ̂ < 3σ2 , ‖θ̂‖2 ≤ C × nαθ ,
max
i=1,2,...,p
|ρ2n
r∑
j=1
qij ζ̂j
(λ2j + ρn)
2
| ≤ C × n−η−δ1 , and max
i=1,2,...,p
|
r∑
j=1
qij
(
λj
λ2j + ρn
+
ρnλj
(λ2j + ρn)
2
)
n∑
l=1
pljl| ≤ Cnαp/m−η (127)
for some constant C, from (107) there exists a constant E such that
Prob∗
(
N̂ ∗bn 6= Nbn
)
≤ Ep
nmηbmn
(128)
If N̂ ∗bn = Nbn , we have
|
p∑
j=1
xf,ij θ̂
∗
j −
p∑
j=1
xf,ij θ̂j | = |
∑
j∈Nbn
xf,ij(θ˜
∗
j − θ̂j)| ≤ ρ2n|
r∑
k=1
cik ζ˜k
(λ2k + ρn)
2
|+ |
r∑
k=1
n∑
l=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
plk
∗
l |
≤ ρ2n
√
CM‖θ̂‖2
λ4r
+ |
r∑
k=1
n∑
l=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
plk
∗
l |
(129)
Form (78) and lemma 1, there is a constant E which only depends on m such that for any 1 > a > 0, by choosing sufficiently
large Ca > 0,
Prob∗
(
max
i=1,2,...,p1
|
r∑
k=1
n∑
l=1
cik
(
λk
λ2k + ρn
+
ρnλk
(λ2k + ρn)
2
)
plk
∗l
σ̂
| > Can
−η
σ̂
)
≤ p1Eσ̂
m
nmηCma n
−mη < a (130)
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Thus, combine with (128), there exists a constant Ca such that we have with conditional probability at least 1− a
max
i=1,2,...,p1
|
p∑
j=1
xf,ij θ̂
∗
j −
p∑
j=1
xf,ij θ̂j | ≤ Can−η
⇒ Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
−G(x) ≤ a+ Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x+ Can−η
)
−G(x)
≤ a+ sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x
)
−G(x)|+ 2p1 sup
x∈R
(F (x+ Can
−η)− F (x))
Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
−G(x) ≥ −a+ Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x− Can−η
)
−G(x)
≥ −a+ Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x− Can−η
)
−G(x− Can−η)− 2p1 sup
x∈R
(F (x+ Can
−η)− F (x))
(131)
Since G(x) = 0 and Prob∗
(
maxi=1,2,...,p1 |∗f,i| ≤ x
)
= 0 if x < 0, we have
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
−G(x)| ≤ a+sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x
)
−G(x)|+2p1 sup
x∈R
(F (x+Can
−η)−F (x))
(132)
From lemma 4, we have for any x ≥ 0,
|Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x
)
−G(x)| = |
(
F̂ (x)− F̂−(−x)
)p1 − (F (x)− F (−x))p1 |
≤
p1∑
i=1
|F̂ (x)− F̂−(−x)|i−1 × |F (x)− F (−x)|p1−i ×
(
|F̂ (x)− F (x)|+ |F̂−(−x)− F−(−x)|
)
≤ 2p1 sup
x∈R
|F̂ (x)− F (x)| →p 0
(133)
as n → ∞. Combine with (126), for any 1 > a > 0, with probability at least 1 − a there exists a constant Ca > 0 such
that for sufficiently large n, (127) happens and supx≥0 |Prob∗
(
maxi=1,2,...,p1 |∗f,i| ≤ x
)
− G(x)| < a, correspondingly for
sufficiently large n,
sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
− Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ x
)
|
≤ sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
−G(x)|+ sup
x≥0
|Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ x
)
−G(x)|
≤ a+ sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|∗f,i| ≤ x
)
−G(x)|+ 2p1 sup
x∈R
(F (x+ Can
−η)− F (x)) + 2a ≤ 5a
(134)
and we prove the first result.
For the second result, for given 0 < α < 1 and sufficiently small a > 0 such that 0 < 1 − α − a < 1 − α + a < 1,
define c1−α as 1 − α quantile of G(x), for G(x) is continuous, we know that G(c1−α) = 1 − α, from (134), for suffi-
ciently large n, supx≥0 |Prob (maxi=1,2,...,p1 |yf,i − ŷf,i| ≤ x) − G(x)| < a/2 and with probability at least 1 − a we have
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supx≥0 |Prob∗
(
maxi=1,2,...,p1 |y∗f,i − ŷ∗f,i| ≤ x
)
−G(x)| < a/2, correspondingly
Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ c1−α+a
)
≥ 1− α+ a/2⇒ c∗1−α ≤ c1−α+a
Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ c1−α−a
)
≤ 1− α− a/2⇒ c∗1−α ≥ c1−α−a
⇒ Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c∗1−α
)
≤ Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c1−α+a ∩ sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
−G(x)| < a/2
)
+ a
≤ |Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c1−α+a
)
−G(c1−α+a)|+G(c1−α+a) + a ≤ 1− α+ 3a
Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c∗1−α
)
≥ Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c1−α−a ∩ sup
x≥0
|Prob∗
(
max
i=1,2,...,p1
|y∗f,i − ŷ∗f,i| ≤ x
)
−G(x)| < a/2
)
≥ Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c1−α−a
)
− a
≥ −|Prob
(
max
i=1,2,...,p1
|yf,i − ŷf,i| ≤ c1−α−a
)
−G(c1−α−a)|+G(c1−α−a)− a ≥ 1− α− 3a
(135)
for a > 0 can be arbitrarily small, we prove the second result.
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