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We use an on-chip superconducting resonator as a sensitive meter to probe the properties of
graphene double quantum dots (DQDs) at microwave frequencies. Specifically, we investigate the
charge dephasing rates in a circuit quantum electrodynamics (cQED) architecture. The dephasing
rates strongly depend on the number of charges in the dots, and the variation has a period of four
charges, over an extended range of charge numbers. Although the exact mechanism of this four-fold
periodicity in dephasing rates is an open problem, our observations hint at the four-fold degeneracy
expected in graphene from its spin and valley degrees of freedom.
In recent years, on-chip microwave resonators have
emerged as a useful tool both for coupling distant qubits
and for sensitive metrology [1]. For example, many ex-
perimental studies have recently been performed to study
the interaction between quantum dots (QDs) and res-
onators, in gate-defined carbon-nanotubes [2–4], GaAs
[5, 6] and InAs nanowire [7, 8] structures. Such studies
are motivated by considering QDs as promising candi-
dates for quantum information processing. Graphene has
also attracted considerable attention in recent years be-
cause of its interesting physical properties and potential
applications [9]. Like semiconductors, graphene-based
QDs have been proposed as potential quantum bits [10].
Various experiments are now underway to study the co-
herence properties of graphene QDs. For example, using
pulsed-gate transient spectroscopy, Volk et al. [11] mea-
sured a charge relaxation time of 100 ns in a graphene QD
device. However, the dephasing times of grapheme QDs,
which benchmark their quantum coherence and may be
significantly shorter than their relaxation times, have not
yet been measured. In addition, graphene has both spin
and valley degrees of freedom, similar to carbon nan-
otubes [12, 13] and Si-based QDs [14]. Spin qubits formed
by graphene QDs have been theoretically studied [10],
and various valley-related phenomena such as shell fill-
ing in carbon nanotubes [12] and valley splitting in silicon
[15] have been explored. However, there are no experi-
mental reports on the effects of the four-fold degeneracy
caused by the spin and valley degrees in graphene devices.
Here, we present an experimental study of a graphene
DQD device, which can be considered as a charge qubit
that contains a large number of well-defined charge
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states. Using the sensitive dispersive readout of a mi-
crowave resonator, we measured the charge-state de-
phasing rates of this DQD in an integrated graphene-
resonator device. Applying a quantum model describ-
ing the hybrid system, we simultaneously extracted: the
DQD-resonator coupling strength, the tunneling rate be-
tween each quantum dot, and the charge-state dephasing
rates. This microwave spectroscopy overcomes the dif-
ficulties of conventional transport techniques and allows
us to study DQD dynamics in a large parameter space.
In these experiments, we found that the dephasing rates
depend on the number of charges in the dots. The rates
vary with a periodicity of four charges, over an extended
range of charge numbers, a behavior similar to the charg-
ing energy periodicity of carbon nanotubes [12, 13] and
Si-based [14] QDs. Stimulated by recent observations
[16–18] that the dephasing rate is reduced for spin-charge
hybrid qubit states in SiGe DQD systems, we speculate
that our obervation may be caused by the hybrid states of
spin and valley degrees in graphene DQDs. But further
studies are needed to clarify this open problem.
Figure 1 shows the graphene-DQD/superconducting
resonator device studied here. We have designed and fab-
ricated a half-wavelength reflection line resonator (RLR)
[19, 20] consisting of two differential microstrip lines.
Contrasting traditional transmission mode designs, this
design does not require the ground plane, and its mi-
crowave field is mostly confined between the two super-
conducting lines, where each point along the lines has an
electrical potential with opposite sign (180-degree phase
shift). The basic structure of the DQD along with the
adjacent quantum point contact channel (black region in
Fig. 1(b)) was defined by plasma etching of an exfoli-
ated graphene flake [21]. The two arms of the resonator
were separately connected to the sources (S)of two DQDs
[see Fig. 1(b,c)]. We only consider one of the DQDs in
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2FIG. 1. (color online). (a) Micrograph of the DQD gate
structure. (b) Sample structure of a typical etched graphene
DQD. The dc voltages used to control the charge numbers in
the DQD are applied via left and right plunger (LP and RP)
gates. A quantum point contact with a source (SQ) and drain
(DQ) channel and a tuning gate (Q) is integrated near the
DQD. (c) Circuit schematic of the hybrid device. The half-
wavelength reflection line resonator is connected to DQD’s
left dot (LD) at one end of its two striplines. The right dot
(RD) is connected to the drain. A microwave signal is applied
to the other end of the resonator, and the reflected signal is
detected using a network analyzer.
this experiment and all gates of the other DQD were
always grounded. The samples were mounted in a dry
dilution refrigerator with a base temperature of 26 mK.
As the back gate is zero biased, the charge carrier in the
DQD should be hole, according to our previous experi-
ments [21]. The resonator was coupled to a semi-rigid mi-
crowave transmission line via a 180-degree hybrid, which
split the microwave signal into two components of oppo-
site phases [Fig. 1(c)]. The reflected microwave signal
was measured using a network analyzer. More details
about the measurement setup can be seen in the supple-
mentary materials [22–30].
Figure 2(a) shows the transport current as a function of
the two plunger-gate voltages. The two bright dots rep-
resent the triple points of the DQD, i.e., the only points
where current flow is allowed because of the Coulomb
blockade. We probed the DQD using the reflection line
resonator by applying a coherent microwave signal to
the resonator and then analyzing the reflected signal.
Measuring the reflected microwave signal as a function
of driving frequency, we determined the resonance fre-
quency of the resonator to be 6.35076 GHz. With all
the gates of the DQD grounded, the quality factor was
∼3000. We fixed the probe frequency at the resonant fre-
quency and recorded the amplitude A and the phase φ
of the reflected coefficient S11, as functions of the DQD
gate voltages VLP and VLP. The phase shift ∆φ and
amplitude change ∆A were most obvious at the triple
points and on the inter-dot transition lines, where the
charge states of the left and right dots become degener-
ate [see Fig. 2(b,c)]. The ∆φ and ∆A are maximized
at the detuning point. On other edges of the honey-
comb, we found smaller values of phase shift and ampli-
tude change, shown as faint lines. They were caused by
the admittance change of the device when a charge state
is changed [31]. For this study we are only interested in
the inter-dot configuration change, which occurs far from
these charging lines and is dispersive in nature. We plot
the amplitude change and phase shift as a functions of
frequency in Fig. 2(d,e), for points B and A of Fig. 2(b),
respectively. These full microwave spectra show that the
changes originate from a shift in the resonance frequency
of the reflected spectrum. Resonator frequency shifts are
used to demonstrate the dispersive coupling between a
charge qubit and a transmission resonator [5]. Mean-
while phase shifts are used to demonstrate both charge
and spin states coupling to a resonator [7]. In practice, if
the probe frequency ωR/2pi is kept fixed, while the cavity
resonance frequency ω0/2pi decreases, both ∆A and ∆φ
are obtained [22].
Having demonstrated good DQD-resonator coupling,
we then tried to extract some of graphene’s peculiar prop-
erties. For this hybrid system, the measured phase shift
∆φ = −arg(S11) depends on the resonance frequency
ω0, driving frequency ω, internal and external resonator
dissipation rates κi and κe, DQD-resonator coupling
strength gC, DQD interdot tunneling rate 2tC, detun-
ing energy , relaxation rate γ1, and dephasing rate γ2.
We have used a quantum model to describe the graphene
DQD and resonator hybrid system [22]. Equipped with
such model, here we investigate the inter-dot charge tran-
sition (M+1;N) to (M ;N+1) by sweeping gate voltages
along the detuning line, that is, across the corresponding
transition line, while recording the phase and amplitude
response [22]. The reflection coefficient can be expressed
as:
S11 = −
i(ω0 − ω) + geffχ+ κi−κe2
i(ω0 − ω) + geffχ+ κi+κe2
, (1)
where χ = geff
i(Ω−ω)+ 12γ1+γ2
, Ω =
√
(2tC)2 + 2, geff =
gC
2tC
Ω . Here, ω0, κi and κe can be obtained by fitting
the phase response as a function of probe frequency [22].
Using temperature-dependent measurements and calcu-
lating with a charge network model, we can extract gC,
2tC, and the lever arms of gates, which altogether give
us a calibrated detuning  [21, 32]. In graphene QDs γ1
has been reported to be less than 100 MHz [11]. Thus,
the only unknown parameter is γ2, which is both crit-
ical and unexplored for graphene QDs. In practice, by
fitting the phase shift as a function of , gC, 2tC and
γ2 can be obtained simultaneously. Figure 2(f) shows
3FIG. 2. (color online). (a) The charge stability diagram
measured using transport. (b-c) The charge stability diagram
measured by the amplitude (b) and phase (c) response of the
reflection line resonator. The three charge stability diagrams
show a direct correspondence. (d) Amplitude response of the
resonator, corresponding to point A and B in (b). (e) Ampli-
tude response of the resonator. The resonance frequency and
quality factor (Q) of the resonator can be extracted. (f) Fit
of the phase response as a function of the detuning, thus 2tC,
gC and γ2 can be obtained.
an example of extracting γ2 by such fitting. We found
γ2 = 0.31±0.02 GHz for the charge state near the region
VLP = 123 mV and VRP = 120 mV. The phase shifts
at two other γ2 values ±0.05 GHz away from the op-
timal value are clearly different from that at the opti-
mal value, which demonstrates the sensitivity of this pa-
rameter extraction method. This method has also been
extensively used in other studies of the circuit QED of
GaAs [5, 6], InAs nanowire [7] and carbon nano-tube
[2] DQDs. We systematically extracted γ2 for differ-
ent charging states, observing dephasing rates over the
range 0.3 GHz to 10 GHz [see Fig. 3(b)]. The lowest
dephasing rate in our graphene DQDs represents a lower
bound of the dephasing rate, caused by charge fluctua-
tions in the environment. The dephasing rate of 0.3 GHz
is comparable to that in GaAs [5, 6] and carbon nan-
otube [4] DQDs. Because the dephasing rate in grapheme
DQDs has not been obtained by any other means namely
photon-assisted tunneling (PAT), a traditional method,
we now speculate here a possible reason. Using tradi-
tional methods involving charge transport, determining
γ2 is easily masked by the puddle and edge states [33–35]
in an etched graphene structure. However, the resonant
cavity here is mostly sensitive to the electrical dipole of
the DQD and is affected much less by electrostatic dis-
order in the etched grapheme structure.
Graphene has both spin and valley degrees of freedom,
and graphene DQDs can have complicated energy levels
in many-charge regions. However, it is difficult to con-
trol and identify the energy structure of graphene QDs
by traditional transport methods such as PAT, possibly
because of edge states and puddles [33–35]. The sensitive
microwave-based metrology used here allows us to study
the dephasing rates in graphene DQDs, and whether they
depend on the charge number in a DQD. This is moti-
vated by recent reports, which have noted that, in SiGe
DQDs, the coherent time of the (2,1) charge state can
be much longer than the (1,1) state, because its energy
dispersion depends on the spin degree of freedom [16–18].
This finding gives meaningful insight into using different
charge-number states to encode a qubit.
We found a large charge stability diagram in our de-
vice, which contains many well-shaped honeycomb pat-
terns [see Fig. 3(a)]. This diagram lets us study how
the dephasing rates vary with charge number over an ex-
tended range, revealing that the rate varied considerably
with charge number. As shown in Fig. 3(b), the rate
varies by as much as a factor of ∼30. Such large variation
is unexpected. It is in direct contrast with the behavior
observed in semiconductor QDs, where Basset et al. [36]
found that the dephasing rate in a GaAs DQD varies lit-
tle between the few-electron and many-electron regimes,
which suggests that charge number had only minor effect
in that system.
An intriguing observation in our experiment is that
the dephasing rate not only varied significantly, but the
pattern of the variation also appeared to repeat every
four charges for the right dot. This is clearly shown in
Fig. 3(b) for 12 consecutive rows (n, n+ 1, ..., n+ 11) of
honeycomb cells. We have verified this pattern for five
consecutive columns (m,m+ 1, ...,m+ 4). To our knowl-
edge, such periodic variation of a physical quantity has
not been seen in any experiment on graphene QDs. Bas-
set et al. [36] found that the dephasing rate depends
on 2tC for a fixed charge state; however, 2tC in our de-
vice is tuned to be around 6-8 GHz [22], which should
not be seen as a main source of the observed periodic-
ity. While the data fitting process may have an ∼ 20%
error, which is mainly caused by the transformation of
 [21], the periodic variation is not affected. The relax-
ation rate is fixed at 100 MHz in the fitting process. Also,
any potential sub-GHz-order variation in the relaxation
rate would not have changed the GHz-order periodicity
in the total decoherence rate. In addition, we repeated
these experiments in other two similar samples with the
same sample structure, producing similar results. To be
consistent, here we only present data from one sample,
4FIG. 3. (color online). (a) Charge stability diagram of de-
vice A. The diagram contains about 5× 12 honeycomb cells,
which indicates the region for our charge-number-dependence
study, since the shape of the honeycombs is well-defined and
the resonator signal is sufficiently strong in this region. The
charge numbers are indicated for both the left and right dots.
(b) The dephasing rates as a function of hole number in the
right dot for 12 consecutive holes (from n to n + 11). Five
columns (from m to m+4) are studied. To assist readers, the
approximate periodicity has been guided by different back-
ground colors. (c) The averaged dephasing rates of (b) shows
a periodicity.
named sample A. Results of other two samples, named
sample B and C, are shown in the supplementary. While
the four-fold periodicity is clear when the charge number
in the right dot was varied, it is less conclusive when the
charge number in the left dot was varied because there
were only five ordered columns in our experiments [22]
[see Fig. 3(a)].
We believe that this periodicity in the charge dephas-
ing rate could be an indication of the four-fold valley-spin
degeneracy in a graphene QD. In past studies of carbon
nano-tube DQDs, such degeneracy has manifested itself
in a variation of the charging energy [13]. However, pe-
riodic variations of the charging energy are not observed
in our system [22]. As is well known, if the single-particle
excitation energy is much smaller than the charging en-
ergy, any periodic variation will likely be masked by mea-
surement noise [12]. Although the energy splitting due to
different spin and valley occupation cannot be resolved
by transport measurements, the energy dispersion of the
DQD can definitely be changed by the spin and valley
coupling [16]. Because the charge noise is very sensitive
to the microscopic details of the energy spectrum, such
as the bias dependence of the energy levels, the dephas-
ing rate, given by d
2Ω
d2 |=0 〈σ〉 (Here 〈σ〉 is the noise
term) [4, 37] can vary periodically as the spin and valley
quantum numbers are periodically altered.
A variation of the dephasing rate caused by energy dis-
persion has been observed in a Si/SiGe DQD [16, 17]. In
a graphene DQD, many parameters are still unknown,
such as the exact DQD charge states, as well as the spin
and valley splitting energies. In our measurement there is
a clear trend that γ2 decreases monotonously with charge
number in a filling period. It seems that a partially-filled
valley-spin shell provides some screening to smooth the
energy dispersion of our DQD and enhances the coher-
ence times [16–18]. Clearly, a comprehensive understand-
ing of our observation here requires a detailed theoretical
analysis of the electronic structure of a multi-hole dou-
ble dot in graphene, which is beyond the scope of this
paper. We believe that this result, if confirmed, could
be an important clue for a better optimized QD-based
qubit design. We thus hope that our finding stimulate
further theoretical and experimental studies that give a
better microscopic understanding of this interesting phe-
nomenon.
In summary, we have implemented a half-wavelength
reflection line resonator, and coupled the resonator to a
graphene DQD. This platform let us study the physics of
light-matter interaction with graphene devices in the mi-
crowave regime. In this hybrid device we demonstrated a
graphene DQD-resonator coupling strength in the tens of
MHz. By fitting the phase shift as a function of the DQD
detuning, we characterized the device and extracted the
charge dephasing rates of the system by using a quantum
model. The many well-shaped honeycomb cells in our
device allowed us to observe the 4-electron periodicity of
the dephasing rates, which may hint at the four-fold de-
generacy expected for the twice two-fold valley and spin
level degeneracy in graphene.
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