Recently, the Dynamic Conditional Score (DCS) or Generalized Autoregressive Score (GAS) time series models have attracted considerable attention. This motivates the need for a software package to estimate and evaluate these new models. A straightforward to operate program, called the Dynamic Score (DySco) package is introduced for estimating models for positive variables, in which the location/scale evolves over time. Its capabilities are demonstrated using a nancial application.
Introduction
Positive valued observations are pervasive in nance. The standard approach to model such datasets is the Autoregressive Conditional Duration (ACD) model of Engle and Russell [1] . Recent applications include modelling realized volatilities (Lanne [2] ), daily high-row ranges (Chou [3] ) and durations (Bauwens et al. [4] and Luca and Zuccolotto [5] ).
The ACD framework suers from shortcomings similar to those encountered in the Autoregressive Conditional Heteroscedasticity (ARCH) literature. Both are outlier-sensitive (see inter alia Muler and Yohai [6] ) and produce inadequate in and out of sample ts, as recently shown by Tsiotas [7] . Only if the fourth moment of the data is nite, does their asymptotic parameter distribution become well behaved. The validity of this assumption however is frequently contested.
To overcome these deciencies, Harvey [8] and Creal et al. [9] propose the Dynamic Conditional Score (DCS) model. At times, the model has been referred to as Generalised Autoregressive Score (GAS) model but this paper will follow the DCS terminology. Koopman et al. [10] and Andres and Harvey [11] demonstrate the theoretical properties and empirical viability of the new approach.
Section two spells out the DCS approach for positive valued observations and derives the Information Matrix (IM) of the DCS model with F distributed errors. Section three presents the Dynamic Score (DySco) package to estimate DCS and ACD models. DySco is capable to estimate and evaluate DCS and ACD type models. The versatile program allows users to specify a wealth of distributional and dynamic specications and oers a battery of test statistics and graphical tools for model evaluation. The capabilities of the program are demonstrated using a risk-management application in section four.
The Model
Consider a series of observations on the positive real line, {y t } T t=1 > 0, which are the product of independent and identically distributed (i.i.d.) draws from the density f (ε t | θ) and a time-varying scale, µ t|t−1 :
The parameters θ characterize the distribution f while the parameters driving the dynamics of µ t|t−1 are collected in ϑ and the set of all parameters is denoted Θ = (θ, ϑ). Since y t and ε t ∈ (0, ∞), ϑ must be restricted in (1) to ensure µ t|t−1 > 0. An alternative approach is to employ a positive-valued link function, for example the exponential. Combined with rst order dynamics, the model becomes:
The innovation function, ν t−1 = ν(F t−1 , κ), transforms the information set, F t−1 = σ(ε t−1 , ε t−2 , . . . , ε 1 ), into the innovation term of the dynamics. Note that ν t = 0 ∀t is not admissible, because the model would become unidentied. The choice of the function ν t−1 determines the extraction of the signal and the properties of the model. A range of specications is considered in the literature. Bauwens et al. [4] for example advocate setting ν t = κε t and refer to (1) and (2) as the log-ACD model. By contrast, the DCS approach sets ν t−1 proportional to the score of the model at t − 1. The score is dened as the derivative of the log-likelihood for observation y t , with respect to λ t|t−1 :
For a rigorous elucidation of the DCS theory, the interested reader is referred to Harvey [8] , Creal et al. [12] and Andres and Harvey [11] . To keep this paper self-contained, the principle is illustrated assuming ε t iid ∼ F (ν 1 , ν 2 ).
Volatility models with t-distributed innovations have been tted successfully in the ARCH literature; see for example Bollerslev [13] 's t ν GARCH and Nelson [14] 's EGARCH model with t-distributed errors. As the square of a t ν variate is F (1, ν) distributed, the F becomes a natural contender to model squared returns and other positive valued nancial observations. Recent applications of the F distribution include Hautsch et al. [15] and Koopman et al. [10] , who refer to the F as a gamma-mixture.
and in the multiplicative set-up of (1), the log-likelihood contribution of y t becomes:
where B(a, b) is the beta-function. Note that (1) implies ε t = yt exp( λ t|t−1 ) , such that the derivative with respect to the log-scale parameter is:
The DCS model therefore postulates:
In other words, the innovation term is a transformation of the last observation, y t−1 , provided λ t−1|t−2 and θ. Compared to the log-ACD approach with ν t = κε t , the DCS model pre-lters the data according to (3) . Since s t ∈ − iid ∼ b(0.5ν 1 , 0.5ν 2 ) (see AppendixA), the score is a beta distributed Martingale Dierence series with shape parameters 0.5ν 1 and 0.5ν 2 . Additional statistical properties are presented in Harvey [8] and Andres and Harvey [11] , including the necessary regularity conditions to derive the asymptotic distribution of the maximum likelihood estimates (MLE's).
In dynamic models, the information matrix (IM) typically remains unknown due to the serial dependencies in the rst and second derivatives. Therefore, the standard errors of the MLE's must be approximated. To obtain the exact standard errors, we derive the IM of our F-DCS specication by extending the results of Andres and Harvey [11] . Knowledge of the IM will reduce the Type I error in Wald-type test statistics and allows using the Method of Scoring. The latter was found to deliver more precise parameter estimates in the present context (Andres [17] ). Proposition 1. The contribution of the t-th observation to the information matrix of the F-DCS(1,1) model is given by:
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,
, and In this section, the DySco package is described and its capabilities demonstrated. DySco is written in the Ox language (Doornik [18] ) and comes with a graphical user interface for OxMetrics licence holders. Non-licence holders can still reap the benets of the software, using a set of straightforward functions. These can be executed in OxEdit, which is available free of charge. A documented example le is available from the author's webpage, including links pointing inclined users to the OxEdit program.
Besides the F, a wealth of alternative distributional specications are considered in the literature. Amongst them are the exponential and Weibull (compare Engle and Russell [1] ), the gamma (Chou [3] ), the generalized gamma (Lunde [19] ) and the Burr (Grammig and Maurer [20] ).
McDonald and Xu [21] postulate the Generalized Beta of the second kind (GB2), which encompasses all aforementioned distributions and inter alia the log-normal, log-logistic and the χ 2 . DySco can estimate models with GB2 distributed innovations as well as its important special cases.
The dynamic specication in (2) is adequate for most datasets. However, its geometrically decaying autocorrelation function (ACF) will struggle to capture long-memory dynamics. By contrast, Lee and Engle [22] 's two component model produces slowly decaying ACF's. In their model, the latent process λ t|t−1 is decomposed into long-term movements, λ l t|t−1 and the short-term uctuations, λ s t|t−1 . Both components may be ARM A(p, q) processes with different lag lengths:
Throughout, the log-ACD model sets ν(F t−q l , κ) = κ q l ε t−q l , and similarly for the short term component, whereas the DCS model species ν(F t−q l , κ q l ) = κ q l s t−q l . DySco users can specify both a dynamic generalisation of (2) as well as a two component model.
The signs of past returns are regularly found to aect today's volatility level (see e.g. Bauwens et al. [23] ). To capture these leverage eects, the dynamics can be amended to:
where the indicator function, I rt−1<0 , is zero if the return in period t-1 was non-negative and one otherwise. Similarly, the leverage term, ξI rt−1<0 , may be added to the short run component of the Lee and Engle [22] dynamics. The inclusion of other exogenous variables is envisaged for future updates.
The default maximisation routine is BFGS (see Doornik [18] ) with numerically approximated rst derivatives. For the rst order model in (2), the BFGS based on analytical rst derivatives and the Method of Scoring is available as well. Within the same framework, DySco reports exact and numerically approximated standard errors. These are based on the information matrix of the model and the inversion of the numerically approximated Hessian respectively. Discrepancies between the two should be interpreted as dynamic or distributional model mis-specications. The information matrix for the log-ACD model is derived in Andres [17] .
To judge the appropriateness of the selected model, a range of tests is available. QQ plots of the residuals, ε t , and scores aid the validation of the distributional assumptions, whereas their ACF plots detect dynamic mis-specications. Furthermore, a series of in and out of sample test statistics assist the researcher to evaluate the model performance and to choose the most appropriate specication. Bontemps and Meddahi [24] proposed a method of dealing with the parameter uncertainty in these tests. The implementation of their techniques is beyond the scope of the current paper and left for future work. All specications are available for the log-ACD and DCS models. A comprehensive handbook, including a detailed installation guide, is available from the authors website. The volume of traded stocks is a vital measure for risk-managers. It reects the liquidity of the asset and hence the ability to nd trading partners at short notice during a nancial turmoil.
To demonstrate the features of the DySco package, the daily trading volume of the Starbucks stock is considered. The data were downloaded from the Yahoo Finance website on the 18 th of October 2012 with the starting date in June 1992. The dataset comprises of 5,116 observations, with the last 616 constituting the out-of sample period. This corresponds to the interval starting on the 7th of May 2010. The dataset is available through the web-appendix of this paper.
Sticking to the F-distribution, the performance of the F-DCS is compared to the F-log-ACD model. The Burr and log-normal models are considered next, followed by a discussion of which specication performs best. Table 1 contains the parameter estimates of the F-DCS(1,1) and F log-ACD(1,1) model. The starting values are set to Θ 0 = (16, 0.98, 0.1, 13, 13) for both models.
The rst row in Table 1 gives the MLEs, followed by the analytical standard errors (based on the inversion of the information matrix) and its numerical counterpart (obtained by inverting the numerical approximation of the Hessian around the maximum). Column eight states Akaike's Information Criterion (AIC). Larger values for the AIC imply a better model t.
The rst observation to note is how close the numerical standard errors are to their analytical counterparts. This suggests the F-distribution, combined with the dynamics in (2), captures the data well. In terms of the likelihood t, the F-DCS(1,1) model dominates. Table 3 provides the root mean squared errors (rmse) relative to the F-DCS(1,1) and the value of the Kullback-Leibler information criterion (KLIC). The latter is a powerful model evaluation tool (see Mitchell and Wallis [25] ).
The in sample RMSE of log-ACD is about 90% higher than for the scoredriven model. The out of sample RMSE of the log-ACD model is about 10% higher, while KLIC suggests a considerably better t of the DCS.
To understand the signicant discrepancies between the DCS and log-ACD model, consider their innovation term. As demonstrated in (3), s t is bounded between − with λ t|t−1 standardized to its mean and given the parameter estimates of Table 1 . For all values of y t the F-DCS transforms past observations into smaller innovation terms than the log-ACD model. Particularly for y t > 1, the slope of ν F −DCS t is smaller, such that the dynamics will be less sensitive to changes in y t . The result is a smoother extraction of the latent process, λ t|t−1 . As a side eect, the numerical optimisation becomes more reliable. Figure 2 compares the one-step-ahead forecasts, E t−1 [y t ], with y t for the 400 observations between the 600th to 1,000th data point. Graph 2(a) depicts the forecasts for the log-ACD model. Since ν t−1 = κε t−1 , a large ε t−1 converts unattenuated into the dynamics. Together with the exponential link function, the model produces an 'overshoot' at t=826. Several such instances can be reported in the entire dataset. In contrast, the bounded DCS innovation term provides a smooth extraction of the underlying signal, yielding a superior in and out of sample t. This is reminiscent of the robust GARCH approach presented by Muler and Yohai [6] .
Next, consider the Burr-DCS(1,1) and the log-normal DCS(1,1). If ε t iid ∼ Burr(γ, ς) and the innovation term is proportional to the score, then:
(compare Andres and Harvey [11] ) where γ > 0 and ξ > 0 are the shapeparameters of the distribution. The elements b t are obtained by transforming
The ability of the Burr to model complex data is demonstrated in Paranaiba. et al. [26] . However, estimating the parameters of a Burr variate can be dicult (see Watkins [27] ), particularly because its non-degenerate limiting distributions (see Shao [28] ), which is taken into account in the DySco package.
When ε t is log-normally distributed with scale parameter σ, the DCS innov- ation term can shown to be of the form:
Thus, the log-normal DCS becomes equivalent to the linear-Gaussian state-space model (see Andres and Harvey [11] ). Table 2 provides the parameter estimates and in sample t of the Burr and logN-DCS(1,1) model. In terms of the in-sample t, the F-DCS(1,1) still performs best, followed by the logN and Burr. The F log-ACD(1,1) performs worst. Figure 3 depicts the QQ plots of the transformed residuals. If the model is appropriate, the empirical quantiles will coincide with their theoretical counterparts. The F log-ACD model struggles in both tails of the distribution. This is no surprise, given the overshooting discussed above. The Burr and log-normal log-ACD models are outperformed by their DCS counterparts. The results are left for the reader to verify.
Given the results from Table 3 , the out of sample KLIC favours the logN-DCS model. However, the QQ plot in Figure 3 indicates problems in the upper tail of the distribution. To understand this, consider Figure 1(b) , which plots the innovation functions, κs t , for the F, Burr and log-normal DCS model. The log-normal innovation function, ν logN −DCS t = κ log(ε t ), has unbounded support and discounts large innovations relatively weakly. By contrast, the Burr-DCS specication (dotted-line) implies a bounded innovation function. However, given the parameter estimates, the Burr produces for ε t → ∞ and ε t → 0 larger absolute innovation terms than the F. This renders the F here more robust against outliers and generates the smoothest extraction of λ t|t−1 . The F therefore produces the best in sample t an a competitive QQ plot, while the Burr performs well in the out-of sample period.
Conclusion
The recently proposed Dynamic Conditional Score (DCS or GAS) model is contrasted to the Autoregressive Conditional Duration (ACD) framework for positive valued observations. The two models are presented and their dierences are alluded to. To illustrate the novel DCS approach, the F-DCS model is considered in greater detail and its Information Matrix is derived. The latter is used to compare the exact and numerically approximated standard errors of the parameter estimates.
A new interface operated software package is introduced. The Ox-DySco package is capable of estimating and testing DCS and ACD models across a rich set of distributional and dynamic settings. The features of the program are alluded to and the reader is directed to the relevant sources to obtain further documentation and the software code itself. Ox-DySco is illustrated using a dataset of trading volumes on which the DCS models are found to outperform standard ACD specications.
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