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Abstract
The extinction probability of the Markovian Binary Tree (MBT) is the minimal nonnegative
solution of a Quadratic Vector Equation (QVE). In this paper, we present a perturbation analysis
for the extinction probability of a supercritical MBT. We derive a perturbation bound for the
minimal nonnegative solution of the QVE, and an error bound is also given, which can be used
to measure the quality of an approximation solution. Numerical tests show that these bounds are
fairly sharp.
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1 Introduction
We first introduce some necessary notations for this paper. For matrices A = [aij ], B = [bij] ∈ R
m×n,
we write A ≥ B(A > B) if aij ≥ bij(aij > bij) holds for all i, j. For vectors x, y ∈ R
n, we write
x ≥ y(x > y) if xi ≥ yi(xi > yi) holds for all i = 1, 2, . . . , n. For square matrix A, its spectral radius
is denoted by ρ(A). The symbol ‖ · ‖ is used to denote the infinity-norm of the dumb matrix/vector
unless otherwise specified. The column vector of all ones is denoted by e, i.e., e =
[
1 1 . . . 1
]⊤
.
In this paper, we consider the perturbation analysis of the extinction probability of a Marko-
vian Binary Tree (MBT). MBTs belong to a special class of continuous-time Markovian multi-type
branching processes [1], which are used to model the growth for populations consisting of several
types of individuals who may reproduce and die during their lifetime. Applications have been found
in biology and epidemiology [4, 9], and telecommunication systems [8, 15]. We refer the readers to
[2, 7, 5, 10] for a detailed description of MBTs.
For MBTs, the individuals give birth to only one child at a time and the life of each individual
is controlled by a Markovian process, called the phase process, on the state space {1, 2, . . . , n}. A
fundamental problem is what the extinction probability is for all individuals will eventually die out
at some time. It is shown in [2] that the extinction probability is the minimal nonnegative solution
of the following Quadratic Vector Equation (QVE):
x = a+B(x⊗ x), (1.1)
∗This research was supported in part by NSFC under grant 11301013.
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where x = [xi] ∈ R
n is the unknown vector, with xi the probability of a population starting from an
individual in state i becomes extinct, a = [ai] ∈ R
n is the coefficient vector of QVE (1.1) with ai the
probability of an individual in state i dies out without producing offspring, B = [bi,n(j−1)+k] ∈ R
n×n2
is the coefficient matrix of QVE (1.1) with bi,n(j−1)+k the probability that an individual in phase i
eventually produces a child in state j and the parent switches to phase k after the birth. The symbol
⊗ denotes the Kronecker product. It is easy to see that all entries of x, a and B are between 0 and 1.
Furthermore, using the fact that the probabilities of all possible outcomes for an individual in state
i must sum to 1, for i = 1, 2, · · · , n, we know that the vector e must be a solution of (1.1), i.e.,
e = a+B(e⊗ e). (1.2)
Let
R = B(I ⊗ e+ e⊗ I). (1.3)
An MBT is called subcritical, supercritical, or critical if ρ(R) is strictly less than 1, strictly greater
than 1, or equal to 1, respectively [1]. In the subcritical and critical cases, the minimal nonnegative
solution of (1.1) is the vector of all ones e, while in the supercritical case, the minimal nonnegative
solution x∗ satisfies x∗ ≤ e, x∗ 6= e [7]. If R in (1.3) is irreducible, then the MBT is positive regular.
In such case, either x∗ = 0, or x∗ = e, or 0 < x∗ < e. When R is reducible, Bini et. al[3] show how to
reduce the QVE into several smaller size QVEs whose associated matrix R is irreducible. Hereafter,
we will only concentrate in the supercritical positive regular MBT, whose extinction probability – the
minimal nonnegative solution x∗ of the corresponding QVE, is strictly less than e, i.e., 0 ≤ x∗ < e.
Efforts have been devoted to the computation of the minimal nonnegative solution of QVE (1.1).
For example, the depth and order algorithm [2], the thickness algorithm [7], which are all linearly
convergent; the Newton’s iteration [6], which is shown to be quadratically convergent for any initial
0 ≤ x0 ≤ a; the Perron vector iteration [11, 3], which converges faster than Newton’s iteration for
close to critical problems (ρ(R) close to 1 from the above). All the above iterations enjoy probabilistic
interpretations. We refer the readers to [12] and reference therein for more numerical methods.
In this paper, we study the perturbation analysis of the extinction probability of the supercritical
positive regular MBT. We give a perturbation bound and an error bound for extinction probability.
Numerical tests show that these bounds are fairly sharp. The rest of this paper is organized as
follows. In Section 2, a perturbation bound and an error bound for the extinction probability of the
supercritical positive regular MBT are derived. Numerical examples are presented in Section 3, and
conclusion remarks are given in Section 4.
2 The perturbation bound and error bound
In this section, we will derive a perturbation bound and an error bound for the extinction probability
of the supercritical positive regular MBT. First, we give some preliminary results, which will be used
in the subsequent subsections.
2.1 Preliminary
We give three lemmas, the first two are about the supercritical positive regular MBT, the last one is
a fixed point theorem. Hereafter, if an MBT is Supercritical and Positive Regular, we will call it an
SPR-MBT.
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Lemma 2.1. [1] Let En = {x ∈ R : 0 ≤ x < e}. If the MBT is an SPR-MBT, the only solution of
QVE (1.1) in En is the extinction probability of the MBT, which is the minimal nonnegative solution
x∗ of the equation (1.1).
The proof is omitted and we refer the reader to [1, Section V.3] for the details of Lemma 2.1.
The following property is also given without proof as it is stated in [7, 6].
Lemma 2.2. [7, 6] Let x∗ be the minimal nonnegative solution to QVE (1.1) and assume the asso-
ciated MBT is an SPR-MBT. Then
ρ(B(x∗ ⊗ I + I ⊗ x∗)) < 1,
and (I −B(x∗ ⊗ I + I ⊗ x∗))−1 exists and is nonnegative.
The so called Leray-Schauder fixed point theorem is stated as follows.
Lemma 2.3. [14] If K is a nonempty compact convex set in a locally convex space X, and f : K → K
is continuous, then f(p) = p for some p ∈ K.
To proceed our discussions, we summarize the properties of QVE (1.1) corresponding with MBT
and SPR-MBT. The coefficient vector a and matrix B of QVE (1.1) associated with an MBT satisfy
P1. the entries of a and B are all between 0 and 1;
P2. e = a+B(e⊗ e).
The coefficient vector a and matrix B of QVE (1.1) associated with an SPR-MBT satisfy P1, P2,
and
P3. the matrix R = B(I ⊗ e+ e⊗ I) is nonnegative irreducible matrix and ρ(R) > 1.
2.2 A perturbation bound
Now let’s make a small perturbation to an SPR-MBT such that the perturbed MBT is still an
SPR-MBT. And the QVE associated with the perturbed SPR-MBT is
x˜ = a˜+ B˜(x˜⊗ x˜). (2.4)
It is easy to see that a˜ ≥ 0, B˜ ≥ 0 and
e = a˜+ B˜(e⊗ e). (2.5)
In what follows, we shall derive a perturbation bound for the extinction probability by the following
two steps:
Step 1. Prove that the perturbed QVE (2.4) has a solution x˜, and derive a bound for ‖x˜− x∗‖;
Step 2. Prove that x˜ is the minimal nonnegative solution x˜∗ of the perturbed QVE (2.4).
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Let ∆B = B˜ −B, for the minimal nonnegative solution x∗ of QVE (1.1) and ∆x ∈ Rn, define
L = I −B(x∗ ⊗ I + I ⊗ x∗), (2.6)
ϕ(∆x) = B(∆x⊗∆x) + ∆B(∆x⊗ x∗ + x∗ ⊗∆x) + ∆B(∆x⊗∆x), (2.7)
µ(∆x) = L−1(∆B(x∗ ⊗ x∗ − e⊗ e) + ϕ(∆x)). (2.8)
Step 1 can be done by using Leray-Schauder fixed point theorem.
Lemma 2.4. Let x∗ be the extinction probability of an SPR-MBT. Assume that the SPR-MBT is still
an MBT after perturbation. Let the perturbed QVE (2.4) be the QVE associated with the perturbed
MBT. Denote ∆a = a˜− a, ∆B = B˜ −B, and let
δ = ‖∆B‖, ℓ = ‖L−1‖, b˜ = ‖B +∆B‖, d = ‖x∗ ⊗ x∗ − e⊗ e‖, (2.9)
where L is defined in (2.6). If δ satisfies
‖x∗‖δ +
√
b˜dδ ≤
1
2ℓ
, (2.10)
then the perturbed QVE (2.4) has a solution x˜ and
‖x˜− x∗‖ ≤ ξ∗,
where
ξ∗ =
2ℓdδ
1− 2ℓδ‖x∗‖+
√
(1− 2ℓδ‖x∗‖)2 − 4ℓ2b˜dδ
. (2.11)
Proof. Subtracting (2.5) by (1.2), we get
∆a = −∆B(e⊗ e). (2.12)
If the perturbed equation (2.4) has a solution x˜ = x∗ +∆x, it can be rewritten as
x∗ +∆x = a+∆a+ (B +∆B)[(x∗ +∆x)⊗ (x∗ +∆x)].
Then using (2.12) and the fact that x∗ satisfies (1.1), we have
L∆x = ∆B(x∗ ⊗ x∗ − e⊗ e) + ϕ(∆x), (2.13)
where L and ϕ(∆x) is defined in (2.6) and (2.7), respectively. In order to show (2.4) has a solution
x˜, it suffices if we can show that (2.13) has a solution ∆x.
By Lemma 2.2, we know that L is nonsingular. Consequently, the equality (2.13) can be rewritten
as
∆x = µ(∆x), (2.14)
where µ(∆x) is defined in (2.8). Then it follows
‖∆x‖ = ‖µ(∆x)‖ ≤ ℓδd+ 2ℓδ‖x∗‖‖∆x‖+ ℓb˜‖∆x‖2. (2.15)
Consider a second order equation for ξ
lb˜ξ2 + (2lδ‖x∗‖ − 1)ξ + ldδ = 0. (2.16)
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Notice that δ satisfying (2.10) implies that δ satisfies
δ ≤
1
2ℓ‖x∗‖
, δ ≤
(1− 2ℓδ‖x∗‖)2
4ℓ2b˜d
. (2.17)
Therefore, (2.16) has two positive roots, and the smaller one can be given by
ξ∗ =
1− 2ℓδ‖x∗‖ −
√
(1− 2ℓδ‖x∗‖)2 − 4ℓ2b˜dδ
2ℓb˜
=
2ℓdδ
1− 2ℓδ‖x∗‖+
√
(1− 2ℓδ‖x∗‖)2 − 4ℓ2b˜dδ
. (2.18)
Define
Sξ∗ = {∆x ∈ R
n : ‖∆x‖ ≤ ξ∗},
then it is easy to see that Sξ∗ is a nonempty bounded closed convex set in R
n. Noticing that µ(∆x)
defined in (2.8) is a continuous mapping, and for any ‖∆x‖ ≤ ξ∗,
‖µ(∆x)‖ ≤ ℓdδ + 2ℓδ‖x∗‖ξ∗ + ℓb˜ξ
2
∗ = ξ∗,
i.e., µ(∆x) maps Sξ∗ into Sξ∗ . So by Leray-Schauder fixed point theorem, the function has a fixed
point ∆x∗ ∈ Sξ∗ , which means (2.13) has a solution ∆x. The conclusion follows.
Lemma 2.4 tells us that under some restrictions on δ = ‖∆B‖, the perturbed equation (2.4) has
a solution x˜, and ‖x˜− x∗‖ is bounded by ξ∗, which is a function of δ. Next we will show that under
further restrictions on δ, for any ∆x satisfying ‖∆x‖ ≤ ξ∗, it holds 0 < x
∗ + ∆x < e. Then by
Lemma 2.1, Step 2 can be accomplished.
Lemma 2.5. Follow the notations in Lemma 2.4, if δ satisfies
2ℓδ‖x∗‖+
√
(1− 2ℓδ‖x∗‖)2 − 4l2b˜dδ > max{1− 2ℓb˜(1− ‖x∗‖), 1 − 2ℓb˜(1− ‖e− x∗‖)},
then for any ‖∆x‖ ≤ ξ∗, it holds 0 < x
∗ +∆x < e.
Proof. If δ satisfies
2ℓδ‖x∗‖+
√
(1− 2ℓδ‖x∗‖)2 − 4l2b˜dδ > max{1− 2ℓb˜(1− ‖x∗‖), 1 − 2ℓb˜(1− ‖e− x∗‖)},
then
ξ∗ =
1− 2ℓδ‖x∗‖ −
√
(1− 2ℓδ‖x∗‖)2 − 4l2b˜dδ
2ℓb˜
< min{1− ‖x∗‖, 1− ‖e− x∗‖}.
Consequently, for any ‖∆x‖ ≤ ξ∗, and for all i = 1, 2, . . . , n, we have
x∗i +∆xi ≤ ‖x
∗‖+ ξ∗ < 1,
x∗i −∆xi ≥ (1− ‖e− x
∗‖)− ξ∗ > 0,
where x∗i and ∆xi are the i-th entry of x
∗ and ∆x, respectively. The conclusion follows immediately.
Combining Lemma 2.4 and Lemma 2.5, we get the following theorem, which gives the perturbation
bound for the extinction probability of the SPR-MBT.
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Theorem 2.1. Let x∗ be the extinction probability of an SPR-MBT. Assume that the SPR-MBT is
still an SPR-MBT after perturbation. Let the perturbed QVE (2.4) be the QVE associated with the
perturbed SPR-MBT. Let ∆a, ∆B, δ, ℓ, b˜ and d be defined as in Lemma 2.4. If δ satisfies
‖x∗‖δ +
√
b˜dδ ≤
1
2ℓ
,
2ℓδ‖x∗‖+
√
(1− 2ℓδ‖x∗‖)2 − 4l2b˜dδ > max{1− 2ℓb˜(1− ‖x∗‖), 1 − 2ℓb˜(1− ‖e− x∗‖)},
then the extinction probability x˜∗ of the perturbed SPR-MBT satisfies
‖x˜∗ − x∗‖ ≤ ξ∗,
where ξ∗ is defined in (2.18).
Proof. By Lemma 2.4, we know that the perturbed equation (2.4) has a solution x˜, which satisfies
‖x˜− x∗‖ ≤ ξ∗.
For such x˜, using Lemma 2.5, we have 0 < x˜ < e. Then it follows from Lemma 2.1 that x˜ is the
minimal nonnegative solution x˜∗ of the perturbed QVE (2.4), the conclusion follows immediately.
Several remarks follow.
Remark 2.1.
1. Theorem 2.1 tells that when an SPR-MBT is slightly perturbed such that the perturbed MBT
is still an SPR-MBT, the extinction probabilities of two MBTs are close, and can be bounded
by ξ∗, a function of the perturbation δ = ‖∆B‖.
2. When δ is sufficiently small, direct calculation leads to
ξ∗ = ℓdδ +O(δ
2).
By Theorem 2.1, we can obtain the first order absolute perturbation bound for x∗
‖x˜∗ − x∗‖ ≤ ℓd‖∆B‖+O(‖∆B‖2). (2.19)
and the first order relative perturbation bound for x∗
‖x˜− x∗‖
‖x∗‖
≤ ℓ‖B‖
d
‖x∗‖
‖∆B‖
‖B‖
+O((
‖∆B‖
‖B‖
)2). (2.20)
According to the theory of condition developed by Rice [13], we define the condition number κ
of x by
κ = lim
ǫ→∞
sup{
‖∆x‖
ǫ‖x‖
: x+∆x = a+∆a+ (B +∆B)((x+∆x)⊗ (x+∆x)),
e = a+∆a+ (B +∆B)(e⊗ e), ‖∆B‖ ≤ ǫ‖B‖}. (2.21)
Then it follows that the condition number of x∗ can be bounded by
κ ≤
‖x˜∗ − x∗‖
‖x∗‖
‖B‖
δ
≤
ℓd‖B‖
‖x∗‖
+O(δ).
Therefore, we may use
κ˜ =
ℓd‖B‖
‖x∗‖
(2.22)
to measure the sensitivity of x∗.
6
3. For the extinction probability x∗ of an SPR-MBT, it satisfies (1.1). i.e.,
x∗ = a+B(x∗ ⊗ x∗).
Subtracting it from (1.2), we can obtain
B(e⊗ e− x∗ ⊗ x∗) = e− x∗,
which can be rewritten as
B[(e+ x∗)⊗ I + I ⊗ (e+ x∗)](e− x∗) = 2(e− x∗).
Notice that B[(e + x∗) ⊗ I + I ⊗ (e + x∗)] is nonnegative irreducible matrix, and e − x∗ > 0,
then it follows from the Perron-Frobenius theorem that
ρ(B[(e+ x∗)⊗ I + I ⊗ (e+ x∗)]) = 2.
Notice also that B[(e + x∗) ⊗ I + I ⊗ (e + x∗)] = R + (I − L), where R and L are defined in
(1.3) and (2.6), respectively, and both of them are nonnegative matrices, then
ρ(R) + ρ(I − L) ≥ ρ(B[(e+ x∗)⊗ I + I ⊗ (e+ x∗)]) = 2.
Therefore, for close to critical SPR-MBT, as ρ(R) goes to 1 from the above, ρ(I − L) must
go to 1 from the below. As a result, L tends to be singular and ℓ = ‖L−1‖ goes to infinity.
However, this does not necessarily lead to a large condition number, since κ˜ is not only related
with ℓ = ‖L−1‖, but also d = ‖x∗ ⊗ x∗ − e ⊗ e‖. Numerically, we found that the larger ℓ
is, the smaller d becomes. As a result, κ˜ is relative small even if ℓ is large, which means
the computation of the extinction probability of close to critical SPR-MBT is NOT very ill-
conditioned as we thought. This numerical phenomenon is interesting, however, we failed to
give a theoretical proof.
2.3 An error bound
In this section, we provide an error bound for the extinction probability of the SPR-MBT, which can
be used measure the quality of an approximate solution of QVE (1.1).
Let xˆ be an approximate solution of QVE (1.1), and denote the residual by
r = xˆ− a−B(xˆ⊗ xˆ). (2.23)
As an approximate extinction probability of an SPR-MBT, it is natural to impose the following
conditions on xˆ:
0 ≤ xˆ < e, ρ(B(xˆ⊗ I + I ⊗ xˆ)) < 1. (2.24)
Notice that if xˆ obtained via the depth, order, thickness algorithms or Newton iteration, then a ≤
xˆ ≤ x∗, and hence (2.24) holds since a ≥ 0, x∗ < e, and ρ(B(xˆ⊗I+I⊗xˆ)) ≤ ρ(B(x∗⊗I+I⊗x∗)) < 1.
Now we give the error bound for the extinction probability of the SPR-MBT.
Theorem 2.2. Let x∗ be the minimal nonnegative solution to QVE (1.1), which associated with an
SPR-MBT. For an approximate solution xˆ of QVE (1.1), denote the residual vector as in (2.23) and
let γ = ‖r‖. If xˆ satisfies (2.24) and γ satisfies
1− 4ℓˆ2bγ ≥ 0, (2.25)
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√
1− 4ℓˆ2bγ > max{1− 2ℓˆb(1− ‖e− xˆ‖), 1 − 2ℓˆb(1− ‖xˆ‖)}, (2.26)
where L̂ = I −B(xˆ⊗ I + I ⊗ xˆ), ℓˆ = ‖L̂−1‖ and b = ‖B‖, then
‖xˆ− x∗‖ ≤
2ℓˆγ
1 +
√
1− 4ℓˆ2bγ
:= ω∗.
Proof. Subtracting (1.1) from (2.23) , we get
xˆ− x∗ −B((xˆ− x∗)⊗ xˆ+ x∗ ⊗ (xˆ− x∗)) = r. (2.27)
Let ∆x = xˆ− x∗, then (2.27) can be rewritten as
L̂∆x = [I −B(xˆ⊗ I + I ⊗ xˆ)]∆x = r −B(∆x⊗∆x).
Using the assumption that ρ(B(xˆ⊗ I + I ⊗ xˆ)) < 1, we know L̂ is nonsingular. Consequently,
∆x = L̂−1(r −B(∆x⊗∆x)),
which leads to
‖∆x‖ ≤ ‖L̂−1‖‖r‖+ ‖L̂−1‖‖B‖‖∆x‖2 = ℓˆγ + ℓˆb‖∆x‖2.
Define
µˆ(∆x) = L̂−1(r −B(∆x⊗∆x).
Similar as in the proof of Lemma 2.4, we can show that if
1− 4ℓˆ2bγ ≥ 0,
then for any ‖∆x‖ ≤ ω∗, it holds ‖µˆ(∆x)‖ ≤ ‖ω∗, where
ω∗ =
1−
√
1− 4ℓˆ2bγ
2ℓˆb
=
2ℓˆγ
1 +
√
1− 4ℓˆ2bγ
(2.28)
is the smaller positive root of the second order equation
ℓˆbω2 − ω + ℓˆγ = 0. (2.29)
So by Leray-Schauder fixed-point theorem again, the continous function µˆ(∆x) has a fixed point, in
the bounded closed convex set Sω∗ ⊂ R
n defined by
Sω∗ = {∆x ∈ R
n : ‖∆x‖ ≤ ω∗}.
In another word, there exists a ∆x∗ ∈ Sω∗ such that
∆x∗ = L̂−1(r −B(∆x∗ ⊗∆x∗).
Combing this equation with equation (2.23), we can get that x = xˆ−∆x∗ satisfies
x− a−B(x⊗ x) = 0.
According to Lemma 2.1, if we can show that 0 ≤ xˆ − ∆x∗ < e, then xˆ − ∆x∗ is the minimal
nonnegative solution of QVE (1.1). Similar as the proof of Lemma 2.5, using (2.26), we can show
0 < xˆ−∆x∗ < e, which completes the proof.
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Remark 2.2.
1. The error bound ω∗ = ω∗(γ) is a function of the residual norm γ. A fundamental requirement
for the sharpness of the error bound is that ω∗(0) = 0, which is satisfied by ω∗ given in
Theorem 2.2.
2. Direct calculation show that
ω∗ = ℓˆγ +O(γ
2).
Consequently, we may use
ℓˆγ = ‖[I −B(xˆ⊗ I + I ⊗ xˆ)]−1‖‖r‖
to estimate the error ‖xˆ− x∗‖ when γ is sufficiently small.
3 Numerical Experiments
In this section, we illustrate our perturbation bound and error bound by a few numerical examples.
Using MATLAB’s Symbolic Math Toolbox, we adopt the Newton’s method [6] with the stopping
criterion
‖a+B(x⊗ x)− x‖2 < 10
−50
to evaluate the “exact” solution x∗ of QVE (1.1). Similarly, we evaluate x˜∗ from QVE (2.4).
QVE Data We take the test data from [7]. The coefficient vector a and matrix B in QVE (1.1)
can be given by
a = −D−10 d, B = −D
−1
0 R,
where
D0 = 10
−3


· 6 0 0 0 0 0 0 0
0 · 6 0 0 0 0 0 0
0 0 · 6 0 0 0 0 0
6 0 0 · 1 1 0 0 0
0 0 0 0 · 0 0 0 0
0 0 0 0 0 · 6 0 0
0 0 0 0 0 0 · 6 0
0 0 0 0 0 0 0 · 6
1 0 0 0 1 6 0 0 ·

 , d = diag(0, 0, 0, 0, 1, 0, 0, 0, 0), R = [Ri,jk] = [(D1)ii(P1)ij(P0)ik]
with
D1 = 10
−2 diag(p, p, p, p, 5, 4, 4, 4, 4), P1 =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0.1 0 0 0 0.9 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0 0

 , P0 =


0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0.1 0 0 0 0.9 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

 ,
and the diagonal of D0 is such that D0e+D1e+ d = 0, p is a real parameter.
Example 3.1. In this example, we add two kinds of perturbations to QVE (1.1) to illustrate the
sharpness of our perturbation bound. The first one is the structured perturbation given below:
∆B = ηB, ∆a = −∆B(e⊗ e),
and the second one is the randomly generated perturbation:
∆B = rand(n, n2), ∆B = η
∆B
‖∆B‖
‖B‖, ∆a = −∆B(e⊗ e),
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where rand(n, n2) is a n-by-n2 matrix whose elements are drawn from the standard uniform distri-
bution on the open interval (0, 1).
For different real parameters p and η, we list the numerical results for both cases in Table 3.1
and Table 3.2, respectively, where ρ(R) is the spectral radius of R defined in (1.3), ℓ, d are defined
in (2.9), κ˜ is the upper bound for the condition number of x∗ defined in (2.22), and η = ‖∆B‖‖B‖ is the
relative perturbation in B.
p ρ(R) ℓ d κ˜ η ξ∗‖x∗‖
‖x˜∗−x∗‖
‖x∗‖
20.0 1.0095 1,29e+2 0.99 1.29e+2 1.0e-8 1.30e-6 1.02e-6
1.0e-9 1.29e-7 1.02e-7
10.0 1.0084 1.64e+2 0.96 1.59e+2 1.0e-8 1.59e-6 1.01e-6
1.0e-9 1.59e-7 1.01e-7
5.0 1.0065 2.44e+2 0.85 2.09e+2 1.0e-8 2.09e-6 9.85e-7
1.0e-9 2.09e-7 9.85e-8
2.0 1.0028 7.36e+2 0.54 3.95e+2 1.0e-8 3.96e-6 1.16e-6
1.0e-9 3.95e-7 1.16e-7
0.90 1.0001 1.78e+4 3.86e-2 6.85e+2 1.0e-8 7.99e-6 1.43e-6
1.0e-9 6.94e-7 1.43e-7
Table 3.1: Numerical results for the structured perturbations
p ρ(R) ℓ d κ˜ η ξ∗‖x∗‖
‖x˜∗−x∗‖
‖x∗‖
20.0 1.0095 1,29e+2 0.99 1.29e+2 1.0e-8 1.30e-6 1.06e-6
1.0e-9 1.29e-7 1.10e-7
10.0 1.0084 1.64e+2 0.96 1.59e+2 1.0e-8 1.59e-6 1.32e-6
1.0e-9 1.59e-7 1.27e-7
5.0 1.0065 2.44e+2 0.85 2.09e+2 1.0e-8 2.09e-6 1.60e-6
1.0e-9 2.09e-7 1.74e-7
2.0 1.0028 7.36e+2 0.54 3.95e+2 1.0e-8 3.96e-6 2.89e-6
1.0e-9 3.95e-7 2.71e-7
0.90 1.0001 1.78e+4 3.86e-2 6.85e+2 1.0e-8 7.99e-6 4.40e-6
1.0e-9 6.94e-7 4.67e-7
Table 3.2: Numerical results for the randomly generated perturbations
We can see from Tables 3.1 and 3.2 that as p decreases, the spectral radius of R get closer to
1 from the above, meanwhile, ℓ becomes larger and d becomes smaller, what’s more important, the
upper bound for the condition number κ˜ though becomes larger, remains the same order of magnitude.
In all cases, regardless of the kinds of perturbations, p and η, our perturbation bound ξ∗‖x∗‖ is in the
same order of ‖x˜
∗−x∗‖
‖x∗‖ .
Example 3.2. W use this example to demonstrate that error bound ω∗ is fairly good for estimating
‖xˆ− x∗‖, where xˆ is an approximate solution of QVE (1.1) obtained via Newton’s iteration[6], x∗ is
minimal nonnegative solution of QVE (1.1).
For different p, we list the numerical results in Table 3.3. We can see from Table 3.3 that the
quality of an approximation xˆ can be well measured by ω∗ and we can roughly estimate the error
‖xˆ∗ − x∗‖ by ‖L̂−1‖‖r‖, where L̂ is defined in Theorem 2.2.
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p ‖r‖ ‖L̂−1‖ ω∗ ‖xˆ− x
∗‖
2.0 4.9e-9 736 3.60e-6 1.83e-6
4.0 3.5e-9 289 1.01e-6 6.51e-7
6.0 3.3e-7 215 7.22e-5 4.93e-5
8.0 5.0e-8 182 9.17e-6 6.75e-6
10.0 8.3e-6 163 2.03e-3 1.02e-3
Table 3.3: Comparison between the error bound ω∗ and the error ‖xˆ
∗ − x∗‖
4 Conclusions
In this paper, we study the perturbation analysis for the extinction probability of an SPR-MBT. We
derive a perturbation bound for the extinction probability of an SPR-MBT, and a upper bound for
the condition number of the extinction probability are also obtained. Furthermore, an error bound
is given for the extinction probability, which can be used to measure the quality of the approximate
extinction probability. Numerical tests show that both the perturbation bound and the error bound
are fairly sharp.
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