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SIMULTANEOUS DETERMINATION OF TWO COEFFICIENTS IN THE RIEMANNIAN
HYPERBOLIC EQUATION FROM BOUNDARY MEASUREMENTS
MOURAD BELLASSOUED AND ZOUHOUR REZIG
ABSTRACT. In this paper we consider the inverse problem of determining on a compact Riemannian manifold
the electric potential and the absorption coefficient in the wave equation with Dirichlet data from measured
Neumann boundary observations. This information is enclosed in the dynamical Dirichlet-to-Neumann map
associated to the wave equation. We prove in dimension n ě 2 that the knowledge of the Dirichlet-to-Neumann
map for the wave equation uniquely determines the absorption coefficient and the electric potential and we
establish Ho¨lder-type stability.
1. INTRODUCTION AND MAIN RESULTS
Let pM, gq be an n-dimensional (n ě 2) compact Riemannian manifold with smooth boundary BM where
g denotes a Riemannian metric of class C8. We let ∆ denote the Laplace-Beltrami operator on M. A
summary of the main Riemannian geometric notions needed in this paper is provided in Section 2. In this
paper we study an inverse problem for the wave equation in the presence of an absorption coefficient and an
eletric potential. Given T ą 0, we denote Q “ Mˆp0, T q and Σ “ BMˆp0, T q. We consider the following
initial boundary value problem for the wave equation with a potential q and an absorption coefficient a,
(1.1)
$’’’&’’’%
`B2t ´∆` apxqBt ` qpxq˘u “ 0 in Q,
up¨, 0q “ Btup¨, 0q “ 0 in M,
u “ f on Σ.
Here a, q : MÑ R are real valued functions in L8pMq and f P H1pΣq.
1.1. Well-posedness and direct problem. For this paper, we use many of the notational conventions in
[8]. Let pM, gq be a (smooth) compact Riemannian manifold with boundary of dimension n ě 2. We refer
to [18] for the differential calculus of tensor fields on Riemannian manifolds. If we fix local coordinates
x “ px1, . . . , xnq and let ` B
Bx1
, . . . , BBxn
˘
denote the corresponding tangent vector fields, the inner product
and the norm on the tangent space TxM are given by
gpX,Y q “ 〈X,Y 〉 “
nÿ
j,k“1
gjkX
jY k,
|X| “ 〈X,X〉1{2 , X “
nÿ
i“1
Xi
B
Bxi , Y “
nÿ
i“1
Y i
B
Bxi .
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If f is a C1 function onM, we define the gradient of f as the vector field∇f such that
Xpfq “ 〈∇f,X〉
for all vector fields X onM. In local coordinates, we have
(1.2) ∇f “
nÿ
i,j“1
gij
Bf
Bxi
B
Bxj ,
where pgi,jq is the inverse of the tensor g. The metric tensor g induces the Riemannian volume dvn “
pdet gq1{2 dx1 ^ ¨ ¨ ¨ ^ dxn. We denote by L2pMq the completion of C8pMq with respect to the usual inner
product
〈u, v〉 “
ż
M
upxqvpxq dvn, u, v P C8pMq.
The Sobolev space H1pMq is the completion of C8pMq with respect to the norm } ¨ }H1pMq,
}u}2H1pMq “ }u}2L2pMq ` }∇u}2L2pMq.
The normal derivative is given by
(1.3) Bνu :“ 〈∇u, ν〉 “
nÿ
j,k“1
gjkνj
Bu
Bxk
where ν is the unit outward vector field to BM. Moreover, using covariant derivatives (see [14]), it is possible
to define coordinate invariant norms inHkpMq, k ě 0.
With these definitions in minds, we consider the following initial boundary value problem for the wave
equation
(1.4)
$’’’&’’’%
`B2t ´∆` apxqBt ` qpxq˘ vpx, tq “ F px, tq in Q,
vpx, 0q “ 0, Btvpx, 0q “ 0 in M,
vpx, tq “ 0 on Σ.
We know this problem is well-posed, since we have the following existence and uniqueness result, see [19].
Lemma 1.1. Let T ą 0, a P L8pMq, and q P L8pMq. Assuming F P H1p0, T ;L2pMqq such that
F p¨, 0q “ 0 inM, then there exists a unique solution v to (1.4) such that
v P C2p0, T ;L2pMqq X C1p0, T ;H10 pMqq X Cp0, T ;H2pMqq.
Furthermore, there is a constant C ą 0 such that
(1.5) }Btvp¨, tq}L2pMq ` }∇vp¨, tq}L2pMq ď C}F }L2pQq,
and
(1.6) }B2t vp¨, tq}L2pMq ` }∇Btvp¨, tq}L2pMq ` }∆vp¨, tq}L2pMq ď C}F }H1p0,T ;L2pMqq.
A proof of the following lemma may be found for instance in [15].
Lemma 1.2. Let f P H1pΣq be a function such that fpx, 0q “ 0 for all x P BM. There exists an unique
solution
(1.7) u P C1p0, T ;L2pMqq X Cp0, T ;H1pMqq
to the problem (1.1). Furthermore, there is a constant C ą 0 such that
(1.8) }Bνu}L2pΣq ď C}f}H1pΣq.
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1.2. Inverse problem and Main result. From the physical viewpoint, our inverse problem consists in
determining the properties (e.g. an absorption coefficient) of an inhomogeneous medium by probing it
with disturbances generated on the boundary. The measurements are responses of the medium to these
disturbances which are measured on the boundary, and the goal is to recover the potential qpxq and the
absorption coefficient apxq which describes the property of the medium. Here we assume that the medium
is quiet initially, and f is a disturbance which is used to probe the medium. Roughly speaking, the data is
Bνu measured on the boundary for different choices of f .
We may define the Dirichlet to Neumann (D-N) map associated with hyperbolic problem (1.1) by
(1.9) Λa,qpfq “ Bνu, f P H10pΣq “
 
f P H1pΣq, fp¨, 0q “ 0 on BM( .
Therefore the Dirichlet-to-Neumann map Λa,q defined by (1.9) is continuous. We denote by }Λa,q} its norm
in L
`
H10pΣq;L2pΣq
˘
.
For a Riemannian manifold pM, gq with boundary BM, we denote by ∇ the Levi-Civita connection on
pM, gq. For a point x P BM, the second quadratic form of the boundary
Πpξ, ξq “ 〈∇ξν, ξ〉 , ξ P TxpBMq,
is defined on the space TxpBMq. We say that the boundary is strictly convex if the form is positive-definite
for all x P BM (see [32]).
Definition 1.3. We say that the Riemannian manifold pM, gq (or that the metric g) is simple in M, if BM is
strictly convex with respect to g, and for any x P M, the exponential map expx : exp´1x pMq ÝÑ M is a
diffeomorphism. The latter means that every two points x; y P M are joined by a unique geodesic smoothly
depending on x and y.
Note that if pM, gq is simple, one can extend it to a simple manifold M1 such thatMint1 Ą M.
Let us now introduce the admissible sets of absorption coefficients a and electric potentials q. Let
m1,m2 ą 0 and η ą n{2 be given, set
(1.10) A pm1, ηq “
 
a PW 2,8pMq, }a}HηpMq ď m1
(
,
and
(1.11) Qpm2q “
 
q PW 2,8pMq, }q}H2pMq ď m2
(
.
Introduce one more notation. Given x P M and a 2-plane π Ă TxM, denote by Kpx, πq the sectional
curvature of π at x. For ξ P TxM with |ξ| “ 1, put
Kpx, ξq “ sup
π, ξPπ
Kpx, πq, K`px, ξq “ maxt0,Kpx, ξqu.
Define the following characteristic:
k`pM, gq “ sup
γ
ż ℓ2
ℓ1
tK`pγptq, 9γptqqdt,
where γ : rℓ1, ℓ2s Ñ M, ranges in the set of all unit speed geodesic inM.
The main results of this paper are as follows.
Theorem 1.4. Let pM, gq be a simple compact Riemannian manifold with boundary of dimension n ě 2
such that k`pM, gq ă 1, and let T ą DiamgpMq. There exist C ą 0 and γ P p0, 1q such that for any
a1, a2 P A pm1, ηq and q1, q2 P Qpm2q coincide near the boundary BM, the following estimate holds true
(1.12) }a1 ´ a2}L2pMq ` }q1 ´ q2}L2pMq ď C}Λa1,q1 ´ Λa2,q2}γ
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where C depends onM,m1,m2, η and n.
By Theorem 1.4, we can readily derive the following uniqueness result
Corollary 1.5. Let pM, gq be a simple compact Riemannian manifold with boundary of dimension n ě 2,
such that k`pM, gq ă 1 and let T ą DiamgpMq, we have that Λa1,q1 “ Λa2,q2 implies a1 “ a2 and q1 “ q2
almost everywhere inM.
1.3. Relation to the literature. In recent years significant progress has been made for the problem of
identifying one coefficient in the euclidean hyperbolic equation (gij “ δij). In [29], Rakesh and Symes
prove that the D-to-N map determines uniquely the time-independent potential in a wave equation. Ramm
and Sjo¨strand [30] has extended the result in [29] to the case of time-dependent potentials. Isakov [16]
has considered the simultaneous uniqueness determination of a zeroth order coefficient and an absorption
coefficient. A key ingredient in the existing results is the construction of complex geometric optics solutions
of the wave equation, concentrated along a line, and the relationship between the hyperbolic D-to-N map
and theX-ray transform play a crucial role. In [26] Pestov propose a linear procedure based on the boundary
control method for determining both coefficients, absorbtion and speed, for the wave equation.
For the stability estimates, Sun [36] established in the Euclidean case stability estimates for potentials
from the Dirichlet-to-Neumann map. In [6] the authors consider the stability in an inverse problem of
determining the potential q entering the wave equation in a bounded smooth domain of Rd from boundary
observations. The observation is given by a hyperbolic (dynamic) Dirichlet to Neumann map associated to a
wave equation and prove a log-type stability estimate in determining q from a partial Dirichlet to Neumann
map. For the wave equation with a lower order term qpt, xq, Waters [38] proves that we can recover the
X-ray transform of time dependent potentials qpt, xq from the dynamical Dirichlet-to-Neumann map in a
stable way. He derive conditional Ho¨lder stability estimates for the X-ray transform of qpt, xq.
In the case of Riemannian wave equation, Bellassoued and Dos Santos Ferriera [8] seek stability estimates
in the inverse problem of determining the potential or the velocity in a wave equation posed in a simple
riemannian wave equation pM, gq from measured Neumann boundary observations. The authors prove in
dimension n ě 2 that the knowledge of the Dirichlet-to-Neumann map for the wave equation uniquely
determines the electric potential and they show a Ho¨lder-type stability in determining the potential. Similar
results for the determination of velocities close to 1 is also given.
In [33] and [34] Stefanov and Uhlmann considered the inverse problem of determining a Riemannian
metric g on a Riemannian manifold pM, gq with boundary from the hyperbolic Dirichlet-to-Neumann map
associated to solutions of the wave equation pB2t ´ ∆gqu “ 0. A Ho¨lder type of conditional stability
estimate was proven in [33] for metrics close enough to the Euclidean metric in Ck, k ě 1 or for generic
simple metrics in [34]. It is clear that one cannot hope to uniquely determine the metric g “ pgjkq from the
knowledge of the Dirichlet-to-Neumann map Λg,a, q. As was noted in [33], the Dirichlet-to-Neumann map
is invariant under a gauge transformation of the metric g. Namely, given a diffeomorphism ψ : M Ñ M
such that ψ|BM “ Id one has Λψ˚g,a, q “ Λg,a, q where ψ˚g denotes the pullback of the metric g under ψ.
In [24], Montalto studies the stability of simultaneously recovering the Riemannian metric g, a covector
field b and a potential q in a Riemannian manifold M from the boundary measurements modeled by the
Dirichlet-to-Neumann map. He shows that, assuming the metric is close to a generic simple metric, and
the two covector close, a conditional Ho¨lder-type stability for the recovery holds up to the natural gauge
transformations that fix the boundary. This result generalizes the results in [8] and [33].
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In [3] Belishev and Kurylev gave an affirmative answer to the general problem of finding a smooth metric
from the Dirichlet-to-Neumann map. Their approach is based on the boundary control method introduced by
Belishev [2] and uses in an essential way an unique continuation property. Unfortunately it seems unlikely
that this method would provide stability estimates even under geometric and topological restrictions. Their
method also solves the problem of recovering g through boundary spectral data. The boundary control
method gave rise to several refinements of the results of [3]: one can cite for instance [21], [19] and [1].
The importance of control theory for inverse problems was first understood by Belishev [2]. He used
control theory to develop the first variant of the boundary control (BC) method. Later, the idea based
on control theory was combined with the geometrical ones. The importance of the geometry for inverse
problems follows the fact that any elliptic second-order differential operator gives rise to a Riemannian
metric in the corresponding domain. The role of this metric becomes clearer if we consider the solutions of
the corresponding wave equation. Indeed, these waves propagate with the unit speed along geodesics of this
Riemannian metric. These geometric ideas where introduced to the boundary control method in [21], [19].
In this paper, the inverse problem under consideration is whether, for a fixed metric g, the knowledge of
the Dirichlet-to-Neumann map Λg,a, q on the boundary uniquely determines the electric potential q and the
absorption coefficient a.
Uniqueness properties for local Dirichlet-to-Neumann maps associated with the wave equation are rather
well understood (e.g., Belishev [2], Katchlov, Kurylev and Lassas [19], Kurylev and Lassas [21]) but sta-
bility for such operators is far from being apprehended. For instance, one may refer to Isakov and Sun [17]
where a local Dirichet-to-Neumann map yields a stability result in determining a coefficient in a subdomain.
There are quite a few works on Dirichlet-to-Neumann maps, so our references are far from being complete:
see also Eskin [12]-[13], Uhlmann [37] as related papers.
The main goal of this paper is to study the stability of the inverse problem for the dynamical anisotropic
wave equation. The approach that we develop is a dynamical approach. It is based on the consideration
of the wave equation and involves various techniques to study an initial-boundary value problem for the
hyperbolic equation. In this paper we prove a Ho¨lder-type estimate which shows that a dispersion term
q and the absorption coefficient a depends stably on the Dirichlet-to-Neumann map. Our approach here is
different from [24] in order to prove a stability estimate without a smallness assumpltion for the coefficients.
The main idea is to probe the medium by real geometric optics solutions of the wave equation, concentrated
along a geodesic line, starting on one side of the boundary, and measure responses of the medium on other
side of the boundary and using directely a stability estimate for the geodesic X-ray tranform without passing
by the normal operator as in [24].
The outline of the paper is as follows. In section 2 we give an important stability estimate for the geodiscal
ray transfom. In section 3 we construct special geometrical optics solutions to wave equations with potential
and absorption coefficients. In section 4 and 5, we establish stability estimates for the absorption coefficient
and the electric potential. The appendix A is devoted to the study of the Poisson kernel in the tangent sphere
bundle.
2. STABILITY ESTIMATE FOR THE GEODESICAL X-RAY TRANSFORM
2.1. Geodesical ray transform on a simple manifold. The geodesic X-ray transform of a function is
defined by integrating over geodesics. It is naturally arises in linearization of the problem of determining
a coefficient in partial differential equation. The X-ray transform also arises in Computer Tomography,
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Positron Emission Tomography, geophysical imaging in determining the inner structure of the Earth, ultra-
sound imaging. Uniqueness result and stability estimates of the geodesic X-ray transform were obtained
by Mukhometov [25] for simple surface. For simple manifolds of any dimension this result was proven
in [34], [35], see also V. A. Sharafutdinov’s book [32]. In his paper Dairbekov generalized this result for
nontrapping manifolds without conjugate points [10]. Fredholm type inversion formulas were given in [27]
by Pestov and Uhlmann.
In this section we first collect some formulas needed in the rest of this paper and introduce the geodesical
X-ray transform on the manifolds we will be using. Let pM, gq be a Riemannian manifold, for x P M and
ξ P TxM we let γx,ξ denote the unique geodesic starting at the point x in the direction ξ. By
SM “ tpx, ξq P TM; |ξ| “ 1u , S˚M “ tpx, pq P T ˚M; |p| “ 1u ,
we denote the sphere bundle and co-sphere bundle of M. The exponential map expx : TxM Ñ M is given
by
(2.1) expxpvq “ γx,ξp|v|q, ξ “
v
|v| .
A compact Riemannian manifold pM, gq with boundary is called a convex non-trapping manifold, if it
satisfies two conditions:
(i) the boundary BM is strictly convex, i.e., the second fundamental form of the boundary is positive
definite at every boundary point,
(ii) all geodesics having finite length in M, i.e., for each px, ξq P SM, the maximal geodesic γx,ξptq
satisfying the initial conditions γx,ξp0q “ x and 9γx,ξp0q “ ξ is defined on a finite segment with
extremities ℓ´px, ξq and ℓ`px, ξq. We recall that a geodesic γ : ra, bs ÝÑ M is maximal if it
cannot be extended to a segment ra´ ε1, b` ε2s, where εi ě 0 and ε1 ` ε2 ą 0.
An important subclass of convex non-trapping manifolds are simple manifolds. We say that a compact
Riemannian manifold pM, gq is simple if it satisfies the following properties
(a) pM, gq is convex and non-trapping,
(b) there are no conjugate points on any geodesic.
A simple n-dimensional Riemannian manifold is diffeomorphic to a closed ball in Rn, and any pair of points
in the manifold are joined by an unique geodesic.
Let px, ξq P SM, there exist a unique geodesic γx,ξ associated to px, ξq which is maxmimally defined on a
finite intervall rℓ´px, ξq, ℓ`px, ξqs, with γx,ξpℓ˘px, ξqq P BM. We define the geodesic flow φt as following
(2.2) φt : SMÑ SM, φtpx, ξq “ pγx,ξptq, 9γx,ξptqq, t P rℓ´px, ξq, ℓ`px, ξqs,
and φt is a flow, that is, φt ˝ φs “ φt`s.
Now, we introduce the submanifolds of inner and outer vectors of SM
(2.3) B˘SM “ tpx, ξq P SM, x P BM, ˘ 〈ξ, νpxq〉 ă 0u ,
where ν is the unit outer normal to the boundary. Note that the manifolds B`SM and B´SM have the same
boundary SpBMq, and BSM “ B`SM Y B´SM. We denote by C8pB`SMq be space of smooth functions
on the manifold B`SM. Thus we can define two functions ℓ˘ : SMÑ R which satisfy
ℓ´px, ξq ď 0, ℓ`px, ξq ě 0, ℓ`px, ξq “ ´ℓ´px,´ξq,
ℓ´px, ξq “ 0, px, ξq P B`SM, ℓ`px, ξq “ 0, px, ξq P B´SM,
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ℓ´pφtpx, ξqq “ ℓ´px, ξq ´ t, ℓ`pφtpx, ξqq “ ℓ`px, ξq ´ t.
For px, ξq P B`SM, we denote by γx,ξ : r0, ℓ`px, ξqs Ñ M the maximal geodesic satisfying the initial
conditions γx,ξp0q “ x and 9γx,ξp0q “ ξ.
Concerning smoothness properties of ℓ˘px, ξq, we can see that these functions are smooth near a point
px, ξq such that the geodesic γx,ξptq intersects BM transversely for t “ ℓ˘px, ξq. By strict convexity of BM,
the functions ℓ˘px, ξq are smooth on TMzT pBMq. In fact, all points of TM X T pBMq are singular for ℓ˘;
since some derivatives of these functions are unbounded in a neighbourhood of such points. In particular,
ℓ` is smooth on B`SM , see Lemma 4.1.1 of [32].
The Riemannian scalar product on TxM induces the volume form on SxM, denoted by dωxpξq and given
by
dωxpξq “
a
|g|
nÿ
k“1
p´1qkξkdξ1 ^ ¨ ¨ ¨ ^ydξk ^ ¨ ¨ ¨ ^ dξn.
As usual, the notation p¨ means that the corresponding factor has been dropped. We introduce the volume
form dv2n´1 on the manifold SM by
dv2n´1px, ξq “ dωxpξq ^ dvn,
where dvn is the Riemannnian volume form on M. By Liouville’s theorem, the form dv2n´1 is preserved
by the geodesic flow. The corresponding volume form on the boundary BSM “ tpx, ξq P SM, x P BMu is
given by
dσ2n´2 “ dωxpξq ^ dσn´1,
where dσn´1 is the volume form of BM.
Let L2µpB`SMq be the space of square integrable functions with respect to the measure µpx, ξqdσ2n´2
with µpx, ξq “ | 〈ξ, νpxq〉 |. This Hilbert space is endowed with the scalar product
(2.4) pu, vqµ “
ż
B`SM
upx, ξqvpx, ξqµpx, ξqdσ2n´2.
The ray transform (also called geodesic X-ray transform) on a convex non trapping manifoldM is the linear
operator
(2.5) I : C8pMq ÝÑ C8pB`SMq,
defined by the equality
(2.6) Ifpx, ξq “
ż ℓ`px,ξq
0
fpγx,ξptqqdt, px, ξq P B`SM.
The right-hand side of (2.6) is a smooth function on B`SM because the integration limit ℓ`px, ξq is a smooth
function on B`SM. The ray transform on a convex non trapping manifold M can be extended as a bounded
operator
(2.7) I : HkpMq ÝÑ HkpB`SMq,
for every integer k ě 1, see Theorem 4.2.1 of [32].
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2.2. Inverse inequality for the geodesical ray-transform. This subsection concerns the problem of in-
verting the ray transform.
Let R be the curvature tensor of the Levi-Civita connection ∇X defined by
RpX,Y qZ “ ∇X∇Y Z `∇Y∇XZ ´∇rX,Y sZ, X, Y, Z P TM.
For a point x P M and a two-dimensional subspace π Ă TxM, the number
Kpx, πq “ xRpξ, ηqη, ξy|ξ|2|η|2 ´ xξ, ηy2 ,
is independent of the choice of the basis ξ, η for π. It is called the sectional curvature of the manifold M at
the point x and in the two-dimentional direction π.
For px, ξq P TM, we set Kpx, ξq “ sup
πQξ
Kpx, πq and
(2.8) K`px, ξq “ maxt0,Kpx, ξqu.
For a simple compact Riemannian manifold pM, gq, we set
(2.9) k`pM, gq “ supt
ż ℓ`px,ξq
0
tK`pγx,ξptq, 9γx,ξptqqdt, px, ξq P B`SMu.
The aim of this section is to prove the following theorem.
Theorem 2.1. For every simple compact Riemannian manifold pM, gq with k`pM, gq ă 1, there exist C ą 0
such that the following stability estimate
(2.10) }f}L2pMq ď C}If}H1pB`SMq,
holds for any f P H1pMq.
By density arguments, it suffices to prove the theorem for f P C8pMq. Indeed, if f P H1pMq, then we can
find a sequence pfkqk in C8pMq converging towards f inH1pMq. The ray transform I is a bounded operator
from H1pMq intoH1pB`SMq, so the sequence pIfkqk converges towards If inH1pB`SMq. Applying the
theorem for fk and passing to the limit as k Ñ `8, we deduce that }f}L2pMq ď C}If}H1pB`SMq.
Before starting the proof of the theorem, we need to introduce some notions and notations. We will use
the Einstein summation convention to abbreviate the notations. When an index variable appears twice in a
simple term and is not otherwise defined, it implies summation of that term over all the values of the index.
For example, for i P 1, 2, 3, cixi means c1x1 ` c2x2 ` c3x3.
Let τ rsM be the bundle of tensors of degree pr, sq on M. Its sections denoted by T rs are called tensor
fields of degree pr, sq. Let U be a domain of M. We denote by C8pτ rsM, Uq the C8pUq-module of smooth
sections of the bundle τ rsM over U . The notation C
8pτ rsM,Mq will usually be abbreviated to C8pτ rsMq. If
px1, . . . , xnq is a local coordinate system defined in a domain U , then any tensor field u P C8pτ rsM, Uq can
be uniquely represented as
(2.11) u “ ui1,...,irj1,...,js
B
Bxi1 b ¨ ¨ ¨ b
B
Bxir b dx
j1 b ¨ ¨ ¨ b dxjs ,
where u
i1,¨¨¨ ,ir
j1,¨¨¨ ,js
P C8pUq are called the coordinates of the field u in the given coordinate system. We will
usually abbreviate (2.11) as follows
(2.12) u “ pui1,¨¨¨ ,irj1,¨¨¨ ,jsq.
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The bundles τ rsM and τ
s
rM are dual to each other and, consequently, C
8pτ rsMq and C8pτ srMq are mutually
dual C8pMq-modules. This implies in particular that a field u P C8pτ1sMq can be considered as a C8pMq-
multilinear mapping u : C8pτ10Mq ˆ ¨ ¨ ¨ ˆ C8pτ10Mq ÝÑ C8pτ10Mq. Consequently, a given connection ∇
onM defines the C-linear mapping (denoted by the same letter)
(2.13) ∇ : C8pτ10Mq ÝÑ C8pτ11Mq
by the formula p∇vqpuq “ ∇uv, The tensor field ∇v is called the covariant derivative of the vector field
v (with respect to the given connection). The covariant differenciation defined on vector fields can be
transferred to tensor fields ( see [32] Theorem 3.2.1 pp. 85)
(2.14) ∇ : C8pτ rsMq ÝÑ C8pτ rs`1Mq
such that (2.14) coincides with the mapping (2.13), for r “ 1 and s “ 0 and that for a field
u “ ui1,...,irj1,...,js
B
Bxi1 b ¨ ¨ ¨ b
B
Bxir b dx
j1 b ¨ ¨ ¨ b dxjs ,
the field∇u is defined by
∇u “ ∇kui1,...,irj1,...,js
B
Bxi1 b ¨ ¨ ¨ b
B
Bxir b dx
j1 b ¨ ¨ ¨ b dxjs b dxk,
where
(2.15) ∇ku
i1...ir
j1...js
“ BBxk u
i1...ir
j1...js
`
rÿ
m“1
Γimkpu
i1...im´1pim`1...ir
j1...js
´
sÿ
m“1
Γ
p
kjm
ui1...irj1...jm´1pjm`1...js ,
where Γ
p
kq is the Christoffel symbol.
Now, we will extend this covariant differenciation for tensors on TM. If px1, . . . , xnq is a local coordinate
system defined in a domain U Ă M, then we denote by B
Bxi
the coordinate vector fields and by dxi the
coordinate covector fields. We recall that the coordinates of a vector ξ P TxM are the coefficients of
the expansion ξ “ ξi B
Bxi
. Let p be the projection on M. On the domain p´1pUq Ă TM, the family
of the functions px1, . . . , xn, ξ1, . . . , ξnq is a local coordinate system which is called associated with the
system px1, . . . , xnq. A local coordinate system on TM will be called a natural coordinate system if it is
associated with some local coordinate system onM. In the sequel, we will use only such coordinate systems
on TM. The algebra of tensor fields of the manifold TM is generated locally by the coordinate fields
B
Bxi
, B
Bξi
, dxi, dξi. A tensor u P T r
s,px,ξqpTMq of degree pr, sq at a point px, ξq P TM is called semibasic if in
some (and so, in any) natural coordinate system, it can be represented as:
(2.16) u “ ui1...irj1...js
B
Bξi1 b ¨ ¨ ¨ b
B
Bξir b dx
j1 b ¨ ¨ ¨ b dxjs .
We will abbreviate this equality to
u “ pui1...irj1...jsq.
We denote by βrsM the subbundle in τ
r
s pTMq made of all semibasic tensors of degree pr, sq. Note that
C8pβ00Mq “ C8pTMq. The elements of C8pβ10Mq are called the semibasic vector fields, and the elements
of C8pβ01Mq are called semibasic covector fields. Tensor fields on M can be identified with the semibasic
tensor fields on TM whose components are independent of the second argument ξ. Thus we obtain the
canonical imbedding
(2.17) ι : C8pτ rsMq Ă C8pβrsMq.
Note that ιp B
Bxi
q “ B
Bξi
and ιpdxiq “ dxi.
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For u P C8pβrsMq, we define two semibasic tensor fields
v
∇u and
h
∇u by the formulas
(2.18)
v
∇u “
v
∇ku
i1...ir
j1...js
B
Bξi1 b ¨ ¨ ¨ b
B
Bξir b dx
j1 b ¨ ¨ ¨ b dxjs b dxk,
where
(2.19)
v
∇ku
i1...ir
j1...js
“ BBξk u
i1...ir
j1...js
,
and
(2.20)
h
∇u “
h
∇ku
i1...ir
j1...js
B
Bξi1 b ¨ ¨ ¨ b
B
Bξir b dx
j1 b ¨ ¨ ¨ b dxjs b dxk,
where
(2.21)
h
∇ku
i1...ir
j1...js
“ BBxk u
i1...ir
j1...js
´ Γpkqξq
B
Bξpu
i1...ir
j1...js
`
rÿ
m“1
Γimkpu
i1...im´1pim`1...ir
j1...js
´
sÿ
m“1
Γ
p
kjm
ui1...irj1...jm´1pjm`1...js .
We thus obtain two well-defined differential operators
v
∇,
h
∇ : C8pβrsMq ÝÑ C8pβrs`1Mq that are re-
spectively called the vertical and horizontal covariant derivatives.
For u P C8pTMq the covariant field
h
∇u P C8pT ˚Mq given in a coordinates system by
(2.22)
h
∇u “ p
h
∇kuqdxk,
h
∇ku “ BuBxk ´ Γ
p
kqξ
q Bu
Bξp .
The vertical covariant derivative of u is given by
(2.23)
v
∇u “ p
v
∇kuqdxk,
v
∇ku “ BuBξk .
We can show that these derivatives satisfy the following commutation formulas (for more details, see [32],
pp. 95).
(2.24)
v
∇k
h
∇l “
h
∇l
v
∇k.
We can also prove the following relations
(2.25)
h
∇kξ
i “ 0,
v
∇kξ
i “ δik.
As can be easily shown,
v
∇ and
h
∇ are well-defined first-order differential operators. In particular, they extend
naturally to the Sobolev space H1pβrsMq.
The vertical divergence,
v
div, and the horizontal divergence,
h
div, of a semibasic vector field V are defined
by
(2.26)
v
divpV q “
v
∇kv
k,
h
divpV q “
h
∇kv
k.
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To prove Theorem 2.1, we also need the two following divergence formulas (see [32], p 101).
Gauss-Ostrogradskii formula of the vertical divergence
(2.27)
ż
SM
v
divpW q dv2n´1 “ pn´ 2q
ż
SM
xW, ξy dv2n´1, W P C8pTMq,
Gauss-Ostrogradskii formula of the horizontal divergence
(2.28)
ż
SM
h
divpV q dv2n´1 “
ż
BSM
xV, νy dσ2n´2, V P C8pTMq,
Let H denote the vector field associated with the geodesic flow φt. For u P C8pSMq and px, ξq P SM, we
have
(2.29) Hupx, ξq “ d
dt
upφtpx, ξqq|t“0.
and we call it the differentiation along the geodesics. In coordinate form, we have
(2.30) H “ ξi BBxi ´ Γ
i
jkξ
jξk
B
Bξi “ ξ
ip BBxi ´ Γ
p
iqξ
q B
Bξp q “ ξ
i
h
∇i.
Now we consider the Pestov identity, which is the basic energy identity that has been used since the work
of Mukhometov [25] in most injectivity proofs of ray transforms in absence of real-analyticity or special
symmetries. For a function u P C8pTMq, we have
(2.31) 2x
h
∇u,
v
∇Huy “ |
h
∇u|2 `
h
divpV q `
v
divpW q ´ xRpξ,
v
∇uqξ,
v
∇uy.
Here H is the geodesic vector field associated with the geodesic flow given by (2.29), R is the curvature
tensor, and the semibasic vector V andW are given by
(2.32) V “ x
h
∇u,
v
∇uyξ ´ xξ,
h
∇uy
v
∇u,
(2.33) W “ xξ,
h
∇uy
h
∇u.
We introduce the function u : SMÑ R defined by
(2.34) upx, ξq “
ż ℓ`px,ξq
0
fpγx,ξptqqdt.
It satisfies the boundary conditions
(2.35) u “ If, on B`SM,
and, since ℓ`px, ξq “ 0 for px, ξq P B´SM, we have
(2.36) u “ 0, on B´SM.
Lemma 2.2. The function u given by (2.34) is smooth on TMzT pBMq and has the following properties:
(1) u is homogeneous function of degree ´1 in ξ.
(2) u satisfies the following kinetic equation Hu “ ´f .
(3) u satisfies the following equation H
v
∇u “ ´
h
∇u.
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Proof. Item (1) is immediate from the relations ℓ`px, λξq “ 1λℓ`px, ξq and γx,λξptq “ γx,ξpλtq for
any λ ą 0. Then
upx, λξq “
ż 1
λ
ℓ`px,ξq
0
fpγx,ξpλtqqdt “ 1
λ
upx, ξq.
Prove item (2). For s P R sufficiently small, we set xs “ γx,ξpsq and ξs “ 9γx,ξpsq. Then, γxs,ξsptq “
γx,ξpt` sq and ℓ`pxs, ξsq “ τ`px, ξq ´ s. So,
upγx,ξpsq, 9γx,ξpsqq “ upxs, ξsq “
ż ℓ`pxs,ξsq
0
fpγx,ξpt` sqqdt “
ż ℓ`px,ξq
s
fpγx,ξptqqdt.
Differentiating with respect to s and taking s “ 0, we obtain that
Bu
Bxi 9γ
i
x,ξp0q `
Bu
Bξi :γ
i
x,ξp0q “ ´fpxq.
Since we have γx,ξp0q “ x, 9γx,ξp0q “ ξ and :γix,ξp0q “ ´Γijkpxqξjξk, then
ξi
Bu
Bxi ´ Γ
i
jkξ
jξk
Bu
Bξi “ ´fpxq.
Thus we have Hu “ ´f .
To prove item (3), applying the operator
v
∇ to the kinetic equation, we obtain
v
∇pHuq “ ´
v
∇f “ 0.
It follows that
0 “
v
∇pHuq “
v
∇jpξi
h
∇iuqdxj “ p
v
∇jξ
iq
h
∇iudx
j ` ξip
v
∇j
h
∇iuqdxj .
From (2.24) and (2.25), we get
0 “
h
∇u`Hp
v
∇uq.
The proof is complete. 
To prove the Theorem 2.1, we will also need the following lemma (see [32], pp. 124, for the proof).
Lemma 2.3. Let pM, gq be a simple Riemannian manifold and K` given by (2.8). Let a semibasic tensor
field u P C8pβ0mMq satisfies boundary condition (2.36), then the following inequality
(2.37)
ż
SM
K`px, ξq|upx, ξq|2 dv2n´1 ď k`
ż
SM
|Hupx, ξq|2 dv2n´1.
holds true. Here k` “ k`pM, gq is given by (2.9).
Proof of Theorem 2.1. We suppose, for a moment, that we have proved the equality
(2.38)
ż
SM
„
|
h
∇u|2 ´ xRpξ,
v
∇uqξ,
v
∇uy ` pn´ 2q|Hu|2

dv2n´1 “ ´
ż
B`SM
xV, νydσ2n´2,
and the estimates
(2.39) |
ż
B`SM
xV, νydσ2n´2| ď C}If}2H1pB`SMq,
and
(2.40) |
ż
SM
xRpξ,
v
∇uqξ,
v
∇uydv2n´1| ď k`
ż
SM
|H
v
∇u|2 dv2n´1.
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Combining (2.40), (2.39) and (2.38) with item (3) of Lemma 2.2, we find
(2.41) p1´ k`q
ż
SM
|
h
∇u|2 dv2n´1 ` pn´ 2q
ż
SM
|Hu|2 dv2n´1 ď C}If}2H1pB`SMq.
For k` ă 1 and n ě 2, we deduce the estimate
(2.42)
ż
SM
|
h
∇u|2 dv2n´1 ď C}If}2H1pB`SMq.
In view of the definition of H , in (2.30), there exists a constant C such that
|Hu|2 ď C|
h
∇u|2.
Using the item (2) of Lemma 2.2 and (2.30), we conclude that
}f}2L2pSMq “
ż
SM
|Hu|2 dv2n´1 ď C
ż
SM
|
h
∇u|2 dv2n´1 ď C}If}2H1pB`SMq,
and the Theorem 2.1 is done.
Now, we come back to prove (2.38)-(2.39) and (2.40). First, we start with (2.40). By (2.8) we find
(2.43) |xRpξ,
v
∇uqξ,
v
∇uy| ď K`px, ξq|
v
∇upx, ξq|2, @px, ξq P SM.
Furthermore, the lemma 2.3 combined with (2.43) gives the following estimateż
SM
|xRpξ,
v
∇uqξ,
v
∇uy|dv2n´1 ď k`
ż
SM
|H
v
∇u|2 dv2n´1
ď k`
ż
SM
|
h
∇u|2 dv2n´1,(2.44)
This completes the proof of (2.40).
We prove now (2.38). Since we have Hu “ ´f and
v
∇f “ 0, then the Pestov’s identity (2.31) gives
(2.45) |
h
∇u|2 `
h
divpV q `
v
divpW q ´ xRpξ,
v
∇uqξ,
v
∇uy “ 0.
Avoiding eventual singularities of u on TBM, we will consider the variety Mρ defined by
Mρ “ tx P M, dgpx, BMq ě ρu,
where ρ ą 0. In some neighbourhood of BM, the function x ÞÑ dgpx, BMq is smooth and BMρ is strictly
convex for sufficiently small ρ ą 0. The function u is smooth on SMρ since SMρ Ă SMzSpBMq. Integrat-
ing (2.45) over SMρ and using the formula divergence (2.27) and (2.28), we findż
SMρ
„
|
h
∇u|2 ´ xRpξ,
v
∇uqξ,
v
∇uy

dv2n´1 “´
ż
SMρ
„
h
divpV q `
v
divpW q

dv2n´1
“´
ż
BSMρ
xV, νy dσ2n´2 ´ pn´ 2q
ż
SMρ
xW, ξydv2n´1,
where ν “ νρpxq is the unit vector of the outer normal to the boundary ofMρ. In view of (2.33), we have
xW, ξy “ xξ,
h
∇uy2 “ |Hu|2.
Hence, we obtain the equality
(2.46)
ż
SMρ
„
|
h
∇u|2 ´ xRpξ,
v
∇uqξ,
v
∇uy ` pn´ 2q|Hu|2

dv2n´1 “ ´
ż
BSMρ
xV, νy dσ2n´2.
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Now, we wish pass to the limit as ρ Ñ 0. We will apply the Lebesgue dominated convergence theorem.
Denote by χρ the characteristic function of the set SMρ and by p the projection p : BSM ÝÑ BSMρ,
ppx, ξq “ px1, ξ1q, where x1 is such that the geodesic γxx1 has length ρ and intersects BM orthogonally at
x and x1, and ξ1 is obtained by the parallel translation of the vector ξ along γxx1 . So the equality (2.46)
becomes
(2.47)
ż
SM
„
|
h
∇u|2 ´ xRpξ,
v
∇uqξ,
v
∇uy ` pn´ 2q|Hu|2

χρ dv
2n´1 “ ´
ż
BSM
xV, νyp˚pdσ2n´2q.
Note that all the integrands of (2.47) are smooth on SMzBSM and so, they converge towards their values
almost everywhere, when ρÑ 0. Since the functions |
h
∇u|2 and |Hu|2 are positive and the second function
satifies (2.43), then the left side of (2.47) converges as ρÑ 0. To apply the Lebesgue dominated convergence
theorem in (2.47), it remains to prove that |xV, νyp˚| is bounded by a summable function on BSM which
does not depend on ρ.
For px, ξq P BSM, we put
h
∇tanu “
h
∇u´ x
h
∇u, νyν,
v
∇tanu “
v
∇u´ x
v
∇u, ξyξ.
We see that
x
h
∇tanu, νy “ x
v
∇tanu, ξy “ 0.
Then
h
∇tan and
v
∇tan are in fact differential operators on BSM and
h
∇tanu,
v
∇tanu are completely determined
by the restriction u|BSM of u on BSM.
For px, ξq P BSM, by a simple computation we obtain
(2.48) xV, νy “ x
h
∇tanu,
v
∇tanuyxξ, νy ´ x
h
∇tanu, ξyx
v
∇tanu, νy.
From (2.34), we can see that the derivatives
h
∇tanu and
v
∇tanu are locally bounded on BSM. It is important
that the right-hand side of (2.48) does not contain x
h
∇u, νy and x
v
∇u, ξy.
Taking ρÑ 0 in the equality (2.46), we haveż
SM
„
|
h
∇u|2 ´ xRpξ,
v
∇uqξ,
v
∇uy ` pn´ 2q|Hu|2

dv2n´1 “ ´
ż
BSM
xV, νydσ2n´2.
Finally, It remains to prove the estimate (2.39). In view of the boundary condition u “ If on B`SM and
u “ 0 on B´SM we obtainż
BSM
xV, νydσ2n´2 “
ż
B`SM
ˆ
x
h
∇tanpIfq,
v
∇tanpIfqyxξ, νy ´ x
h
∇tanpIfq, ξyx
v
∇tanpIfq, νy
˙
dσ2n´2
:“
ż
B`SM
QpIfqdσ2n´2.
whereQu is a quadratic form in variables
h
∇tanu and
v
∇tanu and hence,Q is a quadratic first-order differential
operator on the manifold B`SM. Consequently, there exists a constant C such that we have
|
ż
B`SM
QpIfqdσ2n´2| ď C}If}2H1pB`SMq.
This completes the proof of the Theorem 2.1.
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3. GEOMETRIC OPTICS SOLUTIONS FOR THE DAMPED WAVE EQUATION
The main result in this section is Lemma 3.2, which ensures the existence of a familly of solutions of the
wave equation.
The WKB expansion method is a classical way to construct a special solution with a large parameter
of wave systems. It is based on the assumption that the solution of the wave equation, can be sought as
an expansion in powers of the frequency. This expansion arises here as a power series depending on the
small parameter h, which represents the relative wavelength of the initial conditions. Introducing it in a
scalar wave equation leads to a system of coupled equations governing the behavior of the phase (eikonal
equation) and of the amplitudes of the different expansion coefficients (transport equations).
Denote by divX the divergence of a vector fieldX P H1pM, TMq onM, i.e. in local coordinates (see pp.
42, [19]),
(3.1) divX “ 1a|g|
nÿ
i“1
Bi
´a
|g|Xi
¯
, X “
nÿ
i“1
XiBi, |g| “ det g.
If X P H1pM, TMq the divergence formula reads
(3.2)
ż
M
divX dvn “
ż
BM
〈X, ν〉 dσn´1,
and for a function f P H1pMq Green’s formula reads
(3.3)
ż
M
divX f dvn “ ´
ż
M
〈X,∇f〉 dvn `
ż
BM
〈X, ν〉 f dσn´1.
Then if f P H1pMq and w P H2pMq, the following identity holds
(3.4)
ż
M
∆wf dvn “ ´
ż
M
〈∇w,∇f〉 dvn `
ż
BM
Bνwf dσn´1.
In this section we give a construction of geometric optics solutions to the wave equation which concentrated
along geodesic curves in space-time. We are, however, dealing with damped equations. For T ą DiamgpMq,
letM1 a simple Riemannian manifold and, ε ą 0 such that
(3.5) M1 Ą M, T ą DiamgpM1q ` 2ε.
The absorption coefficients a1, a2 and the potentials q1 and q2 may be extended toM1.
Let y P BM1. Denote points inM1 by pr, ξq where pr, ξq are polar normal coordinates in M1 with center y.
That is
(3.6) x “ expyprξq, r “ dgpy, xq ą 0, ξ P SyM1 “ tξ P TyM1, |ξ| “ 1u .
In these coordinates (which depend on the choice of y) the metric takes the formrgpr, ξq “ dr2 ` g0pr, ξq,
where g0pr, ξq is a smooth positive definite metric. For any function w compactly supported in M, we set
for r ą 0 and ξ P SyM1 rwpr, ξq “ wpexpyprξqq,
where we have extended w by 0 outside M.
Finally we denote
S`y M1 “ tξ P SyM1, 〈νpyq, ξ〉 ă 0u .
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3.1. Eikonal and transport equations. We start with the following lemma which give a solution of an
eikonal equation
Lemma 3.1. For y P BM1, we denote the function ̺pxq “ dgpy, xq. Then ̺ P C2pMq and satisfies the
eikonal equation
(3.7) |∇̺|2 “ gij B̺Bxi
B̺
Bxj “ 1, @x P M.
Proof. By the simplicity assumption, since y R M, we have ̺ P C8pMq, and in polar normal coordinates,
we get
(3.8) r̺pr, ξq “ r “ dgpy, xq.
The proof is complete. 
Let us introduce the following spaces:
(3.9) VpQq “
!
θ P H3p0, T ;L2pMqq XH1p0, T ;H2pMqq, Bjt θp¨, 0q “ Bjt θp¨, T q “ 0, j “ 0, 1, 2.
)
,
and
(3.10) WpQq “  ψ PW 2,8pQq, Btψ P W 2,8pQq( ,
equipped with the norms:
}θ}VpQq :“ }θ}H1p0,T ;H2pMqq ` }θ}H3p0,T ;L2pMqq, θ P VpQq,
}ψ}WpQq :“ }ψ}W 2,8pQq ` }Btψ}W 2,8pQq, ψ PWpQq.
We want to find a function θ P VpQq which solves the first transport equation
(3.11) Btθ ` 〈d̺, dθ〉` 1
2
p∆̺qθ “ 0, @t P R, x P M,
where ̺ is given by Lemma 3.1.
Moreover for a P W 2,8pMq, we need to find a function ψa P WpQq which solves the second transport
equation
(3.12) Btψa ` 〈d̺, dψa〉` a
2
ψa “ 0, @t P R, x P M.
The first step is to solve the transport equation (3.11). Recall that if fprq is any function of the geodesic
distance r, then
(3.13) ∆rgfprq “ f2prq ` α´1
2
Bα
Br f
1prq.
Here α “ αpr, ξq denotes the square of the volume element in geodesic polar coordinates. The transport
equation (3.11) becomes
(3.14)
Brθ
Bt `
B r̺
Br
Brθ
Br `
1
4
rθα´1 BαBr B r̺Br “ 0.
Thus rθ satisfies
(3.15)
Brθ
Bt `
Brθ
Br `
1
4
rθα´1 BαBr “ 0.
ANISOTROPIC HYPERBOLIC EQUATION 17
Let φ P C80 pRq and Ψ P H2pS`y Mq. Let us write rθ in the form
(3.16) rθpt, r, ξq “ α´1{4φpt´ rqΨpξq.
Direct computations yield
(3.17)
Brθ
Bt pt, r, ξq “ α
´1{4φ1pt´ rqΨpξq,
and, we find
(3.18)
Brθ
Br pt, r, ξq “ ´
1
4
α´5{4
Bα
Br φpt´ rqΨpξq ´ α
´1{4φ1pt´ rqΨpξq.
Finally, (3.18) and (3.17) yield
(3.19)
Brθ
Bt pt, r, ξq `
Brθ
Br pt, r, ξq “ ´
1
4
α´1rθpt, r, ξqBαBr .
Now if we assume that supppφq Ă p0, ǫq, then for any x “ expyprξq P M, it is easy to see that
Bjt rθp0, r, ξq “ Bjt rθpT, r, ξq “ 0, j “ 0, 1, 2, T ´ r ą ε.
For the second transport equation (3.12), in polar coordinates, takes the form
(3.20)
B rψa
Bt `
B r̺
Br
B rψa
Br `
1
2
rapr, y, ξq rψa “ 0,
where rapr, y, ξq :“ apθrpy, ξqq. Thus rψa satisfies
(3.21)
B rψa
Bt `
B rψa
Br `
1
2
rapr, y, ξq rψa “ 0.
Thus, we can choose rψa as following
(3.22) rψapt, y, r, ξq “ expˆ´1
2
ż t
0
rapr ´ s, y, ξqds˙ .
Since a PW 2,8pMq, we get ψa PWpQq. Hence (3.12) is solved.
3.2. WKB-solutions of the wave equation. We introduce the function
(3.23) ϕpx, tq :“ ̺pxq ´ t, x P M, t P p0, T q,
where ̺ is given by Lemma 3.1.
Lemma 3.2. Let a P W 2,8pMq, q P W 2,8pMq, and θ P VpQq, ψa P WpQq solve respectively (3.11) and
(3.12). Then for all h ą 0 small enough, there exists a solution
upx, t;hq P C2p0, T ;L2pMqq X C1p0, T ;H1pMqq X Cp0, T ;H2pMqq
of the wave equation
pB2t ´∆` apxqBt ` qpxqqu “ 0, in Q,
with the initial condition
upx, 0q “ Btupx, 0q “ 0, in M,
of the form
(3.24) upx, tq “ θpx, tqψapx, tqeiϕpx,tq{h ` rhpx, tq,
the remainder rhpx, tq is such that
rhpx, tq “ 0, px, tq P Σ,
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rhpx, 0q “ Btrhpx, 0q “ 0, x P M.
Furthermore, there exist C ą 0, h0 ą 0 such that, for all h ď h0 the following estimates hold true.
(3.25)
2ÿ
k“0
kÿ
j“0
hk´1}Bjt rhp¨, tq}Hk´jpMq ď C}θ}VpQq.
The constant C depends only on T andM (that is C does not depend on a and h).
Proof. Let rpx, t;hq solves the following homogenous boundary value problem
(3.26)
$’’’&’’’%
`B2t ´∆` apxqBt ` qpxq˘ rpx, tq “ Vhpx, tq in Q,
rpx, 0q “ Btrpx, 0q “ 0, in M,
rpx, tq “ 0 on Σ.
where the source term Vh is given by
(3.27) Vhpx, tq “ ´
`B2t ´∆` apxqBt ` qpxq˘ ´pθψaqpx, tqeiϕ{h¯ .
To prove our Lemma it would be enough to show that r satisfies the estimates (3.25).
By a simple computation, we have
´Vhpx, tq “ eiϕpx,tq{h
`B2t ´∆` apxqBt ` qpxq˘ ppθψaqpx, tqq
´ 2i
h
eiϕpx,tq{hψapx, tq
ˆ
Btθ ` 〈d̺, dθ〉` θ
2
∆̺
˙
px, tq
´ 2i
h
eiϕpx,tq{hθpx, tq
´
Btψa ` 〈d̺, dψa〉` a
2
ψa
¯
px, tq
´ 1
h2
θψapx, tqeiϕpx,tq{h
`
1´ |d̺|2˘ .(3.28)
Taking into account (3.7)-(3.11) and (3.12), the right-hand side of (3.28) becomes
Vhpx, tq “ ´eiϕpx,tq{hpB2t ´∆` apxqBt ` qpxqq ppθψaqpx, tqq
” ´eiϕpx,tq{hV0px, tq.(3.29)
Since θ P VpQq and ψa P WpQq we deduce that V0 P H10 p0, T ;L2pMqq. Furthermore, there is a constant
C ą 0, such that
(3.30) }V0}L2pQq ` }BtV0}L2pQq ď C}θ}VpQq.
By Lemma 1.1, we find
(3.31) rh P C2p0, T ;L2pMqq X C1p0, T ;H10 pMqq X Cp0, T ;H2pMqq.
Since the coefficients a and q do not depend on t, the function
r˚hpx, tq “
ż t
0
rhpx, sqds,
solves the mixed hyperbolic problem (3.26) with the right side
V ˚h px, tq “
ż t
0
Vhpx, sqds “ ´ih
ż t
0
V0px, sqBs
´
eiϕpx,sq{h
¯
ds.
Integrating by part with respect to s, we conclude that
}V ˚h }L2pQq ď Ch}θ}VpQq.
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and by (1.5), we get
}rhp¨, tq}L2pMq “ }Btr˚hp¨, tq}L2pMq ď Ch}θ}VpQq.(3.32)
Since }Vh}L2pQq ` h}BtVh}L2pQq ď C}θ}VpQq, by using again the energy estimates for the problem (3.26),
obtain
}Btrhp¨, tq}L2pMq ` }∇rhp¨, tq}L2pMq ď C}θ}VpQq.(3.33)
and by (1.6), we have
}B2t rhp¨, tq}L2pMq ` }∇Btrhp¨, tq}L2pMq ` }∆rhp¨, tq}L2pMq ď Ch´1}θ}VpQq.(3.34)
Collecting (3.32)-(3.33) and (3.34) we get (3.25). The proof is complete. 
By similar way, we can prove the following Lemma:
Lemma 3.3. Let a P W 2,8pMq, q P W 2,8pMq, and θ P VpQq, ψ´aWpQq solve respectively (3.11) and
(3.12) (with a replaced by ´a). Then for all h ą 0 small enough, there exists a solution
upx, t;hq P C2p0, T ;L2pMqq X C1p0, T ;H1pMqq X Cp0, T ;H2pMqq
of the wave equation
pB2t ´∆´ apxqBt ` qpxqqu “ 0, in Q,
with the final condition
upT, xq “ BtupT, xq “ 0, in M,
of the form
(3.35) upx, t;hq “ θpx, tqψ´apx, tqeiϕpx,tq{h ` rhpx, tq,
the remainder rhpt, xq is such that
rhpx, tq “ 0, px, tq P Σ,
rhpx, T q “ Btrhpx, T q “ 0, x P M.
Furthermore, there exist C ą 0, h0 ą 0 such that, for all h ď h0 the following estimates hold true.
(3.36)
2ÿ
k“0
kÿ
j“0
hk´1}Bjt rhp¨, tq}Hk´jpMq ď C}θ}VpQq.
The constant C depends only on T andM (that is C does not depend on a and h).
4. STABLE DETERMINATION OF THE ABSORPTION COEFFICIENT
In this section, we prove the stability estimate of the absorption coefficient a. We are going to use
the geometrical optics solutions constructed in the previous section; this will provide information on the
geodesic ray transform of the difference of two absorption coefficients.
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4.1. Preliminary estimates. The main purpose of this section is to present a preliminary estimate, which
relates the difference of two absorption coefficients to the Dirichlet-to-Neumann map. As before, we let
a1, a2 P A pm1, ηq and q1, q2 P Qpm2q such that a1 “ a2, q1 “ q2 near the boundary BM. We set
apxq “ pa1 ´ a2qpxq, qpxq “ pq1 ´ q2qpxq.
Recall that we have extended a1, a2 asW
2,8pM1q in such a way that a “ 0 and q “ 0 onM1zM.
We denote ψa2 P WpQq and ψ´a1 P WpQq the solutions of (3.12) respectively with a “ a2 and a “ ´a1
given by (3.22), and set
(4.1) ψapx, tq “ ψa2px, tqψ´a1px, tq.
Lemma 4.1. Let T ą 0. There exist C ą 0 such that for any θj P VpQq, j “ 1, 2, satisfying the transport
equation (3.7), the following estimate holds true:
(4.2) |
ż T
0
ż
M
apxqpθ2θ1qpx, tqψapx, tq dvn dt| ď C
`
h` h´2}Λa1,q1 ´ Λa2,q2}
˘ }θ1}VpQq}θ2}VpQq
for all h P p0, h0q.
Proof. First, if θ2 satisfies (3.11), ψa2 satisfies (3.12), and h ă h0, Lemma 3.2 guarantees the existence of a
geometrical optics solution u2
(4.3) u2px, tq “ pθ2ψa2qpx, tqeiϕpx,tq{h ` r2,hpx, tq,
to the wave equation corresponding to the coefficients a2 and q2,`B2t ´∆` a2pxqBt ` q2pxq˘upx, tq “ 0 inQ, up¨, 0q “ Btup¨, 0q “ 0 in M,
where r2,h satisfies
h´1}r2,hp¨, tq}L2pMq ` }Btr2,hp¨, tq}L2pMq ` }∇r2,hp¨, tq}L2pMq ď C}θ2}VpQq,(4.4)
r2,hpx, tq “ 0, @px, tq P Σ.
Moreover
u2 P C2p0, T ;L2pMqq X C1p0, T ;H1pMqq X Cp0, T ;H2pMqq.
Let us denote by fh the function
fhpx, tq “ pθ2ψa2qpx, tqeiϕpx,tq{h, px, tq P Σ,
and we consider v the solution of the following non-homogenous boundary value problem
(4.5)
$’’’&’’’%
`B2t ´∆` a1pxqBt ` q1pxq˘ v “ 0, in Q,
vpx, 0q “ Btvpx, 0q “ 0, in M,
vpx, tq “ u2px, tq :“ fhpx, tq, on Σ.
We let w “ v ´ u2. Therefore, w solves the following homogenous boundary value problem$’’’&’’’%
`B2t ´∆` a1pxqBt ` q1pxq˘wpx, tq “ apxqBtu2px, tq ` qpxqu2px, tq in Q,
wpx, 0q “ Btwpx, 0q “ 0, in M,
wpx, tq “ 0, on Σ.
Using the fact that apxqBtu2` qpxqu2 PW 1,1p0, T ;L2pMqq with u2p¨, 0q “ Btu2p¨, 0q ” 0, by Lemma 1.1,
we deduce that
w P C1p0, T ;L2pMqq X Cp0, T ;H2pMq XH10 pMqq.
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Therefore, we have constructed a special solution
C2p0, T ;L2pMqq X C1p0, T ;H1pMqq X Cp0, T ;H2pMqq,
to the backward wave equation`B2t ´∆´ a1pxqBt ` q1pxq˘u1px, tq “ 0, px, tq P Q,
u1px, T q “ u1px, T q “ 0, x P M,
having the special form
(4.6) u1px, tq “ pθ1ψ´a1qpt, xqeiϕpx,tq{h ` r1,hpx, tq,
which corresponds to the coefficients ´a1 and q1, where r1,h satisfies for h ă h0
(4.7) h´1}r1,hp¨, tq}L2pMq ` }Btr1,hp¨, tq}L2pMq ` }∇r1,hp¨, tq}L2pMq ď C}θ1}VpQq.
Integrating by parts and using Green’s formula (3.4), we find
(4.8)
ż T
0
ż
M
`B2t ´∆` a1pxqBt ` q1pxq˘wu1 dvn dt “ ż T
0
ż
M
apxqBtu2u1 dvn dt
`
ż T
0
ż
M
qpxqu2u1 dvn dt “ ´
ż T
0
ż
BM
Bνwu1 dσn´1 dt.
Taking (4.8), (4.6) into account, we deduce
(4.9) ´
ż T
0
ż
M
apxqBtu2u1px, tqdvn dt “
ż T
0
ż
BM
pΛa1,q1 ´ Λq2,q2q fhpx, tqghpx, tqdσn´1 dt
`
ż T
0
ż
M
qpxqu2u1 dvn dt
where gh is given by
ghpx, tq “ pθ1ψ´a1qpx, tqeiϕpx,tq{h, px, tq P Σ.
It follows from (4.9), (4.6) and (4.3) that
(4.10) ih´1
ż T
0
ż
M
apxqpθ2θ1qpx, tqpψa2ψ´a1qpx, tqdvn dt “ż T
0
ż
BM
gh pΛa1,q1 ´ Λa2,q2q fh dσn´1 dt´ ih´1
ż T
0
ż
M
apxqpθ2ψa2qpx, tqr1,heiϕ{h dvndt
`
ż T
0
ż
M
apxqBtpθ2ψa2qpx, tqθ1ψa1px, tqdvndt`
ż T
0
ż
M
apxqBtpθ2ψa2qpx, tqr1,hpt, xqeiϕ{h dvndt
`
ż T
0
ż
M
apxqBtr2,hpθ1ψa1qpx, tqe´iϕ{h dvndt`
ż T
0
ż
M
apxqBtr2,hpx, tqr1,hpx, tqdvndt
`
ż T
0
ż
M
qpxqu2px, tqu1px, tqdvndt
“
ż T
0
ż
BM
gh pΛa1,q1 ´ Λa2,q2q fh dσn´1 dt`Rh.
In view of (4.7) and (4.4), we have
(4.11) |Rh| ď C}θ1}VpQq}θ2}VpQq.
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On the other hand, by the trace theorem, we findˇˇˇˇ ż T
0
ż
BM
pΛa1,q1 ´ Λa2,q2q pfhqgh dσn´1 dt
ˇˇˇˇ
ď }Λa1,q1 ´ Λa2,q2}}fh}H1pΣq}gh}L2pΣq
ď Ch´3}θ1}VpQq}θ2}VpQq}Λa1,q1 ´ Λa2,q2}.(4.12)
The estimate (4.2) follows easily from (4.10), (4.11) and (4.12).
This completes the proof of the Lemma. 
Lemma 4.2. There exists C ą 0 such that for any Ψ P H2pSyM1q, the following estimate
(4.13) |
ż
S`y M1
ˆ
exp
ˆ
´1
2
Ipaqpy, ξq
˙
´ 1
˙
Ψpξqdωypξq|
ď C `h` h´2}Λa1,q1 ´ Λa2,q2}˘ }Ψ}H2pSyM1q.
holds for any y P BM1.
We use the notation
S`y M1 “
 
ξ P SyM1 : xν, ξy ă 0
(
.
Proof. We take two solutions to (3.11) of the formrθ1pt, r, ξq “ α´1{4φpt´ rqΨpξq,rθ2pt, r, ξq “ α´1{4φpt´ rq.
Now we change variable in the left term of (4.1), x “ expyprξq, r ą 0 and ξ P SyM1, we have
(4.14)
ż T
0
ż
M
apxqpθ1θ2qpx, tqψapx, tqdvn dt
“
ż T
0
ż
S`y M1
ż ℓ`py,ξq
0
rapr, y, ξqprθ1rθ2qpt, r, ξq rψapt, r, ξqα1{2 dr dωypξqdt
“
ż T
0
ż
S`y M1
ż ℓ`py,ξq
0
rapr, y, ξqφ2pt´ rq rψapt, r, ξqΨpξqdr dωypξqdt
“
ż T
0
ż
S`y M1
ż
R
rapt´ τ, y, ξqφ2pτq rψapt, t´ τ, ξqΨpξqdτ dωypξqdt
“
ż T
0
ż
S`y M1
ż
R
rapt´ τ, y, ξqφ2pτq expˆ´1
2
ż t
0
raps´ τ, y, ξqds˙Ψpξqdτ dωypξq
“ 2
ż
R
φ2pτq
ż
S`y M1
ż T
0
d
dt
exp
ˆ
´1
2
ż t
0
raps´ τ, y, ξqds˙Ψpξqdτ dωypξq
“ 2
ż
R
φ2pτq
ż
S`y M1
„
exp
ˆ
´1
2
ż T
0
raps ´ τ, y, ξqds˙´ 1Ψpξqdτ dωypξq.
By the support properties of the function φ, we get that the left-hand side term in (4.14) readsż
R
φ2pτq
ż
S`y M1
„
exp
ˆ
´1
2
ż T
0
raps ´ τ, y, ξqds˙´ 1Ψpξqdτ dωypξq “
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S`y M1
«
exp
˜
´1
2
ż ℓ`py,ξq
0
raps, y, ξqds¸´ 1ffΨpξqµpy, ξqdωypξq.
Then, by (4.14) and (4.2) we get
(4.15) |
ż
S`y M1
ˆ
exp
ˆ
´1
2
Ipaqpy, ξq
˙
´ 1
˙
Ψpξqdωypξq|
ď C `h` h´2}Λa1,q1 ´ Λa2,q2}˘ }Ψ}H2pSyM1q.
This completes the proof of the Lemma. 
4.2. End of the proof of the stability estimate of the absorption coefficient. Let us now complete the
proof of the stability estimate of the absorption coefficient.
We define the Poisson kernel of Bp0, 1q Ă TyM1, i.e.,
P pθ, ξq “ 1´ |θ|
2
αn|θ ´ ξ|n , θ P Bp0, 1q; ξ P SyM1.
For 0 ă κ ă 1, we define Ψκ : SyM1 ˆ SyM1 Ñ R as
Ψκpθ, ξq “ P pκθ, ξq.(4.16)
We have the following Lemma (see Appendix A for the proof).
Lemma 4.3. Let Ψκ given by (4.16), κ P p0, 1q. Then we have the following properties:
(4.17) 0 ď Ψκpθ, ξq ď 2
αnp1´ κqn´1 , @κ P p0, 1q, @ ξ, θ P SyM1.
(4.18)
ż
SyM1
Ψκpθ, ξqdωypξq “ 1, @κ P p0, 1q, @ θ P SyM1.
(4.19)
ż
SyM1
Ψκpθ, ξq|θ ´ ξ|dωypξq ď Cp1´ κq1{2n, @κ P p0, 1q, @ θ P SyM1.
(4.20) }Ψκpθ, ¨q}2H2pSyM1q ď
C
p1´ κqn`3 , @κ P p0, 1q, @ θ P SyM1.
Lemma 4.4. Let ai P A pm1, αq, qi P Qpm2q, i “ 1, 2. There exist C ą 0, δ ą 0, β ą 0 and h0 ą 0 such
that
(4.21) |Ipaqpy, θq| ď C
´
h´δ}Λa2,q2 ´ Λa1,q1} ` hβ
¯
, @ py, θq P B`SM1,
for any h ď h0. Here C depends only onM, T ,m1 andm2.
Proof. Let py, θq P B`SM1 be a fixed and let Ψκ be the positive function given by (4.16). We extend Ipaq
by zero in B´SM, then, we have
(4.22)
ˇˇˇ
exp
ˆ
´1
2
Ipaqpy, θq
˙
´ 1
ˇˇˇ
“
ˇˇˇ ż
SyM1
Ψκpθ, ξq
”
exp
´
´ 1
2
Ipaqpy, θq
¯
´ 1
ı
dωypξq
ˇˇˇ
ď
ˇˇˇ ż
SyM1
Ψκpθ, ξq
”
exp
´
´ 1
2
Ipaqpy, θq
¯
´ exp
´
´ 1
2
Ipaqpy, ξq
¯ı
dωypξq
ˇˇˇ
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`
ˇˇˇ ż
SyM1
Ψκpθ, ξq
”
exp
´
´ 1
2
Ipaqpy, ξq
¯
´ 1
ı
dωypξq
ˇˇˇ
.
Therefore, since we haveˇˇˇ
exp
´
´ 1
2
Ipaqpy, θq
¯
´exp
´
´ 1
2
Ipaqpy, ξq¯
ˇˇˇ
ď C
ˇˇˇ
Ipaqpy, θq ´ Ipaqpy, ξq
ˇˇˇ
,
and using the fact that ˇˇˇ
Ipaqpy, θq ´ Ipaqpy, ξq
ˇˇˇ
ď C |θ ´ ξ|,
we deduce upon applying Lemma 4.2 with Ψ “ Ψκpθ, ¨q the following estimationˇˇˇ
exp
´
´ 1
2
Ipaqpy, θq
¯
´ 1
ˇˇˇ
ď
C
ż
SyM1
Ψκpθ, ξq |θ ´ ξ| dωypξq ` C
´
h´2}Λa2,q2 ´ Λa1,q1} ` h
¯
}Ψκ}2H2pSyM1q.
On the other hand, by (4.20) and (4.19), we have the following inequalityˇˇˇ
exp
´
´ 1
2
Ipaqpy, θq
¯
´ 1
ˇˇˇ
ď C p1´ κq1{2n ` C
´
h´2}Λa2,q2 ´ Λa1,q1} ` h
¯
p1´ κq´p3`nq.
Selecting p1 ´ κq small such that p1 ´ κq1{2n “ hp1 ´ κq´pn`3q, that is p1 ´ κq “ h2n{1`2n2`6n, we find
two constants δ ą 0 and β ą 0 such thatˇˇˇ
exp
´
´ 1
2
Ipaqpy, θq
¯
´ 1
ˇˇˇ
ď C
”
h´δ}Λa2,q2 ´ Λa1,q1} ` hβ
ı
.
Now, using the fact that |X| ď eM |eX ´ 1| for any |X| ďM , we deduce thatˇˇˇ
´ 1
2
Ipaqpy, θq
ˇˇˇ
ď eM1T
ˇˇˇ
exp
´
´ 1
2
Ipaqpy, θq
¯
´ 1
ˇˇˇ
.
Hence, we conclude that for all θ P SyM1 and y P we haveˇˇˇ
Ipaqpy, θq
ˇˇˇ
ď C
´
h´δ}Λa2,q2 ´ Λa1,q1} ` hβ
¯
.
The proof of Lemma 4.4 is complete. 
Integrating the estimate (4.21) over B`SM1, with respect to µpy, θq dσ2n´2py, θq, then minimizing on h,
we get
(4.23) }Ipaq}L2pB`SM1q ď C}Λa2,q2 ´ Λa1,q1}
β
β`δ .
With respect to the Theorem 2.1, we have
(4.24) }a}L2pMq ď C}Ipaq}H1pB`SM1q.
By interpolation inequality and (2.7), we have
}Ipaq}2H1pB`SM1q ď C}Ipaq}L2pB`SM1q}Ipaq}H2pB`SM1q
ď C}Ipaq}L2pB`SM1q.(4.25)
Combining with (4.24) and (4.25), we get
}a}L2pMq ď C}Λa2,q2 ´ Λa1,q1}s0 ,
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where s0 “ β2pβ`δq .
Moreover, let η0 P pn{2, ηq, by Sobolev emedding and interpolation inequality, there exists δ P p0, 1q such
that
}a}C0pMq ď }a}Hη0 pMq ď C}a}δL2pMq}a}1´δHηpMq ď C}a}δL2pMq ď C}Λa2,q2 ´ Λa1,q1}δs0 .(4.26)
This completes the proof of the Ho¨lder stability estimate of the absorption coefficient.
5. STABLE DETERMINATION OF THE ELECTRIC POTENTIAL
In this section, we prove a stability estimate for the electric potential q. We use the stability result obtained
for the absorption coefficient a. Like in the previous section, we let a1, a2 P A pm1, ηq and q1, q2 P Qpm2q
such that a1 “ a2, q1 “ q2 near the boundary BM. We set
apxq “ pa1 ´ a2qpxq, qpxq “ pq1 ´ q2qpxq.
Recall that we have extended a1, a2 asW
2,8pM1q in such a way that a “ 0 and q “ 0 onM1zM.
We denote ψa2 P WpQq and ψ´a1 P WpQq the solutions of (3.12) respectively with a “ a2 and a “ ´a1
given by (3.22), and set
(5.1) ψapx, tq “ ψa2px, tqψ´a1px, tq.
We have a preleminary estimate.
Lemma 5.1. Let T ą 0. There exist C ą 0 such that for any θj P VpQq, j “ 1, 2, satisfying the transport
equation (3.11), the following estimate holds true:
(5.2) |
ż T
0
ż
M
qpxqpθ2θ1qpx, tq dvn dt| ď C
`
h` h´1}a}C0pMq ` h´3}Λa1,q1 ´ Λa2,q2}
˘ }θ1}VpQq}θ2}VpQq
for all h P p0, h0q.
Proof. From the equality (4.10) and the expressions (4.6) and (4.3), it follows that
(5.3)
ż T
0
ż
M
qpxqpθ2θ1qpx, tqψapx, tq dvndt “ ´
ż T
0
ż
BM
gh pΛa1,q1 ´ Λa2,q2q fh dσn´1 dt
` ih´1
ż T
0
ż
M
apxqpθ2θ1qpx, tqpψa2ψ´a1qpx, tqdvn dt` ih´1
ż T
0
ż
M
apxqpθ2ψa2qpx, tqqr1,heiϕ{h dvndt
´
ż T
0
ż
M
apxqBtpθ2ψa2qpx, tqpθ1ψa1qpx, tqdvndt´
ż T
0
ż
M
apxqBtpθ2ψa2qpx, tqr1,hpx, tqeiϕ{h dvndt
´
ż T
0
ż
M
apxqBtr2,hpθ1ψa1qpx, tqe´iϕ{h dvndt´
ż T
0
ż
M
apxqBtr2,hpx, tqr1,hpx, tqdvndt
´
ż T
0
ż
M
qpxqpθ1ψ´a1qpx, tqr2,hpx, tqe´iϕ{h dvndt´
ż T
0
ż
M
qpxqpθ2ψa2qpx, tqr1,hpx, tqeiϕ{h dvndt
´
ż T
0
ż
M
qpxqpr2,hr1,hqpx, tqdvndt.
We set ż T
0
ż
M
qpxqpθ2θ1qpx, tqψapx, tq dvndt “ ´
ż T
0
ż
BM
gh pΛa1,q1 ´ Λa2,q2q fh dσn´1 dt`R1h.
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In view of (4.7) and (4.4), we have
(5.4) |R1h| ď C
`
h` h´1}a}C0pMq
˘ }θ1}VpQq}θ2}VpQq.
On the other hand, by the trace theorem, we findˇˇˇˇ ż T
0
ż
BM
pΛa1,q1 ´ Λa2,q2q pfhqgh dσn´1 dt
ˇˇˇˇ
ď }Λa1,q1 ´ Λa2,q2}}fh}H1pΣq}gh}L2pΣq
ď Ch´3}θ1}VpQq}θ2}VpQq}Λa1,q1 ´ Λa2,q2}.(5.5)
Furthermore
(5.6)
ż T
0
ż
M
qpxqpθ2θ1qpx, tq dvndt “
ż T
0
ż
M
qpxqpθ2θ1qpx, tqp1 ´ ψapx, tqq dvndt
`
ż T
0
ż
M
qpxqpθ2θ1qpx, tqψapx, tq dvndt
and since
|1´ ψapx, tq| ď C}a}CpMq
we deduce thatˇˇˇˇ ż T
0
ż
M
qpxqpθ2θ1qpx, tqp1 ´ ψapx, tqq dvndt
ˇˇˇˇ
ď C}a}C0pMq}θ1}VpQq}θ2}VpQq.
Combining with (5.4), (5.5) and (5.6), the estimate (5.2) follows.
This completes the proof of the Lemma. 
Lemma 5.2. There exists C ą 0 such that for any Ψ P H2pSyM1q, the following estimate
(5.7)
ˇˇˇˇ ż
SyM1
Iqpy, ξqΨpξq dωypξq
ˇˇˇˇ
ď C `h` h´1}a}C0pMq ` h´3}Λa1,q1 ´ Λa2,q2}˘ }Ψ}H2pS`y M1q,
holds for any y P BM1.
Proof. As in Lemma 4.2, we take two solutions to (3.11) of the formrθ1pt, r, ξq “ α´1{4φpt´ rqΨpξq,rθ2pt, r, ξq “ α´1{4φpt´ rq.
We change variable in the left term of (5.2), x “ expyprξq, r ą 0 and ξ P SyM1. We have
(5.8)
ż T
0
ż
M
qpxqpθ1θ2qpx, tqdvn dt
“
ż T
0
ż
SyM1
ż ℓ`py,ξq
0
rqpr, y, ξqprθ1rθ2qpt, r, ξqα1{2 dr dωypξqdt
“
ż T
0
ż
SyM1
ż ℓ`py,ξq
0
rqpr, y, ξqφ2pt´ rqΨpξqdr dωypξqdt.
By support properties of the function φ, we getż T
0
ż
M
qpxqpθ1θ2qpx, tqdvn dt “
ˆż
R
φ2ptq dt
ż˙
SyM1
Iqpy, ξqΨpξq dωypξq.
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Then, by (5.2), we get
(5.9)
ˇˇˇˇ ż
SyM1
Iqpy, ξqΨpξq dωypξq
ˇˇˇˇ
ď C `h` h´1}a}C0pMq ` h´3}Λa1,q1 ´ Λa2,q2}˘ }Ψ}H2pS`y M1q.
This compete the proof. 
Let us now complete the proof of the stability estimate of the electric potentiel. We recall the definition
of the Poisson kernel of Bp0, 1q Ă TyM1, i-e.,
P pθ, ξq “ 1´ |θ|
2
αn|θ ´ ξ|n , θ P Bp0, 1q; ξ P SyM1.
For 0 ă κ ă 1, we define Ψκ : SyM1 ˆ SyM1 Ñ R as
Ψκpθ, ξq “ P pκθ, ξq.(5.10)
Lemma 5.3. Let ai P A pm1, αq, qi P Qpm2q, i “ 1, 2. There exist C ą 0, δ ą 0, β ą 0 and h0 ą 0 such
that
(5.11) |Ipqqpy, θq| ď C
´
h´δ}Λa2,b2 ´ Λa1,b1} ` h´δ}a}C0pMq ` hβ
¯
, @ py, θq P B`SM1,
for any h ď h0. Here C depends only onM, T ,m1 andm2.
Proof. We fix py, θq P B`SM and let the positive function Ψκ given by (5.10), we have
(5.12)
ˇˇˇ
Ipqqpy, θq
ˇˇˇ
“
ˇˇˇ ż
SyM1
Ψκpθ, ξqIpqqpy, θq dωypξq
ˇˇˇ
ď
ˇˇˇ ż
SyM1
Ψκpθ, ξq
´
Ipqqpy, θq ´ Ipqqpy, ξq
¯
dωypξq
ˇˇˇ
`
ˇˇˇ ż
SyM1
Ψκpθ, ξqIpqqpy, ξqdωypξq
ˇˇˇ
.
Since we have ˇˇˇ
Ipqqpy, θq ´ Ipqqpy, ξq
ˇˇˇ
ď C |θ ´ ξ|,
then we deduce upon applying Lemma 5.2 with Ψ “ Ψκpθ, ¨q that we have the following estimationˇˇˇ
Ipqqpy, θq
ˇˇˇ
ď C
ż
SyM1
Ψκpθ, ξq |θ ´ ξ| dωypξq
` C
´
h` h´1}a}C0pMq ` h´3}Λa2,q2 ´ Λa1,q1}
¯
}Ψκ}2H2pSyM1q.
On the other hand, by (4.20) and (4.19), we obtainˇˇˇ
Ipqqpy, θq
ˇˇˇ
ď C p1´ κq1{2n ` C
´
h´3}Λa2,q2 ´ Λa1,q1} ` h´1}a}C0pMq ` h
¯
p1´ κq´p3`nq.
Take p1 ´ κq small such that p1 ´ κq1{2n “ hp1 ´ κq´pn`3q, that is p1 ´ κq “ h2n{1`2n2`6n, we find two
constants δ ą 0 and β ą 0 such thatˇˇˇ
Ipqqpy, θq
ˇˇˇ
ď C
”
h´δ}Λa2,q2 ´ Λa1,q1} ` h´δ}a}C0pMq ` hβ
ı
.
The proof of Lemma 5.3 is complete. 
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Integrating the estimate (5.11) over B`SM1, with respect to µpy, θq dσ2n´2py, θq, then minimizing on h,
we get
(5.13) }Ipqq}L2pB`SM1q ď Cp}Λa2,q2 ´ Λa1,q1} ` }a}C0pMqq
β
β`δ .
By interpolation inequality, we get
}Ipqq}2H1pB`SM1q ď C}Ipqq}L2pB`SM1q}Ipqq}H2pB`SM1q
ď C}Ipqq}L2pB`SM1q.(5.14)
From the Theorem 2.1, it follows that
(5.15) }q}L2pMq ď Cp}Λa2,q2 ´ Λa1,q1} ` }a}C0pMqq
β
β`δ .
Using the estimate (4.26), we conclude that
}q}L2pMq ď C}Λa2,q2 ´ Λa1,q1}s1 ,
where s1 P p0, 1q. This completes the proof of the Theorem 1.4.
APPENDIX A. PROOF OF LEMMA 4.3
We define the Poisson kernel of Bp0, 1q Ă TyM1, i-e.,
P pθ, ξq “ 1´ |θ|
2
αn|θ ´ ξ|n , θ P Bp0, 1q; ξ P SyM1.
For 0 ă κ ă 1, we define Ψκ : SyM1 ˆ SyM1 Ñ R as
Ψκpθ, ξq “ P pκθ, ξq.
Let P0 the Poisson kernel for the Euclidian unit ball B0p0, 1q Ă Rn i.e.,
P0pθˆ, ξˆq “ 1´ |θˆ|
2
0
αn|θˆ ´ ξˆ|n0
, θˆ P B0p0, 1q; ξˆ P Sn´1.
where | ¨ |0 is the Euclidian norm of Rn. From the well known properties of P0, we haveż
Sn´1
P0pκθˆ, ξˆqdω0pξˆq “ 1, for all κ P p0, 1q, θˆ P Sn´1.
Let γ “ ?g :“ pγijq be definite symetric positive matrix such that γ2 “ pgijq, then we get
P pθ, ξq “ 1´ |γ
´1θ|20
αn|γ´1θ ´ γ´1ξ|n0
, θ, ξ P SyM.
we deduce from the change of variable ξˆ “ γ´1ξż
SyM1
P pκθ, ξqdωypξq “
ż
SyM1
P0pκγ´1θ, γ´1ξqdωypξq
“ 1
det γ
ż
Sn´1
P0pκγ´1θ, ξˆqpdet γqdω0pξˆq “ 1(A.1)
This complete the proof of (4.18). Let now
Vθ “
!
ξ P SyM1, |κθ ´ ξ| ď p1´ κq1{2n
)
.
ANISOTROPIC HYPERBOLIC EQUATION 29
(A.2)
ż
SyM1
Ψκpθ, ξq|θ ´ ξ|dωypξq ď
ż
SyM1
Ψκpθ, ξq|κθ ´ ξ|dωypξq ` p1´ κqż
Vθ
Ψκpθ, ξq|κθ ´ ξ|dωypξq `
ż
SyM1zVθ
Ψκpθ, ξq|κθ ´ ξ|dωypξq ` p1´ κq
p1´ κq1{2n ` 4p1´ κq1{2 ` p1´ κq ď Cp1´ κq1{2n,
and then we get (4.19).
By a simple computation, we have
|∇kξP pκθ, ξq| ď C
1´ κ2
|κθ ´ ξ|n`k , k “ 1, 2,
we deduce that
(A.3) }Ψκpθ, ¨q}2H2pSyM1q ď C
1´ κ2
p1´ κqn`4
ż
SyM1
1´ κ2
|κθ ´ ξ|n dωypξq ď
C
p1´ κqn`3 .
This complete the proof of (4.20).
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