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Abstract
We formulate an Algebraic-Coding Equivalence to the Maximum Distance Separable Con-
jecture. Specifically, we present novel proofs of the following equivalent statements. Let (q, k)
be a fixed pair of integers satisfying q is a prime power and 2 ≤ k ≤ q. We denote by Pq the
vector space of functions from a finite field Fq to itself, which can be represented as the space
Pq := Fq[x]/(xq − x) of polynomial functions. We denote by On ⊂ Pq the set of polynomials
that are either the zero polynomial, or have at most n distinct roots in Fq. Given two subspaces
Y, Z of Pq, we denote by 〈Y,Z〉 their span. We prove that the following are equivalent.
A Suppose that either:
(a) q is odd
(b) q is even and k 6∈ {3, q − 1}.
Then there do not exist distinct subspaces Y and Z of Pq such that:
(a) dim(〈Y, Z〉) = k
(b) dim(Y ) = dim(Z) = k − 1.
(c) 〈Y,Z〉 ⊂ Ok−1
(d) Y,Z ⊂ Ok−2
(e) Y ∩ Z ⊂ Ok−3.
B Suppose q is odd, or, if q is even, k 6∈ {3, q − 1}. There is no integer s with q ≥ s > k
such that the Reed-Solomon code R over Fq of dimension s can have s − k + 2 columns
B = {b1, . . . , bs−k+2} added to it, such that:
(a) Any s× s submatrix of R∪B containing the first s− k columns of B is independent.
(b) B ∪ {[0, 0, . . . , 0, 1]} is independent.
C The MDS conjecture is true for the given (q, k).
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1 The MDS Conjecture
The Maximum Distance Separable (henceforth abbreviated as ”MDS”) Conjecture is a well-
known problem in coding theory and algebraic geometry. The conjecture, first posed by Singleton
in 1964 [3], gives a possible upper-bound on the size of an MDS code. Below are some useful
interpretations of Singleton’s work.
Definition 1.1. Throughout this paper, (q, k) will be a fixed pair of integers with q a prime power
and 2 ≤ k ≤ q. A maximum distance separable (MDS) code M is a k×n matrix over Fq such that
every set of k columns of M is linearly independent.
Conjecture 1.2 (MDS Conjecture). The maximum width n of such a code is q + 1, unless q is
even and k ∈ {3, q − 1}, in which case the maximum width is q + 2.
There is a vast literature on this conjecture. See [4] and the many other references cited therein.
One result related to our main theorem is:
Theorem 1.3 ([5, 1]). The MDS Conjecture is true whenever k ≤ 2p− 2.
2 Main Result
In section, we present our main result. We need first some definitions:
Definition 2.1. A Reed-Solomon Code of dimension k is a k × q matrix over Fq such that each
column of the matrix is of the form [1, a, a2, . . . , ak−2, ak−1]⊥ for some a ∈ Fq.
Definition 2.2. An Extended Reed-Solomon Code is a Reed-Solomon Code with the column
[0, 0, 0, . . . , 0, 1]⊥ appended.
Both Reed-Solomon and Extended Reed-Solomon Codes are MDS codes. It is proved in [6], for
odd q, no column other than the one previously defined can be appended to a Reed-Solomon Code
to produce another MDS code.
Definition 2.3. We denote by Pq the ring Fq[x]/(xq − x) of polynomial functions over Fq.
Observe that Pq is a vector space over Fq. Recall that every function from Fq to itself is realized
by some polynomial function in Pq.
Definition 2.4. For every non-negative integer n, we define the subset On ⊂ Pq as the set of
polynomials in Pq that are either the zero polynomial, or have at most n distinct roots in Fq.
Note that, if n ≥ q, then On = Pq.
Following is our main result:
Theorem 2.5. The following statements are equivalent.
A Suppose that either:
(a) q is odd
(b) q is even and k 6∈ {3, q − 1}.
Then there do not exist distinct subspaces Y and Z of Pq such that:
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(a) dim(〈Y,Z〉) = k
(b) dim(Y ) = dim(Z) = k − 1.
(c) 〈Y,Z〉 ⊂ Ok−1
(d) Y, Z ⊂ Ok−2
(e) Y ∩ Z ⊂ Ok−3.
B Suppose q is odd, or, if q is even, k 6∈ {3, q − 1}. There is no integer s with q ≥ s > k
such that the Reed-Solomon code R over Fq of dimension s can have s − k + 2 columns
B = {b1, . . . , bs−k+2} added to it, such that:
(a) Any s× s submatrix of R∪ B containing the first s− k columns of B is independent.
(b) B ∪ {[0, 0, . . . , 0, 1]} is independent.
C The MDS conjecture is true for the given (q, k).
3 Proof of Theorem 2.5
Theorem 2.5 follows from the following set of equivalences which are of independent interest.
Theorem 3.1. (1) Suppose that either:
(a) q odd
(b) q even and k 6∈ {3, q − 1}.
The MDS Conjecture is true for the given (q, k).
That is, for the given (q, k), the maximum width of a k × n matrix such that every set of k
columns of M is linearly independent is q + 1.
(2) Let M ′ be a k× (q + 2) matrix. Then some (nontrivial Fq-)linear combination of the rows of
M ′ has at least k zero entries.
(3) Let M ′ be a k × (q + 2) matrix such that the first two columns of M ′ are [1, 0, . . . , 0]t and
[0, 1, 0, . . . , 0]t. Then some linear combination of the rows of M ′ has at least k zero entries.
(4) There do not exist distinct subspaces Y and Z of Pq such that
(a) dim(〈Y,Z〉) = k.
(b) dim(Y ) = dim(Z) = k − 1.
(c) 〈Y,Z〉 ⊂ Ok−1
(d) Y ∪ Z ⊂ Ok−2
(e) Y ∩ Z ⊂ Ok−3.
(5) Suppose q is odd, or, if q is even, k 6∈ {3, q − 1}. There is no integer s with q ≥ s > k
such that the Reed-Solomon code R over Fq of dimension s can have s − k + 2 columns
B = {b1, . . . , bs−k+2} added to it, such that:
(a) Any s× s submatrix of R∪ B containing the first s− k columns of B is independent.
(b) B ∪ {[0, 0, . . . , 0, 1]} is independent.
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Proof. (1)⇔ (2)
The statement (1) is that q + 1 is the maximum width n of a k × n matrix M , such that every
set of k columns of M is linearly independent. This is equivalent to the statement (A), defined
to be, that there is no k × (q + 2) matrix M ′ such that every set of k columns of M ′ is linearly
independent. Let M ′ be a k× (q+ 2) matrix. Then (A) is equivalent to the statement (B), defined
to be that some k columns of M ′ form a k × k submatrix that is singular.
Let A be a k× k submatrix of M ′. Then let ~ri denote the ith row of M ′ and let ~ri,A denote the
ith row of A. Then each ~r`,A consists of the entries of ~r` within the submatrix A.
The condition (B) is that M ′ has some k × k submatrix A that is singular. Equivalently, (C),
defined to be that for some k × k submatrix A of M ′, and some set ai of coefficients in Fq, not all
zero, that
∑
i ai~ri,A =
~0. But to say that
∑
i ai~ri,A =
~0 is to say that the j-th entry (
∑
i ai~ri)j of the
row vector
∑
i ai~ri is zero whenever the j-th column of M is part of the submatrix A. Therefore,
(C) is equivalent to the statement (D), defined to be that there exists a set A of k columns of M ′,
and a linear combination ~r =
∑
i ai~ri of the rows of M
′, such that the entry of ~r at each column
in A is zero. That is, (2) that for some linear combination ~r = ∑i ai~ri of the rows of M ′, ~r has at
least k zero entries.
(2)⇔ (3)
First, we separate the right k × q submatrix T of M ′ from the two leftmost columns, which we
call ~v and ~w. We can reduce to the case where ~v and ~w are linearly independent, because if they
are linearly dependent, then any k × k submatrix of M ′ containing ~v and ~w is singular. Such a
submatrix will exist because k ≤ q < q+ 2. Furthermore, we can reduce to the case where the rows
of T are linearly independent. If the rows of T are linearly dependent, then there exists a linear
combination of the rows with q zeroes.
M ′ =
[
~v ~w | T ]
k×(q+2)
The property that some k × k submatrix is singular is unaffected by left-multiplication by an
invertible k × k matrix. This is because left-multiplication by an invertible k × k matrix takes
invertible k × k submatrices to invertible k × k submatrices, and singular k × k submatrices to
singular k × k submatrices. We can therefore left-multiply by some invertible matrix that takes ~v
to [1, 0, . . . , 0]t and ~w to [0, 1, 0, . . . , 0]t. Such a matrix exists due to the assumption that ~v and
~w are linearly independent. We perform such a left-multiplication on M ′, and henceforth assume
that M ′ is of the above form, with ~v = [1, 0, . . . , 0]t and ~w = [0, 1, 0, . . . , 0]t.
(3)⇔ (4)
Suppose M ′ is a matrix of the form:
M ′ =
[
~v ~w | T ]
k×(q+2)
with ~v = [1, 0, . . . , 0]t and ~w = [0, 1, 0, . . . , 0]t. Let ~ri denote the i
th row of M ′ and ~ti denote the
ith row of the submatrix T . Observe that this implies that each ~ri is of the form [δ1,i, δ2,i|~ti], where
δi,j is the Kronecker delta function.
The condition (3) is now that, without any further conditions on M ′, there must be a linear
combination ~r =
∑
i ai~ri of the rows ~ri of M
′ that has k zero entries.
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Let ~r =
∑
i ai~ri, and let ~t =
∑
i ai~ti, which is ~r with the first two entries dropped. Then because
~v = [1, 0, . . . , 0]t and ~w = [0, 1, 0, . . . , 0]t, we have (~r)1 = a1, and (~r)2 = a2, where (~r)j denotes the
jth entry of ~r. What is relevant is that (~r)1 = 0 if and only if a1 = 0, and (~r)2 = 0 if and only if
a2 = 0.
Therefore, ~r has at most k − 1 zero entries if and only if all of the following hold:
1. ~t has at most k − 1 zero entries.
2. ~t has at most k − 2 zero entries if either a1 = 0 or a2 = 0.
3. ~t has at most k − 3 zero entries if a1 = a2 = 0.
The condition (3) then becomes (E), defined to be that for some linear combination ~r0 =
∑
i ai~ri,
and ~t0 =
∑
i ai~ti, one of the following hold:
1. ~t0 has at least k zero entries.
2. ~t0 has at least k − 1 zero entries if either a1 = 0 or a2 = 0.
3. ~t0 has at least k − 2 zero entries if a1 = a2 = 0.
We proceed by identifying the ~ti with elements of Pq in the following way. We identify columns
j of T with elements αj of Fq, such that αi 6= αj if i 6= j. Then we identify each row ~ti with the
unique function fi in Pq defined by fi(αj) = (~ti)j for all 1 ≤ j ≤ q.
Then the linear combinations of the ~ti are precisely the elements of the k-plane in Pq spanned
by the fi. Furthermore, an entry (~ti)j is zero if and only if fi(αj) is zero. We then translate the
above condition.
Let ~r =
∑
i ai~ri and f =
∑
i aifi. Then ~r has at most k − 1 zero entries if and only if the
following hold:
1. f has at most k − 1 zeroes.
2. f has at most k − 2 zeroes if either a1 = 0 or a2 = 0.
3. f has at most k − 3 zeroes if a1 = a2 = 0.
The condition (E) then becomes (F), defined to be that for some linear combination ~r0 =
∑
i ai~ri,
and f0 =
∑
i aifi, one of the following hold:
1. f0 has at least k zeroes.
2. f0 has at least k − 1 zeroes if either a1 = 0 or a2 = 0.
3. f0 has at least k − 2 zeroes if a1 = a2 = 0.
Let YT and ZT be the planes YT = 〈{fi|i 6= 1}〉 and ZT = 〈{fi|i 6= 2}〉. YT and ZT are (k − 1)-
planes because the rows of T are linearly independent, and each of YT and ZT is generated by k−1
rows. Similarly, 〈YT , ZT 〉 is a k-plane.
Then (F) is equivalent to (G), defined to be that one of the following hold:
1. 〈YT , ZT 〉 6⊂ Ok−1.
2. YT 6⊂ Ok−2.
3. ZT 6⊂ Ok−2.
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4. YT ∩ ZT 6⊂ Ok−3.
It remains to show that any subspaces Y0 and Z0 satisfying both
1. dim(〈Y0, Z0〉) = k
2. dim(Y0) = dim(Z0) = k − 1
can be constructed in this way, as Y0 = YT , and Z0 = ZT , for some k × q matrix T .
Fix such subspaces Y0 and Z0. Recall that
dim(Y0) + dim(Z0) = dim(Y0 ∩ Z0) + dim(〈Y0, Z0〉)
and
dim(Y0) = dim(Z0) = k − 1
and furthermore
dim(〈Y0, Z0〉) = k.
Thus,
2k − 2 = dim(Y0 ∩ Z0) + k
so that
dim(Y0 ∩ Z0) = k − 2.
Thus we can find a set N of k− 2 linearly independent vectors that span Y0 ∩Z0. Then we can
find a vector ~y ∈ Y0 and ~z ∈ Z0, such that 〈~y,N〉 = Y0, and 〈~z,N〉 = Z0. Then, viewing N as a
q × k − 2 matrix N , we set
T =
[
~z ~y | N ]t
so that Y0 = YT and Z0 = ZT .
Then since any subspaces Y and Z of Pq satisfying dim(〈Y0, Z0〉) = k and dim(Y0) = dim(Z0) =
k − 1 can be expressed as YT and ZT for some T , (G) is equivalent to the statement (H), defined
to be that for any such subspaces Y and Z, we must have either
1. 〈Y,Z〉 6⊂ Ok−1, or
2. Y 6⊂ Ok−2, or
3. Z 6⊂ Ok−2, or
4. Y ∩ Z 6⊂ Ok−3.
That is, (4) says that we cannot have subspaces Y and Z of Pq satisfying:
1. dim(〈Y,Z〉) = k
2. dim(Y ) = dim(Z) = k − 1.
3. 〈Y,Z〉 ⊂ Ok−1
4. Y, Z ⊂ Ok−2
5. Y ∩ Z ⊂ Ok−3.
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(1)⇔ (5)
The following was developed independently of the rest of the theorem. The connections will be
commented upon later.
Suppose we have an MDS code M ′ of size k× q+ 2, which is conjectured to be impossible. We
will construct objects whose existence will be equivalent to the failure of the MDS conjecture.
M ′ =
[
~v ~w | M ]
k×q+2
First, we separate the right k × q submatrix M of M ′ from its additional columns ~v and ~w.
We will speak of “linear combinations of the rows.” By this, we will mean the image of M ′
upon left-multiplication by a row vector of length k, which takes M ′ to a single row vector of length
q + 2.
The independence hypothesis is then equivalent to no linear combination of the rows of M ′
having k zeroes. Splitting into three cases:
• No linear combination of the rows of M has k zeroes.
• Row combinations taking ~v or ~w to zero never take k − 1 columns of M to zero.
• Row combinations taking both ~v and ~w to zero never take k − 2 columns of M to zero.
Observe that, after labelling the columns of M with the elements of Fq, the rows of M can be
viewed as the value sets of polynomials over Fq. Indeed, they define unique polynomials of degree
≤ q − 1. That is, they can be viewed as vectors in the space Fqq of polynomials of degree ≤ q − 1
over Fq.
Due to linearity, linearly combining the rows of M traverses the k-dimensional space that the
rows span.
Furthermore, a zero in a linear combination of the rows of M represents a zero of the polynomial
it represents.
We define s such that the highest degree of a polynomial represented by a row of M is s − 1.
Then, the rows of M span a k-dimensional subspace of the space of polynomials of degree ≤ s− 1,
which is isomorphic to Fsq.
[ Note that the MDS conjecture is known to be true whenever s = k]. The independent
hypothesis is now equivalent to the following:
There exists a k-dimensional subspace X of Fsq, and distinct (k − 1)-dimensional subspaces
Y,Z ⊂ X such that:
• No polynomial in X has k distinct roots.
• No polynomial in Y or Z has k − 1 distinct roots.
• No polynomial in Y ∩ Z has k − 2 distinct roots.
• Some polynomial in X has a nonzero xs−1 term.
The subspaces Y and Z arise from the observation that row combinations taking ~v (~w) to
zero are a (k − 1)-dimensional subspace of the linear combinations of the rows of M ′, and row
combinations taking both ~v and ~w to zero are a (k−2)-dimensional subspace (Y ∩Z has dimension
k − 2).
Assuming the polynomials are coordinatized coefficient-wise, with the kth entry the coefficient
of degree (k − 1), there is a simple condition for a polynomial having a certain root in Fq.
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(We say that two vectors are orthogonal if they have dot product zero with respect to the basis
implied above.)
Lemma 3.2. A polynomial in Fsq is has a field element a as a root if and only if it is orthogonal
to the vector ~ra = [1, a, a
2, a3 . . . as−1].
Corollary 3.3. The set of polynomials with k distinct roots is precisely the set orthogonal to the
span 〈~ra1 , . . . , ~rak〉, for some choice of k field elements.
Corollary 3.4. A set of polynomials does not have k distinct roots if and only if it does not intersect
/langle~ra1 , . . . , ~rak/rangle
⊥ for any choice of k field elements.
Thus, X does not intersect 〈~ra1 , . . . , ~rak〉⊥ for any choice of k field elements.
Furthermore, X is not contained within the perp space [0, 0, . . . , 1]⊥, because, by hypothesis,
there is some polynomial in X with nonzero degree-(s− 1) coefficient.
The independent condition can be translated:
• X is disjoint from all perp spaces 〈~ra1 , . . . , ~rak〉⊥, for all choices of k field elements.
• Y and Z are disjoint from all perp spaces 〈~ra1 , . . . , ~rak−1〉⊥, for all choices of k − 1 field
elements.
• Y ∩Z are disjoint from all perp spaces 〈~ra1 , . . . , ~rak−2〉⊥, for all choices of k−2 field elements.
• X 6⊆ [0, 0, . . . , 1]⊥.
Observe that all the conditions of disjointness are between spaces whose dimension add up to
the whole dimension of the space. By non-degeneracy of the dot product as a bilinear form, the
perp spaces of the disjoint spaces are equivalently disjoint. Also, X 6⊆ [0, 0, . . . , 1]⊥ is equivalent to
[0, 0, . . . , 1] 6∈ X⊥.
After taking duals, the condition becomes:
• X⊥ (henceforth just X), an (s − k)-dimensional space, is disjoint from 〈~ra1 , . . . , ~rak〉, for all
such choices of k field elements.
• Y ⊥ and Z⊥ (similarly), (s − k + 1)-dimensional spaces containing X⊥, are disjoint from
〈~ra1 , . . . , ~rak−1〉, for all such choices of k − 1 field elements.
• 〈Y ⊥Z⊥〉, an (s−k+2)-dimensional space, is disjoint from 〈~ra1 , . . . , ~rak−2〉, for all such choices
of k − 2 field elements.
• [0, 0, . . . , 1] 6∈ X⊥.
Observe that the ~ra, viewed as columns of a matrix, form a Reed-Solomon code, R.
Y and Z, as defined, exist if and only if independent vectors ~y and ~z exist s.t. Y = 〈X, ~y〉, Z =
〈X,~z〉. Similarly, there must exist a basis B of X of s− k vectors. Write ~p = [0, 0, . . . , 1].
Then can write a new s× (q + s+ 3− k) matrix,[
~p | ~y | ~z | B | R]
s×q+3+s−k
and translate to conditions on this matrix:
• {R ∪ ~p} is an extended Reed-Solomon Code.
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• Any s× s submatrix containing B but not ~p is invertible.
• B does not span ~p. 1
We have proved that (1) ⇐⇒ (5) and so Theorem 3.1 is proved.
4 Algorithm
We present an algorithm in an appendix: Appendix A which we use to verify the equivalences
[B] and [C] in Theorem 2.5 for all primes q provided they are not too large. The algorithm
checks for linear independence of square matrices: Theorem 3.1(5a) and for any non-square matrix:
Theorem 3.1(5b). Note that a q value of 101 was used. We believe that a modified version of
condition [B] should allow a modified version of our algorithm to cover larger primes and it is of
interest to then see what [C] translates to. We do not currently have an algorithm which tests the
equivalences [A] and [C] in Theorem 2.5 for a set of primes q. It is of interest to produce such an
computational algebraic algorithm and use it to gain insight into how the two equivalences [A] and
[C] and [B] and [C] compare with each other in information and and intuition they provide. All of
this is work in progress.
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