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Resumen
En el mundo en el que vivimos se reconocen tres dimensiones espaciales.
Por ello, desde los orígenes de los tiempos los humanos han tratado de re-
presentar esta tercera dimensión. Más allá de la industria del cine, la imagen
tridimensional ha supuesto una revolución en multitud de disciplinas. Sin
embargo, los sistemas actuales disponibles presentan numerosas limitaciones
que impiden un uso más extendido. Además, todavía no se han explorado ni
explotado todas las ventajas y aplicaciones de la imagen 3D.
En la presente tesis se hace un recorrido por parte de la tecnología 3D
disponible estudiando ventajas, limitaciones y aplicaciones. De las diferentes
alternativas para la captura y visualización de imagen 3D, se exploran los
dispositivos autoestereoscópicos multivista, la imagen integral, la imagen con
información de rango y la fotometría estéreo. Además, se utiliza una técnica
similar a la luz estructurada para obtener imágenes bidimensionales o incluso
imágenes tridimensionales con detectores sin resolución espacial. Los estudios
realizados en esta tesis nos permiten decantarnos por una u otra tecnología
dependiendo de la aplicación. El objetivo no es pues proponer una única
alternativa de tecnología para imagen tridimensional, sino ofrecer una visión
general de las distintas técnicas disponibles y plantear soluciones a algunas
de las limitaciones principales.
xi
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Capítulo 1
Introducción
La ciencia de hoy es
la tecnología del mañana.
Edward Teller
1.1. Motivación
La expresión vale más una imagen que mil palabras cobra sentido al des-
cubrir que procesamos las imágenes 600 veces más rápido que los textos; que
más de un 70% de la información que recibimos del mundo que nos rodea
se realiza a través de la vista; o que recordamos el 80% de lo que vemos
frente al 20% de lo que leemos. Es mucha la información que recibimos a
partir de una imagen, pero mucha más la que podríamos percibir añadiendo
dimensionalidad a la misma. Por eso, ya desde nuestros orígenes los huma-
nos hemos tratado de representar nuestro entorno con el máximo número de
dimensiones, para así conseguir ser más ﬁeles a la realidad. Por ejemplo, en
las pinturas rupestres levantinas que se pueden encontrar en el arco medi-
terráneo de la península ibérica, los chamanes del paleolítico narraron los
conﬂictos bélicos o las cacerías a través de ﬁguras humanas y animales que
por sus posturas, intentan representar escenas que sugieren un gran dinamis-
mo. Además, algunos expertos señalan que en algunas de estas pinturas, se
adivina el uso de una perspectiva muy rudimentaria, utilizando cierta línea
de fuga, para conseguir así sensación de profundidad. Como sabemos, el di-
namismo lo conseguimos en la actualidad a través de los vídeos pero todavía
no se ha aﬁanzado una única tecnología para la captura y visualización de
imágenes en tres dimensiones (3D).
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La industria cinematográﬁca fue la primera en explorar la tecnología 3D,
con la primera proyección de un largometraje en 3D en 1922. La película,
The Power of Love, no tuvo ningún éxito, pero sirvió para despertar el inte-
rés por la cinematografía en 3D, que tras periodos de decadencia, se volvió
a popularizar en 2010, con el estreno de la película Avatar. Pero aunque los
inicios de la imagen 3D se encuentran en la industria cinematográﬁca, hoy
en día el 3D va mucho más allá de las películas, aumentando su utilidad
y popularidad en numerosos campos. Desde el ocio a la medicina, pasando
por la arquitectura, la tecnología 3D está cada vez más presente en nuestras
vidas. Impresoras, ecografías, tomografía computerizada, entornos interacti-
vos, televisores... cientos son los ejemplos que muestran el creciente interés
por ser capaces de capturar y representar la información en tres dimensio-
nes. Por eso, las últimas décadas han venido marcadas por la investigación,
desarrollo y comercialización de la tecnología 3D.
Pero cuando hablamos de imagen 3D, ¾a qué nos referimos? Una imagen
2D se puede deﬁnir mediante una función real bidimensional f(x, y). Gene-
ralmente estas imágenes se imprimen en algún medio o se muestran en una
pantalla y cada pixel o punto representa el valor de f en ese punto (x, y).
Una imagen 3D será aquella que incorpore en su representación la informa-
ción de profundidad de los objetos. En este caso, la representación de la
función f(x, y, z) en un dispositivo no resulta tan directa. Sin embargo, al
igual que sucede con las imágenes bidimensionales, el proceso de formación
de una imagen 3D se divide en dos etapas. La primera consiste en capturar
la escena, y la segunda en representar la información capturada en algún
medio o dispositivo. Dependiendo de los sensores utilizados para la captura
y la forma de representar la información tridimensional se puede realizar una
clasiﬁcación como la mostrada en la ﬁgura 1.1.
Hasta el momento, las cámaras y sensores más utilizados son capaces de
capturar únicamente imágenes 2D, perdiendo así la información de profun-
didad de las escenas. Idealmente, para poder capturar las tres dimensiones
de la escena habría que utilizar un sensor tridimensional. El problema en
la captura de imagen 3D reside en la diﬁcultad de encontrar la estrategia
adecuada para obtener información tridimensional, utilizando detectores bi-
dimensionales. Por ello, se hace necesario estudiar diversas estrategias que
permitan aumentar la dimensionalidad en la captura de forma práctica.
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Figura 1.1: Clasiﬁcación de técnicas disponibles para conseguir imagen 3D.
Existen múltiples métodos para capturar información de profundidad de
las escenas, muchas de las cuales ya se utilizaban en los años 70 [2]. La ad-
quisición 3D de los objetos se puede dividir en dos categorías, tecnologías
con o sin contacto contacto [3]. La tecnología con contacto determina la in-
formación 3D a través del contacto físico mientras que las otras no necesitan
interactuar mecánicamente con el objeto. Estas últimas se suelen dividir a
su vez en métodos geométricos, interferométricos y tiempo de vuelo (Time
Of Flight, TOF). En primer lugar, los métodos geométricos explotan la re-
lación geométrica entre los objetos de la escena y el sistema de formación
de imagen. Las técnicas basadas en interferometría, explotan la naturale-
za ondulatoria de la luz y, por lo tanto, calculan las distancias a partir de
fenómenos interferenciales. Los métodos de TOF calculan la profundidad
midiendo el tiempo que tarda una señal luminosa en recorrer la distancia
entre el objeto y un detector de luz. Como los más utilizados en soluciones
económicas y de media distancia son los métodos geométricos, estos son los
que se estudian en esta tesis. En particular, algunas técnicas geométricas de
imagen 3D, obtienen información de profundidad a partir de varias imágenes
bidimensionales de una misma escena. Analizar cómo mejorar la estrategia
para obtener información más precisa con un número limitado de vistas, así
como proponer aplicaciones de esta metodología será clave para su expansión.
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Otro método geométrico utilizado para la reconstrucción de la superﬁcie
3D de un objeto es el empleo de luz estructurada, que se basa en la pro-
yección de un patrón de iluminación conocido. De la deformación de dicho
patrón al incidir sobre los objetos de la escena, es posible inferir las posi-
ciones 3D de determinados puntos de las superﬁcies de dichos objetos. Una
estrategia similar a la luz estructurada se ha utilizado en el ámbito de la
imagen bidimensional, para conseguir imágenes 2D, a partir de sensores sin
resolución espacial. Se trata de las denominadas cámaras de un sólo píxel que
han adquirido cierta relevancia en la última década, y podrían convertirse en
una alternativa real a los sensores tradicionales. En este tipo de cámaras, la
segunda dimensión se resuelve, de nuevo, a partir de la proyección de un con-
junto de patrones conocidos, pero en este caso, no se estudia la deformación
de dichos patrones, sino que se mide, con un detector sin resolución espacial,
la luz reﬂejada por cada patrón. Este proceso nos permite obtener imágenes
bidimensionales utilizando sensores sin resolución espacial, o incluso, como
veremos en esta tesis, nos permite obtener imágenes tridimensionales a partir
de sensores sin resolución espacial.
El principal problema de las cámaras con un sólo píxel es que requieren la
proyección secuencial de un conjunto de funciones, lo que limita la velocidad
del proceso de adquisición de la imagen. Además, este tiempo aumenta al
incrementar la resolución. Es por ello que, aunque la idea básica de cámara
de un solo píxel la propuso el profesor Marcel Golay en 1949 [4], no fue hasta
el año 2006 cuando comenzaron a popularizarse con el uso de los modula-
dores espaciales de luz y la aparición de la primera cámara de un solo píxel
que utilizaba la técnica de muestreo compresivo (Compressive Sensing, CS)
[5]. La técnica de CS permite reconstruir una imagen utilizando un número
de medidas menor que el número total de píxeles de la imagen, y por tanto,
permite reducir el tiempo de adquisición. Aun así, la reducción del tiempo
de proyección sigue siendo un reto en la generación de vídeos de alta reso-
lución en tiempo real. Por ello, están surgiendo numerosas alternativas para
superar esta limitación, una de las cuales se propone en esta tesis.
Por otro lado, una vez se ha capturado la información tridimensional,
se han de buscar soluciones para la visualización 3D. En la disciplina de la
informática gráﬁca y los gráﬁcos por ordenador se suele hacer una recons-
trucción tridimensional de la escena para que el usuario, de forma interactiva,
elija la perspectiva de visualización. Otra opción consiste en representar la
profundidad en escala de grises, donde los valores de los píxeles se corres-
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ponden con la profundidad de dicho punto de la escena. A esta técnica se la
conoce como imagen con información de rango (range imaging). En ambos
casos, aunque se habla de imagen 3D, porque el ordenador tiene almacena-
da la información de profundidad de la escena, la visualización sigue siendo
bidimensional. Para que el usuario pueda experimentar la sensación de pro-
fundidad, tienen que llegarle dos imágenes distintas de la escena a sus ojos.
La tecnología más extendida de visualización tridimensional tiene sus bases
en la visión estereoscópica, cuyos primeros trabajos surgieron en 1838 [6].
Este principio imita el funcionamiento del sistema visual humano, un sis-
tema binocular con dos sensores que debido a su separación obtienen dos
perspectivas distintas de una misma escena. Estas dos imágenes ligeramente
distintas llegan a nuestro cerebro que las fusiona, consiguiendo así formar la
sensación 3D. En estereoscopía, el par de imágenes se hacen llegar a los ojos
del usuario a través de unas gafas de conmutación o polarizadas. Sin embar-
go, dado los inconvenientes de esta técnica, han aparecido más recientemente
los dispositivos autoestereoscópicos, que muestran una imagen tridimensio-
nal a múltiples espectadores sin la necesidad de utilizar cristales o gafas [7].
Los dispositivos autoestereoscópicos se pueden clasiﬁcar en tres catego-
rías [8]. (1) dispositivos 3D multivista, (2) dispositivos 3D volumétricos y
(3) dispositivos de holografía digital. Desde un punto de vista teórico, los
dispositivos holográﬁcos son los que presentan una mejor experiencia de vi-
sualización 3D. Sin embargo, existen numerosas limitaciones que restringen
su aplicación, como por ejemplo la necesidad del uso de iluminación coheren-
te. Por otro lado, los dispositivos 3D volumétricos son capaces de representar
la información 3D de un objeto físicamente dentro de un espacio cerrado, sin
embargo, el principal inconveniente reside en la incapacidad de reconstruir
escenas con objetos opacos o con oclusiones. Por ello, en esta tesis sólo se
estudian los dispositivos de visualización autoestereoscópica multivista.
De entre la tecnología existente, los dispositivos 3D multivista y en par-
ticular las pantallas que utilizan hojas lenticulares cilíndricas, han sido am-
pliamente utilizadas [9, 10]. Una de las limitaciones principales de este tipo
de pantallas es que sólo proporcionan paralaje horizontal. Esto no es en
realidad una limitación si está pensada para una visualización pasiva, pero
si se quiere lograr paralaje en ambas direcciones, la técnica de imagen inte-
gral utiliza lentes esféricas en lugar de cilíndricas [11, 12]. Existen además
una gran variedad de dispositivos con distintas prestaciones. Sin embargo,
dada la necesidad de capturar, grabar y visualizar grandes cantidades de
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datos, en muchos estudios se aﬁrma que la generación de contenido para la
visualización 3D es un reto del futuro [13]. De hecho, incluso existen con-
gresos dedicados únicamente a la generación de contenido para pantallas 3D.
Para visualizar una imagen 3D utilizando esta tecnología, no es necesario
conocer la profundidad en cada punto de la imagen, sino que basta con
realizar tantas capturas bidimensionales como vistas tenga el dispositivo de
visualización. De este modo, aunque en este caso no se conoce la tercera
dimensión, también se consideran imágenes 3D. Por lo tanto, la deﬁnición de
imagen 3D no es tan directa como la de imagen 2D y para cada aplicación,
será necesario estudiar qué tecnología de captura y visualización es la más
apropiada. Por ejemplo, en el caso de querer conocer con precisión el tamaño
de los objetos de una escena, por ejemplo, para el diagnóstico clínico, la
imagen 3D más apropiada será aquella que se haya capturado con técnicas
activas. Sin embargo, si el objetivo consiste en ofrecer una experiencia de
visualización 3D a múltiples usuarios, lo más apropiado será utilizar técnicas
pasivas para la captura. Estas últimas presentan además la ventaja de ser
económicas ya que no necesitan un hardware especíﬁco y se suelen utilizar los
sensores tradicionales de imagen bidimensional para la captura. Por ello, en
esta tesis se explotan las técnicas de captura de información 3D con modelos
geométricos y la visualización multivista.
1.2. Objetivos
En la ﬁgura 1.2 se muestra una clasiﬁcación de los métodos de captura
y visualización de imagen 3D utilizados a lo largo de esta tesis. Como se
puede observar, la tesis se centra en estudiar y explotar las técnicas de cap-
tura de información 3D a partir de métodos geométricos. La estrategia más
apropiada para capturar imagen 3D se determina a partir de la aplicación.
En esta tesis se demuestra, por ejemplo, cómo la imagen integral presenta
ventajas sobre otras estrategias de imagen 3D para la aplicación particular
de reconocimiento de gestos. Además, también se propone un algoritmo para
la obtención de vistas virtuales para minimizar el número de capturas nece-
sarias de una escena. Finalmente, es objeto de esta tesis ampliar el abanico
de posibilidades de la imagen 3D utilizando para ello el nuevo modelo de
imagen surgido a partir de las cámaras de un solo píxel.
Los objetivos concretos de esta tesis son los siguientes:
Proponer un modelo de calibración y rectiﬁcación de múltiples cáma-
ras.
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Figura 1.2: Esquema de la tesis donde se destacan las técnicas de imagen
3D utilizadas en cada capítulo.
Plantear un algoritmo de gereración de vistas virtuales para ser capaces
de, a partir de un número limitado de vistas, generar contenido para
la visualización 3D en dispositivos multivista.
Explorar las ventajas de la imagen integral en aplicaciones de recono-
cimiento de acciones. Comparar los resultados de clasiﬁcación con los
resultados obtenidos con imagen 2D.
Comparar los resultados de clasiﬁcación en la tarea de reconocimien-
to de gestos parcialmente ocultos para tres modalidades distintas de
imagen: imagen integral, imagen con información de rango e imagen
2D.
Diseñar un algoritmo que permita reducir el tiempo de captura de una
imagen en los modelos de cámaras de un solo píxel.
Exponer soluciones económicas para formación de imagen 2D a partir
de cámaras de un solo píxel.
Proponer soluciones para obtener imágenes 3D utilizando las cámaras
de un solo píxel.
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1.3. Estructura de la tesis
La tesis está dividida en cinco capítulos. Tras el capítulo de introducción,
se describen las contribuciones principales de esta tesis.
En primer lugar, en el capítulo 2 se estudian los dispositivos actuales
que permiten una visualización 3D pasiva a múltiples usuarios sin utilizar
ningún dispositivo adicional. De las opciones disponibles, se elige aquella que
se considera más adecuada y se propone un método de generación de conte-
nido apropiado para este tipo de dispositivos. En concreto, aunque existen
múltiples posibilidades para visualización 3D, dado que se trata de presentar
contenido 3D a usuarios prácticamente estáticos, como pueden ser espectado-
res de cine o usuarios sentados en el sofá de sus casas, se eligen las pantallas
autoestereoscópicas de hojas lenticulares. Como una de las diﬁcultades de
esta tecnología consiste en la creación de contenido, se explora la posibilidad
de generar vistas sintéticas para disminuir el número de capturas necesarias
para estos dispositivos.
A continuación, en el capítulo 3 se estudian los beneﬁcios y aplicaciones
de la imagen 3D, comparando la información que ofrecen vídeos 2D frente a
la que ofrecen vídeos capturados utilizando la técnica de imagen integral. En
particular, se analiza cómo estos sensores tridimensionales capturan infor-
mación clave para obtener mejores resultados de clasiﬁcación en la tarea de
reconocimiento de acciones o gestos. Además, se estudia cómo esta ventaja
se hace más efectiva en entornos con oclusión. Por último, se comparan los
resultados de clasiﬁcación de esta técnica con otro tipo de sensores tridimen-
sionales, como es el sensor RGB+D del dispositivo comercial Kinect.
En el capítulo 4 se exploran las posibilidades que ofrecen las nuevas cá-
maras de un sólo pixel así como los principales inconvenientes de esta tecno-
logía. Para subsanar algunos de estos inconvenientes se propone un método
que permite reducir el tiempo de adquisición de imágenes. En este capítu-
lo también se describen dos soluciones económicas para la construcción de
cámaras single-pixel. Además, se propone un montaje que permite una vi-
sualización estereoscópica de un escenario 3D utilizando este nuevo modelo
de cámara, así como la obtención de profundidad de una escena utilizando
la técnica de fotometría estéreo.
Finalmente, en el capítulo 5 se presentan las conclusiones de esta tesis
junto con las nuevas líneas de investigación y trabajo futuro.
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Capítulo 2
Imagen 3D para visualización
pasiva
Poner en duda que el cine en relieve
sea el cine de mañana es tan ingenuo
como dudar del mañana en general.
Sergéi Eisenstein, 1947
Resumen:
La imagen 3D tiene sus orígenes en la industria cinematográﬁca.
Sin embargo, la tecnología de visualización presente en nuestros ci-
nes no dista tanto de la propuesta hace más de 90 años, presentando
numerosos inconvenientes, como por ejemplo, la necesidad de utilizar
lentes especiales. Tras la aparición de los dispositivos autoestereoscó-
picos multivista, que pueden ser muy apropiados en este contexto, son
muchos los estudios que centran sus esfuerzos en aliviar los inconve-
nientes de esta tecnología para permitir así su proliferación. En este
capítulo se describen brevemente los dispositivos actuales multivista
que permiten una visualización pasiva 3D a múltiples usuarios sin ne-
cesidad de utilizar gafas. Dado que uno de los mayores inconvenientes
de esta tecnología consiste en la creación de contenido, se propone un
algoritmo de generación de vistas sintéticas. Con este algoritmo se con-
sigue la creación de vistas intermedias que permiten mover una cámara
virtual a lo largo de una serie de cámaras. En particular, se propone
un algoritmo capaz de generar imágenes de un escenario real complejo,
preparadas para pasarse como entrada a un dispositivo autoestereos-
cópico de hojas lenticulares.
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2.1. Dispositivos autoestereoscópicos multivista
La visualización 3D está cada vez más presente en nuestras vidas, sin em-
bargo, la tecnología más popular requiere el uso de gafas u otros dispositivos
que resultan molestos a los usuarios ﬁnales. Por ello se espera que el próximo
avance tecnológico para la visualización 3D se haga entorno a dispositivos
que permitan generar sensación 3D de forma directa, como son los disposi-
tivos autoestereoscópicos [14]. Por deﬁnición, todos los dispositivos 3D que
no requieren aparatos especiales para su visualización, se pueden clasiﬁcar
como pantallas autoestereoscópicas. Sin embargo, en general el término está
reservado para pantallas que proporcionan sólo estereopsis basada en el envío
de imágenes tomadas desde distintos puntos de vista.
Existen en la actualidad multitud de dispositivos multivista que permiten
visualización 3D a múltiples usuarios. Al igual que sucede con los dispositi-
vos estereoscópicos, éstos también se basan en el funcionamiento de la visión
humana para lograr la sensación 3D. A diferencia de los dispositivos estereos-
cópicos que únicamente proporcionan dos vistas para lograr visión estéreo,
la mayoría de dispositivos autoestereoscópicos ofreden un mayor número de
perspectivas consiguiendo así paralaje horizontal y vertical. Este paralaje
permite que dependiendo del punto de vista del observador, la posición apa-
rente del objeto varíe, es decir, permite que un observador visualice distintas
perspectivas de un objeto 3D.
Para generar el contenido de entrada de los dispositivos autoestereoscó-
picos es necesario capturar la escena utilizando tantas cámaras o lentes como
vistas tenga el dispositivo. Por lo tanto, cuantas más vistas tenga el dispo-
sitivo de visualización, mayor será la diﬁcultad de generar contenidos para
el mismo. En este capítulo se descartan los dispositivos que proporcionan
paralaje completo y se centra el estudio en aquellos que permiten paralaje
horizontal ya que este es el más común en una visualización pasiva, como
la que realiza un usuario en una sala de cine. Los dispositivos multivista
que proporcionan paralaje horizontal más comunes son los dispositivos con
barreras de paralaje y los dispositivos con hojas lenticulares [15], siendo este
último el dispositivo utilizado en nuestros experimentos.
En las pantallas con hojas lenticulares se utilizan lentes cilíndricas mol-
deadas en un sustrato plástico para dirigir la luz de un píxel en un deter-
minado ángulo. El conjunto de lentes se coloca delante del dispositivo y con
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ello se consigue que la pantalla emita varias vistas en ángulos distintos. De
este modo, un observador colocado a la distancia óptima y dentro del ángulo
de visión de la pantalla recibirá dos vistas distintas de una misma escena.
En la ﬁgura 2.1 se ilustra el funcionamiento básico de una pantalla con hoja
lenticular de dos vistas.
Hoja lenticular
Figura 2.1: Pantalla con hoja lenticular de dos vistas.
En estos dispositivos la alineación del conjunto de lentes es vital, ya que
al aumentar el número de vistas se reduce la resolución. Para subsanar el
problema de la reducción de la resolución, se propone utilizar una hoja lenti-
cular inclinada un cierto ángulo [16], tal y como se muestra en la ﬁgura 2.2.
Esta mejora ayuda a obtener una transición más suave entre las vistas, así
como a eliminar el efecto Moiré, que consiste en la visualización de unas
bandas oscuras surgidas por la separación entre los píxeles. Más información
sobre el diseño de hojas lenticulares y avances en este tipo de tecnología se
puede encontrar en [17].
El principal inconveniente de estos dispositivos reside en la generación
de contenidos, ya que conseguir alinear un conjunto de cámaras y obtener
las vistas necesarias para el dispositivo no es una tarea fácil. Por ello, a
continuación se propone un algoritmo de vistas sintéticas que permita utilizar
un menor número de cámaras y lograr la misma visualización 3D.
2.2. Vistas sintéticas
Los algoritmos de vistas sintéticas (view synthesis) permiten obtener una
imagen de una escena desde un nuevo punto de vista utilizando la infor-
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Figura 2.2: Hoja lenticular inclinada.
mación recogida por el resto de cámaras. Algunas estrategias requieren la
reconstrucción de la estructura completa de la escena para producir nuevas
vistas sintéticas [18]. Otras propuestas usan Depth Image Based Rendering
(DIBR) para sintetizar múltiples imágenes [19, 20]. En este caso, la calidad
de las vistas sintéticas depende enormemente de la exactitud de los mapas
de profundidad.
Nuestra propuesta se inspira en el algoritmo de view morphing propues-
to por Seitz y Dyer [21]. En ese caso, el proceso de síntesis de imagen se
divide en tres etapas. En primer lugar se realiza un prewarp (rectiﬁcado) de
la imagen de entrada antes del proceso de morphing (fusión o deformado).
Finalmente se transforma la imagen deformada en un proceso denominado
postwarp para obtener la nueva perspectiva deseada.
En nuestro caso, a diferencia del algoritmo propuesto por Seitz, no se lle-
va a cabo la última etapa. En su lugar, se recupera la relative aﬃne structure
[22], modelo propuesto en 1994 para facilitar la reconstrucción 3D a partir
de varias vistas, y se utiliza para sintetizar una nueva vista de la escena a lo
largo de una serie de cámaras.
Como sucede en el algoritmo de Seitz, en nuestro método es necesario ca-
librar las cámaras para conocer así las matrices de proyección de las mismas.
A continuación, se han de rectiﬁcar las imágenes para asegurar que las vis-
tas sintéticas entre un par de cámaras no presentan rotaciones, es decir, para
asegurar que los ejes ópticos de las cámaras sean paralelos. Posteriormente
se ha de realizar una correspondencia entre los píxeles de las cámaras para
poder ﬁnalmente aplicar el algoritmo de síntesis de imágenes. Este proceso
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se ilustra en la ﬁgura 2.3 y se describe en las siguientes secciones.
Figura 2.3: Descripción del algoritmo de síntesis de imágenes.
2.2.1. Adquisición de imágenes y calibración de las cámaras
2.2.1.1. Teoría básica
Para poder relacionar las coordenadas 3D de una escena con los puntos
2D del plano imagen, es necesario calibrar la cámara con la que se ha tomado
la imagen. El proceso de calibración permite obtener los parámetros que
establecen una relación métrica entre una escena tridimensional y la imagen
bidimensional capturada por una cámara. Estos parámetros de modelización
aproximan la conducta de un sensor físico en un modelo geométrico conocido
como modelo pinhole [23]. Según este modelo, en una cámara se distinguen
entre parámetros extrínsecos y parámetros intrínsecos. A estos parámetros,
expresados de forma matricial, se les conoce como matriz de proyección.
A partir de esta matriz es posible transformar cualquier punto 3D de la
escena en su correspondiente punto 2D en la imagen, pero no al revés. Los
parámetros extrínsecos son aquellos que relacionan la posición relativa entre
un objeto de la escena y la propia cámara. Dichos parámetros se expresan
de forma matricial, a partir de las matrices de rotación y traslación de la
cámara. La matriz de rotación R es una matriz 3 × 3 que determina los
ángulos de rotación sobre cada uno de los ejes:
R =
 r11 r12 r13r21 r22 r23
r31 r32 r33
 . (2.2.1)
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El vector de traslación, T , indica la distancia entre el centro óptico de la
cámara y el origen de coordenadas mundo:
T =
 txty
tz
 . (2.2.2)
Los parámetros intrínsecos, K, se deﬁnen a partir de una matriz 3× 3 y
dan información sobre la geometría interna de la cámara, es decir, relacionan
el sistema de coordenadas de la cámara con el sistema de coordenadas de la
imagen. Esta matriz se deﬁne como:
K =
 α 0 u00 β v0
0 0 1
 . (2.2.3)
Los parámetros α y β dan información sobre la dimensión de los píxeles,
es decir, nos dan la relación píxel/cm. En particular α = fku y β = fkv,
donde f es la focal de la lente y ku, kv son factores de escala en ambos ejes.
Finalmente, u0 y v0 deﬁnen la posición del centro de proyección. Los pará-
metros de distorsión radial producidos por las lentes también se incluyen en
la matriz de parámetros intrínsecos, pero para simpliﬁcar el problema no los
consideramos.
A partir de estos parámetros, la matriz de proyección de la cámara que
permite expresar las coordenadas mundo (x, y, z), en coordenadas del plano
imagen (u, v), se deﬁne de forma matricial utilizando coordenadas homogé-
neas como:
 susv
s
 =
 α 0 u0 00 β v0 0
0 0 1 0
 ·

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 ·

x
y
z
1
 , (2.2.4)
donde s es un factor de escala. Sin embargo, si conocemos las coordenadas de un
punto PL del plano imagen, no podemos saber de qué punto 3D se trata. En la
ﬁgura 2.4 se muestra como, a partir de la matriz de proyección de la cámara de
la izquierda cuyo centro óptico es OL, el punto de la imagen (PL) se corresponde
con cualquiera de los puntos (P, P1, P2, P3) de la escena. Esta indeterminación en
la profundidad puede resolverse por triangulación si conocemos el punto correspon-
diente en la imagen capturada por una segunda cámara.
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Figura 2.4: Relación geométrica que nos permite conocer la profundidad
de un punto de la escena capturado por un par de cámaras.
Por lo tanto, para obtener información 3D a partir de imágenes 2D, es necesa-
rio establecer una correspondencia entre los píxeles de las imágenes obtenidas por
varias cámaras. El problema de la correspondencia se resuelve a través de la geo-
metría epipolar, que es la geometría de la visión estéreo. La ﬁgura 2.5 representa
la geometría epipolar a partir de dos cámaras estenopeicas (pinhole) que miran al
punto 3D de la escena P = (x, y, z). Siendo de nuevo OL y OR los centros ópticos
de las cámaras, las rectas que unen estos centros con el punto P , intersectan en los
planos imagen en los puntos PL y PR. Además, se denomina línea base (baseline) a
la recta que conecta los centros ópticos de las dos cámaras. Estas tres rectas forman
un plano, denominado plano epipolar, que intersecta con los dos planos imagen en
las conocidas líneas epipolares. Esta deﬁnición nos permite encontrar con más faci-
lidad la correspondencia entre píxeles de ambas imágenes, ya que la proyección del
punto P se encuentra sobre las líneas epipolares de las dos imágenes.
Figura 2.5: Geometría epipolar
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2.2.1.2. Calibración experimental
En nuestro experimento, con el ﬁn de obtener las matrices de proyección de
las cámaras, se ha utilizado el algoritmo de calibración propuesto por Zhang [24].
Este método de calibración se basa en la colocación de un patrón conocido en la
escena con distintas orientaciones para obtener los parámetros de las cámaras. La
principal ventaja de este algoritmo de calibración con respecto al resto de métodos
es que resulta muy fácil de implementar y se obtienen valores ﬁables que tienen en
cuenta la distorsión radial de las lentes. Por ello, se ha elegido este algoritmo y se
ha adaptado para la calibración de múltiples cámaras.
En el experimento realizado se utiliza un conjunto de ocho cámaras colocadas
en un eje horizontal, y en el ángulo de visión coincidente de todas ellas se sitúa
un damero como patrón de calibración (Fig. 2.6). A continuación, se realiza una
captura sincronizada de todas las cámaras y se utiliza un algoritmo de reconoci-
miento de puntos característicos para detectar las esquinas del damero. Tanto el
número de cuadros como el tamaño de los mismos son elegidos por el usuario y se-
rán parámetros de entrada en el algoritmo de calibración. En particular, el patrón
utilizado tiene 54 casillas de las que se utilizan las 28 casillas centrales, por lo que
se ofrecen 40 esquinas como puntos de referencia. Para que el algoritmo funcione
correctamente, se necesitan al menos cuatro imágenes por cámara con el patrón en
distintas orientaciones. De este modo, con al menos cuatro capturas sincronizadas
de las 8 cámaras, se estiman los parámetros intrínsecos y extrínsecos de todas las
cámaras mediante relaciones algebraicas.
Figura 2.6: Patrón de calibración utilizado.
Como se ha visto, los parámetros extrínsecos se deﬁnen a través de la matriz de
rotación, R y de traslación ,T , y los parámetros intrínsecos a través de la matriz K.
Utilizando estos parámetros, obtenidos mediante la calibración de Zhang, la matriz
de proyección de una cámara n se deﬁne como:
Pn = [Kn ∗ [Rn|Tn]]. (2.2.5)
Esta matriz de proyección obtenida en la calibración será necesaria en el proceso
de rectiﬁcación de las cámaras.
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2.2.2. Rectiﬁcación de múltiples vistas
El proceso de rectiﬁcación consiste en trasformar las imágenes originales para
alinear sus líneas epipolares, es decir, conseguir alinear los ejes ópticos de forma
que los planos imagen sean paralelos entre sí. Aunque las cámaras se dispongan
horizontalmente, siempre existen pequeños desajustes en las posiciones y orienta-
ciones de las mismas. Por este motivo, las imágenes capturadas originalmente por
una serie de cámaras deben transformarse para conseguir así una distribución ideal
donde no exista ningún desajuste.
Las técnicas de rectiﬁcado estéreo han sido estudiadas durante mucho tiempo
en el campo de la visión por ordenador [25, 26]. En la ﬁgura 2.7 se representa
la rectiﬁcación de un par de cámaras utilizando la deﬁnición de homografía. Una
homografía se deﬁne a partir de una matriz 3× 3 denominada matriz homográﬁca,
H. Esta matriz deﬁne la transformación perspectiva entre dos planos distintos. Si
estos dos planos son las imágenes I ′1 y I1, entonces la homografía proyectiva entre
estos dos planos se deﬁne como:
 u′v′
1
 =
 h11 h12 h13h21 h22 h23
h31 h32 h33
 uv
1
 . (2.2.6)
La rectiﬁcación consiste en obtener las dos matrices de rectiﬁcaciónH1 yH2 que
permiten transformar los puntos de las imágenes originales I1 e I2 en las imágenes
rectiﬁcadas I ′1 e I
′
2.
I1 ∗H1 = I ′1; (2.2.7)
I2 ∗H2 = I ′2. (2.2.8)
El resultado de la rectiﬁcación estéreo son un par de imágenes que satisfacen
las condiciones de una conﬁguración de cámaras ideal. En esta conﬁguración ideal
las dos cámaras tienen los mismos parámetros intrínsecos, la misma orientación y
la misma posición, pero distinto desplazamiento horizontal. Como consecuencia, las
dos imágenes resultantes tendrán las líneas epipolares alineadas.
Para aumentar el realismo de la imagen 3D, cada vez se utilizan un número
mayor de cámaras. Por lo tanto, se ha hecho necesario desarrollar algoritmos de
rectiﬁcación para múltiples cámaras [2730]. Nuestro algoritmo se basa en el méto-
do descrito en [1] para la rectiﬁcación de múltiples cámaras en disposición paralela.
Este método consiste en transformar las imágenes originales capturadas desde una
serie de cámaras, para obtener las imágenes que se capturarían en una disposición
ideal. Por lo tanto, una vez obtenidos los parámetros con la calibración de Zhang,
faltará deﬁnir estos mismos parámetros en una disposición ideal.
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Figura 2.7: Rectiﬁcación de un par estéreo.
En una conﬁguración ideal, todas las cámaras están colocadas sobre una línea
en el espacio, equidistantes entre sí y con la misma orientación. En la ﬁgura 2.8 se
muestra un ejemplo del proceso de rectiﬁcación de múltiples cámaras. La matriz
de rectiﬁcación se calcula como la homografía proyectiva entre los parámetros de la
disposición ideal y los parámetros obtenidos en la calibración. En particular, para
cada cámara se obtiene la homografía entre el plano imagen original y el ideal, del
siguiente modo:
Hn = Pideal,n · P+n , (2.2.9)
donde Pideal,n es la matriz de proyección para la cámara ideal n' y P
+
n es la pseudo
inversa de la matriz de proyección de la cámara n.
Figura 2.8: Rectiﬁcación de múltiples cámaras [1].
La matriz Pn se obtiene a partir del proceso de calibración descrito en el apar-
tado anterior, mientras que Pideal,n se obtiene del siguiente modo. En primer lugar
se ha de deﬁnir la matriz de rotación ideal, Rideal, que describe la disposición de
las cámaras, para considerarlo como el eje básico. En nuestro algoritmo, deﬁnimos
Rideal como la matriz identidad, ya que así se describe una disposición rígida de las
cámaras en las que sus ejes coinciden con las direcciones del sistema de coordenadas
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mundo. Esta matriz es común para todas las cámaras. A continuación, a partir de
los centros ópticos de las cámaras, se deﬁnen sus vectores de traslación. La matriz
de traslación ideal de la cámara n se deﬁne como:
Tideal,n = RidealCideal,n, (2.2.10)
donde Cideal,n es la posición del centro óptico de la cámara n. Dado que Rideal la
hemos deﬁnido como la matriz identidad, entonces Tideal,n = Cideal,n.
Considerando que todas las cámaras están dispuestas sobre una línea en el espa-
cio y que únicamente existe un desplazamiento horizontal entre cámaras adyacentes,
deﬁnimos las posiciones de sus centros ópticos. Colocando el sistema de coordena-
das mundo sobre una de las cámaras, para esa cámara de referencia el vector de
traslación ideal será Tideal,r = (0, 0, 0)
t. En el resto, Tideal,n = (dn, 0, 0)
t, donde dn
es la distancia entre la cámara n y la de referencia, r. Finalmente, se deﬁnen unos
parámetros intrínsecos comunes a todas ellas Kideal como: α_ideal 0 u0_ideal0 β_ideal v0_ideal
0 0 1
 , (2.2.11)
donde no se tiene en cuenta el ángulo de inclinación en el eje de la imagen. Además,
si las dimensiones de la imagen capturadas pos las cámaras son h × w, entonces
u0_ideal = h/2 y v0_ideal = w/2, es decir, los puntos principales están situados en
el centro de la imagen. Finalmente, los parámetros α_ideal y β_ideal se deﬁnen
a partir de la distancia focal de las cámaras. De este modo se deﬁne la matriz
de proyección ideal para cada una de las cámaras de una conﬁguración horizontal
como:
Pideal,n = [Kideal · [Rideal|Tideal,n]]. (2.2.12)
Si el número de cámaras utilizadas y la disposición de las mismas coincide con
las vistas de entrada necesarias para un dispositivo autoestereoscópico multivista,
entonces las imágenes rectiﬁcadas (I1, ..., In) se pueden utilizar directamente como
entrada al dispositivo. Si por lo contrario, el número de imágenes obtenidas es menor
que el número de vistas del dispositivo autoestereoscópico, entonces es necesario un
proceso de síntesis de imágenes para generar aquellas que no han sido adquiridas
directamente.
2.2.3. Generación de mapas de disparidad
Dado que el algoritmo de vistas sintéticas, que describiremos en la próxima
sección, necesita como entrada un conjunto de mapas de disparidad, el primer paso
consiste en obtener dichos mapas. Un mapa de disparidad representa la distancia
entre un par de píxeles correspondientes de dos imágenes estéreo. Por lo tanto, a
partir de un par de imágenes estereoscópicas se puede producir un mapa de dispa-
ridad denso. Estos mapas deberían ser suaves y detallados, es decir, las superﬁcies
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continuas deberían producir una región de valores de disparidad suaves, mientras
que los objetos pequeños deberían ser detectados como regiones distinguibles. Sin
embargo, no es común que los algoritmos estero satisfagan estas dos condiciones
simultáneamente.
Zitnick y Kanade [31] propusieron un algoritmo que intenta resolver este pro-
blema, y es el algoritmo que utilizamos para generar los mapas de disparidad. Se
trata de un algoritmo clásico que recibe como entrada el valor máximo y el valor
mínimo de disparidad. El mapa de disparidad tiene como dimensiones el número de
ﬁlas, r, el número de columnas, c y disparidad, d. Dado que el par de imágenes han
sido previamente rectiﬁcadas, cada elemento (r, c, d) del espacio de disparidad se
proyecta al píxel (r, c) de la imagen de la izquierda y al píxel (r, c+d) de la imagen
de la derecha.
Para obtener un mapa detallado y suave a la vez, se utiliza una función iterativa
que reﬁna en cada paso la correspondencia entre píxeles de ambas imágenes a partir
de dos suposiciones propuestas por Marr y Poggio [32, 33]: unicidad y continuidad.
Es decir, se supone que cada píxel del mapa de disparidad tiene un valor único y
además, excepto en los bordes, hay una continuidad en los valores de disparidad.
Denotamos como Ln(r, c, d) al valor de correspondencia del elemento (r, c, d) en la
iteración n. El valor inicial L0(r, c, d) debe ser obtenido a partir de las imágenes I1
e I2 utilizando:
L0(r, c, d) = δ(I1, I2, r, c, d), (2.2.13)
donde δ es una función de similitud como las diferencias cuadradas o la correla-
ción normalizada sobre ventanas centradas en (r, c) y (r, c + d). A continuación,
teniendo en cuenta la asunción de continuidad, elementos cercanos en la imagen
deberían tener valores consistentes, por lo que este algoritmo propone hacer prome-
dios iterativos de estos valores para incrementar la consistencia. La región cercana,
Φ, a considerar, la deﬁnen a partir de un valor de anchura, altura y disparidad
ﬁjo. Además, dependiendo de la distancia, se deﬁne como Sn(r, c, d) la cantidad de
contribución local para (r, c, d):
Sn(r, c, d) =
∑
(r′,c′,d′)∈Φ
Ln(r + r
′, c+ c′, d+ d′). (2.2.14)
Por último, la asunción de unicidad implica que sólo puede existir una corres-
pondencia por píxel. Este algoritmo propone una función de inhibición que asigna un
peso a los píxeles con más de un valor de correspondencia. Sea Ψ(r, c, d) el conjunto
de elementos que se superponen sobre el elemento (r, c, d). Deﬁnimos Rn(r, c, d)
como la cantidad de inhibición que Sn(r, c, d) recibe de los elementos en Ψ(r, c, d).
Esta función de inhibición la deﬁnen como:
Rn(r, c, d) =
(
Sn(r, c, d)∑
(r′′,c′′,d′′)∈Ψ(r,c,d) Sn(r′′, c′′, d′′)
)α
. (2.2.15)
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Todas las restricciones anteriores se deﬁnen para encontrar el valor de dispari-
dad entre dos píxeles correspondientes como:
Ln+1(r, c, d) = L0(r, c, d) ∗
(
Sn(r, c, d)∑
(r′′,c′′,d′′)∈Ψ(r,c,d) Sn(r′′, c′′, d′′)
)α
. (2.2.16)
Una vez se ha asignado un valor de disparidad en cada píxel de la imagen se
estudian las oclusiones. En esta propuesta identiﬁcan las oclusiones examinando
la magnitud del valor de correspondencia junto con la restricción de unicidad (el
valor de la función de inhibición). Dado que en áreas con oclusión no existe una
correspondencia, todos los valores de correspondencia de píxeles con oclusión de-
berían ser pequeños. Además, la función de inhibición habrá afectado a todos los
píxeles consecutivos hasta encontrar la correspondencia correcta. Es por ello que se
puede determinar si un píxel está ocluido buscando el elemento con mayor valor de
coincidencia a lo largo de una línea. Si el valor máximo encontrado está por encima
de un umbral, el píxel se clasiﬁca como ocluido.
2.2.4. Algoritmo de View Synthesis
Una vez obtenidos los mapas de disparidad, para generar un nuevo punto de
vista de la escena utilizamos un algoritmo de síntesis similar al descrito en [34] y
[35]. La idea principal consiste en obtener el plano homográﬁco H12 que relaciona
dos puntos conjugados p1 y p2:
p2 = H12p1 + e21 (2.2.17)
Esta ecuación sólo funciona para puntos 3D, P , que pertenecen a un plano
particular de la escena. Si P no pertenece a dicho plano existe un desplazamiento
residual denominado paralaje y esta distancia es proporcional a la relative aﬃne
structure de P [36]. Para cada par de imágenes consecutivas (I1; I2) el algoritmo
de síntesis es el siguiente:
Utilizando los valores de disparidad, obtener un conjunto de pares conjugados
(mk1 ;m
k
2)k = 1, ...,m. (2.2.18)
A partir de las matrices de proyección de las vistas rectiﬁcadas recuperar el
epipolo e21 y la homografía H12
H12 = P2 ∗ P−11 . (2.2.19)
Para cada par conjugado calcular la relative aﬃne structure como:
γk =
(mk2 × e21)T · (H12mk1 ×m2)
||mk2 × e21||2
. (2.2.20)
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Especiﬁcar un nuevo epipolo e31 y una nueva homografía H13 y para cada
par conjugado, calcular la nueva posición del pixel como:
mk3 = H13m
k
1 + e31γ
k. (2.2.21)
El epipolo, e31 y la homografía, H13, se pueden obtener a partir de la matriz de
proyección ideal de una nueva vista con un desplazamiento horizontal determinado.
Por lo tanto, con el algoritmo anterior se pueden obtener las posiciones de cualquier
número de vistas intermedias.
Una vez calculadas las posiciones de los píxeles en la vista interpolada, falta
deﬁnir su color. Asumimos que se denomina λ = 0..,1, a la relación entra la distancia
entre la vista virtual y el punto de vista de una de las imágenes originales, con la
distancia entre las dos imágenes originales. La contribución de color se determina
por la distancia del plano virtual a cada una de las imágenes originales. De este
modo, si el color del pixel mk1 es a, y el color del píxel m
k
2 es b, el color en la imagen
virtual se calcula como:
C = (1− λ) ∗ a+ λ ∗ b (2.2.22)
2.3. Resultados experimentales
Todos los experimentos se han realizado con el ﬁn de visualizar un escenario
real en el dispositivo XYZ 3D diseñado por la empresa Zero Creative. Se trata de
una pantalla autoestereoscópica multivista con hojas lenticulares con una resolu-
ción de 1920× 1080 píxeles y ocho vistas. Por ello, se ha utilizado un conjunto de
8 cámaras STINGRAY F-080B/C IEEE-1394b alineadas horizontalmente enfrente
de la escena a capturar. La sincronización en la captura de las cámaras se ha reali-
zado a través del bus 1394 y la resolución de las imágenes obtenidas es de 1024×768.
En el primer experimento realizado se han rectiﬁcado las imágenes obtenidas
por las ocho cámaras y se han visualizado directamente en la pantalla autoestereos-
cópica consiguiendo una buena percepción 3D de la escena. Para generar la imagen
entrelazada aceptada por el dispositivo autoestereoscópico, esta se construye de
acuerdo a la distribución subpíxel de la pantalla utilizada. La vista entrelazada
generada se muestra en la ﬁgura 2.9.
La contribución principal se muestra en el segundo experimento, en el que algu-
nas de las ocho vistas se han obtenido a partir de un algoritmo de construcción de
vistas sintéticas. En particular se han sintetizado tres vistas intermedias utilizando
el algoritmo en cuatro pasos descrito en los apartados anteriores. Como se muestra
en la ﬁgura 2.10, las vistas 2, 4 y 6 son vistas obtenidas mediante el algoritmo
de vistas sintéticas mientras que el resto son imágenes rectiﬁcadas de las capturas
originales.
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Figura 2.9: Imagen entrelazada aceptada por el dispositivo autoestereos-
cópico utilizado.
Figura 2.10: Descripción de la obtención de las 8 vistas de entrada nece-
sarias para un dispositivo autoestereoscópico utilizando el algoritmo en 4
pasos descrito. A partir de 5 imágenes de la escena se sintetizan las vistas
restantes.
Las vistas sintéticas obtenidas deberían coincidir con las de una cámara colo-
cada en esa posición. Como en el apartado anterior se ha realizado la captura de
las ocho cámaras, podemos comparar las imágenes obtenidas con nuestro algoritmo
con las imágenes reales capturadas. En la ﬁgura 2.11 se muestra a la izquierda la
vista real capturada y en el centro la vista sintética obtenida con nuestro método.
La diferencia entre ambas imágenes se muestra en la última columna de la derecha.
Esta imagen se ha obtenido utilizando el algoritmo estéreo propuesto por Lewis en
[37]. El color azul representa que no hay diferencia de color entre las dos imágenes
mientras que el color rojo reﬂeja que si la hay. Dado que las mayores diferencias
aparecen en las zonas homogéneas de la escena, estos errores no se perciben fácil-
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mente por el usuario ﬁnal y por lo tanto se obtiene una buena percepción 3D. El
motivo de aparición de diferencias en estas zonas reside en que la correspondencia
entre píxeles en zonas homogéneas suele ser complicada. Esto se debe a que la di-
ferencia de intensidad en regiones cercanas de zonas homogéneas es muy pequeña.
Sin embargo, para obtener mejores resultados, los mapas de disparidad se deberían
mejorar utilizando por ejemplo técnicas de suavizado que reduzcan las inconsisten-
cias encontradas.
Figura 2.11: Vistas sintéticas obtenidas para dos cámaras vituales distin-
tas. La primera columna muestra las imágenes reales capturadas por una
cámara en la posición correspondiente. En la segunda columna se muestran
las imágenes obtenidas con el algoritmo de vistas sintéticas propuesto. La
última columna muestra la diferencia entre las dos imágenes anteriores.
Capítulo 3
Imagen 3D para
reconocimiento de gestos
The true mystery of the world
is the visible, not the invisible.
Oscar Wilde, 1890
Resumen:
Existen multitud de tecnologías para la captura y la visualización
de imágenes 3D. En este capítulo se estudian las posibilidades de ima-
gen 3D con paralaje completo. En particular, se explora el potencial de
utilizar imagen integral (Integral Imaging, II) para reconocimiento de
gestos humanos en secuencias de vídeos grabados en escenas 3D. Co-
mo estudio preliminar se utiliza una matriz de cámaras y un algoritmo
apropiado de reconstrucción 3D de la escena. Dado que esta tecnología
presenta ventajas frente a los sistemas monoculares, se exploran las
posibilidades de esta misma disposición de cámaras en reconocimiento
de acciones en entornos con oclusión. Estos resultados se comparan
además con el comportamiento de sistemas que proporcionan infor-
mación de rango como son las conocidas cámaras Kinect, que no solo
tienen sensores que proporcionan imagen RGB sino que a dichas imá-
genes se les asocia un valor de profundidad (D). Los resultados de la
comparación demuestran que la imagen integral para reconocimiento
de acciones con oclusión, presenta mejores resultados que los sitemas
monoculares o los datos RGB-D que proporciona la cámara Kinect.
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3.1. Introducción
Durante la última década, debido al amplio rango de aplicaciones, el reconoci-
miento de acciones y gestos ha sido uno de los campos más estudiados en visión por
ordenador y aprendizaje automático [3842]. Por otro lado, y como se ha comen-
tado a lo largo de la tesis, la imagen 3D se ha utilizado en numerosas áreas y su
investigación se encuentra en continua expansión. Una de las ventajas de la imagen
3D frente a las técnicas de imagen 2D tradicionales es su capacidad de capturar
información estructural de los diferentes objetos que se encuentran en la escena.
Esta ventaja permite, por ejemplo, segmentar más fácilmente partes de la escena
basándose en la profundidad de las mismas, lo que permitirá eliminar ambigüedades
en el reconocimiento de acciones.
Así pues, el objetivo de este estudio consiste en analizar las ventajas que ofrece
un vídeo 3D frente a un vídeo 2D en la tarea de reconocimiento de acciones. Sin
embargo, tal y como se ha comentado, existen multitud de soluciones a la hora de
capturar y representar una imagen 3D. De toda la tecnología disponible, se propo-
ne la imagen integral como mejor solución para esta aplicación y se comparan los
resultados con la tecnología que ha sido utilizada hasta el momento para este ﬁn,
la imagen con información de rango (range imaging).
Esta tecnología se ha popularizado recientemente tras la comercialización del
sensor Microsoft Kinect, con el que es posible obtener información de profundi-
dad en tiempo real de forma muy económica. Este sensor proporciona una imagen
RGB con información de profundidad, D, lo que se conoce como RGB-D. En el
área de reconocimiento de acciones y en la detección de partes del cuerpo, el nú-
mero de estudios realizados utilizando la técnica de range imaging va en aumento
[43]. Sin embargo, aunque estos sistemas proporcionan información de profundidad
que puede ayudar a eliminar algunas ambigüedades, no ofrecen la posibilidad de
proporcionar imágenes con paralaje. El paralaje será clave en el reconocimiento de
acciones o gestos parcialmente ocultos, ya que gracias al mismo será posible recu-
perar información de algunos objetos ocultos de la escena.
Por otro lado, la imagen integral resulta muy conveniente en esta aplicación
por varios motivos. En primer lugar, se trata de un sistema que trabaja con luz
incoherente o con luz ambiente, lo cual es necesario para muchas aplicaciones de
reconocimiento de acciones. Además, la imagen integral, a diferencia de la imagen
multivista descrita en el capítulo anterior, presenta tanto paralaje vertical como
horizontal. Esta información es clave en aplicaciones de reconocimiento en la que
las acciones pueden presentar oclusión en los dos ejes. Finalmente, la imagen inte-
gral ha demostrado ser una herramienta potente en varias tareas de reconstrucción
o reconocimiento de objetos en condiciones de baja iluminación [44], en medios
turbios [45] o en presencia de oclusiones [4648].
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Así pues, el objetivo de este capítulo no es sólo demostrar que el vídeo 3D me-
jora los resultados de clasiﬁcación de gestos frente al vídeo 2D, sino que además,
de entre la tecnología de formación de imagen 3D, la imagen integral es más apro-
piada en esta aplicación. Con el ﬁn de mostrar las ventajas de la imagen integral,
la tarea de reconocimiento se realiza sobre tres tipos distintos de vídeos o secuen-
cias de imágenes: vídeos 2D, vídeos obtenidos con la técnica de imagen integral y
vídeos RGB-D capturados con la Kinect. En el primer apartado de experimentos
se estudian las propiedades de reconocimiento de gestos usando imagen integral
frente a imagen monocular. En el segundo apartado, se añade además oclusión y
se compara el comportamiento con los vídeos RGB-D. Para ello, en los vídeos 3D,
tanto de imagen integral como RGB-D, la tarea de reconocimiento se realiza sólo en
la región de interés cercana al gesto a reconocer teniendo en cuenta la profundidad
de la escena.
3.2. Imagen integral
La imagen integral (denominada en sus orígenes como fotografía integral) es un
método autoestereoscópico de imagen 3D propuesto originalmente por G. Lippman
en 1908 [49]. Los orígenes históricos de la imagen integral pueden vincularse a la
aparición de la estereoscopía, ya que esta técnica se basa de nuevo en la captura y
reproducción de imágenes con perspectivas ligeramente distintas. Así pues, se trata
de un sistema pasivo de captura de imágenes 2D (referidas como imágenes elemen-
tales) a través de un conjunto de lentes. Cada una de estas lentes proporciona una
imagen 2D de la escena 3D desde el punto de vista de la lente, en función de su
posición y focal.
Para la captura de las imágenes elementales, Coﬀey propuso en 1935 utilizar lo
que a día de hoy se conoce como matriz de microlentes [50]. La primera cámara de
imagen integral para la comercialización la propuso Gruetzner en 1953 [51], pero
no fue hasta los años 80 cuando resurgió el interés por la imagen integral [5254].
Más tarde, en 1991, Adelson y Bergen deﬁnieron el concepto de función plenóptica.
Esta función describe formalmente toda la información visible a través de cualquier
punto de vista y en cualquier dirección de visualización. En 1992, Adelson y Wang
utilizaron esta deﬁnición para proponer la primera cámara plenóptica, que no es
más que una cámara de imagen integral como la propuesta por Coﬀey, pero descrita
a partir de la función plenóptica. En 1996 la función plenóptica descrita por Adel-
son fue rebautizada por Levoy con el nombre de campo de luz (light ﬁeld) [55] y
por Gortler como Lumigraph [56]. Además, en lugar de una matriz de microlentes,
Levoy y Gortler propusieron utilizar una cámara que se desplaza a múltiples posi-
ciones para capturar distintas perspectivas de la escena. En esta tesis se propone
un sistema de captura con varias cámaras para conseguir más paralaje que con una
cámara de imagen integral con matriz de microlentes.
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Una vez se diseña un sistema de captura, la información se puede utilizar para
reconstruir un modelo 3D o para reproducirla en algún dispositivo de visualización.
En primer lugar, se pueden utilizar pantallas con microlentes de forma que un ob-
servador sólo sea capaz de ver, según la posición de sus ojos, el área perteneciente a
la escena que vería desde dicha posición. Estas son las pantallas autoestereoscópicas
multivista de las que se ha hablado en el capítulo anterior, pero en esta ocasión,
con lentes esféricas que proporcionan tanto paralaje horizontal como vertical. La
ﬁgura 3.1 ilustra el principio de imagen integral tanto para el proceso de adquisición
como de reproducción.
Figura 3.1: Principio de captura y reproducción de imagen integral. La
información de profundidad se traduce en un desplazamiento entre las dife-
rentes vistas de la escena, conocidas como imágenes elementales.
En segundo lugar, a partir de las imágenes elementales se pueden utilizar varios
algoritmos de reconstrucción de la escena 3D que obtienen información de profundi-
dad a partir del desplazamiento de la escena en cada imagen. Una solución consiste
en simular la retroproyección de cada una de las imágenes elementales de forma
computacional. En particular, se utiliza una matriz virtual de pinholes para hacer
un mapeado inverso de las imágenes elementales al espacio objeto (Fig. 3.2). De
este modo, diferentes superposiciones de las imágenes elementales, proporcionan la
reconstrucción de objetos a distintas profundidades de la escena 3D de la siguiente
forma:
I(x, y, z) =
1
O(x, y)
·
K−1∑
k=0
L−1∑
l=0
Ekl(x
′, y′), (3.2.1)
x′ = x− k Nx · p
sx ·M , y
′ = y − l Ny · p
sy ·M , (3.2.2)
donde I(x, y, z) representa la intensidad de la imagen 3D reconstruida a profundi-
dad z en la posición x, y; O(x, y) es la matriz que representa el número de imágenes
elementales que contribuyen a cada posición x, y, es decir, es la matriz que indica
el número de cámaras que se solapan; Ekl representa la intensidad de la imagen
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(a) Captura (b) Reconstrucción
Figura 3.2: Adquisición y reconstrucción de imagen integral con apertura
sintética. (a) Una matriz de cámaras adquiere imágenes de la escena con
distintas perspectivas. (b) A partir de la superposición de las imágenes cap-
turadas se reconstruye la escena 3D.
elemental adquirida por la cámara k, l del array; p es la distancia en milímetros
entre centros ópticos de dos cámaras contiguas; Nx × Ny es el tamaño en píxeles
de las imágenes elementales; M = zf es el factor de aumento y sx× sy es el tamaño
físico del sensor de la cámara.
Existen otras alternativas para representar una imagen 3D a partir de imáge-
nes elementales. Sin embargo, en esta aplicación de reconocimiento de acciones, el
objetivo principal consiste en utilizar la información de profundidad para obtener
mejores resultados en la clasiﬁcación, al utilizar únicamente la información pro-
veniente de la profundidad a la que se encuentra la acción. Esto se consigue tras
la segmentación en profundidad. El proceso de segmentación sonsiste en dividir la
escena en planos a distintas profundidades. Por ello, la representación propuesta
es más adecuada, ya que de esta forma, sólo utilizamos las reconstrucciones de las
imágenes integrales a la profundidad en la que se encuentra el gesto en foco.
3.3. Imágenes con información de rango
Gracias a su bajo coste y fácil manejo, el sensor RGB-D Kinect es uno de los
sensores más utilizados en la actualidad para la obtención de información 3D. Es-
te sistema, lanzado por la compañía Microsoft en 2011, utiliza una cámara RGB
y un sensor de profundidad para obtener una imagen en color de la escena con
información de profundidad para cada píxel (RGB-D). El sensor de profundidad
está formado por dos componentes, un emisor y un receptor de luz infrarroja, que
mediante la técnica de luz estructurada obtiene información 3D de la escena.
Existen multitud de técnicas de luz estructurada. Todas consisten en proyectar
un patrón de luz conocido y ver cómo este se deforma, para inferir la información
3D de los objetos de la escena. En el caso del sensor de profundidad de Kinect
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[57, 58], se utiliza la proyección de un patrón conocido de puntos aleatorios (un
patrón de speckle). En la unidad de control del sistema se incluye un conjunto de
imágenes del patrón proyectado a distintas profundidades. Comparando las imáge-
nes de referencia con la imagen del patrón sobre la escena a analizar, se pueden
inferir las profundidades de los objetos en la escena. Aunque existen dos versiones
distintas del dispositivo Kinect, todos los experimentos realizados en este capítulo
se han hecho con el sensor Kinect v1.
Como en el caso de imagen integral sólo se utiliza la reconstrucción en pro-
fundidad en la que el gesto aparece enfocado, tenemos que proponer una solución
similar para el sensor RGB-D en el que se descarten los objetos de la escena que
no se encuentren a la profundidad en la que está el gesto. Por ello, los puntos de
interés detectados en las imágenes RGB capturadas por la cámara Kinect se ﬁltran
de forma que sólo permanecen aquellos puntos de interés que se mantienen dentro
de las regiones con profundidades similares a la profundidad en la que se encuentra
el gesto.
3.4. Reconocimiento de acciones
Como ya se ha comentado, el reconocimiento de acciones y gestos ha sido un
tema muy estudiado en los últimos años. Un tema de investigación implícito en el
anterior es el análisis e interpretación de vídeos, ya que para poder reconocer una
acción es necesario localizar dicho gesto en un conjunto de frames.
En este caso, el procedimiento para el reconocimiento de acciones utilizado sigue
un enfoque tradicional de Bag of visual Words (BoW) [59] con las siguientes fases:
(1) Detección de descriptores en los vídeos.
(2) Cuantización de los descriptores en palabras.
(3) Generación de bolsas de palabras para cada vídeo.
(4) Clasiﬁcación de vídeos a partir de las bolsas de palabras.
En la ﬁgura 3.3 se muestran gráﬁcamente estas cuatro etapas. En el primer pa-
so se utiliza un detector de puntos característicos. En el caso de una imagen, estos
puntos característicos suelen ser bordes, mientras que en un vídeo, no sólo se tendrá
en cuenta el color, sino también el movimiento. Estos puntos de interés detectados
serán los descriptores característicos de cada una de las imágenes o vídeos. A conti-
nuación, el algoritmo agrupa los descriptores en un número determinado de clusters
(grupos). En la ﬁgura 3.3 los descriptores se han agrupado en cinco clusters distin-
tos. El centro de cada cluster representa una característica o palabra. Del mismo
modo que un humano utiliza distintas palabras para describir un objeto o vídeo,
en este caso cada vídeo o imagen de entrada se describe a partir de un conjunto
de palabras. Así pues, el tercer paso del algoritmo consiste en generar una bolsa de
palabras para cada vídeo. Estas bolsas de palabras no son más que histogramas en
los que el eje horizontal representa las diferentes palabras o clusters y el eje vertical
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el número de veces que se repite cada palabra. De este modo, cada uno de los vídeos
de entrada se describe a partir de un histograma de palabras. Finalmente, el último
paso consiste en clasiﬁcar los vídeos a partir de las bolsas de palabras. Para ello, se
asigna manualmente una etiqueta a cada vídeo o imagen. En la ﬁgura 3.3 se asig-
nan las etiquetas barco, taza y gorro. Seguidamente, a partir de una nueva imagen
o vídeo, el algoritmo predice a cuál de estos tres grupos pertenece. Finalmente, a
partir del número de aciertos o fallos en la predicción, se determina un porcentaje
de acierto en la clasiﬁcación.
A continuación pasan a describirse formalmente cada una de estas etapas según
el algoritmo utilizado en cada caso.
Figura 3.3: Esquema del procedimiento de reconocimiento utilizando el
enfoque tradicional de Bag of visual Words (BoW).
3.4.1. Detección de descriptores en los vídeos
En primer lugar, a partir de los videos capturados se han de detectar los des-
criptores a través de los denominados puntos de interés espacio-temporales (Spatio-
Temporal Interest Points, STIPs). Para ello se sigue la idea descrita en [60] utilizan-
do el código de Ivan Laptev disponible en [61]. La idea principal del algoritmo es
considerar los vídeos como volúmenes 3D (x, y, t). Los puntos pertenecientes a este
volumen se caracterizan localmente utilizando un histograma de gradientes (Histo-
gram Of Gradients, HOG) y/o un histograma de ﬂujo óptico (Histogram Of Flow,
HOF) dentro de una región del volumen 3D. En el domino espacial, se consideran
puntos de interés aquellos que presentan una variación de intensidades signiﬁcati-
va, mientras que en el dominio temporal, serán aquellas regiones que presentan un
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patrón de movimiento aparente.
Este descriptor funciona para vídeos 2D que no tienen en cuenta la profundidad
de sus objetos. Como ya se ha adelantado, en este estudio se van a comparar los
resultados de clasiﬁcación de vídeos 2D, vídeos de imagen integral y vídeos RGB-
D. Para la detección de descriptores en el caso de vídeos de imagen integral y
RGB-D, se ﬁja la dimensión z a la profundidad en la que el gesto se encuentra en
foco, y se detectan los STIPS teniendo en cuenta esta restricción. La elección de la
dimensión z se realiza manualmente para cada uno de los usuarios y se considera la
misma profundidad tanto para los vídeos sin oclusión como con oclusión. Así pues,
a partir de los vídeos segmentados con profundidades cercanas al gesto, el volumen
3D (x,y,t) correspondiente a la secuencia de imágenes f : R3 → R, se convoluciona
con un ﬁltro Gaussiano anisotrópico, tal y como se describe en [60]:
L(·;σ2l , τ2l ) = g(·;σ2l , τ2l ) ∗ f(·), (3.4.1)
g(x, y, t;σ2l , τ
2
l ) =
1√
(2pi)3σ4l τ
2
l
· e−
x2+y2
2σ2
l
− t2
2τ2
l , (3.4.2)
donde x, y, t se reﬁeren a las dos dimensiones espaciales y la dimensión temporal
y σ2l , τ
2
l son las varianzas en la escala espacial y temporal respectivamente. En el
dominio espacial, la idea consiste en encontrar puntos con cambios signiﬁcativos en
ambas direcciones. Además, el uso de un parámetro de escala temporal es esencial,
ya que los eventos temporales y espaciales son en general independientes. Para una
determinada escala de observación σ2l , estos puntos de interés se pueden encontrar
utilizando un tensor estructural (structure tensor), que se deﬁne a partir de una
matriz 3 × 3 compuesta por derivadas parciales espaciales y temporales de primer
orden, promediada utilizando una función de ponderación Gausiana g(·;σ2i , τ2i ) con
varianza σ2i :
µ = g(·;σ2i , τ2i ) ∗
 L2x LxLy LxLtLxLy L2y LyLt
LxLt LyLt L
2
t
 (3.4.3)
con σ2i = sσ
2
l y τ
2
i = sτ
2
l para una s dada. Además, las derivadas parciales se
deﬁnen como:
Lx(·;σ2l ; τ2l ) = ∂x(g ∗ f),
Ly(·;σ2l ; τ2l ) = ∂y(g ∗ f),
Lt(·;σ2l ; τ2l ) = ∂t(g ∗ f).
Finalmente, de las distintas aproximaciones para encontrar regiones de interés,
en este método se utiliza una función inspirada en el detector de esquinas de Harris
[62]. Para ello, se deﬁne la función H como:
H = det(µ)− ktrace3(µ). (3.4.4)
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El máximo local de H identiﬁca los puntos de interés espacio-temporales de
f , por ejemplo, aquellos que presentan grandes variaciones tanto en el domino
espacial como en el dominio temporal. A este algoritmo se le conoce como detector
de Harris 3D. A continuación le sigue un proceso de multi-escalado con escalas
{σl = 2 l+12 : l ∈ {1, 2, · · · , 6}} y {τl = 2l : l ∈ {1, 2}}. Esto permite detectar puntos
de interés a diferentes resoluciones.
3.4.2. Cuantización de los descriptores en palabras
Los descriptores resultantes se han de cuantizar en palabras, en nuestro caso a
través de un método de clustering sin supervisión utilizando el algoritmo k-means
[63] disponible en la librería VLFeat [64]. El objetivo consiste pues en asignar los
puntos de interés a un número determinado de clusters (grupos) de forma que
cada uno de los puntos pertenece al grupo cuyo centroide es más cercano. De este
modo, dados n puntos {xi}ni=1, el objetivo del algoritmo k-means es encontrar la
agrupación de esos puntos en K grupos {Cj}Kj=1 de forma que se minimice la suma
de las distancias de cada punto a la media de su grupo (µi). Por lo tanto, se trata
de minimizar:
K∑
j=1
∑
xi∈Cj
||xi − µj ||2. (3.4.5)
Dado que el problema de optimización es muy complejo, k-means utiliza una
estrategia para actualizar iterativamente el centro de los clusters, asignándole a
cada punto su cluster más cercano repetidamente hasta que converge.
En el problema de clasiﬁcación de un conjunto de datos existen muestras de
entrenamiento y de test. En nuestro caso, los STIPs de los vídeos del subconjunto
de entrenamiento son los que se utilizan para encontrar los clusters. Una vez deﬁ-
nidos el número total de clusters del conjunto, a cada STIP, tanto del subconjunto
de entrenamiento como el de test, se le asigna un cluster. Finalmente, cada cluster
representa una palabra, con lo que ﬁnaliza el proceso de cuantización de los des-
criptores en palabras.
Sin embargo, dado que los resultados del algoritmo de k-means son dependien-
tes de la inicialización, se ejecuta el algoritmo cinco veces con los mismos datos,
con el ﬁn de utilizar el resultado de clustering con el que se obtenga una energía
mínima (mínimo valor de la Eq. 3.4.5).
3.4.3. Generación de bolsas de palabras para cada vídeo
Una vez se le ha asignado una palabra a cada punto de interés hay que calcular
la bolsa de palabras (Bag of Words, BoW) de cada vídeo, es decir, cuántas veces
aparece cada cluster en dicho vídeo. Para ello, siguiendo el enfoque tradicional de
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BoW, cada vídeo se representa utilizando un histograma de palabras [59]. Este his-
tograma está compuesto por K valores distintos, siendo K el número de clusters
asignados en el procedimiento anterior. Formalmente, si {xi}ni=1 son los descrip-
tores de n STIPs detectados en un vídeo, y {µj}Kj=1 los centros de los K clusters
encontrados tras aplicar el algoritmo de k-means a los vídeos de entrenamiento,
entonces el histograma {hj}Kj=1 de dicho vídeo se obtiene siguiendo la siguiente
fórmula:
hj =
n∑
i=1
[c(xi) = j], j ∈ {1, 2, . . . ,K}, (3.4.6)
siendo [·] la notación de los corchete Iverson para la función de delta de Kronecker.
Esta notación de Iverson indica un número que es 1 si la condición entre corchetes
se cumple, y 0 en caso contrario. Además, hj es la j-ésima barra del histograma h,
y c(x) se corresponde con el cluster más cercano al punto x:
c(x) = arg mı´n
i∈{1,...,K}
||x− µi||2. (3.4.7)
De este modo, se asigna un histograma a cada vídeo que se conoce como bolsa de
palabras y que representa a dicho vídeo. A partir de la información de las palabras
que hay para cada cluster, se podrá realizar una clasiﬁcación de los vídeos.
3.4.4. Clasiﬁcación de vídeos a partir de las bolsas de pala-
bras
Para la validación del proceso de clasiﬁcación de gestos a partir de las bolsas
de palabras se utiliza el protocolo leave-one-subject-out, dado que se trata de una
elección muy común cuando el número de muestras es limitado [65, 66]. Este pro-
tocolo consiste en reconocer los gestos de un usuario tras entrenar al algoritmo con
los gestos del resto de usuarios. De este modo, dados S usuarios, las bolsas de pala-
bras de todos los vídeos de un usuario permanecen como conjunto de test, mientras
que el resto de vídeos de los S − 1 usuarios restantes sirven como entrenamiento.
Este proceso se repite S veces, una por cada usuario. De este modo se obtiene la
precisión en la clasiﬁcación para cada uno de los usuarios.
El algoritmo de clasiﬁcación utilizado es el Support Vector Machine (SVM) [67].
Estos algoritmos son ampliamente utilizados por sus habilidad de generalización
gracias a la formulación max-margin. Esta formulación busca un hiperplano con la
mayor distancia (margen) al punto más cercano al mismo. En la ﬁgura 3.4 se observa
como, aunque tanto H1 como H2 separan las dos clases, sólo el hiperplano H1 lo
hace con el margen máximo, por lo que será la mejor solución según el algoritmo
SVM. Formalmente, dado un conjunto de entrenamiento {(xi, yi) : xi ∈ Rd, yi ∈
{−1, 1}}ni=1 con puntos xi y sus correspondientes etiquetas de clase yi, el algoritmo
SVM tiene como objetivo resolver:
3.4. Reconocimiento de acciones 37
Figura 3.4: Inﬁnitos hiperplanos dividen los dos grupos. H2 los separa,
pero sólo con un margen pequeño, sin embargo, H1 los separa con el margen
máximo.
arg mı´n
w,ξ,b
1
2
||w||2 + C
n∑
i=1
ξi, (3.4.8)
sujeto a
yi(w · xi − b) ≥ 1− ξi, ξi ≥ 0, (3.4.9)
donde (w, b) son los parámetros que se aprenden a partir de los datos de entrada.
1
||w|| determina el margen alrededor del límite de decisión que ha de ser maximizado,
ξ = {ξi}ni=1 son las llamadas variables de holgura (slack) que representan los errores
en la clasiﬁcación, y C es un parámetro de regularización que permite una solución
equilibrada con un gran margen (buena generalización) pero sin embargo con pocas
clasiﬁcaciones erróneas (buen ajuste a los datos de entrenamiento). Así pues, este
parámetro C controla la compensación entre errores de entrenamiento y los márge-
nes. La clase predicha, yˆ, para una nueva entrada x, yˆ(x), se encuentra a través de
los parámetros aprendidos (w, b) con la función de decisión yˆ(x) = sign(wTx+ b).
Este algoritmo de clasiﬁcación se puede extender para un mayor número de
clases. En particular en los experimentos realizados se utiliza el método SVM lineal
multi-clase disponible en [68]. El parámetro de regularización C en la ecuación 3.4.8
se elige a través de la validación del valor en un rango entre 10−4 y 104 con el que
se obtiene una mayor precisión. En cada ronda de validación, cuando se entrena
con S−1 usuarios, S−2 usuarios se utilizan para entrenamiento y el resto para test.
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Dada la naturaleza aleatoria del algoritmo k-means, tanto la cuantización de los
descriptores como el aprendizaje y predicción se repite en 10 ocasiones. Los datos
que se muestran son, por tanto, el promedio en la clasiﬁcación obtenida en las 10
repeticiones.
3.5. Resultados experimentales
Como se ha señalado, el objetivo ha sido en una primera fase explorar el recono-
cimiento de acciones en imagen integral y, posteriormente, demostrar sus beneﬁcios
frente a otras alternativas de adquisición de vídeos. Para ello, se ha aplicado el
esquema de bolsa de palabras tanto para los vídeos de imagen integral como para
los vídeos RGB-D y vídeos monoculares provenientes de una sola cámara y sin
información de profundidad de la escena.
Con el ﬁn de explorar las capacidades de utilizar imagen integral en el recono-
cimiento de gestos se realizan dos experimentos. En el primer experimento se crea
una base de datos de los vídeos grabados a un grupo de usuarios que se coloca frente
a un array de 9 cámaras como el que se muestra en la ﬁgura 3.5a. En el segundo
experimento, los gestos de los usuarios se graban también con el sensor de la cáma-
ra Kinect, siguiendo la disposición de los sensores que muestra la ﬁgura 3.5b. En
ambos experimentos se obtienen vídeos de usuarios distintos realizando tres gestos
diferentes. Cada uno de estos gestos se repite además dos veces por cada usuario.
Para realizar los gestos, los usuarios se colocan a una distancia aproximada de 2.5 m
de las cámaras, con el brazo derecho extendido. Con la mano del brazo extendido
se realizan tres gestos a los que denominamos abrir, izquierda y negación. El primer
gesto consiste en abrir y cerrar la mano con la palma apuntando al suelo; el segundo,
en abrir y cerrar la mano con la palma apuntando a la izquierda y perpendicular
al suelo y por último, la tercera acción se corresponde con el gesto de negación
realizado con el dedo índice. Las grabaciones se realizan en un laboratorio en el
que, aparte del movimiento del gesto del usuario, no existe ningún otro movimien-
to. Además, los gestos de un usuario son capturados al mismo tiempo utilizando
el array de 9 cámaras y el sensor Kinect. Algunos vídeos de ejemplo de los tres
tipos de gestos anteriores, así como información detallada de la base de datos se ha
publicado en la siguiente dirección web: http://www.vision.uji.es/II-hand-gestures/
Para la adquisición de los vídeos de imagen integral se utiliza un array de 3× 3
cámaras Stingray F080B/C. La sincronización de las 9 cámaras, al igual que en el
capítulo anterior, se ha realizado a través del bus 1394, y en este caso, la velocidad
de captura de los vídeos ha sido de 15 frames por segundo. Como en el caso anterior,
la resolución de las cámaras utilizadas es de 1024×768 píxeles. Además, para elimi-
nar errores generados por los pequeños desajustes en la colocación de las cámaras,
se ha utilizado el algoritmo de rectiﬁcación de múltiples cámaras desarrollado en
el capítulo anterior (Sección 2.2.2). Sin embargo, en el caso anterior las cámaras
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(a) Sensores utilizados
en el primer experi-
mento.
(b) Sensores utili-
zados en el segundo
experimento.
Figura 3.5: Sensores utilizados para crear dos bases de datos. La primera
base de datos incluye vídeos de un grupo de usuarios realizando acciones
frente a los sensores de la ﬁgura 3.5a. La segunda base de datos está formada
por un conjunto de vídeos de un grupo distinto de usuarios que realizan las
mismas acciones frente a los sensores de la ﬁgura 3.5b.
estaban dispuestas en un array horizontal, mientras que ahora la disposición es en
forma matricial. De este modo, el único parámetro que varía respecto al capítulo
anterior es la matriz de traslación de la ecuación 2.2.10. En este caso, la matriz
Tideal para cada una de las n cámaras, sigue una distribución 3 × 3 con la misma
separación horizontal y vertical entre cámaras.
Tras el proceso de rectiﬁcación, las imágenes capturadas con el array de 9 cá-
maras son las que se muestran al centro de la ﬁgura 3.6. Una vez rectiﬁcadas,
se sigue el algoritmo de reconstrucción de imagen integral descrito anteriormente
(Sección 3.2). A partir de las 9 imágenes elementales se crea un volumen 3D con
el que es posible reconstruir en foco únicamente los objetos que se encuentran a
una determinada profundidad. Esto se consigue utilizando la fórmula 3.2.1, con la
que se puede reconstruir una imagen distinta por cada plano en profundidad. En
cada una de estas imágenes únicamente aparece en foco el plano que se encuentra a
la profundidad seleccionada, mientras que el resto de la imagen aparece desenfocada.
Para una mejor visualización, las imágenes de la derecha de la ﬁgura 3.6 se
muestran de nuevo en la tabla 3.1. Se trata de las 3 imágenes correspondientes a
la reconstrucción de la imagen integral de un mismo gesto en tres planos distintos.
Como muestra la ﬁgura 3.6, las tres imágenes se han obtenido de un mismo array de
9 imágenes elementales, es decir, se corresponden con la misma acción de un mismo
usuario. En cada uno de los tres planos, sólo una parte de la escena está en foco
mientras que el resto aparece desenfocado. En la primera imagen de la tabla ?? el
fondo aparece enfocado, en la segunta imagen la cara del usuario, mientras que en
la tercera se enfoca la mano del mismo. Esto muestra la capacidad de segmentado
que presenta la imagen integral y que puede ser útil a la hora de reconocer un gesto
ya que las partes enfocadas de la imagen aportan más información. Por último,
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Figura 3.6: Esquema de obtención de imágenes enfocadas a distintas pro-
fundidades para un gesto de un usuario.
en la tabla 3.2 se muestra un ejemplo de escena de imagen integral en el que sólo
se encuentra enfocada la mano de otro usuario para los tres gestos distintos que
realiza. Estos son los vídeos que se utilizan en imagen integral para la tarea de
reconocimiento de gestos.
Fondo en foco Usuario en foco Mano en foco
Tabla 3.1: Reconstrucción en profundidad con imagen integral.
Abrir Izquierda Negación
Tabla 3.2: Conjunto de gestos tras el seccionado conseguido con imagen
integral.
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Para obtener los vídeos de la cámara Kinect se ha utilizado el software dis-
ponible en [69]. A partir de la secuencia de imágenes que proporciona el software
anterior se obtienen dos tipos de vídeos, vídeos RGB (tabla 3.3) y vídeos en escala
de grises con información de profundidad (Fig. 3.7).
Abrir Izquierda Negación
Tabla 3.3: Conjunto de gestos capturados por la cámara RGB del sensor
Kinect.
Figura 3.7: Información de profundidad capturada con el sensor de pro-
fundidad de la cámara Kinect. La profundidad viene expresada en mm.
En las siguientes secciones se estudian, en primer lugar, las ventajas de reco-
nocimiento de gestos de imagen integral frente a los resultados de reconocimiento
utilizando únicamente la cámara central. A continuación, se amplía el estudio con
nuevos usuarios cuyos gestos se obtienen no sólo con la técnica de imagen integral y
una sola cámara, sino también con el sensor de Kinect RGB-D. Además, se estudian
los resultados de clasiﬁcación de las tres modalidades con gestos en presencia de
oclusión.
3.5.1. Imagen integral vs imagen monocular
Para comparar los resultados de reconocimiento de gestos de imagen integral,
frente a los obtenidos con una sola cámara se capturan los vídeos de los gestos
descritos en la sección anterior para 10 usuarios distintos. Como se ha comentado
en el apartado anterior, se utiliza un array de 9 cámaras (Fig. 3.5a) para formar
la imagen integral con seccionado donde sólo el gesto aparece en foco y se utiliza
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Monocular
Número de palabras (K)
Descriptor O 10 25 50 100 200
HOF 70.1 (4.2) 81.5 (5.1) 88.7 (3.4) 90.9 (3.5) 92.6 (2.0)
HOG 66.4 (5.0) 75.2 (4.1) 76.8 (5.4) 76.3 (3.7) 78.0 (4.4)
HOG+HOF 64.0 (5.2) 78.7 (6.8) 84.7 (3.1) 86.2 (2.8) 89.1 (3.1)
Imagen integral
Número de palabras (K)
Descriptor O 10 25 50 100 200
HOF 48.0 (4.0) 66.2 (5.0) 73.3 (4.1) 78.8 (3.7) 82.3 (4.2)
HOG 74.7 (4.6) 84.3 (4.1) 84.2 (3.5) 84.5 (4.9) 85.1 (3.8)
HOG+HOF 83.2 (4.0) 85.1 (2.9) 87.9 (3.2) 93.7 (3.6) 95.0 (3.1)
Tabla 3.4: Resultados de reconocimiento (%) para las dos modalidades
de vídeo y los tres descriptores utilizados. Los promedios y las desviaciones
estandard se muestran redondeados a un decimal.
la cámara central en la situación monocular para realizar la comparación de re-
sultados. Los STIPs se detectan en ambas modalidades utilizando 0 como umbral
del detector de Harris3D, por lo tanto, no se descarta ningún STIP. El número
de palabras varía en el rango K ∈ {10, 25, 50, 100, 200}. Finalmente, se consideran
tres posibles descriptores (HOG, HOF y HOG+HOF), dado que se pueden obtener
resultados diferentes según se apliquen a las dos modalidades propuestas.
Los resultados de clasiﬁcación (Fig. 3.8) muestran que el reconocimiento de
gestos con una sola cámara presenta mejores resultados que imagen integral cuando
se utiliza el descriptor HOF. Sin embargo, con imagen integral se obtienen mejores
resultados utilizando tanto el descriptor HOG como la combinación de HOF+HOG.
Como se verá en la siguiente sección, esto no sucede con otra base de datos distinta,
con la que los resultados de imagen integral superan siempre a los de la imagen
monocular. Esto se puede deber a que en la segunda base de datos, se les dio más
libertad a los usuarios a la hora de realizar los gestos, y por tanto se trata de
un conjunto de acciones grabadas en condiciones menos ideales que en la primera
base de datos. Así pues, en condiciones más controladas, el seccionado conseguido
con imagen integral no mejora los resultados de clasiﬁcación para el descriptor
HOF. Sin embargo, para el resto de casos, con imagen integral el reconocimiento
de gestos es más preciso. Además, en términos absolutos, cuando se compara el
mejor descriptor en cada caso (por ejemplo, HOF para monocular y HOF+HOG
para imagen integral) se puede ver que la imagen integral supera la imagen 2D
monocular (Fig. 3.9). En la tabla 3.4 también se muestran los resultados numéricos
obtenidos para esta primera base de datos y los tres descriptores utilizados.
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Sensor Resolución Reducida Resolución original
Kinect 224× 160 640× 480
Monocular 290× 218 1024× 768
Imagen integral 305× 230 1075× 810
Tabla 3.5: Resoluciones espaciales utilizadas en las tres modalidades de
vídeo
3.5.2. Imagen integral vs monocular vs sensor Kinect
El segundo conjunto de experimentos se realiza sobre una base de datos lige-
ramente distinta a la anterior. Aunque el conjunto de gestos y repeticiones son los
mismos, como ya se ha adelantado en el apartado anterior, en este caso se les da
más libertad a los usuarios a la hora de realizar las acciones. A diferencia de las
grabaciones anteriores, no se le especiﬁca al usuario la altura o posición del brazo
ni la forma exacta de realizar los gestos. En este caso se graban las acciones de 11
usuarios utilizando, además del array de 9 cámaras, el sensor de la cámara Kinect
(Fig. 3.5b). De nuevo, los vídeos del array de 9 cámaras se sincronizan a través del
bus 1394 y los vídeos de la Kinect no se sincronizan frame a frame con la captura
de imagen integral, pero sí que se capturan simultáneamente con los vídeos de las 9
cámaras. El resultado son un conjunto de 132 vídeos para cada una de las 3 moda-
lidades que se corresponden con las 3 acciones × 11 usuarios × 2 repeticiones × 2
escenarios. Estos dos escenarios son, en este caso, los gestos realizados sin oclusión
y cuando una planta ocluye parcialmente la mano de los usuarios. En esta nueva
base de datos no se reutilizan los vídeos anteriores ya que en este caso los resultados
se graban también con la cámara Kinect y con oclusión, versiones no disponibles
en la base de datos anterior.
Las imágenes del sensor de Kinect tienen un campo de visión más grande pero
menor resolución (640 × 480) mientras que las imágenes de las cámaras del array
tienen menor campo de visión pero mayor resolución (1024 × 768). Con el ﬁn de
realizar una comparación equitativa, se han redimensionado y cortado las imágenes
para conseguir resoluciones efectivas comparables en la región de interés, es decir,
en la parte superior del cuerpo de los usuarios. En la tabla 3.5 se muestran las
resoluciones de las imágenes utilizadas para cada uno de los tres sensores. En la
ﬁgura 3.6 se muestra una acción en oclusión de un usuario para las tres modalidades
de vídeo capturadas. Como se puede observar, existe una oclusión signiﬁcativa del
gesto que se suaviza para la modalidad de imagen integral, gracias a la capacidad
de seccionado. Al enfocar correctamente en el plano del gesto por medio del proceso
de reconstrucción de apertura sintética descrito previamente, parte de la oclusión
desaparece, al no encontrarse las hojas en el mismo plano que el gesto.
Para la comparación de resultados en el reconocimiento de gestos, se utilizan,
como en el apartado anterior, tres descriptores distintos: el histograma de gradien-
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Kinect Monocular Imagen integral
Tabla 3.6: Imágenes de un gesto con oclusión para las tres modalidades de
vídeo utilizadas.
tes (HOG), histograma de ﬂujo óptico (HOF) y su concatenación (HOG+HOF).
En este caso, como se ha adelantado en el apartado anterior, los resultados de cla-
siﬁcación para los tres descriptores son muy similares. En la ﬁgura 3.10 se muestra
cómo los resultados de clasiﬁcación para la modalidad de imagen integral con y
sin oclusión, no diﬁere al utilizar los distintos descriptores. Para una mejor visua-
lización de los resultados, dado que en este caso se comparan entornos con y sin
oclusión y con tres modalidades distintas, se muestran únicamente los resultados
de la concatenación de descriptores HOG+HOF.
Para los vídeos con oclusión, se tiene que elegir un criterio a la hora de elegir
los STIPs utilizados para construir la bolsa de palabras y entrenar el clasiﬁcador.
La opción más razonable consiste en realizar el entrenamiento únicamente con los
STIPs encontrados en entornos sin oclusión, e incluir en el conjunto de test los
STIPs de los vídeos con oclusión. En la práctica, normalmente se utilizan gestos
ideales para el entrenamiento, mientras que en el conjunto de test estos gestos
pueden aparecer impredeciblemente con oclusión. O dicho de otro modo, el hecho de
utilizar los STIPs de los vídeos con oclusión en el entrenamiento se traduciría en un
conocimiento a priori del tipo de oclusión que ocurriría en un contexto determinado,
lo que no suele ser habitual en situaciones prácticas.
3.5.2.1. Efectos del ﬁltrado de STIPs basado en la profundidad
con Kinect.
Para estudiar la efectividad del sistema propuesto del ﬁltraje de STIPs basado
en la profundidad con el sensor de Kinect, comparamos los resultados obtenidos
al realizar la clasiﬁcación utilizando todo el conjunto de STIPs detectados en las
imágenes RGB de Kinect con el conjunto de STIPs reducido, resultante de eliminar
aquellos STIPs que no se encuentran a la profundidad del gesto realizado por el
usuario. Como se muestra en la ﬁgura 3.11, la clasiﬁcación de gestos en los vídeos
de Kinect es efectiva para vocabularios grandes, tanto utilizando todos los STIPs
como al utilizar el conjunto de STIPs reducido tras el ﬁltrado por profundidad.
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Además, para grandes vocabularios (K > 1000) la clasiﬁcación funciona mejor tras
el ﬁltrado basado en profundidad, que al utilizar el conjunto original de todos los
STIPs. En estas gráﬁcas se observa, además, cómo el ﬁltrado basado en profundidad
reduce el número de STIPs, por lo que no se tienen suﬁcientes puntos para utilizar
K > 5000 clusters.
3.5.2.2. Comparación de resultados de las tres modalidades.
Al comparar los resultados de las tres modalidades (Fig. 3.12) con y sin oclusión,
se pueden hacer las siguientes observaciones:
Oclusión: Cumpliendo las previsiones, todas las modalidades son muy sen-
sibles a la oclusión, con caídas de alrededor de 20 puntos en los resultados
de clasiﬁcación. Además, en comparación con los resultados de clasiﬁcación
en entornos sin oclusión, se necesitan vocabularios más grandes para poder
conseguir resultados aceptables.
Imagen Integral vs Monocular: Al igual que sucede en la sección anterior, los
resultados de clasiﬁcación son mejores utilizando imagen integral que imagen
monocular. Además, esta diferencia se acentúa al clasiﬁcar gestos en entornos
con oclusión, y la diferencia es mayor cuanto mayor es el tamaño del voca-
bulario.
Imagen Integral vs RGB-D: En entornos sin oclusión la técnica de imagen
integral es más eﬁcaz que RGB-D para vocabularios pequeños pero al aplicar
el ﬁltrado basado en profundidad (DBF) los resultados de Kinect superan
a la imagen integral. Resulta además interesante destacar cómo la técnica
de imagen integral consigue buenas clasiﬁcaciones incluso con los vocabula-
rios más pequeños, lo que sugiere que las palabras en este conjunto de datos
son más expresivas. Esto se traduce en la posibilidad de reconocer los gestos
realizando cálculos más eﬁcientes y con menores requisitos de memoria que
con RGB-D. Sin embargo, cuando la tarea de reconocimiento se realiza so-
bre gestos parcialmente ocultos, se observa cómo la imagen integral supera
los resultados de RGB-D para cualquier tamaño de vocabulario. Tal y como
se había predicho, el ﬁltrado en profundidad proporcionado por la cámara
Kinect no aporta gran ventaja en entornos con oclusión, ya que los datos
son capturados desde un único punto de vista, por lo que la oclusión sigue
presente. En cambio, en imagen integral, las distancias entre las cámaras del
array permiten realizar un seccionado en el plano del gesto, que elimina parte
de la oclusión, obteniendo por tanto descriptores más ricos.
RGB-D vs Monocular: Tal y como se ha estudiado en el apartado anterior, con
el ﬁltrado en profundidad de Kinect, en los resultados de clasiﬁcación para
vocabularios pequeños la precisión es baja. Es por ello que RGB-D con un
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pequeño número de palabras obtiene peores resultados que imagen monocular
tanto con oclusión como sin ella. Sin embargo, cuando no existe oclusión,
RGB-D supera a la imagen monocular para el resto de tamaños. Por otro lado,
en entornos con oclusión ambas modalidades obtienen resultados similares,
siendo la imagen monocular la que obtiene mejores resultados. Esto se puede
deber a que el ﬁltrado en profundidad en entornos con oclusión, puede estar
ﬁltrando tanto STIPs ruidosos que nada tienen que ver con el gesto, como
STIPs que son necesarios para una buena clasiﬁcación. Eso refuerza de nuevo
el supuesto de que la imagen 3D RGB-D proporcionada por Kinect no ofrece
información adicional a la imagen monocular en entornos con oclusión, ya
que las imágenes son tomadas desde un único punto de vista.
Así pues, aunque en el caso de imagen integral no se utiliza explícitamente una
estrategia para manejar la oclusión, la técnica por sí sola proporciona datos que,
por su capacidad de enfoque en un plano, eliminan parcialmente la oclusión. Sin
embargo, esto no ocurre con imagen monocular o RGB-D ya que los datos son
obtenidos desde un único punto de vista, con lo que la oclusión sigue presente y los
resultados de clasiﬁcación son siempre peores. Además, mientras que con Kinect
se necesitan vocabularios grandes para obtener buenos resultados, en el caso de
imagen integral basta con 10 palabras para obtener unos resultados razonables y
estables.
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Figura 3.8: Resultados de reconocimiento de gestos para imagen 2D mono-
cular e imagen integral 3D para tres descriptores (HOF, HOG, HOG+HOF).
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Figura 3.9: Resultados de reconocimiento de gestos para el mejor descrip-
tor en cada caso (imagen integral y monocular).
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Figura 3.10: Reconocimiento de gestos en imagen integral con y sin oclu-
sión para tres descriptores distintos (HOG, HOF y HOG+HOF).
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Figura 3.11: Resultados de clasiﬁcación para los vídeos de Kinect con el
conjunto de todos los STIPs detectados (RGB) y con los STIPs ﬁltrados se-
gún la profundidad de los mismos (RGB+DBF), para vocabularios pequeños
y grandes.
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Figura 3.12: Resultados de clasiﬁcación para imagen monocular, RGB-D
e imagen integral, en los tres casos, con y sin oclusión. El eje horizontal
se muestra en escala logarítmica para representar más fácilmente el amplio
rango de valores del número de palabras K.
Capítulo 4
Imagen 3D con cámaras de un
solo píxel
There are all sorts of detectors
used in the physics lab, now most of them
can be used to make images too.
Kevin Kelly, 2006
Resumen: En entornos en los que resulta difícil obtener una imagen
mediante técnicas convencionales, existe en la actualidad una alterna-
tiva al método tradicional de obtención de imágenes bidimensionales.
Se trata de las cámaras single-pixel, que a diferencia de los sensores
tradicionales que forman una imagen con un sólo disparo, realizan un
muestro secuencial de la escena con patrones estructurados. En es-
te capítulo se describe esta nueva modalidad de formación de imagen
estudiando sus ventajas e inconvenientes. Uno de los inconvenientes
principales de las cámaras de un solo píxel es que el tiempo de adqui-
sición crece a medida que aumenta la resolución de las imágenes. Por
ello, en este capítulo se propone una técnica de muestreo adaptativo
para resolver este inconveniente. Además, se proponen diversas alter-
nativas para reducir el coste de este nuevo modelo de cámaras y para
la obtención de imagen en color. Por último, se describen varias apro-
ximaciones que permiten capturar imagen 3D utilizando las cámaras
single-pixel.
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4.1. Introducción
Los sensores más habituales para formar imágenes bidimensionales son los que
se encuentran en las cámaras digitales. Las dos tecnologías más extendidas son
los sensores CCD (Charge Coupled Divice) y los CMOS (Complementary Metal
Oxide Semiconductor). Ambos tipos de detectores están formados, en esencia, por
semiconductores y los sensores están distribuidos en forma matricial. De este modo,
para formar una imagen 2D, cada elemento de la matriz captura información de un
punto de la escena (Fig. 4.1).
Figura 4.1: Obtención de imagen 2D con detectores matriciales.
Sin embargo, las cámaras de un sólo píxel se han convertido en una alternativa
real a estos sensores, ya que son capaces de obtener información difícil de capturar
con los sensores tradicionales. Tal y como su propio nombre indica, con las cámaras
single-pixel es posible obtener imágenes bidimensionales utilizando un detector sin
resolución espacial. Esto les ha convertido en una técnica muy atractiva ya que,
para medir determinados parámetros físicos es mucho más sencilla la fabricación
de un detector con un sólo sensor, que un detector con millones de sensores. Una
forma de capturar información bidimensional utilizando un detector sin resolución
espacial consiste en escanear la escena como muestra la ﬁgura 4.2a. De este modo,
un barrido secuencial (raster scanning) de la escena, proporciona una imagen de
la misma. Sin embargo, en general se entiende por cámara de un sólo píxel aquella
que utiliza patrones microestructurados para muestrear el objeto. Se trata de un
sistema de adquisición capaz de formar imagen con la proyección sobre la escena de
un conjunto de patrones bidimensionales (Figa. 4.2b). Tras la proyección secuencial
del conjunto de patrones, el sistema de formación de la imagen integra la inten-
sidad reﬂejada por cada patrón y utiliza estos datos para obtener la información
2D de la escena. Así pues, del mismo modo que un sistema de captura de imagen
3D activo utiliza luz estructurada para resolver la tercera dimensión utilizando un
detector bidimensional, en este caso la luz estructurada se utiliza para resolver la
segunda dimensión al utilizar un detector sin resolución espacial. Estas cámaras se
diferencian de las técnicas de raster scanning en que en cada captura del detector
no se recibe información únicamente de una región de la escena, sino de diferentes
partes de la misma.
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(a) Raster Scanning
(b) Single Pixel
Figura 4.2: Detectores sin resolución espacial para imagen 2D.
En los últimos años son muchos los estudios que giran en torno al desarrollo de
las cámaras de un solo píxel ya que permiten resolver problemas que los sensores
convencionales no pueden afrontar. Por ejemplo, con esta tecnología es posible ad-
quirir imágenes en el rango espectral de las ondas milimétricas [70, 71] y el infrarrojo
[72], con niveles de iluminación inferiores al pico-watt [73] o de objetos inmersos en
medios turbios [7476]. En esta tesis nos proponemos estudiar este tipo de cámaras
y analizar la posibilidad de combinarlas con la tecnología 3D, para aportar nuevas
propuestas con ventajas frente a soluciones anteriores.
Como describe Duarte [77], una cámara de un solo píxel no es más que un sis-
tema que mide secuencialmente el producto escalar entre el campo de luz de una
escena y un conjunto de funciones bidimensionales de muestreo. De este modo, el
funcionamiento básico de una cámara single-pixel consiste en superponer un con-
junto de máscaras sobre una escena y recuperar, para cada uno de los patrones,
la intensidad total de luz transmitida o reﬂejada por la escena. Así pues, con un
simple detector sin resolución espacial, como puede ser un fotodiodo, se captura
la señal asociada a cada patrón y la imagen se reconstruye utilizando algoritmos
matemáticos. Para muestrear la escena con el conjunto de funciones existen dos
aproximaciones ópticamente análogas; se puede formar la imagen de la escena so-
54 Capítulo 4. Imagen 3D con cámaras de un solo píxel
bre los patrones, o bien proyectar los patrones sobre la escena. La primera opción
consiste en utilizar un sistema óptico para proyectar la imagen de la escena sobre
un modulador espacial de luz. El modulador codiﬁca el conjunto de patrones bidi-
mensionales, muestreando de este modo la escena. La luz reﬂejada por el modulador
es integrada por un detector que proporciona el producto escalar deseado. En la
ﬁgura 4.3a se muestra un esquema en el que se representa el funcionamiento de
este modelo de cámara de un solo píxel. Por otro lado, existe una solución análoga
que consiste en proyectar los patrones de luz sobre la escena, tal y como muestra
la ﬁgura 4.3b. En este caso, el modulador espacial de luz codiﬁca el conjunto de
patrones y se utiliza un sistema óptico de proyección para proyectar los patrones
sobre la escena. Un sistema óptico colecta la luz reﬂejada por la escena en un detec-
tor que proporciona de la señal eléctrica deseada. Esta es la aproximación utilizada
a lo largo de todo el capítulo.
(a) (b)
Figura 4.3: Esquema de las dos alternativas de cámara single-pixel. A
la izquierda un sistema óptico forma una imagen de la escena sobre un
modulador espacial de luz. El modulador codiﬁca la secuencia de patrones
binarios y un detector puntual captura la intensidad reﬂejada para cada
patrón. A la derecha, una secuencia de patrones binarios se proyecta sobre
el objeto. La intensidad asociada a cada patrón es capturada por un detector
sin resolución espacial.
El número de patrones necesario para recuperar una imagen single-pixel depen-
de de la resolución deseada. Incluso para imágenes de baja resolución de 64 × 64
píxeles, se requieren una gran cantidad de proyecciones (642). A pesar de que se
usan moduladores espaciales de luz rápidos, esto limita la velocidad del proceso de
adquisición. Para resolver este problema, las técnicas de muestreo compresivo (Com-
presive Sensing, CS) proporcionan un método que permite recuperar la imagen con
un número de medidas menor que el número total de píxeles de la imagen [78]. Sin
embargo, aunque se reduzcan el número total de proyecciones, los algoritmos de re-
construcción son computacionalmente muy complejos. Por eso, en los últimos años
se han propuesto múltiples técnicas de muestreo adaptativo para conseguir reducir
tanto el número de máscaras como la complejidad computacional de los algoritmos
de reconstrucción. Algunas de estas técnicas utilizan información a priori de la es-
cena para proyectar sólo las máscaras más relevantes [79]. Otro trabajo adopta una
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estrategia inspirada en los sistemas de visión focalizados que se encuentran en el
reino animal. Una región foveal de alta resolución sigue el movimiento dentro de la
escena y cada fotograma proporciona nueva información espacial [80]. En este ca-
pítulo se propone una alternativa que utiliza la transformada wavelet para detectar
las zonas de la escena que contienen información de interés. El algoritmo utiliza
máscaras de baja resolución que van reduciendo su tamaño para conseguir mayo-
res resoluciones sólo en las zonas relevantes. Ideas similares se han propuesto para
mejorar el rendimiento de las técnicas de Ghost Imaging (GI) [81, 82] y fotografía
dual (dual photography) [83].
Una vez resuelto el problema del tiempo de adquisición, en este capítulo se des-
cribe cómo aumentar la dimensionalidad de las imágenes obtenidas con una cámara
single-pixel. En primer lugar se propone una solución para obtener una imagen en
color de la escena. En 2009 Nagesh y Li [84] propusieron utilizar técnicas de CS
para aprovechar adecuadamente la fuerte correlación entre diferentes canales para
obtener imagen en color. La propuesta de Welsh et. al [85] para recuperar la infor-
mación de color consiste en colocar un divisor de haz dicroico que descompone la
luz reﬂejada por los objetos en tres canales cromáticos distintos (rojo, verde y azul).
En cada una de estas salidas se coloca un fotodiodo que mide la intensidad reﬂejada
para cada color. En este capítulo se propone una solución alternativa con la que
es posible reconstruir imágenes en color utilizando únicamente un fotodiodo. Para
ello se aprovecha el procedimiento de codiﬁcación de color, basado en multiplexa-
do temporal, utilizado por el proyector de vídeo empleado para generar los patrones.
En este capítulo se proponen dos estrategias para obtener información 3D uti-
lizando detectores sin resolución espacial. Este ha sido un campo de gran interés
en los últimos años, por lo que encontramos en la literatura múltiples soluciones
posibles. Algunas propuestas para imagen 3D con cámaras single-pixel aplican al-
goritmos de fotometría estéreo [86, 87]. La técnica consiste en utilizar múltiples
imágenes de un mismo objeto con distintas condiciones de iluminación para obte-
ner la información de profundidad. Para ello, a partir de los datos de intensidad
de las imágenes, se calculan los gradientes superﬁciales que permiten reconstruir el
objeto 3D.
Otros métodos aplican técnicas de medida de tiempo de vuelo, de modo que
al enviar el conjunto de máscaras, no miden simplemente la intensidad integrada
por cada patrón, sino que analizan la la forma temporal de la señal utilizando un
detector muy rápido [73, 8892]. La señal resuelta en el tiempo da información de
la profundidad a la que se encuentran los objetos de la escena y la intensidad inte-
grada en cada patrón se utiliza para obtener la imagen de la escena. Además, estas
técnicas de tiempo de vuelo se han empleado en métodos de imagen basados en GI
con el mismo ﬁn [93, 94].
Por otro lado, también se ha utilizado la información de disparidad para recu-
perar información 3D [95]. En esta propuesta en particular se hace rotar un objeto
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sobre una plataforma para recuperar distintas perspectivas del mismo. A partir de
la información de disparidad es posible determinar la profundidad de la escena.
Finalmente, también se ha combinado la cámara single-pixel con técnicas de luz
estructurada. Los métodos convencionales de luz estructurada utilizan un proyector
y una cámara. Para obtener la información 3D de la escena se proyectan patrones
conocidos y la cámara captura la deformación que estos sufren al interaccionar
con el objeto. Además, para poder obtener información de profundidad utilizan-
do restricciones geométricas, es necesario calibrar los parámetros de la cámara y
el proyector. Los sistemas tradicionales basados en el empleo de luz estructurada
utilizan los parámetros de calibración de la cámara para calibrar el proyector. Por
la propiedad de la reversibilidad de los rayos de luz (o principio de reciprocidad
de Helmholtz) sabemos que la imagen que se recupera con la cámara single-pixel
se obtiene con la perspectiva que obtendría una cámara que se colocase en la po-
sición del proyector. Por ello, la empresa Ajile propone un método de calibración
del proyector utilizando la imagen reconstruida por single-pixel [96]. Por otro la-
do, utilizando esta misma propiedad de la luz Zhan et. al [97] colocan una rejilla
delante de un detector para conseguir implementar la técnica de luz estructurada
utilizando una cámara single-pixel. Las dos alternativas propuestas en este capítulo
para obtención de imagen 3D se basan, la primera en una cámara estereoscópica y
la segunda en la técnica de fotometría estéreo.
4.2. Teoría básica
A continuación se hace una descripción formal del problema de obtención de
imágenes bidimensionales con la cámara de un sólo píxel. Una secuencia de patrones
de luz microestructurados con una distribución de irradiancia Ψi(m,n), siendo m
y n coordenadas espaciales discretas y i = 1, ..., N , se proyecta sobre el objeto de
estudio. La luz reﬂejada por el objeto la recoge un detector puntual, como puede
ser un fotodiodo. Si denominamos R(m,n) a la distribución de reﬂectancia del
objeto en los puntos muestreados por los patrones de luz, entonces el fotodiodo
mide secuencialmente los productos:
Ii =
√
N∑
n=1
√
N∑
m=1
Ψi(m,n) ·R(m,n), (4.2.1)
donde N es el número de píxeles del patrón de luz microestructurada. Esta opera-
ción de muestreo implica que la resolución espacial de esta técnica de imagen viene
determinada por la resolución de los patrones proyectados. Diferentes enfoques de
imagen single-pixel utilizan distintas funciones de muestreo Ψi(m,n). Por un lado,
se puede utilizar un conjunto de patrones aleatorios para muestrear la escena, sien-
do este enfoque muy similar a las técnicas de GI computacional [98]. Por otro lado,
se puede escoger un conjunto determinista de patrones como pueden ser funciones
pertenecientes a una base completa tales como Fourier, Haar o Walsh-Hadamard
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[99101]. En este trabajo los patrones de muestreo utilizados son funciones 2D
pertenecientes a la base de Walsh-Hadamard (WH). Una matriz de Walsh es una
matriz cuadrada de dimensiones potencia de 2, valores de +1 -1 y con la propiedad
de que el producto escalar de dos ﬁlas (o columnas) distintas es cero, es decir, las
ﬁlas son ortogonales entre sí. Estas matrices se pueden crear con la construcción de
Sylvester, que obtiene recursivamente las matrices a partir del siguiente algoritmo:
H(21) =
[
+1 +1
+1 −1
]
, (4.2.2)
H(22) =

+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1
 , (4.2.3)
y en general:
H(2k) =
[H(2k−1) H(2k−1)
H(2k−1) −H(2k−1)
]
= H(2)⊗H(2k−1). (4.2.4)
La implementación de estas funciones en un modulador de amplitud no es direc-
ta ya que el modulador tendría que estar formado por elementos de transmitancia
1 y -1. En cambio, si el modulador utilizado solo reﬂeja o transmite la radiación,
es necesario descomponer las funciones de WH en otras funciones que si se puedan
codiﬁcar. Para ello, cualquier función de WH se puede expresar como la resta de
dos funciones complementarias:
H = H+ −H−, (4.2.5)
donde H+ se construye a partir de H reemplazando los -1 por 0 y H− es la com-
plementaria de H+. Estas funciones binarias ya se pueden implementar fácilmente
con cualquier modulador espacial de luz.
En el tratamiento digital de imágenes es habitual considerar la imagen 2D co-
mo un vector 1D, que expresa el conjunto de ﬁlas de la imagen concatenadas en
un único vector. La codiﬁcación de las funciones WH se hace también por ﬁlas. La
forma en la que se almacenan estas funciones se muestra en la ﬁgura 4.4. En esta
ﬁgura se muestra también el orden en el que se envían estos patrones a la escena.
Como se puede observar, el envío se realiza lanzando en primer lugar los patrones
de frecuencias más bajas. Aunque independientemente del orden en que se envíen
los patrones se obtiene la misma reconstrucción, en el caso de no mandar todas las
funciones de la base, en general se obtienen mejores resultados si se envían aquellos
con frecuencias más bajas.
La elección de esta base proporciona varias ventajas. En primer lugar, como los
patrones son funciones de una base ortogonal, la intensidad medida, Ii, proporciona
directamente la proyección del objeto sobre esa base. Esto también signiﬁca que,
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Figura 4.4: Representación de la matriz de Walsh Hadamard H(23) (iz-
quierda) y conjunto de patrones 2D construidos a partir de dicha matriz
(derecha). Cada ﬁla de la matriz se corresponde con un patrón. Los núme-
ros rojos indican el orden de envío de los patrones.
en principio, al utilizar todas las funciones de la base, el objeto puede ser perfec-
tamente recuperado para una frecuencia de muestreo dada. En segundo lugar, las
imágenes naturales tienden a ser dispersas (sparse) en la base de WH, siendo por
lo tanto esta base muy útil para aplicar técnicas de muestreo compresivo, como se
explicará más adelante. Finalmente, al tratarse de patrones binarios, la codiﬁcación
utilizando moduladores espaciales de luz es muy sencilla.
Así pues, teniendo en cuenta la deﬁnición de las matrices WH es sencillo mostrar
que para cualquier par de patrones con índices i y j,
√
N∑
n=1
√
N∑
m=1
Hi(m,n) ·Hj(m,n) = N · δij , (4.2.6)
donde δij es la delta de Kronecker. Por lo tanto, utilizando una secuencia de N
patrones de WH, la distribución de irradiancia del objeto en 4.2.4 se puede estimar
aplicando simplemente el principio de superposición del siguiente modo:
T ′(m,n) =
1
N
N∑
i=1
Ii ·Hi(m,n), (4.2.7)
Es importante tener en cuenta que en ausencia de ruido, utilizando una se-
cuencia de N patrones de WH, 4.2.7 se proporciona una réplica exacta del objeto
con una resolución de muestreo de N píxeles. Además, es fácil comprobar que este
enfoque es muy similar a las técnicas de GI computacional [98] si nos percatamos
de que la operación en la ecuación 4.2.7 se puede entender como una correlación
entre la secuencia de irradiancias medidas Ii, y la secuencia de irradiancia de luz
que ilumina cada píxel Hi(m,n).
Al contrario de lo que sucede con las cámaras tradicionales, con las que es
posible obtener una imagen con un solo disparo, con las cámaras single-pixel el
muestreo se realiza secuencialmente en el tiempo, mediante la proyección de una
serie de patrones binarios sobre la escena. Es por ello que la mayor limitación de las
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cámaras single-pixel es que pueden requerir largos tiempos de adquisición. Estos
tiempos dependen del número M de máscaras proyectadas, la tasa de proyección
de patrones RSLM y el tiempo de integración tint del detector de luz, a través de
la ecuación:
Ta = M(
1
RSLM
+ tint). (4.2.8)
Idealmente, el tiempo de integración debería ser lo más corto posible y la frecuencia
tan alta como la permitida por el proyector digital de luz. Por lo tanto, una forma
de disminuir el tiempo de adquisición consiste en reducir el número de patrones que
se envían. Sin embargo este número aumenta con la resolución.
Las cámaras single-pixel se popularizaron en el 2006 con la aparición de la téc-
nica de muestreo compresivo, CS [5, 77, 102]. La idea parte de una pregunta muy
simple, ¾para qué capturar una escena con sensores de millones de píxeles si poste-
riormente se van a utilizar algoritmos de compresión de imagen para almacenarla
o transmitirla? ¾Por qué no realizar la compresión en el proceso de captura? Em-
pleando técnicas de CS se pueden obtener imágenes de alta calidad muestreando las
escenas por debajo del límite de Shannon-Nyquist [103]. Este límite establece que la
frecuencia de muestreo mínima que se requiere tiene que ser mayor que el doble de
la frecuencia máxima de la señal. De este modo, la teoría de CS establece que una
imagen de dimensión
√
N×√N se puede reconstruir utilizando un númeroM < N
de coeﬁcientes escogidos aleatoriamente. Por lo tanto, la técnica de CS optimiza la
adquisición de datos realizando la compresión en el propio proceso de muestreo de
la señal. Esto es posible dado que las imágenes naturales tienden a ser sparse en
el espacio de frecuencias de ciertas bases y en particular en la de WH, es decir, se
pueden expresar utilizando únicamente unos pocos coeﬁcientes signiﬁcativos.
Esta idea se puede expresar escribiendo de nuevo el proceso de medida en la
ecuación 4.2.6 de forma matricial como:
~I = Φ · ~t = Φ(Γ · ~s) = Θ · ~s, (4.2.9)
donde ~I es un vector M × 1 que contiene los coeﬁcientes medidos, y ~t y ~s son
vectores N × 1 que representan el objeto en el espacio de muestreo y en el espacio
de frecuencias de WH, respectivamente. La matriz Φ es una matriz M × N que
contiene un subconjunto aleatorio de M patrones de WH codiﬁcados en diferentes
ﬁlas y la matriz Γ es la matriz de transformación entre el espacio de muestreo y
el espacio WH. Con el producto de las matrices Φ y Γ se obtiene la matriz Θ,
que actúa directamente sobre ~s. En los algoritmos de CS, la solución de la ecuación
matricial indeterminada en la ecuación 4.2.9 se obtiene mediante algoritmos oﬀ-line
de reconstrucción, tales como los basados en optimización convexa. En particular,
en este capítulo utilizamos algoritmos basados en la minimización de la norma l1 de
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~s sujetos a la restricción dada por la ecuación 4.2.9. Concretamente, la estimación
del objeto, ~t′, se obtiene resolviendo:
mı´n
s′
||~s′||l1 sujeto a Θ~s′ = ~I. (4.2.10)
Hay que tener en cuenta que, con la utilización de estos algoritmos de CS,
el tiempo de adquisición en la ecuación 4.2.8 se reduce a costa de un tiempo de
postprocesado al reconstruir la imagen ﬁnal. Así pues, las técnicas de CS permiten
reducir el tiempo al muestrear la escena ya que son necesarios un menor número de
patrones. Sin embargo, los algoritmos de minimización requieren grandes tiempos
de cálculo y a medida que aumenta la resolución de la imagen, este tiempo aumenta
exponencialmente. Por lo tanto, para aplicaciones de obtención de vídeos a tiempo
real, se hace difícil su utilización ya que al tiempo de adquisición Ta hay que añadirle
el tiempo de postprocesado, Tp:
Ta = M(
1
RSLM
+ tint) + Tp. (4.2.11)
En este capítulo se propondrá una técnica de muestreo adaptativo que permite
reducir, no sólo el número de máscarasM , sino también el tiempo de postprocesado
Tp.
4.3. Desarrollo experimental de una cámara single-
pixel
Los componentes principales para obtener una imagen con una cámara single-
pixel se muestran en la ﬁgura 4.5. El sistema de formación de imágenes está com-
puesto por un sistema de proyección, un fotodiodo, una tarjeta digitalizadora y
un ordenador. A continuación se describen los distintos componentes del sistema,
especialmente las distintas conﬁguraciones posibles para el sistema de proyección
de luz, que es el dispositivo clave.
4.3.1. Proyección con tecnología DMD
Para la proyección de los patrones, una primera opción consiste en utilizar un
proyector con pantalla de cristal líquido (Liquid Crystal Display, LCD), sin embargo
esta tecnología nos permite trabajar como máximo a frecuencias de cientos de
hercios. Por otra parte, los moduladores espaciales de luz basados en micro-espejos
(Digital Micromirror Device, DMD) pueden alcanzar tasas de refresco de hasta
22.7 kHz. Inventados en 1987 por Texas Instruments, los DMDs son un dispositivo
formado por un conjunto de mico-espejos controlables electrónicamente de forma
individual. En la ﬁgura 4.6 se muestra un esquema de funcionamiento del DMD. Los
espejos, que tienen únicamente dos orientaciones posibles (+12o y -12o) respecto a
su posición de espera, dirigen un haz de luz incidente hacia dos direcciones distintas
(ON u OFF). Aunque el DMD es un dispositivo binario de amplitud, dada su alta
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Figura 4.5: Esquema experimental para la reconstrucción de objetos uti-
lizando una cámara single-pixel.
velocidad de conmutación es posible generar patrones de iluminación con niveles de
gris para sistemas estándar de proyección. Dado que el sistema de visión humana
solo distingue imágenes individuales cuando estas se proyectan a frecuencias de
entre 10 y 12 imágenes por segundo, trabajando a frecuencias mayores y variando
la cantidad de tiempo que los espejos se encuentran en la posición ON u OFF se
pueden conseguir diferentes niveles de gris. Si el receptor es una cámara en lugar
de una persona, será necesario ajustar la velocidad de conmutación del DMD y el
tiempo de integración de la cámara, de modo que esta no resuelva los cambios de
posición ON-OFF de los espejos durante la proyección de un nivel de gris.
Figura 4.6: Esquema de funcionamiento del DMD. La luz incidente se
reﬂeja en dos direcciones ON y OFF dependiendo de la posición del micro-
espejo.
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Los DMDs son el componente principal de los proyectores actuales con tecno-
logía DLP (del acrónimo en inglés Digital Light Processing). En la ﬁgura 4.7 se
muestra un esquema de funcionamiento de un proyector DLP. La luz proveniente
de una lámpara de luz blanca atraviesa una rueda dividida en varios sectores, ca-
da uno de los cuales contiene un ﬁltro de color. La rueda de colores ﬁltra la luz
de modo que esta cambia secuencialmente entre las componentes cromáticas azul,
rojo y verde. Algunos proyectores añaden además un segmento transparente para
mejorar la proyección de la luz. De este modo, la tecnología DLP es una alternativa
económica a los DMDs de uso cientíﬁco que además incorpora la fuente de luz, y
permite la codiﬁcación en color de los patrones de salida.
Figura 4.7: Esquema de funcionamiento de un proyector con tecnología
DLP. La luz proveniente de una lámpara de luz blanca pasa a través de una
rueda de ﬁltros e incide sobre un DMD. El DMD codiﬁca la imagen y un
sistema de proyección la envía a una pantalla.
4.3.2. Proyección con una matriz de LEDs
Aunque los DMDs de uso cientíﬁco proporcionan tasas de refresco de hasta
22 kHz, el coste de estos dispositivos es muy elevado. En este capítulo, para reducir
el coste se proponen soluciones económicas de proyectores comerciales con tecno-
logía DLP. Sin embargo, una de las desventajas de esta propuesta es el límite de
velocidad en el envío de patrones. Esto se traduce en grandes tiempos de captura
de imágenes single-pixel, lo que imposibilita la captura de vídeos a tiempo real.
Con el ﬁn de construir una versión más económica de este tipo de cámaras se pue-
de utilizar también una matriz de LEDs para la codiﬁcación de patrones binarios.
Aunque las matrices de LEDs se utilizan comúnmente en paneles informativos y
anuncios, en los últimos años han sido ampliamente utilizadas en el ámbito cientíﬁ-
co en aplicaciones como captura de campos de luz 4D [104], imagen de contraste de
fase [105, 106] y pticografía de Fourier [107109]. Además, estas matrices se pueden
controlar muy fácilmente utilizando placas Arduino. Para conseguir mayores tasas
de refresco, se pueden controlar con una FPGA (Field Programmable Gate Array).
Una vez los patrones se codiﬁcan en la matriz de LEDs, la idea consiste en utilizar
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un sistema óptico sencillo para formar una imagen de la matriz de LEDs sobre la
escena. De este modo conseguimos, de nuevo, proyectar los patrones sobre la escena
a altas frecuencias (hasta 20 kHz), pero con un reducido coste.
4.3.3. Sistema de detección
Para obtener una imagen single-pixel, un detector sin resolución espacial re-
coge la luz reﬂejada por el objeto para cada uno de los patrones proyectados. La
elección del detector dependerá de la aplicación. Por ejemplo, si la luz es escasa
es conveniente utilizar un tubo fotomultiplicador [72]; si el objetivo es medir la
polarización puede emplearse un polarímetro [110]; para obtener imágenes hiper-
espectrales puede utilizarse un espectrómetro [111] o para aplicaciones de tiempo
de vuelo, un contador de fotones [73]. Sin embargo, para todos los experimentos de
este capítulo se utiliza como detector un fotodiodo. Los fotodiodos utilizados son
de silicio, sensibles a longitudes de onda entre 200-1100 nm con áreas activas entre
0,8 y 75,4 mm2. La señal de intensidad integrada capturada por el fotodiodo se
digitaliza utilizando una tarjeta de adquisición de datos (Data AcQuisition, DAQ).
La tarjeta digitalizadora registra la señal del fotodiodo que es almacenada en la
memoria del PC. Para ello, se ha de sincronizar el envío de los patrones con la
captura del fotodiodo. Esta sincronización se puede realizar por software (enviando
patrones de control) o por hardware (utilizando una señal de sincronía del DMD o
de la tarjeta digitalizadora).
4.4. Muestreo adaptativo
Uno de los mayores inconvenientes de las cámaras single-pixel es el tiempo de
adquisición. Mientras que en una cámara convencional una imagen se toma con
un solo disparo, en las cámaras single-pixel es necesario codiﬁcar muchas máscaras
para posteriormente reconstruir la imagen. Como se ha visto en la ecuación 4.2, las
técnicas de CS permiten reducir el número de máscaras necesarias para reconstruir
una imagen pero necesitan grandes tiempos de postprocesado. Por ello, en esta sec-
ción se propone una alternativa a la técnica de CS basada en el muestreo inteligente
de la escena. La idea consiste en muestrear a alta resolución sólo aquellas zonas de
la escena que lo requieran. Para ello se utiliza un conjunto de máscaras de baja
resolución que se redimensionan adaptativamente cuando ciertas zonas de la escena
necesitan muestrearse a mayor resolución. Finalmente, la imagen se recupera uti-
lizando las medidas a distintas resoluciones recombinadas usando el método de la
transformada de wavelet.
En GI computacional se han propuesto algoritmos de muestreo adaptativo para
conseguir reducir el número de máscaras que se envían a la escena [81, 82]. Sin
embargo, en esta propuesta las máscaras utilizadas para muestrear la escena son
aleatorias, por lo que el número de patrones sigue siendo alto. Por eso, en el siguiente
apartado se describe una propuesta de muestreo adaptativo en la que se utilizan
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patrones de WH para conseguir obtener imágenes de alta resolución utilizando la
cámara single-pixel.
4.4.1. Introducción a la transformada wavelet
Para poder entender el funcionamiento del algoritmo de muestreo adaptativo
es necesario entender cómo funciona la transformada de wavelet. Esta permite des-
componer la señal original utilizando un ﬁltro pasa baja (Low Pass Filter, LPF)
y un ﬁltro pasa alta (High Pass Filter, HPF). A su vez, la señal resultante tras
aplicar el ﬁltro pasa baja puede descomponerse nuevamente formado así un árbol
de frecuencias denominado árbol wavelet. Tal y como se muestra en la ﬁgura 4.8,
una señal con N elementos puede expresarse a través de su transformada wavelet de
nivel 3 mediante la suma de las señales L1 (N/2), L2 (N/4), L3 (N/8) y H3 (L/8).
Esta descomposición se conoce como árbol de wavelet de una función.
Figura 4.8: Representación esquemática de un árbol wavelet de nivel 3 para
señales 1D. Cada nivel está formado por dos señales obtenidas mediante un
ﬁltro pasa baja (LPF) y un ﬁltro pasa alta (HPF).
Aunque el árbol anterior se aplica en señales de una sola dimensión, el proce-
dimiento puede extenderse para señales bidimensionales, como son las imágenes.
En este caso, la descomposición de wavelet de una imagen se obtiene a partir de
cuatro combinaciones distintas de ﬁltros pasa baja y pasa alta: LL (pasa baja en
x e y), LH (pasa baja en x, pasa alta en y), HL(pasa alta en x, pasa baja en y)
y HH (pasa alta en x e y). Así pues, en el caso bidimensional, en cada nivel se
descompone la señal en cuatro componentes. Una representación esquemática del
proceso se muestra en la ﬁgura 4.9.
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Figura 4.9: Representación esquemática de un árbol wavelet de nivel 3
para señales 2D (imágenes). Cada nivel está formado por cuatro imágenes
distintas obtenidas mediante el uso de 4 ﬁltros distintos.
Esta descomposición obtiene como resultado la componente LL, en la que se
encuentra una nueva versión de la imagen a menos resolución, y las tres restantes,
que nos dan información sobre los bordes verticales, horizontales y diagonales de
la imagen. Por lo tanto, dada una imagen de dimensión
√
N × √N , se obtienen
cuatro cuadrantes de dimensión
√
N/2×√N/2. Como en el caso de señales 1D, la
componente de bajas frecuencias (LL) se puede descomponer nuevamente, y este
proceso se puede ir repitiendo secuencialmente.
Figura 4.10: Imagen original, transformada de wavelet de nivel 1 y nivel
3 respectivamente. Los píxeles claros de la transformada de wavelet repre-
sentan los bordes de la escena.
Otra forma habitual de representar el árbol de wavelet de la ﬁgura 4.9 se muestra
a la derecha de la ﬁgura 4.10. En esta nueva representación, la componente LL de
cada nivel se sustituye por su transformada de wavelet. En la ﬁgura 4.10 se muestra
la transformada de wavelet de nivel 3, sin embargo el proceso de descomposición se
puede repetir numerosas veces, hasta que el píxel en la esquina superior izquierda
contiene la energía total de la escena y el resto de la imagen contiene la información
de los bordes de la escena. Como se puede observar en la transformada de wavelet del
ejemplo anterior, son pocos los píxeles que contienen información de los bordes de la
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escena, por lo que con pocos coeﬁcientes se puede recuperar una imagen muy similar
a la original. Esto se debe a que la imagen es sparse en el dominio de wavelet. En los
algoritmos de compresión de wavelet, se eligen un número de iteraciones (niveles)
y en cada nivel sólo se almacenan los coeﬁcientes con valores mayores a un valor
límite predeterminado, reduciendo de este modo el tamaño del ﬁchero de la imagen
sin una pérdida signiﬁcativa de su calidad. Como las operaciones para calcular esta
transformada son lineales, se trata de una excelente opción, ya que requieren un
bajo coste computacional y de memoria.
4.4.2. Descripción del algoritmo
La transformada de wavelet se utiliza para reducir el número de patrones, M ,
necesarios para reconstruir una imagen single-pixel. A partir de la información de
la transformada, se detectan cuales de las zonas de la escena han de ser nuevamente
escaneadas a mayor resolución. De este modo, el primer paso del algoritmo propues-
to de formación de imagen con compresión adaptativa (ACI), consiste en muestrear
la escena con un conjunto de máscaras de baja resolución. A continuación, se rea-
liza la transformada de wavelet de la imagen obtenida y esta descomposición nos
da información sobre qué partes de la escena contiene regiones de interés (regiones
con una alta densidad de bordes). La imagen se divide en cuatro cuadrantes y, si
alguno de estos no tiene información de bordes, no se vuelven a proyectar patrones
a dicha región. Este proceso se repite hasta alcanzar la resolución deseada tal y co-
mo se muestra en la ﬁgura 4.11, donde se representa el resultado de una simulación
llevada a cabo con una imagen real.
En este ejemplo concreto el objetivo es recuperar una imagen de 256 × 256
píxeles de un grupo de células. El conjunto de máscaras inicial elegido es la base
de WH de 64× 64, por lo tanto, serán necesarios tres niveles para alcanzar la má-
xima resolución. En la primera etapa, el algoritmo adquiere una imagen de baja
resolución de la escena (al redimensionar los patrones de 64 × 64 a 256 × 256). Si
alguno de los cuadrantes tiene un número de bordes menor a un umbral predeﬁ-
nido, dicho cuadrante será descartado en las próximas etapas, reduciendo de este
modo el número de máscaras proyectadas. En la segunda etapa del algoritmo, los
patrones de 64× 64 se redimensionan a 128× 128, ocupando así una cuarta parte
de la escena original. Si ninguno de los cuadrantes se ha descartado en la etapa
anterior, el algoritmo toma en esta segunda etapa cuatro subimágenes, obteniendo
así más resolución en dichas zonas. Si uno o más cuadrantes se han descartado,
el algoritmo no vuelve a proyectar los patrones en las zonas descartadas. Una vez
adquiridas las imágenes de esta etapa, se calculan las transformadas de wavelet de
nivel uno de cada una de las imágenes. A medida que el algoritmo sigue explorando
más niveles, las zonas de búsqueda son cada vez más pequeñas y el conjunto de
máscaras sólo se proyecta en cada etapa en las zonas de alta resolución espacial. En
la última etapa, las máscaras se proyectan en las regiones con detalles más ﬁnos de
la escena. Finalmente, cuando todas las regiones han sido medidas a mayor o menor
resolución, se utilizan las transformadas de wavelet obtenidas en cada etapa para
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Figura 4.11: Algoritmo ACI. Objeto: Imagen de 256x256 píxeles de las
células de Fasciola hepatica capturada con un microscopio comercial. Eta-
pa 1: Imagen a baja resolución (64x64 y su transformada de wavelet de nivel
1. Se descarta el cuarto cuadrante ya que no tiene información relevante.
Etapa 2: Cuadrantes de la imagen original y de nuevo sus transformadas de
wavelet de nivel 1. En esta etapa se descartan 6 cuadrantes sin información
de bordes. Etapa 3: Cuadrantes no descartados del nivel anterior con sus
transformadas de wavelet de nivel 1. Utilizando las transformadas de wa-
velet de cada una de las etapas el algoritmo construye la transformada de
wavelet de nivel 3 del objeto original. A partir de la transformada inversa de
wavelet se obtiene la reconstrucción de la escena original. En este ejemplo la
imagen se reconstruye utilizando un 62% de las 2562 medidas establecidas
por el criterio de Nyquist.
construir la transformada de wavelet de nivel 3 que se muestra en la ﬁgura 4.11. La
imagen ﬁnal de 256 × 256 píxeles se obtiene mediante la transformada inversa de
wavelet.
Esta propuesta de muestreo adaptativo presenta numerosas ventajas en com-
parado con las técnicas tradicionales de CS. Para demostrar estos beneﬁcios, com-
pararemos la técnica de compresión propuesta (ACI) con el algoritmo GPSR-Basic
de Figuereido et. al. [112]. En esta comparación tendremos en cuenta tanto el ta-
maño de almacenamiento como la calidad de la imagen recuperada y el tiempo de
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computación. En primer lugar mencionaremos las ventajas de almacenamiento en
memoria del nuevo algoritmo propuesto. Como se ha indicado anteriormente, para
recuperar una imagen
√
N×√N con una cámara single-pixel, es necesario proyectar
un númeroM = N máscaras. Utilizando técnicas de CS, el número de proyecciones
M se reduce típicamente hasta un rango que va desde el 10% al 40% del total,
sin una pérdida signiﬁcativa en la calidad de la imagen. Sin embargo, como se ha
visto en el apartado anterior, esta reducción implica el uso de algoritmos de opti-
mización convexa para recuperar la imagen. Los requisitos de tiempo y memoria de
estos algoritmos aumentan con el tamaño de la imagen y el número de máscaras, de
modo que incluso si no se tienen limitaciones de tiempo, los requisitos de memoria
pueden limitar el tamaño máximo de las imágenes a recuperar. Por ejemplo, en los
experimentos llevados a cabo con un ordenador de 24 GB de RAM y un procesador
Intel Xeon X5690 a 3.47 GHz, el tamaño máximo de imagen que se puede recons-
truir debido a limitaciones de memoria del algoritmo de CS es de 256×256 píxeles.
Dado que con el algoritmo ACI sólo se han de almacenar un conjunto reducido de
máscaras de baja resolución y el vector de medidas, estas limitaciones de memoria
no aparecen. De hecho, en la ﬁgura 4.12 se muestra una simulación de una imagen
de 4 Megapíxeles (MP) de resolución recuperada con el algoritmo ACI propuesto.
Como se puede observar, las regiones de interés de la escena se pueden recuperar
a la máxima resolución mientras que las zonas sin información relevante tienen un
menor detalle.
Figura 4.12: Imagen de 4MP de la Fasciola hepatica (izquierda) y su re-
construcción utilizando el algoritmo ACI (derecha). La reconstrucción ACI
se ha adquirido con aproximadamente un 25% de las 20482 medidas esta-
blecidas por la relación de Nyquist.
Al trabajar con imágenes de alta resolución, los tiempos de reconstrucción son
también cruciales. Algunos algoritmos de compresión, como el propuesto por Rad-
well et. al. [79] alivian esta limitación utilizando información a priori de la escena
para acelerar el proceso de reconstrucción. Sin información a priori, y siguiendo
la ecuación 4.2.11, el objetivo es reducir tanto el número de patrones, M , como
el tiempo de postprocesado, Tp. Como se ha visto, en las técnicas tradicionales
de single-pixel, se requieren M máscaras pero el tiempo de postprocesado, Tp, es
despreciable, mientras que las técnicas de CS, reducen M pero aumentan Tp. Por
ello se proponen algoritmos adaptativos que reducen tanto M como Tp. En la ﬁ-
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gura 4.13 se muestra la comparación entre los algoritmos de CS y ACI. Como se
puede observar, para un mismo número de medidas, la calidad de reconstrucción de
ambos algoritmos es similar. Sin embargo, si nos ﬁjamos en el tiempo de adquisición
de ambos métodos, se hace evidente que la técnica ACI requiere tiempos de recons-
trucción mucho menores. Este tiempo ha sido obtenido teniendo en cuenta también
el tiempo de proyección de las máscaras sobre la escena. Como se puede deducir
de los resultados mostrados, se pueden obtener imágenes de gran calidad con un
número de medidas rondando el 50% de las establecidas por el criterio de Nyquist.
Además, con esas tasas de medida y los DMDs actuales que pueden funcionar hasta
a 22.7 kHz, se pueden adquirir imágenes de 128× 128 a velocidades que rondan los
3 Hz.
Figura 4.13: Comparación de calidad y tiempo de adquisición para los
algoritmos ACI y CS.
Para llevar a cabo las comparaciones anteriores se han utilizado las tres imáge-
nes biológicas de test que se encuentran en la ﬁgura 4.14. En esta ﬁgura se muestra
además otra de las ventajas del algoritmo propuesto. Con el algoritmo ACI, las
regiones de interés (Region Of Interest, ROI) se recuperan con mayor calidad que
utilizando las técnicas de CS tradicionales. Para poder comprobar esta aﬁrmación
en las imágenes de la ﬁgura 4.14 se seleccionan regiones de interés y se estudia la
calidad de la imagen en estas regiones para los dos algoritmos de compresión. Como
la técnica de CS proyecta máscaras que cubren la escena completa, la calidad de
toda la imagen aumenta con el número de máscaras enviadas, independientemente
de la región de interés elegida. Sin embargo, esto no sucede con los algoritmos ACI,
porque las máscaras se envían a diferentes regiones de la escena. En este caso, las
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curvas ACI tienen un comportamiento escalonado, donde cada escalón se corres-
ponde con una etapa del algoritmo. Si existen pocas regiones de interés en la escena,
los escalones se concentran en las medidas iniciales (ver curva verde), mientras que
si la escena está llena de bordes, la máxima calidad en la región se alcanza más
tarde (ver curva naranja). En microscopía, donde por lo general las muestras se
encuentran en regiones especíﬁcas de la escena, esta característica se puede utilizar
para recuperar especímenes con un número muy bajo de mediciones o para localizar
regiones de interés de forma muy rápida.
Figura 4.14: Comparación de calidad de imágenes entre ACI y CS para
regiones de interés (ROI).
4.4.3. Resultados experimentales
Con el ﬁn de evaluar el funcionamiento del algoritmo, se diseña el montaje ex-
perimental mostrado en la ﬁgura 4.5. El proyector envía el conjunto de máscaras a
las distintas regiones del objeto, redimensionándolas al tamaño necesario. Todas las
máscaras necesarias se encuentran almacenadas previamente en el ordenador y un
programa escrito en LabVIEW selecciona en cada etapa las máscaras adecuadas.
Dado que se envía un conjunto de máscaras de baja resolución, la carga compu-
tacional del algoritmo de reconstrucción disminuye. Tal y como se ha descrito en
apartados anteriores, para obtener una imagen single-pixel el detector sin resolu-
ción espacial recoge la luz reﬂejada por el objeto para cada uno de los patrones.
La tarjeta digitalizadora registra la señal del fotodiodo y almacena los coeﬁcien-
tes asociados a cada patrón. Estos coeﬁcientes son utilizados para reconstruir las
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imágenes de cada etapa y un programa escrito en Matlab se encarga realizar las
transformadas wavelet y determinar qué cuadrantes deben seguir siendo explorados.
En la ﬁgura 4.15 se muestran los resultados de dos reconstrucciones experi-
mentales. La primera escena es la imagen de un objeto de LEGO obtenida con una
resolución de 256×256. En este caso el algoritmo ACI se ejecuta en tres etapas, sien-
do por tanto la resolución de los patrones de WH a utilizar de 64×64. A diferencia
de las técnicas de CS, el tiempo de reconstrucción depende únicamente de la tasa
de refresco del SLM y no del tiempo de postprocesado. Para esta reconstrucción en
particular se ha enviado el 88% del total de 2562 medidas establecidas por el criterio
de Nyquist. En este experimento se ha utilizado el proyector de Texas Intruments
DLP LightCrafter 4500. Aunque la máxima tasa de repetición del dispositivo es de
4225 Hz, cuando el número de patrones a enviar es alto, los patrones no se pueden
almacenar en la memoria interna, teniendo que ser enviados por la entrada de vídeo
del dispositivo. Esto limita la velocidad de vídeo a 120 Hz. Si en cada uno de los
frames, que se codiﬁca mediante 24 bits, enviamos 24 patrones binarios distintos,
entonces la velocidad máxima es de 2880 Hz [113]. Teniendo esto en cuenta, el
tiempo de adquisición con nuestro sistema es de 20.02 segundos. Sin embargo, si
se utilizase un modulador espacial de luz basado en micro-espejos (DMD) para uso
cientíﬁco, descrito en la siguiente sección, y que permite tasas de refresco de hasta
22.7 kHz, esta misma escena se podría reconstruir en 2.54 segundos.
Figura 4.15: Resultados experimentales. Las imágenes de la izquierda se
han obtenido con una cámara digital convencional de alta resolución, mien-
tras que a la derecha se muestran las imágenes obtenidas con la técnica de
single-pixel. En la ﬁla superior se reconstruye una ﬁgura de LEGO a una
resolución de 256×256. En la ﬁla inferior se muestra la reconstrucción de un
test de USAF1951 a una resolución de 512 × 512. El único post procesado
hecho a las imágenes ha sido un balance de blancos.
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Como se ha mencionado anteriormente, el algoritmo propuesto destaca al cap-
turar imágenes de gran resolución. Debido a las especiﬁcaciones del proyector, las
máscaras cuadradas más grandes que se pueden proyectar tienen un tamaño de
512× 512. En la segunda ﬁla de la ﬁgura 4.15 se muestra una reconstrucción de un
test de USAF a dicha resolución. En este caso, de nuevo se utilizan los patrones de
WH de 64 × 64 pero el algoritmo ACI se ejecuta en cuatro etapas. A medida que
la imagen es más grande, el número de regiones descartadas tiende a crecer, por lo
que los ratios de compresión que se obtienen son mayores manteniendo una gran
semejanza con la escena original. En particular, para este segundo ejemplo sólo se
han medido el 55% de las 5122 medidas establecidas por el criterio de Nyquist y
el tiempo de adquisición con nuestro montaje es de 50.06 segundos. De nuevo, uti-
lizando un DMD de altas prestaciones el tiempo de adquisición se reduciría hasta
los 6.35 segundos.
4.5. Soluciones económicas para imagen en color
Tal y como se ha visto en los apartados anteriores, los elementos principales
para implementar una cámara single-pixel son un modulador espacial de luz para
muestrear el objeto con un conjunto de patrones microestructurados, un detector
para recoger la luz reﬂejada para cada patrón, una tarjeta de adquisición para
digitalizar dichas adquisiciones y un ordenador para reconstruir la imagen ﬁnal. Las
imágenes recuperadas hasta el momento han sido en escala de grises. En esta sección
se van a proponer dos alternativas para reducir el coste de la cámara single-pixel y
conseguir además imágenes en color. La primera propuesta consiste en utilizar un
proyector comercial de bajo coste para el envío de los patrones y la segunda en una
matriz de LEDs.
4.5.1. Resultados experimentales
4.5.1.1. Proyector comercial
En nuestra primera propuesta de cámara single-pixel en color se utiliza un pro-
yector comercial para codiﬁcar los patrones binarios. En particular, el proyector
utilizado en los experimentos es el modelo Dell M110 Ultra-Mobile con el DMD
0.45 WXGA S450. En el montaje experimental se utiliza además como detector
el fotodiodo de Thorlabs, DET36A EC para recoger la luz reﬂejada por el objeto.
La señal de salida del fotodiodo es digitalizada por la tarjeta DAQ NI USB-6003
conectada a un ordenador.
En nuestra propuesta, únicamente es necesario un fotodiodo para recuperar la
información de color. Esto se consigue aprovechando el procedimiento de codiﬁ-
cación de color utilizado por el DLP para la proyección de vídeo. De este modo,
obtenemos la información de color proyectando patrones binarios de Hadamard y
midiendo con el fotodiodo en el intervalo de tiempo correspondiente a cada color.
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En particular, el proyector utilizado dispone de una rueda de cuatro ﬁltros, uno
por cada color cromático RGB y un sector transparente. Esta secuencia está re-
presentada por las barras horizontales de la zona inferior de la ﬁgura 4.16, que
muestra la señal recogida por un fotodiodo para dos patrones distintos. Como se
puede observar, el proyector utilizado codiﬁca cada frame utilizando 16 bits. Cada
uno de estos bits se corresponde secuencialmente con los ﬁltros azul, rojo, verde
y transparente de la rueda de colores por lo que para codiﬁcar un único frame, la
rueda de ﬁltros gira cuatro veces. La altura de estas barras indica la cantidad de luz
reﬂejada para cada uno de los colores y esta información es la que se utiliza para
obtener los coeﬁcientes correspondientes a cada color. La barra correspondiente al
blanco se utiliza para llevar a cabo la sincronización.
Figura 4.16: Señal eléctrica generada por el fotodiodo al enviar un par de
patrones de Hadamard a la escena.
En la ﬁgura 4.17a se muestra el montaje experimental utilizado. La ﬁgura 4.17b
muestra la imagen obtenida con el sistema anterior. Para este ejemplo en particular
se han utilizado los patrones de Hadamard de tamaño 256× 256. Estos patrones se
han proyectado sobre la escena, localizada a 30 cm del proyector. El tamaño de los
patrones a dicha distancia es de 3,5 cm×3,5 cm. Utilizando CS, el número total de
medidas para recuperar la escena es 6500, el 10% de las 2562 medidas establecidas
por el criterio de Nyquist. Como el envío de patrones se realiza a la velocidad de
vídeo, que en este caso es 60 Hz, la imagen se recupera en 1 min 40 s.
4.5.1.2. Matriz de LEDs
En la ﬁgura 4.18 se muestra un esquema del funcionamiento de la cámara single-
pixel con una matriz de LEDs y una FPGA. La idea consiste en utilizar un sistema
óptico sencillo para formar una imagen de la matriz de LEDs sobre la escena. La
FPGA se encarga del almacenamiento de los patrones binarios y del control de la
matriz de LEDs. Los patrones almacenados en la FPGA se codiﬁcan en la matriz y
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Figura 4.17: (a) Esquema experimental de cámara single-pixel. (b) Imagen
en color con resolución 256× 256 obtenida con dicho montaje.
un sistema óptico los proyecta sobre la escena. Un fotodiodo recoge la luz reﬂejada
por el objeto y la propia FPGA digitaliza y almacena los datos proporcionados
por el fotodiodo. Una vez se obtienen los coeﬁcientes de cada patrón, ya se puede
reconstruir la imagen single-pixel. Se trata por tanto de una propuesta de cámara
single-pixel de muy bajo coste ya que se prescinde de la tarjeta digitalizadora, el
DMD y el ordenador.
Figura 4.18: Esquema de cámara single-pixel utilizando una matriz de
LEDs y una FPGA. La matriz de LEDs codiﬁca los patrones almacenados
en la FPGA y un sistema óptico los proyecta sobre el objeto. Un fotodiodo
recoge las intensidades reﬂejadas por cada patrón.
En la ﬁgura 4.19 se muestra una fotografía del montaje experimental de la cá-
mara single-pixel construida utilizando una matriz de LEDs. La matriz utilizada es
de 32×32 LEDs, con una separación entre ellos de 4 mm. A una distancia de 35 cm
de la matriz se coloca una lente de focal f = 100 mm y esta forma una imagen de
4×4 cm de los patrones sobre el objeto. El fotodiodo utilizado es el PDA 100A-EC
y la FPGA es la DE1-SoC programada mediante Quartus Prime para codiﬁcar los
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patrones de WH a una frecuencia de muestreo de 10 kHz. Dado que la resolución
de los patrones de WH viene limitada por la matriz de LEDS, la máxima resolución
alcanzada es de 32 × 32. Para reconstruir una imagen se envían los 1024 patrones
de la base, con lo que es posible recuperar una imagen en escala de grises en 0.2 s.
Figura 4.19: Montaje experimental de una cámara single-pixel utilizando
una matriz de LEDs y una FPGA.
Aunque no aparecen en la imagen, en esta primera prueba de concepto del sis-
tema también se utiliza la tarjeta de adquisición DAQ USB 6351 para almacenar
los datos recogidos por el fotodiodo. Además, un ordenador controla, mediante un
programa de LabVIEW, el registro de estos datos y posterior reconstrucción de
la imagen single-pixel. Sin embargo, el objetivo en el futuro es lograr integrar to-
das estas operaciones en la FPGA. Hasta el momento lo que se ha conseguido con
este montaje ha sido capturar vídeos single-pixel a una velocidad de 5 fps. En la
ﬁgura 4.20a se muestra un frame de un vídeo capturado con el montaje anterior.
Además, también se puede obtener imagen en color enviando los patrones secuen-
cialmente en rojo, verde y azul. La imagen en color que se muestra en la ﬁgura 4.20b
se ha obtenido en 0.6 s.
Como se puede observar en la parte central de las imágenes capturadas aparece
una línea horizontal oscura. Este defecto se debe al funcionamiento de la matriz
de LEDs y sólo aparece al trabajar a altas frecuencias. Para emplear la matriz
como fuente de luz estructurada, es necesario controlar el encendido y apagado de
todos los LEDs, y estos vienen ya interconectados para evitar tener que utilizar
tantos pines de control como LEDs tiene la matriz. En nuestro dispositivo, estas
interconexiones están hechas de forma que la ﬁla 1 y la 17, la 2 y la 18... están
conectadas. De este modo, la matriz se ilumina mediante un barrido que recorre
en paralelo la mitad superior e inferior de la matriz. Aunque la tasa de refresco de
todas las líneas de la matriz es la misma, la velocidad efectiva de la última iteración
del barrido es mayor. Esto signiﬁca que la ﬁla 16 y la ﬁla 32 de la matriz permanecen
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Figura 4.20: Imágenes obtenidas utilizando el montaje experimental de la
ﬁgura 4.18. (a) Frame de un vídeo capturado a 5 fps. (b) Imagen en color
obtenida al enviar una secuencia de patrones en rojo, verde y azul. Para
una mejor visualización se ha realizado una interpolación bicúbica y se ha
aumentado el brillo.
iluminadas un menor tiempo, lo que se traduce en defectos de la imagen single-pixel
en estas líneas. Para corregir este defecto, en el futuro se puede deﬁnir una menor
tasa de refresco para esas líneas o multiplicar el valor de la señal ﬁnal por un factor
que compense el menor tiempo de exposición.
4.6. Imagen 3D con sensores de un sólo píxel
En esta sección se describe una cámara estereoscópica single-pixel para visua-
lizar escenas 3D y se muestran los resultados experimentales obtenidos. También
se describe el desarrollo de una técnica de fotometría estéreo para recuperar el mo-
delo 3D de un objeto. Ambas propuestas se basan en las versiones económicas de
cámaras single-pixel descritas en el apartado anterior.
4.6.1. Estereoscopía
Cuando el objetivo no es obtener una reconstrucción del modelo completo en
3D sino que se pretende obtener una visualización 3D de la escena, la mejor opción
consiste en imitar el proceso estereoscópico que siguen los humanos para obtener
la información de profundidad. En principio, se podría pensar que desplazando un
detector sin resolución espacial en la conﬁguración de cámara single-píxel, sería po-
sible obtener varias perspectivas 2D de la escena 3D. Sin embargo, en las cámaras
single-pixel no es la posición del detector sino la posición del proyector lo que pro-
porciona distintas perspectivas 2D. Con el ﬁn de aclarar la diferencia entre capturar
la escena con varios fotodiodos y capturarla con varios proyectores, se realiza el ex-
perimento representado en la ﬁgura 4.21. La escena se muestrea con una secuencia
de patrones mientras dos fotodiodos situados en distintas posiciones recuperan la
señal de intensidad de la luz.
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Figura 4.21: Montaje experimental para conseguir imagen single-pixel con
dos fotodiodos. La imagen obtenida con cada fotodiodo se corresponde con
la que se obtendría al colocar una fuente de luz puntual en la posición del
fotodiodo.
En este primer montaje se coloca un objeto a 32 cm del proyector. El tamaño de
los patrones y el tamaño del píxel a esa distancia son 3,2×3,2 cm y 250 µm respec-
tivamente. Las dos imágenes en color obtenidas utilizando la aproximación descrita
en la ﬁgura 4.21 se muestran en la ﬁgura 4.22b y 4.22c. La ﬁgura 4.22a es una ima-
gen capturada con una cámara CCD, la ﬁgura 4.22b es la imagen reconstruida a
partir de la señal recogida por el fotodiodo de la izquierda y la ﬁgura 4.22c es la que
se obtiene al utilizar los datos del fotodiodo de la derecha. Como se puede observar
comparando las ﬁguras b y c, se trata de una imagen con la misma perspectiva de
la escena por lo que no proporciona información de disparidad. Sin embargo, las
imágenes parecen estar iluminadas desde distintos puntos de vista. Esto se puede
conﬁrmar comparando la apariencia del dado en ambas imágenes. Como se puede
comprobar, el número 4 del dado sólo se distingue en la imagen capturada por el
fotodiodo de la izquierda mientras que el número 5 sólo se observa en la imagen de
la derecha. Por lo tanto, cada imagen se obtiene del mismo modo que se captura-
ría colocando una cámara convencional en la posición del proyector y una fuente
puntual de luz blanca en la posición del fotodiodo, como puede demostrarse con el
principio de reciprocidad de Helmholtz.
Estas imágenes con distintas iluminaciones se pueden utilizar para hacer una
reconstrucción tridimensional del objeto. Pero si el objetivo es sólo visualizar la
escena en tres dimensiones utilizando una cámara single-pixel, es más sencillo reali-
zar el montaje experimental que se muestra en la ﬁgura 4.23. En esta conﬁguración
cada patrón de WH se proyecta sobre la escena 3D desde dos direcciones distintas,
al desplazar el mismo patrón a dos posiciones distintas del proyector. Un divisor
de haz de 90o y dos espejos, separados una distancia aproximadamente igual a la
distancia interocular, se colocan de forma que ambos patrones se superponen en
un mismo plano de la escena 3D. En este montaje se utiliza de nuevo el proyec-
tor comercial Dell M110 Ultra-Mobile para proyectar los patrones sobre un objeto
colocado a 30 cm del proyector. Se elige este proyector porque a pesar de ser más
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Figura 4.22: Resultados obtenidos con el montaje experimental de la ﬁgu-
ra 4.21. (a) Imagen capturada con una cámara CCD. (b) Imagen obtenida
con los coeﬁcientes obtenidos con el fotodiodo de la izquierda. (c) Imagen
obtenida con los coeﬁcientes obtenidos con el fotodiodo de la derecha.
lento que la matriz de LEDs, se pueden obtener imágenes de mayor resolución, que
nos proporcionarán una mejor visualización 3D.
En principio, cada patrón del par utilizado para generar dos perspectivas dis-
tintas se debería proyectar secuencialmente sobre el objeto para medir en cada
iteración los coeﬁcientes asociados a cada perspectiva. Sin embargo, una alternati-
va más rápida consiste en enviar un par de patrones con colores cromáticamente
opuestos, tal y como muestra la ﬁgura 4.23. Esto nos proporcionará directamente el
anaglifo resultante, es decir, una imagen en la que se superponen dos imágenes es-
tereoscópicas del objeto en dos colores complementarios. De nuevo, para conseguir
la información de color se aprovecha el modo de funcionamiento del proyector, que
codiﬁca secuencialmente la información de color tal y como muestra la ﬁgura 4.7.
A pesar de que el anaglifo no es la mejor opción para visualizar imágenes estereos-
cópicas, es la única técnica que nos permite mostrar resultados experimentales en
papel, y facilita una visualización 3D con las gafas apropiadas.
Figura 4.23: Montaje experimental para reconstruir un par estereoscópico
de imágenes en color utilizando un fotodiodo. Un par de patrones de Ha-
damard con colores cromáticamente opuestos se superponen en un plano
3D de la escena. La señal capturada por el fotodiodo permite reconstruir
directamente el anaglifo.
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Los resultados experimentales de la ﬁgura 4.24 muestran un par de imágenes
con dos perspectivas distintas. La imagen de la izquierda de la ﬁgura 4.24 muestra
la imagen en color obtenida cuando se utiliza la señal del fotodiodo de la ﬁgura 4.23
al enviar un conjunto de patrones binarios desde el espejo de la izquierda, y la ima-
gen central de la ﬁgura 4.24 es la equivalente obtenida utilizando los patrones de
luz que provienen del espejo de la derecha. Finalmente, la imagen de la derecha
de la ﬁgura 4.24 es el anaglifo obtenido con las dos imágenes anteriores, que es
equivalente al que se obtiene enviando los patrones rojo y cian simultáneamente,
tal y como se ha descrito anteriormente. En este experimento hemos utilizado los
patrones de WH de 256× 256. El tamaño de los patrones y el píxel sobre el objeto
son 6 × 6 cm y 234 µm respectivamente. En este caso, la máxima frecuencia del
proyector utilizado es de 60 Hz. Dado que sólo utilizamos el 10 % de los patrones
establecidos por el criterio de Nyquist, la imagen del anaglifo se obtiene en 109
segundos.
Figura 4.24: Imágenes recuperadas utilizando el montaje experimental de
la ﬁgura 4.23. Para una mejor visualización a la imagen del anaglifo se le
ha aumentado el brillo y reducido el ruido.
4.6.2. Fotometría estéreo
Como se ha adelantado en la sección anterior, a partir de varias imágenes con
distintas iluminaciones de un objeto, se puede obtener una reconstrucción tridimen-
sional del mismo utilizando la técnica de fotometría estéreo. Esta técnica estima
las normales a la superﬁcie de un objeto mediante la observación del mismo bajo
diferentes condiciones de iluminación. La fotometría estéreo se basa en el hecho de
que la cantidad de luz reﬂejada por una superﬁcie depende de su orientación en
relación con la fuente de luz y el observador. Midiendo la cantidad de luz reﬂejada
en cada punto es posible estimar la normal a la superﬁcie, con lo que al mapear el
objeto completo, obtendremos una reconstrucción 3D del mismo [114]. Existen dos
metodologías distintas para abordar este problema denominadas fotometría estéreo
con calibración y sin calibración. Estas dos técnicas se diferencian en que en la
segunda no es necesario conocer las posiciones de las fuentes de luz, mientras que
en las calibradas, este parámetro de entrada es obligatorio.
Para poder trabajar con algoritmos de fotometría estéreo sin calibración, es
necesario asumir que la superﬁcie del objeto es lambertiana, lo que nos permite
reducir en el número de incógnitas [115]. Además, se pueden aplicar restricciones
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adicionales basadas en condiciones de la geometría de la superﬁcie del objeto, para
reducir el número ﬁnal de variables. Esta última restricción se conoce generalmen-
te como la ambigüedad de bajo relieve generalizado (Generalized Bas-Relief, GBR).
En nuestro experimento hemos utilizado el código descrito en [116, 117]. Para
reducir las ambigüedades derivadas de los algoritmos de fotometría estéreo sin ca-
libración, este método utiliza la información de los puntos de la escena donde la
reﬂexión lambertiana es máxima. Además, los autores proponen como restricción
GBR asumir como condición en la geometría de los objetos un modelo basado en
semicírculos en el espacio 3D. Gracias a esto, no es necesario proporcionar infor-
mación de la posición de las fuentes de luz, o en el caso de cámara single-pixel, de
los detectores puntuales. Este algoritmo únicamente necesita como parámetros de
entrada varias imágenes de la escena con distinta iluminación.
Para capturar dichas imágenes con una cámara single-pixel económica y rápida
utilizamos el montaje experimental de la ﬁgura 4.18. Colocando un mismo fotodio-
do en cinco posiciones distintas, y moviéndolo de izquierda a derecha, obtenemos las
imágenes que se muestran en la ﬁgura 4.25. Estas imágenes se pasan como entrada
al algoritmo que nos devuelve la información de profundidad que se muestra en la
ﬁgura 4.26. La imagen de la izquierda representa la información de profundidad del
objeto, donde el color azul indica mayor profundidad y el rojo, una profundidad
menor. Para una visualización más clara, a partir de la imagen de la izquierda se
puede obtener la imagen en relieve del objeto, como se muestra a la derecha. Como
se puede observar, se obtiene una buena reconstrucción del objeto tridimensional a
pesar de utilizar patrones de baja resolución. Sin embargo, como sucede con mu-
chos algoritmos de fotometría estéreo, con esta técnica pueden aparecer resultados
erróneos, cuando existen saltos abruptos en la profundidad.
Finalmente cabe mencionar que en este capítulo se han propuesto dos alterna-
tivas para la formación de imagen 3D con cámaras de un sólo píxel. La primera
alternativa de estereoscopía, será más apropiada cuando el objetivo sea la visua-
lización de una escena en tres dimensiones, mientras que la técnica de fotometría
estéreo, será más apropiada para conseguir una reconstrucción tridimensional de
un objeto.
Figura 4.25: Imágenes obtenidas utilizando el montaje experimental de la
ﬁgura 4.18 desplazando el fotodiodo de la izquierda a la derecha del objeto.
4.6. Imagen 3D con sensores de un sólo píxel 81
Figura 4.26: Imagen 3D del objeto utilizando la técnica de fotometría
estéreo con las imágenes de la ﬁgura 4.25.
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Este adiós no maquilla un hasta luego,
este nunca no esconde un ojalá,
esta ceniza no juega con fuego,
este ciego no mira para atrás.
Joaquín Sabina
Resumen: Tal y como se ha descrito en la introducción, no existe
una única tecnología de imagen 3D y esto se debe a que, dependiendo
de la aplicación, unas técnicas son más apropiadas que otras. En esta
tesis se han estudiado diferentes alternativas para la captura y visua-
lización de imagen 3D. En primer lugar, se ha propuesto una solución
para la visualización pasiva de imagen 3D. Para ello, ha planteado un
modelo de calibración y rectiﬁcación de múltiples cámaras que ha per-
mitido la generación de vistas virtuales intermedias. Posteriormente,
se ha utilizado la técnica de imagen integral para mejorar los resulta-
dos de clasiﬁcación de gestos respecto a los obtenidos con imagen 2D
o con la técnica de luz estructurada. Finalmente, se han desarrollado
métodos para obtener imagen 3D con la técnica de detección con un
solo píxel. En particular, se han utilizado dos métodos distintos: este-
reoscopía, para visualizar la escena en tres dimensiones y fotometría
estéreo, para obtener el modelo 3D del objeto capturado. Además, se
ha propuesto un algoritmo capaz de reducir el tiempo de captura con
este nuevo modelo de cámara.
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5.1. Aportaciones
A día de hoy los dispositivos más comunes para visualización 3D son los este-
reoscópicos, con los que es necesario utilizar gafas u otros dispositivos que resultan
molestos a los usuarios ﬁnales. Dadas las limitaciones de otras tecnologías de ima-
gen 3D como la holografía digital o los dispositivos 3D volumétricos, los mayores
avances tecnológicos para la visualización 3D giran en torno a los dispositivos au-
toestereoscópicos multivista. Dado que uno de los mayores inconvenientes de esta
tecnología reside en la creación de contenido, se ha propuesto un algoritmo de ge-
neración de vistas sintéticas. En el capítulo dos de esta tesis se ha propuesto un
algoritmo en cuatro pasos que permite obtener todas las vistas necesarias para vi-
sualizar una escena real, en una pantalla autoestereoscópica multivista. El método
consiste en capturar la escena utilizando un número limitado de cámaras y, a partir
de las imágenes obtenidas, sintetizar las vistas necesarias para una correcta visuali-
zación en el dispositivo multivista. Los pasos para llevar a cabo el proceso han sido
la calibración y rectiﬁcación del sistema óptico, la construcción de mapas de dispa-
ridad y, ﬁnalmente, el algoritmo de obtención de vistas sintéticas. Los resultados
obtenidos se han evaluado cuantitativamente y cualitativamente, proporcionando
resultados satisfactorios y prometedores.
Aunque en esta tesis se ha propuesto la obtención de un vector de 8 imágenes,
que son las vistas necesarias para realizar una visualización 3D en una pantalla
concreta, el método se puede extender para generar el número de vistas requeridos
por otros dispositivos autoestereoscópicos. Por lo tanto, la principal ventaja de este
algoritmo es la habilidad de crear contenido para cualquier dispositivo autoeste-
reoscópico multivista a partir de un limitado número de cámaras.
En cuanto a los métodos de captura de imagen 3D, la imagen integral es una
solución muy utilizada debido a que se trabaja con luz incoherente o luz ambiente,
lo que permite conﬁgurar un sistema pasivo. Además, la disposición matricial de las
cámaras ofrece paralaje en los dos ejes, el vertical y el horizontal. Por ello, en el ca-
pítulo tres hemos aplicado la técnica de detección pasiva 3D conocida como imagen
integral para el reconocimiento de gestos. El análisis y los resultados de clasiﬁcación
obtenidos con el método de bolsa de palabras (bag of words) revelan que la informa-
ción capturada con la técnica de imagen integral permite obtener mejores resultados
en la clasiﬁcación de gestos. Esto se debe al poder de seccionado de esta técnica que
permite enfocar a profundidades particulares de la escena, lo que facilita la captu-
ra de información más discriminativa que en los vídeos monoculares convencionales.
Nuestros resultados del capítulo tres muestran además que, en presencia de
oclusiones, se acentúa la mejora en la tarea de reconocimiento de acciones con ima-
gen integral. Si se comparan los resultados de clasiﬁcación sin oclusión con otro
sistema de formación de imagen 3D popular, como es la imagen con información
de rango, se obtienen resultados similares. Sin embargo, bajo oclusión, la imagen
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integral no supera únicamente a la imagen monocular, sino también a otras tecno-
logías de obtención de imagen 3D. A pesar de que el conjunto de datos recopilado
y utilizado es relativamente pequeño, es lo suﬁcientemente representativo como pa-
ra tener una evaluación prospectiva de las capacidades de imagen integral frente
a otras modalidades de sensores tridimensionales, especialmente en entornos con
oclusión.
Las cámaras de un solo píxel son una alternativa prometedora a las técnicas de
imagen convencional en aplicaciones tales como la obtención de imágenes polarimé-
tricas y multiespectrales, o para tratar bandas espectrales exóticas. Además, se han
aplicado con éxito en obtención de imágenes de objetos inmersos en medios turbios.
En el capítulo cuatro de esta tesis se han propuesto diversos métodos de obtención
de imagen 3D con la técnica de cámara de un solo píxel. Asimismo, se han pro-
puesto soluciones económicas para la construcción de este tipo de cámaras y se ha
diseñado un algoritmo para reducir el tiempo de adquisición de las imágenes. Estos
nuevos enfoques pueden ser el primer paso para extender todas las aplicaciones de
la cámara de un solo píxel a la imagen 3D.
Para mejorar las prestaciones de este tipo de dispositivos hemos diseñado un al-
goritmo adaptativo que permite recuperar imágenes de alta resolución con tiempos
más bajos en comparación con los enfoques tradicionales de CS. Además, hemos
demostrado computacionalmente la eﬁcacia de la técnica para recuperar perfecta-
mente las regiones de interés de una imagen con tasas de muestreo inferiores al
límite establecido por el criterio de Nyquist. En comparación con otras técnicas,
no es necesario tener un conocimiento previo de la escena para lograr mayores
velocidades. Además, hasta el momento la técnica de single-pixel no ha podido
proporcionar imágenes de alta resolución debido a restricciones de tiempo y me-
moria. Sin embargo, en la solución propuesta no aparecen restricciones de memoria
y el único factor limitante reside en la tasa de refresco del modulador espacial de
luz. Por lo tanto, con la técnica descrita es posible obtener imágenes experimentales
de alta resolución con dimensiones comparables al número de píxeles del modulador.
En el campo de la imagen 3D con detectores de un sólo píxel, hemos demostrado
la posibilidad de producir imágenes estereoscópicas en color con un único fotodiodo
y un proyector comercial. Este sistema de bajo coste permite capturar un par de
imágenes que se pueden utilizar como entrada en una pantalla tridimensional. En
principio, el tiempo necesario para proyectar patrones de luz implica una velocidad
de captura baja. Hemos propuesto para ello otra solución económica distinta basada
en una matriz de LEDs. En este caso no sólo se ha abaratado el coste de este tipo
de cámaras sino que también se ha propuesto una solución tan rápida como la
proporcionada por los DMDs de uso cientíﬁco. Además, a partir de los dos sistemas
propuestos hemos aclarado la diferencia entre el uso de varios fotodiodos y varias
perspectivas en la proyección. En el primer caso se presenta una reconstrucción 3D
de un objeto utilizando la técnica de fotometría estéreo mientras que el segundo
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método la información 3D de la escena se puede inferir a partir de la disparidad en
las imágenes capturadas.
5.2. Trabajo futuro
En todas las soluciones propuestas en esta tesis existe un factor limitante co-
mún para la obtención de imagen 3D, el tiempo de adquisición. Un reto para el
futuro consiste en diseñar algoritmos capaces de trabajar a tiempo real. Aunque la
cámara Kinect es un sistema que permite la captura de información de profundidad
a tiempo real, se trata de un sistema activo que requiere iluminar la escena, lo que
limita las profundidades obtenidas. Otra solución para la obtención de imagen 3D
a tiempo real son las cámaras plenópticas o de imagen integral. En este caso la
matriz de microlentes limita la resolución espacial de las imágenes obtenidas, por
lo que es común utilizar arreglos de cámaras, tal y como se ha propuesto en esta
tesis. Para trabajar con estos sistemas pasivos de obtención de imagen 3D en alta
resolución, los avances en el tratamiento de imagen pueden ser claves. Uno de los
problemas más estudiados, es el problema de la correspondencia de puntos entre
cámaras. La optimización de estos algoritmos de correspondencia y la obtención de
resultados más ﬁables supondrán una gran mejora en el futuro.
Por otro lado, los sensores tridimensionales generan una enorme cantidad de
información que debe almacenarse o transmitirse. El diseño de algoritmos de com-
presión para reducir la cantidad de información necesaria para representar la ima-
gen 3D es también un reto. Una solución podría ir encaminada a utilizar algoritmos
adaptativos en la captura, que sólo recojan información de profundidad detallada
de las zonas que lo requieran, mientras que en las zonas de la escena con poco
detalle capturarían información 3D con menor resolución. Además, para agilizar
los cálculos necesarios para la obtención de la información en profundidad, será
necesario optimizar los algoritmos utilizados y ejecutarlos en el hardware gráﬁco o
utilizar, como se ha propuesto en esta tesis, una FPGA.
Como observación ﬁnal cabe señalar que, como ya se ha adelantado, no existe
una única tecnología óptima de imagen 3D para todas las aplicaciones. Además,
en esta tesis hemos visto que existe una amplia variedad de limitaciones técnicas
que se deben resolver en cada una de las tecnologías disponibles. Existen muchos
retos para resolver en el futuro y puede que la clave para alcanzar la tecnología 3D
ideal se encuentre en la adopción de un método que combine diferentes técnicas de
imagen 3D o incluso que incorpore en su deﬁnición el modelo de cámara de un sólo
píxel. La adopción de una tecnología 3D económica y rápida serviría, no sólo como
se ha demostrado en esta tesis, para mejorar los resultados de clasiﬁcación en el
reconocimiento de gestos, sino también para multitud de aplicaciones.
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Abstract 
 
Autostereoscopic displays allow viewers to obtain a 3D 
perception of a scene. This kind of display emits different 
views of a scene in several directions. Therefore, each eye 
receives a different image depending on its location, 
creating a 3D perceptual feeling. In this work we present a 
display-based light field model for generating 
autostereoscopic contents. In particular, a planar light 
field structure has been used. The model is intended to be 
useful for synthetic and real content visualization. 
 
1. Introduction 
 
3D autostereoscopic displays generate a real depth 
perception for multiple viewers without any special aids like 
stereo glasses [1]. Auto-stereoscopic displays create a 3D 
image in the brain through pairs of 2D images by providing a 
stereo parallax view for the user. Therefore, each eye sees a 
different image, which has been calculated to appear from 
two eye positions. 
Among various techniques, autostereoscopic displays using 
lenticular lens together with flat panel displays have been 
long recognized and developed [2]. To partially overcome the 
drawback of the reduction of horizontal and vertical 
resolution, the use of slanted optical element has been 
proposed for the multi-view 3D system [3]. Viewing zone of 
autostereoscopic 3D is determined mainly by the position of 
the RGB-stripe sub-pixels structure [4] and the optical 
elements that control light directions. Thus, if the parallax of 
an object is fixed, its stereoscopic depth is proportional to the 
viewing distance, which is related to the focal length of 
lenticular lens [5]. Thus, different considerations of these two 
elements significantly affect the design of the device. 
Another important issue is how to introduce contents from 
virtual and real scenes through the device. The strategies used 
to obtain information about the scene are based on image 
modeling techniques. Light fields are included in this type of 
techniques [6] [7]. 
A light field represents the amount of radiance flowing 
through all the points in the 3D space in all possible 
directions. The calculation of this measure has an enormous 
complexity, and for practical purposes it is resolved by 
searching approaches that limit the difficulty of the problem. 
A simplification of the light field function is to consider the 
values that radiance takes in free space. By free space we 
mean the space outside the convex hull of an object or inside 
a closed environment with static objects. In practice it implies 
that we only allow inward or outward looking views. With 
this limitation, the light field function can be reduced to 4D. 
In this paper a model for auto-stereoscopic visualization 
using planar light fields is presented. The aim is to integrate 
the contents from virtual and real scenes with multiple views. 
The proposal integrates a 4D light field function with the 
information collected from the scene to generate the input for 
the device. 
 
2. Display-centered planar light field model 
 
Formally, light fields can be described by a 5D function 
called plenoptic function [8] that is defined by the position (x, 
y, z) and direction (θ, φ) of every ray. It has to be known that 
in an occlusion-free 3D space, the function is reduced to 4D 
due to the radiance does not change along the rays. 
We can consider two types of structured parameterization of 
the rays: planar and spherical [9]. The planar model 
parameterizes each line in the light field among two 
intersections points with two parallel planes, while in the 
spherical model, rays pass through the sphere so each line is 
defined by the two points intersected. In this paper, we 
propose a planar parameterization to model the received 
radiance through a 4D planar light field. 
The aim of the present work is to visualize realistic quality 
3D scenes using a planar light field model centered in the 
auto-stereoscopic display. Thus, we attempt to adjust the 
generation of the content to the hardware of the display.  
First, we define a virtual plane located inside the synthetic 
or real scene. This plane is defined by its 3D world 
coordinates and it is related with the dimensions of the display. 
This virtual plane is divided into rows and columns, where 
each sub-pixel is associated to V views emitted by the display. 
Moreover, a set of N cameras is placed in the 3D space in 
arbitrary positions in front of the virtual plane. To generate 
the content for the planar light field, the intrinsic and extrinsic 
parameters of the cameras are calculated. The intrinsic 
parameters specify the internal characteristics of the cameras 
such as focal length, internal coordinate system and aspect 
ratio. The extrinsic parameters denote the rotation and 
translation transformations. To obtain these parameters in the 
real world, the Zhang’s calibration algorithm has been used 
[10]. 
The different V views associated to each pixel are obtained 
by casting a ray from the auto-stereoscopic virtual plane 
Eva Salvador-Balaguer, Carlos González, José M. Sotoca and Filiberto Pla 
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located into the scene to the array of N cameras. The rays will 
be traced imitating the orientation of the views in the display. 
For each pixel of each different image we choose the nearest 
camera to the intersection point obtained after casting a ray 
from the virtual plane to the array of cameras. 
 
3. Experimental results 
 
A preliminary experimental study has been done by using a 
46” XYZ 3D Display designed by Zero Creative [11] with 8 
different horizontal parallax views and a resolution of 
1920x1080. The proposed model has been tested with several 
synthetic and real scenes, offering a realistic 3D perception. 
For the generation of synthetic content we have integrated 
this model in the Unity game engine and used 8 perspective 
cameras. This generation was produced in an Intel® Core™ i/ 
CPU 930 @ 2.80GHz with an nVidia GeForce GTX 480 
graphics card. In real scenarios, a set of 8 STINGRAY F-
080B/C IEEE-1394b cameras were used. For the calibration, 
Zhang’s algorithm in OpenCV 2.2 software for Windows with 
64 bits was used. The synchronization was performed through 
the bus. The motherboard is provided by two PCI Express 2.0 
with 2.5 Gb/sec of bandwidth. 
With the configuration of the system described in the 
previous section we obtain eight different images which are 
used in a fragment shader to generate an interlaced image 
accepted by the display. This interlaced image is useful for 
distributing the corresponding image colors into the different 
subpixels of the lenses. The shader accepts as input a texture 
with the images obtained by the proposed planar light field 
(Figure 1) and returns the interlaced image used by the 
display (Figure 2). We have worked with a 3x3 image 
composition where the ninth image is discarded by the shader. 
This composition is used in order to preserve the aspect ratio 
of the images with respect to the display. 
 
4. Conclusions 
 
In this paper a display-based light field model for auto-
stereoscopic visualization has been proposed, in order to 
generate the adequate content for the visualization of 3D to a 
given display hardware. Therefore, depending on the different 
directions the display emits the views, the model computes 
the most appropriate display information through the 
proposed planar display-based light field. 
Preliminary experiments generating synthetic and real 
auto-stereoscopic images have been made, obtaining 
encouraging results, providing realistic 3D sensation on an 
auto-stereoscopic display.  
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Figure 1. Texture composition with 3x3 slightly 
separated views. 
 
Figure 2. Interlaced image generated by the 
fragment shader. 
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Síntesis de vistas para la generación de campos de luz en visualización 
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Las pantallas autoestereoscópicas permiten la reproducción tridimensional de escenas que 
pueden ser visualizadas por varios usuarios sin necesidad de utilizar gafas u otros dispositivos 
adicionales. La principal desventaja de esta tecnología reside en la generación de contenido ya 
que son necesarias múltiples imágenes de entrada para poder crear la sensación 3D. 
En este artículo se describe un modelo de campo de luz planar basado en el concepto de 
imagen integral para visualización autoestereoscópica y se propone un algoritmo de síntesis 
de imágenes para generar las vistas que se capturarían al desplazar una cámara virtual a lo 
largo de un eje. El objetivo es pues integrar la información capturada por un conjunto 
reducido de cámaras convencionales junto con las imágenes virtuales generadas para la 
construcción del campo de luz y posterior visualización de escenas reales y virtuales en 
pantallas autoestereoscópicas. 
En este contexto, la construcción de imágenes elementales para conseguir una imagen integral 
es parte de la metodología que se está convirtiendo en una de las técnicas más viables para 
suministrar eficientemente las vistas necesarias a un dispositivo autoestereoscópico. En la 
imagen integral, la información multiperspectiva de una escena 3D se almacena en imágenes 
2D. Cada una de estas imágenes no es más que una muestra del campo de luz emitido por la 
escena 3D. 
Para la definición de un campo de luz con parametrización planar centrado en el dispositivo 
autoestereoscópico se utiliza la terminología propuesta en [1]. Según esta parametrización, 
cualquier rayo de un campo de luz se define a partir de los puntos de intersección con dos 
planos paralelos. De este modo, dado un plano virtual con coordenadas u y v y un conjunto de 
cámaras situadas en un plano paralelo con coordenadas s y t, cualquier punto de este campo 
de luz planar se define a partir de las cuatro coordenadas (s, t, u, v) (ver Fig. 1). 
 
Fig. 1: Campo de luz planar 
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Para construir el modelo de campo de luz definido serán necesarias las imágenes capturadas 
por las cámaras y las nuevas vistas sintetizadas de la escena que no han sido recogidas por 
ninguna cámara (ver Fig. 2). Existen diversos algoritmos para construir vistas virtuales pero 
para evitar utilizar mapas de profundidad este trabajo se ha inspirado en el algoritmo de 
“View Morphing” presentado por Seitz y Dyes [2]. El primer paso en este algoritmo consiste 
en prewarp (rectificar) las imágenes antes de fusionarlas (morphing). Tras la fusión, se lleva a 
cabo un proceso denominado postwarp para conseguir que la imagen final tenga la posición y 
orientación deseada. En la técnica propuesta en este trabajo se realizan únicamente las etapas 
de prewarp y morphing donde el morphing se lleva a cabo un utilizando un algoritmo similar 
al propuesto por Colombari en [3]. Siguiendo este algoritmo, para la creación de las imágenes 
virtuales se utiliza el concepto de relative affine structure [4]. 
 
 
Fig. 2: Ejemplo en el que la escena se captura utilizando 5 cámaras reales y se sintetizan 3 
vistas virtuales para conseguir las 8 vistas necesarias para un dispositivo 3D particular. 
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View Synthesis for Real Scene Visualisation
on Autostereoscopic Displays?
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Abstract. This paper presents a view synthesis algorithm to generate
intermediate views that allows moving a virtual camera along a 1-D
path. Instead of relying on accurate depth maps, the proposed method
uses a disparity map that provides a dense pixel correspondence. The
algorithm is able to generate images of complex real scenes that are ready
to be displayed on an autostereoscopic device. Experiments illustrate the
quality of the virtual views showing a comparison between the synthetic
views obtained and the real ones.
Keywords: novel view synthesis, view morphing, 3DTV, autostereo-
scopic displays, multi-view rectiﬁcation.
1 Introduction
3D visualisation technologies are increasingly present in our lives. Nowadays,
most popular technologies require glasses or other devices that bother the ﬁnal
user. Due to that drawback, autostereoscopic displays, which allow glasses-free
3D perception, are expected to be the next technological step in 3D visualisation
[1].
The main drawback in generating content for autostereoscopic displays is that
they require multiple input views. Depending on the autostereoscopic display,
the number of views used to generate the 3D perception diﬀers. Therefore, the
scene should be captured using as many cameras as the number of views of the
display. Neither using cameras with eight or more lens nor capturing the scene
from an array of multiples cameras is a suitable choice due to cost and space
problems. Thus, the purpose of this work is to capture the scene using fewer
cameras and synthesise intermediate views.
View synthesis allows obtaining an image of the scene from a new viewpoint,
using the information of the rest of the cameras. Some strategies require the re-
construction of the full scene structure to synthesise novel views [2]. Uncalibrated
view-synthesis oﬀers a solution that only needs the estimation of disparities
[3–5]. In this case, point transfer techniques use image-to-image constraints such
as fundamental matrices, trilinear tensors or plane+parallax.
? Work partially supported by projects TIN2009-14103-C03-01 from the Spanish Min-
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Other approaches use Depth Image Based Rendering (DIBR) [7, 8] to synthe-
sise multiple images. The main problem of those methods is that the quality of
synthetic views depends on the accuracy of depth maps. Therefore, all depths
maps artifacts that appear due to occlusions between objects decrease the accu-
racy of the virtual image.
In order to avoid using depth maps, we were inspired by the view morphing
algorithm presented by Seitz and Dyes [9]. The main idea consists of prewarp-
ing (rectifying) the images before morphing (merging) them. After morphing
rectiﬁed images, they postwarp the result to transform the image to its desired
position and orientation. To do so, the requirements are: diﬀerent images rep-
resenting views of the same 3D object, their cameras projection matrices and a
correspondence map between pixels in the images.
The main diﬀerence between Seitz algorithm and ours lies in the last step.
In our approach, we do not postwarp images. Instead, we recover the relative
aﬃne structure to synthesise novel views along a 1-D path. Then, the aim is to
ensure that synthetic cameras move in the same horizontal line and with the
same rotation.
The remainder of this paper is structured as follows: In Section 2 an overview
of the view synthesis algorithm is outlined. In particular, it is divided in four
diﬀerent sections which describe each step of the method proposed in this paper.
Section 3 shows the experimental results and ﬁnally, conclusions are drawn in
Section 4.
2 System Overview
This section describes all steps involved in the generation of the virtual views.
In particular we propose an adaptation of several existing algorithms to obtain
the virtual views needed. Fig. 1 shows the complete process. Each of the four
steps are explained in following sections.
Fig. 1. Description of the four-step algorithm used to synthesise all views needed
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2.1 Image Acquisition and Camera Calibration
The scene is captured using an array of multiples cameras capable of recording
synchronized multiple-views. In particular we use a set of 8 STINGRAY F-
080B/C IEEE-1394b cameras synchronised through the bus.
After capturing the scene, camera calibration is a crucial problem for further
image processing. For the calibration, Zhang’s algorithm has been used [10].
This method computes the lens distortion and all the intrinsic and extrinsic
camera parameters. Extrinsic parameters are expressed by the rotation(R) and
translation (T ) matrices and intrinsic parameters (K) give information about
the camera internal geometry. Using those parameters, the projection matrix of
the camera n is deﬁned as:
Pn = [Kn · [Rn|Tn]] (1)
The projection matrices obtained will be used in the rectiﬁcation process.
2.2 Multiview Image Rectification
This process consists of transforming the original images to align their epipolar
lines. Although the cameras setup is horizontal, there always exists misalignment
with the positions and orientations. For this reason, the original images are
transformed to obtain the ideal distribution.
Our algorithm is based on the method described in [11]. The basic idea is
to transform the original images captured from an array of cameras to obtain
the images of an ideal multi-camera arrangement. Then, as Seitz [9] does with
non-parallel views, we will have images prewarped and ready to morph.
In the ideal arrangement, all cameras are allocated on a line in 3D space and
they are equally oriented. The rectiﬁed images are obtained by applying to each
camera an homographic transformation between the original camera and the
ideal one (see Fig. 2).
To calculate the homography, we need the projection matrices obtained in the
calibration process. In particular, for each camera, we obtain the homography
between the original and the ideal image plane as follows:
Hn = Pideal,n · P+n
where Pideal,n is the projection matrix of the ideal conﬁguration of camera n and
P+n is the pseudo inverse matrix of Pn. Pn is obtained in the calibration process
described in expression (1) while Pideal is calculated as follows: First we set a
rotation matrix Rideal that represents the camera arrangement and we consider
it as the basis axes. Then, we ﬁnd the ideal translation for each camera in order to
obtain a co-linear arrangement with the same distance between adjacent cameras
(Tideal,n). Finally, we determine the common intrinsic matrix Kideal for the ideal
multi-camera arrangement and we get the ideal projection matrix as:
Pideal,n = [Kideal · [Rideal|Tideal,n]] (2)
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Fig. 2. Multiple view rectiﬁcation
With the projection matrices calculated, an array of rectiﬁed images (I1,...,In) is
obtained. Those images can be directly used as an input of the autostereoscopic
display. If the number of images obtained is lower than the number of views of
the autostereoscopic display, then a view synthesis process is necessary.
2.3 Disparity Map Generation
For each pair of consecutive rectiﬁed images (I1, I2), we obtain their disparity
maps using the stereo algorithm described in [12]. This algorithm receives as an
input the maximum and minimum disparity values of a particular image. For
each pixel of the image (r, c) this method initially sets a match value using an
image similarity function δ:
L0(r, c, d) = δ(I1(r, c), I2(r, c+ d)) (3)
This match value is iteratively updated using (4) until it converge.
Ln+1(r, c, d) = L0(r, c, d) ∗
⎛⎜⎜⎜⎝ Sn(r, c, d)∑
(r”,c”,d”)∈Ψ(r,c,d)
Sn(r”, c”, d”)
⎞⎟⎟⎟⎠
α
(4)
In the previous equation Sn (5) is the amount of local support within a 3D area
Φ and Ψ(r, c, d) denotes the set of elements which overlap element (r, c, d).1
Sn(r, c, d) =
∑
(r′,c′,d′)∈Φ
Ln(r + r
′, c+ c′, d+ d′) (5)
1 For further explanation see [12].
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Therefore, for each pixel (r, c) an array of match values is obtained. We ﬁnd the
element (r, c, d) with the maximum match value and it is the output disparity
for the pixel (r, c).
2.4 View Synthesis Algorithm
Finally, to generate new viewpoints of the scene we use a view synthesis algorithm
similar to the one described in [3] and [13]. The main idea is to obtain the
homographic plane H12 that relates two conjugate points m1 and m2:
m2 = H12m1 + e21 (6)
This equation only works for 3D points (M) belonging to a particular plane.
If M is not in the plane there is a residual displacement called parallax. This
distance is proportional to the relative aﬃne structure of M [14]. For each pair
of consecutive images (I1; I2) the algorithm is the following:
– Using the disparity values, obtain a set of conjugate pairs
(mk1 ;m
k
2) k = 1, ...,m
– From projection matrices of rectiﬁed views, recover the epipole e21 and the
homography H12
– For each conjugate pair, compute the relative aﬃne structure as:
γk =
(mk2 × e21)T · (H12mk1 ×m2)
‖ mk2 × e21 ‖2
(7)
– Specify a new epipole e31 and a new homographyH13 and for each conjugate
pair, calculate the new location of the pixel as:
mk3 = H13m
k
1 + e31γ
k (8)
As original cameras are already rectiﬁed along a 1-D path, e31 and H13 can
be recovered. They can be obtained from the ideal projection matrix of a new
view where the only diﬀerence is a rigid horizontal displacement. Then, with the
previous algorithm any number of intermediate views can be synthesised.
3 Experimental Results
All experiments have been done in order to be visualised on a 46” XYZ 3D display
designed by Zero Creative with 8 horizontal parallax views and a resolution of
1920x1080. An array of 8 Stingray cameras horizontally aligned has been placed
in front of the scene.
In the ﬁrst experiment, we have placed 8 cameras on an horizontal setup and
we have rectiﬁed the images obtained. Then, those images have been visualised
on the display and a good 3D perception has been achieved. To display the result
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Fig. 3. Interlaced image generated by the fragment shader
on the television a fragment shader has been used. It gets as input a texture with
the ﬁnal images and it returns the interlaced image accepted by the display. The
interlaced image generated by the fragment shader is shown on Fig. 3.
Our main contribution is shown on the second experiment. It consists of re-
moving the images obtained by some cameras and synthesising those views. In
particular, we have synthesised 3 intermediate views (see Fig. 4) using the four-
step algorithm described in the previous section. As it is depicted, views 2, 4 and
6 are synthetic views while the rest are rectiﬁed images of the original captures.
Fig. 4. The scene is captured from 5 cameras and using our 4-step algorithm we obtain
the 8 views needed by the 3D display
As we also have the real images captured from views 2, 4 and 6, we can
compare the images obtained using our algorithm with the ones that we should
have obtained (the real ones). Fig. 5 shows on the left the real view captured and
on the middle the synthetic view obtained with our method. The main diﬀerences
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between both images is shown on the right. This last image has been obtained
using the stereo algorithm proposed by Lewis on [15]. Blue colour represents no
diﬀerences between the two images while red reﬂects dissimilarity(inequality).
Due to major diﬀerences appear on homogeneous parts of the scene, those errors
are not trivially seen by the ﬁnal user and a good 3D perception is obtained.
However, to get better results, the disparity map algorithm should be improved.
It can be done using smoothing techniques that reduce the inconsistencies found.
Fig. 5. Rows 1 and 2 represent the results of cameras 2 an 4. In particular, the real
image captured (left), the corresponding synthetic view (middle) and the diﬀerence
between both images (right).
Our technique makes possible to create an entire sequence of virtual views.
Nevertheless, to get a good 3D perception in our autostereoscopic 3D display we
just use the 8 diﬀerent images given at the bottom of Fig. 4. Considering the
satisfactory results obtained, four-step view synthesis algorithm is a desirable
technique to be used.
4 Conclusions
In this paper, a four-step algorithm has been proposed to synthesise all images
required to visualise a real scene on an autostereoscopic 3D display. The method
consists of capturing the scene using a limited number of cameras transform-
ing them and synthesising views in order to obtain a 1-D path to construct a
multi-view structure adequate for autostereoscopic displays with horizontal par-
allax. The view synthesis algorithm has also been qualitative and quantitatively
evaluated providing satisfactory and promising results.
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The main advantage of the algorithm is the ability to create content for any
autostereoscopic display using a limited number of cameras. Further work is
directed to improve the interpolation based on image correspondence calculation
and extending it for full parallax frameworks.
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Three-dimensional Integral Imaging allows one to reconstruct a 3D scene, including range information, and
provides sectional re-focused imaging of 3D objects at different ranges. This paper explores the potential use
of 3D passive sensing Integral Imaging for human gesture recognition tasks from sequences of reconstructed
3D video scenes. As a preliminary testbed, the 3D Integral Imaging sensing is implemented using an array of
cameras with the appropriate algorithms for 3D scene reconstruction. Recognition experiments are performed
by acquiring 3D video scenes of multiple hand gestures performed by ten people. We analyze the capability and
performance of gesture recognition using 3D Integral Imaging representations at given distances and compare
its performance with the use of standard 2D single-camera videos. To the best of our knowledge, this is the
first report on using 3D Integral Imaging for human gesture recognition.
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1. Introduction
Applications of three-dimensional (3D) optical image
sensing and visualization technologies span a wide range
of areas including TV broadcasting, 3D displays, enter-
tainment, medical sciences and robotics. An advantage
of 3D in relation to traditional 2D imaging techniques
is their capability to capture the structural information
of the different objects that are in a scene. One promis-
ing 3D approach is based on Integral Imaging or Inte-
gral Photography, which is an autostereoscopic imaging
method used to capture 3D information and to visualize
it in 3D either optically or computationally [1–21]. The
system operates under incoherent or ambient light, thus
sensing can be performed passively unlike holography or
LADAR that require lasers [22, 23]. Integral Imaging
can provide the 3D profile and range of the objects in
the scene, thus it is attractive for 3D object recognition
[24–26].
Recognizing human activity from visual sources has
been receiving a significant attention from the computer
vision and machine learning communities over the last
decades. Recent surveys such as [27] provide good ac-
counts of the visual representations and classification ap-
proaches that have been proposed to address the many
challenging practical issues behind activity recognition.
In spite of all the progress made, effective, robust, scal-
able, and efficient solutions have been elusive so far.
Regarding the visual source, most of the past work on
action recognition has focused on monocular gray-level
2D sequences. Recently, some efforts have been paid
to use depth information, mainly due to the popular-
ization of RGB-D systems. Three main approaches for
depth sensing are based on stereo, time of flight, and
structured light [28] and they have been applied to hu-
man sensing in general, and for gesture recognition in
particular. While Integral Imaging has been applied to
other classification/recognition tasks [29], to the best of
our knowledge this is the first attempt to apply inte-
gral images for action recognition. Integral Imaging can
contribute to the area because of its capability to recon-
struct 3D scenes at different depths. This information
can arguably be used and help in the action recognition
process.
In this paper, we propose to integrate 3D passive
sensing Integral Imaging and human activity recogni-
tion from sequences of reconstructed 3D video scenes
focused at certain regions of interest. The 3D scene
is captured by 3D Integral Imaging and the 3D ob-
jects including range information and sectional images
of 3D objects at different ranges are computationally
reconstructed. Gesture recognition experiments are per-
formed by acquiring 3D videos of the hand gestures [30].
These short-duration human activities performed by a
part of the body such as a hand are better categorized
as gestures [27]. However, the described proposal is gen-
eral, and applicable to the recognition of actions and
other human activities.
We analyze the potential of gesture recognition us-
ing 3D Integral Imaging and compare its performance
with using 2D single-camera videos. The experiments
provide evidence on the feasibility of gesture recognition
with Integral Imaging. Integral Imaging provides the 3D
2reconstruction of the hand gestures and allows sectional
imaging to focus on the areas of the scene where the ges-
ture is being made. In this work, sectional reconstructed
representations of the objects in the scene are processed
by gesture recognition strategies.
The rest of the paper is organized as following. An
overview of 3D integral imaging with a focus on the
scene capture stage and numerical 3D reconstruction of
the scene is first presented (Sect. 2). Then, the experi-
mental set-up used to acquire 3D videos and the proce-
dure to build the gesture dataset are described (Sect. 3).
The methodology for video characterization and classifi-
cation, applied to gesture recognition from the acquired
3D videos is then detailed (Sects. 4.A–4.D). Finally, the
recognition performances for both integral imaging and
conventional monocular data are analysed (Sect. 4.E),
and conclusions drawn (Sect. 5).
2. Overview of 3D Integral Imaging
In this section, we present a brief overview of the in-
tegral imaging technique used to perform 3D sensing
and reconstruction of gestures. Integral imaging (also
known as Integral Photography) was originally proposed
by the Nobel Laureate G. Lippmann in 1908 [1]. Inte-
gral Imaging (II) is an autostereoscopic imaging method
used to capture 3D information and to visualize it in
3D optically or computationally. The historical origins
of integral photography may be linked to Sir Wheat-
stone invention of stereoscopic viewing device which uses
the principle of disparity for 3D visualization [2]. With
some exceptions [3–7], there was no substantial activ-
ity in integral photography for most of the twentieth
century due to the lack of enabling technologies, includ-
ing optical and optoelectronic devices, detectors, compo-
nents, and hardware. With the important advances in
optical detectors such as CCD and CMOS technologies,
display devices such as Liquid Crystal Devices (LCDs),
consumer electronics, and computer hardware, the field
has been significantly propelled forward. In the late
20th century, the pioneering works by Okano and his
co workers at NHK and other groups demonstrated the
suitability of Integral Imaging for 3D displays [8–11].
Currently, integral imaging is subject to much research,
it has been pursued for various applications [12–21], and
it is considered as a promising technology for 3D displays
and 3D TV. Unlike holography that requires a coherent
source [22, 23], integral imaging can work under ambi-
ent or incoherent light. For example, the sensing can be
performed passively.
Acquisition and visualization of 3D objects using II
can be divided into two different stages, called pickup
and reconstruction. In the pickup stage, multiple 2D
images (referred to as elemental images) are captured
through an array of small lenses (lenslet array) or an ar-
ray of cameras. Each lenslet contains a unique projective
transformation that maps the 3D object space onto 2D
elemental images and is a function of the lenslet position
and the focal length. As a result, an array of inverted
real images is formed on the image sensor. Regarding
Fig. 1. Principle of Integral Imaging capture and display.
The object depth information is encoded into lateral relative
shift between different views of the scene known as elemental
images.
the reconstruction stage, 3D scene reconstruction can
be made optically or computationally. Computational
reconstruction of the 3D image (the one used in this
paper) can be achieved by simulating the optical back-
projection of elemental images in the computer. This
reconstruction method uses a computer synthesized vir-
tual pinhole array for inverse mapping of each elemental
image into the object space. All elemental images are
computationally overlapped afterwards. With this pro-
cess, the intensity distribution can be reconstructed at
arbitrary planes inside the 3D object volume, as we shall
demonstrate in the next sections.
2.A. Capture and display stages of integral imaging
Figure 1 illustrates the principle of Integral Imaging for
both acquisition and display purposes. The object depth
information is encoded into lateral relative shift between
different views of the scene known as elemental images.
The 3D scene including the depth information can be re-
covered by post-processing the elemental images. Each
elemental image is back-projected through its own view-
point (Figure 2(a)) and the superposition of the ray
cones projected from the elemental images reconstructs
the 3D scene. In Fig. 2(a), g is the focal length of the
imaging optics; p is the pitch of the cameras, and M
is the Magnification factor
(
M = zg
)
. Superposition of
properly shifted elemental images provides the 3D re-
constructed images as follows [31] (Figure 2(b)):
I(x, y, z) =
1
O(x, y)
K−1∑
k=0
L−1∑
l=0
Ekl [x
′, y′] , (1)
3with
x′ = x− k Nx · p
cx ·M ,
y′ = y − l Ny · p
cy ·M ,
where I(x, y, z) represents the intensity of the recon-
structed 3D image at depth z, x and y are the indexes of
the pixel, Ekl represents the intensity of the kth row and
lth column elemental image, Nx×Ny is the total number
of pixels for each elemental image, M is the magnifica-
tion factor, cx, cy is the size of the camera sensor and
O(x, y) is the overlapping number matrix.
There are alternative ways to capture 3D information
to the lenslet-based approach. One idea is the use of im-
age sequences [32]; another one uses an array of image
sensors distributed in an homogeneous or (alternatively)
random grid such as Synthetic Aperture Integral Imag-
ing (SAII) [33], which is the acquisition strategy used in
this work. The longitudinal resolution of the system is
given by [24]:
4zmin = µz
2
Pmg − µz , (2)
where µ is the pixel size, z is the object range, Pm is the
maximum parallax, and g is the distance between the
imaging lens and the sensor. This minimum longitudinal
resolution is subject to the following constraints:
Pmg ≤
zN{x,y}µ
2
, (3)
where N{x,y} is the number of camera pixels in each
direction, (x, y).
3. Experimental set-up for Integral image acquisition
and scene reconstruction
In our experimental set-up, a 3 × 3 array of Stingray
F080B/C cameras was used (Figure 3). Using a syn-
chronization through the 1394 bus, the nine synchro-
nized videos were captured at a speed of 15 frames per
second and a resolution of 1024×768 pixels. In order to
eliminate errors generated due to uncertainty in location
and orientation of the cameras, the acquired videos were
subsequently rectified in an off-line stage. The aim of the
image rectification process is to project two or more im-
ages onto a common image plane to correct for the mis-
alignment in relation to the positions and orientations of
the original cameras [34]. For each camera, the rectified
image is obtained by applying an homography transfor-
mation between the original camera and the ideal one,
following a well-known calibration method [35]. For the
camera n, its homography Hn is obtained as:
Hn = Pideal,n ·P+n , (4)
wherePn is the projection matrix for camera n, obtained
through the calibration process, P+n is its pseudo inverse,
and Pideal,n is computed as
Pideal,n = Kideal · [Rideal|Tideal,n], (5)
where [Rideal|Tideal,n] is a matrix resulting from the ad-
dition of Tideal,n to the right of matrix Rideal. In this
case, a rotation matrix Rideal that represents the cam-
era arrangement is considered as the basis axes. Then,
the ideal translation for each camera is found in order
to obtain the 3× 3 arrangement with the same distance
between adjacent cameras (Tideal,n). Finally, the com-
mon intrinsic matrix Kideal is determined for the ideal
multi-camera arrangement.
In order to explore the capabilities of using II in ges-
ture recognition, a series of two repetitions of three dif-
ferent gestures performed by ten people were acquired.
The three gestures, made using the right arm extended,
were:
• opening and closing the hand (Open)
• go to the left gesture (Left)
• deny gesture, made with the forefinger (Deny)
The ten people were in front of the camera array at a
distance of approximately 2.5m. The gestures were ac-
quired in a laboratory with no other movement apart
from the person doing the gesture. For each of the
3 actions×10 people×2 repetitions = 60 recorded videos,
a 3D volume was reconstructed for its first frame to find
out the distance where the hand was in focus. Then,
this distance was used for reconstructing the volume for
the rest of the frames. In this process, we considered
every frame of each video as an elemental image for
that video. From the 9 elemental images correspond-
ing to each video frame, a 3D volume was made, and
we only retained the reconstructed distance for which
the hand gesture was in focus. The volumetric (depth)
reconstruction method for each frame starts with the
elemental images and projects them directly through a
virtual pinhole array. In particular, for a fixed distance
from this pinhole array, each elemental image is inversely
projected through each synthesized pinhole in the array.
Each inversely projected image is magnified applying the
magnification factor which is the ratio of the distance be-
tween the pinhole array and the plane of reconstruction
at a particular reconstruction distance (see Section 2.A
for details). In order to assess the volumetric informa-
tion, this process is repeated for all the reconstruction
planes. The range of distances from which the recon-
struction was made was from 1m to 3.5m (the origin of
distances is the plane of the 3×3 camera array) in 10mm
steps.
As an example, Figure 4 shows three images corre-
sponding to three different reconstruction of refocused
planes of the same person and the same gesture. In each
of these planes, one part of the scene is reconstructed to
4(a) (b)
Fig. 2. 3D scene reconstruction by back projecting the elemental images through virtual pinholes. (a) A single elemental
image is back-projected through its own viewpoint. (b) The superposition of the ray cones projected from the elemental images
reconstructs the 3D scene.
Fig. 3. Two views of the array of 3 × 3 cameras used to
acquire the videosof the 3D gestures
be in focus, either the background computers, the sub-
ject’s face, or the subject’s hand. This illustrates the
segmentation and sectional re-focusing capability of the
integral imaging technique that might prove useful for
gesture recognition, by exploiting the fact that only the
object of interest is focused and the rest of the scene
is blurred. An example of the scenes for the three ges-
tures reconstructed for the distance where the hand is
in focus is shown in Figure 5. The resulting videos from
these reconstruction are used for gesture recognition.
An overview of the proposed system is offered in
Fig. 6, with the two main parts: integral imaging (this
section) and gesture recognition (Section 4).
4. Gesture recognition using integral imaging:
methodology and experiments
The methodology to characterize and recognize gestures
is described first (Sects. 4.A–4.D). It applies to the
videos reconstructed with 3D integral imaging exactly as
it is applied to conventional videos from single-camera
views. In fact, we used both data sources for compari-
son, and results of recognition performance are reported
in Sect. 4.E.
The procedure for gesture recognition follows a stan-
dard “bag of visual words” approach (e.g. [36]), whose
pipeline is as follows:
1. Detecting and describing spatio-temporal interest
points (STIPs) for each video
2. Quantizing the resulting descriptors in a number
of visual words (i.e., the vocabulary or codebook)
3. Building the Bag-of-Words (BoW) representation
for each video using its STIPs and the resulting
codebook
4. Classifying unseen videos from their BoW repre-
sentations
4.A. From videos to local descriptors
Spatio-temporal interest points (STIPs) were generated
following [37] using the software available at [38]. The
overall idea is that videos are treated as 3D volumes
(x, y, t) and points within this volume are locally char-
acterized using histograms of gradients (HOG) and/or
histograms of optic flow (HOF) within small 3D vol-
umes.
Although details can be found elsewhere [37], we in-
clude some specific information to make the presenta-
tion more self-contained. The 3D volume corresponding
to the image sequence, f : R3 7→ R, is convolved with an
anisotropic Gaussian Kernel:
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Fig. 4. Images corresponding to three different reconstruction distances for the same person and gesture
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Fig. 5. Images corresponding to the reconstruction distance for which the hand is in focus in each of the three hand gestures
considered
L(·;σ2l , τ2l ) = g(·;σ2l , τ2l ) ∗ f(·),
g(x, y, t;σ2l , τ
2
l ) =
1√
(2pi)3σ4l τ
2
l
· e−
x2+y2
2σ2
l
− t2
2τ2
l .
(6)
where x, y and t refer to the two spatial an the temporal
dimensions, and σ2l and τ
2
l are the spatial and tempo-
ral scales, respectively. Here, we assume that z is fixed
at the reconstructed plane of STIPs. Given the partial
derivatives of L, La, a ∈ {x, y, t}, the first-order deriva-
tive matrix
M′ =
 L2x LxLy LxLtLxLy L2y LyLt
LxLt LyLt L
2
t
 , (7)
is convolved to give the second-order matrix M =
g(·;σ2i , τ2i ) ∗M′, with σ2i = sσ2l and τ2i = sτ2l for a
given s.
Finally, a 3D Harris function H is defined inspired on
the 2D Harris function [39],
H = det(M)− ktrace3(M). (8)
Local maxima of H identifies spatio-temporal inter-
est points of f , i.e. points that exhibit large variations
along both the spatial and temporal dimensions. This is
known as the Harris3D detector. A multi-scale approach
is followed and scales {σl = 2 l+12 : l ∈ {1, 2, . . . , 6}} and
{τl = 2l : l ∈ {1, 2}} are used.
As a pre-processing before STIP detection, the frame
rate of input videos was increased so that the videos
were longer [40]. This allowed the software to be able
to process shorter videos and produce more STIPs. In
addition, frames from the monocular camera as well as
from the integral images were resized to 481×271 pixels,
and only the red channel used. Examples of detected
STIPs on the II sequences are given in Fig. 7.
Once interest points were detected, they were de-
scribed using local information. Following [36, 41], the
size of the local 3D volume (δx, δy, δt) around each in-
terest point is a function of the considered scale: δx =
δy = 18σl, δt = 8τl. Each local 3D volume was subdi-
vided into a regular grid of nx × ny × nt cuboids, with
nx = ny = 3, nt = 2. The histograms of oriented gra-
dients (HOG) and the histograms of oriented optic flow
(HOF) were computed within each cuboid, with as few
as 4 and 5 bins, respectively. Then, the histogram for
each cuboid was normalized, and the histograms for all
cuboids within the local 3D volume of an interest point
were concatenated to form the descriptors for that in-
terest point, with dimensionality 72 (HOG), 90 (HOF),
and 162 (HOG+HOF).
4.B. From descriptors to visual words
The descriptors were quantized into visual words
through an unsupervised clustering. We used the k-
means [42] implementation of the VLFeat library [43].
Given n data points {xi}ni=1, each of dimension d, the
goal of k-means is to find a partition of these points into
K clusters {Cj}Kj=1 so that the sum of the distances of
each data point to the mean of its cluster, µi (i.e. the
cluster centre),
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K∑
j=1
∑
xi∈Cj
||xi − µj ||2, (9)
is minimized. Since this optimization problem is known
to be NP-hard, k-means follows a greedy strategy by
iteratively updating the cluster center and assigning each
data point to its closest cluster, until convergence [42].
In our case, the STIPs of the subset of the videos in
a training set were used to find the clusters. Then, each
STIP of this subset of videos, and those of the test set,
are assigned a cluster. Each cluster number represents
a codeword (a visual word).
Since the result of k-means is initialization-dependent,
we ran it five times on the same data, and the clustering
corresponding to minimal energy (i.e. minimum value
of Eq. 9) is used. For efficiency, the Elkan approach
was used, which reduced the number of comparisons be-
tween data points and cluster centers by using triangular
inequalities.
4.C. From visual words to BoW
Following the typical BoW approach, each video was
represented by building a histogram of codewords [36].
This histogram has K bins, where K corresponds to the
number of clusters. Formally, let {xi}ni=1 be the de-
scriptors of the n STIPs detected in an input video,
and {µj}Kj=1 the centers of the K clusters found with
k-means applied to the training videos. Then, the his-
togram {hj}Kj=1 of that video is computed as follows:
hj =
n∑
i=1
[c(xi) = j], j ∈ {1, 2, . . . ,K}, (10)
with [·] being the Iverson bracket notation for the Kro-
necker delta function, hj is the j-th bin of histogram h,
and c(x) is the closest cluster of data point x:
c(x) = arg min
i∈{1,...,K}
||x− µi||2. (11)
4.D. From BoWs to gesture prediction
In order to estimate the gesture recognition perfor-
mance, a “leave-one-subject-out” protocol was followed,
as in common practice (e.g. [44, 45]). Given S subjects,
the BoWs of all videos (all actions and repetitions) for
S − 1 subjects are used for training whereas the BoWs
for the videos of the remaining subject are used for test-
ing. The process is repeated S times, once per subject.
The average performance over these S results is there-
fore reported.
For classification, Support Vector Machines
(SVM) [46] were chosen, since they are widely-used
classifiers with good generalization abilities thanks to
is max-margin formulation. Given a (training) dataset
{(xi, yi) : xi ∈ Rd, yi ∈ {−1, 1}}ni=1 of data points xi
and their corresponding class labels yi, SVM aims at
solving
arg min
w,ξ,b
1
2
||w||2 + C
n∑
i=1
ξi, (12)
subject to
yi(w · xi − b) ≥ 1− ξi, ξi ≥ 0, (13)
where 1||w|| determines the margin around the decision
boundary that is to be maximised, ξ = {ξi}ni=1 are
the so-called slack variables that account for the mis-
classification errors, and C is a regularization param-
eter that allows a trade-off solution balancing a large
margin (good generalization) but yet small misclassifi-
cation (good fitting to training data). The predicted
class yˆ for a novel input x, yˆ(x), is found through
the learned parameters (w, b) by the decision function
yˆ(x) = sign(wTx+ b).
We used a multi-class linear SVM (implementation of
LibSVM library [47]). The regularization parameter C
in (12) was chosen through validation from the value in
the set 10{−4,−3,...,4} that gives the best average valida-
tion accuracy. At each validation round when training
7with S− 1 subjects, S− 2 subjects are used for training
and the remaining one is used for testing.
Prior to learning and classification, histograms (the
BoW representation) were L1-normalized. Then, each
feature was individually re-scaled to the range [0, 1]. The
smallest and largest values of training data, used for the
scaling, were kept so that test data was re-scaled using
these values from the training set. Finally, histograms
were L2 normalized.
Due to the random component of k-means, the de-
scriptor quantization and the learning and prediction
steps were repeated 10 times. The reported performance
is the average classification accuracy over these repeti-
tions.
4.E. Experimental results
Our goal was to explore the feasibility of gesture recog-
nition with integral imaging. To that end we applied
the BoW scheme to both the integral imaging data
(II) and the original monocular data (Monocular) com-
ing from one of the cameras of the 3 × 3 array. In
particular, we chose the input from the central cam-
era. STIPs were detected on both data sources with
a zero threshold for the Harris3D detector so that all
possible STIPS were used. The number of visual words
was varied as K ∈ {10, 25, 50, 100, 200}. Finally, three
possible descriptors were considered (HOG, HOF and
HOG+HOF), since they may give rise to different per-
formances when applied to the two different input visual
data.
Results (Fig. 8) show that Monocular outperforms II
when using HOF, but II outperforms the monocular cues
both with HOG and HOG+HOF. An interpretation for
this is that motion information is better retained in the
original image, whereas part of it is lost by keeping a
particular depth in the integral image reconstruction.
A remedy would be to use 3D volume of the gesture
rather than a 2D reconstructed image of integral imag-
ing, so that temporal information is retained more effec-
tively. In contrast, the focusing operation makes the gra-
dient information more distinctive in II than in Monocu-
lar. When both descriptors are combined (HOG+HOF)
through early fusion (i.e. features are just concate-
nated), higher recognition is obtained with II. For con-
venience and easier assessment, a common range for the
accuracy axis is used in all plots, and the numerical val-
ues also provided (Table 1).
The fact of Monocular and II having complementary
performance suggests their proper combination might
boost performance with respect to any of them used sep-
arately. It is generally known that combining features
of different nature usually results in higher performance.
For instance, in the context of action recognition, shape
and motion cues can be favourably combined [44]. Some
possibilities for fusing multi-modal data include diverse
forms of early and late fusion schemes [48–50].
In absolute terms, when comparing the best descriptor
in each case (i.e., HOF for Monocular and HOF+HOG
for II), it can be seen (Fig. 9) that II (slightly) outper-
forms Monocular for all tested K except for K = 50.
5. Conclusions
In this paper, we have applied 3D passive sensing in-
tegral imaging to gesture recognition. This exploratory
analysis and the results obtained with a bag-of-words
approach reveal that integral imaging provides comple-
mentary distinctive information to that of using visual
cues from a single camera. In our experiments, depend-
ing on the visual descriptor being used, integral imag-
ing may outperform the monocular case. By suitably
combining the elemental images of an array of cameras,
integral imaging offers the ability of focusing a scene at
particular depths. It has been observed that properly
focusing at relevant spots in the scene can help visual
descriptors based on spatial gradients to capture more
discriminative information than in conventional monoc-
ular videos. This opens the door to advances in action
recognition technology that were not possible to date.
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ABSTRACT   
In this keynote address paper, we present an overview of our previously published work on the application of pattern 
recognition techniques and integral imaging for human gesture recognition. 
Keywords: Human gesture recognition, integral imaging. 
 
1. INTRODUCTION  
Three-dimensional (3-D) optical image sensing and visualization technologies have been received a considerable 
amount of attention during the last two decades. Application fields are as diverse as TV broadcasting, entertainment, 
medical sciences, robotics, to name a few [1]-[3]. As opposed to traditional 2-D imaging, 3-D sensing technologies can 
potentially capture the structural information of the scene. In many instances, the capabilities of 3-D imaging and display 
systems have revolutionized the progress of these disciplines, enabling new detection/display abilities that would not have 
been otherwise possible. There are different methods to display 3D images. Some of them make use of special glasses, 
which may create adverse effects like sickness, etc. Other methods use parallax barriers in order to avoid using glasses, 
adapting their parameters to the viewer position [4]. Content-adaptive parallax barriers for which display elements are 
optimized for the multi-view content are also being developed [5]. Others imply the use of multiple cameras located at 
several positions.  
As one of the promising methods in the area of 3-D sensing and display, Integral Imaging is an autostereoscopic 3D 
imaging method that offers passive and relatively inexpensive way to capture 3-D information and to visualize it optically 
or computationally [6]-[9]. The integral imaging technique belongs to the broader class of multiview imaging techniques. 
Recently, it has been shown that the spatial 3D resolution obtained with the Integral Imaging method is better than the 
resolution obtained when using multiple cameras [10]. Integral imaging provides a window to the 3-D world through a 
collection of 2-D projections of real-world objects. There are two separate procedures for acquisition and visualization of 
3-D objects which are referred to as pickup and reconstruction stages, respectively 
Computer vision and machine learning scientists have been intensively working during the last few decades to derive 
methodologies that might be able to give information related to recognition of human activities from different types of 
sensors [11]. However, there still exist many challenges ahead in terms of efficiency, scalability and robustness.  
Depth sensing can be obtained using different types of approaches: (a) stereo pairs, (b) time-of-flight technologies, and (c) 
structured light strategies [12]. Integral imaging has been used for classification tasks [13], however, the work in [14] is 
the first research work where integral imaging has been applied to action recognition. This paper presents an overview of 
the work and some of the results presented in [14].  
2. THREE-DIMENSIONAL INTEGRAL IMAGING 
Integral imaging is a 3D imaging technique that is able to provide the 3D profile and range of the objects in a scene. 
Integral Imaging can be performed either using an array of high resolution imaging sensors, or in a synthetic aperture mode 
(see Fig. 1(a)). When a single sensor translates on a 2D plane to capture multiple 2D images, this enables one to obtain 
larger Field of View (FOV) 2D images. Three-dimensional reconstruction of images can be achieved by computationally 
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simulating the optical back-projection of the elemental images. In particular, a computer-synthesized virtual pinhole array 
is used to inversely map the elemental images into the object space (see Fig. 1(b)). Superposition of properly shifted 
elemental images provides the 3D reconstructed images: 
 
ܫሺݔ, ݕ, ݖሻ ൌ ଵைሺ௫,௬ሻ ൉ ∑ ∑ ܧ௞௟ ൬ݔ െ ݇
ேೣ൉௣
௖ೣ൉ெ , ݕ െ ݈
ே೤൉௣
௖೤൉ெ൰
௅ିଵ௟ୀ଴௄ିଵ௞ୀ଴                   (1) 
 
where ܫሺݔ, ݕ, ݖሻ represents the intensity of the reconstructed 3D image at depth ݖ, ݔ and ݕ are the indexes of the pixel, ܧ௞௟ 
represents the intensity of the kth row and lth column elemental image, ݌ is the pitch of the cameras, ௫ܰ ൈ ௬ܰ is the total 
number of pixels for each elemental image, ܯ ൌ ௭௙ is the magnification factor, ܿ௫ ൈ ܿ௬ is the physical size of the camera 
sensor, and ܱሺݔ, ݕሻ is the overlapping number matrix. 
 
The methodology we considered in our research is based on the acquisition of 3D videos of the hand gestures using an 
integral imaging system formed by an array of 3 ൈ 3 cameras. We analyze the potential of gesture recognition using 3D 
Integral Imaging and compare its performance to 2D single-camera videos. The experiments provide evidence of the 
feasibility of gesture recognition with Integral Imaging.  
 
 
 
 
 
 
 
(a)  
(b) 
 
Figure 1. Synthetic Aperture Integral Imaging (SAII) acquisition and computational reconstruction method. (a) Image sensors are 
located in a “grid” whose spacing is given by the “pitch” parameter. (b) Optical 3D reconstruction using a virtual pinhole array and 
optical back-projection of the acquired elemental images  
3. EXPERIMENTAL SET-UP FOR INTEGRAL IMAGE ACQUISITION AND SCENE 
RECONSTRUCTION 
A 3 ൈ 3 array of Stingray F080C cameras was used in our experimental set-up. In general, the Synthetic Aperture Integral 
Imaging (SAII) systems allow to obtain higher resolution values in the computational depth reconstructions when 
compared to the Integral Imaging systems based on a microlens array, because in the SAII acquisition methodology, the 
full CCD resolution of each camera is used. During the acquisition of each action, 9 videos (one per camera of the 3 ൈ 3 
array) were synchronized through a 1394 bus, acquired at a speed of 15 frames per second. Video resolution was 1024 ൈ
768 pixels. These videos were subsequently rectified [15]. A series of two repetitions of three different gestures performed 
by ten people were made and acquired by the camera array. The three gestures, made using the right arm extended, were: 
(a) opening and closing the hand, (b) go to the left gesture, (c) deny gesture, made with the forefinger. 
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All the cameras had their focus plane located at around 2m from plane of the lenses. All the elements in the scene (including 
people) were “sharply” seen in the range of depths from 0.5 to 3.5m. The ten people were situated in front of the camera 
array at a distance of approximately 2.5m. The gestures were acquired indoors (in a laboratory of the group) with no 
additional movements in the scene apart from the gestures. Sixty videos (corresponding to: 3 actions x 10 people x 2 
repetitions) were finally recorded and a depth reconstruction (from 1 to 3.5m in 10mm steps) was made for the first frame 
to locate the distance where the hand was in focus. This distance was subsequently used for the rest of the video frames of 
each action, repetition and person. Figure 2 shows the depth reconstruction for one typical frame of the action recognition 
experiment. Figure 2(a) shows the distance where the hand is in focus. Figure 2(b) the distance where the person face is in 
focus and Figure 2(c) shows the distance where a part of the background is in focus. Figure 3 shows the reconstructed 
plane where the action is in focus for the three different actions to be considered in this research: (a) Left gesture, (b) Deny 
gesture, (c) Open/closure gesture. 
 
 
(a)                                                                (b)                                                                    (c)            
Figure 2. Depth reconstruction of the Deny gesture. (a) Distance where the hand is in focus. (b) Distance where the face is in focus. (c) 
Distance where part of the background is in focus. 
(a)                                                                         (b)                                                                            (c)                
Figure 3. The three gestures used in our research. (a) Left gesture (b) Deny gesture. (c) Open/Close gesture (originally appeared in [14]). 
 
4. GESTURE RECOGNITION USING INTERAL IMAGING: EXPERIMENTS AND RESULTS 
The methodology to characterize and recognize gestures can be summarized as follows [16]: 
 
 Infer the spatio-temporal interest points (STIPs) for each video 
 Quantize the resulting descriptors in a number of visual words (also called the vocabulary or codebook) 
 Create the corresponding bag-of-words (BoW) representation for each video using its STIPs and the resulting 
codebook 
 Classify test videos from their BoW description. 
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Videos  Local descriptors 
Spatio-temporal interest points (STIPs) were generated following [17]. These points are characterized by the fact that they 
exhibit large variations along both the spatial and temporal dimensions. Once interest points were detected, they were 
described using local 3D volume information. The histograms of oriented gradients (HOG) and the histograms of oriented 
optic flow (HOF) were computed within each 3D volume centered at the STIPs. Finally, the histograms within the local 
3D volume of an interest point were concatenated to form vectors of dimensionality 72 (HOG), 90 (HOF), and 162 
(HOG+HOF). 
 
Local descriptors  Visual words 
The local descriptors were quantized into visual words through k-means clustering. In particular, the STIPs of the subset 
of the videos in a training set were used to find the clusters. Each STIP of this subset of videos, and those of the test set, 
were assigned a cluster afterwards. Each cluster number represents a codeword (a visual word). In order to deal with k-
means initialization problems, the clustering process was ran five times on the same data, and the clustering corresponding 
to minimal energy was the one that was selected. Figure 4 shows some examples of detected STIPs on the Integral Imaging 
sequences. 
 
 
Figure 4. Results showing the detected STIPs (yellow circles) at three different frames (each column) in the videos of the three gestures 
(each row) performed by one (and the same) person. The STIPs size corresponds to the scale the STIP was detected at. Actions are: (a) 
Open gesture, (b) Left gesture, and (c) Deny gesture (originally appeared in [14]). 
 
Visual words  Bag-of-Words (BoWs) 
Each video was represented through the creation of a histogram of codewords [17].  
 
BoWs  Gesture prediction 
In order to make an estimation of the gesture recognition performance, a “leave-one-subject-out” protocol was applied 
([18], [19]). Given S subjects, the BoWs of all actions and repetitions for ܵ െ 1 subjects are used for training and the BoWs 
for the videos of the remaining subject are used for testing. The process is repeated S times, once per subject. The average 
performance over these S results is therefore reported. For classification, Support Vector Machines (SVM) [20] were 
chosen, due to its capability to deal with low number of training samples and high dimensional classification problems 
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(the so-called curse of dimensionality phenomenon). Histograms (the BoW representation) were L1-normalized before the
classification step, and each feature was individually re-scaled to the rangeሾ0,1ሿ. Finally, histograms were L2-normalized.
The descriptor quantization and the learning and prediction steps were repeated 10 times. The reported performance is the
average classification accuracy over these repetitions.  
The BoW scheme was applied to both the Integral Imaging data and the original monocular data from the central camera
in the 3 ൈ 3 array. The number of visual words was varied as ܭ ൌ ሼ10, 25, 50, 100, 200ሽ. The descriptors: HOG, HOF
and HOG+HOF were finally considered.
Recognition rates when using the monocular (central camera) acquisition and ܭ ൌ 200 words were (results over 10
repetitions): 92.6 േ 2.0 for HOF, 78.0 േ 4.4 for HOG and 89.1 േ 3.1 for HOG+HOF. On the other hand, recognition 
rates when considering 3D Integral Imaging and ܭ ൌ 200 words were (results over 10 repetitions): 82.3 േ 4.2 for HOF, 
85.1 േ 3.8 for HOG and 95.0 േ 3.1 for HOG+HOF. Therefore, we can see that Integral Imaging outperforms the best 
monocular recognition result (95.0 േ 3.1 vs 92.6 േ 2.0). 
In addition, in absolute terms, when comparing the best descriptor in each case (i.e. HOF for Monocular and HOF+HOG
for Integral Imaging), for different K values, Integral Imaging outperformed the acquisition with the single/central camera,
for all the tested K values except for K = 50.
5. CONCLUSIONS
We have summarized our work made on the application of 3D passive sensing Integral Imaging for human gesture
recognition ([14]). The results obtained with our gesture recognition approach (through our bag-of-words strategy) reveal that
Integral Imaging may provide distinctive information in relation to that of using visual cues from a single camera, which may
be a first step into advances in action recognition technology that were not possible to date.
ACKNOWLEDGMENTS
The authors greatfully acknowledge financial support from project PROMETEOII/2014/062 funded by the Generalitat 
Valenciana (regional government).
REFERENCES
[1] R. Martinez-Cuenca, G. Saavedra, M. Martinez-Corral, and B. Javidi, “Progress in 3-D Multiperspective Display by 
Integral Imaging,” Proceedings of the IEEE, 97, 6, pp. 1067-1077, 2009.
[2] J.-Y.Son, W.-H.Son, S.-K. Kim, K.-H. Lee, B. Javidi, “Three-dimensional imaging for creating real-world-like
environments”, Proceedings of the IEEE, 101, 1, pp. 190-205, 2013.
[3] M. Cho, M. Daneshpanah, I. Moon, and B. Javidi, “Three-Dimensional Optical Sensing and Visualization Using 
Integral Imaging,” Proceedings of the IEEE,  99, 4, pp. 556-575, 2011.
[4] X. Xiao, B. Javidi, M. Martinez-Corral, A. Stern,  “Advances in Three-Dimensional Integral Imaging: Sensing, 
Display, and Applications,” Applied Optics 52, 4, pp. 546–560, 2013.
[5] D.Lanman, M.Hirsch, Y.Kim, R. Raskar. “Content-adaptive parallax barriers: optimizing dual-layer 3D displays using 
low-rank light field factorization”, SIGGRAPH Asia, 29, 6, pp. 163:1-163:10, 2010. 
[6] J.Arai, F. Okano, M. Kawakita, M. Okui, Y. Haino, M. Yohimura, M. Furuya, M. Sato, “Integral three-dimensional 
television using a 33-megapixel imaging system”, Journal of Display Technology, 6, 10, pp. 422-430, 2010. 
Proc. of SPIE Vol. 9495  94950K-5
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 01/19/2017 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx
 
 
 
 
[7] F. Okano, J. Arai, K. Mitani, M. Okui, “Real-time integral imaging based on extremely high resolution video system”, 
Proceedings of the IEEE, 94, 3, pp. 490-501, 2006. 
 
[8] H. H. Tran, H. Suenaga, K. Kuwana, K. Masamune, T. Dohi, S. Nakajima, H. Liao, “Augmented reality system for 
oral surgery using 3D stereoscopic visualization”, Lecture Notes in Computer Science, 6891, pp. 81-88, 2011. 
 
[9] H. Liao, T. Inomata, I. Sakuma, T. Dohi, “3-D augmented reality for MRI-guided surgery using integral videography 
autostereoscopic image overlay”, IEEE Transactions on Biomedical Engineering, 57, 6, pp. 1476-1486, 2010. 
 
[10] H.Navarro, M.Martinez-Corral, G.Saavedra-Tortosa, B.Javidi, “Is it worth using an array of cameras to capture the 
spatio-angular information of a 3D scene or is it enough with just two?” Proceedings of SPIE, 8384, pp. 838406-1: 838406-
6, 2012. 
 
[11] J. Aggarwal and M. Ryoo, “Human activity analysis: a review,” ACM Computing Surveys, 43, pp. 1–43, 2011. 
 
[12] L. Chen, H. Wei, and J. Ferryman, “A survey of human motion analysis using depth imagery,” Pattern Recognition 
Letters, 34, pp. 1995–2006, 2013. 
 
[13] C. M. Do, R. Martínez-Cuenca, and B. Javidi, “Three-dimensional object-distortion-tolerant recognition for integral 
imaging using independent component analysis,” Journal of the Optical Society of America A, 26, pp. 245–251, 2009. 
 
[14] V. Javier Traver, P. Latorre-Carmona, E. Salvador-Balaguer, F. Pla, B. Javidi, “Human gesture recognition using 
three-dimensional integral imaging”, Journal of the Optical Society of America A, 31, pp. 2312-2320, 2014. 
 
[15] Z. Zhang, “A flexible new technique for camera calibration,” IEEE Transactions on Pattern Analysis and Machine 
Intelligence 22, pp. 1330–1334, 2000. 
 
[16] H. Wang, M. M. Ullah, A. Kläser, I. Laptev, and C. Schmid, “Evaluation of local spatio-temporal features for action 
recognition”, British Machine Vision Conference (BMVC), pp. 1-11, 2009. 
 
[17] I. Laptev, “On space-time interest points,” International Journal of Computer Vision, 64, pp. 107–123, 2005. 
 
[18] K. Schindler and L. J. V. Gool, “Action snippets: How many frames does human action recognition require?”, IEEE 
Computer Vision and Pattern Recognition (CVPR), pp. 1-8, 2008. 
 
[19] Z. Lin, Z. Jiang, and L. S. Davis, “Recognizing human actions by learning and matching shape-motion prototype 
trees,” IEEE Transactions on Pattern Analysis and Machine Intelligence, 34, pp. 533–547, 2012. 
 
[20] N. Cristianini and J. Shawe-Taylor, An Introduction to Support Vector Machines and Other Kernel-based Learning 
Methods (Cambridge University Press, 2000). 
Proc. of SPIE Vol. 9495  94950K-6
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 01/19/2017 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx
IEEE SIGNAL PROCESSING LETTERS, VOL. XX, NO. X, MONTH YEAR 1
Three-dimensional Integral Imaging
for Gesture Recognition under Occlusions
V. Javier Traver, Pedro Latorre-Carmona, Eva Salvador-Balaguer, Filiberto Pla, Bahram Javidi, Fellow, IEEE
Abstract—Over the last years, three-dimensional (3D) imaging
has been applied to human action and gesture recognition,
usually in the form of depth maps from RGB-D sensors. An
alternative which has not been explored is 3D integral imaging,
aside from a recent preliminary study which shows that it can
be an effective sensory modality with some advantages over
the conventional monocular imaging. Since integral imaging has
also been shown to be a powerful tool in other visual tasks
(e.g. object reconstruction and recognition) under challenging
conditions (e.g. low illumination, occlusions), and its passive long-
range operation brings benefits over active close-range devices,
a natural question is whether these advantages also hold for
gesture recognition. Furthermore, occlusions are present in many
real-world scenarios in gesture recognition, but it is an elusive
problem which has scarcely been addressed. As far as we know,
this work analyzes for the first time the potential of integral
imaging for gesture recognition under occlusions, by comparing
it to monocular imaging and to RGB-D sensory data. Empirical
results corroborates the benefits of 3D integral imaging for
gesture recognition, mainly under occlusions.
Index Terms—Gesture recognition, integral imaging, camera
array, RGB-D sensors, occlusion, classification.
I. INTRODUCTION
Over the last decade, and due to its wide range of ap-
plications, vision-based action and gesture recognition are
among the most studied topics in computer vision and machine
learning [26], [2], [36], [7], [13]. Even more recent is the trend
to incorporate 3D sensory due to its potential to segment (parts
of) the human body and disambiguate actions [5], [8], [27].
Although literature on action recognition widely acknowl-
edges the importance of the robustness against occlusion, it
is an issue which is rarely studied in practice, and it can
actually be considered an open issue [33]. Several reasons
can explain this fact, such as the difficulty of addressing the
problem, the elusiveness of the term and the complexity of
formalizing it, and the lack of datasets [4] which include
occlusions to promote a systematic study and benchmarking.
Often, the occlusion considered is self-occlusion or, in the case
of hand gestures, the occlusion due to the hand-manipulated
object [8]. Recently, the influence of external occlusion on
different known action descriptors has been studied [18].
Robustness to occlusions can be obtained by using different
viewpoints or even include occlusion in training data [35].
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Similarly, but out of the context of action recognition, the
reconstruction of occluded objects can be dealt with the use
of multiple sensors [25]. Other sensible approaches include
higher-level representations, such as body parts and skeleton
which can be derived from depth, usually by elaborated
algorithms [27]. For instance, occluded parts can be identified
and made to contribute less to the predicted action class [31].
Therefore, in general, occlusion is addressed by explicit
and complex handling strategies. In sharp contrast, our work
addresses the problem by exploring how the sensor itself
might mitigate it, with no further assumption of the nature of
the action, or occlusion, or representational issues. Certainly,
this sensor-based approach is orthogonal to explicit occlusion
handling strategies, but the possibility of combining them is
out of the scope of this paper. It is also worth looking at
the problem from the perspective of information fusion. The
use of 3D Integral Imaging to fuse information from multi-
ple sources is in essence what other approaches (multi-view
cameras, RGB-D) also do, albeit differently. A novel means
of computing integral images has recently been proposed [14].
Although depth information for action or gesture recognition
has been exploited lately [24], [6], [22], [39], [34], [23], [29],
integral imaging is not used.
To contextualize our work, it has been previously
shown [30] the capabilities of integral imaging and its potential
advantages and complementary properties with respect to
monocular imaging for gesture recognition. Unlike RGB-D
active devices such as Kinect which work in close-range
indoor scenes, passive integral imaging can operate in long-
range applications [21], and has shown promise to deal with
challenging imaging conditions, such us turbid water [9], low
illumination [10], or occlusions [16], [38], [12].
It is therefore natural to study how these methodologies
perform for the particular problem of gesture recognition under
occlusion, which is the main purpose of this work. Then, the
main contributions of this work are:
• experiments with a new hand gesture dataset, and a study
with the occlusion condition; and
• a comparison with both monocular case and another 3D
imaging sensor (an off-the-shelf RGB-D device).
Throughout the paper we refer to “RGB-D” sensor as an
imaging device providing color (RGB) images from a single
camera plus the corresponding depth data. Although there
are several technologies providing range data [5], in our
experiments we will use the data from the well-known Kinect
sensor [40]. On the other hand, we refer to “integral imaging”
as a particular type of multi-perspective imaging using an array
of cameras. In particular, we use an array of nine cameras.
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II. METHODOLOGY
The three methodological aspects of the work are the
computation of integral images, the gesture representation
and recognition, and a depth-based mechanism to mimic the
filtering effect of integral imaging on a conventional RGB-D
sensor. These aspects are introduced subsequently.
Integral Imaging. Synthetic Aperture Integral Imaging
(SAII) is an auto-stereoscopic technique based on the use of an
array of cameras (or one moving camera) to acquire a series
of images (the elemental images) of a scene from slightly
different perspectives. Since each of the elemental images
provides a different view of the 3D scene, the 3D scene can
be reconstructed using a computer synthesized virtual pinhole
array for inverse mapping of each elemental image into the
so-called object space [37]. To that end, the elemental images
are computationally overlapped according to [15]:
I(x, y, z) =
1
O(x, y)
R−1∑
r=0
C−1∑
c=0
Erc (x
′, y′) , (1)
with
x′ = x− r · Nx · px
sx ·M , y
′ = y − c · Ny · py
sy ·M .
where I(x, y, z) is the reconstructed 3D image intensity at
depth z, that will be referred to as the integral image; x and
y are the indexes associated to each pixel position; Erc is the
intensity of the elemental image acquired by the camera at
the r-th row and c-th column in the array; Nx × Ny are the
dimensions of the images (in pixels); px (py) is the horizontal
(vertical) pitch (mm) between neighbouring cameras; M is
the magnification factor; sx × sy is the physical size of each
camera sensor; and O(x, y) is the overlapping number matrix,
representing the number of cameras contributing to each (x, y)
position.
Gesture recognition. A standard Bag of visual Words
(BoW) built from local spatio-temporal interest points
(STIPs) [19] was followed, with the main steps being:
Interest points detection: The STIP detector available
at [20] was used, and all detected STIPs were kept by using a
zero threshold in the function evaluating large spatio-temporal
variations.
Local descriptors and their quantization: In turn, these
STIPs are locally characterized by spatial gradients and opti-
cal flow. The resulting descriptors were vector quantized by
unsupervised clustering by using k-means [17]. The number
of user-set clusters K defines the size of the vocabulary [30].
Video representation: Since a different number of STIPs
are detected in each video, a histogram of words is computed
per video by counting the memberships of the descriptors to
the existing clusters. Therefore, each video is represented by
a fixed-length feature vector (a K-bin histogram).
Recognition by classification: Finally, any standard su-
pervised learning scheme can be used for gesture recognition
by using the histogram representation of the videos for both
training a classifier, and evaluating its predictive performance
on unseen gestures.
Further details of these steps can be found elsewhere [30].
Input: Depth map D(x, y, t), and
set P of STIPs detected on gray-level video
Output: Set Q of selected STIPs from P
Q← ∅;
foreach p(x, y, t) ∈ P do
S ← FindNeighbourSTIPs(P ,p;R);
S′ ← SelectSTIPsByDepth(S,D,t;Z);
if |S′| ≥M then
Q← Q ∪ {p}
end
end
return Q
Algorithm 1: Depth-based STIP selection
(a) about half are kept (15 / 29) (b) almost all are removed (32 / 37)
Fig. 1. Examples of STIPs kept (red) and removed (yellow) by DBF. STIP
locations are drawn on the depth maps, but they are actually detected on the
RGB videos
Depth-based filtering in RGB-D. The integral images
used were those reconstructed at a depth where the hand
was subjectively judged to be mostly at focus. Therefore,
for comparison purposes, we apply a procedure that has a
similar effect in RGB-D sensors and makes use of the same
“oracle” (prior knowledge of hand depths). In particular, STIPs
were detected on the RGB images and then filtered (kept or
removed) based on the corresponding depth. The intuitive idea
is to keep STIPs that are surrounded by others at similar depths
and close to hand depth. More concretely, a STIP at location
(x, y) is kept if and only if at least M other STIPs at frame
t are found within a square of size 2R centered at (x, y)
that have a depth value within a given set Z of depth values.
Algorithm 1 formalizes this notion.
The values for the minimum number of points M and
the maximum neighbourhood size R were heuristically set as
M = 15 and R = 10, and the set of allowed depths was
the interval Z = [d− 100, d+ 100], with d being the depth
value selected interactively from the depth maps. Depth units
are millimeters and distance units are pixels. A hole filling
procedure was applied to the depth maps with a cross-bilateral
filter [28].
In general, it is noticeable the reduction in the number of
STIPs due to the depth-based filtering (DBF). At least in some
cases it is observed that most STIPs are removed in videos
with more noisy STIPs (i.e. those found at the face or in
parts other than the hand). This suggests that noisy STIPs are
generally filtered out, and therefore this DBF can potentially
be helpful in better characterizing gestures. The effect of DBF
is illustrated in Fig. 1; typical STIPs that can be noisy and are
filtered out correspond to those in the forearm (Fig. 1a).
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Fig. 2. The two sensors used in the experiments: the 3× 3 camera array on
top and the Kinect below
III. EXPERIMENTS AND RESULTS
Setup. Two 3D imaging methodologies are used and com-
pared. On the one hand, integral images were generated by
synthetic aperture integral imaging from a 3×3 camera array.
On the other hand, for the RGB-D data, the popular Kinect
device was used. Eleven subjects were asked to perform three
different gestures twice in front of the camera array, both with
an unoccluded view and with the occlusion of a plant. The
Kinect was placed just under the camera array so that the
gestures were recorded from a very similar viewpoint (Fig. 2).
The same gesture was recorded at the same time by the nine
array cameras as well as by Kinect. A detailed description of
the dataset is available at [1].
Kinect’s images have larger field-of-view (FOV) but less
resolution (640 × 480) than the images of the cameras of
the array (1024× 768) and, in turn, than the integral images.
Therefore, in order to perform a fair comparison, cropping and
resizing were done accordingly to have comparable effective
resolutions of the region of interest (subjects’ upper bodies).
Sample images (Fig. 3) illustrate the visual data under
RGB-D, monocular, and integral imaging in unoccluded and
occluded views. It is worth noticing the significant amount
of occlusion of the plant, how noisy the depth map is under
occlusion, and how integral images manages to “smooth out”
much of the occluding leaves by properly focusing at the
hand’s depth by means of the synthetic aperture reconstruction
process. The videos taken by the central camera of the array
are used for the monocular condition.
Three different local visual descriptors were tested: his-
togram of gradients (HOG), histogram of optic flow (HOF)
and their concatenation (HOG+HOF). Recognition perfor-
mance was similar in the three cases, and therefore only
the performance with one of them (HOG+HOF) is reported.
Histograms were L1-normalized, then individual features in-
dependently re-scaled to the range [0, 1], and finally the
histograms were L2 normalized. Since different performances
can be expected from visual vocabularies of different sizes,
but there is no clear guideline of which size is most appro-
priate in which condition, then a range of vocabulary sizes
K ∈ {10, 25, 50, 100, 200, 500, 1000, 2000} was tested. The
k-means implementation of the VLFeat library [32] was used.
For classification, two Support Vector Machines
(SVMs) [11] were tested: a linear one, and a non-linear
one with a Radial-Basis Function (RBF) kernel. Since similar
performance was observed in both cases, only the performance
(a) RGB-D data: color images (up) and depth maps (down)
(b) Monocular (central camera of the array)
(c) Integral images (hand-depth plane)
Fig. 3. Illustrative images of (a) RGB-D data, (b) monocular, and (c) integral
imaging without occlusion (left) and with occlusion (right).
with the linear SVM is reported. The LIBSVM [3]
implementation of SVM was used. The parameter C in
SVMs was chosen from the set {10e : e ∈ {−4,−3, . . . , 4}}
by cross validation. To estimate gesture performance, a
“leave-one-subject-out” protocol was used. Additionally,
given the random nature of k-means, the entire process
(clustering + learning + classification) was repeated n = 10
times and the average accuracy reported. The performance
plots include these averages and their standard errors as
a measure of variance. In some cases, it may occur that
the number of data points is less than the size K of the
vocabulary, and therefore the clustering cannot be carried out
for that particular size and larger ones.
In the occlusion case, only the STIPs from videos of the
non-occluded gestures are used at training time, since in
practice one usually has only “clean” gestures for training, and
occlusions happen unpredictably at test time. In other words,
using occlusions at training time would imply we know in
advance which particular kind of occlusion will happen and
in which context, but this rarely happens in practical settings.
Effect of DBF. To study the effectiveness of the DBF
procedure, we compare the performance of using the whole set
of STIPs detected in the RGB Kinect’s images with the filtered
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set of STIPs resulting from the DBF. It was found that DBF is
effective as long as the vocabulary is large enough (K > 500).
For instance, the accuracy was about 2 percent points higher
than with RGB (for K = 1000). In fact, we tested with larger
K (K ∈ {3000, . . . , 7000}) so as to find out what happened
with even larger vocabularies. A steady better performance of
DBF was observed, even with more remarkable differences
of about 8 percent points for K = 4000 and K = 5000.
However, since less number of STIPs results from DBF, not
enough data points were available to use K ≥ 6000 clusters.
The performance trend was however clear with the tested K.
Comparing the three sensory modalities. When compar-
ing the three sensory modalities with and without occlusion
(Fig. 4) the following observations can be made:
Occlusion: All modalities are very sensitive to the occlu-
sion condition, which is also an indication of its severity. A
drop of about 20 percent points occurs in all cases. In general,
compared to the no-occlusion case, larger vocabularies are
required under occlusion to get better performance.
II vs Monocular: As expected, better performance is
achieved with II than with monocular images. The difference
is more noticeable under occlusion, and the performance
gap roughly increases with the vocabulary size. This clearly
suggests the superiority of integral images to cope with
occlusions.
II vs RGB-D: Without occlusion, integral imaging is
more effective than RGB-D for small vocabularies, but RGB-D
(through the DBF mechanism) outperforms II for larger vo-
cabularies. It is interesting to note how II achieves very
good performance even for the smallest vocabularies, which
suggests these visual words are more expressive, and lend
themselves to more efficient computations and less memory
requirements. However, although the DBF has some positive
effect without occlusions (as also discussed above), it is not
sufficient to deal with occlusions, where integral imaging is
clearly a better option. To understand the reasons behind this
different performance between II and RGB-D, it might be good
to remind what each of them is performing: in RGB-D, DBF
removes some potentially noisy STIPs detected at monocular
(RGB) images, whereas the STIPs detected from the integral
imaging are different from the monocular case.
RGB-D vs Monocular: Without occlusion, RGB-D out-
performs monocular imaging, but under occlusion DBF tends
to work worse than monocular. This may be due to the fact
that STIPs are removed with the DBF procedure, and this may
filter out some “good” as well as “bad” STIPs.
It is important to note that no explicit occlusion-handling
strategy is used; integral imaging deals naturally with occlu-
sion, as a built-in feature resulting from its focusing ability.
It can be noticed that very few words (just 10) suffice
to have reasonable and steady performance with Monocular
and II. For II, we checked with K < 10 to find out the
minimum vocabulary size, and performance drops to ≈ 65%
with K = 5. Therefore, K ≈ 10 seems the minimum required
number of words.
Resolution issue (Table I). Without occlusion, a higher
spatial resolution benefits similarly Monocular and II, with
an accuracy increase of about 5 percent points. At higher
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Fig. 4. Comparing Monocular, RGB-D and Integral imaging, in the three cases
both without and with occlusion. The horizontal axis is shown in logarithmic
scale to better accommodate the wide range of vocabulary sizes.
TABLE I
CHANGE IN AVG. ACCURACY (%) WITH RESPECT TO THE LOW
RESOLUTION CASE, IN MONOCULAR AND II (* = OCCLUSION)
K . 10 25 50 100 200 500 1000 2000
Mono -20.8 0.0 +2.7 +2.3 +4.4 +7.0 +6.8 +6.5
II -12.9 -1.8 +6.2 +3.6 +4.7 +5.6 +5.2 +7.1
Mono* -12.6 -5.5 -4.2 -6.2 -3.9 +2.8 +9.7 +6.3
II* +3.3 +3.0 +0.3 -0.8 +4.1 +10.0 +2.4 -0.5
resolution, bigger vocabularies are required to get a steady
performance, possibly because more STIPs are found. Under
occlusion and in monocular, performance improves with res-
olution at larger vocabularies (K ≥ 500). In general, these
results can be interpreted as that the performance decays with
resolution more clearly in Monocular case than in II, a sign
that II can rely on its focusing ability besides the resolution
quality.
IV. CONCLUSIONS
Experimental results suggest that passive 3D integral imag-
ing offers advantages over monocular imaging even with the
presence of occlusions. Without occlusion, integral imaging
behaves roughly “on par” with RGB-D with the simple depth-
based STIP filtering mechanism. In some cases (e.g. large
visual vocabularies), RGB-D is even more effective than
integral imaging. However, under occlusion, integral imaging
outperforms RGB-D.
It has also been observed that good spatial resolution is
much more important in monocular images than in integral
images since the latter can additionally rely on a good “focus-
ing” operation.
Despite the fact that the dataset collected and used is small,
it is representative enough to have a prospective assessment
of integral imaging capabilities in relation to other 3D sensor
modalities, specially for the case when there are occlusions.
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Fast high resolution single-pixel imaging  
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Abstract:  During the past few years, the emergence of spatial light modulators operating at
tens of kHz has enabled new imaging modalities based on single-pixel photodetectors. The
nature  of  single-pixel  imaging  enforces  a  reciprocal  relationship  between  frame rate  and
image size. Here, we introduce an adaptive compressive technique based on wavelet trees to
better suit the needs for real time operation.
In the latter years, single-pixel imaging has established as a powerful tool in life sciences. One of the main
characteristics of the technique is that it uses very simple sensors (bucket detectors such as photodiodes) and
mathematical algorithms to recover an image [1]. This reduction in complexity on the device causes an increase
of computational time to recover an image, compared to conventional techniques. In the visible region of the
spectrum, where pixelated sensors have acquired very high performances with low costs, this may not seem like
a  good  trade-off.  Nevertheless,  in  conditions  where  light  is  scarce  or  scattered  by  biological  mediums,
single-pixel imaging is able to provide good quality images [2]. Furthermore, in other regions of the spectra,
such as infrared and terahertz, where pixelated sensors do not have such good specifications, this technique can
provide huge benefits [3].
Single-pixel imaging needs to project the scene onto a basis of functions, whose size depends on the desired
resolution of the image. For low resolution images of 64 × 64 pixels, this requires 4096 projections. Even if fast
spatial light modulators such as digital micromirror devices are used, this limits the speed of the acquisition time.
In order to solve this problem, compressive sensing techniques propose a method to recover the images with a
number  of  measurements  lower  than  the  total  number  of  pixels  [4].  Despite  lowering  the  total  number  of
projections, the reconstruction algorithms require high computational times, which also limits the technique to
low resolution images if the user wants high speed acquisition and display (video rate). Here we propose a novel
method that recovers pictures with a number of measurements lower than the number of pixels of the scene, with
higher quality than compressive sensing techniques and lower reconstruction times. Our method is based on
smart sampling of the scene with patterns of different resolutions and recovering the information by using fast
wavelet transforms. Both numerical and experimental examples (Fig. 1), are shown with resolutions up to one
megapixel.
Figure 1.- Adaptive compressive imaging. (a) Single-pixel camera scheme. A series of patterns are projected onto the object.
The reflected light is measured with a bucket detector. (b) 512 × 512 image acquired using only 42% of the total number of
measurements required by single-pixel conventional techniques.
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High-resolution adaptive imaging 
with a single photodiode
F. Soldevila1,2,*, E. Salvador-Balaguer1,2,*, P. Clemente1,2,3, E. Tajahuerce1,2 & J. Lancis1,2
During the past few years, the emergence of spatial light modulators operating at the tens of kHz 
has enabled new imaging modalities based on single-pixel photodetectors. The nature of single-pixel 
imaging enforces a reciprocal relationship between frame rate and image size. Compressive imaging 
methods allow images to be reconstructed from a number of projections that is only a fraction of the 
number of pixels. In microscopy, single-pixel imaging is capable of producing images with a moderate 
size of 128 × 128 pixels at frame rates under one Hz. Recently, there has been considerable interest 
in the development of advanced techniques for high-resolution real-time operation in applications 
such as biological microscopy. Here, we introduce an adaptive compressive technique based on 
wavelet trees within this framework. In our adaptive approach, the resolution of the projecting 
patterns remains deliberately small, which is crucial to avoid the demanding memory requirements 
of compressive sensing algorithms. At pattern projection rates of 22.7 kHz, our technique would 
enable to obtain 128 × 128 pixel images at frame rates around 3 Hz. In our experiments, we have 
demonstrated a cost-effective solution employing a commercial projection display.
In the latter years, single-pixel imaging (SPI) has been established as a suitable tool in life sciences. 
One of the main characteristics of the technique is that it uses very simple sensors (bucket detectors 
such as photodiodes or photomultiplier tubes) and mathematical algorithms to recover an image1. This 
reduction in complexity on the sensing device gives these systems the capability to work efficiently in 
conditions where light is scarce2. Furthermore, single-pixel cameras have been demonstrated to obtain 
images at shallow depth overcoming the scattering problem3–5. There are also several approaches that 
exploit the simplicity of the detectors in order to acquire multidimensional information, such as 3D, 
polarization and spectral images6–10. However, this complexity reduction in the sensor entails an increase 
of computational time to recover an image when compared to conventional techniques. In the visible 
region of the spectrum, where pixelated sensors have acquired very high performances with low costs, 
this may not seem like a good trade-off. Nevertheless, in other regions of the spectra, such as infrared 
and terahertz, where pixelated sensors do not have such good specifications, this technique can provide 
huge benefits11–14.
To recover an image, SPI needs to overlap a set of masks onto the scene under study and recover the 
total intensity of light transmitted or reflected by the scene. The size of this set depends on the desired 
resolution of the image. Even for low resolution images of 64 × 64 pixels, this requires a huge amount 
of projections (642). In spite of the fact that fast spatial light modulators (digital micromirror devices, or 
DMD) are usually used in these single-pixel camera architectures, this limits the speed of the acquisition 
process.
In order to solve this problem, compressive sensing (CS) techniques provide a method to recover the 
images with a number of measurements lower than the total number of pixels. This is possible because 
natural images tend to be sparse (i.e. only a small fraction of these projections have relevant informa-
tion) in some basis of functions15. Despite lowering the total number of projections, the reconstruction 
algorithms require high computational power, which also limits the technique to low resolution images if 
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the user wants high speed acquisition and high-speed display in real-time. Some other techniques tackle 
this problem by using temporal sparsity16,17.
Recently, a technique has been reported operating at sub-Hz rates with image sizes up to 128 × 128 
pixels18. The key element of the technique is to project only the functions of the basis that have most of 
the information about the scene and recover the picture without using CS algorithms, thus speeding-up 
the display stage. Even though this approach solves the problem of the reconstruction time of the CS 
algorithms, to project only the important masks one must know beforehand which ones have the rele-
vant information about the scene. Moreover, if the scene changes quickly, the a priori information of the 
relevant functions is rapidly lost. In order to achieve real time frame rates, it would be preferable to have 
a technique that does not use a priori information about the scene maintaining the benefits discussed 
above.
Here we propose an adaptive method for SPI that recovers images with a number of measurements 
lower than the number of pixels of the scene, with finer details than CS techniques (given the same 
number of measurements) and lower reconstruction times. This approach does not need to have a pri-
ori knowledge of the object and only collects information about the relevant parts of the scene in an 
adaptive way. It is based on smart sampling of the scene with a small set of masks. These masks are 
adaptively resized when the part of the scene needs to be recorded with higher resolution. The image 
is finally recovered by using fast wavelet transforms. Similar ideas have been proposed to improve the 
performance of ghost and dual photography imaging systems19–21. This method is very suitable when the 
user wants to capture big size images for two main reasons. One, even though the size of the final image 
can be big (in our experiments, 2048 × 2048 pixels), the number of projected masks remains small due 
to the nature of the adaptive algorithm. And two, even if this number cannot be reduced due to object 
characteristics (i.e. objects with very complex spatial features or texture-like images), with this approach 
only a low resolution set of masks needs to be stored. This characteristic is very suitable from the com-
putational point of view, as small deterministic matrices require low amounts of memory to be stored 
and can be easily used in fast mathematical operations, providing massive computational gains22,23. For 
example, in the recovery stage of the aforementioned image classical SPI techniques would have to store 
20482 different masks with 20482 elements each. Nevertheless, with the adaptive approach we are able to 
recover the image operating with a set of 1282 masks with 1282 elements each. With these characteristics 
in mind, we have been able to design a high-resolution fast-operation SPI system with an off-the-shelf 
DMD and a mid-range laptop. This kind of system can be easily coupled with available commercial 
microscopes to take advantage from the SPI benefits discussed above.
Results
Adaptive Compressive Imaging (ACI). To better understand the ACI algorithm one has to figure 
out how the 2D wavelet transform technique works. The process is depicted in Fig. 1. Given an N × N 
image, the wavelet transform consists of applying four bandpass filters to the image. As a result, four 
N/2 × N/2 quadrants are obtained; a low resolution version of the image and three more quadrants with 
the information of the horizontal, vertical and diagonal edges. This process can be applied again to the 
low resolution version of the image, giving the tree-structured image shown in the right image of Fig. 1 
where the upper left quadrant (the low resolution image) has been replaced by its wavelet transform. This 
procedure can be repeated up to N  times, when the pixel in the upper left corner contains the total 
energy of the scene and the rest of the image has the information about the edges of the scene. As it can 
be seen, the number of pixels containing information of sharp edges is scarce thus few coefficients are 
enough to get an image similar to the original one. Wavelet compression algorithms choose a number of 
iterations (levels) and only store the coefficients with values higher than a predetermined threshold, 
Figure 1. Spirogyra algae image (512 × 512 pixels), its first level and third level wavelet transforms, 
respectively. The bright pixels on the wavelet transform represent the edges of the scene. In the wavelet 
representation, a region of the scene is represented by a set of wavelet coefficients arranged in a tree 
structure, as shown in the right panel.
www.nature.com/scientificreports/
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reducing in this way the size of the digital file without a significant loss in quality. As the operations 
needed to calculate this transform are linear, they are an excellent option for fast algorithms because they 
require low computational power and memory usage.
The idea behind the ACI technique is to reduce the number of masks needed to reconstruct an image, 
using high resolution masks only on the high resolution regions of the image. To that end, we first sample 
the scene with a low resolution set of masks and only continue sampling with higher resolution masks 
the parts of the image with regions of interest (i.e. the regions with high density of sharp edges). If the 
algorithm detects a zone in the scene with no borders, it does not project patterns again on this region, 
as more resolution is not needed. This process is repeated until we arrive at the final desired resolution. 
As a demonstration of the technique, in Fig. 2 we show a simulation done with a real microscopy image.
In this case, the goal is to recover an image of 256 × 256 pixels of a group of cells. The set of masks 
chosen is the 2D Hadamard basis of 64 × 64 pixels. In the first stage, the algorithm acquires a coarse pic-
ture of the full scene with our set of masks (resizing the 64 × 64 Hadamard patterns to 256 × 256 pixels). 
Once the image is recovered, it calculates its level one wavelet transform and searches for the quadrants 
with higher density of borders. If one of the quadrants has a number of borders below a predefined 
threshold, it will be discarded on the next stages, thus reducing the total number of masks projected. 
Once this step is complete, the second stage of the algorithm starts. Now, the 64 × 64 patterns are resized 
to 128 × 128 pixels, therefore occupying a quarter of the original scene. If none of the quadrants has been 
discarded in the previous stage, here the algorithm takes four more pictures, recovering then the scene 
with finer details. If one or more of the quadrants were discarded on the previous stage, the algorithm 
does not project the set of patterns in the discarded quadrants. In this stage, the algorithm repeats the 
level one wavelet transformations to each image in order to search again for new zones with no borders. 
As the algorithm goes on, the search zones get smaller and smaller, and the following sets of smaller 
masks are only projected on the high spatial resolution zones of the scene. In the last stage, masks are 
Figure 2. Adaptive Compressive Imaging operation scheme. Object: 256 × 256 Fasciola hepatica cells 
image captured with a commercial microscope. Stage 1: Coarse picture and its level one wavelet transform 
inspection. As the fourth quadrant has no relevant information, it is discarded. Stage 2: Higher resolution 
images of the non-discarded zones with their level one wavelet transforms inspection. In this stage, six 
regions are discarded. Stage 3: Highest resolution images of the non-discarded zones and their level 
one wavelet transforms. As this is the last stage, no more zones will be discarded so there is no wavelet 
inspection process. Using all the level one wavelet transforms, the algorithm builds the level three wavelet 
transform. By doing its inverse wavelet transform, the reconstruction of the scene is acquired. In this 
example, the total number of measurements to recover the scene was 62% of the 2562 measurements 
established by the Nyquist criterion.
www.nature.com/scientificreports/
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projected onto the regions with finer details of the scene. Once all the regions have been measured with 
the required resolutions, all the wavelet transforms are used to build the third level wavelet transform 
shown in Fig. 2. The final 256 × 256 image is recovered via inverse wavelet transform. In contrast with 
traditional CS techniques, which usually require off-line reconstruction, this step is not computationally 
consuming. As it will be further discussed in the text, when using ACI this process can be done on the 
fly with low end computers.
The ACI approach has several remarkable benefits when compared with the traditional SPI-CS 
approach. These can be grouped into three categories: image size, resolution and temporal benefits. In 
order to prove those benefits, throughout this paper, we will compare our technique with the GPSR-Basic 
algorithm by Figuereido et al.24. First, we will discuss the image size benefits. As stated before, to recover 
a N × N picture, SPI needs to project M = N2 masks. When using CS techniques, those M projections 
are reduced (typical compression ratios tend to be between 10% and 40% without a significant quality 
loss). However, this reduction entails the use of convex optimization algorithms to recover the image. The 
memory and time requirements of the algorithms increase with the size of the image and the number 
of measurements made. Even if speed is not a crucial requirement for some applications, the memory 
requirements limit the maximum size of the images recovered. In our experiments, carried on a com-
puter with 24GB of RAM and a Intel Xeon Processor X5690 at 3.47 GHz, the maximum image size that 
can be reconstructed due to memory limitations with CS algorithms is 256 × 256 pixels, with compres-
sion ratios around 50%. When using the ACI algorithm, only a small set of masks of low resolution and 
the measurements vector need to be stored. In practice, we did simulations of images with sizes up to 4 
Megapixel (MP), even though this is not the limit of our equipment. As can be seen in Fig. 3, the regions 
of interest of the scene are recovered with perfect resemblance, and the zones with no information have 
lower detail.
When dealing with higher resolutions like the one shown above, the reconstruction time starts to be 
a crucial factor to be reckoned. A general approach made by researchers is to sacrifice some quality in 
their reconstructions in order to achieve higher frame rates. This can be made by applying high com-
pression rates or by novel approaches like the one proposed by Radwell et al.18. This procedures either 
aren't fast enough to achieve high resolution real time imaging or need a priori information about the 
scene to speed-up the reconstruction process. In SPI systems, the image acquisition time, ta, depends on 
the number of projected masks, M, which is determined by the size of the image. Defining the projection 
rate of the SLM as RSLM, the image acquisition time is given by = ⋅ ( / + ) +t M R t t1a SLM int P, where tP 
is the post-processing time to recover the picture from the measurements made, M, and tint is the inte-
gration time of the bucket detector. Ideally, both M an tp should be as low as possible. As single-pixel 
detectors work at higher frequencies than SLM,s, tint is negligible in all the scenarios considered here 
where lighting conditions are not extreme. Whereas traditional single pixel imaging requires M to be 
equal to the number of pixels of the image, N2, and has negligible tp, CS techniques reduce M but increase 
tp. Furthermore, CS techniques need to solve a convex optimization problem to recover an image, which 
requires high amounts of memory. Adaptive imaging techniques are known to reduce M while keeping 
negligible tp19,20. Nevertheless, due to the nature of ACI, increasing the size of the scene does not neces-
sarily imply increasing memory requirements. If there is a memory limitation, the number of stages to 
reconstruct a scene will be increased, and consequently the size of the masks reduced.
In Fig. 4 we show two comparisons between CS and ACI algorithms. We have verified the PSNR and 
reconstruction time to behave similar for several biological images. To carry out the simulation we have 
used three different biological test images (shown in Fig.  5), with a size of 128 × 128 pixels. The ACI 
algorithm number of stages was set to three, thus using the 32 × 32 Hadamard masks. The first graph 
Figure 3. Fasciola hepatica 4 MP image (left panel) and its ACI reconstruction (right panel). The ACI 
reconstruction is acquired with roughly a 25% of the 20482 measurements stablished by the Nyquist ratio.
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Figure 4. Full frame quality and time comparison between CS and ACI techniques. The full scene 
resemblance is measured with the PSNR comparison in the top graph. Given the same amount of 
measurements, the quality is similar in both methods. However, the time comparison shows that the ACI 
technique outspeeds the traditional CS technique.
Figure 5. ROI quality comparison between CS and ACI techniques. Three biological samples are selected 
for the analysis. In each sample, one ROI is studied. Due to the adaptive nature of the ACI approach, its 
PSNR curves present a steplike behaviour, acquiring higher resemblance than the traditional CS technique. 
In order to ease the visualization, the CS curve is the average of the three ROI's, as the results were almost 
equal in all the images.
www.nature.com/scientificreports/
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shows the average of the PSNR versus number of measurements for ACI and CS algorithms when the 
reconstructions are compared with the original images. In the second graph we show a time comparison 
between both methods. The time includes not only the CS and ACI algorithm computational time but 
also the masks projecting time. Even though the quality is similar, it is clear by watching at the lower 
graph, that the ACI technique has a great benefit in reconstruction times. As can be deduced from the 
results, high quality pictures can be achieved with sub-Nyquist measurement rates around 50%. With 
those measuerement ratios and state-of-the-art DMD,s, images of 128 × 128 pixels can be acquired at 
frame rates around 3 Hz (~8000 measurements at 22.7 kHz). Similar tests were made with higher res-
olutions with results even more favorable to the ACI technique. Images with a resolution of 256 × 256 
pixels are reconstructed in less than a minute with the ACI algorithm in comparison with several days 
with the GPSR routine. Higher resolution images could not be compared as our equipment is not able 
to reconstruct images with resolutions above 256 × 256 pixels using CS.
Another huge benefit of the technique is that it recovers the regions of interest at high resolution 
using sub-Nyquist measurement rates. In Fig. 5 we show an example with three biological samples. For 
each sample, we chose a region of interest and we compare the PSNR of that region when using both 
techniques. As CS projects masks covering the entire scene, the quality of the whole image gradually 
improves with the number of projected masks, independently of the region of interest chosen. However, 
this does not happen with the ACI algorithm because masks are sent to different regions of the scene. In 
this case, the ACI curves have a steplike behaviour, where each step corresponds to a stage of the algo-
rithm. If there are few regions of interest in the scene, steps are concentrated in the initial measurements 
(see green curve), while if the scene is plenty of sharp edges, the highest quality of the region is achieved 
later (see orange curve). In microscopy setups, where the samples usually lay onto specific regions of a 
slide, this characteristic can be used to recover specimens with very low number of measurements or to 
locate regions of interest in a fast way. Once those regions are located, the amplification of the system 
can be changed so the sample fills the full field of view of the system.
Experimental results. In order to test those ideas, we conducted a proof of concept experiment with 
a projector and a mid-range laptop. The experimental setup is shown in Fig.  6. It consists of a digital 
light projector, a photodiode, an analog-to-digital converter and a computer. The DLP sends the set of 
masks onto different regions of the object, resizing them when needed. Each set of resized masks is pre-
computed, and custom software written in Labview chooses the suitable one for each stage of the algo-
rithm. As the number of pixels of each mask remains the same in all stages (the only change is the pixel 
size), the reconstruction algorithm computational charge is alleviated. By means of an optical collecting 
system, light reflected by the object is measured with the photodiode. Being the quantum efficiency of 
Figure 6. Experimental setup used for ACI reconstructions. The digital projector sends a predefined set of 
masks to different parts of the object. The light reflected from the object is measured with a bucket detector. 
The signal is digitalized and used to recover an image of the scene.
www.nature.com/scientificreports/
7Scientific RepoRts | 5:14300 | DOi: 10.1038/srep14300
photodetectors higher than CCD/CMOS sensors and given that more photons reach the detector at each 
measurement, signals acquired suffer less distortion from dark and read-out noise1. The analog-to-digital 
converter digitalizes the signal, and the computer reconstructs the images with custom code written in 
Matlab. The experimental process of projecting the patterns and measuring the electrical signal is con-
trolled by custom software written in Labview.
In Fig. 7, two experimental reconstructions are shown. The first scene reconstructed is a small LEGO‚ 
object. We start the ACI algorithm with 64 × 64 Hadamard patterns and the number of stages is set to 3. 
Then, the final resolution achieved is 256 × 256 pixels. Unlike standard CS techniques the time needed to 
reconstruct the scene only depends on the SLM refresh rate and not on the compressive strategy. For this 
particular reconstruction we have sent 88% of the total 2562 measurements established by the Nyquist 
criterion. In our experiments, we use a DLP LightCrafter 4500 from Texas Instruments. Even though the 
maximum refresh rate of this device is 4225 Hz, when the number of patterns to be projected gets higher, 
memory limitations arise. Then, the patterns have to be sent using the video input of the device instead 
of being preloaded on the internal memory. The speed of this video input is limited to 120 Hz. By encod-
ing 24 different binary patterns in each video frame as a 24-bit image, the maximum speed acquired is 
2880 Hz25. Bearing that in mind, the acquisition time with our equipment was 20.02 seconds. If state of 
the art SLM,s are used, with refresh rates around 22.7 kHz and high capacity internal memory, these 
limitations can be avoided, and reconstruction times of 2.54 seconds can be attained with this method.
As stated before, ACI stands out when capturing big resolution images. Due to the DLP specifications, 
the biggest square masks that can be projected have a size of 512 × 512 pixels. In the second row of Fig. 7, 
we show a reconstruction of an USAF test with that resolution. In order to achieve this resolution, four 
stages of the ACI algorithm were used. As the picture gets bigger, the number of discarded regions tends 
to get higher, so greater compression ratios are achieved while maintaining good resemblance with the 
scene. In particular, for this second example we only used 55% of measurements of the 5122 stablished 
Figure 7. ACI experimental results. In the upper row, we show a 256 × 256 pixels LEGO‚ Ned Flanders 
picture (left) and its reconstruction via the ACI technique (right). The ACI reconstruction was acquired 
by using 88% of measurements of the total number of pixels. In the lower row, we show a 512 × 512 pixels 
USAF1951 test (left) and its ACI reconstruction (right). In this case, the reconstruction was acquired with a 
55% of measurements of the total number of pixels. The only post-processing made to the ACI images was 
white balance correction.
www.nature.com/scientificreports/
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by the Nyquist criterion. With our setup, we acquired the image in 50.06 seconds. By using high-end 
DMD,s, acquisition times of 6.35 seconds could be achieved.
Discussion
We have designed an ACI algorithm that allows recovering high resolution images at low time costs by 
using SPI. Compared to traditional CS approaches, we acquire images with equivalent quality in much 
lower times1,3. In fact, with the same number of measurements, CS needs post-processing to recover 
the image while ACI can do it live. Novel approaches like multi-diode design cameras or adaptive ghost 
imaging have also tackled the speed-resolution limitation with success20,26. However, our approach main-
tains the use of a single photodetector, which improves the SNR of the measurements when working on 
low-light level scenarios, such as biological environments. Furthermore, by using deterministic matrices 
as the basis of our masks, the method is better suited for fast mathematical operations or even using CS 
in each stage of the acquisition process22. We have also computationally demonstrated the effectiveness 
of the technique to perfectly recover the regions of interest of an image at sub-Nyquist measurement 
rates. For the scenes investigated here, containing relatively few regions of intereset, ACI has been shown 
to provide higher quality reconstructions in less time than the GPSR-Basic CS approach. Compared to 
other single-pixel techniques, we do not need a priory knowledge of the scene to achieve this speed18.
Huge technological efforts are focused on increasing resolution of optical devices. Up to now, SPI 
has failed to provide high resolution images due to time restrictions. The only limiting factor of ACI 
technique lies in the SLM refresh rate, enabling us to present high resolution experimental images with 
dimensions comparable to the SLM number of pixels, without needing stitching techniques and using a 
single photodiode as a detector.
It has to be also noted that ACI is a very flexible technique. For example, we can use traditional 
compressive techniques in each ACI stage to reduce even more the number of measurements needed. 
ACI can also be used to improve the performance of single-pixel cameras working in different regions 
of the visible, infrared and terahertz spectrum3,4,11. Future work in the ACI technique should be directed 
towards improving the adaptive scheme. This will involve searching edges in a more intelligent way. 
Instead of inspecting quadrants regularly placed in the scene, we could freely situate them on high 
density border zones to gather the information more efficiently. This will improve the quality of the 
recovered images at even lower measurement rates.
Methods
The DLP used in the experiments is a DLP LightCrafter 4500 from Texas Instruments. It contains a 
DMD and three coloured light sources (red, green and blue). A built-in optical system is used to project 
the patterns onto the scene. The photodetector used is PDA36A-EC from Thorlabs, and the electrical 
signal is digitalized with NI USB-6001 DAQ. All the experimental results were acquired with a Lenovo 
ThinkPad E531 laptop with 12GB of RAM and an Intel Core i7 2.20 GHz processor. The biological images 
used in the simulations correspond to different samples from two slide sets from Carolina (#292148A 
and #293708).
ACI algorithm. Here we attach the pseudo-code of the ACI algorithm used in the experimental setup.
Algorithm 1 ACI
Input: L ← number of stages 
        R ← final image resolution
        Q ← Hadamard patterns of resolution: −
R
L2 1
Output: finalImg ← R × R image of the scene
 for i = L to 1 do
  Divide the scene into 4L−i quadrants.
  for j = 1 to 4L−i do
    if i ≠ L and quadrantRelevance(j) < threshold
      childrenQuadrantRelevance(j) ← Set to 0 the quadrantRelevance of all its children
      quadrantImg(j) ← Use the information of its father to recover the image of quadrant j.
    else
     quadrantImg(j) ← Use patterns Q to sample the quadrant j of the scene and recover its image.
    end if
    quadrantWavelet(j) ← perform one-level wavelet transform of quadrantImg(j)
Continued
www.nature.com/scientificreports/
9Scientific RepoRts | 5:14300 | DOi: 10.1038/srep14300
    childrenQuadrantRelevance(j) ← borders information extracted from quadrantWavelet(j).
  end for
  stageWavelet(i) ← compose the wavelet transform of stage i.
 end for
 finalWavelet ← use the information of all stageWavelet to recover the L-wavelet transform information of the scene.
 finalImg ← Perform a L-level inverse wavelet transform to recover the R × R image of the scene.
References
1. Duarte, M. F. et al. Single-Pixel Imaging via Compressive Sampling. IEEE Signal Process. Mag. 25, 83–91 (2008).
2. Howland, G.A., Lum, D.J., Ware, M. R. & Howell, J. C. Photon counting compressive depth mapping. Opt. Express 21, 
23822–23837 (2013).
3. Tajahuerce, E. et al. Image transmission through dynamic scattering media by single-pixel photodetection. Opt. Express 22, 16945 
(2014).
4. Durán, V. et al. Compressive imaging in scattering media. Opt. Express 23, 14424–14433 (2015).
5. Ntziachristos, V. Going deeper than microscopy: the optical imaging frontier in biology. Nat. Methods 7, 603–614 (2010).
6. Sun, B. et al. 3D computational imaging with single-pixel detectors. Science 340, 844–847 (2013).
7. Durán, V., Clemente, P., Fernández-Alonso, M., Tajahuerce, E. & Lancis, J. Single-pixel polarimetric imaging. Opt. Lett. 37, 
824–826 (2012).
8. Soldevila, F. et al. Single-pixel polarimetric imaging spectrometer by compressive sensing. Appl. Phys. B 113, 551–558 (2013).
9. Welsh, S. S., Edgar, M. P., Bowman, R., Sun, B. & Padgett, M. J. Near video-rate linear Stokes imaging with single-pixel detectors. 
J. Opt. 17, 025705 (2015).
10. Edgar, M. P. et al. Simultaneous real-time visible and infrared video with single-pixel detectors. Sci. Rep. 5, 10669 (2015).
11. Watts, C. M. et al. Terahertz compressive imaging with metamaterial spatial light modulators. Nat. Photonics 8, 605–609 (2014).
12. Chen, H., Xi, N., Song, B. & Lai, K. Single pixel infrared camera using a carbon nanotube photodetector. Sensors, 2011 IEEE 
(2011).
13. Shrekenhamer, D., Watts, C. M. & Padilla, W. J. Terahertz single pixel imaging with an optically controlled dynamic spatial light 
modulator. Opt. Express 21, 12507 (2013).
14. Chan, W. L. et al. A single-pixel terahertz imaging system based on compressed sensing. Appl. Phys. Lett. 93, 121105 (2008).
15. Romberg, J. Imaging via Compressive Sampling. IEEE Signal Process. Mag. 25, 14–20 (2008).
16. Noor, I. & Jacobs, E. L. Adaptive compressive sensing algorithm for video acquisition using a single-pixel camera. J. Electron. 
Imaging 22, 021013 (2013).
17. Sankaranarayanan, A. C., Studer, C. & Baraniuk, R. G. CS-MUVI: Video compressive sensing for spatial-multiplexing cameras. 
in 2012 IEEE International Conference on Computational Photography (ICCP) 1–10 (IEEE, 2012).
18. Radwell, N. et al. Single-pixel infrared and visible microscope. Optica 1, 285–289 (2014).
19. Aβ mann, M. & Bayer, M. Compressive adaptive computational ghost imaging. Sci. Rep. 3, 1545 (2013).
20. Yu, W. K. et al. Adaptive compressive ghost imaging based on wavelet trees and sparse representation. Opt. Express 22, 7133–7144 
(2014).
21. Sen, P. et al. Dual photography. ACM Trans. Graph. 24, 745 (2005).
22. Blanchard, J. D. Toward deterministic compressed sensing. Proc. Natl. Acad. Sci. USA 110, 1146–1147 (2013).
23. Monajemi, H., Jafarpour, S., Gavish, M. & Donoho, D. L. Deterministic matrices matching the compressed sensing phase 
transitions of Gaussian random matrices. Proc. Natl. Acad. Sci. USA 110, 1181–1186 (2013).
24. Figueiredo, M. A. T., Nowak, R. D. & Wright, S. J. Gradient Projection for Sparse Reconstruction: Application to Compressed 
Sensing and Other Inverse Problems. IEEE J. Sel. Top. Signal Process 1, 586–597 (2007).
25. Thorlabs, Inc. DLPÂ® LightCrafter 4500TM Evaluation Module User’s Guide. at http://www.ti.com/lit/ug/dlpu011d/dlpu011d.
pdf (2014) Date of access: 03/08/2015.
26. Herman, M. A., Tidman, J., Hewitt, D., Weston, T. & McMackin, L. A higher-speed compressive sensing camera through multi-
diode design. in Proceedings of the SPIE (ed. Ahmad, F.) 8717, 871706 (2013).
Acknowledgements
This work was supported in part from MINECO (grant FIS2013-40666-P), Generalitat Valenciana (grants 
PROMETEO2012-021 and ISIC 2012/013), and Universitat Jaume I (P1-1B2012-55).
Author Contributions
F.S. and E.S. conceived, conducted the experiments and wrote the manuscript; F.S., E.S., P.C., E.T. and 
J.L. discussed the results and revised the manuscript.
Additional Information
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Soldevila, F. et al. High-resolution adaptive imaging with a single photodiode. 
Sci. Rep. 5, 14300; doi: 10.1038/srep14300 (2015).
This work is licensed under a Creative Commons Attribution 4.0 International License. The 
images or other third party material in this article are included in the article’s Creative Com-
mons license, unless indicated otherwise in the credit line; if the material is not included under the 
Creative Commons license, users will need to obtain permission from the license holder to reproduce 
the material. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/
 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
1 
 
Abstract— We present an optical system for stereoscopic color 
imaging by using a single-pixel detector. The system works by 
illuminating the input scene with a sequence of microstructured 
light patterns generated by a color digital light projector (DLP). 
A single monochromatic photodiode, synchronized with the DLP, 
measures the light scattered by the object for each pattern. The 
image is recovered computationally by applying compressive 
sensing techniques. The RGB chromatic components of the image 
are discriminated by exploiting the time-multiplexed color 
codification of the DLP. The stereoscopic pair is obtained by 
splitting the light field generated by the DLP and projecting 
microstructured light patterns onto the sample from two 
different directions. The experimental setup is configured by 
simple optical components, a commercial photodiode and an off-
the-shelf DLP projector. Color stereoscopic images of a 3D scene 
obtained with this system are shown. 
 
Index Terms—Optical imaging, color imaging, digital 
micromirror device (DMD), stereo image processing.  
 
I. INTRODUCTION 
omputational imaging with single-pixel detectors is a 
remarkable alternative to conventional imaging 
techniques. It enables to obtain spatial information of an 
object, such as the reflectance distribution or other optical 
properties, by sampling the scene with a set of microstructured 
light patterns [1]. A simple bucked detector, for instance a 
photodiode, records the signal associated to each pattern and 
the image is reconstructed by mathematical algorithms. In this 
way, by avoiding sensor arrays, it is possible to add new 
degrees of freedom to the sensing process, allowing one to use 
very sensitive light sensors, to explore unusual spectral bands 
for imaging, or to use exotic photodetectors such as 
spectropolarimeters.  
The technique is closely related to ghost imaging [2-4] and 
dual photography methods [5], which also use single-pixel 
detectors to reconstruct images. In the first case, imaging is 
based on the correlation between two signals. One signal is the 
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intensity distribution of the light illuminating the object, as 
measured by using a detector array or evaluated by numerical 
simulation, while the second signal collects the total amount 
of light actually interacting with the object. In the second case 
the image is obtained by exploiting the Helmholtz reciprocity 
principle. This is mainly used in computer graphics research, 
and it is based on the idea that the flow of light can be 
reversed without altering the radiance transfer. Besides, some 
high resolution imaging techniques, such as fluorescence 
microscopy, also benefit from single-pixel detectors by using 
point scanning illumination. In fact, the introduction of 
microstructured light patterns for excitation in these 
techniques has shown improved performance [6]. 
The detection scheme based on single-pixel sensors has 
several advantages compared to conventional imaging 
techniques using sensor arrays. The simplicity of the sensing 
device allows them to work efficiently in conditions where 
light is scarce [7]. It also allows measuring the spatial 
distribution of multiple physical dimensions of the scene in a 
simple way. In this direction, single-pixel detection 
arquitectures have been designed for polarimetric imaging [8], 
color or multispectral imaging [9,10], time-of-flight imaging 
[11,12] or holography [13]. Moreover, single-pixel detectors 
provide a broader spectral range compared to conventional 
cameras, permitting to extend imaging techniques to different 
spectral regions [14,15]. Furthermore, it has been proved the 
ability of single-pixel cameras to perform non-invasive 
imaging through scattering media in biological tissues [16,17]. 
All these advantages could make single-pixel imaging a 
relevant technique in biomedical imaging, where fast, high-
resolution, multispectral, and tolerant to scattering imaging is 
required.  
One of the main characteristics of imaging techniques using 
single-pixel detectors is that they are very well adapted to 
apply the theory of compressive sampling (CS) [1,6,7,18,19]. 
This theory exploits the fact that natural images tend to be 
sparse, i.e. only a small set of the expansion coefficients is 
nonzero when a suitable basis of function to express the image 
is chosen. In this way, images can be retrieved with a number 
of measurements lower than that established by the Shannon-
Nyquist limit.  
Several approaches have been proposed for applying these 
techniques to three-dimensional (3D) scenes. In principle, one 
may think that by simply displacing the light detector in any 
2D single-pixel camera configuration it would be possible to 
obtain different 2D perspectives of a 3D scene. However, it 
Full-color stereoscopic imaging with a  
single-pixel photodetector 
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has been shown that this displacement only changes the 
apparent illumination direction of the scene [5]. Using shape 
from shading approaches, this effect has been used to get 3D 
spatial information of an object [20, 21]. To this end, several 
photodetectors located at different positions record signals 
associated to the collection of illumination patterns 
simultaneously. The 3D shape is then reconstructed from the 
surface gradients obtained by comparing the illumination 
information of different images.  
Nowadays, for many imaging applications it is even more 
important to efficiently display 3D information than to 
reconstruct the 3D shape of objects in the scene. The principle 
of stereoscopic vision can then be applied for 3D information 
recording and visualization, as it is done in commercial 3D 
movies by using switching or polarized glasses. The 3D 
perception is created by the human brain through the fusion of 
the pair of different images acquired by the eyes. In this work 
we present an optical system for stereoscopic color imaging 
based on computational imaging with a single-pixel detector 
together with a CS strategy. Our system is able to produce 
full-color stereoscopic images of a scene by using a low 
number of optoelectronic components, just a simple 
monochrome photodetector and a digital light projector. 
II. SINGLE-PIXEL IMAGING AND COMPRESSIVE SENSING  
The operation of a single-pixel camera is shown 
schematically in Fig. 1. A sequence of M microstructured light 
patterns with irradiance distribution ),( nmi , being m, and n 
discrete spatial coordinates and Mi ,…1,= , is projected onto 
the input object. Light back scattered by the object is collected 
by the photodiode. If we denote with ),( nmT  the reflectance 
distribution of the object at the points sampled by the light 
patterns, then the photodiode measures sequentially the M 
inner products  
 
 

N
n
N
m
ii nmTnmI
1 1
),(),( . (1) 
In Eq. (1), N is the number of pixels of the microstructured 
light patterns. The sampling operation in Eq. (1) implies that 
the spatial resolution of this imaging technique is determined 
by that of the projected light patterns.  
Different approaches for single-pixel imaging use different 
sampling functions ),( nmi , being random patterns, for 
example, very common for the subsequent application of CS 
algorithms. In our work the sampling patterns are 2D 
functions ),( nmH i  pertaining to the Walsh-Hadamard basis 
[22]. The 2D patterns represented in Fig. 1 are examples of 
these functions. This choice provides several advantages. 
Firstly, these patterns are members of an orthonormal basis. In 
this way, the intensity measurements, Ii, directly provide the 
representation of the object in the basis. This also means that, 
in principle, by using all the functions of the basis the object 
could be exactly recovered for a given sampling frequency. 
Secondly, natural images tend to be sparse in the Hadamard 
basis, making these functions very useful also for compressive 
sensing purposes. And third, these patterns are binary function 
with values +1 and -1. Therefore it is very easy to codify them 
with fast binary amplitude modulators.  
Taking into account the definition of the Hadamard 
matrices, it is straightforward to show that, for any two 
patterns with index i and j, 
 ij
N
n
N
m
ji NnmHnmH 
 1 1
),(),(  , (2) 
where ij  is the Kronecker delta. Therefore, by using a 
sequence of M Hadamard patterns, the irradiance distribution 
of the object in Eq. (1) can be estimated by applying a simple 
superposition principle in the following way: 
 


M
i
ii nmHI
N
nmT
1
),(
1
),(  . (3) 
It is important to note that in the absence of noise, by using a 
sequence of N different Hadamard patterns Eq. (3) provides an 
exact replica of the object with a sampling resolution of N 
pixels. Note also that this approach looks similar to ghost 
imaging techniques if we realize that the operation in Eq. (3) 
can be understood as a parallel correlation between the 
sequence of measured irradiances Ii and the sequence of light 
irradiance illuminating each pixel Hi(m,n).  
The main limitation in imaging by single-pixel techniques is 
that they may require long acquisition times. This time 
depends on the number M of projected masks, the projection 
rate RSLM and the integration time tint of the light detector 
through the equation 
 







 int
1
t
R
Mt
SLM
a  . (4) 
Ideally the integration time should be as short as possible and 
the frequency rate as high as allowed by the digital light 
projector. A way to further decrease the acquisition time is by 
reducing the number of measurements. This can be done very 
efficiently by using CS algorithms because natural images 
tend to be sparse in the frequency space. The CS theory 
establishes that by using a number M N  of randomly 
chosen patterns, it is possible to reconstruct the original image 
 
 Fig. 1.  Single-pixel scheme. A sequence of binary masks are 
projected onto an object and the light is collected by a photodiode. 
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with high quality. The idea is better stated by rewriting the 
measurement process in Eq. (1) in matrix form as 
 ,·)·(· sstI

   (5) 
where I

 is a 1M   vector containing the measured 
coefficients, and t

 and s

 are 1N   vectors representing the 
input object in the sampling space and in the Hadamard 
frequency space, respectively. Matrix   is an M N  matrix 
containing a random subset of M Hadamard patters codified in 
the different rows, and matrix   is the transformation matrix 
between the sampling space and the Hadamard space. The 
product of matrix  and   gives the matrix   acting directly 
on s

. In CS, the undetermined matrix relation in Eq. (5) is 
solved by off-line reconstruction algorithms such as those 
based on convex optimization or greedy algorithms. In our 
approach we use a convex optimization algorithm based on the 
minimization of the 1  norm of s

 subjected to the restriction 
given by Eq. (5). In particular, the object estimation, t

 , is 
obtained by solving  
 
1
1min
lt
t



 subject to It

  (6) 
Note that by using CS algorithms, acquisition time in Eq. (4) 
is reduced but certain amount of post-processing time is added 
to reconstruct the final image. Furthermore, CS algorithms are 
known to be time consuming. For that reason some recent 
approaches aiming to get high resolution imaging at high 
frame rates focus on reducing this post-processing time by 
using different alternatives to CS based on adaptive sensing 
[23,24]. 
III. SINGLE-PIXEL COLOR IMAGING  
The key elements to implement a single-pixel camera, 
according to the approach shown in Fig. 1, are a spatial light 
modulator, to sample the input object with microstructured 
light patterns, and a light detector. In our setup we use an off-
the-shelf digital light projector (DLP) based on a digital 
micromirror device (DMD) to generate the light patterns. This 
is a low-cost alternative to scientific-grade DMD devices that, 
additionally, incorporates the light source, allows color 
codification of the output light patterns, and is controlled by 
very simple standard video signals. In particular, the DLP used 
in our experiments is a Dell M110 Ultra-Mobile Projector with 
a 0.45’’ WXGA S450 DMD. The light detector, measuring the 
light scattered by the object for each projected pattern, is a 
photodiode Thorlabs DET36A EC. The photodiode output 
signal is digitized by a DAQ card, NI USB-6003 connected to 
a computer. 
To get color information from the scene, we take advantage 
of the codification procedure used by the DLP for color video 
projection. In the standard video projection mode, white light 
from the projector lamp passes through a spinning color 
wheel. The color wheel filters the light so that it changes 
sequentially to red, green, blue and white colors. In particular, 
for the video projector used in our experiment, each RGB 
chromatic component, and the white component, are encoded 
onto 4 time slots within a frame. This sequence is represented 
by color horizontal bars in the lower part of Fig. 2. Depending 
on how much color is required, mirrors of the DMD are tilted 
on or off a shorter or a longer time within the corresponding 
time slot. The white slot is used to control the brightness of the 
 
Fig. 2.  Signal captured by the photodiode for two consecutive frames in which an arbitrary pair of Hadamard patterns have been sent. In the horizontal axis of 
this graph, arbitrary units are used to express time. In the vertical axis the signal voltage is given by Volts. 
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image. Therefore, the DLP technology relies on the viewer’s 
eyes to fusion the light into the final color by time 
multiplexing.  
In this way, we can obtain color information with a single 
monochromatic photodiode by projecting black and white 
Hadamard patterns with the video projector and measuring the 
photodiode signal at the proper time. In particular, we send a 
single Hadamard pattern per frame and measure the amount of 
light scattered by the object for each RGB chromatic channel, 
IiR, IiG and IiB, integrating the photodiode signal during the 
time slot associated to each channel. The color irradiance 
distribution of the input object is estimated by using the 
superposition approach in Eq. (3), or the CS approach in Eqs. 
(5) and (6) for each chromatic component. Fig. 2 shows the 
experimental signal provided by the monochromatic 
photodiode when two consecutive arbitrary Hadamard patterns 
are projected onto a scene following the setup in Fig. 1. It can 
be seen that four different colors are detected for each frame, 
the three chromatic components R, G, and B, plus a white 
component. And four different time slots are used to codify 
each color, thus providing 16 different time slots. The total 
amount of light scattered by the object for each chromatic 
component is measured by integrating the signal along the 
corresponding RGB time slots. The white slot is used in our 
application for synchronization purposes. In Fig. 3 we show 
the color image of an object reconstructed with our 
experimental setup. For this particular example we used 
Hadamard patterns of 256x256 pixels. Moreover using CS the 
total number of measurements to recover the scene was 10% 
of the 2562 measurements established by the Nyquist criterion.  
IV. STEREOSCOPIC COLOR IMAGING 
When the goal of an imaging technique is not to reconstruct 
a complete 3D model but to visualize a realistic 3D scene, the 
best option consists in imitating the stereoscopic process 
followed by humans to get depth perception. Actually, our 
intention is to adapt the setup in Fig. 1 to be able to obtain 
stereoscopic information with single-pixel detection. In 
principle, one may think that by displacing the photodetector 
in the setup in Fig. 1 it would be possible to obtain different 
2D perspectives of the 3D scene. However in single-pixel 
imaging is not the position of the photodiode but the 
orientation of the light projector what provides the different 
2D perspectives.  
In order to clarify the difference between capturing the 
scene with several photodiodes and our final approach we 
perform first the experiment depicted in Fig. 4. The input 
scene is sampled with a sequence of micro structured light 
patterns while two photodiodes located at different positions 
record light intensity signals. In our approach the 3D object is 
placed at 32 cm from the DLP. The pattern size and the pixel 
pitch at that distance are 3.2x3.2 cm and 250 µm respectively.  
A different 2D color image is obtained from each signal by 
using the approach described in Section III. The results are 
shown in Fig. 5. Fig. 5(a) is an image of the scene captured by 
a CCD camera, Fig. 5(b) is the image reconstructed with the 
signal provided by the left photodiode, and Fig.5(c) is the one 
obtained by using the right photodiode. It can be seen, 
comparing Figs 5(b) and (c), that they correspond to the same 
perspective of the input scene and thus they do not provide 
disparity to be applied in stereoscopy. However, the images 
appear to be illuminated from different directions. This fact 
can be checked by comparing the images of the dice in the 
foreground of both figures. Note that number 4 of the dice is 
only seen by using information from the left photodiode while 
number 5 is only shown from that of the right one. Each image 
is the same as that obtained by substituting the DLP with a 
conventional camera and the photodiode by a white-light point 
source located at the same position, as can be shown by the 
Helmholtz reciprocity principle.  
For obtaining two different 2D perspectives of a scene to be 
represented on a 3D display, or to be used for analyzing 
disparity, we developed the experimental setup shown in Fig. 
6. In this configuration each pattern is projected towards the 
3D scene from two different directions by displaying the same 
pattern in two different positions of the DLP. A 90º beam 
 
Fig. 4. Experimental setup for single-pixel imaging with two photodetectors. 
The signal provided by each photodiode is used to generate a different image 
of the scene.  
 
 (a) (b) (c) 
Fig. 5. (a) Image of the input scene captured by a CCD camera, (b) 
128x128 image obtained by the left photodiode in Fig. 4 and (c) 128x128 
image obtained by the right photodiode in Fig. 4 . Images in (b) and (c) 
provide the same perspective of the scene but with different illumination.  
 
 Fig. 3. Color image, with 256x256 pixels, of an object obtained by using 
the single-pixel scheme shown in Fig. 1 and CS algorithms.  
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splitter and two mirrors, separated a distance equal to the 
interocular distance, are configured in such a way that both 
patterns overlap at the same plane in the 3D scene. In this 
second setup the 3D object is placed at 30 cm from the DLP. 
The pattern size and the pixel pitch at that distance are 6x6 cm 
and 234 µm respectively. The photodiode is placed at 6 cm 
from the 3D object. The light scattered by the object for each 
pattern is captured by a single monochromatic photodiode 
placed in front of the object. Again the photodetector signal is 
synchronized with the sequence of patterns, following the 
method in Section III. In this way, each set of patterns 
provides each one of the images of the stereoscopic pair. 
In principle, each element of the pair of black and white 
patterns used to generate the two different perspectives should 
be projected independently onto the object in order to measure 
the photodiode signal associated to that perspective. However 
a faster alternative is to send a pair of patterns with 
chromatically opposite colors (red and cyan), as is shown in 
Fig. 6. This will provide us directly with an anaglyph, that is, a 
picture consisting of the overlapping of two stereoscopic 
images of the object, in two complementary colors. The 
method is similar to that described in Section III to reconstruct 
a color image. It is based in the time multiplexing nature of the 
light projected by the DLP, which codifies color information 
sequentially, as is shown in Fig. 2. This fact allows us to 
discriminate each RGB chromatic component from the signal 
captured by a single monochromatic photodiode. Therefore, 
after codifying each perspective with different colors, as is 
proposed in Fig. 6, we are able to discriminate not only the 
color but also the stereo pair. Despite anaglyph is not the best 
method to display stereoscopic images, it will allow us to 
analyze the results obtained in preliminary experiments so that 
they can be viewed with the appropriate color glasses. 
Experimental results showing different 2D color 
perspectives of an input object are shown in Fig. 7. Fig. 7(a) 
shows a color image obtained by using the signal provided by 
the photodiode in Fig. 6 when the set of binary masks is 
projected from the left mirror and is the same as Fig. 3. Fig. 
7(b) is the equivalent one obtained by using the light patterns 
coming from the right mirror. Finally, Fig. 7(c) is the anaglyph 
obtained from the previous images, similar to the one that it is 
obtained by sending red and cyan patterns simultaneously as 
described above. To get Fig. 7(c), only the red channel in Fig. 
7(a) is used for the left image, while the green and blue 
channels in Fig. 7(b) are used for the right image. In this 
experiment we use Hadamard patterns of 256x256 pixels. The 
maximum frequency of our light projector is 60Hz, and this is 
the maximum rate to project the patterns. Nevertheless, as 
explained above in Fig. 3, we only used 10% of the 2562 
needed patterns, allowing us to obtain the anaglyph image in 
109 seconds.  
In contrast to imaging systems based on multiple cameras 
we do not need any calibration or rectification algorithm to get 
the stereoscopic pair. The calibration is accomplished by the 
preliminary overlapping of two patterns in a plane of the 3D 
scene. Then, once the prism and mirrors are properly placed 
the experimental setup can be used for several scenes.  
V. CONCLUSION 
In this paper we have shown that it is possible to produce 
full-color stereoscopic images with a single photodiode and an 
off-the-shelf projector. In this way, we have proposed a low-
cost setup to produce a pair of images that can be used as an 
input in a 3D display. We have also clarified the difference 
between using several photodiodes and several projection 
viewpoints. In the proposed approach, the 3D information of 
the scene is provided by the disparity and not by light shading. 
In principle, time required to project light patterns implies a 
low frame rate. However, to partially solve this problem we 
have used a CS algorithm and we plan to use more efficient 
adaptive compressive strategies in the near future. We expect 
that these methods will allow us to capture and visualize 3D 
scenes at practicable frame rates. 
Single-pixel cameras are a promising alternative to 
conventional imaging techniques in applications such as 
polarimetric and multispectral imaging, or to deal with exotic 
spectral bands. Additionally, they have been applied with 
success in imaging through scattering media. This new 
approach can be the first step to extend all these applications 
to stereoscopic imaging.  
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1. Introduction 
Computational imaging with single-pixel detectors is an emerging technique that enables to obtain 
spatial information of an object, such as the reflectance distribution, by sampling the scene with a set of 
microstructured light patterns [1]. The technique is closely related to ghost imaging [2,3] and dual 
photography methods [4], which use also single-pixel detectors to reconstruct images by correlation or by 
exploiting the principle of reciprocity.  
This detection scheme has several advantages compared to conventional imaging techniques using 
photodetectors with spatial structure. For example, it allows measuring the spatial distribution of multiple 
optical properties of the scene in a simple way. In this direction, single-pixel detection arquitectures have 
been designed for polarimetric imaging [5], color or multispectral imaging [6,7] or holography [8]. 
Besides, single-pixel detectors provide a broader spectral range compared to conventional cameras, 
permitting to extend imaging techniques to different spectral regions [9]. Moreover, imaging techniques 
using single-pixel detectors are well adapted to apply the theory of compressive sampling (CS) [10,11]. 
This theory exploits the fact that natural images tend to be sparse, i.e. only a small set of the expansion 
coefficients is nonzero when the suitable basis is chosen. In this way, images can be retrieved with a 
number of measurements lower than that established by the Shannon-Nyquist limit. 
Several approaches have been proposed for applying these techniques to three-dimensional (3D) 
scenes. Some of them provide 2D color or spectral information with single-pixel detectors such as color 
photodiodes or fiber spectrometers [6,7]. In principle, one may think that by displacing the single-pixel 
detector in these systems it would be possible to obtain different 2D perspectives of the 3D scene. 
However, it has been shown that this displacement changes only the apparent illumination direction of the 
scene [4]. Nevertheless, this effect has been used to get 3D spatial information of an object [12]. To this 
end, several photodetectors located at different positions record signals simultaneously. The 3D shape is 
then reconstructed from the surface gradients obtained by comparing the illumination of different images.  
Nowadays, for many applications it is even more important to display 3D information than to 
reconstruct the 3D shape of objects in the scene. The principle of stereoscopic vision can then be applied 
for 3D information recording and visualization, as is done in commercial 3D movies by using switching 
or polarized glasses. The 3D perception is created by the human brain by fusing the pair of different 
images acquired by the eyes.  
In this work we present an optical system for stereoscopic color imaging based on computational 
imaging with a single-pixel detector together with compressive sensing strategies. Our system is able to 
produce full-color stereoscopic images of a scene by using a low number of optoelectronic components, 
just a simple monochrome photodetector and a digital light projector. Color stereoscopic images of a 3D 
scene obtained experimentally are shown.  
 
2. System overview and results 
The experimental setup is shown in Fig. 1. The key element of the system is a conventional digital 
light projector (DLP) that uses a digital micromirror device (DMD) to modulate the light provided by 
three color light emitting diodes (LEDs). An optical system, consisting of a beam splitter based on 90º 
prisms and two mirrors, splits and redirects the light emitted by the DLP towards the 3D scene from two 
different directions. The light reflected by the object is then recorded by an amplified photodiode. 
The DLP projects sequentially a set of microstructured patterns onto the scene. For this application we 
choose a family of binary intensity patterns derived from the Walsh-Hadamard basis. By synchronizing 
the projection of each pattern with the lecture of the photodiode, we are able to measure the coefficients 
that, by CS techniques, allow us to reconstruct a 2D image of the scene.  
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Figure 1  Experimental setup to capture full-color stereoscopic images with a single-pixel detector. 
 
Color information is obtained decoding the photodiode signal, by taking advantages of the way the 
DLP codifies the projected light. In the standard video projection mode, the DLP sends streams of binary 
patterns with alternating RGB colors. Therefore, by projecting binary patterns, but acquiring signals 
synchronized with each color, we are able to measure the color content of the light reflected by the object. 
A preliminary analysis of the projector signal needs to be performed to synchronize the signals.  
To get two different perspectives, each pattern is projected into the 3D scene from two different 
directions by displaying the pattern in two different positions of the DLP. The beam splitter and the 
mirrors are configured in such a way that both patterns overlap in the same plane of the 3D scene, as is 
shown in Fig. 1. Again the photodetector signal is synchronized with each collection of patterns providing 
different 2D color perspectives of the object. The final stereoscopic image is built from these two 
perspectives.  
In our experiment we use binary patterns with 128x128 pixels. Therefore the final stereoscopic images 
are also limited to this resolution. We reduce the number of measurements by using CS with a sampling 
ratio of 5:1. The maximum rate for each perspective is 60Hz because we use a standard video projector 
with this maximum frequency and we send a white binary pattern per frame. 
The results are shown in Fig. 2. Fig. 2(a) shows the color image obtained when projecting the set of 
binary patterns from the left mirror, Fig. 2(b) is obtained by using the right mirror and Fig. 2(c) is the 
anaglyph obtained from the previous images. To obtain the anaglyph in Fig. 2(c), only the red channel of 
Fig. 2(a) is used for the left image, while the green and blue channels of Fig. 2(b) are used for the right 
image. Despite anaglyph is not the best method to display stereoscopic images, it allows us to present the 
result obtained with the system in Fig. 1 in a way that can be seen with the appropriate anaglyph glasses. 
 
 
 
 (a) (b) (c) 
Figure 2  Pair of stereoscopic images, in (a) and (b), and the resulting anaglyph (c)  
obtained with the single-pixel color stereoscopic camera in Fig. 1. 
 
Results in Fig. 2 prove the feasibility of our approach to record color stereoscopic images of 3D 
scenes with a single-pixel detector. One important advantage of single pixel stereoscopy is that, in 
contrast to imaging systems based on multiple cameras, we do not need any calibration or rectification 
process. Our calibration is accomplished by the initial overlapping of the two patterns in a plane of the 3D 
scene. Therefore, once the prism and the mirrors are properly placed the experimental setup can be used 
for several scenes. 
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ABSTRACT   
Imaging systems based on microstructured illumination and single-pixel detection offer several advantages over 
conventional imaging techniques. They are an effective method for imaging through scattering media even in the 
dynamic case. They work efficiently under low light levels, and the simplicity of the detector makes it easy to design 
imaging systems working out of the visible spectrum and to acquire multidimensional information. In particular, several 
approaches have been proposed to record 3D information. The technique is based on sampling the object with a sequence 
of microstructured light patterns codified onto a programmable spatial light modulator while light intensity is measured 
with a single-pixel detector. The image is retrieved computationally from the photocurrent fluctuations provided by the 
detector. 
In this contribution we describe an optical system able to produce full-color stereoscopic images by using few and simple 
optoelectronic components. In our setup we use an off-the-shelf Digital Light Projector (DLP®) based on a digital 
micromirror device (DMD) to generate the light patterns. To capture the color of the scene we take advantage of the 
codification procedure used by the DLP projector for color video projection. To record stereoscopic views we use a 90º 
beam splitter and two mirrors, allowing us two project the patterns form two different viewpoints. By using a single 
monochromatic photodiode we obtain a pair of color images that can be used as input in a 3-D display. To reduce the 
time we need to project the patterns we use a compressive sampling algorithm. Experimental results are shown.   
Keywords: Optical Imaging, color imaging, digital micromirror device (DMD) 
 
1. INTRODUCTION  
The use of single-pixel detectors for computational imaging has become an alternative to conventional imaging 
techniques. By sampling the scene with a set of microstructured light patterns [1] it is possible to obtain spatial 
information of an object, such as the reflectance distribution or other optical properties. A simple bucked detector, for 
instance a photodiode, records the information derived from the overlapping of an object and a light pattern. With the 
information of the signal associated to all patterns, mathematical algorithms are used to reconstruct the image. In this 
way, using sensors without spatial resolution, it is possible to use very sensitive light sensors to explore unusual spectral 
bands for imaging, or to use exotic photodetectors such as spectropolarimeters.  
This technique is closely related to ghost imaging [2-4] and dual photography methods [5], which also use single-pixel 
detectors to reconstruct images. In the first case, imaging is based on the correlation between two signals. One signal is 
the intensity distribution of the light illuminating the object, while the second signal collects the total amount of light 
actually interacting with the object. In the second case the image is obtained by exploiting the Helmholtz reciprocity 
principle. This is mainly used in computer graphics research, and it is based on the idea that the flow of light can be 
reversed without altering the radiance transfer. Besides, some high-resolution imaging techniques, such as fluorescence 
microscopy, also benefit from single-pixel detectors by using point scanning illumination. In fact, the introduction of 
microstructured light patterns for excitation in these techniques has shown improved performance [6]. 
Single-pixel imaging has several advantages compared to conventional imaging techniques using sensor arrays. For 
example, the simplicity of the sensing device allows working efficiently in conditions where light is scarce [7]. It also 
allows measuring the spatial distribution of multiple optical properties of the scene in a simple way. In this direction, 
single-pixel detection arquitectures have been designed for polarimetric imaging [8], color or multispectral imaging 
[9,10], time-of-flight imaging [11,12] or holography [13]. Moreover, single-pixel detectors provide a broader spectral 
range compared to conventional cameras, allowing to extend imaging techniques to different spectral regions [14,15]. 
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Furthermore, single pixel cameras have proved the ability to perform non-invasive imaging through scattering media in 
biological tissues [16,17]. All these advantages could make single-pixel imaging a relevant technique in biomedical 
imaging, where fast, high-resolution, multispectral, and tolerant to scattering imaging is required.  
On the other hand, the proliferation of 3D imaging technology has been evident over the last decades. Since its 
beginnings in the film industry now 3D technology has become fundamental in many different disciplines. For that 
reason, several approaches have been proposed for applying single-pixel techniques to three-dimensional (3D) scenes. In 
principle, one may think that by simply displacing the light detector in any 2D single-pixel camera configuration it 
would be possible to obtain different perspectives of a 3D scene. However, it has been shown that displacement on 
bucket detectors only changes the apparent illumination direction of the scene [5]. Using shape from shading approaches, 
this effect has been used to get 3D spatial information of an object [18, 19]. To this end, several photodetectors located at 
different positions record for the same illumination pattern, different reflection signals depending on the position of the 
detector. Then, the 3D shape is reconstructed from the surface gradients obtained by comparing the illumination 
information of the images obtained by the different detectors.  
Instead of reconstructing the 3D shape of objects in the scene, nowadays, for many imaging applications it is even more 
important to efficiently display the 3D information. To this end, the principle of stereoscopic vision can be applied to 
record and later visualize 3D information, as it is done in the film industry by the use of switching or polarized glasses. 
For a human to create the 3D perception each eye has to acquire slightly different images from a scene. Then, the brain 
fuse the pair of images received creating the 3D perception. In this work we describe an optical system for stereoscopic 
color imaging based on computational imaging with a single-pixel detector [20]. Our system is able to produce full-color 
stereoscopic images of a scene by using a low number of optoelectronic components, just a simple monochrome 
photodetector and a digital light projector. Besides, we show that it is possible to obtain depth information from our 
single-pixel stereoscopic measurements, building in this way a simple device for depth-map imaging with single-pixel 
detectors. Experimental results are shown.  
2. METHODOLOGY 
2.1 Single-pixel imaging definition 
The operation mode of a single-pixel camera is shown in Fig. 1. A sequence of M microstructured light patterns is 
projected onto the input object. The irradiance distribution of all patterns ( Mi ,…1,= ) is defined by ),( nmi , being m, 
and n discrete spatial coordinates. Light back scattered by the object is collected with a photodiode. If we denote with 
),( nmT  the reflectance distribution of the object, then the photodiode sequentially measures the M inner products  

 

N
n
N
m
ii nmTnmI
1 1
),(),( . (1) 
In Eq. (1), N is the number of pixels of the microstructured light patterns. The sampling operation in Eq. (1) implies that 
the spatial resolution of this imaging technique is determined by the patterns resolution.  
 
 
Fig. 1.  Single-pixel scheme. A sequence of binary masks is projected onto an object and the light is collected by a photodiode. 
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Different approaches for single-pixel imaging use different sampling functions ),( nmi . In our work the sampling 
patterns are 2D functions ),( nmH i  pertaining to the Walsh-Hadamard basis [20]. This choice provides several 
advantages. Firstly, these patterns are members of an orthonormal basis. In this way, the intensity measurements, Ii, 
directly provide the representation of the object in the basis. This also means that using all the functions of the basis the 
object could be exactly recovered for a given sampling frequency. Moreover, these patterns are binary, therefore it is 
very easy to codify them with fast binary amplitude modulators.  
Taking into account the definition of the Hadamard matrices, it is straightforward to show that, for any two patterns with 
index i and j, 
ij
N
n
N
m
ji NnmHnmH 
 1 1
),(),( , (2) 
where ij  is the Kronecker delta. Therefore, by using a sequence of M Hadamard patterns, the irradiance distribution of 
the object in Eq. (1) can be estimated by applying a simple superposition principle in the following way: 

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),( . (3) 
It is important to note that in the absence of noise, by using a sequence of N different Hadamard patterns Eq. (3) provides 
an exact replica of the object with a sampling resolution of N pixels. Note also that this approach looks similar to ghost 
imaging techniques if we realize that the operation in Eq. (3) can be understood as a parallel correlation between the 
sequence of measured irradiances Ii and the sequence of light irradiance illuminating each pixel Hi(m,n).  
2.2 Single-pixel color imaging 
The key elements of a single-pixel camera, according to the approach shown in Fig. 1, are a spatial light modulator and a 
light detector. In our setup we use an off-the-shelf digital light projector based on a digital micromirror device (DMD) to 
generate the light patterns. This is a low-cost alternative to scientific-grade DMD devices that, additionally, incorporates 
the light source, allows color codification of the output light patterns, and is controlled by very simple standard video 
signals. In particular, the DLP projector used in our experiments is a Dell M110 Ultra-Mobile Projector with a 0.45’’ 
WXGA S450 DMD. The light detector, measuring the light scattered by the object for each projected pattern, is a 
photodiode Thorlabs DET36A EC. The photodiode output signal is digitized with the DAQ card NI USB-6003. 
To get the color information from the scene, we take advantage of the codification procedure used by the DLP projector. 
In the standard video projection mode, white light from the projector lamp passes through a spinning color wheel. The 
color wheel filters the light so that it changes sequentially to red, green, blue and white. In particular, for the video 
projector used, colors are encoded onto 4 time slots within a frame. Color horizontal bars in the lower part of Fig. 2 
represent this sequence. Depending on how much color is required, mirrors of the DMD are tilted on or off a shorter or a 
longer time within the corresponding time slot. Therefore, the DLP projector technology relies on the viewer’s eyes to 
fuse the light into the final color by time multiplexing.  
We can obtain color information with a single monochromatic photodiode by projecting black and white Hadamard 
patterns with the video projector and measuring the photodiode signal at the proper time. In particular, we send a single 
Hadamard pattern per frame and measure the amount of light scattered by the object for each RGB chromatic channel, 
IiR, IiG and IiB, integrating the photodiode signal during the time slot associated to each channel. The color irradiance 
distribution of the input object is estimated by using the superposition approach in Eq. (3) for each chromatic component. 
Fig. 2 shows the experimental signal provided by the monochromatic photodiode when two consecutive arbitrary 
Hadamard patterns are projected onto a scene following the setup in Fig. 1. It can be seen that four different colors are 
detected for each frame, the three chromatic components R, G, and B, plus a white component. And four different time 
slots are used to codify each color, thus providing 16 different time slots. The total amount of light scattered by the 
object for each chromatic component is measured by integrating the signal along the corresponding RGB time slots. The 
white slot is used in our application for synchronization purposes.  
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3. RESULTS 
3.1 Stereoscopic color imaging 
When the goal of an imaging technique is not to reconstruct a complete 3D model but to visualize a realistic 3D scene, 
the best option consists in imitating the stereoscopic process followed by humans to get depth perception. Actually, our 
intention is to adapt the setup in Fig. 1 to be able to obtain stereoscopic information with single-pixel detection. In 
principle, one may think that by displacing the photodetector in the setup in Fig. 1 it would be possible to obtain different 
2D perspectives of the 3D scene. However in single-pixel imaging is not the position of the photodiode but the 
orientation of the light projector what provides the different 2D perspectives.  
To obtain two different 2D perspectives of a scene we developed the experimental setup shown in Fig. 6. In this 
configuration each pattern is projected towards the 3D scene from two different directions by displaying the same pattern 
in two different positions of the DLP projector. A 90º beam splitter and two mirrors, separated a distance equal to the 
interocular distance, are configured in such a way that both patterns overlap at the same plane in the 3D scene. In this 
setup the 3D object is placed at 30 cm from the DLP projector. The pattern size and the pixel pitch at that distance are 
6x6 cm and 234 µm respectively. The photodiode is placed at 6 cm from the 3D object. The light scattered by the object 
for each pattern is captured by a single monochromatic photodiode placed in front of the object. The photodetector signal 
is synchronized with the sequence of patterns, following the method in Section 2.2. In this way, each set of patterns 
provides each one of the images of the stereoscopic pair. 
In principle, each element of the pair of black and white patterns used to generate the two different perspectives should 
be projected independently onto the object in order to measure the photodiode signal associated to that perspective. 
However a faster alternative is to send a pair of patterns with chromatically opposite colors (red and cyan), as is shown in 
Fig. 3. This will provide us directly with an anaglyph, that is, a picture consisting of the overlapping of two stereoscopic 
images of the object, in two complementary colors. The method is similar to that described in Section 2.2 to reconstruct a 
color image. It is based in the time multiplexing nature of the light projected by the DLP projector, which codifies color 
information sequentially, as is shown in Fig. 2. This fact allows us to discriminate each RGB chromatic component from 
 
Fig. 2.  Signal captured by the photodiode for two consecutive frames in which an arbitrary pair of Hadamard patterns have been sent. In the horizontal 
axis of this graph, arbitrary units are used to express time. In the vertical axis the signal voltage is given by Volts. 
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the signal captured by a single monochromatic photodiode. Therefore, after codifying each perspective with different 
colors, as is proposed in Fig. 3, we are able to discriminate not only the color but also the stereo pair. Despite anaglyph is 
not the best method to display stereoscopic images, it will allow us to analyze the results obtained in preliminary 
experiments so that they can be viewed with the appropriate color glasses. 
 
Experimental results showing different 2D color perspectives of an input object are shown in Fig. 4. Fig. 4(a) shows a 
color image obtained by using the signal provided by the photodiode in Fig. 3 when a set of black and white binary 
masks is projected from the left mirror. Fig. 4(b) is the equivalent one obtained by using the light patterns coming from 
the right mirror. Finally, Fig. 4(c) is the anaglyph obtained from the previous images, similar to the one that it is obtained 
by sending red and cyan patterns simultaneously as described above. To get Fig. 4(c), only the red channel in Fig. 4(a) is 
used for the left image, while the green and blue channels in Fig. 4(b) are used for the right image. In this experiment we 
use Hadamard patterns of 256x256 pixels. The maximum frequency of our light projector is 60Hz, and this is the 
maximum rate to project the patterns.  
In contrast to imaging systems based on multiple cameras we do not need any calibration or rectification algorithm to get 
the stereoscopic pair. The calibration is accomplished by the preliminary overlapping of two patterns in a plane of the 3D 
scene. Then, once the prism and mirrors are properly placed the experimental setup can be used for several scenes.  
 
Finally, there are several algorithms that allow building disparity maps using a pair of stereoscopic images. The 
algorithm used in this work is based on the proposal of Klaus et al. [22] that produces a disparity map where farther 
objects are represented brighter than closer objects. Then, it is possible not only to get 3D perception but to obtain depth 
information of the scene. As the algorithm used is sensible to noise we have designed a simpler scenario to test the idea. 
It consist of two simple geometrical figures (a square and a pentagon) with a depth separation of 2cm (Fig.5). The 
objects are placed at a distance of 30cm from the DLP pojector. The resulting disparity map is shown in Fig. 5 (c).  
 
 
 
 
 
Fig. 3.  Experimental setup to record stereoscopic images with a single photodetector. Pairs of Hadamard patterns with chromatically opposite 
colors overlap at a plane in the 3D scene. The signal from a single monochromatic photodiode allows us to obtain an anaglyph image of the object.  
     
 
              (a)                              (b)                                        (c) 
Fig. 4. Pair of 256x256 stereoscopic images, in (a) and (b), and the resulting anaglyph (c) is the anaglyph obtained from the previous images (a) and 
(b). For a better visualization of image (c), we have enhanced its brightness and reduced the noise.  
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4. CONCLUSION 
In this paper we have shown that it is possible to produce full-color stereoscopic images with a single photodiode and an 
off-the-shelf projector. In this way, we have proposed a low-cost setup to produce a pair of images that can be used as an 
input in a 3D display. In the proposed approach, the 3D information of the scene is provided by the disparity and not by 
light shading. 
It has also being shown that using the pair of stereoscopic images obtained with the single pixel approach, it is possible 
to get depth information of the scene. 
Single-pixel cameras are a promising alternative to conventional imaging techniques in applications such as polarimetric 
and multispectral imaging, or to deal with exotic spectral bands. Additionally, they have been applied with success in 
imaging through scattering media. This new approach can be the first step to extend all these applications to stereoscopic 
imaging.  
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