We examine the degenerate parabolic equation
Introduction
In a bounded interval Ω := (−a, a) ⊂ R, we consider nonnegative solutions to the degenerate parabolic boundary value problem
u| ∂Ω = 1,
where p > 1 and q ∈ (−1, p − 1) are fixed parameters, u 0 is a given nonnegative function with u| ∂Ω = 1 which is continuous inΩ, and χ {u>0} denotes the characteristic function of the set of points where u is positive. Being a generalization of the porous medium equation with strong sink,
the PDE in (0.1) arises in various fields of mathematical modelling (see, e.g., [1, 5, 6, 20] or references therein). As far as the corresponding Cauchy problem in Ω = R (without a boundary condition) is concerned, it is proved in [20] that a solution u with bounded initial datum will undergo a finite-time extinction, so that its dead core set D(t) := x ∈ Ω | u(x, t) = 0 ≡ u(t) = 0 converges to Ω = R as t → ∞, in fact, it coincides with R for large t. As opposed to this, if u is forced to take positive boundary values as in (0.1), we expect that the parabolic smoothing action will attempt to restrain u away from zero at least in a neighborhood of ∂Ω.
Indeed, in the case p ∈ [0, 1) with q < −p, it has been shown in [4] and later on in [2] that for monotonically decreasing solutions, D(t) approaches a limit set separated from ∂Ω by a positive distance. For stronger degeneracies and stronger absorption, we shall find that Finally, in Section 5 we will briefly discuss the possibility of 'quenching in infinite time'; roughly speaking, we ask whether it may happen that D(t) is empty for all t < ∞ but lim t →∞ u(x, t) = 0 holds in a certain set of points x ∈ Ω.
For the weakly degenerate case p < 1, in [2] we are given an example for such a phenomenon to occur in presence of weak absorption (q −1), while impossibility is proved for nonincreasing solutions of the nondegenerate equation (p = 0) in [10] (see also [16, 17] ). As to strongly degenerate diffusion, we shall see that
• if q = 1 − p then quenching in infinite time occurs, if at all, only within a finite set: -for q < 1 − p, this set consists of no more than one point (Theorem 5.1), -when q > 1 − p, it contains at most the boundary points of Ω (Theorem 5.2); • if either -q < 1 − p and Ω is large (Theorem 5.1) or -p > 3 and q ∈ 3 − p, Before going medias in res, let us finally remark that the restriction to q < p − 1 is somewhat natural due to the fact that (0.1) does not possess a weak solution (in the sense to be defined below) for q > p − 1 and any smooth u 0 having zeroes in Ω-for a proof we refer to that of Theorem 2.3 in [20] . Both borderline cases q = p − 1 as well as p = 1 belong to the 'existence regime,' but the corresponding existence proofs become more involved than those presented here; in order to get an idea of this, the reader may consult, e.g., Lemma 1.2 in [20] .
Further results on related problems can be found in [7, 9, 11, [13] [14] [15] .
Some preliminaries
In view of the strong absorption term u −q entering (0.1) we do not know whether prescribing positive boundary values is compatible with requiring solutions that are continuous up to ∂Ω. Accordingly, we base our notion of weak solution on functions which possibly jump at ±a, which explains the usage of the space BV(Ω) of functions of bounded variation onΩ in
holds, if u| t =0 = u 0 and if u takes the boundary value 1 in the sense that for almost every t > 0, we have 2) where the integral on the left is to be understood in the Riemann-Stieltjes sense.
In order to obtain a solution of (0.1), we proceed as in [20] . We fix a sequence of numbers ε j ∈ (0, 1) such that ε j 0 as j → ∞ and let u 0ε ∈ W 1,∞ (Ω) be such that u 0 + ε 2 u 0ε u 0 + 2ε in Ω and u 0ε | ∂Ω = 1 + ε for ε ∈ (ε j ) j ∈N . Accordingly, if χ : [0, ∞) → R is smooth and nondecreasing with χ ≡ 0 on (0, 1) and χ ≡ 1 in (2, ∞) and g ε (s) := χ s ε s −q for s > 0 then it follows from classical parabolic arguments that the boundary value problems
have unique classical solutions u ε which satisfy
and which monotonically converge, 5) to some nonnegative function u. As u is easily seen to be independent of the choice of (ε j ) j ∈N and of the u 0ε , we do not lose any generality if we throughout assume that
More information on the convergence u ε → u is gained from the following two lemmas. 
The claim now follows from the estimate |2u
x , the nonnegativity of g ε and (1.4). ✷
The next lemma provides an estimate which will be an indispensable tool in everything that follows.
and w u ε on ∂Ω as well as at t = τ for all sufficiently small τ > 0, it follows from the comparison principle that w u ε in Ω × (0, t ) and thus u ε (x, t )
For fixed x 0 ∈ Ω with d := a − x 0 and t 0 > τ , we choose
and z := ζ 2 v x , we then see that z is either bounded above by
pτ , or otherwise takes its positive maximum at some point in Ω × τ 2 , t 0 , at which the relations z x = 0 and z t − v pβ z xx 0 hold. Differentiating (1.3) with respect to x, we infer from this that
holds at this point, where we have set G ε (s) := 1 β s 1−β g ε (s β ) and note that z x = 0 implies 2ζ x v x = −ζ v xx . From this, we derive the inequality
at this maximum point. Observe that G ε 0 due to β 1 q+1 , and that v 2−pβ and v 2 are uniformly bounded because of (1.4) and the fact that β
, which directly yields the right estimate in (1.6), whereas the left one is derived in the same way.
(ii) By our convention, |u 0εx | c 1 :
Since furthermore w is easily seen to fulfill w t − w p w xx + g ε (w) 0 in Q, it results from the comparison principle that u ε w in Q and therefore, since w x (−a, t) = c 1 ,
(1.8)
Using ζ 2 ≡ 1 this time, we now proceed in quite the same way as before, substituting ( Proof. Let us first assume that u 0 ∈ W 1,∞ (Ω) and sup ε (u
q+1 . According to Lemma 1.2(ii) and an additional argument applying the result in [12] to u 1/β ε (cf. [20] for details), we find the ε-independent estimate
and thus, by (1.5),
(1.9)
Moreover, by Lemma 1.2(ii), since
as ε → 0 due to the monotone convergence of the u ε , it follows that v = u p (t) ∈ BV(Ω) for all t > 0 and that Ω ψ du p 
. Now the proof of the fact that u satisfies the integral identity (1.1) is deduced from (1.9) and Lemma 1.1 in the same way as demonstrated in Theorem 1.4 in [20] .
Also, a method of reducing the situation of general u 0 (being merely continuous) to the above one using Lemma 1.2(i) can be found in the quoted reference. ✷ Ignoring the question of uniqueness, by u we will henceforth exclusively denote the limit lim ε u ε just constructed.
Steady state solutions
In this section we briefly examine weak solutions of
where by a weak solution of (2.1) we mean a nonnegative function w with w (p+1)/2 ∈ W 1,2 (Ω) such that w| ∂Ω = 1 and
holds for all nonnegative ψ ∈ C ∞ 0 (Ω). Evidently, a weak solution of (2.1) defines a timeindependent weak solution of (0.1).
n-dimensional versions of (2.1) are studied in detail in [3, 4] . The next two lemmas already indicate substantial differences between the two parameter regimes q 1 − p and q < 1 − p, where the latter one occurs only for p < 2, and thereby suggest the distinction drawn in the subsequent sections.
Lemma 2.1. Let q 1 − p and
Proof. Suppose first that q > 1 − p and let w be a given weak solution of (2.1). Then w is smooth in {w > 0} and thus convex with w 1. Calculating the first integral of (2.1), we
Thus, taking x a and x 0 x := inf{x ∈ Ω | w > 0 in (y, a)} in (2.2) shows that w(x ) > 0, which means w > 0 in Ω, whereby w is proved to be smooth and symmetric with respect to x = 0 with w 0 := inf Ω w = w(0) < 1. Consequently, (2.2) yields the representation
for w. In particular, letting
. Since ϕ(1) = 0 and lim s→∞ ϕ(s) = 0 by l'Hospital's rule, we infer that a 0 = max s>1 ϕ(s) exists and therefore the upper bounds for the numbers of solutions in (i)-(iii) follow as soon as we can show that ϕ has no more than one local extremum in (1, ∞). Evaluating its derivatives, however, we obtain
for s > 1, which shows that ϕ has at most one zero in (1, ∞), so that ϕ −1 ({a}) contains two, one or no elements if a < a 0 , a = a 0 or a > a 0 , respectively, which implies the claim.
Conversely, if
3) evidently defines a positive solution w of (2.1) with w(0) = w 0 , which is of course uniquely determined by w 0 . It remains to show that if a < a 0 then two solutions are ordered; but this directly results from (2.2) which tells that if w 1 (0) < w 2 (0) then w 1x > w 2x at each intersection point of w 1 and w 2 in [0, a] and therefore w 1 (x) = w 2 (x) holds if and only if |x| = a.
The exceptional case q = 1 − p is treated similarly, with obvious changes in (2.2) and (2.3) involving ϕ(s) :=
In contrast to this, part (ii) of the next lemma provides a continuum of nonnegative solutions for small q. 
Lemma 2.2. Let q < 1 − p and set
then there is a unique nonnegative weak solution w ∈ W 1,∞ (Ω) of (2.1) with zero set {w = 0} = I . Conversely, the zero set of any weak solution of (2.1) is either empty or has the mentioned structure.
Proof. (i) As far as positive solutions are concerned, we proceed as in the proof of Lemma 2.1 to obtain for a given positive solution w with w 0 := w(0) ∈ (0, 1) the formula
Thus, a = ϕ
We claim that again ϕ has exactly one zero s 0 in (1, ∞), whence ϕ strictly increases from ϕ(1) = 0 to a 1 = ϕ(s 0 ) in the interval (1, s 0 ) and then strictly decreases to lim s→∞ ϕ(s) =ā 1 in (s 0 , ∞). These observations then easily lead to the assertion.
This on the one hand proves that ϕ can have no more than one zero, and on the other hand it shows that if α 1 3 then s (α+3)/2 ϕ (s) → −∞ as s → ∞, which means that ϕ (s) is negative for large s. That the same is true also for α < 1 3 can be seen by means of somewhat more involved but elementary calculations using, e.g., the expansion
The ordering property in (II) is proved exactly as in Lemma 2.1.
(ii) If w is a solution of (2.1) with zeroes in Ω then, since w is convex, {w = 0} is a compact interval I . Denoting x + := max I , we then find w(x + ) = 0, w > 0 on (x + , 1) and w x > 0 on (x + , 1). Moreover, w 0x := lim x x + w x (x) exists as a finite nonnegative number. From the first integral procedure we obtain
and thence
The assertion now immediately results from this if we note that ψ increases on (0, ∞) with Returning to the time-dependent problem (0.1) and assuming throughout the rest of the paper for simplicity that
we will concentrate first on the very strong absorption case q > 1 − p and on solutions which have zeroes in Ω × [0, ∞). Clearly, the equilibria found in Lemma 2.1 indicate that this need not be the case for every solution of (0.1); for positive solutions we refer to Section 5. However, if we know from whatever condition that u = 0 at some point (which will trivially be the case if already u 0 has a zero, or also if, e.g., p >3, q ∈ 3 − p, p 3 − 1 and Ω is large, cf. Theorem 5.3) then Theorems 3.7 and 3.9 will show that the 'dead core set' {u(t) = 0} will strictly increase so as to have positive measure instantaneously and 'converge' to Ω as t → ∞.
In accordance with (3.1), all constants in the sequel will depend on u 0 W 1,∞ (Ω) , the size of Ω and the parameters p and q (and possibly β).
The first auxiliary lemma is on stationary supersolutions of (0.1) and will be employed in the proof of Lemma 3.2. 
Proof. We may assume x 0 = 0. Differentiating v gives
(1−β)A then the assumption on η ensures that
and thus I 2 I 3 . Accordingly, we have I 1 − I 2 + I 3 0 for any x ∈ R. ✷ An important feature of the very strong absorption case is that smallness of a solution is preserved even in the pointwise sense, i.e., once a solution is small enough at some point x 0 (measured in terms of the boundary distance of x 0 ), it will remain small at this point for all later times. Note that this property is stronger than 'conservation of being zero' as claimed by Corollary 3.3, which has been found under certain growth assumptions on u 0 (respectively, u(t 0 )) also for the unperturbed equation u t = uu xx in [5] .
Lemma 3.2. Suppose that
for some x 0 ∈ Ω and some t 0 0 (3.2)
Proof. We fix τ > 0 and choose
δ for all ε ε 0 and a suitably small ε 0 . Writing d := dist(x 0 , ∂Ω), we then infer from Lemma 1.2(ii) that
and therefore 
then Lemma 3.1 in combination with the parabolic comparison principle tells us that u ε (x, t) v(x) for all (x, t) ∈ Ω × (t 0 , ∞) and in particular u(x 0 , t) v(x 0 ) = 2 β/2 δ for all t > t 0 . Therefore (3.3) is true if
and the proof is complete. ✷ As an immediate consequence, we obtain that the positivity set {u(t) > 0} is nonincreasing with time (whence the dead core set does not decrease). For the Cauchy problem corresponding to (0.1), this pointwise property (being sharper than nongrowth of the support as being valid for (0.1) in absence of absorption, cf. [21] ) was discovered in [20] . In order to strengthen the latter assertion in Theorems 3.7 and 3.9, we prepare several tools, starting with a Gronwall type lemma, the elementary proof of which can be found in [20] , Lemma 3.2.
Lemma 3.4. Suppose that t 0 0, T > 0 and that a continuous function y is positive on [t 0 , t 0 + T ] and satisfies
with given positive numbers y 0 , A, B and λ. If
The next lemma will play an essential role also in Section 5. It states that if a solution is small at some point then very strong absorption will enforce extinction at some later time in a set of large measure. 
and if (t 0 , t) , t ∈ (t 0 , t 0 + T ), to see that
Estimating the second term on the left by means of Young's inequality and then taking ε → 0 using Beppo-Levi's theorem and Fatou's lemma, we arrive at
Employing Hölder's inequality and (3.5) shows that
whereas (3.4) and Lemma 1.2(ii) imply
and thus
Together with (3.7) and (3.8), this shows that y(t) := Ω ψ 2 u γ (t) satisfies
for all t ∈ (t 0 , t 0 + T ) and therefore Lemma 3.4 yields
By (3.9), we have y(t 0 ) (1 + C 0 ) βγ d −βγ b βγ +1 and thus the latter statement means that
holds under the assumption
which is equivalent to
Accordingly, due to d < 2a, upon the choices
the claim of the lemma follows. ✷ By an iteration procedure we infer that under conditions similar to the above, u already must vanish identically in a large interval at some later time. 
Proof. We let
, we define for integers k 0,
(with T 0 := 0) and
We claim that
as T k → T (b) as k → ∞, this will prove the lemma. For k = 0, (3.10) is trivial; if it has been proved for some k 0, we subdivide P k = j ∈N⊂N I j into mutually disjoint intervals I j in such a way that u(x j , t 0 + T k ) = 0 holds for x j := inf I j . According to the choice of C 4 , we have
. Since moreover u(x j , t) = 0 for all t t 0 + T k by Lemma 3.2, we infer from Lemma 3.5 that
and the proof is complete. ✷ As a corollary, we obtain 
holds for all
where we have set
Proof. With C 4 and C 5 as in Lemma 3.6, let
and
Then, for fixed
Remark. In particular, Theorem 3.7 tells us that if u(x 0 , t 0 ) = 0 then the 'right interface,' that is, the one part
of the free boundary of the set {u(t) > 0}, propagates locally near t = t 0 at least as fast as some positive power of t − t 0 ; more precisely, we have
Specifically, if q > 0 then the choice β := 1 q+1 leads to ζ(t) x 0 + c(t − t 0 ). Unfortunately, the constant appearing here may tend to zero as x 0 approaches the right part a of ∂Ω (cf. (3.11) ), so that (3.12) will probably cease to hold for large t-if it did, however, it would surely imply that u(T ) ≡ 0 in Ω for some T large enough.
In order to provide estimates describing the large time behavior of ζ (and thereby the asymptotics of the dead core set {u(t) = 0}), we need a tool dealing with recursively defined real sequences.
holds with some A > 0 and λ > 0. Then there is B > 0 such that
Proof. We letτ :
and τ k τ for all k k 0 , where the latter condition can be fulfilled since evidently τ k → 0 as k → ∞.
With these definitions, we have for some c and all t large enough, for it may be proved in quite the same way that the corresponding right interface satisfies a similar estimate.
To this end, we fix β ∈ 2 p+q+1 , 1 such that
and may assume that ζ(t) < a for all t ∈ (t 0 , ∞) since otherwise we are done in view of Corollary 3.3.
Starting with (x 0 , t 0 ) as given and and C 6 and C 7 are as in Lemma 3.7. The repeated application of Lemma 3.7 shows that
(3.15)
In particular, we see that x k+1 ζ(t k ) < a, so that the strictly increasing sequence (x k ) k∈N must converge. By the recursive definition of x k , this means that the positive distances d k tend to zero as k → ∞. As the latter ones also satisfy 
From the definition of t k we thus obtain
and therefore
with k 1 large enough. Since t k+1 − t k → 0 as k → ∞ due to d k → 0 and since t k → ∞ as k → ∞ (otherwise we would have ζ(t) = a for all t > lim k→∞ t k ) there is t > 0 such that for any given t > t we can find k k 1 such that t 2 t k t. Consequently, (3.15) and (3.18) give
for all t > t , which was to be proved.
(ii) In the case q > 0 we may take β = 1 q+1 and proceed analogously. The appearance of the exponential is due to the fact that (3.17) is now replaced with
Proof. (i) Let D denote the interior of the set {w = 0}-according to Lemma 2.2(ii), D and {w = 0} differ by at most two points. To see that
we first note that if 0 < t 0 < t then due to Lemma 4.1, u(t 0 ) > 0 a.e., in {u(t) > 0} ∩ D and thus µ is nonincreasing on (0, ∞). Suppose that, as opposed to (4.1), µ(t) µ 0 > 0 for all t. We fix a compact interval
2 for all t > 0, we obtain as in the proof of Lemma 3.5 that for 0 < t 0 < t,
As u(t k ) → w for some t k ∞ and w ≡ 0 in K, it follows that if t 0 ∈ (t k ) k∈N is chosen large enough then y(t ) = 0 for some large t > 0. But this means that u(t ) ≡ 0 in K, so that µ(t ) |D \ K| < Combining this with (4.1), we end up with
which completes the proof. ✷ Now the main result of this section is actually a corollary:
where w is a weak solution of (2.1). Moreover,
in the sense of Lemma 4.1. In particular, {u(t) > 0} converges to a set which is either empty or a compact and connected subset of Ω.
Proof. As ω(u)
is connected and the number of positive solutions of (2.1) is finite due to Lemma 2.2(i), ω(u) can only contain more than one element if all of these have zeroes. But Lemma 2.2(ii) states that a solution w of (2.1) is uniquely determined by {w = 0}, whence the assertion follows from Lemma 4.2. ✷
In view of Lemma 2.2(i), one consequence of this theorem is that if Ω is large (i.e., a > a 1 ) then every solution will eventually develop a dead core, while for small Ω (a a 1 ), any solution evolving from sufficiently large initial data will remain positive. This result is consistent with those found-in arbitrary space dimensions-for the semilinear version of (0.1) (with p = 0) in [3] and for the weakly degenerate case p ∈ (0, 1) in [2] .
Positive solutions; impossibility of quenching in infinite time
Let us now turn our attention to the possibility of 'quenching in infinite time,' that is, whether it may occur that a solution u, being positive in Ω × (0, ∞), may develop a nonempty 'dead core set at infinity'
As far as the case q < 1 − p is concerned, Theorem 4.3 has just clarified that such a set, if existing, may consist only of one point. In other words: If q < 1 − p then quenching at t = ∞ occurs, if at all, only at a single point which must lie in Ω (cf. Lemma 2.2(ii)) and therefore quenching at infinity is impossible in large domains. To summarize, we state without further comment 
Consequently, quenching in infinite time is impossible in large domains.
For q > 1 − p, our first assertion sounds similarly: Quenching in infinite time may happen only at single points. However, these possible points are now exactly the boundary points of Ω, that is, D ∞ ⊂ ∂Ω. This results from the following theorem which provides a pointwise a priori estimate from below for positive solutions, weighted in terms of the distance to the lateral boundary. 
