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Abstract
For a connected graph G and any two vertices u and v in G, let D(u, v) denote the length of a longest u–v path in G. A
hamiltonian coloring of a connected graph G of order n is an assignment c of colors (positive integers) to the vertices of G
such that |c(u) − c(v)| + D(u, v) ≥ n − 1 for every two distinct vertices u and v in G. The value hc(c) of a hamiltonian
coloring c is the maximum color assigned to a vertex of G. The hamiltonian chromatic number hc(G) of G is min{hc(c)}
taken over all hamiltonian colorings c of G. In this paper we discuss the hamiltonian chromatic number of graphs G with
max{D(u, v)|u, v ∈ V (G), u 6= v} ≤ n2 . As examples, we determine the hamiltonian chromatic number for a class of caterpillars,
and double stars.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A hamiltonian coloring of a connected graph G is an assignment c of colors (positive integers) to the vertices
of G such that |c(u) − c(v)| + D(u, v) ≥ n − 1 for every two distinct vertices u and v of G, where D(u, v) is
the length of a longest u–v path in G and n is the order of G. The value hc(c) of a hamiltonian coloring c is the
maximum color assigned to a vertex of G. The hamiltonian chromatic number hc(G) of G is min{hc(c)} taken over
all hamiltonian colorings c of G. A hamiltonian coloring c of G is a minimum hamiltonian coloring if hc(c) = hc(G).
The concepts of hamiltonian colorings are variations from radio k-colorings of graphs, which were inspired by the
(FM Radio) Channel Assignments Problem (see [5,7]), and introduced by Chartrand, Nebesky´ and Zhang [1,2]. For a
recent survey on hamiltonian colorings we refer the interested reader to Chartrand, Nebesky´ and Zhang [4].
At present, the hamiltonian chromatic numbers of some well known graphs have been determined by Chartrand,
Nebesky´ and Zhang in [1], such as hc(Kn) = 1 for n ≥ 1, hc(Cn) = n − 2 for n ≥ 3, hc(K1,n−1) = (n − 2)2 + 1 for
n ≥ 3, hc(Kr,r ) = r for n ≥ 2, and hc(Kr,s) = (s−1)2− (r−1)2 for 2 ≤ r < s. Also, an upper bound of hc(Pn) was
I Research supported in part by the Doctoral Foundation of Hebei Normal University of Science and Technology, PR China (2006D015), and
the Natural Science Foundation of Hebei Province, PR China (08M004).
∗ Corresponding author. Tel.: +86 335 8065651; fax: +86 335 8076569.
E-mail address: syf030514@163.com (Y. Shen).
0166-218X/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2007.12.002
Y. Shen et al. / Discrete Applied Mathematics 156 (2008) 3028–3034 3029
established by Chartrand, Nebesky´ and Zhang in [1], and the exact value of hc(Pn) (it is equal to the radio antipodal
number ac(Pn)) was given by Khennoufa and Togni in [6]. In [2], Chartrand, Nebesky´ and Zhang have shown that if
T is a tree of order n ≥ 5 such that T is not a star, then hc(T ) ≤ (n − 2)2 − 1, and this bound is sharp.
In this paper we discuss the hamiltonian chromatic number of graphs with max{D(u, v)|u, v ∈ V (G), u 6= v} ≤ n2 .
As examples, we determine the hamiltonian chromatic number for a class of caterpillars, and double stars.
2. On hc(G) for graphs G with maximum distance bound n2
For a connected graph G of order n ≥ 5 and an ordering σ : v1, v2, . . . , vn of the vertices of G, define
D(σ ) =∑n−1i=1 D(vi , vi+1) and D(G) = max{D(σ ) : σ is an ordering of V (G)}. A lower bound for the hamiltonian
chromatic number of a connected graph G in terms of its order and D(G) was established in [3].
Theorem 2.1 ([3]). If G is a connected graph of order n ≥ 5, then hc(G) ≥ (n − 1)2 + 1−D(G).
Now, let G be a connected graph of order n and max{D(u, v)|u, v ∈ V (G), u 6= v} ≤ n2 . For simplicity, such a
graph G is called a graph with maximum distance bound n2 , or a DB(
n
2 ) graph for short. Moreover, for an ordering
σ : v1, v2, . . . , vn of the vertices of G, we define cσ to be an assignment of positive integers to V (G): cσ (v1) = 1
and cσ (vi+1) − cσ (vi ) = (n − 1) − D(vi , vi+1) for each 1 ≤ i ≤ n − 1. Then for a DB( n2 ) graph G, we have the
following two theorems.
Theorem 2.2. Let G be a DB( n2 ) graph of order n ≥ 4. Then for any σ , cσ is a hamiltonian coloring for G with
hc(cσ ) = (n − 1)2 + 1−D(σ ).
Proof. Let σ : v1, v2, . . . , vn be an ordering of the vertices of G. By the definition of the cσ , it is clear that
|cσ (v j )− cσ (vi )| + D(vi , v j ) ≥ (n − 1), for any 1 ≤ i ≤ n − 1 and j = i + 1.
Assume j − i ≥ 2. As G is a DB( n2 ) graph, we have that
cσ (v j )− cσ (vi ) =
j−1∑
l=i
(cσ (vl+1)− cσ (vl)) =
j−1∑
l=i
(n − 1− D(vl , vl+1))
≥
j−1∑
l=i
(n − 1− n
2
) = ( j − i)n − 2
2
≥ n − 2.
Note that D(vi , v j ) ≥ 1; it follows that |cσ (v j )− cσ (vi )| + D(vi , v j ) ≥ (n − 1). Thus, cσ is a hamiltonian coloring
for G, and hence
hc(cσ ) = cσ (vn) = cσ (v1)+ (n − 1)2 −
n−1∑
i=1
D(vi , vi+1)
= (n − 1)2 + 1−D(σ ). 
Theorem 2.3. If G is DB( n2 ) graph of order n ≥ 5, then hc(G) = (n − 1)2 + 1 − D(G), and for any σ such thatD(σ ) = D(G), hc(cσ ) = hc(G). Namely, cσ is a minimum hamiltonian coloring for G.
Proof. Let σ : v1, v2, . . . , vn be an ordering of the vertices of G with D(σ ) = D(G). Note that hc(G) ≤ hc(c)
for any hamiltonian coloring c for G; then hc(G) ≤ hc(cσ ) = (n − 1)2 + 1 − D(σ ) = (n − 1)2 + 1 − D(G) by
Theorem 2.2. On the other hand, (n−1)2+1−D(G) ≤ hc(G) by Theorem 2.1. Thus, hc(G) = (n−1)2+1−D(G),
and hc(cσ ) = hc(G). 
3. Hamiltonian chromatic number of a class of caterpillars
A tree is said to be a caterpillar C if it consists of a path s1s2 . . . sm (m ≥ 3), called the spine of C , with
some hanging edges known as legs, which are incident to the inner vertices s2, s3, . . . , sm−1. If d(si ) = d for
i = 2, 3, . . . ,m − 1, then we denote the caterpillar by C(m, d), where d(si ) denotes the degree of si . In this section,
for m ≥ 3 and d ≥ 3 we determine hc(C(m, d)).
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Fig. 1. C(m, d) with m = 2k + 1.
Theorem 3.1. For any positive integer m ≥ 3 and d ≥ 3,
hc(C(m, d)) =

2d − 3
2d − 2 (n − 2)
2 + d + 1
2
, m is odd;
2d − 3
2d − 2 (n − 2)
2 + 1, m is even,
where n = |V (C(m, d))| = m + (m − 2)(d − 2) is the order of C(m, d).
Proof. For C(m, d), if m = 3 and d = 3, then n = 4 and C(m, d) = K1,3. By the result hc(K1,n−1) = (n − 2)2 + 1
for n ≥ 3, hc(K1,3) = 5. Note that ( 2d−32d−2 (n − 2)2 + d+12 )|d=3,n=4 = 5. So Theorem 3.1 holds.
Suppose that m > 3 or d > 3; then n = |V (C(m, d))| ≥ 5. It is easy to see that max{D(u, v)|u, v ∈
V (C(m, d)), u 6= v} ≤ n2 by the definition of C(m, d). Namely, C(m, d) is a DB( n2 ) graph. By Theorem 2.3,
we only need to determine the value of D(C(m, d)). For any ordering σ : v1, v2, . . . , vn of the vertices of C(m, d),
denote the path from vi to vi+1 by Pi,i+1 for i = 1, 2, . . . , n − 1.
(1) m is odd. Let m = 2k + 1, denote the central vertex of the spine of C(m, d) by x0 (see Fig. 1).
Claim 3.1. For any ordering σ : v1, v2, . . . , vn of the vertices of C(m, d), D(σ ) ≤ 2(d − 1)k(k + 1) − 2d + 4 −
(D(v1, x0)+ D(vn, x0)). Furthermore, the equality holds if x0 ∈ V (Pi,i+1) for each i = 1, 2, . . . , n − 1.
In fact, for any i = 1, 2, . . . , n − 1, if x0 ∈ V (Pi,i+1) then D(vi , vi+1) = D(vi , x0) + D(x0, vi+1); otherwise
D(vi , vi+1) < D(vi , x0)+ D(x0, vi+1). Therefore
D(σ ) =
n−1∑
i=1
D(vi , vi+1)
≤
n−1∑
i=1
(D(vi , x0)+ D(x0, vi+1))
= 2
n∑
i=1
D(vi , x0)− (D(v1, x0)+ D(vn, x0))
= 2(2(d − 1)k + 2(d − 1)(k − 1)+ · · · + 2(d − 1)2+ d)− (D(v1, x0)+ D(vn, x0))
= 2(d − 1)k(k + 1)− 2d + 4− (D(v1, x0)+ D(vn, x0)),
and the equality holds if x0 ∈ V (Pi,i+1) for each i = 1, 2, . . . , n − 1.
Claim 3.2. There exists an ordering σ ∗ : v1, v2, . . . , vn of the vertices of C(m, d), with v1 = x0, vn ∈ N (x0) and
x0 ∈ V (Pi,i+1) for each i = 1, 2, . . . , n − 1, such that D(σ ∗) = D(C(m, d)) = 2(d − 1)k(k + 1)− 2d + 3.
In fact, by Claim 3.1 it is easy to see that if an ordering σ : v1, v2, . . . , vn satisfies that x0 ∈ V (Pi,i+1) for
each i = 1, 2, . . . , n − 1, and D(v1, x0) + D(vn, x0) attains its minimum, then D(σ ) = D(C(m, d)). Clearly,
D(v1, x0) + D(vn, x0) ≥ 1 for any ordering σ : v1, v2, . . . , vn , and D(v1, x0) + D(vn, x0) = 1 for every ordering
σ : v1, v2, . . . , vn that satisfies v1 = x0, vn ∈ N (x0) and x0 ∈ V (Pi,i+1) for each i = 1, 2, . . . , n−1. By the structure
of C(m, d), it is easy to see that there actually exists a desired ordering σ ∗: x0 = sk+1; s2k+1, s1, u2k,1, u21, . . . ,
u2k,d−2, u2,d−2; s2k , s2, u2k−1,1, u31, . . . , u2k−1,d−2, u3,d−2; . . . ; sk+2, sk , uk+1,1, uk+1,2, . . . , uk+1,d−2 (∈ N (x0)),
which satisfies v1 = x0, vn ∈ N (x0) and x0 ∈ V (Pi,i+1) for each i = 1, 2, . . . , n− 1. Thus, for the above σ ∗ we have
that D(v1, x0)+ D(vn, x0) = 1 and D(σ ∗) = D(C(m, d)) = 2(d − 1)k(k + 1)− 2d + 3.
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Fig. 2. C(m, d) with m = 2k.
Note that n = 2k + 1+ (2k − 1)(d − 2) = 2(d − 1)k − d + 3, by Theorem 2.3 we have
hc(C(m, d)) = hc(cσ ∗) = (n − 1)2 + 1− D(C(m, d))
= (n − 1)2 + 1− (2(d − 1)k(k + 1)− 2d + 3)
= (n − 1)2 + 1−
(
(n + d − 3)
(
n + d − 3
2(d − 1) + 1
)
− 2d + 3
)
= 2d − 3
2d − 2 (n − 2)
2 + d + 1
2
.
(2) m is even. Let m = 2k; denote the central vertices of the spine of C(m, d) by x0 and y0 (see Fig. 2).
Claim 3.3. For any ordering σ : v1, v2, . . . , vn of the vertices of C(m, d),D(σ ) ≤ 2(d−1)k2−2d+4−(D(v1, x0)+
D(vn, x0)). Furthermore, the equality holds if x0y0 ∈ E(Pi,i+1) for each i = 1, 2, . . . , n − 1.
In fact, for any i = 1, 2, . . . , n − 1, if x0y0 ∈ E(Pi,i+1) then D(vi , vi+1) = D(vi , x0) + D(x0, vi+1); otherwise
D(vi , vi+1) ≤ D(vi , x0)+ D(x0, vi+1). Therefore
D(σ ) =
n−1∑
i=1
D(vi , vi+1)
≤
n−1∑
i=1
(D(vi , x0)+ D(x0, vi+1))
= 2
n∑
i=1
D(vi , x0)− (D(v1, x0)+ D(vn, x0))
= 2((d − 1)(k − 1)+ (d − 1)(k − 2)+ (d − 1)(k − 3)+ · · · + (d − 1) · 1
+(d − 1)k + (d − 1)(k − 1)+ · · · + (d − 1) · 2+ 1)
−(D(v1, x0)+ D(vn, x0))
= 2(d − 1)k2 − 2d + 4− (D(v1, x0)+ D(vn, x0)),
and the equality holds if x0y0 ∈ E(Pi,i+1) for each i = 1, 2, . . . , n − 1.
Claim 3.4. There exists an ordering σ ∗: v1, v2, . . . , vn of the vertices of C(m, d), with v1 = x0, vn = y0 and
x0y0 ∈ E(Pi,i+1) for each i = 1, 2, . . . , n − 1, such that D(σ ∗) = D(C(m, d)) = 2(d − 1)k2 − 2d + 3.
In fact, by Claim 3.3 it is easy to see that if an ordering σ : v1, v2, . . . , vn satisfies that x0y0 ∈ E(Pi,i+1) for
each i = 1, 2, . . . , n − 1, and D(v1, x0) + D(vn, x0) attains its minimum, then D(σ ) = D(C(m, d)). Clearly,
D(v1, x0) + D(vn, x0) ≥ 1 for any ordering σ : v1, v2, . . . , vn , and D(v1, x0) + D(vn, x0) = 1 for every ordering
σ : v1, v2, . . . , vn that satisfies v1 = x0, vn = y0 and x0y0 ∈ E(Pi,i+1) for each i = 1, 2, . . . , n − 1. By the
structure of C(m, d), it is easy to see that there actually exists a desired ordering σ ∗ : x0 = sk ; s2k , s1, u2k−1,1,
u21, . . . , u2k−1,d−2, u2,d−2; . . . ; s2k−1, s2, u2k−2,1, u31, . . . , u2k−2,d−2, u3,d−2; . . . ; sk+2, sk−1, uk+1,1, uk,1, . . . ,
uk+1,d−2, uk,d−2, sk+1 = y0, which satisfies v1 = x0, vn = y0 and x0y0 ∈ E(Pi,i+1) for each i = 1, 2, . . . , n − 1.
Thus, for the above σ ∗ we have that D(v1, x0) + D(vn, x0) = 1 and D(σ ∗) = D(C(m, d)) = 2(d − 1)k2 −
2d + 3.
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Fig. 3. Double star K2(n1, n2).
Note that n = 2k + (2k − 2)(d − 2) = 2(d − 1)k − 2d + 4; by Theorem 2.3 we have
hc(C(m, d)) = hc(cσ ∗) = (n − 1)2 + 1− D(C(m, d))
= (n − 1)2 + 1− (2(d − 1)k2 − 2d + 3)
= (n − 1)2 + 1−
(
(n + 2d − 4)n + 2d − 4
2(d − 1) − 2d + 3
)
= 2d − 3
2d − 2 (n − 2)
2 + 1. 
Remark 3.1. In [1], Chartrand, Nebesky´ and Zhang have shown for stars, as the special case of Kr,s , that for n ≥ 3,
hc(K1,n−1) = (n − 2)2 + 1. Now, for n ≥ 5 this result is an immediate consequence of Theorem 3.1.
In fact, note that K1,n−1 = C(3, n − 1); hence
hc(K1,n−1) = 2(n − 1)− 32(n − 1)− 2 (n − 2)
2 + n − 1+ 1
2
= (n − 2)2 + 1.
4. Hamiltonian chromatic number of double stars
Our aim in this section is to determine the hamiltonian chromatic number for double stars. A double star K2(n1, n2)
is a tree which is formed by joining n1, n2 hanging edges to the two vertices of K2 (see Fig. 3).
Theorem 4.1. Let K2(n1, n2) be a double star. If n2 ≥ n1 ≥ 2, then hc(K2(n1, n2)) = (n1 + n2)2 − 2n1 + 1.
Proof. Case 1. n2 = n1 ≥ 2. In this case, K2(n1, n2) = C(4, n1 + 1). Namely m = 4, d = n1 + 1 ≥ 3 and
n = |V (K2(n1, n2))| = 2n1 + 2 ≥ 5. By Theorem 3.1, we can obtain that hc(K2(n1, n2)) = 2n1−12n1 (2n1)2 + 1 =
4n21 − 2n1 + 1 = (n1 + n2)2 − 2n1 + 1.
Case 2. n2 > n1 ≥ 2. As n2 > n1 ≥ 2, it is easy to see that n = |V (K2(n1, n2))| = n1 + n2 + 2 ≥ 7 and
max{D(u, v)|u, v ∈ V (K2(n1, n2)), u 6= v} ≤ n2 by the structure of K2(n1, n2). Namely, K2(n1, n2) is a DB( n2 )
graph. By Theorem 2.3, we only need to determine the value of D(K2(n1, n2)). Note that for any ordering σ :
v1, v2, . . . , vn of the vertices of K2(n1, n2), we have that 1 ≤ D(vi , vi+1) ≤ 3 for each i = 1, 2, . . . , n − 1. Define
T3 = {(vi , vi+1)|D(vi , vi+1) = 3, i = 1, 2, . . . , n − 1}. By the structure of K2(n1, n2), it holds that |T3| ≤ 2n1. And
it is easy to see the following facts.
If |T3| = 2n1, then
max ||T3|=2n1{D(σ ) : σ is an ordering of V (K2(n1, n2))} = 3 · 2n1 + 2(n2 − n1)+ 1
= 4n1 + 2n2 + 1,
and the ordering σ ∗ : y1, x1, y2, x2, . . . , yn1 , xn1 , yn1+1, yn1+2, . . . , yn2 , x0, y0 is such an ordering which satisfies that
|T3| = 2n1 and D(σ ∗) =∑n−1i=1 D(vi , vi+1) = 4n1 + 2n2 + 1.
If |T3| < 2n1, then
max ||T3|<2n1{D(σ ) : σ is an ordering of V (K2(n1, n2))} = 2+ 3(2n1 − 1)+ 2(n2 − n1 + 1)
= 4n1 + 2n2 + 1,
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Fig. 4. A minimum hamiltonian coloring c for C(7, 5).
Fig. 5. A minimum hamiltonian coloring c for C(8, 4).
Fig. 6. A minimum hamiltonian coloring c for K2(3, 5).
and the ordering σ ∗∗ : y0, x1, y1, x2, y2, . . . , xn1 , yn1 , yn1+1, yn1+2, . . . , yn2 , x0 is such an ordering which satisfies
that |T3| < 2n1 and D(σ ∗∗) =∑n−1i=1 D(vi , vi+1) = 4n1 + 2n2 + 1.
Therefore D(K2(n1, n2)) = max{D(σ ) : σ is an ordering of V (K2(n1, n2))} = 4n1 + 2n2 + 1. Thus, by
Theorem 2.3 it follows that
hc(K2(n1, n2)) = ((n1 + n2 + 2)− 1)2 + 1− D(K2(n1, n2))
= (n1 + n2 + 1)2 + 1− (4n1 + 2n2 + 1)
= (n1 + n2)2 − 2n1 + 1. 
5. Examples
Example 5.1. A minimum hamiltonian coloring c for C(7, 5).
Here m = 7 and d = 5; then n = m + (m − 2)(d − 2) = 22 and hc(c) = hc(C(7, 5)) = 2d−32d−2 (n − 2)2 + d+12 =
7
8 · 202 + 62 = 353 (see Fig. 4). The ordering of the vertices of C(7, 5) which satisfies D(σ ∗) = D(C(7, 5)) is σ ∗: s4;
s7, s1, u61, u21, u62, u22, u63, u23; s6, s2, u51, u31, u52, u32, u53, u33; s5, s3, u41, u42, u43, and c = cσ ∗ .
Example 5.2. A minimum hamiltonian coloring c for C(8, 4).
Here m = 8 and d = 4; then n = m + (m − 2)(d − 2) = 20 and hc(c) = hc(C(8, 4)) = 2d−32d−2 (n − 2)2 + 1 =
5
6 · 182 + 1 = 271 (see Fig. 5). The ordering of the vertices of C(8, 4) which satisfies D(σ ∗) = D(C(8, 4)) is σ ∗: s4;
s8, s1, u71, u21, u72, u22; s7, s2, u61, u31, u62, u32; s6, s3, u51, u41, u52, u42, s5 and c = cσ ∗ .
Example 5.3. A minimum hamiltonian coloring c for K2(3, 5).
Here n1 = 3 and n2 = 4; then n = n1 + n2 + 2 = 10 and hc(c) = hc(K2(3, 5)) = (n1 + n2)2 − 2n1 + 1 =
82 − 2 · 3+ 1 = 59 (see Fig. 6). The ordering of the vertices of K2(3, 5) which satisfies D(σ ∗) = D(K2(3, 5)) is σ ∗:
y1, x1, y2, x2, y3, x3, y4, y5, x0, y0, or σ ∗: y0, x1, y1, x2, y2, x3, y3, y4, y5, x0, and c = cσ ∗ .
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