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ABSTRACT 
Noah Greifer: Estimating Balancing Weights for Continuous Treatments Using Constrained 
Optimization 
(Under the direction of Patrick J. Curran) 
 
In the absence of randomization, common causes of a treatment and an outcome create an 
association between them that does not correspond to the causal effect of the treatment. When a 
sufficient set of these confounding variables have been measured, statistical methods such as 
regression and propensity score weighting can be used to adjust for the common causes and 
arrive at an unbiased estimate of the causal effect. For continuous treatments, current weighting 
methods suffer from imprecision, bias, and reliance on correct model specification. Here, I 
derived the bias of the unadjusted estimate of a linear average dose-response function and 
developed optweights, a convex optimization-based weight estimation method that targets each 
component of the bias with constraints. In two simulation studies, I evaluated the performance of 
optweights, comparing it to regression and other weighting methods. In a common data setting, 
with many more units than covariates, optweights performed better than the other weighting 
methods in most scenarios and performed comparably to regression. In scenarios where the 
number of covariates approached the number of units, optweights could outperform regression in 
terms of mean squared error when relaxing its constraints to manage the bias-variance tradeoff. 
The results indicate that optweights should be considered a strong alternative to regression and 
other weighting methods for estimating the effects of continuous treatments, though further 
research is required on how to optimize its performance. 
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CHAPTER 1: INTRODUCTION 
Social scientists and health and education researchers often seek to learn about the causal 
effect of a treatment, exposure, or policy. Having evidence that a treatment caused variation in an 
outcome, not merely that the treatment was associated with an outcome, provides evidence to aid 
in decision-making for policy and practice. For example, although many studies had examined 
the association between retention in grade school (i.e., being held back) and emotional and 
academic outcomes (Jimerson, 2001), without adjusting for other potential sources of association 
and isolating the causal effect, these associations provide little guidance to school administrators 
and policymakers. Causal inference methods have the potential to isolate these causal effects 
when randomization is not possible or is unethical; indeed, using these methods, it has been 
found that retention can have a negative effect on students’ learning potential, indicating that 
policy should not favor retention (Hong & Raudenbush, 2005; Vandecandelaere et al., 2016). 
Much of the causal inference literature focuses on the case of binary treatments or 
exposures—whether units are exposed or not, or whether they are in a treatment or control 
group. Although certain questions warrant such a perspective, often the exposures of interest are 
continuous in nature. For example, VanderWeele, Hawkley, Thisted, and Cacioppo (2011) 
considered the causal effect of loneliness on depression, where loneliness was considered 
continuous and measured on a scale. The artificial dichotomization of continuous variables can 
induce biases and misleading inferences (MacCallum et al., 2002); despite this, it is not 
uncommon to see researchers engaging in this very practice by setting thresholds above which 
units are exposed and unexposed otherwise. For example, Nguyen, Ebnesajjad, Stuart, Kennedy, 
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and Johnson (2018) dichotomized a marijuana use variable in examining the effects of 
adolescent marijuana use on early adult cigarette use, when in reality marijuana use exists (and 
indeed was reported) on a continuous spectrum ranging from no use to frequent use. Mak, Kim, 
and Leigh (2015) used a cutoff value for body mass index (BMI) to investigate the effects of 
being overweight on stress, though BMI exists on a continuum, and the cutoff for being 
considered overweight is somewhat arbitrary (as acknowledged by the authors).  
Here I consider propensity score analysis (Rosenbaum & Rubin, 1983; West et al., 2014), 
a popular method for estimating causal effects in observational studies, and its extension to 
continuous treatments. Though these extensions exist (Hirano & Imbens, 2005; Imai & Van Dyk, 
2004; Robins et al., 2000), they have seen little use in psychology. Propensity score analysis is 
used to estimate sample- or population-level average treatment effects (i.e., in contrast to 
individual-level effects) when the individuals who receive each level of the treatment differ 
substantially from those receiving other levels (e.g., when individuals choose or are given a level 
of treatment based on their background characteristics rather than being randomly assigned). 
Although a variety of methods exist to estimate effects in this context, propensity score analysis 
can be a robust and effective alternative when certain requirements of the data are not known to 
be met (e.g., when an instrument is unavailable for instrumental variable estimation or when an 
assignment decision boundary does not exist for regression discontinuity methods) but some 
information about the causal structure of the phenomenon under study is available and the 
collected data contains variables that meet certain requirements; these and other relevant 
assumptions for propensity score analysis to be effective are discussed later. 
The propensity score-based methods typically used to estimate the effects of continuous 
treatments can exhibit a number of problems, including failure to correctly estimate treatment 
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effects without bias, high degrees of uncertainty in the estimated effects, and reliance on 
correctly specified models for the propensity for treatment. In addition, the methods used to 
assess the quality of these estimation methods, an important step in performing and reporting 
these analyses, have relied on heuristics rather than a rigorous investigation of the quantities to 
be assessed. These problems impede the ability of propensity score methods to produce valid and 
reliable treatment effect estimates. Solutions to these problems have been developed in the 
context of binary treatments by leveraging optimization-based alternatives to generalized linear 
modeling, and with this project, I investigate how these developments might extend to the 
context of continuous treatments. 
In this document, I propose a new method of estimating weights that function like 
propensity score-based weights for continuous treatments and describe two simulation studies 
performed to examine the performance of these weights compared to existing propensity score- 
and regression-based methods of estimating the causal effect of a continuous treatment on an 
outcome. I describe a novel bias decomposition of a naïve estimator of the causal effect to 
motivate the proposed estimator and identify scenarios in which existing methods would be 
expected to perform well. 
I begin by describing the conceptual framework and assumptions that underlie estimating 
the causal effect of a continuous treatment. Next, I present issues and developments regarding 
two broad frameworks for estimating these effects (namely, regression and balancing). Finally, I 
propose a new method of optimization-based balancing weights for continuous treatments and 
describe the simulations I used to evaluate its performance under a variety of conditions and in 
comparison to other related methods. 
Potential Outcomes and Assumptions 
The potential outcomes framework is useful for describing and quantifying causal effects 
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and is the formal foundation upon which much statistical theory for causal inference is based 
(Imbens & Rubin, 2015). It focuses on the question of what would have happened had treatment 
taken on a value other than the one observed. For each treatment value + in the domain of 
possible treatment values ,, -./ is the potential outcome for individual 0 under treatment value 
+. Although the observed outcomes -. are measured and observed after treatment assignment, the 
potential outcomes -./ are considered to take their values prior to treatment assignment; 
treatment assignment reveals the potential outcome (ideally) corresponding to the treatment 
actually received, though this is an assumption that will be discussed later. The potential 
outcomes for each individual are a function of a set of pretreatment covariates 1. and a 
disturbance term 2. with 3[2] = 0: -./ = ℎ/(1.) + 2.. This function ℎ/(. ) can vary across 
possible levels of the treatment, in which case causal effects will vary across levels of 1.; this 
phenomenon is known as effect modification (EM) by the covariates.  
For present purposes, it will be assumed that ℎ/(. ) can be represented at least 
approximately by a linear combination of set of functionals (i.e., transformations) of 1., denoted 
as 1;. = <(1.) for some multivariate function <(. ), where 1;. has dimension =>, an assumption 
often made in the causal inference literature (Yiu & Su, 2018; Zubizarreta, 2015) and justified by 
the use of Taylor series expansion on ℎ/ (Cochran & Rubin, 1973). Thus, we can write ℎ/(1.) =
?/@ + 1;.A/, where ?/@ is a scalar and A/ is a coefficient vector of length => containing the 
model coefficients for each basis function. 
A critical assumption for the identifiability of causal effects is causal consistency, which 
is the assumption that the observed outcome is equal to the sole potential outcome corresponding 
to the treatment actually received (Cole & Frangakis, 2009). Formally this can be written as -. =
∑ C(D. = +)/∈, -./, where C(. ) is the indicator function. This assumption can also be considered 
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as that there are no unmeasured versions of treatment. A violation of this assumption can occur 
when the true treatment is continuous but treatment is measured as a binary or categorical 
variable; in this case, the observed outcome corresponds not to the value of the measured 
treatment but rather to that of the true continuous treatment. For example, a researcher may be 
interested in the causal effect of smoking on the risk of contracting lung cancer. While a 
questionnaire my simply ask whether a participant is a smoker or not, in fact the risk may depend 
on the number of cigarettes smoked per week. The true potential outcome corresponds to this 
continuous variable, while the measured treatment collapses across all nonzero values. In 
addition to the philosophical problems associated with misrepresenting the true continuous 
nature of a treatment (Hernán & Taubman, 2008), the statistical problems associated with 
treating a continuous variable as binary or categorical have been well documented (Becher, 
1992; MacCallum et al., 2002). 
The observed treatment variable D can take on the values + ∈ ,, the assignment of 
which may depend on the pretreatment covariates 1.. When it does, a second important 
assumption in causal inference is weak unconfoundedness (Hirano & Imbens, 2005; Imbens, 
2000), also known as conditional exchangeability1 (Hernán & Robins, 2006). This assumption 
states that a sufficient set of variables F exists and has been collected so that the potential 
outcomes are independent of the treatment conditional on F, commonly expressed as 
-/	∐D|F, ∀+ ∈ , or L"(D|-/, F) = L"(D|F) (where L"(. ) denotes the density of D). In an 
unconditionally randomized study (i.e., where units are randomly assigned to treatment values 
regardless of any covariate values) with no dropout or censoring, F is empty and weak 
unconfoundedness is automatically met, which is why randomized experiments are often 
                                               
1 Note that this is weaker than the condition of strong ignorability originally described by Rosenbaum and Rubin 
(1983). 
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considered the gold standard for making causal inferences (Deaton & Cartwright, 2017). The 
importance of this assumption is that it allows for the development of several estimators of a 
causal effect, described below. Without weak unconfoundedness, causal effects may still be 
estimated without bias, but other assumptions are required, such as those that accompany 
instrumental variable estimation (Bollen, 2012). Here, I assume that the correct variables have 
been identified and are sufficient for nonparametric identification of the causal effect of D. 
Pearl’s (1995) structural causal model framework provides guidance on how to select a sufficient 
set F from an assumed model for the causal system under study. Importantly, the variables must 
not be causally affected by the treatment or outcome, and must not be pre-treatment colliders, 
variables that when conditioned upon induce a noncausal association between the treatment and 
outcome (Elwert & Winship, 2014). 
Two other assumptions are commonly required to identify causal effects: the stable unit 
treatment value assumption (SUTVA) and positivity. SUTVA essentially requires that, for each 
unit, potential outcomes exist only for the possible treatment values taken on by that unit and not 
for the treatment status of any other unit (Rosenbaum, 2007; Rubin, 1980). SUTVA is commonly 
violated in the case of interference, i.e., when the treatment statuses of some units in the 
population affect the potential outcomes of other units. Although important work has been done 
in conditions where SUTVA is violated (Hong & Raudenbush, 2006; Hudgens & Halloran, 
2008; Ogburn & VanderWeele, 2014), it is assumed to be satisfied here. Positivity requires that 
all units in the population have a nonzero probability of receiving all treatment levels, i.e., that 
no combination of causes of treatment yields a unit ineligible for a treatment level (Cole & 
Hernán, 2008). When this assumption is violated, the potential outcomes for certain units under 
the impossible treatment levels cannot be realized, which means that causal claims about those 
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units rely solely on extrapolation. Violations of positivity are especially salient with continuous 
treatments because it is unlikely that all units are eligible for all possible treatment values on the 
continuum. Here, the issue of positivity is not examined and it is assumed either that positivity is 
satisfied or that extrapolations in the face of violations of positivity are valid, though causal 
claims that rely on such extrapolations should be regarded with caution (King & Zeng, 2006). 
Finally, here I assume that there is no measurement error in any of the variables. This is 
normally an untenable assumption in the social and health sciences, and some recent 
developments in causal inference methods have sought to relax this assumption (Lockwood & 
McCaffrey, 2015; McCaffrey et al., 2013; Whittaker, 2019). Structural equation modeling 
(Bollen, 1989) is another popular approach that may be used. Future work should examine the 
robustness of the techniques discussed herein to measurement error. 
The importance of these assumptions is that they allow for the development and use of 
estimators of certain causal effects2. In the following, I describe causal effects and approaches 
for their estimation in the case of a continuous treatment.  
Estimands 
There are several quantities that may be of interest in the context of continuous 
treatments, but here I focus on the slope of a linear average dose-response function (ADRF). As 
before, we assume each potential outcome -./ is a function ℎ/ of the covariates 1., where the 
form of that function (i.e., the parameters governing it) depends on the level of the treatment: 
-./ = ℎ/(1.) + 2.. Here, I assume the potential outcome function can be represented as a linear 
combination of 1;. for each level of treatment, so we can write -./ = ℎ/(1.) + 2. = ?/@ +
                                               
2 It is important to note that should these assumptions be false, the marginal association between D and -, adjusting 
for some other variables, may still be a desired quantity (Kennedy et al., 2017; Li et al., 2013; Pearl, 2009, p. 349); 
thus, while the estimation of causal effects motivates the research presented here, the adequacy of the causal 
assumptions is not necessary to the statistical utility of the methods described. 
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A/1;. + 2.. The average potential outcome for a level + of the treatment is 3[-/] =
3[ℎ/(1) + 2]. Writing this quantity as a function varying across levels + of D yields the ADRF, 
3[-/] = M̅(+). This function provides the average value of the outcome were everyone in the 
population assigned to some value + of the treatment. From the ADRF, one could compute the 
expected potential outcome at some level of treatment, which could be used in choosing the level 
of a treatment applied to an entire population that produces optimal outcomes, or one could 
compute the difference between expected potential outcomes at two or more levels of the 
treatment to describe the effect of a policy that moved all members of a population from one 
treatment level to another.  
The ADRF is of the form of a marginal structural model (MSM), a model that 
characterizes the relationship between the average potential outcome at some treatment level and 
the treatment level (Robins, 1999; Robins et al., 2000). Generally, MSMs are of the form 
3[-/] = O(+; Q), where O(. ) is a scalar function and Q is a vector of parameters that govern 
this relationship. MSMs are marginal not in that they model the relationship between the 
marginal mean of the potential outcomes and the treatment received, but rather in that they 
model the means of the marginal distributions of the potential outcomes as opposed to their joint 
distribution (Breskin et al., 2018). MSMs are highly flexible and general and can be used to 
parameterize causal effects for continuous and sequential treatments and effects under 
moderation or interaction (Cole & Hernán, 2008; Robins et al., 2000). This connection between 
the ADRF and MSMs is important because the methods used to estimate the parameters of 
MSMs can be applied to estimation of the ADRF.  
Often the ADRF is assumed to be approximately linear and can be characterized by an 
MSM of the form 3[-/] = R@ + RS+. Although this assumption is often tenuous, especially 
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when the outcome is binary or a proportion (in which case the ADRF is likely S-shaped) (Fang, 
2019) or when U-shaped relationships exist (Harris-McKoy, 2016), in some cases this 
assumption is at least approximately valid, especially when considering limited ranges of 
exposure levels. This assumption has often been made by researchers when employing statistical 
methods aimed directly at estimating the ADRF (Lippold et al., 2014; Song & Boomgaarden, 
2019; VanderWeele et al., 2011) and is implicitly made when estimating the effect of a 
continuous exposure using regression with only linear terms, a common practice in psychology 
and public health (Strutz et al., 2014). In these cases, the slope of the ADRF, RS in the above 
MSM, is the quantity of interest and represents the expected change in the outcome were the 
population to be moved from one level of exposure D = + to D = + + 1. In what follows, I 
assume the ADRF is approximately linear with a continuous outcome, and its slope is the target 
estimand. When the ADRF is not linear, the methods and conclusions described here may or may 
not apply, but investigating these possibilities is beyond the scope of this project. Theory 
developed here may still benefit future work that considers nonlinear forms. 
Estimators 
The prima facie estimator 
The prime facie estimator of RS is the ordinary least-squares (OLS) regression of the 
observed - on D (i.e., replacing -/ with - in the MSM previously specified). Although this 
estimator would seldom be used in practice when it is believed that confounding is present, 
considering it allows for the investigation of why it is often an inappropriate estimator and how 
statistical methods can prevent the problems it incurs. Here I decompose the bias of the prima 
facie estimator, which leads naturally into solutions for this bias and into unbiased estimators of 
RS, including the proposed method. 
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For illustrative purposes, I assume, as before, that the potential outcomes model for -/ 
can be represented as a linear function of a set of => functionals 1;. of 1. and an unmeasured 
disturbance 2., where 3[2] = 0, TUV(D, 2) = 0,  and TUVWXYZ, 2[ = 0 for all \: 
-./ = ℎ/(1.) + 2. = ?/@ + 1;.A/ + 2. 
Given the flexibility of the functionals, this captures many smooth relationships and so is a fairly 
weak assumption (Q. Zhao, 2019; Zubizarreta, 2015). I also assume that the coefficients in the 
potential outcomes model (i.e., the intercept ?/@ and the slopes on the basis functions contained 
in the vector A/) vary linearly with +: 
?/] = ^@] + *̂]+ 
for all _ in (0, 1,… , =>). This assumption amounts to assuming a linear ADRF and is a fairly strict 
assumption that may not be justified in all circumstances. I retain it here, though some of the 
methods described may not be robust to violations of this assumption.  
We can now rewrite the potential outcomes function as a function of 1; and +: 







The ADRF is therefore 












Now suppose one were to estimate RS from a least-squares regression of - on D in an 
analysis sample possibly different from the one of interest, for example, in a sample from a 
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where 3j[. ],  TUVf (. , . ), and  g+hf (. ) are the mean, covariance, and variance in the sample and Dk  
is the treatment centered at its sample mean. Therefore, the error is  
ReS − RS = bi^@Z
TUVf WD,XYZ[
g+hf (D)












The error can be decomposed into four additive components for each covariate plus an 
additional component for the unmeasured causes of -/, and the contributions of these sum to 
form the total error. Methods that seek to reduce error can do so by reducing or subtracting off 
the components; several existing methods address subsets of these components, while the 
proposed method specifically addresses all of them. Understanding the roles that the error 
components play and how they might arise can provide insight into the performance of various 
methods for estimating RS. 
The first component of the error is ^@Z
	knof (",pYq)
r/sf (")
, the error due to confounding. The 
coefficient ^@Z  represents the importance of the covariate to the outcome, and TUVf WD,XYZ[ is the 
marginal association between the covariate and the treatment. When the treatment is randomly 
assigned or does not depend on XYZ  or a correlate of XYZ, this component shrinks to zero in 
expectation (i.e., across repeated samples) and in large samples. Methods that focus on reducing 
the error of the prima facie estimator typically rely on reducing TUVf WD,XYZ[ (Fong et al., 2018; 
Huffman & van Gameren, 2018; Tübbicke, 2020; Zhu et al., 2015). 
The second component is *̂ZW3j[XYZ] − 3[XYZ][, the error due to sample selection on 
covariates. The coefficient *̂Z  represents the strength of EM by XYZ, and 3j[XYZ] − 3[XYZ] is the 
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treatment-target imbalance, the difference between the covariate mean in the sample and that in 
the target population. When the sampled population is identical to the target population or when 
the treatment effect is constant across levels of XYZ , this term is expected to shrink to zero.  




, the error due to asymmetry. The imbalance term 
TUVf WDk# , XYZ[ is somewhat challenging to interpret. When D and XYZ are both symmetrical and the 
marginal relationship between them is linear, this term will shrink to zero in expectation. 
Otherwise, this value may be large or small depending on the shape of the distributions of D and 
XYZ  and their marginal relationship. When treatment is fully independent of XYZ, this term will 
shrink to zero in expectation regardless of the distributions of D and XYZ . To my knowledge, the 
error due to asymmetry has not been explicitly described and has not been addressed by most 
methods that seek to reduce error in the prima facie estimator, though Liu and Gustafson (2012) 
consider a more general formulation of a similar component of the error in polynomial regression 
with omitted EM. One of the innovations of the proposed method is explicitly addressing the 
error due to asymmetry. 
The fourth component is *̂Z
knof (",pYq)
r/sf (")
W3j[D] − 3[D][, the error due to sample selection 
on treatment. 3j[D] − 3[D] represents the degree to which the sample differs from the target 
population with respect to the average treatment level. The contribution of this imbalance to the 
error is magnified by the extent to which each covariate is associated with the treatment and the 
magnitude of the EM by each covariate. This term vanishes in expectation if 
∑ *̂ZTUVf WD,XYZ[
c>
Zd* , the sum of the product of the effect heterogeneity and treatment covariance 
for each covariate, is zero or when the average treatment level in the sampled population is the 
same as that in the target population.  
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The fifth component is kno
f (",v)
r/sf (")
, the error due to incidental unmeasured confounding. The 
variable 2 represents the unmeasured causes of -/ that are orthogonal to the functionals of the 
measured covariates and D. Given that D and 2 are uncorrelated, this term is expected to shrink 
to zero in expectation, but, in any given sample, it may be nonzero, leaving error even in the 
presence of a randomized treatment. Because 2 is not observed, this term generally cannot be 
adjusted for by analysis. 
The errors due to confounding and sample selection correspond to the threats to internal 
and external validity described by Shadish, Cook, and Campbell (2002): in the absence of 
randomization, confounding induces bias, threatening internally valid interpretation of the 
estimate as causal, and in the presence of sample selection and EM, discrepancies between the 
sample and target population induce bias, threatening externally valid interpretation of the 
estimate as generalizing to the target population. When all the error components are zero in 
expectation, the prima facie estimator is unbiased. This can occur when treatment is randomly 
assigned and the sampled population is identical to the target population. 
Two broad classes of statistical methods designed to reduce the bias in the prima facie 
estimator in the absence of randomization include regression-based methods and balance-based 
methods (Rubin, 1973; Schafer & Kang, 2008). Regression-based methods try either to estimate 
the potential outcomes to replace the observed outcomes in the prime facie estimators, ideally 
eliminating the bias, or to estimate coefficients in the error components to subtract off the bias, 
equivalent to parameterizing a regression model so that a coefficient in the model corresponds to 
RS. Balancing methods aim to reduce the imbalance of the covariates so that the error 
components shrink, mimicking a randomized experiment, so that the prima facie estimator will 
have low bias. The proposed method is of the latter class, and here I compare it to existing 
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methods of both classes. Below, I describe each of these classes in turn. 
Regression-Based Estimators 
A common regression-based method is regression estimation, also known as g-
computation (Snowden et al., 2011), which involves estimating potential outcomes under each 
treatment for each individual, computing the average estimated potential outcome at each 
treatment level, and then computing causal effects from those averages (Schafer & Kang, 2008)3. 
As Schafer and Kang (2008) note in the context of binary treatments, it is possible to 
parameterize a linear regression of the outcome on the treatment and covariates so that a 
coefficient in the regression model is equivalent to the regression estimation estimator, an 
approach that also works with continuous treatments to estimate the ADRF. If the following 
regression model is specified, the coefficient wxS on the treatment variable will be unbiased for RS: 
-. = wx@ + wxSD. + yz*1;. 	+ yz#{W1;. − 3|1;}[ + 2. 
where 3|1;} is a vector of the means of the functionals of 1 in the target population (which can 
be, and typically are, estimated using the sample means if unknown). This is to note that the 
average marginal effect is equal to the marginal effect at the means of the functionals (i.e., the 
effect of D when the functionals are held at their mean values) when the outcome model is linear 
in the functionals of 1, the treatment, and their interaction.  
When fit with OLS, this regression estimator is unbiased, consistent, and, under certain 
conditions, has the lowest variance of all unbiased linear estimators (Casella & Berger, 2002; 
Wooldridge, 2010). However, when the number of variables is high relative to the sample size, 
the model can become overfit, leading to low precision in the effect estimate, though the estimate 
                                               
3 G-computation is more general than regression estimation in that it can be applied to sequential treatments 
(Robins, 1986), though these will not be discussed here. 
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is still unbiased (Harrell, 2015; McNeish, 2015). One solution is to omit the treatment-covariate 
interaction terms, which simplifies the model; when this way of conditioning on the covariates 
completely removes the association between the covariates and the treatment (e.g., when the 
treatment linearly depends only on the covariates included in the outcome regression model), the 
estimator can be unbiased even when EM is present (Liu & Gustafson, 2012; Theil, 1957), 
though Schafer and Kang (2008) recommend against relying on this assumption. Residual error 
due to asymmetry may still exist due to chance nonzero values of TUVf WDk# , XYZ[ in the sample, the 
contribution of which is magnified by the strength of the EM by XYZ. 
Regression is believed by some to have epistemic disadvantages for estimating causal 
effects due to the reliance on specific modeling assumptions and the potential to capitalize on 
chance when adjusting a model after having already estimated a treatment effect. Rubin (2001) 
and King and Nielson (2019) describe the potential for researchers to choose among several 
outcome model specifications that yield a desired estimate, which can yield unreliable and 
potentially incorrect statistical conclusions due to capitalization on chance and implicitly 
decreasing model degrees of freedom, which are not accounted for (Harrell, 2015). For these 
reasons, much of the causal inference literature has concerned methods that retain a distinction 
between the “design” process, which excludes outcome information, and the “analysis” process, 
which involves outcome information (Ho et al., 2007; Rubin, 2001; Stuart et al., 2013). 
Balanced-based estimators, described subsequently, attempt to maintain this distinction by 
focusing on procedures that reduce bias by adjusting features of the sample without involving the 
outcome. 
Balance-Based Estimators 
At its broadest, balance is defined as the degree to which the full joint distribution of 
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covariates 1 is independent from the treatment (Sauppe & Jacobson, 2017). Under this 
definition, complete balance is achieved when the joint covariate distributions are completely 
independent of treatment. This would only occur if treatment were assigned fully independently 
of any causes of the outcome (e.g., when randomly assigned). Exact complete balance ensures 
the components of the error in the prima facie estimate that are due to confounding and 
asymmetry completely vanish, though in finite samples error may still be present due to chance 
imbalance.  
The concept of balance can be narrowed because the associations between treatment and 
functionals of covariates that do not feature in the potential outcome model (i.e., that have a 
partial correlation of zero with -/) are irrelevant to the bias of the causal effect estimator. 
Therefore, we can consider sufficient balance as the degree to which the components of the error 
are close to zero across the relevant functionals 1;. Although sufficient balance has been well 
understood in the case of binary treatments (Cochran & Rubin, 1973; Sauppe & Jacobson, 2017), 
without an error decomposition for the prima facie estimate of RS, it has been unclear how 
sufficient balance is to be conceptualized for continuous treatments. For continuous treatments 
with linear ADRFs, sufficient balance is the degree to which TUVf WD, XYZ[ and TUVf WDk# , XYZ[ are 
close to zero. It is often easier to assess and achieve sufficient balance than it is to achieve 
complete balance, but doing so requires knowledge of the correct functionals of 1 and the form 
of the ADRF.  
A popular and relatively straightforward method of achieving balance with continuous 
treatments is to estimate balancing weights, which are applied to the prima facie estimator to 
yield a weighted estimator. Balancing weights can be estimated in several ways, discussed 
subsequently; the proposed method is a new method of estimating balancing weights, so here I 
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describe the properties of balancing weights and current methods to estimate them. Several 
benefits of balancing weights include their ease of estimation and application, the 
straightforward inference due to the asymptotic normality of the estimators (Lunceford & 
Davidian, 2004; Robins, 1999), and the possible robustness to some forms of misspecification or 
lack of knowledge of functional form (Fong et al., 2018). There are two general ways to estimate 
balancing weights, which involve either estimating an intermediate quantity known as the 
generalized propensity score (GPS) that has an intrinsic theoretical balancing property or 
estimating weights directly that target balance (Hirshberg & Zubizarreta, 2017). 
Generalized Propensity Score Weights 
In the context of continuous treatments, the GPS is the conditional density of the 
treatment given the covariates evaluated at the observed treatment value (Hirano & Imbens, 
2005). Weights can be formed by computing the ratio of the unconditional density of the 
treatment evaluated at an individual’s observed treatment value and the GPS (Robins et al., 
2000), i.e., as ~. =
Ä(/Å)
Ä|1(/Å|ÇÅ)
, where L"(. ) is the marginal density of treatment and L"|1(. ) is the 
conditional density of treatment given the covariates, which is also the GPS. Ideally, these 
weights eliminate any association between the treatment and the covariates due to the complete 
balancing property of the GPS, yielding unbiased estimates of the ADRF parameters, regardless 
of the form of the outcome model (Hirano & Imbens, 2005; Imai & Van Dyk, 2004; Robins et 
al., 2000).  
For the balancing properties to engage and the GPS weights to be effective, however, the 
conditional and unconditional densities must be correctly specified or flexibly estimated. 
Estimating the conditional density for the GPS involves fitting a model regressing the treatment 
on the covariates; a standard linear regression model with a Gaussian conditional density is often 
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used, but poorly performing weights can arise as a result of misspecification of the conditional 
mean (Coffman et al., 2018; Zhu et al., 2015) or of the shape of the conditional density (Naimi et 
al., 2014). In addition, GPS-based weights tend to yield imprecise effect estimates due to the 
instability (i.e., variability) of the weights, especially in the case of extreme values of the GPS 
(Schafer & Kang, 2008; S. Zhao et al., 2020). Several methods have been developed to address 
some of these problems either by flexibly modeling the relationship between the treatment and 
covariates using machine learning methods (Kreif et al., 2015; Zhu et al., 2015) or by specifying 
the shape of the conditional density as something other than the typically used Gaussian 
distribution (Naimi et al., 2014; S. Zhao et al., 2020). Although these methods may improve the 
balancing performance of the weights, balance is not guaranteed. Instead of relying solely on the 
balancing property of the GPS, it is possible to incorporate balance targeting directly into the 
estimation of the weights using moment-based or optimization-based methods. 
Targeting Balancing Using Constraints 
One method of obtaining balancing weights is to specify an optimization problem, the 
solution of which is the desired weights with properties determined by the specification. 
Maximum likelihood estimation (MLE) is an example of such a procedure (Casella & Berger, 
2002), but the corresponding optimization problem is often over the parameters in the GPS 
model rather than over the weights and attempts to maximize the likelihood of the data rather 
than a feature of the weights related to balance. In the context of binary treatments, Hainmueller 
(2012) and Zubizarreta (2015) proposed estimating weights by specifying an optimization 
problem that seeks to minimize the dispersion of the weights subject to the constraint that 
balance is achieved in the weighted sample. To retain some of the properties of the propensity 
score while targeting balance, Imai and Ratkovic (2014) proposed the covariate balancing 
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propensity score (CBPS) algorithm, which involves augmenting the MLE score equations for the 
propensity score model parameters with conditions that correspond to balance in the weighted 
sample using a generalized method of moments procedure. A just-identified version of this 
method involves doing away with the score equations for the propensity score model coefficients 
and retaining just the balance conditions, reducing the reliance on correct specification of the 
propensity score model. 
Incorporating balance constraints into the estimation of the weights improves the 
balancing capabilities of the weights and, depending on the specification of the optimization 
problem, can reduce their variability as well, potentially leading to estimates with lower error. 
These methods have only recently been expanded to the context of continuous treatments. Fong 
et al. (2018) and Huffman and van Gameren (2018) extended the CBPS algorithm to continuous 
treatments so that balance conditions augment the MLE score equations for the GPS model 
(assumed to be linear with homoscedastic, Gaussian errors); this method is known as the 
correlation-breaking generalized propensity score (CBGPS) algorithm. The balance conditions 
correspond to a (near) zero correlation between the treatment and each covariate in the weighted 
sample. As with binary treatments, a just-identified version is also available that does away with 
the score equations for the GPS model coefficients and retains the balance conditions.  
Because CBGPS is an extension of traditional MLE of a GPS model, it relies on correct 
specification of the GPS, including both its form and the distribution of errors, which may lead to 
bias when these are misspecified. To alleviate this dependence, Fong et al. (2018) proposed the 
nonparametric CBGPS (npCBGPS), which involves estimating weights directly that maximize 
the empirical likelihood of the data subject to moment constraints on the weights. The moment 
constraints correspond to ensuring that the covariate and treatment means in the weighted sample 
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are equal to those in the unweighted sample and that the correlation between the treatment and 
each covariate is equal to zero; the objective function (the empirical likelihood of the data) is 
specified as ∑ log~. These constraints were chosen based on the expected balancing properties 
of the true GPS weights.  
Tübbicke (2020) and Vegetabile et al. (2020) proposed an extension of Hainmueller’s 
(2012) method of entropy balancing to continuous treatments, which functions similarly to 
npCBGPS in that weights are estimated without explicitly specifying a model. Entropy balancing 
relies on the same moment constraints as npCBGPS (i.e., placed on the means of the treatment 
and the covariates and on the correlation between the treatment and each covariate); the primary 
difference is in the objective function, which is the negative entropy of the weights, ∑~ log~. 
Because the optimization problem is convex, a global solution can be easily found if the 
constraints admit a feasible solution, unlike npCBGPS, which is slow to converge and can fail 
(Fong et al., 2018). Tübbicke (2020) and Vegetabile et al. (2020) found in simulations that 
entropy balancing performed similarly to or better than npCBGPS, and because of this and their 
similarity otherwise, I do not consider npCBGPS further. 
Yiu and Su (2018) sought to generalize balancing weight estimation to a treatment model 
of any form and proposed the covariate association eliminating weights (CAEW) algorithm, 
which involves specifying a parametric model for the GPS and choosing weights that ensure the 
coefficients in the GPS model are equal to zero in the weighted sample. This is done by 
specifying the score equations for the GPS-weighted MLE of the GPS model parameters and 
inverting them so that the model coefficients are fixed to zero and the weights are estimated, 
whereas a typical weighted MLE procedure would assume the weights are fixed and the 
coefficients are to be estimated. The CAEW algorithm corresponds to an optimization problem 
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in which the inverted score equations are constraints on the weights and the objective function is 
the variance of the weights *
Ü
∑(~ − 1)#, which alleviates the problem of extreme weights and 
ensures stability in treatment effect estimates. Like the standard GPS and parametric CBGPS 
weights, the CAEW method requires the correct specification of the GPS model relating the 
treatment to the covariates.  
One potential problem with these methods is that by focusing on the treatment model in 
order to estimate or emulate GPS weights, they attempt the challenging task of seeking complete 
balance rather than seeking sufficient balance to target the bias components in the prima facie 
estimator. Consequences of this are that the residual associations between the treatment and 
covariates could remain when the treatment model is misspecified, and that balancing covariates 
related to treatment but not to the outcome can reduce efficiency when the treatment model is 
correctly specified and can induce bias when it is incorrectly specified (Brookhart et al., 2006; 
Brooks & Ohsfeldt, 2013; Middleton et al., 2016). By focusing on sufficient balance based on 
the outcome model rather than (or in addition to) the treatment model, it may be possible to 
specifically target the components of the bias in the prima facie estimator while taking advantage 
of the benefits of optimization. This is precisely what the proposed method aims to accomplish. 
A Note on Other Methods 
Other methods exist for estimating the parameters of ADRFs but will not be discussed 
here in depth to retain focus on the properties of regression and weighting methods in the context 
of a linear ADRF. These include methods that rely on using the GPS in a regression (Hirano & 
Imbens, 2005; Imai & Van Dyk, 2004), regression-based methods that nonparametrically 
estimate the ADRF using estimated potential outcomes (Austin, 2018a, 2018b; Kreif et al., 
2015), machine learning-based doubly robust methods (Kennedy et al., 2017; S. Zhao et al., 
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2020), combined weighting and kernel regression approaches (Kallus & Zhou, 2018), and 
combined matching and kernel regression approaches (X. Wu et al., 2019). Many of these 
methods are designed for far more complex data scenarios (e.g., ADRFs with arbitrary form) or 
have assumptions that cannot be assessed in a straightforward way (e.g., balance cannot be 
checked). Given the present focus on the properties of linear ADRFs and covariate balance, 
consideration of these methods does not substantially advance the theory presented here, and so 
they will not be examined further. Although simulation studies have compared some of these 
methods with one another (Austin, 2018a, 2018b; Galagate, 2016; S. Zhao et al., 2020), 
comparing the performance of this wide variety of methods is beyond the scope of the present 
study.  
Proposed Method 
The proposed method is an extension of GPS weighting that uses constrained convex 
optimization to estimate balancing weights that directly balance the covariates and target the 
components of the error of the prima facie estimator. I call the proposed method “optimization-
based weights for continuous treatments,” or optweights. Optweights extends Zubizarreta’s 
(2015) stable balancing weight estimation for binary treatments, which uses optimization to 
estimate weights that target the bias in a prima facie estimator for the effect of a binary 
treatment, and Yiu and Su’s (2018) previously described CAEW method, which uses 
optimization to estimate weights for general treatments but focuses on balance based on the 
treatment model rather than the outcome model. Optweights attempts to solve the following 
problems that may arise with other balanced-based methods: reliance on correct specification of 
the treatment model, failure to achieve sufficient balance, and instability arising from the 
variability of the weights. In addition, optweights incorporates tuning parameters that allow for 
substantively informed tailoring of the properties of the weights, which can potentially aid in 
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increasing stability, particularly in the face of high-dimensional (i.e., many) covariates.  
Formulation 
The weights are estimated as the solution to a constrained optimization problem over the 
weights. This problem takes the form of a quadratic programming problem with linear 
constraints, which guarantees convexity and thereby a unique solution if the constraints admit a 
feasible solution (Boyd & Vandenberghe, 2004). The problem can be specified as follows, in 
which the first line represents the objective function and the subsequent lines represent 
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Interpretations of each of the constraints are presented in Table 1. When )*Z and )#Z are 
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equal to zero for all covariates, weights satisfying the constraints will eliminate all the 
components of the structural error in the weighted prima facie estimate (assuming the correct 
functionals of the covariates have been included). This should ideally yield an unbiased and 
consistent estimator of RS as long as the error due to incidental unmeasured confounding in the 
weighted sample shrinks to zero across samples and in large samples.  
The objective function minimizes the variance of the weights; although broadly this 
reduces the potential for extreme weights that can otherwise cause instability and error in effect 
estimates, the choice of the variance over other measures of dispersion is motivated by the 
effective sample size (ESS) of the weighted sample, which reflects the fact that information is 
lost by imposing weights on the sample. When the weights are scaled to sum to à, 3òò =
Ü
*ôr/s(í)
. The ESS represents the approximate size of an unweighted sample that would permit 
the same precision as the weighted sample (Golinelli et al., 2012; McCaffrey et al., 2004; Parast 
et al., 2017). Because the variance of the weights is in the denominator, minimizing the variance 
maximizes the ESS, and thereby the precision of the estimator. The relationship between the ESS 
and the precision of a weighted estimator has been examined in the case of a binary treatment by 
Shook-Sa and Hudgens (2020), and Vegetabile et al. (2020) included the ESS as a secondary 
outcome in their simulation study, but the relationship between the ESS and the precision of a 
weighted estimator for continuous treatments has not yet been examined and its use is primarily 
considered as a heuristic.
 
Table 1. Constraints in the optweights optimization problem. 
 Constraint Interpretation Motivation 
1) !" ≥ 0,∀' All weights must be nonnegative 
Ensures no extrapolation due to negative weights; 
allows some individuals to be completely selected 








The mean of the weights is equal to 
1; the sum of the weights is equal to 
the sample size 
Scales the weights and ensures the objective function 
corresponds to minimizing the variance of the 
weights 
3) /1)*!"01
2"3 − 12536(8" − 8̅)
;
",-
/ ≤ =-3,∀> 
The magnitude of the weighted 
covariance between each covariate > 
and the treatment must be less than 
an imbalance threshold =-3 
Reduces the bias due to confounding in the prima 
facie estimator; inexact balance can reduce variance 
4) /1)*!"01
2"3 − 12536 ?(8" − 8̅)@ − ABCD (8)E
;
",-
/ ≤ =@3, ∀> 
The magnitude of the weighted 
covariance between each covariate > 
and the square of the centered 
treatment must be less than an 
imbalance threshold =@3 
Reduces the bias due to asymmetry in the prima 







= 1253, ∀> The weighted mean of each covariate must be equal to its unweighted mean 
Eliminates the bias due to selection on covariates and 







= 8̅ The weighted mean of the treatment must be equal to its unweighted mean 
Eliminates the bias due to selection on treatment and 








= ABCD (8) 
 
The weighted variance of the 
treatment must be equal to its 
unweighted variance 
Ensures constraint 4 can be interpreted as a weighted 
covariance; ensures the total bias can be computed 
directly from the constraints (i.e., because ABCD (8) 
appears in the denominator of the bias components) 
Notes: ∀ – “for all” 
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The use of the variance of the weights in the objective function contrasts with the use of 
the negative entropy of the weights in entropy balancing. Prior research has not determined 
which objective function is preferred and under what conditions. One advantage of the negative 
entropy used in entropy balancing is that negative weights are incompatible with the objective 
function so that a constraint on the nonnegativity of the weights is not required and can be 
omitted (Tübbicke, 2020); in contrast, when using the variance of the weights, such a constraint 
must be included, which can add to the complexity of the optimization problem. The connection 
between the variance of the weights and the ESS has motivated some researchers to prefer it over 
other measures of dispersion of the weights (Vegetabile, 2018; Yiu & Su, 2018; Zubizarreta, 
2015). In addition, the simplicity of the variance makes optimizing it straightforward using 
specialized algorithms for solving quadratic programming problems, which are fast and widely 
available. The present study will investigate the relative performance of these objective 
functions.  
The balance tolerances !"# and !$# are tuning parameters that control the bias-variance 
tradeoff. When close to zero, the imbalance terms in the bias formula shrink to zero, but a 
solution may not be feasible and the weights may have higher variability, leading to an imprecise 
estimate of the treatment effect; when larger, the imbalance terms will be nonzero, potentially 
inducing error in the estimate, but the resulting weights may have lower variability, potentially 
leading to greater precision (Wang & Zubizarreta, 2020). Choosing !"# and !$# carefully can 
manage the error of the estimate. Another feature of the solution to the optimization problem, the 
dual variables, can help in selecting them. 
Dual variables 
Optimization problems have an associated secondary optimization problem, known as the 
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“dual” optimization problem, which is over a second set of variables known as the dual 
variables. There is one dual variable for each constraint in the original, or “primal” optimization 
problem. For convex optimization problems, either the primal or dual problem can be solved to 
arrive at the solution; entropy balancing and npCBGPS exploit this link to optimize over the dual 
variables corresponding to the balance constraints rather than over the weights themselves, often 
dramatically simplifying the optimization problem (Fong et al., 2018; Tübbicke, 2020). Once the 
primal problem has been solved and the optimal weights have been found, the dual variables can 
be used to determine which constraints are most “active”, or limiting, at the optimum (Boyd & 
Vandenberghe, 2004). Dual variables close to zero identify constraints that are not active, 
indicating that loosening or tightening them will not significantly change the solution, while 
large dual variables identify constraints that are active, so that, in the case of optweights, 
tightening the corresponding constraint would increase the variance of the weights and loosening 
the constraint would reduce the variance of the weights (Zubizarreta, 2015). The implication is 
that, for a covariate that does not contribute greatly to the error because of a small coefficient in 
the outcome model, if the balance constraint for that variable has a large dual variable, relaxing 
the constraint can improve precision without inducing error, thereby reducing the error of the 
estimate. 
For binary treatments, the dual variables of an optimization problem for estimating 
weights function like coefficients in a generalized linear model for the propensity score, a 
finding that has helped in developing statistical theory for these methods (Wang & Zubizarreta, 
2020; Q. Zhao, 2019). Additionally, the balance tolerances function like penalty parameters in a 
lasso regression, imbuing some of the properties of lasso into the estimation of the weights 
(Wang & Zubizarreta, 2020). Lasso regression involves adding a penalty to the likelihood 
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function when estimating the parameters of a regression model with MLE; the penalty is equal to 
the sum of the absolute values of the coefficients multiplied by a constant that is usually chosen 
based on the resulting fit of the penalized model (Hastie et al., 2015; Tibshirani, 1996). This 
penalty has the effect of shrinking some coefficients toward zero so that the corresponding 
variables are selected out of the model.  
Although coefficient shrinkage can bias the regression parameter estimates, their mean 
squared error can be lower than those in an unpenalized regression (McNeish, 2015); 
additionally, models in which the number of variables is close to the sample size can be fit more 
easily because the effective number of variables is reduced by the number of variables that have 
been selected out of the model (Hastie et al., 2015). Although I do not aim to derive the specific 
analytic connection between the optweights optimization problem and the corresponding lasso 
regression model, the properties of the lasso may yet be realized when allowing for inexact 
balance by specifying nonzero values for !"# and !$#, just as they are realized in the context of a 
binary treatment (Wang & Zubizarreta, 2020). In addition to potentially reducing the mean 
squared error of the effect estimate, inexact balance constraints may allow for the inclusion of 
many more covariates in the optimization problem than would be allowed with exact constraints 
or when using regression without penalization (Wang & Zubizarreta, 2020). 
Inference 
Estimating standard errors (SEs) for optimization-based weighting estimators is a matter 
of ongoing research. Zubizarreta (2015) and Yiu and Su (2018) do not provide methods to 
estimate the SEs of their methods. A common recommendation is to use sandwich SEs treating 
the weights as fixed (Austin & Stuart, 2015; Robins et al., 2000). For entropy balancing with 
binary treatments, Chan et al. (2016) argue that sandwich SEs can provide anticonservative 
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inferences, though Amusa, Zewotir, and North (2019) found that they are actually somewhat 
conservative. GPS weighting using regression or the CBGPS algorithms can employ M-
estimation to derive SEs (Fong et al., 2018; Lunceford & Davidian, 2004), though this is rarely 
done in practice and is not easily generalizable to optimization-based methods. Bootstrap 
methods are also available, though with complex optimization problems, they may be 
computationally expensive and slow. I propose to use sandwich SEs for optweights, the 
performance of which will be assessed in a simulation study. In particular, I consider the “HC3” 
sandwich SE (MacKinnon & White, 1985), which has been shown to be superior to other 
sandwich SE estimates (J. S. Long & Ervin, 2000) and is readily available in common statistical 
software.  
Comparison with other methods 
In contrast to the CBGPS and CAEW methods, optweights makes no assumptions about 
the form of the treatment model, instead making assumptions about the form of the outcome 
model. In this way, there may be a lower risk of inducing variability due to balancing on 
covariates related to the treatment but unrelated to the outcome (Brookhart et al., 2006). The 
balance constraints of the CBGPS and entropy balancing methods do not include all of the terms 
in the error decomposition; in particular, the error due to asymmetry main remains when there is 
EM by the covariates. With a nonlinear treatment model, the asymmetry term may not shrink to 
zero, and its effect on the error is magnified by the strength of the EM. Even with a correctly 
specified linear treatment model, chance imbalances in %&'( )*+$ , -.#/ could induce error and 
thereby reduce the precision of the effect estimate. Optweights explicitly targets sufficient 
balance by addressing each component of the error with a constraint, including the error due to 
asymmetry. 
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The constraints of Yiu and Su’s (2018) CAEWs depend on the treatment model 
proposed; when the treatment is assumed to be a linear model of the covariates with Gaussian, 
homoscedastic errors, the constraints set by the CAEWs are equivalent to all but the fourth and 
fifth constraints set for optweights, which are the same as those used with npCBGPS and entropy 
balancing. When the treatment is assumed to be a linear model with Gaussian errors, the variance 
of which is an exponential function of a linear combination of the covariates, the constraints set 
by the CAEWs are exactly equivalent to the full set of constraints for optweights. This hints at 
the potential for a double-robustness property of the optweights; double-robustness implies that 
an estimator is asymptotically unbiased if either of two models is correctly specified (Daniel, 
2018; Kang & Schafer, 2007). However, because Yiu and Su (2018) did not provide a proof of 
the unbiasedness of the CAEWs, it remains to be seen in which cases the specified constraints 
will eliminate bias. 
In contrast to several other weighting methods, optweights’ focus on the outcome model 
is in line with that of regression estimation for 01. When correctly specified (i.e., when the true 
ADRF is linear in the treatment, covariates, and their interaction and the optweights constraints 
include balancing for the errors due to confounding and asymmetry), both estimators are 
expected to be unbiased, though regression will generally have lower variance due to the 
efficiency properties of OLS estimation (Casella & Berger, 2002). However, when the number of 
terms in a regression estimation model is close to the sample size, optweights with inexact 
balance may have lower mean squared error in some cases due to the potential relationship 
between optweights and lasso (Wang & Zubizarreta, 2020). Although a regression estimation 
model without interactions, the usual model used to adjust for confounding, may be unbiased in 
some cases, when the ADRF contains interactions and the treatment model is not linear, bias 
 31 
may still remain, though, here as well, the gains in precision may outweigh the loss of 
unbiasedness. Assessing the potential of the regression, optweights, and GPS methods to arrive at 
low-error estimates in finite samples and the tradeoffs among these methods is the goal of the 
simulation studies described subsequently. 
Summary 
I have described a causal estimand of potential interest in the context of estimating the 
effect of a continuous treatment on an outcome, the slope 01 of a linear ADRF. The error of a 
naïve, prima facie estimate of 01 can be decomposed into several parts, which may be active in 
the presence of confounding by covariates, sample selection, and asymmetry in the treatment 
variable. I described two classes of methods aimed at reducing this error: regression methods, 
which seek to correctly model the relationships among the outcome, treatment, and covariates, 
and balance-based methods, which seek to estimate weights so that the error components shrink 
in the weighted sample and which often involve correctly modeling the relationship between the 
treatment and covariates. Current weighting methods have some disadvantages, in particular, that 
they do not always achieve balance, they may have high variability, and they may not address all 
components of the error of the prima facie estimate. Regression-based methods can have 
challenges when adjusting for many covariates, may be less robust to model misspecification, 
and are thought to have epistemic disadvantages for estimating causal effects (King & Nielsen, 
2019; Rubin, 2001). Here I proposed a new method, optweights, which involves estimating 
balancing weights as the solution to a constrained optimization problem that is guaranteed to 
achieve desired balance while minimizing the variability of the weights (if a solution is feasible). 
The novel features of optweights include the use of an objective function that directly targets the 
ESS, thereby aiming to improve efficiency, and the inclusion of balance constraints to target the 
error due to asymmetry in addition to the error due to confounding, only the latter of which has 
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been addressed by other related weighting methods. Optweights attempts to address some of the 
problems faced by other methods and improve the quality of estimates of the ADRF. 
The asymptotic and finite sample properties of optweights are unknown, and analytical 
methodology for describing these properties has not yet been developed. To study the finite 
sample properties of optweights and compare them to the other methods described, I performed 
two simulation studies that addressed several questions related to their performance in estimating 
the slope of a linear ADRF under various settings of knowledge of the treatment selection and 
outcome models by the researcher.  
Simulation 1 tests the following hypotheses related to the performance of balancing 
estimators generally given various degrees of knowledge of and various forms of the treatment 
and outcome models and the relative performance of optweights specifically compared to other 
related methods: 
1. In the absence of effect modification, it is sufficient to balance the covariates in the 
population outcome model to produce an unbiased estimate. This does not depend on 
whether the population treatment model is also compatible with (i.e., nested within) the 
population outcome model. 
2. In the presence of effect modification, it is necessary to balance on the asymmetry terms 
as well as the covariates in the population outcome model to produce an unbiased and 
precise estimate, unless the terms in the population treatment model are balanced. 
3. Balancing all the terms in the population treatment model is sufficient to produce an 
unbiased and precise estimate regardless of the form of the population outcome model.  
4. Balancing the asymmetry terms does not confer any significant disadvantage when effect 
modification is absent or the covariates in the population treatment model are also 
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balanced. 
5. Using optweights will lead to more precise but equally biased estimates compared to 
using CBGPS or entropy balancing when the same balancing constraints are used across 
methods. 
Simulation 2 addresses the following hypotheses related to the bias-variance tradeoff 
when using approximate balancing options of optweights in high-dimensional data: 
6. Allowing for bias due to imbalance by specifying approximate balance constraints with 
optweights can reduce the error of the estimates compared to using exact balance in high 
dimensions. 
7. The strength of selection, the strength of confounding, and the sample size affect the 
amount of imbalance required to minimize the error of the estimates in the optweights-
weighted sample. In particular, increasing the strength of selection increases the amount 
of allowed imbalance required to minimize the error, while increasing sample size and 
the strength of confounding decrease the amount of allowed imbalance required. 
8. Optweights with approximate balance constraints can outperform a similarly 
parameterized regression model or a regression model parameterized according to the 
data-generating process with respect to error despite the presence of bias.  
In what follows, I describe the design and results of each of these simulation studies. 
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CHAPTER 2: SIMULATION 1 
The aim of simulation 1 is to examine the finite sample properties of the optweights 
estimator in the context of realistic data that might be encountered in applied research in 
psychology and public health (i.e., with many more units than variables). Theory based on the 
error decomposition would suggest that optweights with exact balance on %&'(*, -#) and 
%&'(*+
$ , -#) should be unbiased 1) when the outcome model is linear in the treatment and 
covariates, in which case the confounding terms vanish due to the weights and the asymmetry 
terms are already absent; 2) when the outcome is linear in the treatment, the covariates, and their 
interaction, in which case the confounding and asymmetry terms vanish due to the weights; or 3) 
when the treatment model is linear in the covariates, in which case the weights remove all 
associations between the covariates and the treatment so that all the confounding terms vanish 
and the asymmetry terms are nonzero only by chance. In cases (1) and (3), balance on 
%&'(*+
$ , -#) may be unnecessary to control the bias, but the tradeoff between the additional 
constraints required and the strict control of the (potentially incidental) error due to asymmetry is 
to be examined.  
Given that optweights is comparable in purpose and application to regression and other 
weighting-based methods, these methods serve as a benchmark for optweights’ performance. 
Although some studies have compared existing weighting methods, no study has compared them 
with linear regression, despite its popular use in the social sciences. All weighting methods 
described other than optweights ignore the error due to asymmetry, but the consequences of this 
omission have not yet been examined and would provide evidence for the consideration of this 
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component of the bias. Given that standard main-effects-only regression does not model or 
subtract off the error due to asymmetry, understanding how failing to account for EM either in 
weighting or regression may shed light on the potential pitfalls of current practices. 
Simulation Design 
The following factors varied in the simulation: the linearity of the treatment model (linear 
or nonlinear in the covariates), the linearity of the outcome model (linear or nonlinear in the 
covariates), the presence of EM by the covariates (present or absent), the 4$ of the treatment 
model (45$ ∈ {.15, .30, .45}) and the sample size (? ∈ {200, 500, 2000}). The study involved 
3000 replications of each of the 2x2x2x3x3=72 conditions. Within each replication, data were 
generated and 01 was estimated using several methods. 
Data generation 
First, a set of covariates were generated using the procedure described below; in 
conditions with a nonlinear treatment or outcome model, nonlinear transformations were 
generated as well. Then, the treatment model was specified to generate the treatment variable 
based on the treatment model type condition. Finally, the outcome model was specified to 
generate the outcome variable based on the outcome model type condition.  
Covariates 
All scenarios involved the generation of a base set of twelve covariates, nonlinear 
transformations of which featured in the treatment and outcome models in the corresponding 
scenarios. In order to ensure that %&'(*+$ , -#), a component in the error due to asymmetry, was 
nonzero and to mimic realistic data scenarios, variables were drawn from a variety of 
distributions, including asymmetric and otherwise non-normal distributions. To ensure these 
variables were correlated with each other, the “normal to anything” method of generating 
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correlated variables with arbitrary marginal distributions was used to draw random variates with 
desired properties (Cario & Nelson, 1997; Yahav & Shmueli, 2012). The method works as 
follows: first, twelve variables -#∗∗, B ∈ {1,… ,12}, were drawn from a multivariate normal 
distribution such the variables each had a mean of zero and variance of one and were correlated 
with each other with D = .25. Six of these variables were transformed into non-normal variables 
with specific distributions in the following way: the theoretical quantile of each observation -F#∗∗ 
was computed using the cumulative density function (CDF) for the normal distribution, and then 
the value -F#∗  corresponding to that quantile in the desired distribution was computed using the 
distribution’s inverse CDF. Specifically, for a desired distribution with inverse CDF GH"(. ), 
-F#
∗ = GH")Φ(-F#
∗∗)/, where Φ(. ) is the standard normal CDF. This procedure preserves the rank 
of each observation and therefore preserves the Spearman correlations between the variables, 
though the Pearson correlations generally shrank by a small amount.  
Four of the original variables were transformed into chi-square variables with JK = 3, 
one into a chi-square variable with JK = 4, one into a uniform variable, and the remaining six 
were left as normally distributed (i.e., using GH"(. ) = ΦH"(. )). Finally, to ease the specification 
of model parameters, the variables were centered at their population mean and scaled by their 
population standard deviation (i.e., the mean and standard deviation of the population 
distribution corresponding to GH"(. )). This process yielded a set of twelve correlated variables L 
with the desired distributions, means of zero, and variances of one. 
Each variable in L was designated as a “strong” or “weak” predictor of the treatment or 
the outcome; this designation was maintained across the scenarios and did not vary. These 
designations reflect the reality that not all covariates are equally predictive of the treatment and 
the outcome and allowed methods that respond to these differences to do so. These variables and 
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potentially their transformations were used in data-generating models for the treatment * and 
outcome M. The variables, their distributions, and their designations are listed in Table 2. 
Treatment 
There were two models for the treatment depending on the data scenario. The treatment 
model was either linear or nonlinear in the covariates. Because only the raw variables (i.e., 
without the nonlinear transformations) were used in the analysis models, the nonlinear treatment 
models represent scenarios in which the treatment model is unknown to the researcher, whereas 
linear treatment models represent scenarios in which the treatment model is exactly known. The 
nonlinear terms ensure %&'(*+$ , -#) ≠ 0 even after adjusting for the linear terms. 
The treatment models were as follows: 
• Model A1 – linear in covariates 





• Model A2 – nonlinear in covariates 










For each model, S5~?)0, W
XU
$ /, where W
XU
$  depended on the treatment model 4$ condition. The 
variables in LTU  are nonlinear transformations of L and are listed in Table 2. Like the original 
covariates, they were given designations as strong or weak predictors of treatment. The values of 
0#  and 0#
TU  depended on whether the corresponding covariate was a strong or weak predictor of 
treatment and were chosen so that the average of the marginal correlations between the treatment 
and the strong predictors of treatment was twice that between the treatment and the weak 
predictors of treatment. For model A2, the nonlinear terms uniquely account for 25% of the  
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Variables in all models 
 -" ? Weak Weak Weak 
 -$ Y$(3) Weak Weak Weak 
 -Z ? Weak Strong Weak 
 -[ Y$(3) Weak Strong Weak 
 -\ ? Weak Strong Strong 
 -] ? Weak Strong Strong 
 -^ Y$(4) Strong Weak Weak 
 -_ ` Strong Weak Weak 
 -a ? Strong Strong Weak 
 -"O ? Strong Strong Weak 
 -"" Y$(3) Strong Strong Strong 
 -"$ Y$(3) Strong Strong Strong 
Variables in nonlinear treatment models 
 -"
TU  -a$ Weak - - 
 -$
TU  -"-a Weak - - 
 -Z
TU  -$-"O Weak - - 
 -[
TU  -"OZ  Weak - - 
 -\
TU  -"O$  Strong - - 
 -]
TU  -^-_ Strong - - 
 -^
TU  -\-^ Strong - - 
 -_
TU  log(|-$-]|) Strong - - 
 -a
TU  -$-] Strong - - 
 -"O
TU  -Z$ Strong - - 
Variables in nonlinear outcome models 
 -"
Tf  -\$ - Strong Weak 
 -$
Tf  -\Z - Weak Weak 
 -Z
Tf  -^$ - Strong Weak 
 -[
Tf  -[-"O - Strong Strong 
 -\
Tf  -[$ - Weak Weak 
 -]
Tf  -""$  - Strong Strong 
 -^
Tf  -]-"" - Strong Strong 
 -_
Tf  -_$ - Strong Weak 
 -a
Tf  -_Z - Strong Weak 
 -"O
Tf  -"-"$ - Strong Weak 
Note: ? – normal (Gaussian) distribution; ` – uniform distribution; pred. 
– predictor; EM – effect modifier. 
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explained variance in the treatment. The value of 0O was chosen to ensure g[*] = 0 in the 
population. Both treatment models had jkl(*) = 1 in the population.  
Outcome 
There were four outcome models depending on the data scenario. The outcome model 
was either linear or nonlinear in the covariates and with or without treatment-covariate 
interactions. The linear outcome models represent scenarios in which the outcome model is 
known to the researcher and is compatible (i.e., of the same form) as the treatment model. The 
nonlinear outcome models represent scenarios in which the outcome model is unknown to the 
researcher. The presence of treatment-covariate interactions represents the scenarios in which 
EM by the covariates is present; this is a more plausible scenario than assuming the ADRF is the 
same for all units, but a condition lacking these interactions was included to demonstrate the 
effects of attempting to unnecessarily account for nonexistent EM. The outcome models were as 
follows: 
• Model Y1 – linear in covariates and EM absent 





• Model Y2 – linear in covariates and EM present 








• Model Y3 – nonlinear in covariates and EM absent 










• Model Y4 – nonlinear in covariates and EM present 
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For each model, on~?(0, W
Xf
$ ). The variables in LTf  are nonlinear transformations of L (distinct 
from LTU) and are listed in Table 2. All variables were given one of three designations: weak 
predictors of the outcome and weak effect modifiers, strong predictors of treatment and weak 
effect modifiers, and strong predictors of treatment and strong effect modifiers. The values of 
W
Xf
$  and the coefficients depended both on the outcome model and the treatment model and were 
chosen to ensure that in the true outcome model 4n$ = .35, the slope of the ADRF was zero4, and 
the initial bias in the prima facie estimator was 10. In the presence of treatment-covariate 
interaction (i.e., for models Y2 and Y4), the errors due to asymmetry accounted for 25% of the 
total bias in the prima facie estimator. For models nonlinear in the covariates (i.e., models Y3 
and Y4), the errors involving nonlinear terms accounted for 25% of the total bias in the prima 
facie estimator.  
The 4n$ value and the proportion contributions to the bias were chosen to reflect 
moderate-to-large effect sizes so that the effects of interest would not be subject to excessive 
random noise in the simulation and to reflect realistic scenarios in which the outcome and 
treatment processes are fairly well-understood. Although some patterns of results can change 
with extreme 4$ values, they are generally stable within realistic values (Austin, 2018a, 2018b). 
Simulation 2 further examined the relationship between the 4$ of the treatment and outcome 
models and the performance of various methods. 
                                               
4 This value is arbitrary and does not affect the results because the estimation error is independent of the slope of the 
ADRF for linear ADRFs. I chose zero here to better control the contributions of the terms involving the covariates to 
the bias and 4$ of the outcome model. Piloting confirmed that when using the same random number generator seed, 
results were identical across different values of m1. 
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Methods compared 
The performance of several methods was compared. These methods represent current 
practice or recent innovations that serve the same purpose as optweights and for which 
optweights may be seen as a competitor. For regression-based estimators that do not involve 
weights, the coefficient on the treatment was considered as the estimate of 01. In estimators that 
do involve weights, a regression of the outcome on the treatment was fit using weighted least 
squares with the estimated weights supplied, and the coefficient on the treatment considered as 
the estimate of 01. For all estimators, 95% confidence intervals were computed using HC3 robust 
SEs (J. S. Long & Ervin, 2000; MacKinnon & White, 1985), which have been recommended for 
use with GPS weighting-based estimators (Robins et al., 2000) but the application of which to 
other weighting-based estimators has not been thoroughly explored. Here, they were used with 
the regression-based methods as well to ensure variation in confidence interval coverage is not 
dependent on this choice. The following methods were used to estimate 01 in each replication. 
Naïve estimator 
The naïve estimator involves a simple linear regression of the outcome on the treatment. 
This method corresponds to the prima facie estimator and would be unbiased only when 
confounding is not present, which is not the case in any simulation condition. It was included to 
serve as a benchmark for the other methods. 
Optweights with !" = 0 and !$ = ∞ (optweights1) 
The optweights1 estimator involves estimating weights that solve the optweights 
optimization problem specified by setting !", which controls the maximum allowable magnitude 
of %&'( (*, -#), to zero and setting !$, which controls the maximum allowable magnitude of 
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%&'( (*+
$ , -#), to infinity so that there is no constraint on %&'( (*+$ , -#). In addition, the constraint 
on the weighted variance of the treatment, constraint 7 in Table 1, is omitted. The included 
constraints are identical to those set for entropy balancing (Tübbicke, 2020), for npCBGPS 
(Fong et al., 2018), and for CAEW with a linear, homoscedastic treatment (Yiu & Su, 2018). 
This method was expected to be unbiased when the treatment or outcome model were linear in 
the covariates but biased when the outcome model included treatment-covariate interactions 
because the bias due to asymmetry would not be addressed and therefore not eliminated. 
Optweights with !" = !$ = 0 (optweights2) 
The optweights2 estimator is identical to optweights1 except that !$ is set to zero, so that 
%&'( (*+
$ , -#) = 0 in the weighted sample, and the constraint on the weighted variance of the 
treatment is included. These constraints address the error due to asymmetry when EM is present 
in the outcome model. This method was expected to be unbiased when the treatment or outcome 
model were linear in the covariates or when the outcome model was linear in the covariates, the 
treatment, and their interaction. The addition of these extra constraints was expected to possibly 
lead to convergence problems and imprecise estimates due to unstable weights, especially when 
the treatment model 4$ was high. 
Linear regression without treatment-covariate interactions (reg1) 
The reg1 estimator involves a linear regression of the outcome on the treatment and the 
covariates with no treatment-covariate interactions. This is a common method used when 
attempting to “control for” covariates in an analysis. This method was expected to be unbiased 
when the outcome data-generating model was linear in the covariates and did not include 
treatment-covariate interactions or when the treatment model was linear in the covariates. 
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Linear regression with treatment-covariate interactions (reg2) 
The reg2 estimator involves a linear regression of the outcome on the treatment, the 
sample-mean-centered covariates, and their interaction. This corresponds to the regression 
estimation method described in Schafer and Kang (2008) for binary treatments. This method was 
expected to be unbiased when the outcome data-generating model was linear in the covariates 
(regardless of the presence of EM) or when the treatment model was linear in the covariates. In 
the absence of EM, the treatment-covariate interaction terms in the model were superfluous and 
were expected to possibly increase the variance of the estimator. 
GPS weights 
The GPS weights estimator involves estimating the GPS using an OLS linear regression 
of the treatment on the covariates and assuming a Gaussian, homoscedastic density for the 
conditional density of the treatment given the covariates and for the marginal density of 
treatment. The weights were computed as the ratio of the empirical density of the treatment and 
the conditional density of the treatment evaluated at the observed values of treatment for each 
individual (Robins et al., 2000). The GPS estimator was expected to be unbiased only when the 
treatment model was correctly specified but regardless of the form of the outcome model. It was 
expected to have higher variance than the other weighting methods due to its susceptibility to 
extreme weights. 
Overidentified CBGPS weights (oCBGPS) 
The overidentified CBGPS weights estimator involves estimating the GPS using the 
CBGPS algorithm described by Huffman and van Gameren (2018). The score equations used for 
a linear regression assuming Gaussian, homoscedastic errors are augmented with balance 
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conditions corresponding to setting the weighted correlation of each covariate with the treatment 
to zero, and this system of moments conditions is fit using generalized method of moments to 
estimate the parameters of the GPS model, which are used to compute the CBGPS weights. This 
estimator was expected to be unbiased when the treatment model was correctly specified and 
more robust to misspecification than traditional GPS weights when the outcome model was 
linear in the covariates. 
Just-Identified CBGPS weights (jCBGPS) 
The just-identified CBGPS weights involve the same steps as do the overidentified 
CBGPS weights, except that the score equations for the coefficients in the linear GPS model are 
omitted as described by Fong et al. (2018). This estimator was expected to be unbiased when the 
treatment model was linear in the covariates and to be more robust to misspecification than the 
overidentified CGBPS weights when the outcome model was linear in the covariates due to the 
prioritization of the balance constraints. 
Entropy balancing weights (ebal1) 
The ebal1 weights estimator involves estimating weights that minimize the negative 
entropy of the weights while ensuring that the treatment and covariates means are equal to those 
in the unweighted sample and the correlation between the treatment and each covariate is equal 
to zero as described by Tübbicke (2020). These are the same constraints used for the optweights1 
weights; the only difference is the objective function minimized. This method was expected to be 
unbiased when the treatment or outcome model were linear in the covariates and to be robust to 
some forms of misspecification of one of these. 
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Entropy balancing weights with constraints for asymmetry (ebal2) 
The ebal2 weights supplement the constraints in ebal1 with additional constraints to 
control the error due to asymmetry. The added constraints are the same as those in the 
optweights2 estimator, making this method identical to optweights2 except for the objective 
function. This method was expected to be unbiased when the treatment or outcome model were 
linear in the covariates or when the outcome model was linear in the covariates, the treatment, 
and their interaction, but, as with optweight2, the addition of these extra constraints could lead to 
convergence problems and imprecise estimates due to unstable weights. 
Computation 
All analyses were performed using R (R Core Team, 2019). All regression estimates 
(including weighted regressions) were computing using the lm() function. GPS weights were 
estimated using the .lm.fit() function, which underlies lm(). CBGPS weights were estimated 
using CBPS.fit() function in the CBPS package (Fong et al., 2019). The optimization routine for 
optweights was implemented using the osqp package (Stellato, Banjac, Goulart, Bemporad, et al., 
2019; Stellato, Banjac, Goulart, & Boyd, 2019) and for entropy balancing was implemented 
using the optim() function in base R. Robust SEs were computed using the jtools package (J. A. 
Long, 2019), which calls the sandwich package (Zeileis, 2004). 
Performance measures 
The primary quantities of interest were the bias and typical error of the methods within 
each condition. The bias reflects the distance between the average effect estimate across 
replications and the size of the true effect; the typical error reflects the typical distance of effect 
estimates from the true effect. Because the bias of the unadjusted estimator was set to be equal 
across conditions (i.e., at 10) and arbitrarily chosen, the raw bias was the primary measure of 
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bias (i.e., as opposed to relative bias), and the square root of the mean squared error (i.e., the 
RMSE) was the primary measure of typical error because it is on the same scale as the raw bias 
and penalizes large errors (i.e., in contrast to the mean absolute error). The raw bias in each 
design cell was computed as "
qrst
∑ 0v1w − 01
qrst
wR"
, where ywz{ is the number of replications (here 
3000), 0v1w is an effect estimate from a given method in one replication, and 01 is the true effect. 
The RMSE was computed as |
"
qrst




Secondary quantities of interest were the empirical coverage probability of a 95% 
confidence interval for 01 and the relative bias of the SE estimator. The 95% confidence interval 
coverage was computed as the proportion of times the true value of 01 (i.e., 0) fell within the 









, where ág(w  is the estimated SE in a replication and áàÖÜ is the empirical 
standard deviation of the estimates of 01 across replications in each cell. These outcomes help 
inform the appropriateness of robust SEs for quantifying uncertainty with the new weighting 
methods. 
Whether bias in the estimate of 01 was considered problematic was assessed in three 
ways. First, a Z-test was used to test gâ0v1ä = 01 for each method in each condition, i.e., the null 
hypothesis that the estimator is unbiased in the given data scenario at the given sample size, 
which allows for the assessment of finite-sample unbiasedness under the examined assumptions 
about the population treatment and outcome models. With 3000 replications per cell, the null 
hypothesis can be rejected with a significance level of .05 when the estimated bias of the 
estimator is greater than 3.6% of its standard error in absolute value. This is a strict criterion and 
does not assess the degree to which bias present would be problematic for statistical inference or 
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substantive interpretation of the estimates. Any bias that was greater than 40% of the empirical 
standard deviation of the estimates was to be considered problematic for inference, as 
recommended by Collins, Schafer, and Kam (2001) and Schafer and Kang (2008), who note that 
the performance of confidence intervals and significance tests deteriorates at this level. This 
measure has been used in several simulation studies (Kang & Schafer, 2007; McGinley, 2014), 
but suffers from the limitation that estimators with large standard errors will be seen as less 
biased. Any bias on the scale of the standardized regression coefficient (i.e., multiplying by the 
population standard deviation of the treatment and dividing by the population standard deviation 
of the outcome) greater than .05 was to be considered problematic for interpretation, as this 
might represent bias on the scale of the outcome that could change the substantive interpretation 
of the size of the effect (i.e., in which case the correlation between the treatment and outcome is 
systematically estimated incorrectly by .05).  
Bias in the SEs was considered problematic if the relative SE bias exceeded 10% in 
absolute value, following Leite et al. (2015).  For confidence intervals, departures from the 95% 
confidence level were considered to be statistically different from nominal if the empirical 
coverage fell within the critical region of a binomial Z-test for a proportion, greater than 95.8% 
or less than 94.2%; a secondary criterion was whether the empirical coverage was greater than 
97.5% or less than 92.5% as recommended by Bradley (1978). 
To assess how differences in performance among methods might depend on qualities of 
the population distribution, I used meta-models each fit as a linear mixed model (LMM) with 
estimation method and the five design factors along with all 3-way interactions and all 4-way 
interactions that involved estimation method as fixed effects and replication as a random effect. 
For the meta-model for bias, the outcome for the LMM was the error of each method in each 
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replication. For the meta-model for typical error, the outcome was the squared error of each 
method in each replication, so that within each cell of the design, the implied mean corresponds 
to the mean squared error. Meta-models were fit using the lmer() function in the lme4 R package 
(Bates et al., 2015), using the Satterthwaite degrees of freedom for the type III ANOVA F-tests 
produced by the lmerTest package (Kuznetsova et al., 2017). Semi-partial ã$ values were 
computed manually using the formula given in Edwards et al. (2008) 5, which allow for the 
conversion of Wald F-statistics and degrees of freedom to semi-partial ã$ for LMMs. Initially, I 
proposed that any factor-method interactions with semi-partial ã$ greater than 0.03 would be 
examined for follow-up, following Leite et al. (2015), but in all meta-models, no more than one 
term reached that level, so instead I examined the terms with the several highest values. 
Results 
The results of simulation 1 are described below. First, I discuss the issues with 
convergence and how they affect subsequent analyses. Next, I discuss the performance of the 
optweights estimators in terms of parameter bias, SE bias, and confidence interval coverage. 
Finally, I compare optweights to the other estimators and examine the factors that affected the 
relative performance of the methods. 
Convergence 
Converge issues occurred for the oCBGPS, optweights2, and ebal2 methods. In 64 of the 
72 conditions, convergence for oCBGPS was between 41% and 67%; in general, convergence 
was worse with low values of 45$ and smaller sample sizes. Failure to converge was due to an 
infinite value in the estimation of the covariance matrix of the CBGPS model. In the replications 
in which it did converge, its performance with respect to bias, RMSE, and confidence interval 
                                               
5 The statistics are actually computed as semi-partial 4$ values, but I report them here as ã$ to reduce confusion 
with the design factors 45$ and 4n$. 
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coverage was generally worse than that of jCBGPS and often worse than the GPS method. 
Because of its frequent failures to converge and its relatively poor performance relative to similar 
methods, results of oCBGPS are omitted from further discussion.  
The optweights2 and ebal2 methods failed to converge in a few cases, all of which 
involved a sample size of 200. The methods failed to converge in the same replications. The 
failure to converge was due to the optimizer recognizing the optimization problem as infeasible, 
meaning that no weights could satisfy the requested balance constraints. The methods failed to 
converge in 0.4% of cases with a linear treatment model and 45$ = .3, in 2.4% of cases with a 
nonlinear treatment model and 45$ = .45, and in 12% of cases with a linear treatment model and 
45
$ = .45. The nonconverged cases tended to have a higher than average error prior to 
adjustment and were in cells with the lowest sample size, thereby placing the most stress on the 
weights to satisfy all the constraints. In the included tables of performance of the methods in 
each of the conditions, the computed performance measures simply omit the nonconverged cases 
but are noted. In the meta-models, nonconverged estimates were treated as missing values and 
excluded. 
Below I discuss the performance of the optweights estimators. The convergence failures 
did not affect any of the observed patterns of the results. Still, the results from the cells with high 
rates of nonconvergence should be interpreted with caution, as the displayed results of the cells 
for optweights2 and ebal2 represent only the replications that were least extreme, while the 
corresponding results for other methods include all replications. In particular, bias and RMSE 
values in these cells for these methods are likely slightly lower than would be expected had all 
results been estimable. 
Performance of the optweights estimators 
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Bias 
Bias for optweights in a representative subset of conditions is displayed in Figure 1, and 
complete results are presented in Tables 7-9 in the appendix. For the Z-tests testing whether the 
bias differed from zero, p-values for optweights1 and optweights2 were generally greater than 
.05 when the outcome was linear and less than .05 when the outcome was nonlinear. 
Additionally, optweights1 had low p-values when both the treatment and outcome were 
nonlinear and EM was present in the outcome, though this same pattern was only sporadically 
Figure 1. Bias of the standardized regression coefficients for optweights in 
simulation 1 with  N = 2000 and 45$ = .15. 
 
Conditions in which the points fall outside of the dark shaded region have bias 
test p-values less than .05. Conditions in which the points additionally fall 
outside the light shaded region have bias greater than 40% of the standard error. 
Note. EM = effect modification. 
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observed with a nonlinear treatment despite the presence of unaccounted-for EM. These results 
indicate that balancing on the covariates in the treatment model is not sufficient to eliminate bias 
when the outcome is not correctly modeled by the constraints. Balancing on the asymmetry 
terms (i.e., using optweights2) was necessary to eliminate the bias in the presence of EM. 
Though the Z-tests indicate that optweights is generally not unbiased in all cases, the 
magnitude of the bias was very low on the scale of the outcome variable. The highest 
standardized bias for optweights1 was .025 with a linear treatment, nonlinear outcome, effect 
heterogeneity present, 45$ = .15, and N = 200, and the largest standardized bias for optweights2 
was .022 with a nonlinear treatment and outcome no EM, 45$ = .45 and N = 200, both well 
below the threshold of .05. When the outcome was linear, the standardized bias of optweights2 
never exceeded .003. These results indicate that even when there is evidence for a lack of 
unbiasedness, the remaining bias is very small on the scale of the outcome under the 
misspecifications examined.  
Considering the bias standardized by the SE of the estimator rather than by the scale of 
the outcome, the optweights methods were generally within the threshold of 40% recommended 
by Schafer and Kang (2008), as seen in Figure 1. The only times optweights2 exceed this 
threshold were when the outcome was nonlinear and N = 2000, due to the decreased SE of the 
estimator magnifying the relative size of the bias. In these cases, standardized bias this large 
would significantly reduce the coverage of an oracle confidence interval. As described below, 
however, empirical coverage was generally conservative using the HC3 SEs. Similar patterns of 
standardized bias were observed for optweights1. 
Overall, bias was generally low and unproblematic for the optweights methods. Though 
the Z-tests provided evidence for a lack of finite-sample unbiasedness when the outcome model 
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was nonlinear, the magnitude of the remaining bias was small on the scale of the outcome. 
Balancing on the asymmetry terms using optweights2 was important for removing bias in the 
presence of EM, even under a linear treatment model. 
Standard Errors and Confidence Intervals 
Complete SE bias and confidence interval coverage results are presented in Tables 13-15 
in the appendix. SEs were considered unacceptably biased if their relative bias was greater than 
10%. For optweights2, SE relative bias ranged from 10.7% to 31.2% across conditions, 
indicating overly large SEs in all conditions. For optweights1, SE relative bias ranged from 1.5% 
to 23.4% across conditions; SE bias was below 10% when the treatment model was linear and 
there was EM in the outcome. Generally, SE bias tended to be lower for both optweights 
estimators when greater bias was present in the slope estimate. For example, with a linear 
treatment model a nonlinear outcome model, EM present, 45$ = .15, and N = 2000, the raw slope 
bias for optweights1 and optweights2 were -1.74 and -1.47, respectively, which were among the 
highest observed in magnitude, but the relative SE bias were 4.6% and 10.7%, respectively, 
which were among the lowest observed for each method. 
Confidence interval coverage was generally conservative for the optweights methods; 
across conditions, coverage for optweights2 ranged from 95.7% to 99.0% (except for a single 
aberrant case at 90.9% with a linear treatment, nonlinear outcome, EM present, 45$ = .15, and N 
= 2000). The observed empirical coverage rates fell almost universally within the binomial Z-test 
critical region for both optweights methods, indicating a failure to achieve nominal coverage. 
Using Bradley’s (1978) more liberal bounds of 92.5% and 97.5%, the intervals for optweights1 
and optweights2 were conservative (i.e., higher than 97.5%) in the same conditions in which the 
estimators were unbiased (i.e., with linear outcome models), but in the conditions where the 
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estimators were biased, coverage was within the bounds due to the bias.  
Overall, uncertainty quantification was conservative for the optweights methods. In the 
presence of remaining bias, confidence interval coverage remained above nominal, indicating 
that the conservative intervals might protect inferences from small amounts of bias, but power 
and precision would be unacceptably reduced when the estimators were unbiased.  
Comparing performance across methods 
Here I compare the performance of the optweights estimators with that of the other 
methods with respect to bias, typical error, and uncertainty quantification. Meta-models were 
used to help guide analysis of the results. The factors in the meta-models that had ã$ values high 
enough for consideration are listed in Table 3. The meta-models excluded the naïve estimator 
and the oCBGPS estimator. As previously described, when optweights2 and ebal2 failed to 
converge, their estimates were treated as missing and omitted. 
Table 3. Meta-model semi-partial ã$ 
values for simulation 1. 
Factor Bias RMSE 
N - .1472 
EM .0040 .0109 
45
$  - .0160 
Alin - .0235 
N * EM - .0047 
N * 45$ - .0143 
N * Alin - .0145 
EM * 45$ - .0060 
EM * Alin - .0061 
Method .0194 .0322 
Method * N .0100 .0054 
Method * EM .0087 - 
Method * 45$ .0084 - 
Method * Alin .0314 - 
Method * 45$ * Alin .0065 - 
Note. Alin = linearity of treatment 
model. Only values of ã$ greater 




Complete results for bias are presented in Tables 7-9 in the appendix. In the meta-model 
for bias, the method factor alone had a ã$ of .0194. Averaging across all conditions, optweights2 
had the lowest bias at .01, followed by ebal1 and ebal2 at -.05 and .06, respectively, then 
optweights1 at -.11, reg2 at .13, GPS at -.14, reg1 at .37, and jCBGPS at .64. The sample size-
by-method interaction had an ã$ of .0100, likely driven by the poor performance of jCBGPS in 
smaller samples, which, averaging across other factors, had a bias of 1.25 for N = 200 compared 
with the others methods ranging from -.05 to .3, but with N = 2000 had a bias of .13, lower than 
reg1 (average bias = .42) and GPS (average bias = -.54). For these latter two methods, bias 
increased with larger sample size, in contrast to other methods for which bias decreased or stayed 
the same across sample sizes. Figure 2 displays the relationship between bias and sample size, 
revealing the patterns of bias for GPS and jCBGPS that were not shared by the other methods. 
The EM-by-method interaction had an ã$ of .0087; this was expected given that some of the 
methods were explicitly constructed to address EM (optweight2, ebal2, and reg2) while others 
were not (optweights1, ebal1, reg1, GPS, and jCBGPS). The relationship between bias and the 
presence of EM is displayed in Figure 3. In the absence of EM, all methods performed about 
Figure 2. Bias by sample size and method in simulation 1. 
 
Note. Displayed values collapse over all other design factors. 
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equally well with average bias ranging from 0.19 to .23 (except for an aberrant jCBGPS at 1.05), 
but in the presence of EM, the methods designed to address EM had average bias ranging from 
.08 to .18 in magnitude, while the others were more biased, with average bias ranging from .23 to 
.50 in magnitude. 
The treatment model linearity-by-method interaction had the largest ã$ at .0314, but the 
45
$-by-treatment model linearity-by-method interaction had an ã$ of .0065, indicating that the 
treatment model linearity effect on the relative performance of the methods depends on the 45$ 
(which itself had an ã$ of .0084 for its interaction with method). Figure 4 displays the 
relationship between bias, treatment model linearity, 45$, and method. At 45$ = .15, the balance 
constraint-based methods (jCBGPS, entropy balancing, and optweights) tended to be more biased 
with a linear treatment model than with a nonlinear treatment model (e.g., for optweights2, 
average bias was -.31 with a linear treatment and .11 with a nonlinear treatment), while the other 
methods tended to be more biased with a nonlinear treatment model than with a linear treatment 
model (e.g., for reg1, average bias was -.14 with a linear treatment and .62 with a nonlinear 
Figure 3. Bias by presence of EM and method in simulation 1. 
 
Note. EM = effect modification. Displayed values collapse over 
all other design factors. 
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treatment). At 45$ = .45, however, the pattern for the constraint-based methods reversed, with 
these methods having more bias with nonlinear treatments than with linear treatments (e.g., for 
optweights2, bias = -.09 with a linear treatment and bias = .23 with a nonlinear treatment), while 
the pattern remained the same for the other methods. 
Mean Squared Error 
Complete results for RMSE are presented in Tables 10-12 in the appendix. The meta-
model results for RMSE are listed in Table 3. Although several factors had comparatively high  
Figure 4. Bias by 45$, treatment model linearity, and method in simulation 1. 
 
Note. Displayed values collapse over all other design factors. 
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ã$ values (e.g., for N, ã$ = .1472), here I focus on the terms involving method in order to 
compare the effects of the factors on the relative performance among methods. The largest ã$ 
among the meta-model terms involving method was .0322 for method alone. Averaging across 
all conditions, reg2 had the lowest RMSE at 2.81, followed by reg1 at 2.96, optweights2 and 
ebal1 at 3.44, optweights1 at 3.47, ebal2 at 3.61, jCBGPS at 3.77, and GPS at 4.97. The sample 
size-by-method interaction had an ã$ of .0054; though sample size generally affected 
performance overall as demonstrated by its previously mentioned high ã$ value, it also affected 
the relative performance of the methods. The relationship between RMSE and sample size across 
methods is displayed in Figure 5. At N = 200, the regression methods outperformed the 
optimization-based methods; for example, the RMSE for reg1 was 4.14 and for optweights2 was 
5.00. At N=2000, however, the differences among methods were much smaller, with optweights2 
(average RMSE = 1.44) and the other optimization-based methods performing similarly to reg1 
(average RMSE = 1.46). There was little evidence that the other design factors affected the 
relative performance of the methods as all other ã$ values for terms in the meta-model that  
Figure 5. RMSE by sample size and method in simulation 1. 
 
Note. Displayed values collapse over all other design factors. 
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involved method were very small. 
Standard Errors and Confidence Intervals 
Complete results for SE bias and confidence interval coverage are presented in Tables 
13-15 in the appendix. The relationships between SE relative bias and sample size, treatment 
model linearity, presence of EM, and method are displayed in Figure 6. The HC3 SEs were used 
for all estimators. For regression, these are known to be unbiased, and even superior to the 
traditional OLS SE estimator in some cases (J. S. Long & Ervin, 2000). For propensity score 
weighting methods, these are known to be conservative because they fail to take into account the 
sampling variability of the propensity scores, which otherwise decreases the SEs (Lunceford & 
Davidian, 2004). In fact, though, the opposite was found here: the GPS method had negative SE 
bias, with average SE estimates as egregious as 29.5% below the empirical SE in some cells. 
These unacceptably low SEs were found especially with larger sample sizes, indicating that these 
Figure 6. Standard error relative bias in percent by presence of EM, linearity of the treatment 
model, sample size, and method in simulation 1. 
 
Note. EM = effect modification. SE = standard error. Displayed values collapse over all other 
design factors. 
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SEs are not consistent for GPS. The estimated SEs for reg1 were always within 10% of the 
empirical SE, indicating the HC3 SEs were adequate. This was generally the case for reg2 as 
well, except that SEs were consistently conservative (up to 12.8% too large) with N = 200. For 
jCBGPS and the optimization-based methods, SEs were always conservative. The differences 
among the optimization methods that had the same constraints were generally slight, but between 
methods with different constraints, SE bias tended to be lower for methods without constraints 
on the asymmetry terms (i.e., jCBGPS, ebal1, and optweights1) than it was for those with 
asymmetry constraints (i.e., ebal2 and optweights2), especially when the treatment model was 
linear and EM was present. Interestingly, the scenarios in which ebal1 and optweights1 had 
acceptable SE estimates were the same scenarios in which their effect estimates were 
(downwardly) biased compared to ebal2 and optweights2. 
These positive biases manifested in the form of inflated confidence interval coverage for 
these methods. Across conditions, the empirical coverage for the optimization-based methods 
was almost always above nominal (95%). This was beneficial, however, in the case of 
misspecification: while reg1 and reg2 often displayed below nominal coverage with a nonlinear 
treatment and outcome and EM present (as low as 41.9% coverage for reg1 with 45$ = .45 and N 
= 2000), the optimization-based methods all had nominal or conservative confidence interval 
coverage, falling only as low as 95.3% for optweights1 with 45$ = .30 and N = 2000. 
Overall, uncertainty quantification was generally conservative for all the optimization-
based methods and was more dependent on correct model specification for the other methods, 
except for the GPS method, which generally performed poorly with respect to confidence 
interval coverage and SE bias. The conservative confidence intervals helped protect the 
optimization-based methods from unacceptably low coverage in conditions in which the 
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estimators were biased, but were unacceptably high when the estimators were not biased, 
pointing to the need for the development of more accurate SEs for these methods. 
Summary of Results of Simulation 1 
Taken together, the results of simulation 1 indicate that the theory motivating optweights 
generally held, though there were some instances in which performance was unexpectedly poor; 
in particular, optweights (and entropy balancing) tended to perform suboptimally with respect to 
bias when the outcome model was nonlinear (i.e., incorrectly modelled), even when the 
treatment model was linear (i.e., correctly modeled); this casts doubt on the ability of CAEWs 
and entropy balancing to eliminate bias when considering only the treatment model. The GPS, 
jCBGPS, and entropy balancing methods offered little if any advantage over the optweights 
estimators. The GPS method was particularly sensitive to high 45$ values and failed to provide 
adequate confidence interval coverage in the cases in which it was expected to succeed (i.e., 
linear treatment models). The jCBGPS method generally had performance between that of GPS 
and the optimization-based methods, reflecting its formulation as a hybrid of the two. In terms of 
RMSE, the entropy balancing methods performed similar to or slightly worse than their 
optweights counterparts. 
As expected, the regression methods performed well due to the efficiency properties of 
OLS estimation. That said, optweights performed well relative to regression with respect to bias 
in the face of misspecification of both the treatment and outcome models, and the differences in 
efficiency between the estimators shrank with increasing sample size. In large samples, 
optweights with asymmetry constraints was competitive with the standard regression model 
without treatment-covariate interactions (i.e., reg1), especially in the face of some forms of 
misspecification, though here it was clear that the full regression including these interactions 
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(i.e., reg2) demonstrated the strongest performance overall.  
Simulation 2 further examines a situation in which the full regression model might be 
expected to perform suboptimally and tests the proposed hypotheses about under which 
conditions and to what degree relaxing optweights’ constraints give it advantages over regression 
by improving precision at the expense of introducing bias. In simulation 1, there were instances 
when misspecification of the optweights constraints (i.e., using optweights1 when EM and 
asymmetry were present in the population) reduced RMSE compared to retaining the full 
constraints; simulation 2 explores this phenomenon in the more extreme data scenario of high-
dimensional, mutually redundant covariates with a small sample size.
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CHAPTER 3: SIMULATION 2 
The second simulation aims to answer the questions of whether and when the optweights 
estimator can have a lower mean squared error than a correctly-specified regression estimator. In 
particular, it is expected that such a circumstance will occur when the number of covariates in 
the outcome model is high relative to the size of the sample. In these cases, a correctly specified 
regression model is still expected to be unbiased, but may have high variability (McNeish, 2015). 
However, there may be an optweights specification that achieves a lower mean squared error by 
adding bias due to inexact balancing through relaxing the balance constraints. This simulation 
study aims to explore in what scenarios optweights will see benefits over regression estimation. 
In particular, the simulation considers the relationships among the treatment model 4$, the 
outcome model 4$, the sample size, and the tightness of the balance constraints of the optweights 
estimator in the case of high-dimensional, highly correlated covariates. In this scenario, the 
lasso-like property of the optweights estimator was expected to relieve some of the burden of 
accommodating many covariates, which was expected to otherwise worsen the performance of 
the regression and traditional GPS-based estimators. 
Unlike simulation 1, which varied the linearity of the treatment and outcome models and 
the presence of EM, here the treatment model was nonlinear and the outcome model was linear 
and had EM, corresponding to treatment model A2 and outcome model Y2. This scenario was 
chosen because the regression estimation model that excludes treatment-covariate interactions 
(reg1) was expected to be biased but potentially more precise, while the model that includes 
these interactions (reg2) was expected to be unbiased but less precise due to the additional model 
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terms, allowing for comparisons among unbiased but imprecise and biased but precise methods 
and examination of the bias-variance tradeoff in using these methods in high dimensions. In 
simulation 1, reg2 outperformed reg1 and the optweights methods with respect to RMSE in this 
condition, though its advantage weakened with smaller sample sizes. The relative ordering of 
reg1, optweights1, and optweights2, however, varied based on the sample size and 45$, indicating 
the bias-variance tradeoff among these methods depends on these factors. 
Simulation Design 
The following factors varied in the simulation: the sample size (300, 450, and 600), the 
4$ of the treatment model (45$; .05, .25, .45), and the 4$ of the outcome model (4n$; .05, .25, 
.45). The study involved 2000 replications of each of the 3x3x3=27 combinations of conditions. 
Within each replication, data were generated and 01 was estimated using several methods. 
Data generation 
Data were generated as they were for simulation 1. First, a set of covariates and nonlinear 
transformations were generated using the procedure described below; then, the treatment model 
was specified to generate the treatment variable; finally, the outcome model was specified to 
generate the outcome variable.  
Covariates 
In each replication, 100 covariates were drawn from a multivariate normal distribution 
with mean vector å = ç and covariance matrix é such that the diagonal elements are one and the 
off-diagonal elements are .8 to form the covariates L correlated at .8 with standard deviations of 
one. To form LTU , a set of 50 pairs of variables were randomly selected to form simple bilinear 
interaction terms, and a set of 25 covariates were randomly selected to form squared terms; the 
same interaction and squared term sets were used across all conditions and replications to 
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maintain the properties of their corresponding coefficients.  
Treatment 
The treatment model is as follows: 










For each model, S5~?)0, W
XU
$ /, where W
XU
$  depends on the 45$ condition. The coefficients were 
chosen to ensure the ratio of the average covariance between the treatment and the original 
covariates was four times the covariance between the treatment and their squares and 
interactions, which characterizes the treatment model as weakly nonlinear, but nonlinear enough 
for asymmetry to remain after controlling for the linear terms. The intercept 0O was chosen to 
ensure g[*] = 0 in the population, and the coefficients and W
XU
$  were scaled to ensure jkl(*) =
100 in the population. At 45$ = .05, the average treatment-covariate correlation was .20; at 45$ =
.25, it was .42, and at 45$ = .45, it was .60. 
Outcome 
The outcome model is as follows: 








For each model, Sn~?)0,W
Xf
$ /, where W
Xf
$  depends on the 4n$ condition. The coefficients were 
chosen to ensure that initial bias in the prima facie estimator was equal to 10 and that 20% of the 
bias was due solely to EM (i.e., due to the asymmetry terms in the error decomposition). 
Methods compared 
The methods compared include the naïve, reg1, reg2, and GPS weights estimator as 
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described previously. In addition, seven variations of the optweights1 estimator were included, 
with !" ranging from 0 to .15 in increments of .025 and !$ = ∞ for all of them. Only the base 
covariates L and not the squares or interactions were supplied to the estimators. Only reg2 
explicitly accounted for the EM in the outcome; because the other methods failed to address the 
error due to symmetry and the treatment model used was incorrect because it failed to account 
for nonlinearities, bias was expected to be inherent in these methods, though not to a great extent 
given the small proportion of bias that was due to asymmetry. 
Performance measures 
The primary outcome of interest was the typical error of the methods within each 
condition as measured by the RMSE. Because the squared bias and variance of the estimator 
determine the RMSE, these outcomes were examined as well to explain the patterns in RMSE 
results. Meta-models for bias and RMSE were fit as linear mixed models as in simulation 1. For 
the meta-model for SE, the outcome was the squared difference between each estimate and the 
mean of the estimates in the corresponding cell so that the model-implied mean for each 
combination of predictors corresponded to the variance. Due to the desire to focus comparisons 
between the regression and optweights methods, GPS estimates were not included in the meta-
models. In addition, due to extreme convergence issues described later, estimates from 
optweights with !" = 0 were excluded as well. Excluding optweights with !" = 0 had little 
effect on the estimated values of ã$ but ensured the design matrix for the LMM was full rank 
without extrapolating to the missing cells due to nonconvergence. Excluding GPS estimates from 
the model generally increased the magnitude of the ã$ values relative to retaining them; I 
considered this a benefit because the relevant design effects could be more easily detected by the 
effect size heuristic. Because the effect sizes were generally much larger for simulation 2 than 
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they were for simulation 1, the criterion of ã$ > .03 was used to designate design effects as 
worth investigating. 
All effect estimates were examined on the standardized scale, which involved dividing 
each estimate by the population standard deviation of the outcome (which varied based on the 45$ 
and 4n$ levels) and multiplying it by the population standard deviation of the treatment (which 
was 10 in all conditions). Doing so facilitates comparisons of estimates on the same scale and 
ensures observed patterns are due to changes in the design factors rather than artifacts introduced 
by the varying scales. The standardized effect estimates were also used in the meta-models. In 
general, patterns did not change regardless of whether the raw or standardized estimates were 
used; in particular, when comparing method performance within condition, the scaling has no 
bearing on the relative ordering or ratios of performance. One potential disadvantage of using the 
standardized estimates is that the bias of the naïve estimator is not constant, which means that the 
initial bias to overcome was lower in some settings than others. 
To further probe the performance of the optweights estimators, I examined how the ESS 
of the weighted sample related to the SE of the estimates and how the imbalance tolerance !" 
related to the number of active constraints at the solution to the optimization problem. 
Results 
In what follows, I describe the issues with convergence and how they affect subsequent 
analyses. Next, I describe the patterns of bias and variance of each estimator across the various 
conditions. Next, I compare the methods with respect to RMSE. Finally, I examine the how the 
performance of the optweights estimators varies by changing the value of !". 
To maintain focus on the comparison between the regression methods and optweights and 
because the GPS estimator had such high RMSE values, I exclude the GPS estimator from any 
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discussion below. Though its bias was generally comparable to and followed the same patterns 
as reg1 and optweights, its massive variance rendered its RMSE almost uniformly higher than 
that of the other adjustment methods, and often even higher than no adjustment at all. Its values 
for bias, SE, and RMSE still appear in included tables for reference. 
Convergence 
Convergence issues occurred with the optweights estimators depending on the condition 
and imbalance tolerance; the percentage of nonconverged cases is displayed in Table 4. The most 
egregious problems were when !" = 0 with small samples and high 45$. With N = 300, 
optweights with !" = 0 failed to converge over 99% of the time with 45$ = .05 and 100% of the 
time with 45$ = .25 or 45$ = .45. With N = 450, the method failed to converge 6% of the time 
with 45$ = .25 and 89% of the time with 45$ = .45. The failure to converge was due to the 
optimization problem being infeasible, i.e., that there was no solution that satisfied all the 
constraints. In an analysis of real data, one would typically relax constraints until a solution 
could be found without inducing too much bias due to imbalance. If no solution could be found 
with more than moderate levels of imbalance, this would indicate that the treatment levels are 
fundamentally incomparable without extrapolation. Thus, the failure to converge has a 
Table 4. Percentage of cases in simulation 2 that failed to 
converge by N, 45$, and !". 
  !" 
N 45$ .000 .025 .050 .075 .100 .125 .150 
300 0.05 100 0 0 0 0 0 0 
0.25 100 0 0 0 0 0 0 
0.45 100 7 <1 <1 0 0 0 
450 0.05 0 0 0 0 0 0 0 
0.25 6 0 0 0 0 0 0 
0.45 89 0 0 0 0 0 0 
600 0.05 0 0 0 0 0 0 0 
0.25 0 0 0 0 0 0 0 
0.45 <1 0 0 0 0 0 0 
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substantive meaning: the dataset may not support the estimation of a causal effect without 
additional assumptions. 
In the conditions with extreme rates of nonconvergence (i.e., failures to converge 88% of 
the time or more), all estimates from that method in that condition were excluded from analysis, 
which occurred only with optweights with !" = 0. For conditions with less extreme rates of 
nonconvergence (i.e., failures to converge less than 7% of the time or less), meta-models and 
displayed statistics in each cell include only the estimates for which the method converged (i.e., 
the missing values are ignored). Because the datasets with convergence failures are those with 
extreme covariate distributions and high initial imbalance, excluding these datasets for analysis 
for the methods that failed to converge may slightly deflate the estimated error for these methods 
in these conditions, though there were no unexpected findings that might have been due to the 
exclusion of these datasets. 
Bias 
Here I discuss the patterns of bias for each estimator under the various conditions. As 
previously noted, the bias here is measured by the standardized bias, i.e., the bias in estimating 
the standardized version of the slope of the ADRF. The implication of this choice for bias is that 
in scenarios where the variance of the outcome is high, the initial bias will be lower than were 
the variance of the outcome low, holding constant the other features of the data-generating 
mechanism. Increasing 45$ and 4n$ decreases the variance of the outcome, which increases the 
standardized bias. However, the substantive interpretation of the standardized bias is in line with 
the observed patterns; a raw bias of 10 when the variance of the outcome is high is indeed less 
dire than when the variance of the outcome is low, which is reflected by the standardized 
estimates. 
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The results of the meta-models for bias are displayed in Table 5. As previously 
mentioned, the meta-models exclude the estimates from the naïve estimator, GPS, and 
optweights with !" = 0. Missing estimates due to nonconvergence for the other methods are 
dropped. The levels of 45$ and 4n$, method, and the 45$-by-method and 4n$-by-method 
interactions all had ã$ values greater than .03. No terms involving N reached this threshold in the 
bias meta-model, indicating that there is little evidence that sample size affects bias or the 
relative performance of the methods. Across methods, bias generally increased with increasing 
values of 45$ and 4n$. Complete bias results are presented in Table 16 in the appendix. 
Naïve estimator 
The bias for the naïve estimator followed the overall patterns of bias based on 45$ and 4n$ 
as previously described. Using the criterion of .05 for tolerable bias, the bias was tolerable 
without any adjustment when 45$ and 4n$ were both .05 (bias = .025), though other methods were 
able to decrease it further. In other scenarios, bias ranged from .056 to .397. 
Reg1 
The bias of the reg1 estimator varied from 0 to .071, generally following the bias patterns 
Table 5. Meta-model semi-partial ã$ values 
for simulation 2. 
Factor Bias SE RMSE 
N - .0868 .0469 
45
$  .0623 .0325 .1107 
4n
$  .0407 - .- 
Method .3436 .0361 .0598 
Method * 45$ .0908 - .0470 
Method * 4n$ .0757 - .0669 
Note. Only values of ã$ greater than .03 are 
displayed. The naïve estimator, GPS, and 
optweights with !" = 0 were excluded from 
the meta-models. 
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of the naïve estimator (i.e., higher bias with higher 45$ and 4n$). In general, bias was below .05 
except when 45$ = .45 and 4n$=.25 or .45. The bias in reg1 was due to misspecification of the 
outcome model in failing to include the interactions between the covariates and the treatment. 
Reg2 
Because reg2 corresponds to the data-generating model, its estimates were always 
unbiased, with bias not exceeding .004 in magnitude in any condition and not depending on 45$ 
or 4n$. 
Optweights 
As expected, the bias in the optweights estimator depended on the value of !", with high 
values yielding increased bias. Overall, bias increased with increasing 45$ and 4n$ as with the 
other biased methods. In the conditions in which optweights with !" = 0 had sufficient 
convergence to study its performance, bias was very low, no greater than .014 with 45$ and 4n$ 
both .45 and N = 600. Similarly strong performance was seen in simulation 1 in the 
corresponding condition. However, because optweights with !" = 0 failed to converge in almost 
half of the conditions studied here, its strong performance is limited only to the few conditions in 
which it was viable. Increasing !" to .025 had little effect on the bias but guaranteed convergence 
in nearly all scenarios; the bias remaining was only as high as .022 in the most extreme 
condition. 
Optweights generally had bias lower than or comparable to that of reg1 even when !" 
was as high as .05 or .075. In the scenarios in which optweights with !" = 0 converged, its bias 
was lower than that of reg1. With higher values of !", the bias of optweights was higher than that 
of the other methods. 
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Variance 
The variance of the estimators was measured by the empirical SE of the standardized 
estimates. Results of the meta-model for variance are displayed in Table 5. Only N, 45$, and 
method had ã$ values greater than .03. SEs for the adjustment methods ranged from .042 with 
optweights with !" = 0 when 45$ and 4n$ both .05 and N = 600 to .141 with reg2 when 45$ = .45, 
4n
$ = .05, and N = 300. Overall, SEs were highest with lower sample sizes and with higher 
values of 45$, which is consistent with the well-known regression results that precision decreases 
with increasing multicollinearity (here, collinearity between the treatment and the covariates). 
Below I describe the patterns of the SEs across conditions for each method. Complete SE results 
are presented in table 17 in the appendix. 
Naïve 
SEs for the naïve estimator were generally low, ranging from .042 to .078. SEs were 
lower with a higher sample size and lower 4n$ but were relatively consistent across different 
values of 45$. These low SEs are consistent with the finding that regression models with fewer 
predictors (in this case, just the treatment variable) yield lower SEs than do models with more 
predictors unless those variables are highly predictive of the outcome (Rao, 1971). 
Reg1 
SEs were generally slightly higher for reg1 than for the naïve estimator, with values 
ranging from .046 to .092. Otherwise, the pattern of SEs was consistent with that observed for 





Although reg2 was unbiased, its SEs were larger than those of reg1 because of the many 
parameters estimated (202 – one for each covariate main effect, one for each treatment-covariate 
interaction, an intercept, and the marginal slope), which with N = 300 violates Austin and 
Steyerberg’s (2015) recommendation of two subjects per variable. Across cells, SEs ranged from 
.047 to .141, following similar patterns to those of reg1. 
Optweights 
The patterns of SEs for the optweights methods were similar to those of the other 
methods. SEs also decreased as !" increased, as expected, due to the relaxed constraints reducing 
the variance of the weights (a phenomenon explored in further detail later). The largest 
reductions in variance per unit increase in !" occurred when moving from !" = 0 to !" = .025. 
Even a slight relaxation in the constraints yielded a substantial reduction in variance; for 
example, at N = 450, 45$ = .25, and 4n$ = .05, the SE decreased from .094 with !" = 0 to .068 
with !" = .025. In addition, in many cases, increasing !" from zero allowed the optimization to 
converge. Further increasing !" to as high as .15 differentially improved the variance; in 
particular, relaxing the constraints yielded the biggest gains in precision for smaller samples and 
those with high 45$. These scenarios place the most strain on the weights because the initial 
treatment-covariate correlation is further away from the specified imbalance tolerance when the 
covariates are highly related to treatment (i.e., with a high 45$) and there are fewer degrees of 
freedom with smaller samples because individual units each play a larger role in contributing to 
the satisfaction of the constraints. In less demanding conditions, though, relaxing the tolerances 
beyond .025 yielded only small gains in precision. 
In each scenario, there was at least one value of  !" for which the SE of the optweights 
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estimator was indistinguishable from or lower than that of reg1. This value was lower (indicating 
that optweights more often had SEs comparable to or lower than those of reg1) when the sample 
size was lower and when 45$ was lower. How the bias and SE interplay to yield an estimator with 
overall less error is discussed below. 
RMSE 
Values of the RMSE for the regression and optweights methods across conditions are 
displayed in Figure 7; complete results are also displayed in Table 18 in the appendix. Solid lines 
represent the RMSE of each method, with values for optweights varying based on the imbalance 
tolerance !", and dotted lines and open dots represent the absolute value of bias (omitted for reg2 
Figure 7. RMSE and bias of the optweights and regression methods in simulation 2. 
 
Note. Dotted lines and open circles correspond to bias; reg2 is omitted because its 
bias always overlapped with the x-axis. Solid lines and filled circles correspond to 
RMSE. For optweights, missing points correspond to conditions with extreme 
nonconvergence. 
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since it was always unbiased). The naïve and GPS estimates are omitted from this figure to focus 
on the relative performance of regression and optweights. 
The results of the meta-model for RMSE are displayed in Table 5. The values for ã$ for 
N, 45$, method, and the interactions between 45$ and method and between 4n$ and method were 
greater than .03. As with SEs, RMSE values decreased with increasing sample size due to the 
reduced variance. RMSE values increased with increasing 45$, following the patterns of both the 
bias and variance. Below I describe the RMSE of each method across conditions. 
Naïve 
The naïve estimator was increasingly biased as 45$ and 4n$ increased, but SEs were 
generally small across conditions, slightly decreasing with increasing sample size and decreasing 
4n
$. Bias dominated the variance here, so the pattern of RMSE for the naïve estimator was similar 
to that for bias, and the estimator generally had higher RMSE than other methods. Interestingly, 
there were conditions in which the RMSE of the naïve estimator was lower than that of the other 
estimators, meaning the unadjusted estimate was typically closer to the true slope of the ADRF 
than an adjusted estimate in those conditions. For example, with 45$ = .05, 4n$ = .05, and N = 
300, the RMSE for the naïve estimator was .065, comparable to or smaller than those for reg1 
(RMSE = .073), reg2 (RMSE = .116), and optweights with !" = .025 (RMSE = .069). This case 
corresponds to one in which the covariates provide very little information in the treatment and 
outcome models and the small sample size yields few degrees of freedom for the conditioning 
methods to work with. 
Reg1 
Within each sample size, bias for reg1 increased with increasing 45$ and 4n$. Although 
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bias was not affected by sample size, variance decreased with increasing sample size and was 
only weakly affected by changes in 45$ and 4n$. Generally, though, bias and variance changed in 
the same direction. The result of these patterns is that RMSE increased with small sample sizes 
and with increasing 45$ and 4n$, ranging from .046 with N = 600 and 45$ and 4n$ both .05 to .111 
with N = 300 and 45$ and 4n$ both .45. These results are consistent with those found in simulation 
1. 
Reg2 
Because reg2 was unbiased in every scenario, the RMSE was driven entirely by variance, 
so RMSE was lowest with high sample sizes, low values of 45$, and high values of 4n$. Although 
the SEs of reg2 were generally higher than or comparable to those of reg1 due to the many extra 
parameters estimated with reg2, because of reg2’s unbiasedness, RMSE values were lower than 
those for reg1 with higher values of 4n$, especially as sample size increased. For example, with N 
= 450 and 45$ and 4n$ both .45, the SE of reg2 was .068, similar to that of reg1 at .066, but the 
RMSE of reg2 remained at .068, much lower than that of reg1 at .097. In the corresponding 
scenario in simulation 1, reg2 uniformly outperformed reg1 with respect to RMSE, but here the 
strain put on reg2 with the many additional parameters added to the model led to the relative 
performance of the models to depend more on qualities of the data. 
Optweights 
The bias of optweights increased with more relaxed constraints (i.e., higher values of !"), 
and the variance decreased with more relaxed constraints, both to varying degrees across the 
design factors. These opposing patterns led to RMSE patterns that varied across levels of the 
design factors and changes in the tolerance values. The lowest RMSE value was .044 with !" =
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.1, N = 600, and 45$ and 4n$ both .05, though this cell corresponded to neither the lowest bias nor 
lowest variance observed. The highest RMSE value was 0.165 at !" = .15, N = 300, and 45$ and 
4n
$ both .45. 
The relationship between !" and RMSE was U-shaped, as displayed in Figure 7. Where 
the optimal value of !" fell, the trough of the curve, varied based on the design factors. It was 
higher (i.e., indicating a looser constraint performing well) with small samples and lower values 
of 45$ and 4n$, and depended most heavily on 4n$. At N = 300 with 4n$ = .05, the lowest RMSE 
was found with .15, the largest value of !" examined, indicating that perhaps an even more 
relaxed constraint would have performed even better. Never did !" = 0 yield the lowest RMSE 
in the conditions in which convergence was satisfactory, and even the slight relaxation to !" =
.025 could yield substantial decreases in RMSE. This same pattern was found with variance, 
which dominated the RMSE for low levels of !" due to the low bias in these configurations. 
At N = 300, there was usually a configuration of optweights that outperformed or 
performed similarly to the other conditioning methods, though these performance gains over 
reg1 were often very slight. At larger sample sizes, an optweights configuration tended to 
perform similarly to the other methods at low values of 45$ but not at higher values, in which 
reg2 tended to have lower RMSE than the optimal optweights configuration. 
Because both the bias and variance of the optweights estimator depend on the constraints, 
understanding how changes in the constraints can affect the variability of the estimates can 
inform methods to use them optimally. Below I describe the relationships among the constraints, 
the dual variables, the effect sample size, and the variance of the optweights estimator. 
Dual Variables, Effective Sample Size, and Precision 
The dual variables represent the activity or limiting capability of the constraints at the 
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solution of the optweights optimization problem. A dual variable of zero indicates that a 
constraint is inactive, meaning that it is not limiting to the optimization of the objective function, 
and removing or relaxing that constraint would not affect the solution. Inactive dual variables are 
analogous to variables selected out of a lasso regression and occur when covariates are redundant 
(so constraining one effectively constrains another) or when the constraints are relaxed enough 
that the corresponding constraint automatically satisfied (Wang & Zubizarreta, 2020). The 
empirical relationship between the constraints and the number of active dual variables is 
examined below. 
Table 6 displays the median number of active dual variables corresponding to the 
constraints on the treatment-covariate correlations across values of N, 45$, and !" (note that 4n$ 
does not affect the dual variables because the optimization only considers the treatment and 
covariates). Immediately apparent is the dramatic drop in the number of active dual variables 
from !" = 0 to !" = .025 in the conditions with sufficient convergence. At !" = 0, all 100 
constraints are active; at !" = .025, the number of active constraints ranges from 16 to 29, with 
more active constraints present with lower sample sizes and, as !" increases, higher values of 45$. 
Table 6. Median number of active dual variables for 
balancing constraints by condition and imbalance tolerance 
(!"). 
  !" 
N 45$ .000 .025 .050 .075 .100 .125 .150 
300 0.05 
 
29 6 4 4 3 3 
0.25 
 
28 9 8 8 7 7 
0.45 
 
26 11 10 10 10 9 
450 0.05 100 21 6 5 4 4 3 
0.25 100 20 10 10 9 9 8 
0.45 
 
19 13 12 12 11 11 
600 0.05 100 16 6 5 5 4 3 
0.25 100 16 11 11 10 10 9 
0.45 100 17 14 14 13 13 12 
Note. Empty cells are those where 88% or more cases failed 
to converge. 
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For higher values of !", the number of active dual variables was as low as three, meaning that 
constraining only three covariates at the given imbalance tolerance was sufficient to achieve the 
required balance for all 100 covariates. It should be noted, though, that in those conditions, the 
initial correlation between each covariate and the treatment was .20, and the constraint only 
required correlations no larger than .125 or .15. Because increasing 45$ increases the correlation 
between covariates and the treatment, generally more nonzero dual variables were required at 
higher levels of 45$ in order to achieve the desired balance. 
Active constraints prevent the objective function of the optimization function from 
decreasing, so inactive constraints will allow the variance of the estimated weights to decrease, 
thereby increasing the effective sample size (ESS). Although the specific relationship between 
the variance and the ESS has not been examined for continuous treatments, it is often the case 
that the variance of an estimator is related to the inverse of the true sample size, and such a 
relationship has been derived for the ESS and the variance of a propensity score weighted mean 
(Shook-Sa & Hudgens, 2020). Across all weighting methods examined here, the correlation 
Figure 8. Squared deviation plotted against effective sample size (ESS) 
in simulation 2. 
 
The data are a random subset set of optweights estimates with each 
condition equally represented. Note that the y-axis is square root-scaled. 
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between the inverse of the ESS and the squared deviation of each estimate from the mean 
estimate in its condition was .51, implying there is indeed a strong relationship between the ESS 
and the variance of the weighted estimator. This relationship is displayed in Figure 8. A 
smoothed loess curve coincided almost perfectly with the regression of the squared deviation of 
each estimate from its mean on the inverse of the ESS. 
Summary of Results of Simulation 2 
The results of simulation 2 indicate that complex relationships exist between factors of 
the data and the RMSE of the optweights estimator. The patterns of RMSE depended on whether 
bias or variance dominated within each condition for each method, sometimes yielding complex 
patterns. For the naïve estimator and reg1, bias and variance were always in the same direction, 
and so RMSE followed. Because reg2 was always unbiased, RMSE depended entirely on the 
variance. For optweights, the relationship between the imbalance tolerance and the RMSE was 
U-shaped, and its trough, the point of optimal performance, depended on the qualities of the data. 
When the covariates were less associated with the outcome, variance dominated bias and gains 
could be found by relaxing the constraints, especially with small samples. When covariates were 
more associated with the outcome, bias dominated variance, and tightening the constraints to 
reduce bias was optimal for the RMSE. In all cases, though, requiring exact balance yielded high 
RMSEs if the optimization converged at all. With smaller sample sizes and lower values of 45$ 
and 4n$, there was at least one optweights configuration that outperformed the other conditioning 
methods in terms of RMSE. 
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CHAPTER 4: DISCUSSION 
I have proposed optweights, a new method to estimate balancing weights used to estimate 
the slope of a linear ADRF, motivated by a novel decomposition of the error of a naïve, prima 
facie estimator of the slope. Optweights involves specifying the constraints to be satisfied by the 
estimated weights in an optimization that minimizes their variance, thereby maximizing the 
effect sample size of the weighted sample. My simulation studies examined the performance of 
optweights, linear regression, and other weighting methods in typical conditions, where the 
number of covariates to adjust for was much smaller than the sample size, and more extreme 
high-dimensional conditions, where the number of covariates to adjust for was close to the 
sample size. The results of the studies provide insights into the statistical performance of 
optweights in finite samples relative to other common and recently developed methods and help 
to identify the conditions in which optweights should be seen as an effective alternative to these 
methods.  
Below, I discuss the statistical properties of the optweights that have been demonstrated 
by the simulations, assessing the research hypotheses previously posed. Then, I discuss the 
unique contributions of the present studies, followed by the limitations of the current study and 
potential directions for future research. 
Statistical Properties of Optweights 
I turn now to the research hypotheses these studies sought to test about the performance 
of optweights and balancing estimators in general, in particular with respect to the relationship 
between the balance constraints and the forms of the true treatment and outcome models. 
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Hypothesis 1: In the absence of effect modification, it is sufficient to balance the 
covariates in the population outcome model to produce an unbiased estimate. 
In the absence of EM in the outcome model, balancing just on the terms in the outcome 
model is sufficient to eliminate bias, as would be predicted based on the error decomposition 
previously described. In simulation 1, exact balancing on the terms in the outcome model, with 
or without the extra (here unnecessary) constraints for asymmetry, yielded estimates that were 
unbiased. This was true regardless of whether the treatment model was correctly specified by the 
balance constraints.  
Hypothesis 2: In the presence of effect modification, it is necessary to balance on the 
asymmetry terms as well as the covariates in the population outcome model to produce an 
unbiased and precise estimate, unless the terms in the population treatment model are balanced. 
When EM was present, optweights was unbiased when the constraints included both the 
terms in the outcome model and the constraints for asymmetry, but were biased when the 
asymmetry terms were excluded, implying that balancing on the asymmetry is necessary to 
remove bias. This was true, though to a lesser extent, even when the treatment model was 
correctly specified by the constraints. Interestingly, optweights without the asymmetry 
constraints was unbiased when the treatment model was misspecified (i.e., not compatible with 
the balance constraints); I suspect this is a form of incidental bias cancellation (i.e., bias in 
opposite directions cancelling each other out) due to the simulation design and should not be 
taken as evidence that model misspecification improves the quality of optweights estimates. The 
finding that omitting the asymmetry constraints yields bias points to the benefits of correct 
specification of the outcome model and is in line with predictions based on the error 
decomposition. Though other weighting methods have neglected the bias due to asymmetry 
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(Fong et al., 2018; Tübbicke, 2020; Vegetabile et al., 2020), this study provides evidence that it 
should be carefully considered if unbiased estimates are sought.  
Hypothesis 3: Balancing all the terms in the population treatment model is sufficient to 
produce an unbiased and precise estimate regardless of the form of the population outcome 
model. 
Although many weighting methods have focused on accurately modeling or balancing the 
terms in the treatment model (Fong et al., 2018; Yiu & Su, 2018; Zhu et al., 2015), simulation 1 
provided evidence that doing so is not always sufficient to arrive at unbiased estimates in finite 
samples. In the absence of EM, balancing the treatment model terms does appear sufficient to 
almost eliminate the bias even when the outcome model is not correctly specified by the balance 
constraints. In the presence of EM, however, when the outcome model is doubly-misspecified 
because the constraints omit both the nonlinear terms and the asymmetry terms, bias can remain 
even if the constraints correctly correspond to the treatment model. In general, it appears that the 
more different the outcome model is from the balance constraints, the more bias remains, even if 
the treatment model is correctly specified, and this bias does not appear to decrease with 
increasing sample size. This phenomenon casts doubt on the general unbiasedness of the CAEW 
framework of Yiu and Su (2018), which involves specifying the balance constraints for the 
weight optimization based on a supposed specific parametric form of the treatment model with 
no consideration of the outcome model. The bias that did remain with optweights, however, 
tended to be fairly small on the scale of the outcome, even when the outcome was particularly 
incompatible with the treatment model. 
Given that the estimated weights from the optimization-based methods exactly balance 
the terms in the treatment model, it is likely that the bias that remains is due to residual 
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association between the disturbance of the treatment model and the outcome. As this disturbance 
is initially uncorrelated with the outcome, it is possible that the weights induce such an 
association, in that the weighted disturbance become associated with the outcome; such a 
phenomenon was predicted by Brooks and Ohsfeldt (2013) who caution that enforcing balance 
with propensity score methods can exacerbate bias due to unmeasured confounding. The 
differences in bias, slight as they were, between entropy balancing and optweights when the 
same constraints were used for each suggests that the loss function plays a role in controlling not 
just the variance of the estimates but also the bias, perhaps due to its correspondence with 
different implicit GPS models (Wang & Zubizarreta, 2020; Q. Zhao, 2019). 
Hypothesis 4: Balancing the asymmetry terms does not confer any significant 
disadvantage when effect modification is absent or the covariates in the population treatment 
model are also balanced. 
Over-balancing by including more constraints than were necessary (e.g., by including 
constraints for asymmetry when they are not needed) was generally not a problem for bias, 
which is to say that there were few cases in which optweights with the asymmetry constraints 
were more biased than optweights without the asymmetry constraints. When optweights 
estimates were biased, i.e., due to misspecifying the outcome model, adding the unnecessary 
constraints could increase the bias at smaller sample sizes, but generally by only a small amount. 
Taken together, these results imply that unnecessary constraints are not problematic, especially 
when the sample is large enough to accommodate them. However, as was found in simulation 2, 
relaxing constraints could improve precision over exact balancing on all constraints with small 
samples and high dimensional data. Choosing which constraints to enforce balance on and to 
what degree is an area for further study, but is critical to understanding the optimal use of 
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optweights. With larger samples, it appears there are benefits to balancing more constraints, even 
when they are unnecessary to control the bias. 
Hypothesis 5: Using optweights will lead to more precise but equally biased estimates 
compared to using CBGPS or entropy balancing when the same balancing constraints are used 
across methods. 
Optweights stood out among the other weighting-based methods in simulation 1. The 
GPS and CBGPS methods performed poorly in the situations examined here, consistent with 
their relatively poor performance in other simulation studies (Austin, 2018b; Tübbicke, 2020; 
Vegetabile et al., 2020). Given that they offer few advantages over other methods, they cannot be 
recommended in these scenarios, though there may be others in which they might perform better. 
Entropy balancing performed nearly identically to optweights on most metrics. This was 
expected given that they operate in similar ways and differ only in the measure of the dispersion 
of the weights they use as the loss function of the optimization problem. With binary treatments, 
entropy balancing has been fairly well studied due to its relative simplicity and the 
correspondence between it and logistic regression (Q. Zhao, 2019; Q. Zhao & Percival, 2017) 
and generalized method of moments estimators (Cheng et al., 2019). Its performance for 
continuous treatments has recently also been examined (Tübbicke, 2020; Vegetabile et al., 2020), 
where it carries advantages over GPS and CBGPS methods. One rationale for its use is that 
minimizing the negative entropy of the weights decreases their variability, thereby increasing 
precision, and the loss function allows for fewer parameters to optimize over to estimate the 
weights. Based on the results of simulation 1, however, there appears to be a slight advantage in 
precision in using the variance of the weights as the loss function (i.e., using optweights) over 
using the negative entropy, potentially because of its connection with the ESS, which in 
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simulation 2 was found to be inversely related to the precision of an estimate. 
Hypothesis 6: Allowing for bias due to imbalance by specifying approximate balance 
constraints with optweights can reduce the error of the estimates compared to using exact balance 
in high dimensions.  
The results of simulation 2 made it clear that there are advantages to relaxing balance 
constraints, especially when moving from exact balance to even just slight imbalance allowed in 
the constraints. In many cases, optweights would not even converge with exact balance, but 
relaxing the constraints by a small amount yielded estimators with lower RMSE than the GPS 
and regression estimators that were included in the study. These improvements are consistent 
with Wang and Zubizarreta’s (2020) argument that approximate balance allows for the inclusion 
of many more covariates in the optimization constraints, improves the precision of estimates, and 
increases the bias by only a small amount. In some conditions, especially with a small sample 
size, optweights had at least one configuration where the RMSE was indistinguishable from or 
smaller than that of both the fully specified regression model and the regression model that only 
used the same terms as optweights.  
Hypothesis 7: The strength of selection, the strength of confounding, and the sample size 
affect the amount of imbalance required to minimize the error of the estimates in the optweights-
weighted sample. 
All three factors examined in simulation 2 affected the performance of the optweights 
estimators. The strength of confounding (quantified by 4n$ in the simulation) played a large role 
in determining at what level of imbalance RMSE would be optimized. With weak confounding, 
the balance constraints could be greatly relaxed, as the bias induced by the allowed imbalance 
did not affect the bias of the estimates, allowing the reductions in variance to dominate. With 
 86 
moderate to strong confounding, though, tighter constraints were required to minimize RMSE 
because imbalances had a larger effect on the bias. This points to the need to understand the 
outcome process and the strength of confounding when determining to what degree imbalance 
can be allowed to remain.  
Current recommendations on choosing allowable imbalance recommend treatment-
covariate correlations no greater than .1 (Austin, 2019; Zhu et al., 2015), which were based on a 
correspondence with a liberal balance criterion used for binary treatments. The results here 
indicate that a single universal criterion is not sufficient, and instead knowledge of the 
relationship between the covariates and the outcome should be incorporated into choosing the 
optimal threshold. Recommendations to focus imbalance reduction on prognostically important 
covariates have appeared in guides for implementing propensity score methods with binary 
treatments (Harder et al., 2010), and some recent methods attempt to use empirical associations 
between covariates and the outcome to prioritize balance on certain covariates (Shortreed & 
Ertefaie, 2017). Using a training sample or auxiliary dataset to estimate the outcome-covariate 
associations before estimating the treatment effect in the holdout sample may be a way to 
proceed while maintaining the separation between the preprocessing (i.e., weighting) phase of 
the analysis and the effect estimation phase, which is recommended to maintain validity and 
prevent snooping (Rubin, 2001; Stuart & Rubin, 2008). 
The strength of treatment selection affects the initial imbalance, and thereby the activity 
of the dual variables required to bring the imbalance in the weighted sample to the levels 
specified by the constraints. With higher initial imbalance, it may not be possible to find a 
solution for given desired levels of imbalance, as was found in simulation 2, especially with 
smaller sample sizes. The sample size also limits the ESS of the weighted sample, so smaller 
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samples will naturally yield increased variance for the same degree of balance, and in some 
cases, the desired balance constraints may not be possible to satisfy with the given sample, as 
occurred in both simulations. Unlike confounding strength, these features and their effects on the 
precision of the estimate are easily observable in the data at hand without considering the 
outcome.  
Hypothesis 8: Optweights with approximate balance constraints can outperform a 
similarly parameterized regression model or a regression model parameterized according to the 
data-generating process with respect to error despite the presence of bias.  
In simulation 1, no optweights specification had lower RMSE than the fully specified 
regression model, though there were some cases in which optweights outperformed the 
regression model omitting treatment-covariate interactions. In simulation 2, due to the high 
number of parameters estimated in the fully-specified regression model, optweights was able to 
outperform regression in RMSE by relaxing constraints to decrease variance at the expense of 
admitting some bias. Though there has been considerable research on use of alternatives to 
correctly specified regression models in order to decrease the RMSE of parameter estimates and 
predictions from OLS (Gunst & Mason, 1977; Liski & Trenkler, 1993; Rao, 1971; S. Wu et al., 
2007; S. Wu, McAuley, et al., 2011a, 2011b; S. Wu, McLean, et al., 2011), there has been little 
research demonstrating the efficacy of propensity score-based methods in reducing RMSE, as 
they are usually seen as bias reducing but inefficient (Kang & Schafer, 2007; Schafer & Kang, 
2008). The advantages optweights has in precision over other weighting methods, especially 
when using approximate balance constraints, encourage the reconsideration of weighting 
methods as advantageous not just for robustness or their epistemic advantages, but also for their 
ability to yield low-error estimates in some scenarios. Based on the results of simulation 2, these 
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scenarios may include when the sample size is small relative to the number of covariates to 
control for and when the treatment selection is weak. These performance advantages likely arise 
due to its connection with the lasso (Wang & Zubizarreta, 2020), which is known to yield 
estimates with lower RMSE than unregularized methods in high dimensional settings (McNeish, 
2015). 
Unique Contributions 
Most prior work on weighting methods for estimating average marginal effects has 
focused on binary treatments, though some recent work has considered continuous and general 
treatments. The use of constrained optimization to estimate balancing weights has been an area 
of burgeoning development since the foundational work by Hainmueller (2012) and Zubizarreta 
(2015), but it was not until recently that these methods have been extended to non-binary 
treatments (Tübbicke, 2020; Vegetabile et al., 2020; Yiu & Su, 2018). How balancing methods 
reduce bias for binary treatments has been well understood (Rubin, 1973; Sauppe & Jacobson, 
2017), but recommendations for balance with continuous treatments have relied on heuristics 
rather than specific derivation of the form of the bias due to imbalance (Austin, 2019; Zhu et al., 
2015). The work done here addresses many of these holes in the literature and provides evidence 
for future theoretical work to accommodate. 
Here, I derived the bias due to imbalance for the effect of a continuous treatment on a 
continuous outcome assuming a linear ADRF. This bias can be decomposed into several 
components, some of which correspond to well-known quantities that have been the focus of 
work on reducing bias, such as the treatment-covariate correlation (Zhu et al., 2015) and the 
difference between covariate means in the sample and those of the target population (Chan et al., 
2016; Westreich et al., 2019). A contribution here has been the identification of the bias due to 
asymmetry, which is present when the true treatment model is nonlinear and EM is present in the 
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outcome; to my knowledge this component has not been examined previously in the context of 
covariate balance, as EM is often neglected in simulation studies for propensity score methods 
(Fong et al., 2018; S. Zhao et al., 2020; Zhu et al., 2015). The results here indicate that 
accounting for the bias due to asymmetry by incorporating specific constraints into the 
optimization problem to estimate balancing weights can reduce the bias and variability of 
estimates when EM is present without seriously worsening performance when EM is absent.  
This study was among the few to compare entropy balancing weights and weights with 
minimum variance. Although there has been more theoretical and empirical work on entropy 
balancing with both binary (Q. Zhao, 2019; Q. Zhao & Percival, 2017) and continuous 
(Tübbicke, 2020; Vegetabile et al., 2020) treatments, the results here indicate that attention 
should also be focused on weights with minimal variance due to their generally superior 
performance. This improvement likely arises from the maximization of the ESS, which, though it 
has been incorporated into estimation in binary settings in prior work (McCaffrey et al., 2004; 
Parast et al., 2017; Zubizarreta, 2015), has primarily been motivated by heuristics rather than 
empirical demonstration of the association between it and the precision of estimates. Recently, 
theoretical work has demonstrated the link between the ESS and the variance of a propensity 
score weighted mean (Shook-Sa & Hudgens, 2020), and the analysis presented here suggests that 
a similar correspondence exists for weighted slopes as well. 
Few, if any, other simulation studies explicitly compare propensity score weighting and 
linear regression for estimating the slope of a linear ADRF. Although other studies have 
compared the performance of weighting methods with linear ADRFs (Fong et al., 2018; Zhu et 
al., 2015) and compared the performance of weighting methods and g-computation-based 
methods in nonlinear ADRFs (Austin, 2018a, 2018b), the popularity of linear regression models 
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and the frequent assumption of linearity warrant comparison of these methods in these scenarios. 
In addition, few, if any, other studies examine the performance of optimization-based weighting 
methods in the context of high-dimensional data. Theory on approximate balance predicted that 
relaxing constraints could reduce RMSE relative to exact balancing constraints (Wang & 
Zubizarreta, 2020), and this study demonstrated that specifying approximate balancing 
constraints could decrease RMSE relative to correctly specified or comparably parameterized 
linear regression models, one of the few instances in which weighting methods have been shown 
to outperform regression methods under the same assumptions about the outcome process.  
Limitations and Future Directions 
The most severe limitation of the work here is that it is immediately generalizable only to 
linear ADRFs. Much of the research on estimating ADRFs has considered more general forms of 
the ADRF, making use of flexible regression methods such as machine-learning or kernel 
regression (Kallus & Zhou, 2018; Kennedy et al., 2017; Vegetabile et al., 2020; S. Zhao et al., 
2020). The theoretical bias results and the results of the simulations may apply differently to 
these scenarios; however, the failure demonstrated here of certain methods to perform well in 
even the simplest case of a linear ADRF is potentially indicative of failure in more complex 
scenarios. Where ambiguity lies is in the potential success of the methods that performed well 
here in more complicated scenarios. For example, because optweights performed optimally when 
functional form assumptions about the outcome model were encoded in the balance constraints, 
it is unclear what kind of constraints would be needed to guarantee low error with nonlinear 
ADRF forms. Future work should examine how to generalize the results here for polynomial 
ADRFs (for which closed forms expressions for the bias might be tractable) and generalized 
ADRFs. 
As with all simulation studies, the results here generalize only to the conditions and data 
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scenarios examined. Simulation 1 was designed to mimic real data with non-normal, correlated 
covariates and nonlinear forms, but many data scenarios, such as variables measured with error, 
nominal variables, and near instruments, were not considered, though these frequently arise in 
real data. In simulation 2, the covariates were multivariate normal, which aided in specifying the 
parameters required to produce the pattern of associations in the unadjusted data, but which does 
not necessarily map on well to typical high-dimensional scenarios, where sparse categorical 
variables are often in abundance. When the assumptions implicit in the simulations design are 
met (i.e., no omitted confounders, linear ADRFs, perfectly measured variables, SUTVA, 
positivity, etc.) and the data scenario roughly matches those examined, the results may be 
expected to hold with greater confidence. 
Unfortunately, it is challenging to provide specific recommendations for how to use these 
methods with real data. The results indicate that the performance of optweights depends on 
features of the data-generating process that would typically be unknown to applied researchers. 
Although guidelines have previously been proposed for attaining balance with continuous 
treatments (Austin, 2019; Imai & Van Dyk, 2004; Zhu et al., 2015), the results here indicate that 
the optimal choice of balance constraints can vary widely on both sides of the published 
recommendations depending on unobserved features of the data. Similar findings have 
questioned the common balance recommendations given for binary treatments (de los Angeles 
Resa & Zubizarreta, 2016), with few solutions offered except some ad hoc methods (Wang & 
Zubizarreta, 2020). Because the simulations here did not include any heuristics for choosing 
whether to include specific constraints or how tight they should be, firm guidance on these 
choices remains elusive. 
The inability to prescribe a firm procedure for how to optimally use optweights is 
 92 
disappointing but points to the need for further research on the theoretical and finite-sample 
properties of these methods both in continuous and categorical treatment scenarios. This work is 
ongoing, but the results presented here may aid future directions. In particular, work should be 
done on incorporating outcome information into the process of choosing the balance constraints 
in order to optimally select the tuning parameters that control the bias-variance tradeoff without 
encouraging snooping or capitalizing on chance. Some work has been done in that domain with 
binary treatments (Wang & Zubizarreta, 2020); it may also be possible to leverage research on 
reducing RMSE in regression analysis (S. Wu, McLean, et al., 2011) and “collaborative” 
estimation (Ju et al., 2019; van der Laan & Gruber, 2010) to aid in making this decision. 
Theoretical work must be done to understand the asymptotic properties of optweights for 
continuous treatments and in general. Wang and Zubizarreta (2020) have begun this work for 
binary treatments, demonstrating that with approximate balance, their balancing weights are 
consistent and achieve a semiparametric efficiency bound under assumptions they argue are 
fairly weak. They also develop a variance estimator for use with binary treatments, though its 
performance has not been empirically examined. Variance estimation with these optimization 
methods is still somewhat poorly understood and few of the variance estimators are implemented 
or have had their performance examined. The robust sandwich SEs used here and commonly 
used and recommended with weighting methods are clearly inadequate when power is a concern 
due to their high positive bias, so efforts should be made to find more appropriate estimators 
with desirable statistical properties. Zhao and Percival (2017) and Chan et al. (2016) relied on 
M-estimation theory to help derive variance estimators for entropy balancing with binary 




Despite its limitations, the work here offers a necessary first step into understanding the 
performance of optimization-based weighting methods for continuous treatments and offers 
several unique contributions beyond the existing literature in the estimation of balancing weights 
and treatment effects. I described a new bias decomposition that inspired the development of 
optweights, a new method for estimating balancing weights using constrained optimization, and 
performed two simulation studies to examine its performance and that of other contemporary 
methods in situations that have not been considered before with these methods, including 
situations with effect modification and high-dimensional covariates. The studies presented here 
demonstrate that optweights has advantages over other weighting methods and, in some cases, 
over regression methods, for estimating the slope of a linear ADRF. Future work should expand 
the investigation of optimization-based weighting methods for estimating nonlinear ADRFs and 
attempt to determine how these methods can be used optimally to ensure the robust and precise 
estimation of the effects of continuous treatments. 
 94 
APPENDIX 
Table 7. Bias in simulation 1 for N = 200. 
    Linear A Nonlinear A   
Linear Y Nonlinear Y Linear Y Nonlinear Y 
45
















0.15 Naive 10.17*^ 10.02*^ 9.95*^ 9.88*^ 10.04*^ 10.04*^ 9.94*^ 9.76*^ 
GPS 0.87* -0.75* 0.87* -0.57* -0.03 -0.88* 0.67* -0.43* 
jCBGPS 1.02* -0.82* 1.05* -0.40* 0.58* -0.32* 1.13* 0.06 
Ebal1 0.18* -1.02* 0.20* -1.68* 0.07 -0.15 0.62* -0.32* 
Ebal2 0.22* -0.09 0.34* -1.32* 0.03 0.09 0.67* -0.20* 
Optweights1 0.17 -0.93* 0.22* -2.02* 0.06 -0.18 0.61* -0.55* 
Optweights2 0.20 -0.12 0.36* -1.46* 0.03 0.11 0.68* -0.29* 
Reg1 0.19* -0.58* 0.05 -0.62* 0.01 0.66* 0.66* 0.78* 
Reg2 0.22* -0.02 0.23* -0.48* 0.01 0.15 0.60* 0.16* 
0.30 Naive 10.02*^ 9.96*^ 10.03*^ 10.02*^ 9.94*^ 10.03*^ 9.97*^ 9.81*^ 
GPS 1.42* 0.15 1.19* 0.35* -0.26* -0.89* 0.46* -0.18* 
jCBGPS 2.13*^ 0.76* 2.12*^ 1.07* 1.10* 0.60* 1.63*^ 0.96* 
Ebal1 0.06 -0.60* 0.20* -0.65* -0.01 0.03 0.62* 0.15* 
Ebal2 0.08 -0.07 0.31* -0.18 -0.04 0.09 0.72* 0.35* 
Optweights1 0.05 -0.46* 0.21* -0.69* 0.00 0.06 0.61* 0.09 
Optweights2 0.06 -0.04 0.30* -0.27* -0.03 0.05 0.72* 0.28* 
Reg1 0.06 -0.41* 0.03 -0.21* -0.01 0.95* 0.88* 1.25* 
Reg2 0.03 -0.09 0.16* 0.01 0.03 0.10 0.68* 0.43* 
0.45 Naive 9.98*^ 9.98*^ 9.97*^ 9.83*^ 10.04*^ 9.97*^ 10.00*^ 9.88*^ 
GPS 2.02* 1.01* 2.05* 1.04* -0.66* -1.20* 0.53* -0.11 
jCBGPS 3.27*^ 1.97* 3.18*^ 1.95*^ 1.72*^ 1.14* 2.40*^ 1.62*^ 
Ebal1 0.02 -0.47* 0.17* -0.68* -0.09 0.02 0.72* 0.33* 
Ebal2 0.02 -0.14 0.37* -0.43* -0.06 -0.02 0.82* 0.44* 
Optweights1 0.04 -0.37* 0.17* -0.62* -0.10 0.08 0.73* 0.32* 
Optweights2 -0.01 -0.14 0.32* -0.45* -0.04 -0.00 0.78* 0.39* 
Reg1 -0.01 -0.19* -0.03 -0.26* -0.00 1.11* 1.06*^ 1.73*^ 
Reg2 -0.02 0.01 0.09 -0.12 0.00 0.01 0.75* 0.49* 
Note. EM = effect modification. 
* indicates the p-value of the Z-test for bias is less than .05. 
^ indicates the bias exceeds 40% of its empirical standard error. 
Values in italics are those where more than 3% of estimates failed to converge. 
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Table 8. Bias in simulation 1 for N = 500. 
    Linear A Nonlinear A 




















Naive 9.99*^ 9.93*^ 10.02*^ 9.92*^ 10.07*^ 10.06*^ 9.93*^ 9.94*^ 
GPS 0.28* -0.21 0.44* -0.17 -0.27* -1.14* 0.30* -0.41* 
jCBGPS 0.04 -0.80* 0.37* -0.58* 0.08 -0.64* 0.66* -0.15* 
Ebal1 -0.08 -0.56* 0.16* -1.14* 0.04 -0.08 0.55* -0.08 
Ebal2 -0.09 -0.09 0.23* -0.98* 0.04 0.05 0.60* -0.00 
Optweights1 -0.07 -0.75* 0.15* -1.79*^ 0.04 -0.19* 0.51* -0.45* 
Optweights2 -0.07 -0.08 0.23* -1.39* 0.04 0.04 0.58* -0.22* 
Reg1 -0.07 -0.31* 0.05 -0.20* 0.04 0.82* 0.67* 1.01* 
Reg2 -0.09 -0.14 0.11* -0.22* 0.03 0.06 0.56* 0.30* 
0.30 
Naive 10.05*^ 9.97*^ 9.98*^ 9.90*^ 10.01*^ 9.94*^ 9.96*^ 9.98*^ 
GPS 0.65* -0.01 0.92* 0.10 -0.77* -1.42* -0.14* -0.67* 
jCBGPS 0.94* -0.01 1.11* 0.16* 0.34* -0.21* 0.90* 0.27* 
Ebal1 -0.02 -0.33* 0.16* -0.68* 0.04 0.05 0.54* 0.16* 
Ebal2 0.02 0.04 0.19* -0.43* 0.06 0.08 0.59* 0.22* 
Optweights1 -0.01 -0.30* 0.19* -0.83* 0.04 0.08 0.50* 0.03 
Optweights2 0.05 0.03 0.18* -0.54* 0.06 0.07 0.55* 0.12* 
Reg1 0.03 -0.10 0.02 -0.19* 0.03 1.02*^ 0.81*^ 1.44*^ 
Reg2 0.04 0.05 0.08 -0.10* 0.04 0.06 0.59* 0.44* 
0.45 
Naive 10.01*^ 10.00*^ 10.01*^ 9.95*^ 10.10*^ 9.98*^ 10.04*^ 10.00*^ 
GPS 1.51* 0.63* 1.45* 0.68* -1.60* -2.15* -0.32* -1.26* 
jCBGPS 2.34*^ 1.14* 2.22*^ 1.23* 0.86* 0.36* 1.56*^ 0.82* 
Ebal1 0.06 -0.30* 0.12* -0.55* 0.03 0.02 0.67* 0.23* 
Ebal2 0.06 -0.03 0.18* -0.34* -0.02 0.04 0.70* 0.27* 
Optweights1 0.05 -0.22* 0.16* -0.58* 0.04 0.07 0.63* 0.21* 
Optweights2 0.05 -0.05 0.15* -0.38* 0.00 0.03 0.62* 0.22* 
Reg1 0.04 -0.12* 0.01 -0.12* 0.05 1.23*^ 1.07*^ 1.84*^ 
Reg2 0.03 -0.03 0.04 -0.04 0.05 0.01 0.65* 0.45* 
Note. EM = effect modification. 
* indicates the p-value of the Z-test for bias is less than .05. 
^ indicates the bias exceeds 40% of its empirical standard error. 
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Table 9. Bias in simulation 1 for N = 2000. 
    Linear A Nonlinear A 




















Naive 9.98*^ 10.02*^ 9.99*^ 10.01*^ 10.03*^ 10.03*^ 9.98*^ 9.99*^ 
GPS 0.14* -0.14 0.18* -0.09 -0.52* -1.10*^ 0.13* -0.45* 
jCBGPS -0.01 -0.50* 0.12* -0.44* 0.04 -0.60* 0.63*^ -0.05 
Ebal1 -0.02 -0.25* 0.06* -0.84*^ 0.03 -0.00 0.57*^ 0.08* 
Ebal2 -0.02 0.02 0.09* -0.82* 0.04 -0.00 0.57*^ 0.08* 
Optweights1 -0.03 -0.65* 0.05 -1.74*^ 0.03 -0.19* 0.51*^ -0.41* 
Optweights2 -0.01 0.02 0.06* -1.47*^ 0.03 -0.00 0.51*^ -0.24* 
Reg1 -0.00 -0.09* -0.01 -0.07 0.01 0.88*^ 0.73*^ 1.16*^ 
Reg2 0.00 0.00 0.01 -0.07* 0.02 0.00 0.59*^ 0.43* 
0.30 
Naive 9.99*^ 9.96*^ 9.98*^ 9.99*^ 9.95*^ 9.96*^ 9.99*^ 9.99*^ 
GPS 0.36* -0.00 0.41* 0.08 -1.41*^ -2.06*^ -0.46* -1.02*^ 
jCBGPS 0.13* -0.35* 0.30* -0.14* -0.04 -0.49* 0.69*^ 0.07* 
Ebal1 0.01 -0.19* 0.04 -0.48* -0.04 -0.00 0.55*^ 0.16* 
Ebal2 0.01 -0.02 0.07* -0.37* -0.04 0.00 0.57*^ 0.19* 
Optweights1 0.03 -0.29* 0.08* -0.76*^ -0.04* 0.01 0.51*^ -0.03 
Optweights2 0.02 -0.03 0.07* -0.55* -0.04* -0.00 0.49*^ 0.01 
Reg1 0.02 -0.04 -0.02 -0.02 -0.03* 1.04*^ 0.84*^ 1.45*^ 
Reg2 0.02 -0.02 0.01 -0.01 -0.03 -0.00 0.56*^ 0.42*^ 
0.45 
Naive 10.00*^ 10.03*^ 10.01*^ 9.98*^ 10.08*^ 10.03*^ 10.02*^ 10.05*^ 
GPS 0.78* 0.40* 0.90* 0.24* -2.80*^ -3.45*^ -1.20* -1.95*^ 
jCBGPS 1.18*^ 0.12* 1.17*^ 0.30* 0.06* -0.32* 0.90*^ 0.45* 
Ebal1 0.01 -0.12* 0.06* -0.48* -0.02 -0.04 0.60*^ 0.33* 
Ebal2 0.01 -0.01 0.07* -0.41* -0.02 -0.02 0.65*^ 0.41* 
Optweights1 0.02 -0.09* 0.11* -0.57* -0.01 0.07* 0.57*^ 0.26* 
Optweights2 0.02 0.01 0.08* -0.50* -0.00 0.00 0.54*^ 0.25* 
Reg1 -0.01 0.01 0.01 -0.03 0.01 1.29*^ 1.05*^ 1.95*^ 
Reg2 -0.01 0.02 0.02 -0.02 0.01 0.01 0.60*^ 0.50*^ 
Note. EM = effect modification. 
* indicates the p-value of the Z-test for bias is less than .05. 
^ indicates the bias exceeds 40% of its empirical standard error. 
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Table 10. RMSE in simulation 1 for N = 200. 
    Linear A Nonlinear A 




















Naive 11.28 12.98 11.10 12.31 11.03 11.54 10.83 11.28 
GPS 6.45 10.71 6.43 7.62 5.64 6.71 5.24 5.50 
jCBGPS 5.51 8.95 5.60 6.89 4.83 5.44 4.64 4.84 
Ebal1 5.14 8.55 5.28 6.83 4.56 5.24 4.35 4.69 
Ebal2 5.73 8.11 5.77 7.25 5.14 5.35 4.84 5.05 
Optweights1 5.23 8.62 5.34 6.96 4.64 5.28 4.39 4.77 
Optweights2 5.55 7.86 5.56 6.98 4.99 5.18 4.69 4.92 
Reg1 4.38 7.85 4.48 6.01 4.05 4.87 3.82 4.57 
Reg2 4.66 6.86 4.70 5.92 4.33 4.60 4.06 4.36 
0.30 
Naive 10.60 11.16 10.63 11.16 10.45 10.71 10.43 10.53 
GPS 6.07 7.75 6.24 6.79 5.16 6.06 4.72 4.67 
jCBGPS 4.96 6.15 5.11 5.43 4.11 4.10 4.03 3.89 
Ebal1 4.33 6.03 4.59 5.41 3.75 3.85 3.59 3.64 
Ebal2 4.79 5.93 5.01 5.73 4.09 4.07 3.99 4.01 
Optweights1 4.44 6.12 4.68 5.48 3.80 3.89 3.65 3.68 
Optweights2 4.56 5.61 4.73 5.40 3.88 3.88 3.82 3.80 
Reg1 3.39 4.98 3.55 4.44 3.06 3.43 3.02 3.44 
Reg2 3.60 4.55 3.73 4.25 3.24 3.23 3.13 3.14 
0.45 
Naive 10.35 10.69 10.39 10.56 10.41 10.38 10.33 10.40 
GPS 6.42 7.11 6.31 6.24 6.21 6.39 5.09 5.21 
jCBGPS 5.32 5.36 5.20 5.05 4.29 3.81 4.23 3.90 
Ebal1 4.58 5.41 4.53 5.22 3.83 3.58 3.48 3.50 
Ebal2 4.96 5.71 4.98 5.67 4.38 4.03 3.83 3.98 
Optweights1 4.67 5.49 4.60 5.31 3.92 3.62 3.56 3.55 
Optweights2 4.73 5.45 4.70 5.35 4.13 3.80 3.62 3.74 
Reg1 3.16 4.04 3.21 3.77 2.89 3.03 2.79 3.37 
Reg2 3.29 3.75 3.36 3.71 3.13 2.81 2.83 2.86 
Note. EM = effect modification. 
Values in italics are those where more than 3% of estimates failed to converge. 
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Table 11. RMSE in simulation 1 for N = 500. 
    Linear A Nonlinear A 




















Naive 10.47 11.27 10.47 10.90 10.48 10.68 10.31 10.56 
GPS 4.25 7.16 4.22 5.01 3.44 4.73 3.31 3.42 
jCBGPS 3.41 6.18 3.39 4.51 2.86 3.47 2.75 2.97 
Ebal1 3.22 5.64 3.17 4.31 2.76 3.24 2.64 2.88 
Ebal2 3.34 4.95 3.34 4.25 2.91 3.10 2.75 2.90 
Optweights1 3.23 5.59 3.17 4.49 2.78 3.23 2.67 2.92 
Optweights2 3.22 4.79 3.23 4.24 2.84 3.04 2.69 2.86 
Reg1 2.78 5.05 2.74 3.81 2.47 3.13 2.44 2.97 
Reg2 2.83 4.27 2.80 3.60 2.54 2.77 2.44 2.60 
0.30 
Naive 10.26 10.48 10.22 10.37 10.22 10.21 10.16 10.30 
GPS 4.33 5.85 4.55 4.63 3.85 4.72 3.46 3.65 
jCBGPS 3.29 4.28 3.44 3.75 2.56 2.64 2.56 2.47 
Ebal1 2.64 3.70 2.79 3.27 2.29 2.36 2.25 2.25 
Ebal2 2.79 3.55 3.02 3.32 2.42 2.38 2.38 2.36 
Optweights1 2.63 3.67 2.75 3.28 2.30 2.35 2.25 2.24 
Optweights2 2.61 3.30 2.78 3.12 2.28 2.25 2.25 2.22 
Reg1 2.08 3.06 2.18 2.70 1.89 2.27 1.97 2.50 
Reg2 2.13 2.71 2.24 2.53 1.95 1.91 1.94 1.92 
0.45 
Naive 10.16 10.28 10.18 10.25 10.26 10.15 10.18 10.22 
GPS 5.02 5.48 4.84 4.81 5.31 5.88 4.31 4.55 
jCBGPS 3.91 3.89 3.95 3.66 2.89 2.54 2.97 2.58 
Ebal1 2.76 3.33 2.90 3.19 2.33 2.19 2.25 2.13 
Ebal2 3.08 3.39 3.19 3.40 2.47 2.32 2.44 2.31 
Optweights1 2.73 3.31 2.87 3.16 2.34 2.17 2.21 2.15 
Optweights2 2.70 3.05 2.81 3.04 2.27 2.11 2.21 2.12 
Reg1 1.96 2.49 2.01 2.33 1.74 2.13 1.94 2.57 
Reg2 1.99 2.27 2.05 2.23 1.81 1.67 1.77 1.71 
Note. EM = effect modification. 
 99 
Table 12. RMSE in simulation 1 for N = 2000. 
    Linear A Nonlinear A 




















Naive 10.09 10.36 10.11 10.28 10.13 10.19 10.06 10.16 
GPS 2.14 3.81 2.32 2.86 1.84 2.49 1.60 1.81 
jCBGPS 1.65 3.23 1.73 2.35 1.42 1.84 1.44 1.50 
Ebal1 1.57 2.78 1.61 2.27 1.38 1.61 1.37 1.45 
Ebal2 1.60 2.33 1.66 2.22 1.41 1.48 1.39 1.42 
Optweights1 1.55 2.74 1.58 2.66 1.37 1.58 1.34 1.49 
Optweights2 1.54 2.23 1.57 2.46 1.37 1.44 1.33 1.41 
Reg1 1.35 2.49 1.41 1.90 1.23 1.72 1.34 1.83 
Reg2 1.35 2.03 1.42 1.80 1.24 1.32 1.27 1.36 
0.30 
Naive 10.05 10.08 10.04 10.11 10.00 10.03 10.04 10.07 
GPS 2.52 3.57 2.77 2.95 3.06 3.89 2.28 2.32 
jCBGPS 1.70 2.49 1.82 2.14 1.31 1.48 1.38 1.29 
Ebal1 1.34 1.90 1.39 1.74 1.14 1.18 1.20 1.13 
Ebal2 1.42 1.79 1.48 1.73 1.19 1.17 1.26 1.18 
Optweights1 1.29 1.79 1.32 1.75 1.12 1.13 1.16 1.10 
Optweights2 1.26 1.58 1.29 1.60 1.10 1.06 1.14 1.08 
Reg1 1.02 1.52 1.05 1.34 0.94 1.43 1.21 1.79 
Reg2 1.03 1.34 1.05 1.24 0.95 0.91 1.04 1.03 
0.45 
Naive 10.04 10.11 10.05 10.06 10.12 10.08 10.06 10.11 
GPS 3.69 3.91 3.33 3.38 5.04 6.02 3.71 4.09 
jCBGPS 2.55 2.57 2.44 2.32 1.51 1.49 1.66 1.46 
Ebal1 1.46 1.78 1.45 1.69 1.17 1.13 1.25 1.12 
Ebal2 1.66 1.87 1.63 1.86 1.31 1.20 1.38 1.28 
Optweights1 1.37 1.64 1.38 1.63 1.12 1.06 1.18 1.05 
Optweights2 1.34 1.50 1.32 1.56 1.10 1.01 1.16 1.06 
Reg1 0.97 1.26 0.97 1.16 0.86 1.56 1.31 2.14 
Reg2 0.97 1.14 0.98 1.08 0.88 0.81 1.00 0.94 
Note. EM = effect modification. 
 100 
Table 13. Relative standard error bias in percent in simulation 1 for N = 200. 
    Linear A Nonlinear A 




















Naive -1.4⁻⁻ 2.3⁻⁻ -0.1⁻⁻ -4.5⁻⁻ -0.1⁻⁻ -1.4⁻⁻ 1.7⁻⁻ -4.3⁻⁻ 
GPS 4.4 -2.4 3.0 -1.9 7.2⁺ 0.9⁺ 5.2 3.1⁺ 
jCBGPS 19.9⁺ 11.0⁺ 17.0⁺ 7.3⁺ 21.8⁺⁺ 17.7⁺⁺ 18.3⁺ 14.9⁺ 
Ebal1 21.4⁺⁺ 9.8⁺ 17.2⁺⁺ 6.5 22.7⁺⁺ 14.8⁺ 18.8⁺⁺ 12.9⁺ 
Ebal2 19.6⁺ 29.3⁺⁺ 17.8⁺⁺ 12.2⁺ 19.8⁺⁺ 26.0⁺⁺ 17.8⁺ 17.7⁺ 
Optweights1 20.4⁺⁺ 9.0⁺ 16.9⁺⁺ 7.4 21.0⁺⁺ 13.7⁺ 17.9⁺ 12.0⁺ 
Optweights2 19.0⁺ 30.2⁺⁺ 18.0⁺⁺ 14.5⁺ 19.2⁺⁺ 26.3⁺⁺ 17.6⁺ 17.8⁺ 
Reg1 3.3 6.3⁺ 3.4 5.0⁺ 2.5 3.3 3.8 2.1 
Reg2 11.0⁺ 4.6 12.8⁺ 12.0⁺ 9.7⁺ 6.7⁺ 11.1⁺ 9.0⁺ 
0.30 
Naive -1.6⁻⁻ -1.6⁻⁻ 0.1⁻⁻ -3.0⁻⁻ -0.2⁻⁻ -1.6⁻⁻ 2.3⁻⁻ -1.8⁻⁻ 
GPS -2.2⁻⁻ -8.3⁻ -6.2⁻⁻ -7.9 3.0 -8.6 1.0⁻ -0.6 
jCBGPS 17.5⁻ 6.0 11.8⁻ 8.1 21.1⁺ 18.7⁺ 17.2 13.9⁺ 
Ebal1 23.7⁺⁺ 5.8 14.8⁺ 6.2⁺ 21.7⁺ 16.8⁺ 17.1⁺ 12.3⁺ 
Ebal2 23.9⁺ 23.2⁺ 16.0⁺ 14.1⁺ 23.3⁺⁺ 23.4⁺⁺ 16.6⁺ 15.3⁺ 
Optweights1 21.9⁺⁺ 4.7 14.0⁺ 6.4⁺ 20.2⁺ 15.2⁺ 15.9⁺ 11.6⁺ 
Optweights2 23.1⁺⁺ 24.1⁺ 16.7⁺ 15.6⁺ 23.0⁺⁺ 22.7⁺⁺ 16.1⁺ 16.1⁺ 
Reg1 4.1 2.2 2.1 2.9 2.7 2.2⁻ 3.6 3.1 
Reg2 11.0⁺ 4.3 9.7⁺ 8.7⁺ 10.5⁺ 7.5⁺ 11.2⁺ 10.2⁺ 
0.45 
Naive -0.4⁻⁻ -1.4⁻⁻ -2.0⁻⁻ -2.7⁻⁻ -0.5⁻⁻ 2.5⁻⁻ 2.5⁻⁻ -3.7⁻⁻ 
GPS -7.2⁻⁻ -11.8⁻⁻ -8.8⁻⁻ -9.1⁻⁻ -7.6 -11.5 -4.5⁻⁻ -9.4⁻ 
jCBGPS 13.0⁻⁻ 5.1⁻⁻ 10.9⁻⁻ 3.2⁻⁻ 20.4⁻ 21.6 16.7⁻⁻ 12.5⁻⁻ 
Ebal1 18.8⁺ 8.7⁺ 15.9⁺ 5.8⁺ 21.8⁺⁺ 20.3⁺ 19.2⁺ 13.6⁺ 
Ebal2 22.0⁺ 19.3⁺ 17.6⁺ 11.4⁺ 20.5⁺ 22.9⁺ 22.0⁺⁺ 14.9⁺ 
Optweights1 18.2⁺ 8.2⁺ 16.3⁺⁺ 5.8 19.1⁺ 18.4⁺ 17.5⁺⁺ 12.6⁺ 
Optweights2 21.5⁺⁺ 18.5⁺ 18.6⁺ 12.2⁺ 19.5⁺ 21.3⁺ 21.4⁺⁺ 14.6⁺ 
Reg1 2.9⁺ 3.2⁺ 3.5 3.9⁺ 1.8 3.6⁻ 5.0⁻ 1.4⁻⁻ 
Reg2 10.3⁺ 7.5⁺ 10.4⁺ 8.8⁺ 6.9⁺ 9.5⁺ 12.2⁺ 7.9⁺ 
Note. EM = effect modification. 
⁺ indicates that confidence interval coverage was statistically greater than 95% at .05 significance. 
⁻ indicates that confidence interval coverage was statistically less than 95% at .05 significance. 
⁺⁺ indicates that confidence interval coverage was additionally greater than 97.5%. 
⁻⁻ indicates that confidence interval coverage was additionally less than 92.5%. 
Values in italics are those where more than 3% of estimates failed to converge. 
Standard error bias over 10% is considered problematic. 
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Table 14. Relative standard error bias in percent in simulation 1 for N = 500. 
    Linear A Nonlinear A 




















Naive -3.2⁻⁻ -0.4⁻⁻ 0.8⁻⁻ -1.8⁻⁻ -1.2⁻⁻ -0.5⁻⁻ -1.4⁻⁻ -2.2⁻⁻ 
GPS 0.5⁺ -6.0⁺ 0.9 -2.7⁺ 10.3⁺ -4.4⁺ 4.1⁺ 3.9⁺ 
jCBGPS 20.3⁺⁺ 2.8 20.3⁺⁺ 3.9⁺ 24.5⁺⁺ 16.8⁺⁺ 21.4⁺ 13.5⁺ 
Ebal1 19.0⁺⁺ 2.6 19.5⁺⁺ 3.8 23.8⁺⁺ 15.1⁺⁺ 20.1⁺⁺ 11.1⁺ 
Ebal2 19.3⁺⁺ 24.7⁺⁺ 17.6⁺⁺ 12.1⁺ 21.9⁺⁺ 26.8⁺⁺ 20.2⁺ 17.5⁺⁺ 
Optweights1 17.4⁺⁺ 1.5 18.1⁺⁺ 4.5⁻ 21.1⁺⁺ 12.5⁺ 17.1⁺⁺ 9.7⁺ 
Optweights2 18.2⁺⁺ 25.5⁺⁺ 16.7⁺⁺ 13.6⁺ 20.3⁺⁺ 25.8⁺⁺ 18.5⁺⁺ 17.3⁺⁺ 
Reg1 -1.7 1.0 2.4 1.2 1.0 1.2 0.9 1.0 
Reg2 1.8 -5.9⁻ 5.7⁺ 3.8 4.1 -1.7 5.0 3.0 
0.30 
Naive 2.6⁻⁻ -1.4⁻⁻ -0.3⁻⁻ -1.8⁻⁻ -0.6⁻⁻ 0.4⁻⁻ -1.7⁻⁻ -4.0⁻⁻ 
GPS -5.5⁻ -13.3⁻ -12.8⁻⁻ -8.4 -4.2⁺ -14.6⁺ -5.6 -9.7 
jCBGPS 18.8⁺ 9.9 11.9⁻ 8.1⁺ 23.5⁺⁺ 21.9⁺⁺ 18.7⁺ 14.9⁺ 
Ebal1 24.7⁺⁺ 7.5⁺ 15.9⁺ 8.8⁺ 23.3⁺⁺ 18.9⁺⁺ 17.2⁺ 12.1⁺ 
Ebal2 24.0⁺⁺ 22.5⁺⁺ 12.5⁺ 15.5⁺ 22.5⁺⁺ 26.6⁺⁺ 16.1⁺ 15.4⁺ 
Optweights1 23.4⁺⁺ 5.5 15.7⁺ 8.4⁺ 19.6⁺⁺ 14.9⁺⁺ 14.1⁺ 10.3⁺ 
Optweights2 22.1⁺⁺ 23.2⁺⁺ 12.2⁺ 16.3⁺ 20.7⁺⁺ 24.1⁺⁺ 14.5⁺ 15.6⁺ 
Reg1 2.6 1.0 0.0 2.8 0.3 1.2⁻ 0.7⁻ -0.9⁻⁻ 
Reg2 5.3⁺ -2.1 2.3 2.5⁺ 2.9 1.6 3.1 3.0 
0.45 
Naive -2.0⁻⁻ 0.5⁻⁻ -0.6⁻⁻ -1.4⁻⁻ -1.9⁻⁻ 1.4⁻⁻ 1.4⁻⁻ -2.3⁻⁻ 
GPS -14.2⁻⁻ -14.0⁻⁻ -13.4⁻⁻ -13.0⁻⁻ -12.3⁺ -19.6 -15.9⁻ -13.8 
jCBGPS 13.5⁻⁻ 8.6⁻ 5.4⁻⁻ 5.5⁻⁻ 23.7 29.0⁺ 13.2⁻⁻ 18.1 
Ebal1 21.5⁺⁺ 9.4⁺ 12.7⁺ 6.8 25.2⁺⁺ 23.8⁺⁺ 16.3 16.5⁺ 
Ebal2 18.1⁺ 22.2⁺ 10.3⁺ 11.5⁺ 28.0⁺⁺ 29.4⁺⁺ 15.5 19.4⁺ 
Optweights1 20.4⁺⁺ 7.1⁺ 12.3⁺ 6.9 20.2⁺⁺ 19.0⁺⁺ 15.0⁺ 12.3⁺ 
Optweights2 19.1⁺⁺ 21.3⁺⁺ 11.9⁺ 12.4⁺ 23.4⁺⁺ 25.9⁺⁺ 14.4⁺ 16.7⁺ 
Reg1 0.7 1.9 0.3 2.0 2.1 2.3⁻⁻ 1.2⁻⁻ 0.7⁻⁻ 
Reg2 3.4 0.1 2.6⁺ 2.3 4.4 3.1 4.7⁻ 3.7 
Note. EM = effect modification. 
⁺ indicates that confidence interval coverage was statistically greater than 95% at .05 significance. 
⁺⁺ indicates that confidence interval coverage was additionally greater than 97.5%. 
⁻ indicates that confidence interval coverage was statistically less than 95% at .05 significance. 
⁻⁻ indicates that confidence interval coverage was additionally less than 92.5%. 
Standard error bias over 10% is considered problematic. 
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Table 15. Relative standard error bias in percent in simulation 1 for N = 2000. 
    Linear A Nonlinear A 




















Naive 0.6⁻⁻ 1.4⁻⁻ -1.4⁻⁻ -2.6⁻⁻ -0.8⁻⁻ -1.7⁻⁻ 2.5⁻⁻ -2.6⁻⁻ 
GPS 3.5⁺ -4.6⁺ -3.2 -9.7⁺ 9.3⁺⁺ -0.0⁺ 10.0⁺ 2.6⁺ 
jCBGPS 25.3⁺⁺ 4.3⁺ 20.6⁺⁺ 2.5 26.1⁺⁺ 18.2⁺⁺ 26.1⁺ 12.3⁺ 
Ebal1 22.5⁺⁺ 6.4⁺ 18.6⁺⁺ 3.1⁻ 23.5⁺⁺ 16.3⁺⁺ 24.0⁺ 9.7⁺ 
Ebal2 22.1⁺⁺ 34.0⁺⁺ 17.3⁺ 9.9 22.2⁺⁺ 31.2⁺⁺ 23.7⁺ 15.9⁺ 
Optweights1 19.7⁺⁺ 4.4 15.8⁺ 4.6⁻⁻ 19.8⁺⁺ 12.7⁺ 20.3⁺ 7.6 
Optweights2 19.2⁺⁺ 32.0⁺⁺ 15.0⁺ 10.7⁻⁻ 19.4⁺⁺ 27.1⁺⁺ 20.8⁺ 14.2⁺ 
Reg1 -0.7 0.8 -2.6 0.1 -0.5 2.2⁻⁻ 3.0⁻⁻ -1.9⁻⁻ 
Reg2 0.5 -7.1⁻ -1.8 -1.6 0.2 -2.5⁻ 4.4⁻ -3.1⁻ 
0.30 
Naive 1.1⁻⁻ 0.5⁻⁻ 2.4⁻⁻ 0.3⁻⁻ -2.1⁻⁻ -0.4⁻⁻ -0.8⁻⁻ -4.5⁻⁻ 
GPS -6.4⁻⁻ -15.3 -14.5⁻⁻ -15.9 -18.3⁺ -24.3 -14.2⁺ -9.8 
jCBGPS 24.3⁺⁺ 8.8⁺ 17.5⁺ 5.6⁺ 28.4⁺⁺ 28.1⁺⁺ 25.2 17.5⁺ 
Ebal1 26.4⁺⁺ 8.0⁺ 20.3⁺⁺ 5.6⁺ 27.6⁺⁺ 24.5⁺⁺ 22.2⁺ 14.3⁺ 
Ebal2 25.3⁺⁺ 27.6⁺⁺ 18.9⁺⁺ 14.7⁺ 26.4⁺⁺ 35.8⁺⁺ 20.7 17.8⁺ 
Optweights1 22.8⁺⁺ 7.1⁺ 18.4⁺⁺ 6.5⁻ 20.4⁺⁺ 17.7⁺⁺ 17.7⁺ 9.3⁺ 
Optweights2 22.1⁺⁺ 26.5⁺⁺ 17.7⁺⁺ 15.7⁺ 20.5⁺⁺ 28.8⁺⁺ 17.0 14.5⁺ 
Reg1 2.0 0.3 1.9 1.8⁺ -1.3 1.8⁻⁻ 1.1⁻⁻ -3.3⁻⁻ 
Reg2 2.7 -6.5⁻ 3.0 -1.2 -0.4 0.9 1.7⁻⁻ -3.5⁻⁻ 
0.45 
Naive 3.0⁻⁻ -0.8⁻⁻ -0.0⁻⁻ -2.3⁻⁻ -0.1⁻⁻ -0.6⁻⁻ 0.8⁻⁻ -1.2⁻⁻ 
GPS -22.6⁻⁻ -21.5⁻⁻ -18.2⁻⁻ -20.0⁻⁻ -23.3⁻ -29.5⁻⁻ -25.8 -25.2 
jCBGPS 6.7⁻⁻ 8.5 9.4⁻⁻ 6.8 35.6⁺⁺ 39.5⁺⁺ 21.8⁻⁻ 24.9⁺ 
Ebal1 18.9⁺⁺ 5.7⁺ 17.1⁺ 6.0 32.3⁺⁺ 31.1⁺⁺ 19.7 21.1⁺ 
Ebal2 17.0⁺⁺ 19.8⁺⁺ 16.4⁺ 10.6⁺ 32.5⁺⁺ 43.2⁺⁺ 18.9 22.5⁺ 
Optweights1 16.3⁺⁺ 5.5⁺ 14.2⁺ 5.4 23.5⁺⁺ 20.3⁺⁺ 16.0 15.1⁺ 
Optweights2 16.7⁺⁺ 21.4⁺⁺ 15.9⁺ 11.9⁺ 24.9⁺⁺ 31.2⁺⁺ 16.2 18.0⁺⁺ 
Reg1 -0.8 -1.7 1.0 0.3 0.4 0.0⁻⁻ 1.2⁻⁻ 0.8⁻⁻ 
Reg2 -0.2 -5.5⁻ 1.8 -0.4 1.2 0.8 2.0⁻⁻ 2.0⁻⁻ 
Note. EM = effect modification. 
⁺ indicates that confidence interval coverage was statistically greater than 95% at .05 significance. 
⁺⁺ indicates that confidence interval coverage was additionally greater than 97.5%. 
⁻ indicates that confidence interval coverage was statistically less than 95% at .05 significance. 
⁻⁻ indicates that confidence interval coverage was additionally less than 92.5%. 
Standard error bias over 10% is considered problematic. 
 
Table 16. Bias on the scale of the standardized coefficient in simulation 2. 
   Method 
       Optweights, !" = 
N $%& $'& Naïve GPS Reg1 Reg2 0.000 0.025 0.050 0.075 0.100 0.125 0.150 
300 
0.05 
0.05 0.024 -0.001 0.000 0.001  -0.002 0.000 0.003 0.006 0.009 0.012 
0.25 0.057 0.001 0.006 -0.002  0.000 0.002 0.009 0.017 0.024 0.030 
0.45 0.078 0.004 0.008 0.002  0.001 0.004 0.013 0.023 0.033 0.042 
0.25 
0.05 0.088 0.008 0.011 -0.001  0.000 0.003 0.010 0.017 0.023 0.029 
0.25 0.200 0.021 0.023 0.000  0.004 0.012 0.027 0.042 0.056 0.069 
0.45 0.267 0.025 0.033 -0.001  0.009 0.021 0.041 0.061 0.079 0.096 
0.45 
0.05 0.133 0.034 0.024 -0.004  0.006 0.014 0.025 0.034 0.043 0.051 
0.25 0.294 0.063 0.054 0.003  0.013 0.030 0.053 0.074 0.094 0.111 
0.45 0.392 0.083 0.070 0.002  0.013 0.036 0.067 0.096 0.122 0.146 
450 
0.05 
0.05 0.025 0.000 0.002 0.000 0.001 0.000 0.002 0.005 0.008 0.011 0.014 
0.25 0.056 -0.004 0.005 0.001 0.001 -0.001 0.003 0.011 0.018 0.025 0.032 
0.45 0.078 -0.002 0.009 0.001 0.004 0.003 0.008 0.018 0.028 0.037 0.046 
0.25 
0.05 0.089 0.001 0.012 -0.001 0.003 0.002 0.008 0.014 0.021 0.026 0.032 
0.25 0.201 0.000 0.026 0.000 0.006 0.009 0.022 0.036 0.050 0.063 0.076 
0.45 0.269 0.006 0.036 0.000 0.008 0.011 0.028 0.047 0.066 0.084 0.101 
0.45 
0.05 0.131 0.017 0.023 0.001  0.008 0.018 0.027 0.036 0.044 0.052 
0.25 0.296 0.041 0.054 0.002  0.014 0.035 0.058 0.078 0.097 0.114 
0.45 0.397 0.052 0.071 0.001  0.020 0.049 0.078 0.105 0.130 0.153 
600 
0.05 
0.05 0.025 -0.002 0.001 -0.001 0.000 0.000 0.003 0.006 0.009 0.012 0.015 
0.25 0.059 -0.002 0.007 0.001 0.002 0.002 0.008 0.016 0.023 0.030 0.036 
0.45 0.078 -0.002 0.009 0.000 0.001 0.002 0.010 0.020 0.029 0.039 0.048 
0.25 
0.05 0.091 -0.004 0.012 0.000 0.002 0.004 0.010 0.016 0.023 0.029 0.034 
0.25 0.201 -0.005 0.027 0.001 0.005 0.007 0.021 0.036 0.050 0.063 0.076 
0.45 0.270 -0.007 0.036 0.000 0.007 0.011 0.030 0.049 0.068 0.086 0.103 
0.45 
0.05 0.131 0.009 0.022 -0.001 0.003 0.005 0.015 0.025 0.034 0.042 0.050 
0.25 0.293 0.025 0.050 -0.003 0.006 0.013 0.036 0.058 0.078 0.096 0.113 
0.45 0.394 0.040 0.071 0.000 0.014 0.022 0.052 0.081 0.108 0.132 0.154 




Table 17. Empirical standard errors on the scale of the standardized coefficient in simulation 2. 
   Method 
       Optweights, !" = 
N $%& $'& Naïve GPS Reg1 Reg2 0.000 0.025 0.050 0.075 0.100 0.125 0.150 
300 
0.05 
0.05 0.060 0.118 0.073 0.116  0.069 0.064 0.063 0.062 0.061 0.061 
0.25 0.069 0.139 0.080 0.102  0.072 0.069 0.068 0.067 0.067 0.066 
0.45 0.078 0.162 0.084 0.091  0.076 0.074 0.073 0.072 0.072 0.072 
0.25 
0.05 0.062 0.142 0.082 0.124  0.091 0.087 0.083 0.080 0.077 0.075 
0.25 0.069 0.160 0.082 0.112  0.085 0.080 0.077 0.075 0.073 0.071 
0.45 0.074 0.178 0.078 0.097  0.077 0.074 0.072 0.070 0.069 0.067 
0.45 
0.05 0.059 0.180 0.092 0.141  0.128 0.117 0.109 0.103 0.097 0.092 
0.25 0.066 0.187 0.090 0.123  0.112 0.101 0.095 0.090 0.085 0.082 
0.45 0.071 0.205 0.086 0.113  0.099 0.093 0.088 0.084 0.081 0.078 
450 
0.05 
0.05 0.050 0.086 0.056 0.069 0.071 0.054 0.052 0.052 0.051 0.050 0.050 
0.25 0.055 0.103 0.060 0.064 0.073 0.056 0.055 0.054 0.054 0.053 0.053 
0.45 0.063 0.121 0.064 0.059 0.075 0.061 0.060 0.060 0.059 0.059 0.059 
0.25 
0.05 0.049 0.122 0.062 0.077 0.094 0.068 0.065 0.063 0.061 0.059 0.057 
0.25 0.054 0.145 0.060 0.068 0.083 0.064 0.062 0.060 0.058 0.057 0.055 
0.45 0.063 0.166 0.063 0.062 0.078 0.060 0.059 0.057 0.056 0.055 0.054 
0.45 
0.05 0.048 0.163 0.069 0.088  0.093 0.088 0.083 0.079 0.075 0.072 
0.25 0.052 0.174 0.066 0.078  0.085 0.080 0.075 0.072 0.068 0.065 
0.45 0.059 0.185 0.066 0.068  0.075 0.072 0.069 0.066 0.064 0.062 
600 
0.05 
0.05 0.042 0.067 0.046 0.053 0.055 0.045 0.044 0.043 0.043 0.042 0.042 
0.25 0.050 0.077 0.052 0.050 0.058 0.049 0.049 0.048 0.048 0.047 0.047 
0.45 0.054 0.091 0.054 0.047 0.059 0.051 0.051 0.050 0.050 0.050 0.050 
0.25 
0.05 0.041 0.110 0.052 0.060 0.069 0.057 0.055 0.053 0.051 0.050 0.049 
0.25 0.047 0.126 0.051 0.055 0.066 0.055 0.053 0.051 0.050 0.049 0.048 
0.45 0.054 0.138 0.053 0.050 0.062 0.053 0.052 0.051 0.050 0.049 0.048 
0.45 
0.05 0.041 0.142 0.059 0.067 0.096 0.075 0.071 0.067 0.064 0.061 0.058 
0.25 0.046 0.158 0.058 0.063 0.090 0.070 0.067 0.063 0.060 0.058 0.056 
0.45 0.049 0.166 0.055 0.053 0.077 0.061 0.058 0.056 0.054 0.052 0.050 




Table 18. RMSE on the scale of the standardized coefficient in simulation 2. 
   Method 
       Optweights, !" = 
N $%& $'& Naïve GPS Reg1 Reg2 0.000 0.025 0.050 0.075 0.100 0.125 0.150 
300 
0.05 
0.05 0.065 0.118 0.073 0.116  0.069 0.064 0.063 0.062 0.062 0.062 
0.25 0.089 0.139 0.080 0.102  0.072 0.069 0.069 0.069 0.071 0.073 
0.45 0.110 0.162 0.085 0.091  0.076 0.074 0.074 0.076 0.079 0.083 
0.25 
0.05 0.108 0.143 0.083 0.124  0.091 0.087 0.084 0.082 0.081 0.080 
0.25 0.211 0.161 0.085 0.112  0.085 0.081 0.082 0.086 0.092 0.099 
0.45 0.277 0.180 0.085 0.097  0.077 0.077 0.083 0.093 0.105 0.117 
0.45 
0.05 0.145 0.183 0.095 0.141  0.128 0.117 0.112 0.108 0.106 0.105 
0.25 0.302 0.198 0.105 0.123  0.112 0.105 0.109 0.117 0.127 0.138 
0.45 0.398 0.221 0.111 0.113  0.099 0.099 0.111 0.127 0.146 0.165 
450 
0.05 
0.05 0.055 0.086 0.056 0.069 0.071 0.054 0.052 0.052 0.051 0.051 0.052 
0.25 0.079 0.104 0.060 0.064 0.073 0.056 0.055 0.055 0.056 0.059 0.062 
0.45 0.100 0.121 0.065 0.059 0.076 0.061 0.061 0.062 0.065 0.070 0.075 
0.25 
0.05 0.101 0.122 0.063 0.077 0.094 0.068 0.065 0.064 0.064 0.064 0.065 
0.25 0.208 0.145 0.066 0.068 0.084 0.065 0.066 0.070 0.077 0.085 0.094 
0.45 0.277 0.166 0.072 0.062 0.078 0.061 0.065 0.074 0.087 0.100 0.114 
0.45 
0.05 0.140 0.164 0.073 0.088  0.093 0.090 0.088 0.087 0.087 0.089 
0.25 0.300 0.179 0.085 0.078  0.086 0.087 0.095 0.106 0.118 0.131 
0.45 0.401 0.192 0.097 0.068  0.078 0.087 0.104 0.124 0.145 0.165 
600 
0.05 
0.05 0.049 0.067 0.046 0.053 0.055 0.045 0.044 0.044 0.044 0.044 0.045 
0.25 0.077 0.078 0.053 0.050 0.058 0.049 0.049 0.050 0.053 0.056 0.060 
0.45 0.095 0.091 0.055 0.047 0.059 0.051 0.052 0.054 0.058 0.063 0.069 
0.25 
0.05 0.100 0.110 0.053 0.060 0.069 0.057 0.056 0.055 0.056 0.058 0.060 
0.25 0.206 0.126 0.058 0.055 0.066 0.055 0.057 0.062 0.070 0.080 0.090 
0.45 0.276 0.138 0.064 0.050 0.063 0.054 0.060 0.071 0.084 0.099 0.113 
0.45 
0.05 0.137 0.143 0.063 0.067 0.096 0.075 0.072 0.071 0.072 0.074 0.076 
0.25 0.297 0.159 0.077 0.063 0.090 0.071 0.076 0.086 0.099 0.112 0.126 
0.45 0.397 0.170 0.090 0.053 0.078 0.065 0.078 0.099 0.120 0.142 0.162 
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