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Ferromagnetic Damping/Anti-damping in a Periodic 2D Helical surface; A
Non-Equilibrium Keldysh Green Function Approach
Farzad Mahfouzi1, ∗ and Nicholas Kioussis1
1Department of Physics, California State University, Northridge, California 91330-8268, USA
In this paper, we investigate theoretically the spin-orbit torque as well as the Gilbert damping for
a two band model of a 2D helical surface state with a Ferromagnetic (FM) exchange coupling. We
decompose the density matrix into the Fermi sea and Fermi surface components and obtain their
contributions to the electronic transport as well as the spin-orbit torque (SOT). Furthermore, we
obtain the expression for the Gilbert damping due to the surface state of a 3D Topological Insulator
(TI) and predicted its dependence on the direction of the magnetization precession axis.
PACS numbers: 72.25.Dc, 75.70.Tj, 85.75.-d, 72.10.Bg
I. INTRODUCTION
The spin-transfer torque (STT) is a phenomenon in
which spin current of large enough density injected into
a ferromagnetic layer switches its magnetization from
one static configuration to another [1]. The origin of
STT is absorption of itinerant flow of angular momen-
tum components normal to the magnetization direc-
tion. It represents one of the central phenomena of the
second-generation spintronics, focused on manipulation
of coherent spin states, since reduction of current den-
sities (currently of the order 106-108 A/cm2) required
for STT-based magnetization switching is expected to
bring commercially viable magnetic random access mem-
ory (MRAM) [2]. The rich nonequilibrium physics [3]
arising in the interplay of spin currents carried by fast
conduction electrons and collective magnetization dy-
namics, viewed as the slow classical degree of freedom,
is of great fundamental interest.
Very recent experiments [4, 5] and theoretical stud-
ies [6] have sought STT in nontraditional setups which do
not involve the usual two (spin-polarizing and free) F lay-
ers with noncollinear magnetizations [3], but rely instead
on the spin-orbit coupling (SOC) effects in structures
lacking inversion symmetry. Such “SO torques” [7] have
been detected [4] in Pt/Co/AlOx lateral devices where
current flows in the plane of Co layer. Concurrently, the
recent discovery [8] of three-dimensional (3D) topologi-
cal insulators (TIs), which possess a usual band gap in
the bulk while hosting metallic surfaces whose massless
Dirac electrons have spins locked with their momenta
due to the strong Rashba-type SOC, has led to theoreti-
cal proposals to employ these exotic states of matter for
spintronics [9] and STT in particular [10]. For example,
magnetization of a ferromagnetic film with perpendicular
anisotropy deposited on the TI surface could be switched
by interfacial quantum Hall current [10].
In this paper, we investigate the dynamical properties
of a FM/3DTI heterostructure, where the F overlayer
∗ farzad.mahfouzi@gmail.com
covers a TI surface and the device is periodic along in-
plane x − y directions. The effect of the F overlayer is a
proximity induced exchange field −∆surf ~m ·~σ/2 superim-
posed on the Dirac cone dispersion. For a partially cov-
ered FM/TI heterostructure, the spin-momentum-locked
Dirac electrons flip their spin upon entering into the in-
terface region, thereby inducing a large antidamping-like
SOT on the FM [15–17]. The antidamping-like SOT
driven by this mechanism which is unique to the sur-
face of TIs has been predicted in Ref. [17], where a time-
dependent nonequilibrium Green function [18] (NEGF)-
based framework was developed. The formalism made it
possible to separate different torque components in the
presence of arbitrary spin-flip processes within the device.
Similar anti-damping torques has also been predicted [19]
to exist due to the Berry phase in periodic structures
where the device is considered infinite in in-plane direc-
tions and a Kubo formula was used to describe the SOT
as a linear response to homoginiuos electric field at the
interface. However, the connection between the two ap-
proaches is not clear and one of the goals of the current
paper is to address the similarities and the differences
between the two. In the following we present the theo-
retical formalism of the SOT and damping in the regime
of slowly varying parameters of a periodic system in space
and time.
Generally, in a quantum system with slowly varying
parameters in space and/or time, the system stays close
to its equilibrium state (i.e. adiabatic regime) and the ef-
fects of the nonadiabaticity is taken into account pertur-
batively using adiabatic expansion. Conventionally, this
expansion is performed using Wigner representation [20]
after the separation of the fast and slow variations in
space and/or time. [21] The slow variation implies that
the NEGFs vary slowly with the central space ( time ),
~xc = (~x+ ~x
′)/2 ( tc = (t+ t
′)/2 ), while they change fast
with the relative space (time), ~xr = ~x− ~x
′ ( tr = t− t
′ ).
Here we use an alternative approach, where we consider
(x, t) and (~xr , tr) as the natural variables to describe the
close to adiabatic apace-time evolution of NEGFs and
then perform the following Fourier transform
Gˇ(~xt; ~x′t′) =
∫
dE
2π
d~k
Ωk
eiE(t−t
′)+i~k·(~x−~x′)
Gˇ~kE(~xt). (1)
2where, Ωk is the volume of the phase space that the
~k-integration is being performed. The standard Dyson
equation of motion for Gˇ(~xt; ~x′t′) is cumbersome to ma-
nipulate [22, 23] or solve numerically, [24] so they are usu-
ally transformed to some other representation.[11] Gen-
eralizing the equation to take into account slowly varying
time and spatial dependence of the Hamiltonian we ob-
tain,
Gˇ =
(
G
r
G
<
0 Ga
)
, (2)
=
(
G
r,−1
ad − iDxt Σ
<
0 Ga,−1ad − iDxt
)−1
,
where,
G
r,−1
ad = (E − iη)1−H(
~k, t)− µ(~x), (3a)
Σ
< = −2iηf(E − i
∂
∂t
− µ(~x)), (3b)
Dxt =
∂
∂t
+
∂H
∂~k
· ~∇, (3c)
and, η = ~/2τ is the phenomenological broadening pa-
rameter, where τ is the relaxation time. It is worth
mentioning that for a finite η the number of particles
is not conserved, and a more accurate interpretation of
the introduced broadening might be to consider it as an
energy-independent scape rate of electrons to fictitious
reservoirs attached to the positions ~x. Consequently, a
finite broadening could be interpreted as the existence
of an interface in the model between each atom in the
system and the reservoir that is spread homogeneously
along the infinite periodic system.
Eq. (2) shows that the effect of the space/time varia-
tion is to replace E → E − i∂/∂t and ~k → ~k − i~∇ in the
equation of motion for the GFs in stationary state. To
the lowest order with respect to the derivatives we can
write,
Gˇ = Gˇad − i
∂Gˇad
∂E
∂Gˇ−1ad
∂t
Gˇad − i
∂Gˇad
∂~k
· ~∇Gˇ−1ad Gˇad,
(4)
where,
Gˇ
−1
ad =
(
G
r,−1
ad −2iηf(E − µ(~x))
0 Ga,−1ad
)
. (5)
For the density matrix of the system, ρ(t) = 1
i
G
<(t, t),
we obtain,
ρ
neq
~k,t
≈ −
∫
dE
2π
ℜ
(
[D(Grad),G
r
ad] f + 2iηD(G
r
ad)G
a
ad
∂f
∂E
)
(6)
where D = ∂
∂t
− ~∇µ · ∂
∂~k
is the differential operator act-
ing on the slowly varying parameters in space and time.
The details of the derivation is presented in Appendix.A.
The density matrix in Eq. (6) is the central formula of
the paper and consists of two terms; the first term con-
tains the equilibrium Fermi distribution function from
the electrons bellow the Fermi surface occupying a slowly
(linearly) varying single particle states that has only in-
terband contributions and can as well be formulated in
terms of the Berry phase as we will show the following
sections, and; the second term corresponds to the elec-
trons with Fermi energy (at zero temperature we have,
∂f/∂E = δ(E − EF )) which are the only electrons al-
lowed to get excited in the presence of the slowly varying
perturbations. The fact that the first term originates
from the assumption that the electric field is constant
inside the metallic FM suggests that this term might dis-
appear once the screening effect is included. On the other
hand, due to the fact that the second term corresponds to
the nonequilibrium electrons injected from the fictitious
reservoirs attached to the device through the scape rate
η, it might capture the possible physical processes that
occur at the contact region and makes it more suitable
for the calculation of the relevant physical observables in
such systems.
Using the expression for the nonequilibrium density
matrix the local spin density can be obtained from,
~Sneq(t) = 〈~σ〉neq =
1
4π2
∫
d2~kT r[ρneq~k,t
~σ], (7)
where 〈...〉neq refers to the ensemble average over many-
body states out of equilibrium demonstrated by the
nonequilibrium density matrix of the electrons and, Tr
refers to the trace. In this case the time derivative in the
differential operator D leads to the damping of the dy-
namics of the ferromagnet while the momentum deriva-
tive leads to either damping or anti-damping of the FM
dynamics depending on the direction of the applied elec-
tric field. In the following section we apply the formalism
to a two band helical surface state model attached to a
FM.
II. SOT AND DAMPING OF A HELICAL 2D
SURFACE
A two band Hamiltonian model for the system can be
generally written as,
H(~k, t) = ε0(~k)1+ ~h(~k, t) · ~σ (8)
where, ~h = ~hso(~k)+
∆xc(~k)
2 ~m(t), with
~hso(~k) = −~hso(−~k)
and ∆xc(~k) = ∆xc(−~k) being spin-orbit and magnetic
exchange coupling terms respectively. In particular in
the case of Rashba type helical states we have ~hso =
αsoeˆz × ~k. In this case for the adiabatic single particle
GF we have,
G
r
ad(E, t) =
(E − ε0 − iη)1+ ~h · ~σ
(E − ε0 − iη)2 − |~h|2
(9)
3From Eq. (7) for the local spin density, we obtain (See
Appendix B for details),
~Sneq(t) =
∫
d2~k
4π2
(
~h×D~h
2|~h|3
(f1 − f2)−
(~∇µ · ~v0)~h
2η|~h|
(f ′1 − f
′
2)
+(
~h×D~h
2|~h|2
+
ηD~h− 1
η
(~h · D~h)~h
2|~h|2
) (f ′1 + f
′
2)
)
(10)
where, f1,2 = f(ε0 ± |~h|) and ~v0 = ∂ε0/∂~k is the group
velocity of electrons in the absence of the SOI. Here, we
assume η ≪ |~h| which corresponds to a system close to
the ballistic regime. In this expression we kept the ηD~h
because of its unique vector orientation characteristics.
As it becomes clear in the following, the first term in
Eq. (10) is a topological quantity which in the presence
of an electric field becomes dissipative and leads to an
anti-damping torque. The second term in this expression
leads to the Rashba-Edelstein field-like torque which is a
nondissipative observable. The third term has the exact
form as the first term with the difference that it is strictly
a Fermi surface quantity. The fourth term, also leads to
a field like torque that as we will see in the following has
similar features as the Rashba-Edelstein effect. It is im-
portant to pay attention that unlike the first term, the
rest of the terms in Eq. (10) are solely due to the flow
of the non-equilibrium electrons on the Fermi surface.
Furthermore, we notice that the terms that lead to dissi-
pation in the presence of an electric field (D ≡ ~∇µ · ∂
∂~k
)
become nondissipative when we consider D ≡ ∂/∂t and
vice versa.
A. Surface State of a 3D-TI
In the case of the surface state of a 3D-TI, as an ap-
proximation we can ignore ε0(~k) and consider the helical
term as the only kinetic term of the Hamiltonian. In this
case the local charge current and the nonequilibrium local
spin density share a similar expression, ~I = 〈∂(~h ·~σ)/∂~k〉.
For the conductivity, analogous to Eq. (10), we obtain,
σij = e
∫
d2~k
4π2

~h · ∂~h∂ki × ∂~h∂kj
2|~h|2
(
f1 − f2
|~h|
+ f ′1 + f
′
2
)
δi6=j
+
−η| ∂
~h
∂ki
|2 + 1
η
(∂|
~h|2
∂ki
)2
2|~h|2
(f ′1 + f
′
2) δij

 (11)
This shows that the Fermi sea component of the density
matrix contributes only to the anomalous Hall conductiv-
ity which is in terms of a winding number. On the other
hand, the second term is finite only for the longitudinal
components of the conductivity and can be rewritten in
terms of the group velocity of the electrons in the system
which leads to the Drude-like formula.
Should the linear dispersion approximation for the ki-
netic term in the Hamiltonian be valid in the range of
the energy scale corresponding to the magnetic exchange
coupling ∆xc (i.e. when vF ≫ ∆xc), the effect of the in-
plane component of the magnetic exchange coupling is to
shift the Dirac point (i.e. center of the k-space integra-
tion) which does not affect the result of the k-integration.
In this case after performing the partial time-momentum
derivatives, (D(~h) = ∆xc2
∂ ~m
∂t
− vF eˆz × ~∇µ), we use
~h(~k, t) = vF eˆz × ~k +
∆xc
2 mz(t)eˆz , to obtain,
~Sneq(t) =
∫
kdk
4π|~h|2
(
~S1
f1 − f2
|~h|
+ (~S1 + ~S2) (f
′
1 + f
′
2)
)
,
(12)
where,
~S1(~k, t) =
∆2xc
4
mz(t)eˆz ×
∂ ~m
∂t
+
∆xcvF
2
mz(t)~∇µ (13)
~S2(~k, t) =
∆xc
4η
(2η2 − v2F |k|
2)(
∂mx
∂t
eˆx +
∂my
∂t
eˆy)
+
∆xc
4η
(2η2 −
∆2xcm
2
z
2
)
∂mz
∂t
eˆz
−
vF
η
(η2 −
v2F |k|
2
2
)eˆz × ~∇µ (14)
The dynamics of the FM obeys the LLG equation where
the conductions electrons insert torque on the FM mo-
ments through the magnetic exchange coupling,
∂ ~m
∂t
= ~m×

γ ~Bext + ∆xc
2
~Sneq(t)−
∑
ij
αij0
∂mi
∂t
eˆj


(15)
where, αij0 = α
ji
0 , with i, j = x, y, z, is the intrinsic
Gilbert damping tensor of the FM in the absence of
the TI surface state and ~Bext is the total magnetic field
applied on the FM aside from the contribution of the
nonequilibrium electrons.
While the terms that consist of ~∇µ are called SOT,
the ones that contain ∂ ~m
∂t
are generally responsible for
the damping of the FM dynamics. However, we no-
tice that eˆz ×
∂ ~m
∂t
term in Eq. (13) which arises from
the Berry curvature, becomes mz
∂ ~m
∂t
in the LLG equa-
tion that does not contribute to the damping and only
renormalizes the coefficient of the left hand side of the
Eq. (15). The second term in the Eq. (13), is the
anti-damping SOT pointing along (ez × ~∇µ)-axis. The
cone angle dependence of the anti-damping term can
be checked by assuming an electric field along the x-
axis when the FM precesses around the y-axis, (i.e.
~m(t) = cos(θ)eˆy + sin(θ) cos(ωt)eˆx+ sin(θ) sin(ωt)eˆz). In
this case the average of the SOT along the y-axis in one
period of the precession leads to the average of the an-
tidamping SOT that shows a sin2(θ) dependence, which
is typical for the damping-like torques. Keeping in mind
4that in this section we consider vF ≫ ∆xc, the first and
second terms in Eq. (14) show that the Gilbert damp-
ing increases as the precession axis goes from in-plane (x
or y) to out of plane (z) direction. Furthermore, when
the precession axis is in-plane (e.g. along y-axis), the
damping rate due to the oscillation of the out of plane
component of the magnetization (∂mz/∂t) has a sin
4(θ)
dependence that can be ignored for low power measure-
ment of the Gilbert damping θ ≪ 1. This leaves us with
the contribution from the in-plane magnetization oscilla-
tion (∂mx∂t) only. Therefore, the Gilbert damping for
in-plane magnetization becomes half of the case when
magnetization is out-of-plane. The anisotropic depen-
dence of the Gilbert damping can be used to verify the
existence of the surface state of the 3DTI as well as the
proximity induce magnetization at the interface between
a FM and a 3DTI. Finally, the third term in Eq. (14)
demonstrates a field like SOT with the same vector field
characteristics as the Rashba-Edelstein effect.
III. CONCLUSION
In conclusion, we have developed a linear response
NEGF framework which provides unified treatment of
both spin torque and damping due to SOC at interfaces.
We obtained the expressions for both damping and anti-
damping torques in the presence of a linear gradiance of
the electric field and adiabatic time dependence of the
magnetization dynamics for a helical state correspond-
ing to the surface state of a 3D topological insulator.
We present the exact expressions for the damping/anti-
damping SOT as well as the field like torques and showed
that, (i); Both Fermi surface and Fermi sea contribute
similarly to the anti-damping SOT as well as the Hall
conductivity and, (ii); The Gilbert damping due to the
surface state of a 3D TI when the magnetization is in-
plane is less than the Gilbert damping when it is in the
out-of-plane direction. This dependence can be used as
a unique signature of the helicity of the surface states
of the 3DTIs and the presence of the proximity induced
magnetic exchange from the FM overlayer.
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Appendix A: Derivation of the Density Matrix
Using Eqs. (2) and . (4) it is straightforward to obtain,
G
< =(Grad −G
a
ad)f − 2ηf
′∇µ ·
∂Grad
∂k
G
a
ad
+ i
∂G<ad
∂E
∂H
∂t
G
a
ad + i
∂Grad
∂E
∂H
∂t
G
<
ad
+ i
∂G<ad
∂k
· ∇HGaad + i
∂Grad
∂k
· ∇HG<ad (A1)
We plug in the expression for the adiabatic lesser GF in
equilibrium, G<ad = 2iηfG
r
adG
a
ad = (G
r
ad −G
a
ad)f , and
obtain,
G
< = (Grad −G
a
ad)f − 2ηf
′∇µ ·
∂Grad
∂k
G
a
ad
+ if
∂(Grad −G
a
ad)
∂E
∂H
∂t
G
a
ad + if
∂Grad
∂E
∂H
∂t
(Grad −G
a
ad)
+ if ′(Grad −G
a
ad)
∂H
∂t
G
a
ad + if
∂(Grad −G
a
ad)
∂k
· ∇HGaad
+ if
∂Grad
∂k
· ∇H(Grad −G
a
ad). (A2)
Expanding the terms, leads to,
G
< =
(
G
r
ad −G
a
ad + iG
a
ad
∂H(t)
∂t
∂Gaad
∂E
− iGrad
∂H
∂k
· ∇µ(x)
∂Grad
∂E
− i
∂Gaad
∂E
∂H(t)
∂t
G
a
ad
+i
∂Grad
∂E
∂H
∂k
· ∇µ(x)Grad
)
f
+ if ′Grad∇µ ·
∂H
∂k
(Grad −G
a
ad)
+ if ′(Grad −G
a
ad)
∂H
∂t
G
a
ad, (A3)
where, for the first and third lines we have used their anti-
Hermitian forms instead. Since to calculate the density
matrix we integrate G< over energy, we can use integra-
tion by parts and obtain,
G
< =
(
G
r
ad −G
a
ad + 2iG
a
ad
∂H(t)
∂t
∂Gaad
∂E
−2iGrad
∂H
∂k
· ∇µ(x)
∂Grad
∂E
)
f
− if ′
(
G
r
ad∇µ ·
∂H
∂k
G
a
ad −G
r
ad
∂H
∂t
G
a
ad
)
= (Grad −G
a
ad)f
+ i
(
2GradD(H)
∂Grad
∂E
f +GradD(H)G
a
adf
′
)
. (A4)
where we define, D = ∂
∂t
− ∇µ · ∂
∂k
. Finally, using the
identity,
2GradD(H)
∂Grad
∂E
=GradD(H)
∂Grad
∂E
−
∂Grad
∂E
D(H)Grad
+
∂ (GradD(H)G
r
ad)
∂E
, (A5)
5and performing the differential over the energy, we arrive
at Eq. (6).
Appendix B: Derivation of the Local Spin Density
From Eqs. (6) and (7), the local spin density can be written as, ~Sneq = ~S
(1)
neq + ~S
(2)
neq, where ~S
(1)
neq is due to the
nonequilibrium electrons at the Fermi surface and for a two band model can be calculated as the following,
~S(1)neq ≈− 2ηℑ
∫
dE
2π
Tr


(
D(~h · ~σ) + ~∇µ · ~v01
)(
(E − ε0 + iη)1+ ~h · ~σ
)
((E − ε0 − iη)2 − |~h|2)((E − ε0 + iη)2 − |~h|2)
~σ
+D(
1
(E − ε0 − iη)2 − |~h|2
)
((E − ε0 + iη)1+ ~h · ~σ)~σ((E − ε0 − iη)1+ ~h · ~σ)
(E − ε0 + iη)2 − |~h|2
]
f ′(E) (B1)
Preforming the trace over the Pauli matrix, we obtain,
~S(1)neq ≈ −4η
∫
dE
2π
(
ηD~h+D(~h)× ~h
((E − ε0 − iη)2 − |~h|2)(E − ε0 + iη)2 − |~h|2)
+4ℑ(
(
~h · D(~h) + (E − ε0 − iη)(~∇µ · ~v0)
)
(E − ε0)~h
((E − ε0 − iη)2 − |~h|2)2((E − ε0 + iη)2 − |~h|2)
)

 f ′(E) (B2)
In the limit of small broadening, η ≪ |~h|, we obtain,
~S(1)neq ≈−
ηD~h− ~h×D~h+ 1
η
~h · D(~h)~h
2|~h|2
(
f ′(ε0 + |~h|) + f
′(ε0 − |~h|)
)
−
1
η
(~∇µ · ~v0)
~h
2|~h|
(
f ′(ε0 + |~h|)− f
′(ε0 − |~h|)
)
(B3)
For the Fermi sea contribution to the nonequilibrium local spin density we have,
~S(2)neq ≈ℜ
∫
dE
2π
Tr
[
∂
∂E
(
(E − ε0 − iη)1+ ~h · ~σ
(E − ε0 − iη)2 − |~h|2
)(
D(~h · ~σ) + ~∇µ · ~v01
) (E − ε0 − iη)1+ ~h · ~σ
(E − ε0 − iη)2 − |~h|2
~σ
−
(E − ε0 − iη)1+ ~h · ~σ
(E − ε0 − iη)2 − |~h|2
(
D(~h · ~σ) + ~∇µ · ~v01
) ∂
∂E
(
(E − ε0 − iη)1+ ~h · ~σ
(E − ε0 − iη)2 − |~h|2
)
~σ
]
f(E). (B4)
Similarly, we obtain,
~S(2)neq ≈ℜ
∫
dE
2π
Tr


[
D(~h · ~σ) + ~∇µ · ~v01, (E − ε0 − iη)1+ ~h · ~σ
]
((E − ε0 − iη)2 − |~h|2)2
~σ

 f(E)
≈2ℑ
∫
dE
π
D(~h)× ~h
((E − ε0 − iη)2 − |~h|2)2
f(E)
≈−
1
2
D(~h)× ~h
|~h|3
(
f(ε0 + |~h|)− f(ε0 − |~h|)
)
(B5)
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