I. INTRODUCTION
Recovery of a vector based on noisy linear measurements is the classical problem of linear regression, and is arguably the most basic problem in statistical inference. A variant, the "errors-in-variables" model [1] , allows for errors in the measurement matrix, but mainly in the form of additive or multiplicative noise [2] . In this paper, we study a form of errors-in-variables in which the measurement matrix is perturbed by an unknown permutation of its rows.
More concretely, we study an observation model of the form y = II* Ax* + w,
where x* E IR d is an unknown vector, A E IR n x d is a measurement (or design) matrix, II* is an unknown n x n permutation matrix, and w E IR n is observation noise. We refer to the setting where w = 0 as the noiseless case. As with linear regression, there are two settings of interest, corresponding to whether the design matrix is (i) deterministic (the fixed design case), or (ii) random (the random design case).
There are also two complementary problems of interestrecovery of the unknown II*, and recovery of the unknown x*. In this paper, we focus on the former problem; the latter problem is also known as unlabelled sensing [3] .
The observation model (1) is frequently encountered in scenarios where there is uncertainty in the order in which measurements are taken. An illustrative example is that of sampling in the presence of jitter [4] , in which the uncertainty about the instants at which measurements are taken results in an unknown permutation of the measurements. A similar syn chronization issue occurs in timing and molecular channels [5] .
Here, identical molecular tokens are received at the receptor at different times, and their signatures are indistinguishable. The vectors of transmitted and received times correspond to the signal and the observations, respectively, where the latter is some permuted version of the former with additive noise. Another such scenario arises in multi-target tracking prob lems [6] . For example, SLAM tracking [7] is a classical problem in robotics where the environment in which mea surements are made is unknown, and part of the problem is to infer relative permutations between measurements. Ar chaeological measurements [8] also suffer from an inherent lack of ordering, which makes inference of chronology hard. Another compelling example of such an observation model is in data anonymization, in which the order, or "labels", of measurements are intentionally deleted to preserve privacy.
The inverse problem of data de-anonymization [9] is to infer these labels from the observations. Also, in large sensor networks, it is often the case that the number of bits of information that each sensor records and transmits to the server is exceeded by the number of bits it transmits in order to identify itself to the server [10] . In applications where sensor measurements are linear, model (1) corresponds to the case where each sensor only sends its measurement but not its identity. The server is then tasked with recovering sensor identites, or equivalently, with determining the unknown permutation.
The pose and correspondence estimation problem in im age processing [11] , [12] is also related to the observation model (1). The capture of a 3D object by a 2D image can be modelled by an unknown linear transformation called the "pose", and an unknown permutation representing the "correspondence" between points in the two spaces. One of the central goals in image processing is to identify this correspondence information, which in this case is equivalent to permutation estimation in the linear model. An illustration of the problem is provided in Figure 1 . Image stitching from multiple camera angles [13] also involves the resolution of unknown correspondence information between point clouds.
The discrete analog of the model (1) in which the vectors x* and y, and the matrix A are all constrained to belong to some finite field corresponds to the permutation channel studied by Schulman and Zuckerman [14] , with A representing the (linear) encoding matrix. However, techniques for the discrete problem do not carry over to the continuous problem (1).
Another line of work that is related in spirit to the observa tion model (1) is the genome assembly problem from shotgun reads [15] , in which an underlying vector x* E {A, T, G, C} d must be assembled from an unknown permutation of its con tinuous sub-vector measurements, called "reads". Two aspects, however, render it a particularization of our observation model, besides the fact that x* in the genome assembly problem is constrained to a finite alphabet: (i) in genome assembly, the matrix A is fixed and consists of shifted identity matrices that select sub-vectors of x*, and (ii) the permutation matrix of genome assembly is in fact a block permutation matrix that permutes sub-vectors instead of coordinates as in equation (1).
A. Related work
Previous work related to the observation model (1) can be broadly classified into two categories -those that focus on x* recovery, and those focussed on recovering the underlying permutation. We discuss the most relevant results below.
1) Latent vector estimation:
The observation model (1) appears in the context of compressed sensing with an unknown sensor permutation [16] . For pose and correspondence estimation, the paper [12] considers the noiseless observation model (1), and shows that if the permutation matrix maps a sufficiently large number of positions to themselves, then x* can be recovered reliably.
In the context of molecular channels, the model (1) has been analyzed for the case when x* is some random vector, A = I, and w represents non-negative noise that models delays introduced between emitter and receptor. Rose et al. [5] provide lower bounds on the capacity of such channels.
In particular, their results yield closed-form lower bounds for some noise distributions, e.g., exponentially random noise.
A more recent paper [3] We also briefly compare the model (1) with the problem of vector recovery in unions of subspaces, studied widely in the compressive sensing literature [17] , [18] . In the compressive sensing setup, the vector x* lies in the union of finitely many subspaces, and must be recovered from linear measurements with a random matrix, without a permutation. In our model, on the other hand, the vector x* is unrestricted, and the observation y lies in the union of n! subspaces -one for each permutation. While the two models share a superficial connection, results do not carry over from one to the other in any obvious way. In fact, our model is fundamentally differ ent from traditional compressive sensing, since the unknown permutation acts on the row space of the design matrix A. In contrast, restricting x* to a union of subspaces (or restricting its sparsity) influences the column space of A.
2) Latent permutation estimation: While our paper seems to be the first to consider permutation recovery in the linear regression model (1), there are many related problems for which permutation recovery has been studied. We mention only those that are most closely related to our work.
The feature matching problem in machine learning [19] bears a superficial resemblance to our observation model. There, observations take the form Y = X* + W and yl = II* X* + WI, with (X*, Y, yl, W, WI) representing matrices of appropriate dimensions, and the goal is to recover II* from the tuple (Y, yl). The paper [19] establishes minimax rates on the separation between the rows of X* (as a function of the parameters n, d, a) required for exact permutation recovery.
The problem of statistical seriation [20] involves an obser vation model of the form Y = II* X* + W, with the matrix X* obeying some shape constraint. In particular, if the columns of X* are unimodal (or, as a special case, monotone), then Flarnrnarion et al. [20] establish minimax rates for the problem in the prediction error metric li fix -II* X* II } by analyzing the least squares estimator. The seriation problem (without noise) was also considered by Fogel et a1. [21] in the context of designing convex relaxations to permutation problems.
Permutation estimation has also been considered in other observation models involving matrices with structure, partic ularly in the context of ranking [22] , [23] , or even more generally, in the context of identity management [24] . While we mention both of these problems because are related in spirit to permutation recovery, the problem setups do not bear too much resemblance to our linear model (1).
Algorithmic approaches to solving for II* in equation (1) are related to the multi-dimensional assignment problem. In par ticular, while finding the correct permutation mapping between two vectors minimizing some loss function between them corresponds to the I-dimensional assignment problem, here we are faced with an assignment problem between subspaces. While we do not elaborate on the vast literature that exists on solving variants on assignment problems, we note that broadly speaking, assignment problems in higher dimensions are much harder than the I-D assignment problem. A survey on the quadratic assignment problem [25] and references therein provide examples and methods that are currently used to solve these problems.
B. Contributions
Our primary contribution addresses permutation recovery in the noisy version of observation model (1), with a ran dom design matrix A. In particular, when the entries of A are drawn i.i.d. from a standard Gaussian matrix, we show sharp conditions on the SNR under which exact permutation recovery is possible. We also derive necessary conditions for approximate permutation recovery to within a prescribed Hamming distortion. We also briefly address the computational aspect of the permutation recovery problem. We show that the information theoretically optimal estimator we propose for exact permutation recovery is NP-hard to compute in the worst case. For the special case of d = 1, however, we show that it can be computed in polynomial time. Our results are corroborated by numerical simulations.
C. Organization
The paper is organized as follows. In the next section, we set up notation and formally state the problem. In Section III, we state our main results and discuss some of their implications. We provide proofs of the main results in Section IV, deferring the more technical lemmas to the appendices.
II. BACKGROUND AND PROBLEM SETTING
In this section, we set up notation and formally state the problem we wish to solve.
A. Notation
Since most of our analysis involves metrics involving per mutations, we introduce all the relevant notation in this section.
Permutations are denoted by Jr and permutation matrices by II. We use Jr( i) to denote the image of an element i under the permutation Jr. With a minor abuse of notation, we let Pn denote both the set of permutations on n objects as well as the corresponding set of permutation matrices. We sometimes use the compact notation Y7r (or YO) to denote the vector y with entries permuted according to the permutation Jr (or II).
We let dH(Jr, Jr') denote the Hamming distance between two permutations. More formally, we have dH(Jr,Jr') : We also make use of standard asymptotic 0 notation.
Specifically, for two real sequences in and gn, in = O(gn) means that in :s; Cgn for a universal constant C > O. Lastly, all logarithms denoted by log are to the base e, and we use Cl, C2, etc. to denote absolute constants that are independent of other problem parameters.
B. Formal problem setting and permutation recovery
As mentioned in the introduction, we focus exclusively on the noisy observation model in the random design setting. In other words, we obtain an n-vector of observations y from the model (1) with n ;::: d to ensure identifiability, and with the following assumptions:
Signal model: The vector x* E IR d is fixed, but unknown.
We note that this is different from the adversarial signal model of Unnikrishnan et al. [3] . sents uncorrelated noise variables, each of (possibly unknown) variance a 2 . As will be made clear in the analysis, our assumption that the noise is Gaussian also readily extends to accommodate i.i.d. a-sub-Gaussian noise. Additionally, the permutation noise represented by the unknown permutation matrix II* is arbitrary.
The main recovery criterion we address is that of exact permutation recovery, which we describe below. Following that, we also discuss two other relevant recovery criteria.
Exact permutation recovery:
The problem of exact per mutation recovery is to recover II* , and the risk of an estimator is evaluated on the 0-1. More formally, given an estimator of II* denoted by IT : ( y, A) -+ Pn, we evaluate its risk by
where the probability in the LHS is taken over the randomness in y induced by both A and w.
Approximate permutation recovery: It is reasonable to think that recovering II* up to some distortion is sufficient for many applications. Such a relaxation of exa 5: t permuta tion recovery allows the estimator to output a II such that dH (IT, II*) :s; D, for some distortion D to be specified. The risk of such an estimator is again evaluated on the 0-1 loss of this error metric, given by Pr{dH(IT, II*) 2': D}, with the probability again taken over both A and w. While our results are derived mainly in the context of exact permutation recovery, they can be suitably modified to also yields results for approximate permutation recovery.
Recovery with side information: In this VarIatIOn, the unknown permutation matrix is not arbitrary, but known to be in some Hamming ball around the identity matrix. In other words, the estimator is provided with side information that dH (II*, I) :s; Ii, for some Ii < n. In many applications, this may constitute a prior that leads us to believe that the permutation matrix is not arbitrary. In multi-target tracking, for example, we may be sure that at any given time, a certain number of measurements correspond to the true sensors that made them (that are close to the target, perhaps). Our results also address exact permutation recovery with side information.
We are now in a position to state our main results.
III. MAIN RESULTS
In this section, we state our main theorems and discuss their consequences. Proofs can be found in Section IV.
A. Statistical limits of exact permutation recovery
Our main theorems in this section provide necessary and sufficient conditions under which the probability of error in exactly recovering the true permutation goes to zero.
In brief, provided that d is sufficiently small, we establish a threshold phenomenon that characterizes how the signal-to noise ratio snr := II xJ � must scale relative to n in order to ensure identifiability. More specifically, defining the ratio r( ) . _log(l+snr) n,snr . -
ogn we show that the maximum likelihood estimator recovers the true permutation with high probability provided r(n,snr) » c, where C denotes an absolute constant. Conversely, if r ( n, sn r) « c, then exact permutation recovery is impossible.
For illustration, we have plotted the behaviour of the maximum likelihood estimator for the case when d = 1 in Figure 2 .
Evidently, there is a sharp phase transition between error and exact recovery as the ratio r(n, snr) varies from 3 to 5.
Let us now turn to more precise statements of our results. We first define the maximum likelihood estimator (MLE) as (ITML, XML) = arg min Ily -IIAx ll� . 
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The following theorem provides an upper bound on Pr{ITML i-II*}, with ( CI' C2) denoting absolute constants. Fig. 2 . Empirical frequency of the event {ITML = IT*} over 1000 independent trials with d = 1, plotted against r (n, snr ) for different values of n. The probability of successful per mutation recovery undergoes a phase transition as r (n, snr ) varies from 3 to 5. This is consistent with the prediction of Theorems 1 and 2.
Theorem 1 provides conditions on the signal-to-noise ratio snr = IIx a ' 2 11 � that are sufficient for permutation recovery in the non-asymptotic, noisy regime. In contrast, the results of Unnikrishnan et al. [3] are stated in the limit snr -+ 00, without an explicit characterization of the scaling behavior.
We also note that Theorem 1 holds for all values of d < n, whereas the results of Unnikrishnan et al. [3] require n 2': 2d for identifiability of x* in the noiseless case. Although the recovery of II* and x* are not directly comparable, it is worth pointing out that the discrepancy also arises due to the difference between our fixed and unknown signal model, and the adversarial signal model assumed in the paper [3] .
We now turn to the following converse result, which com plements Theorem 1.
Theorem 2. For any IS E (0, 2), if 2 + log ( 1 + 1 1 � 2 1 1 § ) :s; (2 -IS) log n, (5) then Pr{IT i-II*} 2': 1 -c3e-c4 n o for any estimator IT.
Theorem 2 serves as a "strong converse" for our problem, since it guarantees that if condition (5) is satisfied, then the probability of error of any estimator goes to 1 as n goes to infinity. Indeed, it is proved using the strong converse argu ment for the Gaussian channel [26] , which yields a converse result for any fixed design matrix A (see (18) ). In fact, we are also able to show the following "weak converse" for Gaussian designs in the presence of side information. In the next section, we find that a similar phenomenon occurs even with approximate permutation recovery.
B. Limits of approximate permutation recovery
The techniques we used to prove results for exact per mutation recovery can be suitably modified to obtain results for approximate permutation recovery to within a Hamming distortion D. In particular, we show the following converse result for approximate recovery. Note that for any D � pn with p E (0, 1), Theorems and 3 provide a set of sufficient and necessary conditions for approximate permutation recovery that match up to constant factors. In particular, the necessary condition resembles that for exact permutation recovery, and the same SNR threshold behaviour is observed. We remark that a corresponding con verse with side information can also be proved for approximate permutation recovery using techniques similar to the proof of Proposition 1. It is also worth mentioning the following: Remark 1. The converse results given by Theorem 2. Propo sition 1. and Theorem 3 hold even when the estimator has exact knowledge of x*.
C. Computational aspects
In the previous sections, we considered the MLE given by equation (3) and analyzed its statistical properties. However, since equation (3) However, IIML is NP-hard to compute in general.
The algorithm used to prove the first part of the theo rem involves a simple sorting operation, which introduces the O( n log n) complexity. We emphasize that the algorithm assumes no prior knowledge about the distribution of the data; for every given A and y , it returns the optimal solution to problem (3).
The second part of the theorem asserts that the algorithmic simplicity enjoyed by the d = 1 case does not extend to general d. The proof proceeds by a reduction from the NP-complete partition problem. We stress here that the NP hardness claim holds over worst case input instances. In particular, it does not preclude the possibility that there exists a polynomial time algorithm that solves problem (3) with high probability when A is chosen randomly as in our original setting. However, we conjecture that solving problem (3) over random A is also a computationally hard problem, conditioned on an average-case hardness assumption.
IV. PROOF SKETCHES OF SOME RESULTS
Due to space constraints, we only sketch proofs of some of our main results. In particular, we prove Theorem 1 for the special case when d = 1, and Theorem 2. Complete proofs of all of our results can be found in the full version of the paper [27] .
Throughout the proofs, we assume that n is larger than some universal constant. The case where n is smaller can be handled by changing the constants in our proofs appropriately. We also use the notation c, c ' to denote absolute constants that can change from line to line.
A. Proof sketch of Theorem 1:
We prove Theorem 1 by bounding the probability that a fixed permutation is preferred to II* by the estimator.
The analysis requires precise control on the lower tails of x 2 -random variables, which are proved in the full version [27] .
For a fixed II E Pn, consider the random variable �(II, II*) := Il Pifyll § -IlPrt.yll §·
For any permutation II, the estimator (3) prefers the permuta tion II to II* if �(II, II*) � O. The overall error event occurs when �(II, II*) � 0 for some II, meaning that
IIEPn \II'
In order to prove the theorem, we first bound the probability of each error event in the RHS of equation (8) 
Lemma 1 is proved in Section IV-AI. Ta king it as given for the moment, we can then prove Theorem 1 for the d = 1
case by a union bound. In particular, begin by fixing E > 0 and assume that c lOg e: 2 1 1 § ) �(l+E)logn ,
where c is the same as in Lemma 1. Now, observe that
Pr{ITML i= II*}:::; L Pr{ �(II, II*) :::; O} nEPn \n * � c ' L n k exp (-C kiog e: 2 1 1 § )) 2 � k �n
where step (i) follows from Lemma 1 and since # {II : dH (II, II*) = k} :::; n k , and step (ii) follows from condition (9) . Relabelling the constants in condition (9) proves the theorem. 1) Proof sketch of Lemma 1: We first evaluate the prob ability over the randomness in w holding A fixed, and then consider the randomness in A. We begin by splitting the quan tity �(II, II*) into two and analyzing the terms individually. In particular, for each 6 > 0, define the events F 1 (6) = {ll l Pff* vl l § -l l Pffwl l § 1 � 6}, and (lOa) F2(6) = {l l PffVI I § -l l Pffwl l § :::; 26}.
(lOb)
It is easy to verify that the following inclusion holds for any 6 > 0: Accordingly, we bound the probability of the two events Fl (6) and F2 (6) individually, and then use the union bound to prove the lemma for a fixed 6 = 6*. The proofs of both claims use algebraic manipulation and basic sub-Gaussian and sub-exponential tail bounds, and can be found in Appendix B of the full version [27] .
Applying Lemma 2 and using the union bound then yields Pr{�(II, II*) :::; O} :::; Pr{Fl(6*)} + Pr{F2(6*)} It remains to evaluate the probability over the randomness in A. As a first step, we provide a tail bound on the random variable Tn. We let h := dH(II, II*) denote the Hamming distance between II and II*. 
Lemma 3 is proved in Section IV-A2. Assuming it to be true for the moment, we can then combine it with the inequality (l3) to write 
where the last inequality holds provided that tin[O, hJ, and the probability in the LHS is now taken over randomness in both wand A.
Minimizing the RHS of inequality (15) over t E [0, h]
(details can be found in the full version [27] ) yields that for all Ilx * II� > 1 we have
Pr{ �(II, II*) :::; O} :::; c ' exp ( -c h log e:d l § ) ) . (16) This completes the proof of Lemma l.
D
The only remaining piece is the proof of Lemma 3.
2) Proof sketch of Lemma 3: In the case d = 1, the matrix A is composed of one column, which we denote by a . Recall the random variable Tn = I l Pff II* Ax* I I § , which can be written as Tn = ( X *) 2 ( 1 I al l § -I I : I I § (an, a) 2 )
where step (i) follows from the Cauchy Schwarz inequality.
Applying the union bound then yields 
where � denotes equality in distribution and h 1 ' h 2 ' h 3 :::: � with h 1 + h 2 + h 3 = h. An application of the union bound then yields
Similarly, provided h :::: 3, we have 2
where inequality (ii) follows by monotonicity of the CDF since Z n-h :::: 0, and inequality (iii) by the union bound.
Finally, bounds on the lower tails of X2 random variables (see Lemma 5 in the Appendix) yield 
The proof of Lemma 3 is thus complete.
B. Proof sketch of Theorem 2
We begin by assuming that the design matrix A is fixed, and that the estimator has knowledge of x* a-priori, since the latter cannot make the estimation task any easier. We can also assume that the entries ofAx* are distinct, since otherwise, perfect permutation recovery is impossible.
Given this setup, we now cast the problem as one of coding over a Gaussian channel. To ward this end, consider the code book C = {IIAx* I II E Pn}.
We may view IIAx* as the codeword corresponding to the permutation II, where each permutation is associated to one of n! equally likely messages. Note that each codeword has power II Ax* II § .
The codeword is then sent over a Gaussian channel with noise power equal to L�= l 0' 2 = n1J 2 . The decoding problem is to ascertain from the noisy observations which message was sent, or in other words, to identify the correct permutation.
We now use the non-asymptotic strong converse for the Gaussian channel [28] . In particular, using the result [ We now specialize the result for the case when A is Gaussian. To ward that end, define the event £(0) = {1 + 0 > II A X*II� } .
-n ll x* ll § Conditioned on the event £(0), it can be verified that condition (5) implies condition (18) . We also have { II Ax* ll § } Pr{£(0)}=1-Pr n ll x* ll� >1+0 
V. DISCUSSION

D
We analyzed the problem of exact permutation recovery in the linear regression model, and provided necessary and sufficient conditions that are tight in most regimes of n and d.
We also provided a converse for the problem of approximate permutation recovery to within some Hamming distortion. It is still an open problem to characterize the fundamental limits of exact and approximate permutation recovery for all regimes of n, d and the allowable distortion D. In the context of exact permutation recovery, we believe that the limit suggested by Theorem 1 is tight for all regimes of n and d, but showing this will likely require a different technique. In particular, as pointed out in Remark 1, all of our lower bounds assume that the estimator is provided with x * as side information; it is an interesting question as to whether stronger lower bounds can be obtained without this side information.
On the computational front, many open questions remain. The primary question concerns the design of computationally efficient estimators that succeed in similar SNR regimes. We have already shown that the maximum likelihood esti mator, while being statistically optimal for moderate d, is computationally hard to compute in the worst case. Showing a corresponding hardness result for random A is also an open problem. Finally, while this paper mainly addresses the problem of permutation recovery, the complementary problem of recovering x * is also interesting, and we plan to investigate its fundamental limits in future work.
