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Abstract. For any β > 1, let Tβ : [0, 1) → [0, 1) be the β-transformation defined
by Tβx = βx mod 1. We study the uniform recurrence properties of the orbit of a
point under the β-transformation to the point itself. The size of the set of points with
prescribed uniform recurrence rate is obtained. More precisely, for any 0 ≤ rˆ ≤ +∞,
the set {
x ∈ [0, 1) : ∀ N ≫ 1,∃ 1 ≤ n ≤ N, s.t. |Tnβ x− x| ≤ β
−rˆN
}
is of Hausdorff dimension
(
1−rˆ
1+rˆ
)2
if 0 ≤ rˆ ≤ 1 and is countable if rˆ > 1.
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1 Introduction
Let (X,B, µ, T ) be a measure-preserving dynamical system with a finite Borel measure µ. Let d be
a metric on X . The well-known Poincaré Recurrence Theorem shows that typically the orbit of a
point asymptotically approaches to the point itself. More precisely,
lim inf
n→∞
d(T nx, x) = 0
for µ-almost all x ∈ X . Boshernitzan [3] described the speed of such asymptotic recurrence. In
fact, he proved that if there is some α > 0 such that the α-dimensional Hausdorff measure Hα is
σ-finite on X (i.e., X can be written as a countable union of subsets Xi with Hα(Xi) <∞ for all
i = 1, 2, . . .), then
lim inf
n→∞
n
1
α d(T nx, x) <∞
for µ-almost all x ∈ X , and that if Hα(X) = 0, then
lim inf
n→∞
n
1
α d(T nx, x) = 0
for µ-almost all x ∈ X . There are also many other studies on the asymptotic behavior of the
orbits motivated by Poincaré Recurrence Theorem including the first return time [2], dynamical
Borel-Cantelli Lemma [8], waiting time [11], shrinking target problems [12, 13, 19] and so on.
Different to the asymptotic way of approximation, the famous Dirichlet Theorem provides an-
other point of view of the study on the approximation of the orbits: a uniform way. The Dirichlet
Theorem states that for any positive irrational real number θ, for all real number N ≥ 1, there is
an integer n with 1 ≤ n ≤ N satisfying
‖nθ‖ < N−1, (1.1)
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where ‖ · ‖ denotes the distance to the nearest integer. The uniformity lies in that (1.1) has an
integer solution for any sufficiently large N . Note that ‖nθ‖ = ‖T nθ x−x‖ where Tθ : R/Z→ R/Z is
defined by Tθx = x+θ. Thus, the Dirichlet Theorem can be explained as that under the dynamical
system (R/Z, Tθ), all points x uniformly return to the point itself with the speed
1
N
. Motivated by
the Dirichlet Theorem, some results of the uniform approximation properties have already appeared
in [4, 5, 6, 14, 15].
In our paper, we want to investigate the uniform recurrence property of a point to itself IN the
beta-dynamical system. We aims at giving the sizes (Lebesgue measure and Huasdorff dimension)
of the sets of points with prescribed uniform recurrence rate.
For any real number β > 1, the β-transformation Tβ on [0, 1) is defined by
Tβ(x) = βx mod 1. (1.2)
We consider the following two exponents of recurrence, one is for asymptotic recurrence, and the
other is for uniform recurrence.
Definition 1.1 Let β > 1. For all x ∈ [0, 1), define
rβ(x) := sup{0 ≤ r ≤ +∞ : |T
n
β x− x| < (β
n)−r for infinitely many n ∈ N}
and
rˆβ(x) := sup{0 ≤ rˆ ≤ +∞ : for all N ≫ 1, there is n ∈ [1, N ], s.t. |T
n
β x− x| < (β
N )−rˆ}.
The exponents rβ(x) and rˆβ(x) are analogous to the exponents introduced in [1], see also [4, 5].
By the definitions of rβ(x) and rˆβ(x), it can be checked that rˆβ(x) ≤ rβ(x) for all x ∈ [0, 1).
Actually, applying Philipp’s result [17], we can deduce that the set {x : rβ(x) = 0} is of full
Lebesgue measure (see Section 3.1). The asymptotic exponent rβ(x) has been studied by Tan and
Wang [20] who showed that for all 0 ≤ r ≤ +∞,
dimH {x ∈ [0, 1) : rβ(x) ≥ r} =
1
1 + r
, (1.3)
where dimH denotes the Hausdorff dimension. We refer the readers to Falconer [9] for more prop-
erties of Hausdorrf dimension. Our main result is as follows.
Theorem 1.1 Let β > 1. The set {x ∈ [0, 1) : rˆβ(x) = 0} is of full Lebesgue measure. When
rˆ > 1, the set {x ∈ [0, 1) : rˆβ(x) ≥ rˆ} is countable. When 0 ≤ rˆ ≤ 1, we have
dimH{x ∈ [0, 1) : rˆβ(x) ≥ rˆ} = dimH{x ∈ [0, 1) : rˆβ(x) = rˆ} =
(
1− rˆ
1 + rˆ
)2
.
Actually, Theorem 1.1 follows from the following more general result which gives the Hausdorff
dimension of the set of points whose exponents rβ(x) and rˆβ(x) are both prescribed. For all
0 ≤ r ≤ +∞, 0 ≤ rˆ ≤ +∞, let
Rβ(rˆ, r) := {x ∈ [0, 1) : rˆβ(x) = rˆ, rβ(x) = r} .
Theorem 1.2 Let β > 1. The set Rβ(0, 0) is of full Lebesgue measure. When 0 ≤ r1+r < rˆ ≤ +∞,
the set Rβ(rˆ, r) is countable. When 0 ≤ rˆ ≤ r1+r , 0 < r ≤ +∞, we have
dimHRβ(rˆ, r) =
r − (1 + r)rˆ
(1 + r)(r − rˆ)
.
By Theorem 1.2, the following new result related to the asymptotic exponent rβ(x) is immediate.
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Corollary 1.3 Let β > 1. For all 0 ≤ r ≤ +∞, we have
dimH {x ∈ [0, 1) : rβ(x) = r} =
1
1 + r
.
Our paper is organized as follows. Section 2 contains a brief summary of some classical results
on the β-transformation without proofs. Section 3 is devoted to the proof of Theorem 1.2. The
proof of Theorem 1.1 will be given in the last section.
2 β-transformation
In this section, we will provide some notations and properties on β-transformation. For more
information on β-transformation, see [7, 10, 16, 18] and the references therein.
The β-transformation is first introduced by Rényi [18]. By the iteration of Tβ defined by (1.2),
every real number x ∈ [0, 1) can be uniquely expanded as:
x =
ε1(x, β)
β
+ · · ·+
εn(x, β)
βn
+ · · · ,
where εn(x, β) = ⌊βT
n−1
β (x)⌋ is the integer part of βT
n−1
β (x) for all n ∈ N. The integer εn(x, β) is
called the n-th digit of x. We call the sequence ε(x, β) := (ε1(x, β), . . . , εn(x, β), . . .) the β-expansion
of x.
We can see that every n-th digit εn(x, β) belongs to A := {0, 1, · · · , ⌈β⌉−1} where ⌈x⌉ means the
smallest integer larger than x. A word (ε1, . . . , εn) ∈ A
n is said to be β-admissible if there is a real
number x ∈ [0, 1) such that (ε1(x, β), . . . , εn(x, β)) = (ε1, . . . , εn). Similarly, an infinite sequence
(ε1, . . . , εn, . . .) is called β-admissible if there exists an x ∈ [0, 1) such that ε(x, β) = (ε1, . . . , εn, . . .).
Denote by Σnβ the family of all β-admissible words of length n, that is,
Σnβ = {(ε1, . . . , εn) ∈ A
n : ∃ x ∈ [0, 1), s.t. εj(x, β) = εj , ∀ 1 ≤ j ≤ n}.
Write Σ∗β =
∞⋃
n=1
Σnβ the set of all β-admissible words with finite length. Denote by Σβ the set of all
β-admissible sequences, that is,
Σβ = {(ε1, ε2, . . .) ∈ A
N : ∃ x ∈ [0, 1), s.t. ε(x, β) = (ε1, ε2, . . .)}.
The lexicographical order <lex in the space AN is defined as follows:
(ω1, ω2, . . .) <lex (ω
′
1, ω
′
2, . . .)
if ω1 < ω
′
1 or there exists j > 1, such that for all 1 ≤ k ≤ j − 1, we have ωk = ω
′
k but ωj < ω
′
j . The
symbol ≤lex stands for = or <lex.
We now extend the definition of the β-transformation to x = 1. Let Tβ(1) = β − ⌊β⌋. We have
1 =
ε1(1, β)
β
+ · · ·+
εn(1, β)
βn
+ · · · ,
where εn(1, β) = ⌊βT nβ (1)⌋. Specially, if the β-expansion of 1 is finite, that is, there is an integer
m ≥ 1 such that εm(1, β) > 0 and εk(1, β) = 0 for all k > m, β is called a simple Parry number. In
this case, set
ε∗(β) := (ε∗1(β), ε
∗
2(β), . . .) = (ε1(1, β), ε2(1, β), . . . , εm(1, β)− 1)
∞
where ω∞ = (ω, ω, . . .). If the β-expansion of 1 is not finite, set ε∗(β) = ε(1, β). In both cases, we
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have
1 =
ε∗1(β)
β
+ · · ·+
ε∗n(β)
βn
+ · · · .
The sequence ε∗(β) is consequently called the infinite β-expansion of 1. For any N with ε∗N (β) > 0,
let βN > 1 be the unique solution of the equation
1 =
ε∗1(β)
x
+ · · ·+
ε∗N (β)
xN
.
Immediately, the infinite βN -expansion of 1 is
ε∗(βN ) = (ε
∗
1(β), . . . , ε
∗
N(β) − 1)
∞.
We have 0 < βN < β and βN → β as N → +∞. The real number βN is therefore called an
approximation of β.
The following theorem is a characterization of the β-admissible words established by Parry [16].
It indicates that the β-dynamical system is totally determined by the infinite β-expansion of 1.
Theorem 2.1 (Parry [16]) Let β > 1.
(1) For any n ∈ N, ω = (ω1, . . . , ωn) ∈ Σnβ, if and only if,
(ωj , . . . , ωn) ≤lex (ε
∗
1, . . . , ε
∗
n−j), ∀ 1 ≤ j ≤ n.
(2) If 1 < β1 < β2, then ε∗(β1) <lex ε∗(β2). For every n ≥ 1, it holds that
Σnβ1 ⊆ Σ
n
β2
.
The following theorem due to Rényi [18] shows that the dynamical system ([0, 1), Tβ) has topo-
logical entropy logβ . Here and subsequently, we denote by ♯ the cardinality of a finite set.
Theorem 2.2 (Rényi [18]) For any n ≥ 1, we have
βn ≤ ♯Σnβ ≤
βn+1
β − 1
and lim
n→∞
log ♯Σnβ
n
= log β.
For any β-admissible word ω = (ω1, . . . , ωn), let
In(ω) := In(ω, β) = {x ∈ [0, 1) : εj(x, β) = ωj , ∀ 1 ≤ j ≤ n}.
The set In(ω) is called the cylinder of order n associated to the β-admissible word ω. It can be
checked that the cylinder In(ω) is a left-closed and right-open interval (see [10]). Denote by |In(ω)|
the length of In(ω). Then |In(ω)| ≤ β−n. Let In(x, β) be the cylinder of order n which contains
x ∈ [0, 1). To shorten notation, we write In(x) instead of In(x, β) and denote by |In(x)| its length.
The cylinder of order n is called full if |In(ω)| = β−n. The corresponding word of the full cylinder
is also said to be full.
The full word plays an important role in constructing a Cantor set for the aim of estimating the
lower bound of dimHRβ(rˆ, r). A characterization of full words was given by Fan and Wang [10] as
follows.
Theorem 2.3 (Fan and Wang [10]) For any n ∈ N, the word ω = (ω1, . . . , ωn) is full if and only
if for all m ∈ N and ω′ = (ω′1, . . . , ω
′
m) ∈ Σ
m
β , the concatenation ω ∗ω
′ = (ω1, . . . , ωn, ω
′
1, . . . , ω
′
m) is
still β-admissible. Moreover, if (ω1, . . . , ωn−1, ω′n) with ω
′
n > 0 is β-admissible, then (ω1, . . . , ωn−1, ωn)
is full for any 0 ≤ ωn < ω′n.
It follows from Theorem 2.1(2) that ΣnβN ⊆ Σ
n
β for all n ≥ 1. For any ω ∈ Σ
∗
βN
, by Theorem
2.3, the word (ω, 0N) is full when ω is regarded as an element of Σnβ . As a result,
β−(n+N) ≤ |In(ω, β)| ≤ β
−n. (2.4)
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Furthermore, the following theorem due to Bugeaud and Wang [7] implies that the full cylinders
are well distributed in the unit interval [0, 1).
Theorem 2.4 (Bugeaud and Wang [7]) There is at least one full cylinder for all n+1 consec-
utive cylinders of order n.
We end this section by giving the modified mass distribution principle shown by Bugeaud and
Wang [7] which is an important tool to estimate the lower bound of the Hausdorff dimension in
β-dynamical system. For convenience, for all x ∈ [0, 1), we write In(x) as In without any ambiguity.
Theorem 2.5 (Bugeaud and Wang [7]) Let µ be a Borel measure supported on E. If there
exists a constant c > 0 such that for all integer n large enough , the inequality µ(In) ≤ c|In|s holds
for all cylinders In. Then dimHE ≥ s.
3 Proof of Theorems 1.2
Before our proof, we will give some useful lemmas.
Lemma 3.1 For any x ∈ [0, 1) whose β-expansion is not periodic and rβ(x) > 0, there exist two
sequences {nk}∞k=1 and {mk}
∞
k=1 such that
rβ(x) = lim sup
k→∞
mk − nk
nk
(3.5)
and
rˆβ(x) = lim inf
k→∞
mk − nk
nk+1
. (3.6)
Proof. Suppose ε(x, β) = (ε1, ε2, . . .). Let
n1 = min{n ≥ 1 : εn+1 = ε1}, m1 = max{n ≥ n1 : |T
n1
β x− x| < β
−(n−n1)}.
Suppose that for all k ≥ 1, nk and mk have been defined. Set
nk+1 = min{n ≥ nk : εn+1 = ε1}, mk+1 = max{n ≥ nk+1 : |T
nk
β x− x| < β
−(n−nk)}.
Note that rβ(x) > 0. We always can find the position nk such that εnk+1 returns to ε1 which means
nk is well defined. Since β
−n is decreasing to 0 as n goes to infinity and ε(x, β) is not periodic, mk
is well defined. By the definitions of nk and mk, for all k ≥ 1, we have
β−(mk−nk)−1 ≤ |T nkβ x− x| < β
−(mk−nk).
Now we choose two subsequences {nik}
∞
k=1 and {mik}
∞
k=1 of {nk}
∞
k=1 and {mk}
∞
k=1 such that
{mik − nik}
∞
k=1 is not decreasing. Let i1 = 1. Assume that ik has been defined. Let
ik+1 = min{i > ik : mi − ni > mik − nik}.
Since rβ(x) > 0, it follows that mk − nk goes to infinity as k → +∞. So ik+1 is well defined. Then
we have the sequence {mik −nik}
∞
k=1 is not decreasing. Without causing any confusion, we still use
the same symbols {nk}∞k=1 and {mk}
∞
k=1 to substitute the subsequences {nik}
∞
k=1 and {mik}
∞
k=1.
We claim that
rβ(x) = lim sup
k→∞
mk − nk
nk
and rˆβ(x) = lim inf
k→∞
mk − nk
nk+1
.
In fact, assume
lim sup
k→∞
mk − nk
nk
= c.
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On the one hand, there is a subsequence {jk}∞k=1 such that
lim
k→∞
mjk − njk
njk
= c.
This implies that for all δ > 0, there is an integer k0, for each k ≥ k0, mjk − njk ≥ (c− δ)njk . So
|T
njk
β x− x| < β
njk−mjk ≤ β−(c−δ)njk .
Consequently, rβ(x) ≥ c− δ for all δ ≥ 0. On the other hand, there is an integer k0, for any k ≥ k0,
we have mk − nk ≤ (c + δ)nk. So for all n ≥ nk0 , there is an integer k such that nk ≤ n < nk+1.
This means
|T nβ x− x| ≥ β
−(mk−nk)−1 ≥ β−(c+δ)nk .
Hence, rβ(x) < c + δ for any δ > 0. Immediately, rβ(x) = c. The same argument can deduce the
equality (3.6), we leave it to the readers. ✷
Lemma 3.2 For all x ∈ [0, 1) whose β-expansion is not periodic and rβ(x) > 0, let {mk}∞k=1 and
{nk}∞k=1 be defined in Lemma 3.1. Then there is a sequence {tk}
∞
k=1 such that when tk ≥ mk, we
have
(ε1, . . . , εmk) = (ε1, . . . , εnk , ε1, . . . , εmk−nk) . (3.7)
When tk < mk, we have
(ε1, . . . , εmk) =
(
ε1, . . . , εnk , ε1, . . . , εtk−nk , εtk−nk+1 − 1, ε
∗
1(β), . . . , ε
∗
mk−tk−1(β)
)
. (3.8)
or
(ε1, . . . , εmk) = (ε1, . . . , εnk , ε1, . . . , εtk , εtk−nk+1 + 1, 0
mk−nk−tk−1). (3.9)
Proof. Let
tk = max{n > nk : (εnk+1 . . . , εn) = (ε1, . . . , εn−nk)}. (3.10)
That is, the position tk is chosen to make sure that (εnk+1, . . . , εtk) is the maximal block after
position nk which returns to (ε1, . . . , εtk−nk). Since ε(x, β) is not periodic, tk is well defined. By
the definition of tk, it holds that
(ε1, . . . , εtk) = (ε1, . . . , εnk , ε1, . . . , εtk−nk) , εtk+1 6= εtk−nk+1. (3.11)
Then T nkβ x and x belong to the interval Itk−nk(ε1, . . . , εtk−nk) which implies
β−(mk−nk)−1 ≤ |T nkβ x− x| ≤ |Itk−nk(ε1, . . . , εtk−nk)| ≤ β
−(tk−nk).
Thus, tk ≤ mk + 1.
When tk ≥ mk, it follows from (3.11) that
(ε1, . . . , εmk) = (ε1, . . . , εnk , ε1, . . . , εmk−nk) .
When tk < mk and |εtk+1− εtk−nk+1| ≥ 2, by (3.11), there is a full cylinder of order tk −nk+1
between x and T nkβ . As a consequence,
|T nkβ x− x| ≥ β
−(tk−nk+1) ≥ β−(mk−nk),
which contradicts with the definition of mk. Hence, |εtk+1 − εtk−nk+1| = 1.
When εtk−nk+1 = εtk+1 + 1. By the definition of tk, we have
x =
ε1
β
+ · · ·+
εtk−nk
βtk−nk
+
εtk−nk+1
βtk−nk+1
+ · · · ≥
ε1
β
+ · · ·+
εtk−nk
βtk−nk
+
εtk+1 + 1
βtk−nk+1
.
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Noting that |T nkβ x− x| = x− T
nk
β x < β
−(mk−nk), we have
T nkβ x > x− β
−(mk−nk) ≥
ε1
β
+ · · ·+
εtk
βtk−nk
+
εtk+1 + 1
βtk−nk+1
−
1
βmk−nk
Note that
1
βtk−nk+1
−
1
βmk−nk
=
εtk+1
βtk−nk+1
+
ε∗1(β)
βtk−nk+2
+ · · ·+
ε∗mk−nk−tk−1(β)− 1
βmk−nk
+ · · · .
Thus,
T nkβ x >
ε1
β
+ · · ·+
εtk−nk
βtk−nk
+
εtk+1
βtk−nk+1
+
ε∗1(β)
βtk−nk+2
+ · · ·+
ε∗mk−nk−tk−1(β)− 1
βmk−nk
+ · · · .
Then,
(ε1, . . . , εmk) =
(
ε1, . . . , εnk , ε1, . . . , εtk−nk , εtk−nk+1 − 1, ε
∗
1(β), . . . , ε
∗
mk−tk−1
(β)
)
.
When εtk+1 = εtk−nk+1 + 1, we have
x =
ε1
β
+ · · ·+
εtk−nk
βtk−nk
+
εtk−nk+1
βtk−nk+1
+ · · · ≤
ε1
β
+ · · ·+
εtk−nk
βtk−nk
+
εtk+1
βtk−nk+1
.
Noticing that |T nkβ x− x| = T
nk
β x− x < β
−(mk−nk), we have
T nkβ < x+ β
−(mk−nk) ≤
ε1
β
+ · · ·+
εtk−nk
βtk−nk
+
εtk+1
βtk−nk+1
+
1
βmk−nk
.
This implies
(ε1, . . . , εmk) = (ε1, . . . , εnk , ε1, . . . , εtk , εtk−nk+1 + 1, 0
mk−nk−tk−1).
✷
Remark 1 The two sequences {nk}∞k=1 and {mk}
∞
k=1 chosen here are exactly the same sequences
in Bugeaud and Liao [5]. However, the property that nk+1 > mk = tk > nk which always holds
in [5] fails in our case. Then uncertainty of the relationship between mk, tk and nk+1 makes the
construction of ε(x, β) of all x ∈ Rβ(r, rˆ) be much more complicated.
Now we will investigate the relationship between mk and nk for the case 0 ≤
r
1+r < rˆ ≤ +∞.
Lemma 3.3 For each x ∈ Rβ(rˆ, r) with 0 ≤ r1+r < rˆ ≤ +∞, let mk and nk be defined in Lemma
3.1. Then there is an integer k′ such that nk+1 < mk for all k ≥ k′.
Proof. Since rˆ > r1+r , by (3.5) and (3.6), there is a positive number ε > 0 and an integer k
′′, such
that for any k ≥ k′′, we have
mk − nk
nk+1
≥
(
r
1 + r
+ ε
)
1
1− ε
.
By (3.5), we obtain
r
1 + r
= 1−
1
1 + r
= 1−
1
1 + lim sup
k→∞
mk−nk
nk
= lim sup
k→∞
mk − nk
mk
.
Consequently, there is an integer k′ ≥ k′′, such that for all k ≥ k′,
mk − nk
nk+1
≥
(
r
1 + r
+ ε
)
1
1− ε
≥
1
1− ε
·
mk − nk
mk
,
7
which implies nk+1 ≤ (1− ε)mk. ✷
The following lemma gives the sequences we will use to construct the covering of Rβ(r, rˆ) when
proving the upper bound of dimHRβ(r, rˆ) for the case 0 ≤ rˆ ≤
r
1+r , 0 < r ≤ +∞.
Lemma 3.4 For all x ∈ Rβ(rˆ, r) with 0 ≤ rˆ ≤ 1, rˆ1−rˆ ≤ r < +∞, there are two sequences {n
′
k}
∞
k=1
and {m′k}
∞
k=1 such that for any large enough k, there is a positive real number C satisfying
n′k+1 ≥ (1− δ)m
′
k, n
′
k+1 ≥
2 + rˆβ(x)
rˆβ(x)
n′k and k ≤ C logn
′
k.
Proof. For all x ∈ Rβ(rˆ, r)
(
0 ≤ rˆ ≤ 1, rˆ1−rˆ ≤ r < +∞
)
, the β-expansion of x is not periodic and
rβ(x) > 0. Let {nk}∞k=1 and {mk}
∞
k=1 be the sequences defined in Lemma 3.1.
By (3.6), for any 0 < δ1 <
rˆβ(x)
2 , for sufficiently large k, we have
mk − nk ≥ (rˆβ(x)− δ1)nk+1, that is, mk ≥ nk+1 + (rˆβ(x)− δ1)nk ≥ (1 + rˆβ(x) − δ1)nk. (3.12)
Note that rˆβ(x) ≤
rβ(x)
1+rβ(x)
. It follows from (3.5) and (3.6) that
lim inf
k→∞
mk − nk
nk+1
≤ lim sup
k→∞
mk − nk
mk
.
Consequently,
lim inf
k→∞
mk − nk
nk+1
− lim sup
k→∞
mk − nk
mk
= lim inf
k→∞
(
mk − nk
nk+1
−
mk − nk
mk
)
≤ 0.
We claim that, for all δ > 0, there are infinitely many k, such that
nk+1 ≥ (1− δ)mk and nk+1 ≥
(
1 +
rˆβ(x)
2
)
nk =
2 + rˆβ(x)
2
nk. (3.13)
In fact, notice that mk − nk > 0, nk+1mk > 0 for all k ≥ 1. When
lim inf
k→∞
(
mk − nk
nk+1
−
mk − nk
mk
)
= lim inf
k→∞
(mk − nk)(mk − nk+1)
nk+1mk
< 0,
by (3.12), we have
nk+1 > mk ≥ (1 + rˆβ(x)− δ1)nk ≥
(
1 +
rˆβ(x)
2
)
nk.
When
lim inf
k→∞
(
mk − nk
nk+1
−
mk − nk
mk
)
= lim inf
k→∞
(mk − nk)(mk − nk+1)
nk+1mk
= 0,
then for all 0 < δ2 ≤
(rˆβ(x)−δ1)(rˆβ(x)−2δ1)
2(1+rˆβ(x)−δ1)
, there are infinitely many k ≥ k0 such that
mk − nk+1 ≤ δ2 ·
nk+1mk
mk − nk
≤ δ2 ·
nk+1mk
(rˆβ(x)− δ1)nk+1
=
δ2
rˆβ(x)− δ1
·mk,
where the last inequality follows from the first part of (3.12).
Therefore, by (3.12) and the choice of δ2,
nk+1 ≥
(
1−
δ2
rˆβ(x) − δ1
)
mk ≥
(
1−
δ2
rˆβ(x) − δ1
)
(1 + rˆβ(x) − δ1)nk ≥
(
1 +
rˆβ(x)
2
)
nk.
Letting δ = δ2
rˆβ(x)−δ1
, we obtain the claim.
Now we choose the subsequence {njk}
∞
k=1 and {mjk}
∞
k=1 of {nk}
∞
k=1 and {mk}
∞
k=1 satisfying
(3.13). For simplicity, let n′k = njk and m
′
k = mjk . Then {n
′
k}
∞
k=1 increases at least exponentially
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since
n′k+1 ≥
2 + rˆβ(x)
rˆβ(x)
n′k.
In conclusion, the new sequences satisfy that, there is a large enough k0 and a positive real number
C such that for all k ≥ k0, we have k ≤ C logn′k. ✷
We now give an estimation of the numbers of the sum of all the lengths of the blocks which
are “fixed” in the prefix of length mk (mk is defined in Lemma 3.4) of the infinite sequence ε(x, β)
where x ∈ Rβ(rˆ, r)
(
0 ≤ rˆ ≤ 1, rˆ1−rˆ ≤ r < +∞
)
for all sufficiently large k.
Lemma 3.5 For all x ∈ Rβ(rˆ, r) with 0 ≤ rˆ ≤ 1, rˆ1−rˆ ≤ r < +∞, let {m
′
k}
∞
k=1 and {n
′
k}
∞
k=1 be
the sequences defined in Lemma 3.4. Then for all large enough integer k, we have
k∑
i=1
(m′i − n
′
i) ≥ n
′
k+1
(
rˆβ(x)rβ(x)
rβ(x)− rˆβ(x)
− ǫ′
)
(3.14)
Proof. By Lemma 3.4, the sequences {n′k}
∞
k=1 and {m
′
k}
∞
k=1 are the subsequences of{nk}
∞
k=1 and
{mk}∞k=1, the equalities (3.5) and (3.6) become:
rβ(x) ≥ lim sup
k→∞
m′k − n
′
k
n′k
(3.15)
and
rˆβ(x) ≤ lim inf
k→∞
m′k − n
′
k
n′k+1
. (3.16)
By (3.15) and (3.16), for any real number 0 < ǫ <
rˆβ(x)
2 , there exits a large enough k1, such that
for all k ≥ k1,
m′k − n
′
k ≤ (rβ(x) + ǫ)n
′
k (3.17)
and
m′k − n
′
k ≥ (rˆβ(x)− ǫ)n
′
k+1. (3.18)
By (3.17) and (3.18), we have
n′k ≥
m′k − n
′
k
rβ(x) + ǫ
≥
rˆβ(x) − ǫ
rβ(x) + ǫ
n′k+1.
Hence,
k∑
i=1
(m′i − n
′
i) ≥
k∑
i=k1
(rˆβ(x) − ǫ)n
′
i+1 ≥ (rˆβ(x)− ǫ)n
′
k+1
k−k1∑
i=0
(
rˆβ(x) − ǫ
rβ(x) + ǫ
)i
. (3.19)
Let
n′ = (rˆβ(x)− ǫ)n
′
k+1
∞∑
i=k−k1+1
(
rˆβ(x)− ǫ
rβ(x) + ǫ
)i
.
Note that
rˆβ(x)−ǫ
rβ(x)+ǫ
< 1. There exists k′ ≥ k such that for all ℓ ≥ k′, we have
n′k+1
(
rˆβ(x) − ǫ
rβ(x) + ǫ
)ℓ
<
1
ℓ2
.
Thus,
n′k+1
∞∑
i=k′+1
(
rˆβ(x) − ǫ
rβ(x) + ǫ
)i
<
∞∑
i=k′+1
1
i2
< +∞.
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This implies
n′ = (rˆβ(x) − ǫ)n
′
k+1
k′∑
i=k−k1+1
(
rˆβ(x) − ǫ
rβ(x) + ǫ
)i
+ (rˆβ(x) − ǫ)n
′
k+1
∞∑
i=k′+1
(
rˆβ(x)− ǫ
rβ(x) + ǫ
)i
< +∞.
By (3.19), for any small enough real number ǫ′ > 0, there is a sufficiently large integer k ≥ {k′, k1}
such that
k∑
i=1
(m′i − n
′
i) ≥ (rˆβ(x)− ǫ)n
′
k+1
k−1∑
i=0
(
rˆβ(x)− ǫ
rβ(x) + ǫ
)i
= (rˆβ(x)− ǫ)n
′
k+1
∞∑
i=0
(
rˆβ(x)− ǫ
rβ(x) + ǫ
)i
− n′
≥ n′k+1
(
rˆβ(x)rβ(x)
rβ(x) − rˆβ(x)
− ǫ′
)
.
✷
We will prove Theorem 1.2 by dividing into three cases: r = rˆ = 0, 0 ≤ r1+r < rˆ ≤ +∞ and
0 ≤ rˆ ≤ r1+r , 0 < r ≤ +∞.
3.1 Case for r = rˆ = 0
Note that rˆβ(x) ≤ rβ(x) for all x ∈ [0, 1). Then
{x ∈ [0, 1) : rβ(x) = 0} ⊆ {x ∈ [0, 1) : rˆβ(x) = 0}.
So if we prove that rβ(x) = 0 for L-almost all x ∈ [0, 1), we have rˆβ(x) = 0 for L-almost all
x ∈ [0, 1).
Hence, we only need to prove
L{x ∈ [0, 1) : rβ(x) > 0} = 0.
Since
∞∑
n=1
β−
1
k
n <∞ for all k ≥ 1, it follows from Philipp [17](Theorem 2A) that
L{x ∈ [0, 1) : |T nβ x− x| ≤ β
− 1
k
n for infinitely many n ∈ N} = 0.
Moreover, we have
{x ∈ [0, 1) : rβ(x) > 0} =
∞⋃
k=1
{
x ∈ [0, 1) : rβ(x) >
1
k
}
and {
x ∈ [0, 1) : rβ(x) >
1
k
}
⊆ {x ∈ [0, 1) : |T nβ x− x| ≤ β
− 1
k
n for infinitely many n ∈ N}.
Thus,
L{x ∈ [0, 1) : rβ(x) > 0} = 0.
3.2 Case for 0 ≤ r
1+r
< rˆ ≤ +∞
When ε(x, β) is periodic, we have rˆ = r = +∞ and the set with such ε(x, β) is countable.
When ε(x, β) is not periodic, let mk and nk be defined in Lemma 3.1. We will construct a
countable set D such that ε(x, β) ∈ D for all x ∈ Rβ(rˆ, r) with 0 ≤
r
1+r < rˆ ≤ +∞. By Lemma
3.3, there is an integer k′, such that for all k ≥ k′, we have nk+1 < mk. Let tk be defined by (3.10).
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Suppose tk = ank + pk where 1 ≤ a ≤ ⌊r⌋+ 1 and 1 ≤ pk < nk. Then, by (3.11),
(ε1, . . . , εtk) = ((ε1, . . . , εnk)
a , ε1, . . . , εpk) , εtk+1 6= εpk+1. (3.20)
where ωk = (ω, . . . , ω︸ ︷︷ ︸
k
) for any ω ∈ Σ∗β , k ∈ N. Therefore, when nk+1 ≤ tk ≤ mk + 1, by the
definitions of {nk}∞k=1 and {tk}
∞
k=1, we have
(ε1, . . . , εtk) =
(
ε1, . . . , εnk , ε1, . . . , εnk+1−nk , ε1, . . . , εtk−nk+1
)
, εtk+1 = εtk−nk+1+1. (3.21)
By comparing the equalities (3.11), (3.20) and (3.21), we can check that nk+1 6= a′nk for all
integer 1 ≤ a′ ≤ a. Suppose that there are two integers 1 ≤ a′ ≤ a and 1 ≤ jk < nk such that
nk+1 = a
′nk + jk. Then (
ε1, . . . , εnk+1
)
=
(
(ε1, . . . , εnk)
a′
, ε1, . . . , εjk
)
.
When tk < nk+1 < mk, by (3.8), (3.9) and (3.20), it follows that
(
ε1, . . . , εnk+1
)
=
(
(ε1, . . . , εnk)
a , ε1, . . . , εpk , εpk+1 − 1, ε
∗
1(β), . . . , ε
∗
nk+1−pk−1
(β)
)
or (
ε1, . . . , εnk+1
)
=
(
(ε1, . . . , εnk)
a
, ε1, . . . , εpk , εpk+1 + 1, 0
nk+1−pk−1
)
.
Now we will construct the countable set D. For all ω = (ω1, . . . , ωn) ∈ Σnβ , define
s1(ω) = min {1 ≤ i < n : ωi+1 = ω1} .
If such i does not exist, let s1(ω) = n. If s1(ω) < n, let
t1(ω) = max
{
s1(ω) < i ≤ n :
(
ωs1(ω)+1, . . . , ωi
)
=
(
ω1, . . . , ωi−s1(ω)
)}
.
Suppose that sk(ω) and tk(ω) have been defined, let
sk+1(ω) = min{sk(ω) ≤ i < n : ωi+1 = ω1}.
If this i does not exist, let sk+1(ω) = n. If sk+1(ω) < n, let
tk+1(ω) = max
{
sk(ω) < i ≤ n :
(
ωsk(ω)+1, . . . , ωi
)
=
(
ω1, . . . , ωi−sk(ω)
)}
.
Let k(ω) = max{k : 1 ≤ sk(ω) < n} and k(ω) = 0 if such k does not exist.
For all ω = (ω1, . . . , ωn) ∈ Σnβ , when k(ω) > 0, let
M ′(ω) =
⌊r⌋+1⋃
a=1
k(ω)⋃
k=1
⌊r⌋n⋃
j=0
{(
ωa, u, ωtk(ω)+1 − 1, ε
∗
1(β), . . . , ε
∗
j (β)
)
: u =
(
ω1, . . . , ωtk(ω)
)
, ωtk(ω)+1 > 0
}
where
(
ωa, u, ωtk(ω)+1 − 1, ε
∗
1(β), . . . , ε
∗
j(β)
)
=
(
ωa, u, ωtk(ω)+1 − 1
)
when j = 0, and
M ′′(ω) =
⌊r⌋+1⋃
a=1
k(ω)⋃
k=1
⌊r⌋n⋃
j=0
{(
ωa, u, ωtk(ω)+1 + 1, 0
j
)
: u =
(
ω1, . . . , ωtk(ω)
)
, 0 ≤ ωtk(ω)+1 < ⌊β⌋
}
where
(
ωa, u, ωtk(ω)+1 + 1, 0
j
)
=
(
ωa, u, ωtk(ω)+1 + 1
)
when j = 0. When k(ω) = 0, let
M ′(ω) =
⌊r⌋+1⋃
a=1
⌊r⌋n⋃
j=0
{(
ωa, ω1 − 1, ε
∗
1(β), . . . , ε
∗
j (β)
)
, ω1 > 0
}
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where
(
ωa, ω1 − 1, ε∗1(β), . . . , ε
∗
j (β)
)
= (ωa, ω1 − 1) when j = 0, and
M ′′(ω) =
⌊r⌋+1⋃
a=1
⌊r⌋n⋃
j=0
{(
ωa, ω1 + 1, 0
j
)
, 0 ≤ ω1 < ⌊β⌋
}
where
(
ωa, ω1 + 1, 0
j
)
= (ωa, ω1 + 1) when j = 0.
Now fix ω = (ω1, . . . , ωn) ∈ Σnβ and letM(ω) = M
′(ω)
⋃
M ′′(ω)
⋃
{ω}. SetM1(ω) = M(ω)
⋃
{(ω2)}.
Suppose that Mk(ω) has been defined. Let
Mk+1(ω) =
⋃
vk∈Mk(ω)
M(vk)
⋃{
(ωk)
}
.
Then we have ♯Mk(ω) <∞ for all k ≥ 1 and we also have Mk(ω) ⊂ A∗. Let
D =
∞⋃
n=1
⋃
ω∈Σn
β
∞⋃
k=1
Mk(ω).
By the former analysis in this section, for any x ∈ Rβ(rˆ, r) with 0 ≤
r
1+r < rˆ ≤ +∞, we have
ε(x, β) ∈ D and the set D is countable. As a consequence, the set Rβ(rˆ, r)
(
0 ≤ r1+r < rˆ ≤ +∞
)
is countable.
3.3 Case for 0 ≤ rˆ ≤ r
1+r
, 0 < r ≤ +∞
Note that {x ∈ [0, 1) : rβ(x) = +∞} ⊆ {x ∈ [0, 1) : rβ(x) ≥ r} for all 0 ≤ r ≤ +∞. When
0 ≤ rˆ ≤ r1+r , r = +∞, by (1.3), it holds that
dimH{x ∈ [0, 1) : rβ(x) ≥ r} =
1
1 + r
.
Consequently, letting r→ +∞, we conclude that
dimH{x ∈ [0, 1) : rβ(x) = +∞} = 0.
By the fact that Rβ(r, rˆ) ⊆ {x ∈ [0, 1) : rβ(x) = +∞}, we have dimRβ(r, rˆ) = 0.
When 0 ≤ rˆ ≤ r1+r , 0 < r < +∞. Our proof is divided into two parts.
3.3.1 The upper bound of dimHRβ(rˆ, r)
We now construct a covering of the set Rβ(rˆ, r) with 0 ≤ rˆ ≤
r
1+r , 0 < r < +∞. Let {n
′
k}
∞
k=1 and
{m′k}
∞
k=1 be the sequences such that
lim
k→∞
m′k − n
′
k
n′k
= r and lim
k→∞
m′k − n
′
k
n′k+1
≥ rˆ. (3.22)
Given k ≥ 1, we collect all of the points x with rˆβ(x) ≥ rˆ and rβ(x) = r. We first calculate the
possible choices of digits among the m′k prefix of (ω1, ω2, . . .). For the “free” blocks in the prefix of
length m′k of the infinite sequence ε(x, β). Write their lengths as d1, · · · , dk. It follows immediately
that di = 0 when n
′
i < m
′
i−1 and di = n
′
i − m
′
i−1 when n
′
i > m
′
i−1 for all 2 ≤ i ≤ k. Moreover,
d1 = n1. Let m0 = 0. By (3.14) and the choice of mk and nk, it follows from Lemma 3.4 that, for
any sufficiently large k ≥ max{k0, k1, k′},
k∑
i=1
di ≤
k∑
i=1
(n′i −m
′
i−1) +
∑
n′
i
<m′
i−1,k0≤i≤k
(m′i−1 − n
′
i). (3.23)
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Applying Lemma 3.4, we have∑
n′
i
<m′
i−1,1≤i≤k
(m′i−1 − n
′
i) ≤ δ
∑
n′
i
<m′
i−1,k0≤i≤k
m′i−1 + n0
where n0 = δ
∑
n′
i
<m′
i−1,k0≤i≤k
(m′i−1 − n
′
i) < +∞. By (3.17) and Lemma 3.4, we have
∑
n′
i
<m′
i−1,1≤i≤k
(m′i−1 − n
′
i) ≤ δ
∑
n′
i
<m′
i−1,k0≤i≤k
(1 + r + ǫ)ni−1 + n0
≤ δ
(
1 +
rˆ
2 + rˆ
+ . . .+
(
rˆ
2 + rˆ
)k)
(1 + r + ǫ)nk + n0.
(3.24)
By (3.14), it holds that
k∑
i=1
(n′i −m
′
i−1) = n
′
k −
k−1∑
i=1
(m′i − n
′
i) ≤ n
′
k
(
1−
rˆr
r − rˆ
+ ǫ′
)
. (3.25)
Combining (3.23), (3.24) and (3.25), we obtain
k∑
i=1
di ≤ n
′
k
(
1−
rˆr
r − rˆ
+ ǫ′′
)
,
where ǫ′′ is a small enough real number. By Theorem 2.2, we deduce that, for every blocks with
length di, there are no more than
β
β − 1
βdi
ways of the words can be chosen. Thus, there are at most
(
β
β − 1
)k
β
k∑
i=1
di
≤
(
β
β − 1
)k
βn
′
k(1− rˆrr−rˆ+ǫ
′′)
choices of the “free” blocks in total. Notice that there are at most nk possible choices for the
first index of the k blocks. This indicates that there are at most n′k
k
possible choices for the
position of the “free” blocks. For the “fixed” block, it follows from (3.7), (3.8), (3.9) that the block
(ε1, . . . , εm′
k
−n′
k
) has at most 2⌊β⌋(m′k − n
′
k + 1) ≤ 2β(m
′
k − n
′
k + 1) choices which means there are
at most (2β(m′k − n
′
k + 1))
k choices of the “fixed” blocks in total. By Lemma 3.4 and (3.22), for
all sufficient large k, the set of all real number belonging to Rβ(rˆ, r) is contained in a union of no
more than
(
2(m′k − n
′
k)n
′
kβ
2
β − 1
)k
βn
′
k(1− rˆrr−rˆ+ǫ
′′) ≤
(
2(r + ǫ′′)n′k
2
β2
β − 1
)C log n′k
βn
′
k(1− rˆrr−rˆ+ǫ
′′)
cylinders of order m′k whose length is at most
β−m
′
k ≤ β(1+r−ǫ
′′)n′k ,
where the last inequalities follows from (3.22). Denote
s0 =
r − (1 + r)rˆ + ǫ′′(r − rˆ)
(r − rˆ)(r + 1− ǫ′′)
.
13
Then for any s > s0, we have
Hs (Rβ(rˆ, r)) ≤
∞∑
n=1
β
(
2(r + ǫ′′)n2β2
β − 1
)C logn
β−(1+r−ǫ
′′)ns+n(1− rˆrr−rˆ+ǫ
′′) < +∞.
Letting ǫ′′ → 0, we conclude that
dimHRβ(rˆ, r) ≤
r − (1 + r)rˆ
(r − rˆ)(r + 1)
.
3.3.2 Construction of Cantor Set
We construct a Cantor subset of Rβ(rˆ, r)
(
0 ≤ rˆ ≤ r1+r , 0 < r < +∞
)
as follows. Fix δ > 0. Let
βN be the approximation of β which is defined in Section 2. Notice that βN → β as N → ∞, we
can choose sufficiently large integer N with ε∗N (β) > 0 and M large enough such that
♯ΣMβN
M
−M − 1 ≥
βMN
M
−M − 1 ≥ βM(1−δ). (3.26)
Now we choose two sequences {nk}∞k=1 and {mk}
∞
k=1 such that nk < mk < nk+1 with n1 > 2M .
The sequence {mk − nk}∞k=1 is non-decreasing. In addition,
lim
k→∞
mk − nk
nk+1
= rˆ (3.27)
and
lim
k→∞
mk − nk
nk
= r. (3.28)
Actually, we can choose the following sequences.
(1) When rˆ = 0, 0 < r < +∞, let
n′k = k
k and m′k =
⌊
(r + 1) kk
⌋
.
By a small adjustment, we can obtain the required sequences.
(2) When 0 < rˆ ≤ r1+r , 0 < r < +∞, let
n′k =
⌊(r
rˆ
)k⌋
and m′k =
⌊
(r + 1)
(r
rˆ
)k⌋
.
Note that r < rˆ. Both of the sequences {n′k}
∞
k=1 and {m
′
k}
∞
k=1 increase to infinity as k increases.
We can adjust these sequences to make sure that they satisfy the required properties. Without any
ambiguity, the statement that ω ∈ Σ∗βN is full means that ω is full when regarding it as an element
of Σ∗β.
For all k ∈ N, letmk = ℓknk+pk with 0 ≤ pk < nk and nk+1−mk = tkM+qk with 0 ≤ qk < M .
For any integer n > N and ω ∈ ΣnβN , define the function apk of ω by
apk(ω) =
{
0pk , when pk ≤ N,
ω|pk−N , 0
N , when pk > N,
where ω|i = (ω1, . . . , ωi). Then apk(ω) is full when regarding it as an element ofΣ
∗
β . For convenience,
denote
ωi = (ωn−i+1, . . . , ωn, ωi+1, . . . , ωn−i)
for all 1 ≤ i < n and ωn = ω. Let
D1 =
{
v1 =
(
(u)⌊
n1
M
⌋, 0n1−⌊
n1
M
⌋M
)
: u ∈ ΣMβN is full and u 6= 0
M
}
.
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Set
G1 =
{
u1 =
(
(v1)
ℓ1 , ap1(v1)
)
: v1 ∈ D1
}
.
Fix v1 =
(
(u)⌊
n1
M
⌋, 0n−⌊
n1
M
⌋M
)
∈ D1. Define
M =
{
ω ∈ ΣMβN : ω is full and ω 6= u
i, ∀ 1 ≤ i ≤ n
}
.
Suppose that Dk−1 and Gk−1 are well defined. Fix uk−1 ∈ Gk−1. Let
Dk =
{
vk =
(
u0k−1, . . . , u
tk−1−1
k−1 , 0
qk−1
)
: uik−1 ∈M, ∀ 0 ≤ i ≤ tk−1 − 1
}
.
Define
Gk =
{
uk =
(
(uk−1, vk)
ℓk , apk(uk−1, vk)
)
: uk−1 ∈ Gk−1, vk ∈ Dk
}
.
We can see that all of the words in M and Dk are full when regarding them as an element of Σ∗β .
Hence, by Theorem 2.3, Gk is well defined.
Now define
EN =
∞⋂
k=1
⋃
uk∈Gk
Imk(uk).
We claim that EN is a subset Rβ(rˆ, r).
In fact, for any x ∈ EN , suppose ε(x, β) = (ε1, ε2, . . .). We first prove that for every n with
mk ≤ n < nk+1, we have
(εn+1, . . . , εn+2M ) 6= (ε1, . . . , ε2M ) = (ε1, . . . , εM , ε1, . . . , εM ),
where the last equality follows from the fact that n1 > 2M and the construction of EN . In fact, if
it is not true, then there is mk ≤ n < nk+1 − 2M such that
(εn+1, . . . , εn+2M ) = (ε1, . . . , ε2M ).
Assume n = mk + tM + q (0 ≤ t ≤ tk − 1). Then we have
(εn+1, . . . , εn+2M ) =
(
εmk+tM+q+1, . . . , εmk+(t+1)M+1, . . . , εmk+(t+2)M , . . . , εmk+(t+2)M+q
)
.
This implies (
εmk+(t+1)M+1, . . . , εmk+(t+2)M
)
= (εM−q+1, . . . , εM , ε1, . . . , εq) /∈M,
which is a contradiction. Note that n ≥ 2M . Suppose
(εn+1, . . . , εn+j) = (ε1, . . . , εj), εn+j+1 6= εj+1.
Without loss of generality, suppose εn+j+1 > εj + 1. Notice that both (εn+1, . . . , εn+j+1) and
(ε1, . . . , εj+1) belong to Σ
M
βN
. Then
|T nβ x− x| = T
n
β x− x
≥
εn+1
β
+ · · ·+
εn+j
βj
+
εn+j+1
βj+1
−
(
εn+1
β
+ · · ·+
εn+j
βj
+
εj
βj+1
+
ε∗1(β)
βj+2
+ · · ·+
ε∗N (β) − 1
βj+N+1
)
≥ β−j+N+1.
(3.29)
Hence, for any mk ≤ n < nk+1, we have
|T nβ x− x| ≥ β
−(2M+N+1).
We now show that rβ(x) = r.
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On the one hand, for any δ > 0, notice that
lim
k→∞
mk − nk +N
nk
= r.
Then there exits k0 large enough such that for all k ≥ k0, we have mk − nk + N < (r + δ)nk.
Consequently, by (2.4), for all n ≥ nk0 , there is k ≥ k0, such that nk ≤ n < nk+1. The same
argument as (3.29) gives
|T nβ x− x| ≥ β
−(mk−nk+N+1) > β−(r+δ)nk ≥ β−(r+δ)n.
By the definition of rβ(x), it holds that rβ(x) < r + δ for all δ > 0. So rβ(x) ≤ r.
On the other hand, for all δ > 0, there is k0 such that for any k ≥ k0. Thus, we have
mk − nk ≥ (r − δ)nk. When n = nk, we obtain
|T nkβ x− x| < β
−(mk−nk) ≤ β−(r−δ)nk .
As a consequence, rβ(x) ≥ r − δ for any δ > 0, which implies rβ(x) ≥ r.
The proof of rˆβ(x) = rˆ is similar to the argument of rβ(x) = r. We leave the details to the
readers.
Our Cantor set is therefore constructed.
3.3.3 The lower bound of dimHRβ(rˆ, r)
The rest of this section is devoted to estimating the lower bound of Hausdorff dimension of EN by
the modified mass distribution principal.
As the classical method of giving the lower bound of dimHEN , we first define a Borel probability
measure µ on EN . Set
µ([0, 1)) = 1, and µ (Im1(u1)) =
1
♯G1
=
1
♯D1
, for u1 ∈ G1.
For each k ≥ 1, if uk+1 =
(
(uk, vk+1)
ℓk+1 , apk+1(uk, vk+1)
)
∈ Gk+1, let
µ
(
Imk+1(uk+1)
)
=
µ (Imk(uk))
♯Dk+1
. (3.30)
If uk+1 /∈ Gk+1 (k ≥ 1), let µ
(
Imk+1(uk+1)
)
= 0. For each n ∈ N and each cylinder In with
In ∩ EN 6= ∅, let k ≥ 1 be the integer such that mk < n ≤ mk+1, and set
µ(In) =
∑
Imk+1⊆In
µ
(
Imk+1
)
,
where the sum is taken over all the basic cylinders associate to uk+1 ∈ Gk+1 contained in In. We
can see that µ satisfies the consistency property which ensures that it can be uniquely extended to
a Borel probability measure on EN .
Now we will estimate the local dimension lim inf
n→∞
logµ(In)
log |In|
for all basic cylinder In with In∩EN 6=
∅. We claim that, there exists k0, for all k ≥ k0, we have
♯Gk ≥ c
kβ
(1−δ)
k−1∑
i=1
(ni+1−mi)
(3.31)
for all k ≥ k0. Combining Theorems 2.2, 2.4 and the definition of M, by (3.26), we have
♯M≥
♯ΣMβ
M
−M ≥ βM(1−δ).
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Immediately, for any k ≥ 1, the relationship between M and Dk gives
♯Dk = (♯M)
tk−1 ≥ βMtk−1(1−δ) = β−M(1−δ) · βM(1−δ)(tk−1+1) ≥ cβ(1−δ)(nk−mk−1),
where c = β−M(1−δ). As a consequence,
♯Gk =
k∏
i=1
♯Di ≥ c
kβ
(1−δ)
k−1∑
i=1
(ni+1−mi)
.
Therefore, for all i ≥ 2,
µ(Imi ) =
1
♯Gi
≤
1
ckβ
(1−δ)
i−1∑
j=1
(nj+1−mj)
. (3.32)
In gerneral n ≥ 1, there is an integer k ≥ 1 such that mk < n ≤ mk+1. We distinguish two cases to
estimate µ(In).
Case 1. When mk < n ≤ nk+1, write n = mk + tM + q with 0 ≤ t ≤ tk and 0 ≤ q < M . then
µ(In) ≤ µ(Imk) ·
1
(♯M)t
≤ c−kβ
−(1−δ)
k−1∑
j=1
(nj+1−mj)
·
1
βM(1−δ)t
.
Case 2. When nk+1 < n ≤ mk+1, by the construction of EN , it follows that
µ(In) ≤ µ(Ink+1 ) = µ(Imk+1) ≤ c
−(k+1)β
−(1−δ)
k∑
j=1
(nj+1−mj)
.
By (2.4), in both two cases,
|In| ≥
1
βn+N
.
Since
a+ x
b + x
≥
a
b
for all 0 < a ≤ b, x ≥ 0,
it holds that
lim inf
n→∞
logµ(In)
log |In|
≥ (1− δ) lim
k→∞
k−1∑
j=1
(nj+1 −mj)
mk
.
By (3.27) and (3.28),
lim
k→∞
nk
mk
=
1
1 + r
, lim
k→∞
nk
mk−1
=
r
rˆ(1 + r)
and lim
k→∞
mk
mk−1
=
r
rˆ
.
By the Stolz-Cesàro theorem, we deduce that
lim
k→∞
k−1∑
j=1
(nj+1 −mj)
mk
= lim
k→∞
nk −mk−1
mk −mk−1
= lim
k→∞
nk
mk−1
− 1
mk
mk−1
− 1
=
r − (1 + r)rˆ
(1 + r)(r − rˆ)
.
Hence,
lim inf
n→∞
logµ(In)
log |In|
≥ (1 − δ) ·
r − (1 + r)rˆ
(1 + r)(r − rˆ)
.
Let δ → 0. The modified mass distribution principle (Theorem 2.5) gives
dimHEN ≥
r − (1 + r)rˆ
(1 + r)(r − rˆ)
.
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for all sufficient large enough N .
4 Proof of Theorem 1.1
When rˆ = 0, note that
Rβ(0, 0) ⊆ {x ∈ [0, 1) : rˆβ(x) = 0}.
Theorem 1.2 yields that the set {x ∈ [0, 1) : rˆβ(x) = 0} is of full Lebesgue measure. When rˆ > 1,
we have
rˆ >
r
1 + r
≥ 0
for all 0 ≤ r ≤ +∞. It follows from Theorem 1.2 that the set {x ∈ [0, 1) : rˆβ(x) ≥ rˆ} is countable.
When 0 < rˆ ≤ 1, applying the same process as Section 3.3.1, we deduce that, for all θ > 0,
dimH{x ∈ [0, 1) : rˆβ(x) ≥ rˆ, r ≤ rβ(x) ≤ r + θ} ≤
r + θ − (1 + r + θ)rˆ
(1 + r)(r + θ − rˆ)
≤
r − (1 + r)rˆ
(1 + r)(r − rˆ)
+
θ(1− rˆ)
(1 + r)(r − rˆ)
≤
r − (1 + r)rˆ
(1 + r)(r − rˆ)
+
θ(1 − rˆ)2
rˆ2
.
(4.33)
Now considering the final part of (4.33) as a function of r, we can find that
r − (1 + r)rˆ
(1 + r)(r − rˆ)
+
θ(1 − rˆ)2
rˆ2
≤
(1 − rˆ)2
(1 + rˆ)2
+
θ(1 − rˆ)2
rˆ2
for all r ≥ 0. Note that
{x ∈ [0, 1) : rˆβ(x) ≥ rˆ} ⊆
+∞⋃
i=0
n⋃
j=1
{
x ∈ [0, 1) : rˆβ(x) ≥ rˆ, i+
j − 1
n
≤ rβ(x) ≤ i+
j
n
}
.
By the σ-stability of Hausdorff dimension (see [9]), we have
dimH{x ∈ [0, 1) : rˆβ(x) ≥ rˆ} ≤
(
1− rˆ
1 + rˆ
)2
+
1
n
(1− rˆ)2
rˆ2
.
Letting n→ +∞, we therefore conclude that
dimH{x ∈ [0, 1) : rˆβ(x) ≥ rˆ} ≤
(
1− rˆ
1 + rˆ
)2
.
Finally, we use the maximization method of Bugeaud and Liao [5] for the estimation of the lower
bound of dimH{x ∈ [0, 1) : rˆβ(x) = rˆ}. In fact, fix 0 < rˆ ≤ 1, the function r 7→ dimHRβ(rˆ, r) is
continuous and reaches its maximum at the unique point r = 2rˆ1−rˆ . By calculation, we conclude
that the maximum is exactly equal to
(
1−rˆ
1+rˆ
)2
. Therefore,
dimH{x ∈ [0, 1) : rˆβ(x) = rˆ} ≥
(
1− rˆ
1 + rˆ
)2
.
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