A finite basis theorem for the description logic ${\cal ALC}$ by Aiguier, Marc et al.
ar
X
iv
:1
50
2.
07
63
4v
2 
 [c
s.L
O]
  1
3 J
an
 20
17 Afinite basis theorem for the description logicALC
Marc Aiguier a,∗, Jamal Atif b, Isabelle Bloch c, Ce´line Hudelot a,
aMICS, Centrale Supelec, Universite´ Paris-Saclay, France
bPSL, Universite´ Paris-Dauphine, LAMSADE, UMR 7243, France
cLTCI, CNRS, Te´le´com ParisTech, Universite´ Paris-Saclay, Paris, France
Abstract
The main result of this paper is to prove the existence of a finite basis in the description logic ALC. We show that the set of
General Concept Inclusions (GCIs) holding in a finite model has always a finite basis, i.e. these GCIs can be derived from finitely
many of the GCIs. This result extends a previous result from Baader and Distel, which showed the existence of a finite basis
for GCIs holding in a finite model but for the inexpressive description logics EL and ELgfp. We also provide an algorithm for
computing this finite basis, and prove its correctness. As a byproduct, we extend our finite basis theorem to any finitely generated
complete covariety (i.e. any class of models closed under morphism domain, coproduct and quotient, and generated from a finite
set of finite models).
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1. Introduction
Description logics (DLs) [1] are a family of logic-based
knowledge representation formalisms that originate from
early knowledge representation systems such as frame-
based systems [2] and semantics networks [3]. Briefly, the-
ories in DL, so-called knowledge bases, are sets of general
concept inclusion axioms (GCIs) of the form C ⊑ D where
C and D are concepts, i.e. expressions freely generated
from a set of basic concept names and both operators in
{⊓,⊔, c} and quantifiers in {∀r, ∃r} where r is a binary re-
lation name.The DL thus defined is often calledALC. Both
extensions and restrictions of ALC have been proposed.
Among its restrictions, we have the DL EL and its exten-
sion ELgfp to cyclic concept definitions interpreted with
greatest fixpoint semantics. EL and ELgfp restrict the syn-
tax to the operator ⊓ and the quantifier ∃r. Although quite
inexpressive, the DLs EL and ELgfp have good features to
allow for efficient reasoning procedures [4,5]. Baader and
Distel have then shown for EL and its extension ELgfp
that the set of GCIs holding in a finite model always has
a finite basis [6–8], i.e. a finite subset of GCIs from which
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all the others can be derived. They obtained this result by
using methods from formal concept analysis [9]. In this pa-
per, we propose to extend this result for the DL ALC. For
this, we learn from Birkhoff’s result established in 50’s [10]
which shows that there is a finite basis for any finite model
in universal algebra. We will further give a simple condi-
tion on finite models to effectively build such a finite basis.
Thus, we answer an open problem in [7] but which has not
received a positive answer yet to our knowledge.
We also propose to extend this first result to any finitely
generated complete covarieties of models, i.e. any class of
models closed under morphism domain, coproducts and
quotients 1 , and finitely generated from a finite set of finite
models. We will first show results of GCI preservation for
complete covarieties 2 . Then, we will show that any com-
plete covariety generated from a finite set of finite models
has a finite basis.
The paper is organized as follows. In Section 2, we re-
call basic definitions and notations about the DL ALC.
We present both descriptive and fixed point semantics, the
1 This notion of complete covariety is lower than the one defined
in [11]. In [11], complete covariety is any class of models closed
under subcoalgebras, coproduct, quotient and total bisimulations.
We will show in Section 3 that the kind of morphisms we consider
are functional bisimulations.
2 This is not so surprizing because of the relationship between ALC
and the modal logic [12].
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latter being used to give a meaning to cyclic concept de-
scriptions. The presentation of semantics for cyclic con-
cept descriptions slightly differs from the one traditionally
found in DL papers [6], which iterates on interpretations
to find the expected fixed points. Here, we will iterate on
the set of individuals by applying a method that can be
compared to the one used to interpret formulas in fixpoint
logics [13,14], as already observed in [15]. In Section 3, we
establish some links between model morphisms and bisim-
ulations, and show how GCIs are preserved under partic-
ular morphisms. The aim of this section is to provide ba-
sic constructions that are useful for establishing the funda-
mental result of this paper, and its extension to complete
covarieties. In Section 4 we state and prove the existence of
a finite basis theorem for the description logic ALC. This
result is similar to Birkhoff’s theorem in universal algebra
that proves that, for every finite model I, there is a finite
basis. An algorithm for computing such a finite basis is pro-
vided, and its theoretical guarantees are discussed, in Sec-
tion 5. In Section 6 we extend our finite basis theorem to
complete covarieties. To this aim, we give a result of char-
acterization of classes of models similar to Rutten’s covari-
ety theorem for coalgebras (cf. Theorem 15.3 in [16]) that
states that any covariety is determined by a subcoalgebra
of the final one.
2. The DL ALC
2.1. Syntax
Concept descriptions are built from a set NC of concept
names and a setNR of role names which form the signature
Σ = (NC , NR).
Definition 1 (Concept descriptions) LetΣ = (NC , NR)
be a signature. The set of concept descriptions EC(Σ) is
inductively defined as follows:
– ⊥,⊤ ∈ EC(Σ);
– NC ⊆ EC(Σ);
– ∀C,D ∈ EC(Σ), C ⊔D,C ⊓D,Cc ∈ EC(Σ);
– ∀C ∈ EC(Σ), ∀r ∈ NR, ∀r.C, ∃r.C ∈ EC(Σ).
Definition 2 (General concept inclusions (GCI))
Let Σ be a signature. The set of General Concept In-
clusions (Σ-GCI) contains all the sentences of the form
C ⊑ D and C ≡ D where C,D ∈ EC(Σ).
Sentences of the form c ≡ C where c ∈ NC and C ∈
EC(Σ) are called concept definitions. c ∈ NC is called
a defined concept when it is defined by some sentences
c ≡ C, and primitive concept otherwise.
Example 1 The example given here is taken from Distel’s
PhD thesis [6]. Other examples can be found in [1].
From the signature Σ = (NC , NR) where
– NC = {Husband,Wife,Male, Female}, and
– NR = {marriedTo}.
we can define the following GCIs:
Husband ⊑Male
Wife ⊑ Female
Husband ≡Male ⊓ ∃marriedTo.⊤
Wife ≡ Female ⊓ ∃marriedTo.⊤
2.2. Semantics
Definition 3 (Model) Let Σ be a signature. A Σ-model
I is composed of a non-empty set (so-called carrier) ∆I
and a mapping .I which associates:
– every concept name c ∈ NC with a subset cI ⊆ ∆I;
– every role name r ∈ NR with a binary relation rI ⊆
∆I ×∆I.
Example 2 A model I for the signature of Example 1 can
be the following:
– ∆I = {Marge,Homer};
– marriedToI = {(Homer,Marge), (Marge,Homer)};
– HusbandI =MaleI = {Homer};
– WifeI = FemaleI = {Marge}.
Definition 4 (Concept description evaluation) Let
Σ be a signature. Let I be a Σ-model. Let C ∈ EC(Σ) be
a concept description. The evaluation of C, noted CI, is
inductively defined on the structure of C as follows:
– if C = ⊤, then CI = ∆I;
– if C = ⊥, then CI = ∅;
– if C = c with c ∈ NC , then C
I = cI ;
– if C = C′⊔D′ (resp. C = C′⊓D′), then CI = C′I ∪D′I
(resp. CI = C′I ∩D′I);
– if C = C′c, then CI = ∆I \ C′I ;
– if C = ∀r.C′, then CI = {x ∈ ∆I | ∀y ∈ ∆I , (x, y) ∈
rI implies y ∈ C′I};
– if C = ∃r.C′, then CI = {x ∈ ∆I | ∃y ∈ ∆I , (x, y) ∈
rI and y ∈ C′I}.
Definition 5 (Model satisfaction) Let Σ be a signa-
ture. Let I be a Σ-model. Let ϕ be a Σ-GCI. The satis-
faction of ϕ in the Σ-model I, noted I |= ϕ, is defined
according to the form of ϕ as follows:
– if ϕ = (C ⊑ D), then I |= ϕ iff CI ⊆ DI ;
– if ϕ = (C ≡ D), then I |= ϕ iff CI ⊆ DI and DI ⊆ CI.
Example 3 Obviously, the Σ-model I of Example 2 satis-
fies all the formulas given in Example 1.
Definition 6 (Semantical consequence) Let T be a set
of Σ-GCIs. A Σ-GCI ϕ is a semantical consequence of
T , noted T |= ϕ, if for everyΣ-model I which satisfies every
GCI in T , I |= ϕ.
Example 4 It is obvious to see that both GCIsHusband ⊑
Male andWife ⊑ Female are semantical consequences of
others formulas given in Example 1.
2.3. Cyclic concept definitions
The semantics of DL given in Definitions 4 and 5 is also
called descriptive semantics [17]. However, we can have
cyclic definitions of concepts, i.e. formulas of the form c ≡
C where c occurs in C, from which it is more appropriate
to interpret them with the help of fixpoint semantics.
Here, we restrict ourselves to simple cyclic definitions. In
case of multiple cyclic definitions, i.e. a sequence of concept
2
definitions c1 ≡ C1, . . . , cn ≡ Cn such that for all i, 1 ≤
i < n, ci+1 occurs in Ci and c1 occurs in Cn, it is sufficient
to replace in each equation ci = Ci the defined concept cj
occurring in Ci by its definition Cj .
Example 5 From Example 1, we would be able to decide
that a husband is always married to a wife and a wife is
always married to a husband which can be expressed by the
two following equations:
Husband ≡Male ⊓ ∃marriedTo.Wife
Wife ≡ Female⊓ ∃marriedTo.Husband
With our restriction to consider simple cyclic definitions,
this gives rise to the two following equations:
Husband ≡
Male ⊓ ∃marriedTo.(Female ⊓ ∃marriedTo.Husband)
Wife ≡
Female ⊓ ∃marriedTo.(Male ⊓ ∃marriedTo.Wife)
To be able to get solutions to cyclic concept definitions,
all the occurrences of c must be within an even number of
the set complementation. In this case, the defined concept
name c acts as a fixpoint variable, the content of which can
be calculated by iterations to reach the least or the greatest
fixpoint. These fixpoints are solutions of the equation X =
fλC(X) over the complete lattice (P(∆),⊆) where ∆ is a
domain, λ : NC∪NR → P(∆)∪(P(∆)×P(∆)) is amapping
that associates with each concept name c′ ∈ NC a subset
λ(c′) ⊆ ∆andwith each role name r ∈ NR a binary relation
λ(r) ⊆ ∆×∆, and fλC : P(∆)→ P(∆) is the mapping that
maps each X ⊆ ∆ to the set Y inductively defined on the
structure of C as follows, for a cyclic concept c:
– if C = c, then Y = X ;
– if C = c′ with c′ 6= c ∈ NC , then Y = λ(c′);
– if C = C′ ⊔D′ (resp. C = C′ ⊓D′), then Y = fλC′(X) ∪
fλD′(X) (resp. Y = f
λ
C′(X) ∩ f
λ
D′(X));
– if C = C′c, then Y = ∆I \ fλC′(X);
– if C = ∀r.C′, then Y = {x ∈ ∆ | ∀y ∈ ∆, (x, y) ∈
λ(r) implies y ∈ fλC′(X)};
– if C = ∃r.C′, then Y = {x ∈ ∆ | ∃y ∈ ∆, (x, y) ∈
λ(r) and y ∈ fλC′(X)}.
The condition which states that the occurrences of c are
within the scope of an even number of the set complementa-
tion c ensures that themapping fλC is monotonous. Tarski’s
fixpoint theorem [18] says that, for a monotonous function
on a complete lattice, the set of fixpoints is nonempty and
forms itself a complete lattice. In particular, there are a
least and a greatest fixpoints.
Hence, let us denote a cyclic concept definition c ≡lfp C
(resp. c ≡gfp C) when we want to interpret it with the least
fixpoint semantics (resp. the greatest fixpoint semantics).
Given a Σ-model I, we have:
– I |= c ≡lfp C if and only if cI =
⋂
{X ∈ P(∆I) |
fλC(X) ⊆ X};
– I |= c ≡gfp C if and only if cI =
⋃
{X ∈ P(∆I) | X ⊆
fλC(X)} .
where λ : NC∪NR → P(∆)∪(P(∆)×P(∆)) is the mapping
such that λ(c) = ∅, for every c′ 6= c ∈ NC , λ(c
′) = c′
I
, and
for every r ∈ NR, λ(r) = rI .
Example 6 The model I of Example 2 satisfies the equa-
tion:
Husband ≡gfp
Male ⊓ ∃marriedTo.(Female ⊓ ∃marriedTo.Husband)
Indeed, by interpreting the above equation with the
greatest fixpoint semantics, we have that HusbandI =
{Homer}. To show this, let us recall that the great-
est fixpoint can be obtained iteratively by applying the
function fλC to ∆
I = {Homer,Marge} where C =
Male ⊓ ∃marriedTo.(Female ⊓ ∃marriedTo.Husband).
After a first step, we then have that
fλC(∆
I) = fλMale(∆
I) ∩ fλC′(∆
I)
whereC′ = ∃marriedTo.(Female⊓∃marriedTo.Husband).
By definition, we have that fλMale(∆
I) = {Homer} and
fλC′(∆
I) is the set
{x ∈ ∆I | ∃y ∈ fλC′′(∆
I), (x, y) ∈ marriedToI}
where C′′ = Female ⊓ ∃marriedTo.Husband.
By definition, we have that fλC′′(∆
I) = fλFemale(∆
I) ∩ {y |
∃x ∈ fλHusband(∆
I), (y, x) ∈ marriedToI}.
But fλFemale(∆
I) = {Marge} and fλHusband(∆
I) =
{Hormer,Marge}, then
fλ∃marriedTo.Husband(∆
I) = {Homer,Marge}
We then have that fλC′′(∆
I) = {Marge}, and fλC′(∆
I) =
{Homer}, hence we have that fλC(∆
I) = {Homer}. If we
iterate again, we then have that fλC({Homer}) = {Homer}
which is its greatest fixpoint.
On the contrary, interpreting the above equation with the
least fixpoint semantics should yield HusbandI = ∅, and
then I does not satisfy it.
3. Morphism, bisimulation, preservation result
and links with DL ALC
In this section, we establish some links between model
morphisms in ALC and bisimulations. This will allow us,
in particular, to generalize our result on the existence of a
finite basis theorem for the DL ALC in Section 4 to com-
plete covarieties in Section 6.
Definition 7 (Morphism) Let Σ be a signature. Let I, I ′
be two Σ-models. A morphism µ between ∆I and ∆I
′
is a
mapping µ : ∆I → ∆I
′
such that:
(i) ∀c ∈ NC , ∀a ∈ ∆I , a ∈ cI ⇐⇒ µ(a) ∈ cI
′
;
(ii) ∀r ∈ NR,
(a) µ(rI) ⊆ rI
′
;
(b) ∀a ∈ ∆I , ∀a′ ∈ ∆I
′
, (µ(a), a′) ∈ rI
′
⇒ ∃b ∈ ∆I , (a, b) ∈ rI and µ(b) = a′.
The morphism µ is a monomorphism (resp. epimor-
phism, resp. isomorphism) if it is injective (resp. surjec-
tive, resp. bijective).
Definition 8 (Morphism domain) Let µ : ∆I → ∆I
′
be a morphism. The Σ-model I is called the domain of µ.
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There is a strong connection between morphisms and
bisimulations. Indeed, Σ-models can be seen as coalge-
bras [16] with a coloring f : ∆I → P(NC) for the functor
FΣ = P( )NR : Set→ Set where Set is the category of sets
and P is the powerset. Hence, given a Σ-model I, the as-
sociated coalgebra is (∆I , αI) with the coloring f
I where:
– αI : ∆
I → FΣ(∆I) is the mapping which associates to
an individual a ∈ ∆I the mapping αI(a) : NR → P(∆I)
such that for every r ∈ NR,αI(a)(r) = {b ∈ ∆I | (a, b) ∈
rI}.
– fI : ∆I → P(NC) is the mapping that associates to a ∈
∆I the set {c ∈ NC | a ∈ cI}.
Let I, I ′ be two Σ-models. A relation R ⊆ ∆I ×∆I
′
is a
bisimulation if there exists a mapping αR : R → FΣ(R)
such that the projections piI and piI′ fromR to ∆
I and ∆I
′
are morphisms:
∆I
piI←−−−− R
pi
I′−−−−→ ∆I
′
αI
y
yαR
yαI′
FΣ(∆
I)
FΣ(pi1)
←−−−− FΣ(R)
FΣ(pi2)
−−−−→ FΣ(∆I
′
)
and for every (a, a′) ∈ R, fI(a) = fI
′
(a′).
Theorem 1 ([16]) Let I, I ′ be two Σ-models. A mapping
µ : ∆I → ∆I
′
is a morphism if and only if its graph G(µ)
is a bisimulation between (∆I , αI , f
I) and (∆I
′
, αI′ , f
I′).
Hence, morphisms are functional bisimulations.
It is well known that bisimulations preserve model be-
havior but what about GCIs? The following results answer
this question.
Proposition 1 Let µ : ∆I → ∆I
′
be a morphism. Then,
for every C ∈ C(Σ), we have:
∀a ∈ ∆I , a ∈ CI ⇐⇒ µ(a) ∈ CI
′
Proof. By structural induction over C. The basic case is
obvious by definition of morphism. For the induction step,
several cases have to be considered:
– C is of the form D ⊓ E. Let a ∈ DI ∩ EI . This means
that both a ∈ DI and a ∈ EI , and then by the induction
hypothesis we also have that µ(a) ∈ DI
′
∩ EI
′
.
Let µ(a) ∈ DI
′
∩ EI
′
. By the induction hypothesis, we
have both a ∈ DI and a ∈ EI , and then a ∈ DI ∩ EI .
– C is of the form Dc. This is a direct consequence of the
induction hypothesis.
– C is of the form ∃r.D. Let a ∈ (∃r.D)I . This means that
there exists a′ ∈ DI such that (a, a′) ∈ rI . By the induc-
tion hypothesis, we have that µ(a′) ∈ DI
′
. Moreover, as
µ is a morphism, we have that (µ(a), µ(a′)) ∈ rI
′
, and
then µ(a) ∈ (∃r.D)I
′
.
Let µ(a) ∈ (∃r.D)I
′
. This means that there exists b′ ∈
DI
′
such that (µ(a), b′) ∈ rI
′
. As µ is a morphism, there
exists a′ ∈ ∆I such that (a, a′) ∈ rI and µ(a′) = b′.
By the induction hypothesis, we have that a′ ∈ DI , and
then we can conclude that a ∈ (∃r.D)I .
✷
Actually, we have that every morphism µ : ∆I → ∆I
′
preserves GCIs from I ′ to I.
Corollary 1 If there exists a morphism µ : ∆I → ∆I
′
,
then:
I ′ |= C ⊑ D =⇒ I |= C ⊑ D
Proof. Let us suppose that I ′ |= C ⊑ D. Let a ∈ CI .
By Proposition 1, we know that µ(a) ∈ CI
′
, and then
by the hypothesis, µ(a) ∈ DI
′
, hence we can conclude by
Proposition 1 that a ∈ DI . ✷
But the complete preservation of GCIs only holds for
epimorphisms.
Theorem 2 If there exists an epimorphism µ : ∆I → ∆I
′
,
then:
I |= C ⊑ D ⇐⇒ I ′ |= C ⊑ D
Proof. Let us suppose that I |= C ⊑ D. Let b ∈ CI
′
.
As µ is an epimorphism, there exists a ∈ ∆I such that
µ(a) = b. By Proposition 1, we have that a ∈ CI , and
then by hypothesis a ∈ DI , hence by Proposition 1, we can
conclude that b ∈ DI
′
.
The opposite direction is Corollary 1. ✷
4. A finite basis theorem for the DL ALC
One of the oldest questions of universal algebra was
whether or not the identities of a finite algebra of a finite
signature Σ could be derived from finitely many of the
identities. In universal algebras, many theorems have been
obtained to positively answer this question. Here, we show
a result similar to Birkhoff’s theorem which states that
for every finite algebra, such a finite set of identities exists
under the condition that a finite bound is placed on the
number of variables [10]. Here, the result we obtain will
not require any condition, variables being not considered
in our context.
Definition 9 Let Σ be a signature. Let C be a class of Σ-
models. Let us note GCI(C) = {C ⊑ D | ∀I ∈ C, I |= C ⊑
D}. We say that GCI(C) is finitely based if there is a
finite set T of GCIs which is:
– Sound for C, i.e. T ⊆ GCI(C);
– Complete for C, i.e. T |= GCI(C).
Theorem 3 (Finite basis for finite model) Let Σ be a
finite signature. Let I be a Σ-model. Then, GCI({I}) is
finitely based.
Proof. Let Θ = {C ≡ D | CI = DI}. By definition, Θ is
an equivalence relation on EC(Σ). Moreover, as I is finite,
there are only finitely many equivalence classes of Θ (at
most 2∆
I
). For each equivalence class of Θ, choose one con-
cept. Let this set of representatives be Q = {C1, . . . , Cn}.
Two kinds of GCIs will form the expected set T . The first
kind of GCIs consists of: Ci, Ci1 , Ci2 , Ci3 ∈ Q with Cij 6=
Cik such that j 6= k ∈ {1, 2, 3} and
– c ≡ Ci if c ∈ NC and c ≡ Ci ∈ Θ;
– Ci1@Ci2 ≡ Ci3 if Ci1@Ci2 ≡ Ci3 ∈ Θ with @ ∈ {⊓,⊔};
– Cci1 ≡ Ci2 if C
c
i1
≡ Ci2 ∈ Θ;
– Qr.Ci1 ≡ Ci2 if r ∈ NR and Qr.Ci1 ≡ Ci2 ∈ Θ with
Q ∈ {∀, ∃}.
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The second kind of GCIs consists of:
Ci1 ⊑ Ci2 if C
I
i1
⊆ CIi2
with Ci1 , Ci2 ∈ Q and Ci1 6= Ci2 .
Soundness is obvious by construction. Then, let us show
the completeness. First, let us show by structural induction
over C ∈ EC(Σ) that if C ≡ Ci ∈ Θ, then T |= C ≡ Ci for
Ci ∈ Q.
– Basic case. This is obvious by definition.
– General case. Several cases have to be considered:
· Let C = D1@D2 with @ ∈ {⊓,⊔}. By construction,
there exists Ci1 , Ci2 ∈ Q such that D1 ≡ Ci1 , D2 ≡
Ci2 ∈ Θ. By the induction hypothesis, we then have
that T |= Dj ≡ Cij for j = 1, 2. Here, two cases have
to be considered:
(i) i1 = i2. In this case, we have that T |= D1 ≡ D2,
and then T |= Dj ≡ Ci for j = 1, 2. We can then
conclude that T |= C ≡ Ci.
(ii) i1 6= i2. Hence, Ci1@Ci2 ≡ Ci ∈ Θ, then
Ci1@Ci2 ≡ Ci ∈ T , and we can conclude that
T |= C ≡ Ci.
· Let C = Dc. By construction, there exists Ci1 ∈ Q
such that D ≡ Ci1 ∈ Θ. By the induction hypothesis,
we then have that T |= D ≡ Ci1 , and then T |= D
c ≡
Cci1 . Hence, C
c
i1
≡ Ci ∈ Θ, then Cci1 ≡ Ci ∈ T , and we
can conclude that T |= C ≡ Ci.
· Let C = Qr.D with Q ∈ {∀, ∃}. By construction, there
exists Ci1 ∈ Q such that D ≡ Ci1 ∈ Θ. By induction
hypothesis, we then have that T |= D ≡ Ci1 . Hence,
Qr.D ≡ Qr.Ci1 ∈ Θ, then Qr.Ci1 ≡ Ci ∈ T , and we
can conclude that T |= C ≡ Ci.
Hence, if I |= C ≡ D, then T |= C ≡ D. Let us suppose
that (C ⊑ D) ∈ GCI({I}) such that C ≡ D 6∈ Θ. By
definition, there are Ci, Cj ∈ Q such that (C ≡ Ci), (D ≡
Cj) ∈ Θ, and then T |= C ≡ Ci and T |= D ≡ Cj . By
the hypothesis that (C ⊑ D) ∈ GCI({I}) such that (C ≡
D) 6∈ Θ, we then have that Ci ⊑ Cj ∈ T . We can then
conclude that T |= C ⊑ D. ✷
The set of axioms T obtained by the algorithm given in
the proof of Theorem 3 is unlikely to be minimal, i.e. such
that no strict subset of T is complete for I (see Example 8).
In fact, we may generate a lot of tautologies and GCIs that
can be inferred from others. Therefore, an elimination step
is still needed to keep only the GCIS which have an axiom
status (i.e. GCIs which are not tautologies and cannot be
inferred from others). This tedious work can be automated,
reasoning in the logic ALC being computable.
5. An algorithm for computing a finite basis for
the DL ALC
With a simple condition on the model I, we can effec-
tively define for each subset S ∈ 2∆
I
a representative of
the equivalence class Γ ∈ Θ such that for every C ∈ Γ,
CI = S. For this, we need the following notations:
– Let r ∈ NR be a relation name. Let us note rI1 = {a ∈
∆I | ∃b ∈ ∆I , (a, b) ∈ rI}.
– Let a ∈ ∆I . Let us note NIC(a) = {c ∈ NC | a ∈ c
I}.
For our algorithm, let us suppose that the following con-
dition is satisfied in I: ∀a, b ∈ ∆I ,
NIC(a) = N
I
C(b) =⇒ ∃r ∈ NR, a ∈ r
I
1 and b 6∈ r
I
1
Example 7 The model I of Example 2 satisfies this con-
dition.
When dealing with finite models, this condition can be
effectively checked.
Let us define recursively on the cardinality of the subsets
S ∈ 2∆
I
the concept CS such that C
I
S = S as follows:
– For S = ∅, CS = ⊥;
– For S = {a}, we apply the following sequence of actions:
(i) if NIC(a) 6= ∅, then let us choose c ∈ N
I
C(a) and let us
set Ca = c. Otherwise, let us choose any c ∈ NC and
let us set Ca = c
c;
(ii) for every b 6= a ∈ ∆I , let us define Cb/a as follows:
· if NIC(a) 6= N
I
C(b), then let us choose c ∈ N
I
C(b)\
NIC(a) and let us set Cb/a = c;
· otherwise (i.e.NIC(a) = N
I
C(b)), let us choose r ∈
NR such that b ∈ rI1 and a 6∈ r
I
1 and let us set
Cb/a = ∃r.⊤.
And then let us set C{a} = Ca ⊓
d
b6=a∈CIa
Ccb/a.
– For S = {a1, . . . , an}, CS =
⊔
ai∈S
C{ai}.
Hence, we have a representative for each equivalence class,
and then by applying the rules given in the proof of Theo-
rem 3, we can generate automatically a complete finite base
for the model I under consideration.
Example 8 For the model I of Example 2, the algo-
rithm can yield for the sets ∅, {Homer}, {Marge}, and
{Homer,Marge}, the basic concepts ⊥, Male, Wife and
Male⊔Wife. According to the algorithm given in the proof
of Theorem 3, this gives rise to the following sets of GCIs:
Husband ≡Male
Female ≡Wife
Male ⊓Wife ≡ ⊥
Male ⊓ (Male ⊔Wife) ≡Male
Wife ⊓ (Male ⊔Wife) ≡Wife
Male ⊔ (Male ⊔Wife) ≡Male ⊔Wife
Wife ⊔ (Male ⊔Wife) ≡Male ⊔Wife
⊥ ⊔ C ≡ C with C ∈ {Male,Wife,Male⊔Wife}
⊥ ⊓C ≡ ⊥ with C ∈ {Male,Wife,Male⊔Wife}
⊥c =Male ⊔Wife
Malec ≡Wife
Wifec ≡Male
(Male ⊔Wife)c ≡ ⊥
@marriedTo.Wife ≡Male
with @ ∈ {∃, ∀}
@marriedTo.Male ≡Wife
with @ ∈ {∃, ∀}
@marriedTo.C ≡ C with @ ∈ {∃, ∀} and
C ∈ {⊥,Male⊔Wife}
⊥ ⊑ C with C ∈ {Male,Wife,Male⊔Wife}
Male ⊑Male ⊔Wife
Wife ⊑Male ⊔Wife
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As noted above, this set of axioms is not minimal. An elim-
ination step has then to be performed. This gives rise to the
following set:
Husband ≡Male
Female ≡Wife
Male ⊓Wife ≡ ⊥
Malec ≡Wife
(Male ⊔Wife)c ≡ ⊥
@marriedTo.Wife ≡Male
with @ ∈ {∃, ∀}
@marriedTo.Male ≡Wife
with @ ∈ {∃, ∀}
Theorem 4 (Correctness) Let I be a finite Σ-model.
Then, for every subset S ⊆ ∆I , the concept CS calculated
by the procedure above satisfies CIS = S.
Proof. The only difficulty of the proof is when S is a sin-
gleton, say {a}. The rest of the proof is straightforward.
Let us then show that CI{a} = {a}. By Point (i) of the
procedure, we start by defining a first concept Ca which is
either a basic concept c or the set difference of a basic con-
cept cc depending on whether NIC(a) is non-empty or not.
By definition of Ca, we obviously have that a ∈ C
I
a . Let
b 6= a ∈ CIa . Here, two cases have to be considered:
(i) NIC(a) 6= N
I
C(b). The procedure then sets Cb/a = c.
By definition of Cb/a, we have both a 6∈ C
I
b/a and
b ∈ CIb/a. Hence, we have that b 6∈ (Ca ⊓ C
c
b/a)
I and
a ∈ (Ca ⊓Ccb/a)
I .
(ii) NIC(a) = N
I
C(b). Let r be a relation in NR such that
b ∈ rI1 but a 6∈ r
I
1 . Such a relation r exists by hypoth-
esis. The procedure sets Cb/a = ∃r.⊤, and then we
have b ∈ CIb/a and a 6∈ C
I
b/a, hence we conclude that
b 6∈ (Ca ⊓ Ccb/a)
I .
As (Ca ⊓ Ccb/a)
I ⊆ CIa , the procedure at each step (ii)
removes an element b 6= a of Ca. As CIa is finite, in a finite
number of steps, the procedure generates the concept C{a}
which satisfies by construction CI{a} = {a}. ✷
6. Extension to complete covarieties
This section deals with the extension of the fundamen-
tal theorem on the existence of a finite basis theorem for
the DL ALC to complete covarieties. Complete covarieties
are classes of Σ-models which are closed under morphism
domain, quotients (homomorphic images) and coproducts.
Definition 10 (Homomorphic image) Let I and I ′ be
two Σ-models. I ′ is a homomorphic image of I if there
exists an epimorphism µ : ∆I → ∆I
′
.
Definition 11 (Coproduct) Let (Ii)i∈Λ be a family ofΣ-
models indexed by a set Λ. Let
∑
i∈Λ Ii denote the Σ-model
I ′ defined by:
– ∆I
′
= {(i, a) | i ∈ Λ, a ∈ ∆Ii};
– ∀c ∈ NC , cI
′
=
⋃
i∈Λ{(i, a) | a ∈ c
Ii};
– ∀r ∈ NR, rI
′
=
⋃
i∈Λ{((i, a), (i, b)) | (a, b) ∈ r
Ii}.∑
i∈Λ Ii is called coproduct of (Ii)i∈Λ.
Complete covarieties are trivially covarieties because
morphism domains contain embeddings, that is, given
a model I ′, all the models I such that there exists a
monomorphism µ : ∆I → ∆I
′
.
We saw in Section 3 how GCIs are preserved through
morphisms and epimorphisms, and then throughmorphism
domain and homomorphic image closures. Here, we show
how GCIs are preserved through coproduct closure.
Proposition 2 Let I ′ be the coproduct of (Ii)i∈Λ. Then,
for every C ∈ C(Σ), we have that CI
′
=
⋃
i∈Λ{i} × C
Ii .
Proof. By induction on C. The basic case is obvious by
definition. For the induction step, several cases have to be
considered:
– C is of the form D ⊓E. By the induction hypothesis, we
have that DI
′
=
⋃
i∈Λ{i} × D
Ii and EI
′
=
⋃
i∈Λ{i} ×
EIi . By developing
⋃
i∈Λ{i}×D
Ii ∩
⋃
i∈Λ{i}×E
Ii , we
obtain
⋃
i∈Λ
⋃
j∈Λ({i}×D
Ii ∩ {j}×DIj ). By definition
of coproduct, for every i, j such that i 6= j, we have that
{i} × DIi ∩ {j} × EIj = ∅, and then we can conclude
that CI
′
=
⋃
i∈Λ({i} ×D
Ii ∩ {i} × EIi).
– C is of the formDc. By the induction hypothesis, we have
thatDI
′
=
⋃
i∈Λ{i}×D
Ii. Let us show that ∆I
′
\DI
′
=⋃
i∈Λ{i}×∆
Ii\DIi. Let (i, a) ∈ ∆I
′
\DI
′
. By the induc-
tion hypothesis, this means that (i, a) 6∈ DI
′
, and then
by the definition of coproduct, (i, a) 6∈ {i} ×∆Ii \DIi .
Let (i, a) ∈
⋃
i∈Λ{i} × ∆
Ii \ DIi . This means that
(i, a) 6∈ {i} × DIi , and then by the definition of co-
product (i, a) ∈
⋃
i∈Λ{i} ×∆
Ii \DIi . By the induction
hypothesis, we have then (i, a) 6∈ DI
′
, hence we can
conclude that (i, a) ∈ ∆I
′
\DI
′
.
– C is of the form ∃r.D. By the induction hypothesis, we
have that DI
′
=
⋃
i∈Λ{i} × D
Ii . By the definition of
coproduct, we have that:
∃r.DI
′
= {(i, a) | ∃b ∈ DIi , (a, b) ∈ rIi}
=
⋃
i∈Λ{i} × {a | ∃b ∈ D
Ii , (a, b) ∈ rIi}
=
⋃
i∈Λ{i} × (∃r.D)
Ii
– The cases where C is of the form ∀r.D or D ⊔ E are
directly derived from the previous ones since (∀r.D)c =
∃r.Dc and (C ⊓D)c = Cc ⊔Dc.
✷
Corollary 2 Let I ′ be the coproduct of (Ii)i∈Λ. Then: (∀i ∈
Λ, Ii |= C ⊑ D)⇐⇒ I
′ |= C ⊑ D.
Proof. The result is direct from Proposition 2. ✷
Definition 12 (Complete covariety) A class of Σ-
models Cv is a complete covariety if it is closed under
morphism domain, homomorphic images, and coproducts.
Let K be a class of Σ-models. Let Cv(K) denote the com-
plete covariety generated by K.
A complete covariety Cv is finitely generated if Cv =
Cv(K) for some finite set of finite Σ-models K.
Let us now introduce the notions of final, weakly final,
and behavioral models to prove, when there exists a final
model T, an extension for complete covarieties of Theorem
6
15.3 given by J. Rutten in [16], that states that any com-
plete covariety is determined by a submodel of T.
Definition 13 (Final and weakly final models) A
model is said to be final if for every Σ-model I there is a
unique morphism µI : ∆
I → ∆T (i.e. there exists a unique
morphism from any model to it), and weakly final if the
morphism is not unique.
Definition 14 (Behavioral model) Let Σ be a signa-
ture. Let us note N∞R the set of infinite and finite words
on NR. Let us define the Σ-model T, called behavioral
model, as follows:
– ∆T = P(N∞R )× P(NC);
– for every c ∈ NC , cT = {(R,C) | c ∈ C and R ∈ N∞R };
– for every r ∈ NR, ((R1, C1), (R2, C2)) ∈ r
T iff R2 is the
set {r1 · r2 . . . rn . . . | r · r1 · r2 . . . rn . . . ∈ R1}.
Theorem 5 Every behavioral model T is weakly final.
Proof. Let I be a Σ-model. For every a ∈ ∆I , let us note
beh(a) ⊆ P(N∞R ) the set defined by:
r1 . . . rn . . . ∈ beh(a)⇔


∃ao, a1, . . . , an, . . . ∈ ∆I such that
∀i ∈ N, (ai, ai+1) ∈ ri+1 and
a0 = a
Let us define the mapping µI : a ∈ ∆I 7→ (beh(a), {c ∈
NC | a ∈ cI}). By definition, we have for every c ∈ NC and
every a ∈ ∆I that a ∈ cI ⇔ µ(a) ∈ cT.
In the same way, it is not difficult from the definitions of
morphism and the behavioral model to show that, for every
r ∈ NR, the two conditions of Definition 7 are satisfied by
the mapping µI . ✷
It is well known that to have a unique morphism µI be-
tween I and T some restrictions have to be imposed on the
cardinality of the first set R of any element (R,C) ∈ ∆T
(see [16]). The reason is that final models are isomorphic,
and then by using the notations of coalgebras, we would
have that T ∼= FΣ(T) which is a contradiction because for
any set S the cardinality of NR × P(S) is greater that of
S. Therefore, if we restrict the functor FΣ to the functor
F ′Σ = P≤κ( )
NR : Set → Set for a given cardinality κ
where P≤κ(S) = {U | U ⊆ S and |U | ≤ κ}, then µI such
as defined in the proof of Theorem 5 is unique and then T
is final 3 .
Theorem 6 (Characterization) For any complete cova-
riety Cv, there exists a submodel U of T such that Cv =
Cv(U).
Proof. Let Cv be a complete covariety. Let us define the
model U as:
∆U =
⋃
{µI(∆
I) | I ∈ Cv}
where µI : ∆
I → ∆T is any morphism defined in Theo-
rem 5.
Obviously, each µI(∆
I) is embedded into ∆U , i.e. µI :
∆I → ∆U is a monomorphism. Finally, the union of em-
beddings is again an embedding of U . This allows us to
3 In [16], T when it is final, it is also said cofree on P(NC).
conclude that Cv ⊆ Cv(U).
For the converse, let us prove first that U ∈ Cv. For every
i ∈ ∆U , let us choose a model Ii ∈ Cv such that i ∈ µIi(Ii).
Obviously, we have an epimorphism q :
∑
i∈∆U Ii → U
which allows us to conclude that U ∈ Cv. Now, every model
I ∈ Cv(U) is obtained by application of morphism domain,
homomorphic image and coproduct operators from U . By
induction over the way I has been obtained, we can easily
show that I ∈ Cv. ✷
We have the following result which gives one direction of
the dual of Birkhoff’s variety theorem for complete covari-
eties of Σ-models 4 with respect to GCIs. Let M be a class
of Σ-models. We say that M is a GCI class if there exists
a set T of Σ-GCIs such that for every Σ-model I, we have:
(∀C ⊑ D ∈ T , I |= C ⊑ D)⇐⇒ I ∈M
Theorem 7 Let M be a GCI class. Then, M is a complete
covariety.
Proof. Let T be the set of GCIs satisfied by all the models
in M. Therefore, by Theorem 2, and Corollaries 1 and 2
we have for every model I ∈ Cv(M) that I |= T and then
Cv(M) ⊆ M. As we obviously have that M ⊆ Cv(M), then
we can conclude that Cv(M) = M. ✷
Unfortunately, the opposite direction, which would state
that any complete covariety is a GCI class, fails. Conven-
tionally, this result requires that the class of models for
a given signature has final models. However, this is not
enough. In fact, to have the property that complete covari-
eties are GCI classes, we should be able to express formu-
las that describe behaviors, i.e. formulas that ensure the
existence of paths of the form r1 . . . rn . . .. Indeed, given a
complete covariety Cv, if we denote GCI(Cv) = {C ⊑ D |
∀I ∈ Cv, I |= C ⊑ D} and M = {I | I |= GCI(Cv)},
then clearly, by Theorem 2, and Corollaries 1 and 2, M is
a complete covariety. Moreover, we have that Cv ⊆M and
GCI(M) = GCI(Cv).
By Theorem 6, we know that there exist U and U ′ sub-
models of the final model T such that Cv = Cv(U) and
M = Cv(U ′). We then have that U is a submodel of U ′ and:
∀C ⊑ D,U |= C ⊑ D ⇔ U ′ |= C ⊑ D. However, as noted
above, U ′ may not be a submodel of U (which would lead
to U ′ = U and then Cv = M) because to ensure that, we
should be able to express properties about model behavior.
But such formulas on behavior are not expressible by GCIs,
and then the logic ALC is not expressive enough according
to the definition given by A. Kurz in [19].
We can now simply extend Theorem 3 to finitely gener-
ated complete covariety.
Theorem 8 Let Σ be a signature. Let Cv be a finitely gen-
erated complete covariety over Σ. Then,GCI(Cv) is finitely
based.
Proof. Let K be the finite set of finite Σ-models such that
Cv = Cv(K). It is easy to show that Cv(K) = Cv(
∑
I∈K I).
4 Birkhoff’s variety theorem for algebras [10] states that any class of
algebras is closed under the formation of subalegbras, homomorphic
images and product if and only if it is equationally definable.
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By Theorem 2, and Corollaries 1 and 2, we have that
GCI(Cv) = GCI({
∑
I∈K I}). But, by Theorem 3, we
know that GCI({
∑
I∈K I}) is finitely based, then so is
GCI(Cv). ✷
7. Conclusion
The aim of this paper was threefold: (i) proving the ex-
istence of a finite basis for the description logic ALC, (ii)
studying the conditions to effectively build this finite ba-
sis, and introducing a concrete algorithm to do so, and (iii)
extending this result to complete covarieties.
Characterizing and building a finite basis for a given de-
scription is of prime importance in several ontology-related
applications, such as learning terminologies or combining
formal concept analysis and description logics, which paves
the way for further non-classical reasoning services (e.g. ax-
iom pinpointing, etc.). Generalizing our result to complete
covarieties was motivated by building a bridge between
the work on description logics and abstract algebra, thus
enlarging its scope to other knowledge representation for-
malisms. Future work will deal with the implementation of
the algorithm in ALC, and studying the impact of the the-
orem on complete covarieties to other logical formalisms.
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