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16.1 Questions and Data
16.1.1 On Economics ofExpectations and Surveys ofForecasts
Recent theorizing about expectations has concentrated on market rewards
that motivate people to use all of the information that can be acquired cost-
effectively. The rational expectations hypothesis (REH) assumes that a suffi-
ciently large number of agents know "how the world works"; that is, they
properly identify the structure oftheir environment and succeed in exploiting
the existing profit opportunities. Their expectations are decisive for what tran-
spires in the marketplace and are reflected in the equilibrating behavior of
prices and other endogenous variables (Muth 1961; Poole 1976). Prices in a
market may incorporate all ofthe information that matters, even though price
expectations of many, perhaps even most, traders do not meet the rationality
criterion. The competitive game of economic prediction cannot be compre-
hended by treating expectations as if they were single valued and universally
shared; it is important to distinguish between individual and market expecta-
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tions. (For an early argument that rational market reactions may coexist with
much individual "irrationality," see Becker 1962; a more recent discussion is
in Mishkin 1981a.)
A model consisting of isolated competitive auction markets in which only
price signals count is easy to conceive and manipulate, but oflimited interest.
In a modem economy, not all markets are ofthis type; uncertainty and a high
degree of interdependence exist. Hence important signals are being transmit-
ted by quantities as well as prices, and by global variables as well as local
variables. Aggregate measures such as real GNP growth, inflation, unemploy-
ment, sensitive cyclical indicators, changes in money and credit, interest
rates, and exchange rates are widely monitored and selectively used. For most
of the macrovariables, market expectations are nonexistent or unobservable,
but it is evident that numerous predictions are being regularly made and used
throughout the economy. Macropredictions serve as important inputs to mi-
cropredictions.
Not surprisingly, professional business analysts and economists produce the
bulk ofthe macroeconomic predictions, for both public and internal uses, and
many of them participate in periodic business outlook surveys. It might be
argued that these are theforecasts ofpeople who study the economy (experts),
which are quite unlike the expectations of those who act in the economy
(agents). On the one hand, the experts are usually credited with more knowl-
edge of the economy at large than the agents have. On the other hand, the
experts are often charged with being less strongly motivated to predict opti-
mally than the agents, who are seen as having more at stake.
In practice, the distinction between agents and experts is at this point very
blurred. Macroeconomic forecasters, who sell their services to governmental
and corporate decision makers and often compete as well in the market for
public attention, are treated as "experts," but they are certainly also "agents"
in their own right. Indeed many of them are influential agents who have
passed critical market tests, as certified by their positions and the rewards their
forecasts and advice have earned them in the business world. It can be pre-
sumed that, in general, they do have incentives to perform well and strive to
do so.
Consistent with this view, it is appropriate that the results of business out-
look surveys have received alternative interpretations in the literature. They
are treated either as agents' expectations (e.g., in tests of whether they con-
form to the hypotheses of rational or adaptive expectations) or as experts'
forecasts (e.g., in comparisons with predictions from particular econometric
models). (For examples and further references, see Theil 1965; Mincer
1969b; Mincer and Zarnowitz 1969; Zamowitz 1974, 1979; McNees 1978;
Nelson 1975; Carlson 1977; Wachtel 1977; Pearce 1979; Figlewski and Wach-
tel 1981; and Gramlich 1983.) This article will adopt the first ofthese perspec-
tives.
An ideal survey would use a large, properly constructed random sample to464 Chapter Sixteen
ensure that the respondents represent well the universe ofthose whose expec-
tations count and a system ofrewards and penalties to ensure that the respon-
dents have a stake in their responses. Ofcourse, the ideal surveys do not exist,
and the actual ones may be far from ideal. Ifa survey yields inferior or biased
predictions, it is possible that carelessness, poor information, or other failings
ofparticular respondents are to blame, which should not be generalized. The
evidence may be distorted and the results misinterpreted because ofreporting
errors, outliers, undue reliance on averages from small samples, spotty partic-
ipation, or limited time coverage. But detailed knowledge ofand attention to
the data can go far toward safeguarding against such pitfalls. This article ben-
efits from the author's direct involvement with the management ofthe surveys
to be discussed.
16. 1.2 Tests ofRationality
The strictest interpretation ofrational expectations is that a forecast Pijt
Pi.
t+j equals the mathematical expectation of the corresponding target vari-
able Ajt = At+j conditioned on the relevant subset of the available informa-
tion I (data and models). Here i refers to the source, t to the date, and j to the
span or horizon ofthe forecast. Formally,
(1) Vi, t,j3(_I: Pijt=E(Ajt IIt-I)' i=l, ... ,N;
t = 1, ... , T; j = 0, ... , S,
where E is the expected-value operator. There is no restriction on the span of
the forecast (S may equal T), but the dating assumes for simplicity a one-
period information lag. Thus the shortest forecasts (j = 0) are made in and
for the period t, the next longer ones (j = 1) are made in t for t + 1, and so
on, and all ofthese simultaneous multiperiod forecasts are based on It-I'
In (1) the information set I
t
- 1 is taken to be common to all individuals. But
if all were able and willing to use exactly the same data and the same models
in the same way, then their simultaneous forecasts for any given target would
be identical, that is, V i, t, j: Pijt = Pjt' Presumably, It- 1 would then indeed
contain all of the pertinent information generated in the economy. The fore-
casts would be unbiased, indeed tending to be self-fulfilling whenever Ajt de-
pends on actions ofeconomic agents based on Pjt' The forecast errors Ejt =
Pjt - Ajt would reflect solely the irreducible variation ofthe actual values; that
is, Pjt would be optimal in the sense of having minimum error variances (the
analog ofperfect foresight in a stochastic world).
Both general reasoning and specific evidence indicate that this case is far
from reality. Valuable information is limited and unevenly diffused, and its
costs and returns to individuals with different skills and interests vary. There
is uncertainty and disagreement as to the data and models to be used for the
same predictive purpose. Some data are preliminary and subject to unpredict-
able revisions; some models contradict others, so not all can be true. Those
forecasters who use better data and models will be less frequently misled, and465 Rational Expectations and Macroeconomic Forecasts
their expectations will be on the average more accurate. Furthermore, depend-
ing on the forecasting objective and the appropriate model, the criterion of
unbiasedness may apply to some variables but not to others. Thus rationality
does not mean the use of unbiased predictors in all cases (as shown in Gross-
man 1975).
Finally, even ifforecasters use the same information for the same purposes,
they may have different loss functions, in which case their forecasts would
differ. For those whose loss functions are asymmetrical, the use of biased
predictors may be optimal.
For all of these reasons, one would not expect individual forecasts to be
generally uniform, unbiased, or self-fulfilling. Studies ofsurvey data confirm
the existence of substantial differences among concurrent and corresponding
forecasts from different sources (Figlewski and Wachtel 1981; Jonung 1981;
Zamowitz 1984a).
Ifthe reported forecasts are based on individual-specific, not general, infor-
mation, then (1) is replaced by
(2) 'Vt,j P;jt = E(Ajtl(jt-I)·
Here, for any given variable, the data and models used are those selected by
the source, and the information may also vary for different predictive hori-
zons.
Under (2), unlike under (1), the forecasts or expectations P;jt cannot, of
course, be all optimal; moreover, there is no longer any strong presumption
that they will tend to be unbiased, with identically and independently distrib-
uted errors. People interact in making predictions and attempt to learn from
their own errors and those ofothers. This process may be thought ofas one of
striving to reduce the gap between the individual and the general information
sets, I; and I, at any point in time. This means that each agent or forecaster
tries to predict the average or prevailing forecast or what others are likely to
predict that forecast will be. But this is a difficult, in principle open-ended,
task. Individual rationality does not necessarily imply convergence ofindivid-
ual expectations and consistency ofindividual plans, at least not in the short-
run reference frame of the forecasts under consideration (cf. Frydman and
Phelps 1983).
It remains true that an individual forecaster's errors E;jt = P;jt - A jt can sat-
isfy any or all ofthe following criteria, each ofwhich is desirable:
(3) 'Vt, j E(E;jt) 0,
(4) 'Vt, j E(PijtE;jt) 0
and,
(5) 'Vt, j, k =1= 0 E(E;jtE;jt-k) = O.
Forecast sets that meet all ofthe preceding criteria are accurate on the average
or in the long run; they are uncorrelated with their own errors; and their errors466 Chapter Sixteen
are independent in the sense of being serially uncorrelated. They may differ
across sources in that some display larger, and others smaller, random errors,
but all are free ofsystematic errors defined as failures to conform to (3)-(5).
One way to check on the extent to which genuine forecasts from surveys
satisfy these criteria ofrationality is by estimating the regression equations
(6)
and then testing the joint null hypothesis Ho: (a;j' ~i) = (0, 1) for each
target variable covered. IfHois accepted, Ajt =P;jt + U;jt and E(u;jt) =0; that
is, the forecasts are unbiased.
Some tests ofHoassume that E(u;jt) = 0, E(u~t) = (J~t' and E(uijtU;jt-k) =
ofor k"* O. But it is possible for a forecast set to satisfy (3) or (4) or both
but not (5), or vice versa. We must therefore examine separately the serial
correlation and other properties ofthe forecast errors.
The advantage of this approach is that no specification is needed of what
data and models the forecasters could and should have used; the only infor-
mation required for the tests is matching time-series data on forecasts and
realizations. As a rule, the outside observer has no way ofknowing what the
information set of a particular forecaster contains; indeed, even the producer
of the forecast would probably often find it difficult to define the contents of
that set clearly and exhaustively. (This statement is presumably more valid for
judgmental than for econometric or time-series forecasts; but true ex ante pre-
dictions ofall kinds virtually always include importantjudgmental elements.)
On the other hand, the criteria used here are still weak, since rational expec-
tations imply the efficient use ofpertinent information, not just unbiasedness
and serially uncorrelated errors. The forecaster's own past errors are only a
part ofhis or her information set.
16.1.3 Sources ofEvidence, Definitions ofMeasures, and Scope of Study
Owing to the efforts of the National Bureau of Economic Research
(NBER), in collaboration with the American Statistical Association (ASA), a
large amount of information has been assembled on the record offorecasting
changes in the U.S. economy. The data are believed to represent well the con-
temporary state ofthe art in this area.
Each quarter, the NBER examines the results of a questionnaire mailed by
the ASA. (For the quarterly reports on each survey, see NBER Explorations in
Economic Research through 1977 and NBER Reporter since 1978. The cor-
responding ASA reports have appeared in the American Statistician and since
1974 in AmStat News. The forecasts have also been published and discussed
in Economic Outlook USA, a report by the Survey Research Center at the
University of Michigan. On the origin of the survey and the design of the
questionnaire, see Zamowitz 1969c.) The survey reaches a broadly based and
diversified group ofpersons who are regularly engaged in the analysis ofcur-
rent and prospective business conditions. Most of the respondents are from467 Rational Expectations and Macroeconomic Forecasts
j=O, ... ,4,
the world of corporate business and finance, but academic institutions, gov-
ernment, consulting firms, trade associations, and labor unions are also rep-
resented. The format ofthe survey remained unchanged from its inception in
1968:4 through 1981:2, with forecasts covering on each occasion the current
and the next four quarters, for 11 time series representing the principal mea-
sures of national output, income, consumption, investment, the price level,
and unemployment. (Since 1981:2 the coverage has been substantially ex-
tended. The surveys also have regularly collected unique data on the methods
and assumptions used by the participants and on the probabilities they attach
to alternative prospects concerning changes in output and prices. For refer-
ences to some evaluations ofthe overall results from the ASA-NBER surveys,
see Zarnowitz 1984a.)
Past work on the survey data has concentrated on summary measures,
group medians, or means, whereas this article is part of a comprehensive
study of forecasts by individual respondents in the ASA-NBER group.
Furthermore, unlike the many recent studies that consider only expectations
ofinflation, this report covers other important aggregate variables as well.
The body ofthe data consists of42 consecutive surveys covering the period
from 1968:4 through 1979:1. Altogether, the list ofthose who replied to any
of the questionnaires includes 172 names (which are treated confidentially).
Many individuals responded only once or a few times, however, and some
decision had to be made on the minimum number of survey responses that
would qualify a participant for inclusion. It was set at 12, which left 79 indi-
viduals in the sample. (There are a few exceptions where a series contains less
than 12 observations. These refer to the longer horizons and arise because
some forecasters occ~sionally predicted fewer than four quarters ahead. For
example, of the 395 Pi) series for GNP, 16 [4%] have 10 or 11 observations
each, all but four ofthem for Q4.)
Four ofthe variables covered have strong upward trends, and it is not their
levels that are ofmajor interest, but rather their rates ofchange that reflect the
real growth or inflation or both. These are gross national product (GNP)
and consumer expenditures for durable goods (CEDG), both in current dol-
lars; GNP in constant dollars (RGNP); and the GNP implicit price deflator
(IPD). For these series, forecast e.rrors ::rre measured as differences, predicted
minus actual percentage change (Pijl - Ai). The definitions employed are
A. = (AI+i-AI+i-I)100




P-A* ) I I-I 100
A* ' I-I
(
PI +i - PI +i- I)100,
P I +j - 1
if j=O
if j = 1, ... , 4.468 Chapter Sixteen
The change in business inventories (CBI), a current-dollar series, is in first-
difference form and does not appear to have a trend. The unemployment rate
(UR) represents the percentage of the civilian labor force that is unemployed
and is dominated by short-term, mainly cyclical movements, not a long-term
trend. For these two variables, therefore, forecast errors are measured as dif-
ferences, that is, predicted level minus actual level (Pijt - Ajt). (For further
references to the treatment oflevel and change errors, see Zamowitz 1984a.)
The ASA-NBER surveys are taken in the first halfofeach quarter, at a time
when the most recent data available would be the preliminary estimates for
the preceding quarter, which are marked A;-l in (8). (An exception is the UR
series, which is available monthly.) Consequently, the P figures for the current
quarter (j = 0) are authentic ex ante forecasts whose span is approximately
one quarter.
The "actual" values are not well defined for many economic variables, such
as GNP and components, that are subject to several, often sizable, revisions.
Here they are represented by the last data available prior to the benchmark
revisions of January 1976 and December 1980. These are presumably the
"best" ofthose estimates that are conceptually comparable to the correspond-
ing survey predictions. It should be noted that this procedure imposes on the
forecasters the burden of predicting future revisions that are assumed to re-
move observational errors. An alternative is to compare the forecasts with
provisional data that are closer to the most recent figures that were available
to the forecaster. The most informative approach is one that integrates the
analysis of data errors and of predictive errors, which would be a good task
for another article. (On the role ofpreliminary data and revisions in economic
measurement and prediction, see Cole 1969b; Howrey 1978; and Zamowitz
1979, 1982c.)
The differences between the successive levels predicted in a multiperiod
forecast made at time t, Pt+j - Pt+j-l' are implicit predictions of changes
over the successive subperiods covered. Note that each ofthese marginal ("in-
traforecast") predictions covers a single quarterly interval, so the target peri-
ods do not overlap.
In all, about 400 quarterly time series offorecasts are available for each of
the six variables (five series for as many target quarters per each of the 79
individuals and the group averages). The volume and quality of the data are
such as to permit an intensive study ofseveral aspects ofthe economic predic-
tions. Neglect ofdata problems explains why some survey evaluations yielded
mixed and partly contradictory results oflimited applicability. (A case in point
is the series ofsurveys ofeconomic forecasters conducted semiannually since
1947 by Joseph A. Livingston, a syndicated financial columnist: Carlson
1977; Pearce 1979; and Figlewski and Wachtel 1981.) The problems relate to
the timing of the survey, its consistency, and the effective forec(lsting spans
involved; changes in composition over time; the role ofoutliers; and reporting
errors. A careful proofreading ofthe data is needed to detect simple·mistakes469 Rational Expectations and Macroeconomic Forecasts
of calculation, copying, and typing that chance or neglect will always occa-
sion in some replies. The voluminous ASA-NBER materials were submitted
to such an audit with the aid of a computer and, where needed, inspection of
the original submissions. Although the number of mistakes identified by this
means turned out to be very small in relative terms, failure to eliminate them
would have adversely affected the evaluation ofseveral individual records.
Section 16.2 presents the evidence on the question of bias in multiperiod
predictions by individuals and groups. Section 16.3 addresses the problem of
serially dependent residual errors and discusses tests for autocorrelation in the
"knowable" forecast errors. Finally, section 16.4 sums up the results and
places them in the context ofearlier related work.
16.2 Testing for Bias in Multiperiod Predictions
16.2.1 Distributions ofthe Regression and Test Statistics
Regressions of the actual on the predicted values have been computed for
each ofthe 79 individuals who participated in at least 12 surveys and also for
the series of means of the corresponding predictions. For nominal and real
GNP, the price index, and consumer durables (GNP, RGNP, IPD, and
CEDG), percentage changes were used as in
(9)
. .
A jt = (Xij + J3 ijPijt+ Uijt' j = 0, ... , 4; t = 1, ... , T.
For the unemployment rate (UR) and inventory investment (CBI), levels Ajt
and P ijt were used instead. Estimation of the regressions requires certain as-
sumptions about the probability distribution ofthe disturbances Uijt' The sim-
plest and most common approach is to assume that E(uij,)=0, var(uij,)= (15,
and the uij/s are uncorrelated for each forecaster and target variable covered.
The technique of ordinary least squares (OLS) applies in this case. The
sample least squares estimates a and ~ (the subscripts may now be dropped
for simplicity) lend themselves to statistical tests of the joint null hypothesis
that the true (population) parameters ofthe relation between A and P are a =
oand J3 = 1. A sufficiently high F-ratio refutes that hypothesis, suggesting
that the forecasts contain some systematic errors.
Tabl~ 16.1 represents the evidence from the full collection of 790 Pij and
1,560 Pij forecast series. To provide a background ofdescriptive statistics, the
OLS estimates ofthe intercepts and slope coefficients are summarized in col-
umns 1-4.
The means ofaij (n) tend to increase withj, the distance to the target quar-
ter, at least from QO through Q3, for most variables (col. 1). In contrast, the
tpeans of ~ij (~) typically decrease (col. 3). The standard deviations ofaij and
J3ij both tend to rise as the predictive horizon lengthens, with only a few ex-
ceptions (cols. 2 and 4). These measures indicate a great deal of dispersion,
reflecting partly differences in the ability of the individuals to produce un-470 Chapter Sixteen
Table 16.1 Sets ofMultiperiod Forecasts for Six Aggregate Variables, 79 Participants in
ASA-NBER Surveys, 1968-79: Distributions ofRegression Statistics and
Tests ofBias
Mean Values ofIndividual Percentage ofForecasters
Statisticsa with Significant Testsb
Quarter 0: S.D·a ~ S.D· 13 F ta t13 F(s) F(l)
Predicted (1) (2) (3) (4) (5) (6) (7) (8) (9)
GNP in current dollars (GNP)
QO .38 .76 .87 .32 12.7 15.2 12.7 0 21.7
Ql .81 .75 .65 .34 10.1 17.7 19.0 3.0 15.2
Q2 1.17 .88 52 .41 11.4 26.6 17.7 3.0 17.4
Q3 1.27 1.06 .46 .51 16.5 26.6 24.1 3.0 26.1
Q4 1.12 1.24 .50 .59 11.4 20.2 16.5 0 19.6
Implicit price deflator (IPD)
QO .42 .42 .81 .33 26.6 19.0 17.7 11.8 37.8
Ql .72 .51 .69 .42 46.8 36.7 17.7 20.6 66.7
Q2 1.03 .48 .48 .42 57.0 48.1 20.3 23.5 82.2
Q3 1.20 .46 .36 .41 64.6 43.0 17.7 20.6 97.8
Q4 1.27 .66 .42 .65 58.2 38.0 16.5 8.8 95.6
GNP in constant dollars (RGNP)
QO - .12 .36 1.06 .31 10.1 19.0 12.7 2.9 15.6
Ql -.29 .48 1.04 .43 8.9 7.6 8.9 0 15.6
Q2 - .11 .65 .80 .59 8.9 7.6 8.9 0 15.6
Q3 .01 .72 .62 .64 12.7 2.5 7.6 0 22.2
Q4 -.27 1.19 .72 1.04 15.2 0 12.7 0 26.7
Unemployment rate (UR)
QO -.01 .26 1.00 .05 2.5 3.8 3.8 0 4.3
Ql -.01 .76 1.01 .14 2.5 2.5 3.8 0 4.3
Q2 .29 1.17 .98 .22 3.8 3.8 3.8 0 6.5
Q3 1.01 1.38 .88 .26 12.7 7.6 8.9 3.0 19.6
Q4 1.80 2.12 .75 .39 10.1 16.5 11.4 0 17.4
Consumer expendituresfor durable goods (CEDG)
QO .99 .87 .93 .45 20.0 12.0 13.3 6.5 29.5
Ql 1.26 1.16 .43 .55 6.7 8.0 16.0 0 11.4
Q2 1.55 1.16 .27 .67 8.0 8.0 10.7 3.2 11.4
Q3 1.41 1.70 .26 .82 2.7 2.7 13.3 3.2 2.3
Q4 .57 1.88 .59 .92 4.0 5.3 4.0 0 6.8
Change in business inventories (CBI)
QO 2.76 3.54 .88 .52 16.2 20.3 8.9 11.8 19.6
Ql 1.81 4.54 .93 .61 10.0 13.9 13.9 2.9 15.2
Q2 2.18 5.61 .82 .80 6.3 10.1 5.1 5.9 6.5
Q3 2.22 5.72 .78 .74 3.8 6.3 3.8 0 6.5
Q4 2.97 4.84 .78 .59 3.8 6.3 2.5 2.9 4.3
aThe entries in cols. 1 and 2 are the means (0:) and standard deviations (S.D. 13) ofthe a ij estimates from
t~e regressions of actual values on the indi"vidual forecasts. The entries in cols. 3 and 4 are the means
(~) and standard deviations (S.D. 13) ofthe ~ij estimates from the same regressions. See text and eq. (9).
The regressions are estimated by OLS. All figures refer to those individuals who participated in at least
12 surveys: 75 for CEDG, 79 for each ofthe other variables.471 Rational Expectations and Macroeconomic Forecasts
Table 16.1 Continued
bThe significance level is 5% for all tests. The percentages in cols. 5-7 refer to all participants in at least
12 surveys (same coverage as in cols. 1-4); col. 8, to those who responded to 12-19 surveys (31-34);
and col. 10, to those who responded to 20 or more surveys (44-46). The F-tests are for the joint null
hypothesis that ex = 0 and ~ = 1; the to. tests, for the hypothesis that ex = 0; and the t13 tests, for the
hypothesis that ~ = 1. If the null hypothesis is true, the statistic for the joint test should have an F-
distribution with 2 degrees offreedom in the numerator and n - 2 df in the denominator (where n, the
number of observations, varies across the individuals). The appropriate t-tests are two-tailed, using the
t-distribution with n - 2 df.
biased forecasts, partly differences in coverage (the samples are smaller for
Q4 than for the other horizons), and partly differences between the variables
(forecasts differ sharply across the individuals for volatile series that are es-
pecially difficult to predict, such as CBI).
A sharp contrast between the predictions of inflation and those ofthe other
variables is shown by the relative frequencies ofthe individual forecast series
that failed to pass the joint test for unbiasedness at the 5% significance level
(col. 5). For IPD, about half ofthe computed F-ratios exceed the critical F.05
values, whereas for GNP and RGNP the corresponding frequencies are 12%
and 11%, respectively; for OR, CEDG, and CBI, they were 6%-8%.
According to the separate t-tests for regression intercepts and slopes, the
incidence of a =1= 0 is much higher for IPD than for GNP, whereas the inci-
dence of ~ =1= 1 is similar for the two variables (cols. 6 and 7). These tests
suggest that the high F-ratios observed for the inflation forecasts are asso-
ciated to a larger extent with the deviations of a from 0 than with the devia-
tions of ~ from unity. The ta-tests are also relatively unfavorable to the inven-
tory investment (CBI) forecasts, but for the real growth and consumer
durables (RGNP and CEDG) forecasts, it is the results of the t~-tests that
appear to be more damaging.
The test results do not show a common pattern of systematic dependence
on the time horizon j. Thus for IPD the frequencies of significant F- and ta -
ratios increase sharply between QO and Q2 or Q3, but those ofthe t ~-ratios do
not (cols. 5-7). The frequencies for OR generally tend to rise, whereas those
for CEDG and, particularly, CBI tend to decline as the target quarter recedes
into the future. The figures for the other variables show on the whole smaller
or more irregular fluctuations.
16.2.2 The Effects ofSample Size
Although rich in comparison with the few small samples used in most stud-
ies ofeconomic forecasts, our data also have some important limitations that
need to be recognized. The forecast series are numerous but much shorter than
would be desirable (inevitably so, since our surveys began only in 1968). The
minimum requirement ofparticipation in at least 12 surveys improves the data
by eliminating the occasional respondents. But the average number ofobser-
vations per series is still no more than 23, with a standard deviation of8.472 Chapter Sixteen
The conventional 1% and 5% significance levels imply low probabilities of
wrongly rejecting the null hypothesis Ho when it is true but also high proba-
bilities of wrongly accepting Ho when it is false. For small sample sizes,
therefore, these tests have very low power against the alternative composite
hypothesis that is merely a negation ofH0 (i.e., HI: a =/= 0, J3 =/= 1). As
shown in Zellner 1984, several issues arise at this point: the asymmetric treat-
ment of H0 and HI in classical tests, the associated uncertainty about the
choice of significance levels that are appropriate for different sample sizes,
and the "sharpness" of null hypotheses. Although the problems are well
known in principle, they are almost habitually disregarded in applied eco-
nomic and econometric literature.
A simple experiment strikingly illustrates the importance ofthe sample size
in this context. The frequencies of the F-ratios that are significant at the 5%
level are throughout very much lower for the forecasters who participated in
12-19 surveys than for those who participated in 20 or more surveys (table
16.1, cols. 8 and 9). Indeed, the proportions for the first subset, F(s), are
typically 0 or less than 5% and average 1.9%, except for IPD, where they
range between 9% and 24% and average 17.1%. In contrast, the proportions
for the second subset, F(/), are concentrated between 10% and 25% and av-
erage 14.4%, except again for IPD, where they range between 38% and 98%
and average 76.0%! Clearly, had only the shorter series been at our disposal,
they would have led us to an overly favorable appraisal of the forecasts,
though not without a correct warning about the relatively high incidence of
bias in the predictions ofinflation.
It should be noted that the predictions ofboth groups offorecasters-those
with the shorter (s) and those with the longer (I) series-are spread about
equally across the 1968-79 period, so the large discrepancies between the
reported results for F(s) and F(/) cannot be attributed to differences in the
periods covered. For the 42 surveys of 1968:4-1979:1, the mean (standard
deviation) of the participation numbers is 43 (9); for the two subsets of 21
surveys each, 1968:4-1973:4 and 1974:1-1979:1, the corresponding figures
are 48 (8) and 38 (8), respectively. Thus some attrition occurred in the number
offorecasters per survey. Its effect was about the same, however, for the two
groups of forecasters; for set s, the proportion of observations in the earlier
period is 0.61; for set I, it is 0.64.
To increase power, higher significance levels may be employed. Table 16.2
shows that the F(s) frequencies at the 10% level exceed their counterparts at
the 5% level by factors ranging from 3 to 14. In contrast, the F(s) frequencies
at the 1% level are all 0, misleadingly suggesting that no bias at all exists in
this group of relatively short forecast series (cf. cols. 2, 5, and 8). For the
longer series, however, the decision to use 10% instead of 5% as the signifi-
cance level would have made little difference in these conclusions, and even
at the 1% level the negative results on the inflation forecasts are very evident









Summary ofResults for Tests of"0: a = 0, Jl = 1; 1\vo Groups of
Forecasters, Six Variables, 1968-79
Percentage ofForecasts with F-Ratios That Are Significant at the
1% Level 5% Level 10% Level
F F(s) F(l) F F(s) F(!) F F(s) F(!)
(1) (2) (3) (4) (5) (6) (7) (8) (9)
3.0 0 5.2 12.4 1.8 20.0 21.0 11.5 27.8
19.2 0 33.8 50.6 17.1 76.0 69.1 46.5 86.2
2.3 0 4.0 11.1 .6 19.1 20.5 8.2 29.8
0.5 0 0.9 6.3 .6 10.4 15.4 8.5 20.4
2.3 0 4.1 8.3 2.6 12.3 14.7 9.0 18.6
.8 0 1.3 8.0 4.7 10.4 17.2 14.7 19.1
Note: The abbreviations for the variables are identified in table 16.1. The entries in cols. 1, 4, and 7
refer to all individuals who participated in at least 12 ofthe quarterly ASA-NBER surveys in the 1968:4-
1979:1 period (75 for CEDG, 79 for each ofthe other variables). The entries in cols. 2,5, and 8 refer
to those who responded to at least 12 but fewer than 20 of the surveys (31 for CEDG, 34 for IPD and
RGNP, and 33 for each of the other variables). The entries in cols. 3, 6, and 9 refer to those who




(10) F = [1/2(c llC22 - CT2)S~][C 11(J~ - ~)2 + c22(a - a)2
- 2c 12(a - a)(~ - ~)],
where s~ is the variance of the calculated regression residuals and Cij is the
(i, j)th element in the variance-covariance matrix ofthe estimated coefficients,
divided by s~. The confidence region for & and ~ is given for any selected
confidence coefficient g by F ~ Fg, where the probability Pr(F < Fg) = g. It
is an ellipse centered at (&, ~), and the higher g, the larger the ellipse
(g = .99, .95, .90 correspond to the significance levels of 1%, 5%, and
10%, respectively, in the tests ofHo). In the present context, it is ofinterest to
compare the confidence regions for selected short and long series offorecasts.
For purposes of illustration, two forecasters were chosen: one coded "8"
who participated in 13 consecutive surveys, 1972:1-1975:1; the other "48,"
whose record includes 33 consecutive surveys, 1968:4-1976:4. Using their
QO forecasts of inflation and real growth, figure 16.1 shows the concentric
ellipses associated with the confidence levels of .99, .95, and .90. The el-
lipses for the shorter series are much larger and spaced much more widely
apart than those for the longer series (about twice as long and twice as wide,
measured by the major and minor axes). As the figure demonstrates (and other



















































'" F= 2.99 F = 0.04
Fig. 16.1 Confidence regions for selected forecasts ofinflation (IPD) and real
growth (RGNP).
Note: The critical values F.99, F.95 , and F.90 are 2.86,3.98, and 7.24, respectively, for the
smaller sample; the corresponding values for the larger sample are 2.48,3.31, and 5.36. The
calculated values are listed in the figure.
values in analyzing small sets of predictions can be quite costly in terms of
the precision sacrificed to reduce the probability oftype I errors.
The high incidence of bias in the inflation forecasts is on the whole reaf-
firmed by this analysis (note the F values in fig. 16.1 and the location of the
[0, 1] points relative to the boundaries of the confidence regions). That the
ellipses have downward-sloping major axes indicates that &and ~ are nega-
tively correlated, which simply reflects the fact that the mean values of the
forecasts are positive. (An elementary property ofthe two-variable regression475 Rational Expectations and Macroeconomic Forecasts
model is that cov(&, ~) - i var ~, where i is the mean ofthe explanatory
variable. In the preceding regressions the forecasts play the role ofx.)
16.2.4 Mean Errors
The tests summarized in tables 16.1 and 16.2 suggest the presence ofcer-
tain systematic errors in some ofthe forecasts. An analysis ofthe distributions
of the mean errors of the forecasts helps to identify the probable nature of
such errors.
A tendency toward underestimation of change, which has long been ob-
served in a great variety of forecasts, can arise in unbiased as well as biased
predictions (Mincer and Zamowitz 1969, pp. 15-20). Table 16.3 shows that
almost all forecasters underestimated inflation and did so increasingly for the
more distant future. In contrast, real growth as measured by the rates of
change in RGNP was predominantly overestimated in this period of an unex-
pected deterioration in both inflation and the cyclical business performance.
On the average, these overestimates rise steadily with the predictive horizon.
The underestimates ofthe price component and the overestimates ofthe quan-
Table 16.3 Selected Statistics on the Distribution ofMean Errors in Individual
Forecasts, 1968-79
Variables Predicted
Quarter GNP IPD RGNP DR CEDG CBI
Predicted (1) (2) (3) (4) (5) (6)
Means (standard deviations) ofthe mean errorSO
QO - .12 (.21) - .16 (.14) .04 (.24) .04 (.05) - .92 (.67) - 2.40 (1.95)
Ql - .07 (.20) - .30 (.17) .23 (.22) - .01 (.11) - .36 (.70) - 1.88 (2.28)
Q2 - .13 (.19) -.39 (.18) .26 (.23) - .12 (.17) - .27 (.77) - 1.39 (2.82)
Q3 - .13 (.21) -.49 (.17) .35 (.24) - .29 (.23) .03 (.76) - 1.10 (3.10)
Q4 - .08 (.29) - .61 (.21) .53 (.31) - .32 (.27) .15 (.80) - 1.85 (2.80)
Percentage ofunder (over) estimatesb
QO 71 (29) 89 (11) 34 (66) 14 (86) 91 (9) 95 (5)
Ql 63 (37) 96 (4) 11 (89) 47 (53) 64 (36) 85 (15)
Q2 76 (24) 98 (2) 14 (86) 80 (20) 65 (35) 71 (29)
Q3 73 (27) 99 (1) 10 (90) 92 (8) 52 (48) 69 (31)
Q4 62 (38) 99 (1) 2 (98) 86 (14) 41 (59) 73 (27)
aThe errors are defined as the predicted minus the actual value, so minus (plus) signs are associated with
under (over) estimates. For GNP, IPD, and CEDG, the mean error is computed in percentage change
terms as Po - Aij;for UR and eBI, it is computed in terms oflevels asi\ - ~i}' for a~y ith individual
and jth target quarter. (See text and eqs. (7) and (8) for definitions of Pi)' Aj" Pij' and Ao; the overbars
indicate averaging over time t.) The means of the mean errors across the individuals are without, the
corresponding standard deviations are within, the parentheses.
bThe percentage of individual forecasters with mean errors that are negative (positive) is shown without
(within) the parentheses. The number of individuals covered is 75 for CEDG, 79 for each of the other
variables (all forecasters who participated in at least 12 quarterly ASA-NBER surveys in the period
1968:4-1979:1).476 Chapter Sixteen
tity component tend to cancel each other in the predictions ofrates ofchange
in the current-dollar GNP, where the mean errors are negative for most indi-
viduals but on the average very small throughout (cf. table 16.3, cols. 1-3).
Underpredictions prevail for the unemployment rate in Q2-Q4 (consistent
with the overprediction ofreal growth) and for business inventory investment,
whereas the record for the rates ofchange in consumer durables is more mixed
(cols. 4-6).
16.2.5 Estimates and Tests for Group Mean Forecasts
Consider now the regressions ofthe actual values on the series ofmeans of
the corresponding predictions by all individuals included in this study. Table
16.4 shows that the results vary greatly across our 30 different categories. The
absolute values ofthe regression intercepts 1&1 often increase with the predic-
tive horizon, whereas the signs of tpese estimates are about equally mixed
(col. 1). All of the slope coefficients (~) are positive, but they otherwise dis-
play no common regularities (col. 2).
For GNP, the values of 0: do not deviate significantly from 0 nor the values
of ~ from unity, according to the F- and t-ratios (cols. 3-5). In contrast, the
F-tests strongly reject Ho for the inflation forecasts, particularly in the more
distant quarters, and the t-statistics suggest that this is attributable mainly to
0: > O. The estimates for UR show a striking dependence on the horizon,
but bias is here strongly indicated in the longest forecasts only. Elsewhere it is
the short predictions that are apparently biased, which could be due to mea-
surement errors in estimating the base of the forecast. Here the t-ratios often
suggest inefficiency in the sense of ~ > 1.
The incidence ofbias does not appear to be systematically related to either
the relative accuracy of the forecasts or the relative smoothness of the target
series. Thus the percentage changes in GNP are far more volatile than the
levels of UR, which helps to explain why the f2 coefficients are so much
higher for the latter, but the F- and t-tests are much more favorable to GNP
than to UR. There are strong indications of bias in the forecasts ofIPD infla-
tion and none in those of the far more variable rates of change in CEDG be-
yond QO. In general, bias does not imply particularly large errors, and some
of the forecasts that appear to be highly biased are indeed relatively accurate
(notably for UR, but also for the short predictions ofIPD, RGNP, and CBI).
The Durbin-Watson (DW) statistics listed in table 16.4, column 7, suggest
that the residual disturbances from the regressions of actual on predicted val-
ues for GNP, RGNP, and CEDG are essentially free offirst-order serial corre-
lations when 5% significance points are used. On the other hand, the DWtests
for IPD and UR strongly indicate the presence of positively autocorrelated
residuals, and most of the results for CBI point with less force in the same
direction.
The well-known property of positively autocorrelated residuals is to bias
downward the standard errors and upward the f2 values (while leaving the477 Rational Expectations and Macroeconomic Forecasts
OLS regression estimators unbiased and consistent). The loss ofefficiency-
underestimation of sampling variances ofthe regression coefficients-may in
some cases invalidate the results of these tests, which motivates some subse-
quent analysis (sec. 16.3.2).
16.2.6 Pooling the Forecasts
Let all individual series offorecasts for a given variable and span be stacked
into one NT x 1vector P. Let A denote the NT x 1vector for the correspond-
ing actual values, which includes N terms A t in each of the T unit periods to
match an equal number ofpredictions Pit' i = 1, ... , N. Then the simplest
model that combines time-series and cross-sectional data from business out-
look surveys such as that ofASA-NBER can be written as
(11) A = (t P)1' +u,
where 1" (a J3), t is an NT x 1 vector of 1's, and u is an NT x 1 vector
ofresidual errors. In (11) the parameters a and J3 are assumed to be fixed and
common to all forecasters. With the data used in this article, each of such
regressions would include some 1,600-1,800 observations. Such pooling
might seem to offer a way to obtain more powerful and precise tests of the
REH.
Figlewski and Wachtel (1981) used a regression like (11) to relate actual
inflation to pooled individual forecasts of inflation from the semiannual Liv-
ingston survey (1,864 observations). They first estimated the equation by OLS
and then reestimated by weighted least squares to allow for large differences
in the residual variance over time. (In the weighted regression each observa-
tion is divided by the standard error ofthe residuals for the given time period
as calculated by OLS.) They reported both regressions but not the test statis-
tics, noting merely that "the F-test clearly indicates forecast bias" (p. 3) for
the results.
The model under consideration is seriously misspecified, however. In each
unit period, the dependent variable At takes on a single value, whereas the
independent variable Pit takes on N values. Thus for any two forecasters k
and I,
(12) Ukt - ult = J3(Plt - Pk)
in each of the T periods. Assuming that J3 =1= 0 and Pkt =1= Pit (to exclude
entirely implausible and uninteresting cases), the differences among the errors
mirror the differences among the predictions. For any given target in any
single period, say A 1 for t = 1, Pit and uit (i = 1, ... , N) have equal
variances and a correlation of - 1. This cross-sectional dependence of con-
temporaneous predictions and errors will cause cov(Pit, Uit) to be nonzero in
the pooled model (11), even if for the individual forecast series the condition
that the P's and u's are independent holds. In other words, the estimate of J3























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The misspecified error structure of(11) makes this a basically inappropriate
model. The least squares estimates ofa and ~ are biased even in large samples
when cov(P, u) =1= o. This is clear from an evaluation of their probability
limits: plim ~ = ~ + [cov(P, u)/var(P)]. If cov(P, u) < 0, as seems likely
in view of (12), then the slope estimates from (11) will be biased downward,
and the intercept estimates upward. Table 16.5 provides a few illustrations. A
comparison ofthe corresponding entries in columns 1and 2 oftables 16.5 and
16.4 shows that the estimates ofa are much higher and those of ~ much lower
in the pooled regressions than in the group mean regressions. (The same is
true ofthe estimates reported by Figlewski and Wachtel: compare their eq. [3]
for the average forecasts with their OLS pooled regression in footnote 6.) The
standard errors are extremely low (the t-ratios high) in table 16.5, and the
calculated F-values are significant even at the .1% level. For the short fore-
casts ofDR, a is very close to 0 (.4) and b to 1 (.99), yet F is still as high as
34. The results in table 16.4 are far more favorable. The examples are typical
and will suffice.
Suppose that the roles ofactuals and forecasts are reversed as in
(13) P=(tA)o+v,
where 0' (a' ~'). Here for any given target value such as AI' there is a
distribution of the individual predictions Pit with E(Pil) = a' + ~'AI and
var(PitIA p ) = var(vit). If(a', ~') = (0, 1), the mean forecasts are unbiased.
Indeed, the group mean forecasts from a series ofsurveys are on the average
Table 16.5 Pooling the Survey Forecasts: Some Examples
P = (t A)8 + v
A = (t P) 'Y + u (Eq. [ll])a (Eq. [l3])b
Quarter a b f2 F n a' b'
Predicted (1) (2) (3) (4) (5) (6) (7)
Gross national product (GNPy
QO .58 (.05) .77 (.02) .39 66.6 1,819 .99 (.04) .50 (.Ol)
Q3 1.49 (.08) .35 (.03) .06 181.0 1,694 1.74 (.04) .16 (.02)
Implicit price deflator (IPDY
QO .62 (.03) .67 (.02) .37 228.1 1,808 .49 (.03) .56 (.02)
Q3 1.34 (0.4) .25 (.03) .04 786.7 1,685 .85 (.04) .17 (.02)
Unemployment rate (UR)d
QO .04 (.02) .99 (.004) .97 34.0 1,796 .12 (.02) .99 (.004)
Q3 1.39 (.11) .80 (.02) .49 127.9 1,673 2.06 (.09) .60 (.02)
aCols. 1 and 2: OLS estimates of'Y = (a, ~) and their standard errors (in parentheses). Col. 3:
squared correlation coefficient corrected for df. Col. 4: F-ratio for (a, ~) = (0, 1) with 2 and n
- 2 df. Col. 5: number ofobservations.
bOLS estimates of8' = (a', ~') and their standard errors (in parentheses).
cPercentage changes.
dLevels.481 Rational Expectations and Macroeconomic Forecasts
over time more accurate than most of the sets of component individual pre-
dictions, though they are not always unbiased (see chapter 15 and preced-
ing text). Model (13) yields answers to some interesting questions; for ex-
ample, do forecasters perform better for some values of A than for others?
This model, too, however, seems essentially unsuited for our present purpose.
First, one ofthe proper criteria ofour tests, namely, the independence ofpre-
dictions and errors, is directly contradicted here, since P is a function of v.
Second, it is natural to think of forecasts as being available before the un-
known stochastic realizations, which suggests choosing P as the independent
and A as the dependent variable, not the other way round. (Implicitly, if the
possibility of both [11] and [13] is admitted, P, as well as A, is being consid-
ered a random variable. On the debate about the alternative interpretations and
applicability of "classical" vs. "bivariate" regression, see Maddala 1977, pp.
97-101.)
The estimates ofa' and ~' are no more informative than those of a and ~
as far as the tests ofour basic hypothesis are concerned. (See table 16.5, cols.
6 and 7 and compare the corresponding entries in cols. 1 and 2.) Note that f2
and N are the same for equations (11) and (13). Furthermore, (a, ~) = (0, 1)
for (11) implies that
, Q' [- ( var(p)) var(p)] (a IJ) = P 1--- --
, var(A) , var(A)
for (13), and the F-tests calculated either way on this basis lead to the same
conclusions. The quite different null hypothesis that (a', ~') = (0, 1) is also
strongly rejected by the data.
In short, pooling macroeconomic survey forecasts of this type cannot be
properly done within the general regression framework discussed earlier. Al-
lowing the parameters of such models to vary across individuals and time,
though in principle desirable, would not resolve this problem. Rather it should
be instructive to work directly with forecast errors, using variance decompo-
sition methods to isolate and study time as well as individual effects; but this
is a task best left for another article.
16.3 Testing for Dependencies in Errors
16.3.1 Autocorrelated Disturbances and Bias
Tests for serial correlations among the regression residuals uijl (eq. [9])
have been made for all series that are sufficiently long and complete. These
data refer to the forecasts by 18-20 individuals (depending on the target) who
participated in more than 12 consecutive surveys. The nonconsecutive predic-
tions by the same forecasters are omitted. The series number 452, vary in
length from 13 to 33, and average 19 quarters. There is adequate coverage482 Chapter Sixteen
here for spans QO-Q3; the samples for Q4, which are smaller, are not in-
cluded.
The serial correlation coefficients are defined, on the assumption of hom-
oscedasticity, as
(14) k= 1, ... ,6.
The Ljung-Box-Pierce statistic Q serves as a convenient test for the presence




Q= n(n + 2) 2: (n-k) -lp~,
k
which is approximately distributed as chi-square with six degrees of freedom
(df). (If the errors formed random uncorrelated sequences, the {Pk} would
themselves be uncorrelated, with variances equal to (n - k)ln(n + 2). For
large values of n and relatively small m, the variances approximate lIn and
Q = L; p~ --- X~. In view ofthe small size ofthe available samples, it seemed
advisable to avoid these common approximations. See Box and Pierce 1970.)
Most ofthe Q-statistics computed for the inflation and unemployment fore-
cast series are found to be statistically significant at the 5% and 10% levels,
and the frequencies are particularly high for IPD (see table 16.6, cols. 2-4).
In contrast, the other variables suggest a relatively moderate incidence of au-
tocorrelated residual errors. The frequencies of significant Q's increase from
QO to Q3 for IPD, UR, and CBI, but appear to be unrelated to the predictive
horizon for the other variables.
We next match up for each individual the results of the Q-tests with those
ofthe previously discussed F-tests and show the percentage distribution ofthe
forecasts according to the significance, at the 10% level, of both statistics
(table 16.6, cols. 5-8). Although gaps in the data impair the comparability of
the measures underlying this cross-tabulation, the broad indications obtained
are of sufficient interest. Serial correlation in the error terms may produce
large values of the F-statistics, wrongly causing them to reject the null hy-
pothesis. For two thirds of the inflation (IPD) forecast series, both Q and F
are significant, but elsewhere such cases are infrequent (col. 5), and those in
which neither statistic is significant abound (col. 8). Except for the IPD and
UR sets, the F's are likely to be more significant when the Q's are not (cf.
cols. 5 and 7). Autocorrelation oferror terms without bias is also often found,
most prominently so for UR (col. 6).
16.3.2 Generalized Least Squares Estimates
Models with autoregressive errors ofthe form
(16)
j
At=a+(3Pgt +ut and ut=et- 2: P;Ut-;
;=1483 Rational Expectations and Macroeconomic Forecasts
Table 16.6 Frequencies ofSignificant Q- and F-Statistics for Selected Forecast
Sets, Six Variables, 1968-79
Significance Level of Significance at the
No. of Q-Statisticsb 10% Levelc
Forecast
Seriesa 1% 5% 10% Q andF Qonly Fonly Neither
Variable (1) (2) (3) (4) (5) (6) (7) (8)
GNP 75 12.0 21.3 35.3 6.6 25.0 22.4 46.0
IPD 80 47.5 68.8 73.8 66.2 7.5 17.5 8.8
RGNP 75 5.3 16.0 17.3 4.0 13.3 21.3 61.3
UR 71 33.8 53.5 62.0 14.1 47.9 0 38.0
CEDG 71 2.8 11.3 22.5 5.0 37.5 7.5 50.0
CBI 80 17.5 32.5 43.8 8.5 14.1 18.3 59.2
Note: Cols. 2-8 are percentages based on entries in col. 1.
aEach series includes consecutive observations only, by participants in more than 12 surveys.
bRefers to the Box-Pierce statistics as defined in eq. (15) with 5 df. See text.
cRefers to the set ofQ- and F-statistics matched by individuals, as explained in the text. Except
for rounding, the sum of the corresponding entries in cols. 5-8 is 100.0.
were estimated for the mean forecast series Pgt. Here et is a normally and
independently distributed error term and j equals 1, 2, and 3 for Q1, Q2, and
Q3, respectively. (The procedure used is AUTOREG [SASIETS User's Guide,
1980 edition, pp. 8.1-8.7]. It is not applicable to data with missing values,
hence the exclusion of Q4 from table 16.7.] Table 16.7 shows that for GNP
none ofthe estimates ofthe autoregressive parameters Pi are significant, con-
firming the absence of serial correlation among the residuals from the OLS
regressions. The generalized least squares (GLS) and OLS estimates also
show no significant differences for the forecasts of RGNP in Q2 and Q3 and
those of CEDG. If a = 0 and ~ = 1, the forecast errors would optimally
follow moving-average (MA) processes ofthe orderj - 1(Granger and New-
bold 1977, pp. 121-22). The results reported in table 16.7, columns 6-8, for
Q3 and perhaps Q2 are suggestive ofthe presence ofsuch processes.
There is no doubt about the presence of first-order autocorrelations in the
error terms ofthe OLS regressions for inflation and inventory investment, and
here the GLS estimation results in large reductions ofthe test statistics. Still,
at least two of the F-ratios for IPD in table 16.7 are significant at the 10%
level.
Finally, there is no visible improvement in the cases of RGNP-Ql and
UR-Q3, where the F- and t-ratios in table 16.7 are indeed larger than the
corresponding entries in table 16.4. The Pi estimates indicate the presence of
a second-order autoregressive process in the error terms of the OLS regres-
sions for UR.
16.3.3 Ex Ante Errors in Individual Forecasts
The actual values employed in the previous sections include all ofthe non-



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.485 Rational Expectations and Macroeconomic Forecasts
bring the data closer to the "true" values that one would like to have predicted.
(Indeed, some forecasters state for the record that they should be tested for
their ability to predict revised, not preliminary, values.) But it is important to
recognize that such data, and hence the estimates derived from them, are all
ex post in nature. The residual errors from our regressions could not have been
known to the forecasters on a current basis. The requirement that such errors
be free ofserial correlation is therefore not a straightforward test ofrationality
in the sense ofefficient use ofcontemporaneous information.
The following tests allow for this problem by using series of past errors
defined as in section 16.1.2 and based exclusively on data that were available
to participants in the successive surveys. The underlying argument is that the
forecasters could and should have used this information so as to exploit and
thereby eliminate all systematic elements in it. It must be noted, however, that
keeping track of the many successive revisions in complex data, particularly
the quarterly national income and product accounts, is not a small or low-cost
operation in which forecasters can be expected to engage routinely. The anal-
ysis that follows required the creation of a comprehensive computer file of
successive vintages ofthe data covered.
Drawing upon that record, the ex ante forecast error series for each individ-
ual and target variable are compiled. The autocorrelation functions for these
errors are estimated as
(17) T-k T





t+j represents the error offorecast made at time t for the jth target quar-
ter, and Pk is the sample autocorrelation coefficient for the lag k. The omission
of P k for k ::; j reflects the fact that the information available at time t in-
cludes the errors ofpast predictions through the previous quarter (t - 1) but
does not include the errors ofthe current predictions for t + j. For example,
the errors of the QO forecasts will not be known until a quarter later, hence
they are not yet available to the forecasts for Q1, Q2, and Q3, which are all
made at the same time as those for QQ. The lack ofcurrent knowledge, then,
impedes the elimination of significant autocorrelations for Pk where k ::; j.
This argument applies here specifically to PI for Ql, Q2, and Q3; to P2 for Q2
and Q3; and to P3 for Q3.
The autocorrelation coefficients P k are computed for the errors in forecasts
of those individuals who participated in more than 12 consecutive surveys,
the same sample as that used before in the context of table 16.6. The test
statistics Q j are then calculated by (15) with 6-j df. The results are summa-
rized in table 16.8.
The critical 10% significance level is widely used in practice as a cutoff for
the Q-test, and on this criterion the joint hypothesis that all of the examined
autocorrelation coefficients are 0 cannot be rejected for more than halfoftheTable 16.8 Chi-Squared Tests ofAutocorrelations ofErrors in Selected Forecast





No. ofForecast % of Forecasts
Quarter Seriesa 1% 5% 10% with Pk > 2/Vn
Predicted (1) (2) (3) (4) (5)
Gross national product (GNP)
QO 19 21.0 31.6 47.4 52.6
Ql 19 15.8 36.8 57.9 36.8
Q2 19 0 5.3 26.3 0
Q3 18 11.1 11.1 16.7 11.1
Implicit price deflator (IPD)
QO 20 45.0 60.0 60.0 60.0
Ql 20 20.0 45.0 80.0 60.0
Q2 20 30.0 50.0 50.0 50.0
Q3 20 45.0 60.0 75.0 85.0
GNP in constant dollars (RGNP)
QO 19 10.5 31.6 31.6 15.8
Ql 19 0 15.8 15.8 10.5
Q2 19 0 5.3 10.5 5.3
Q3 18 0 33.3 50.0 5.6
Unemployment rate (UR)
QO 18 22.2 27.8 27.8 22.2
Ql 18 22.2 33.3 38.9 33.3
Q2 18 33.3 44.4 44.4 55.6
Q3 17 23.5 52.9 58.8 47.1
Consumer expendituresfor durable goods (CEDG)
Ql 18 0 16.7 33.3 11.1
Q2 18 0 11.1 16.7 0
Q3 17 0 0 5.9 0
Change in business inventories (CBI)
QO 20 15.0 35.0 45.0 60.0
Ql 20 10.0 45.0 45.0 35.0
Q2 20 25.0 60.0 65.0 80.0
Q3 20 15.0 40.0 45.0 20.0
Summary
Variable:
GNP 75 12.0 21.3 37.3 25.3
IPD 80 35.0 53.8 66.2 63.8
RGNP 75 2.7 21.3 26.7 9.3
UR 71 25.4 39.4 42.3 39.4
CEDG 71 5.6 16.9 23.9 9.9
CBI 80 16.2 45.0 50.0 48.8
Source: Quarterly ASA-NBER surveys, 1968:4-1979:1.
alncludes forecasts of those individuals who participated in more than 12 consecutive surveys.
The few observations available for Q4 are excluded.
bRefers to the Box-Pierce statistics as defined in eq. (15), with 6-j df. See text.
cCovers all forecasts used in this table, summarized across the four target quarters, QO-Q3.487 Rational Expectations and Macroeconomic Forecasts
error series covered. The best results are obtained for the RGNP and CEDG
forecasts (see cols. 2-4 and the summary in table 16.8). In contrast, two
thirds ofthe series for IPD, half or more of those for CBI, and the long fore-
casts ofUR have Q-statistics that are significant. Thus in many cases forecast-
ers appear to have failed to treat their own past errors efficiently as data to
learn from. (One can think ofvarious possible reasons for this: inconsistent or
deficient information, models, and judgments, surprisingly large and frequent
disturbances.)
It should be noted that these chi-squared tests are neither strong nor direct.
(For example, a value ofQ below the 10% level indicates a probability ofless
than 90% that the hypothesis that the errors are not white noise is true. For
more detail and examples, see Pindyck and Rubinfeld 1981, pp. 549-50.) An
additional test is performed by inspecting all individual Pk coefficients to see
how many ofthem fall outside the range of2 standard deviations from O. The
results, listed in the last column of table 16.8, generally agree well with our
earlier conclusions.
16.3.4 Ex Ante Errors in Group Mean Forecasts
Table 16.9 presents sample estimates of the autocorrelation functions (eq.
[17]) for the errors in the ASA-NBER group mean forecasts. Ifthe error se-
ries, each of which contains 42 observations, were white noise, the standard
deviation of Pk would be approximately .154. Of the 108 entries in columns
1-6 of the table, 82 are smaller than .154 in absolute value; 22 fall between
.154 and.301; and only four exceed.301, that is, are outside the range of ± 2
standard deviations from the mean O. Inflation forecasts account for eight of
the observations in the second and all four observations in the third group.
Not surprisingly, the Q-statistics are definitely significant for the IPD er-
rors, but the same does not apply to the other series, where they are actually
rather small, with only a few exceptions (col. 7). In several cases, the calcu-
lated Q's decline between QO and Q3, notably so for GNP and CEDG.
There is no indication that the absolute values Ipkl are systematically related
to the lag k. In particular, they do not tend to decline as k rises (for IPD the P 6
values, all negative, are particularly large). It is not clear that the autocorre-
lations of higher order deserve much attention, but it certainly cannot be as-
sumed that all ofthem are O. (In an earlier study based on ex post errors in the
group mean forecasts and using as many as 12 autocorrelation lags, some of
the P k coefficients for k > 6 were found to be large and significant [see
Zarnowitz 1982a, table 9 and text]. However, one would expect the autocor-
relations to be on the whole lower for the errors that are knowable ex ante than
for the ex post errors.)488 Chapter Sixteen
Table 16.9 Tests ofAutocorrelation ofErrors in 24 Series ofGroup Mean
Forecasts, 1968-79
Estimated Autocorrelation Coefficientsa Box-Pierce
Statisticb
Quarter PI P z P 3 P4 P s P6 (Q)
Predicted (1) (2) (3) (4) (5) (6) (7)
GNP in current dollars (GNP)
QO -.18 -.15 -.04 -.06 -.17 .14 5.11
Ql -.16 -.11 -.08 -.07 .11 2.84
Q2 -.05 -.02 .05 .08 .92
Q3 .09 .03 .10 .92
Implicit price deflator (IPD)
QO .35 .20 .23 .01 -.13 -.34 16.54#
Ql .21 .22 .12 -.14 -.26 9.66§
Q2 .24 .11 -.17 - .32 10.14#
Q3 .12 -.20 -.41 11.09#
GNP in constant dollars (RGNP)
QO .01 -.04 .01 -.10 -.18 .07 2.57
Ql -.09 -.02 -.11 -.17 -.00 2.37
Q2 .01 -.02 -.09 -.05 53
Q3 .03 -.06 -.09 .72
Unemployment rate (UR)
QO .04 -.18 -.05 -.12 -.15 .16 4.77
Ql -.11 -.24 -.17 -.11 .04 5.53
Q2 -.22 -.20 -.09 .03 4.78
Q3 - .14 -.08 -.00 1.25
Consumer expendituresfor durable goods (CEDG)
QO -.29 -.09 -.22 .19 .07 .12 9.07
Ql -.15 -.14 .13 -.03 .12 3.52
Q2 -.12 .10 .04 .02 1.31
Q3 .13 -.00 .06 1.00
Change in business inventories (CBl)
QO .11 -.02 -.09 .07 -.09 .05 1.70
Ql -.02 -.12 .01 -.11 -.03 1.37
Q2 -.07 .02 -.11 -.04 1.01
Q3 .02 -.01 -.04 .12
Source: Quarterly ASA-NBER surveys, 1968:4-1979:1.
aFor level errors in UR and CBI and for percentage change errors in the other variables. All
measures refer to the means of predictions by those individuals who participated in at least 12
surveys. See eq. (17) and text.
bSee eq. (15) and text. # means significant at the 5% level, §, at the 10% level.489 Rational Expectations and Macroeconomic Forecasts
16.5 Summary and Conclusions
16.5.1 Main Results
1. The hypothesis of unbiasedness is rejected at the 5% significance level
for 362 ofthe 2,350 forecast series examined. Nearly half ofthese rejections
refer to the inflation forecasts, where they account for 44.3% ofthe tests. For
the other five variables, the percentage of rejections is 9.6. It is evident that
the forecasts ofinflation show much more bias than the others.
2. The contrast extends to each target quarter but is particularly sharp for
the longer horizons, as illustrated by the following percentages rejected:







3. About 4 out of 10 ofthe respondents participated in fewer than 20 ofthe
surveys covered, producing relatively short forecast series for which the
power of the tests is low. Higher significance levels and confidence region
analysis are used to cope with this small-sample problem. The previously de-
rived broad conclusions on the incidence ofbias are not altered.
4. Inflation has been underestimated most of the time during the 1970s in
both the short and, particularly, longer forecasts. Mainly for this reason, the
mean errors are predominantly negative for all nominal variables covered.
They tend to be positive for the predictions ofrates ofchange in real GNP.
5. Because in each unit period there is only one actual value but many
individual predictions for any target variable, pooled regressions yield biased
estimates of the parameters. They result in unreliable tests that greatly over-
state the extent ofbias in the forecasts.
6. For inflation and unemployment, most of the regressions of actual on
predicted values have serially correlated residual error terms, and the frequen-
cies ofthis result increase with the predictive horizon (distance from the target
quarter). For the other variables, only minorities ofthe tests indicate the pres-
ence ofsuch dependencies. The latter increase the risk offalsely rejecting the
null hypothesis ofunbiasedness. However, cases in which separate tests indi-
cate both bias and autocorrelated residuals appear to be relatively infrequent,
except for inflation.
7. For the series of group mean forecasts, the tests do not reject H0: (ex, ~)
= (0,1) for GNP (QO-Q4), RGNP (Q2, Q3), UR (Ql, Q2), and CEDG (Ql-
Q4). Elsewhere there are evidences ofbias, weak in some cases and strong in
others, such as the shortest forecasts for RGNP and CEDG, intermediate fore-
casts for CBI, and all forecasts (but particularly the longer ones) for IPD.
These results are from tests based on OLS regression estimates; tests that use
GLS estimates produced fewer and weaker rejections ofthe unbiasedness hy-
pothesis.
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the absence of systematic elements in series of errors from the forecaster's
own predictions, where such errors are measured strictly in the form in which
they could have been known at the time of the forecast. Tests ofautocorrela-
tion among errors so measured are again unfavorable for most individual fore-
casts ofIPD and many forecasts ofCBI and UR and considerably more favor-
able for the other variables. There is no evidence ofa common dependence of
these results on the forecasting span.
9. The corresponding tests for the group mean forecasts confirm the nega-
tive verdict on the inflation expectations, but they find little evidence ofserial
correlation among the ex ante errors ofthe other forecasts for lags ofup to six
quarters.
16.5.2 Related Findings
Recent work using survey data has been preoccupied with tests for the ra-
tionality ofinflation expectations. The most frequently used series consists of
one-step-ahead group forecasts from the semiannual Livingston surveys. The
balance ofthe evidence is that these data reject the hypothesis that (a, (3) =
(0, 1). This conclusion is consistent with the results ofPesando (1975), Carl-
son (1977), Wachtel (1977), Moore (1977c), Pearce (1979), Figlewski and
Wachtel (1981), and Gramlich (1983). Tests that do not reject the hypothesis
were reported by Mullineaux (1978, 1980a).
Another set ofdata much examined in this context comes from the surveys
of consumer attitudes of the University of Michigan Institute for Social Re-
search (ISR; Juster 1979; Huizinga 1980; Curtin 1982). The questions on
"prices of things you buy," once concerned solely with the direction of the
expected changes, now also seek to classify the rates of change into a few
broad size categories. The creation of a group forecast series from such data
requires a rather elaborate ex post procedure of quantifying qualitative re-
sponses. Some ofthe studies find that the unbiasedness hypothesis cannot be
rejected for the ISR data; others merely find that it is "not so decisively re-
jected" as the inflation forecasts by other groups (Gramlich 1983, p. 163). In
all, there is not much convincing evidence here in favor of the REH. Claims
that households predict inflation "more rationally" than economic and busi-
ness forecasters receive some support, but they are based on comparisons that
seem strained and inconclusive.
The plant and equipment surveys ofthe Commerce Department's Bureau of
Economic Analysis yield forecasts by businessmen ofprice changes for goods
and services and capital goods purchased; these data fail to pass the test for
unbiasedness decisively (de Leeuw and McKelvey 1981; Gramlich 1983).
Data from the European and Japanese surveys, mainly of consumers, re-
quire quantification of categorical responses. The results ofthe tests are here
mixed but in large measure negative (Aiginger 1981; Papadia 1982; Visco
1984).
The regressions of actual on predicted inflation have also been found to491 Rational Expectations and Macroeconomic Forecasts
produce serially correlated residuals, which some of the studies interpret as
another departure from rationality. But the correctness of this view depends
on the (generally unexamined) extent to which the calculated regression error
terms constitute information knowable at the time ofthe forecast.
McNees (1978) applied tests of unbiasedness to forecasts from three well-
known econometric service bureaus, Chase, Data Resources, Inc., and Whar-
ton. The periods covered are short-5.5 or 6 years beginning in 1970:2-so
the power ofthese tests is low, and the results are in part difficult to rational-
ize. For the multiperiod forecasts of inflation, the F-statistics are generally
significant but much higher for the GLS than the OLS estimates. For real
growth, the situation is reversed and the null hypothesis is consistently ac-
cepted for predictions over more than one quarter when GLS is used. The
results for DR are mixed, with indications of bias in the longer but not the
short forecasts.
According to a study by Hafer and Hein (1985), the average ASA-NBER
forecasts of inflation were more accurate in 1975-79 and 1980-84 than in
1970-74. In the last two subperiods and in the full period 1970-84, they
outperformed the inflation forecasts from a time-series (ARIMA) model and
an interest-rate model (similar to Fama and Gibbons 1982). The first half of
the 1970s was clearly among the most trying times for the forecasters gener-
ally (Zamowitz 1979). But this is not to say that the forecast period somehow
explains or excuses th~ observed failures of the forecasts to avoid bias and
inefficiency. After all, it is precisely in times of highly variable inflation and
real growth rates that the incentives to use data and predict efficiently are es-
pecially high. Moreover, as suggested by the present study, much ofthe vari-
ation among the forecasts is attributable to differences between the sources,
models, variables, and horizons involved; it simply cannot be explained by
differences in the periods covered.