Abstract. This paper addresses the discrete logarithm problem in elliptic curve cryptography. In particular, we generalize the Menezes, Okamoto, and Vanstone (MOV) reduction so that it can be applied to some nonsupersingular elliptic curves (ECs); decrypt Frey and R uck (FR)'s idea to describe the detail of the FR reduction and to implement it for actual elliptic curves with nite elds on a practical scale; and based on them compare the (extended) MOV and FR reductions from an algorithmic point of view. (This paper has primarily an expository role.)
Introduction
This paper addresses the discrete logarithm problem (DLP) in elliptic curve (EC) cryptography. ECs have been intensively studied in algebraic geometry and number theory. In recent years, they have been used in devising e cient algorithms for factoring integers 11] and primality proving 3], and in the construction of public key cryptosystems 15, 9] . In particular, EC cryptography whose security is based on the intractability of the DLP in ECs (ECDLP) has drawn considerable public attention in recent years. Let 6 ; a 1 ; a 2 ; a 3 ; a 4 ; a 6 2 F q ; (1) where F q is a nite eld with q = p m elements (p: prime, and m 1). The ECDLP in E=F q is de ned to nd 0 l n ? 1 such that R = lP := P + P + + P | {z } l given P 2 E(F q ) and R 2< P >, where n is the order of the nite cyclic group < P >. Through the paper, we denote for E(K) := f(x; y) 2 K K j(x; y) satis es Eq:(1)g fOg, the addition is de ned in such a way that E := E( K ) makes an abelian group, where K is the algebraic closure of K , and O is the identity element of the group 22].
The main reason why EC cryptosystems are getting more accepted compared to the conventional schemes is that it is believed that the ECDLP in E=F q generally requires an exponential time in log q to solve it (V. Miller 15] , and J.
Silverman and J. Suzuki 23] ) while the DLP in F q can be solved at most within a subexponential time.
In other words, if EC cryptosystems provide equivalent security as the existing schemes, then the key lengths will be shorter. Having short key lengths means smaller bandwidth and memory requirements and can be a crucial factor in some applications, for example the design of smart card systems.
However, it has been reported that for speci c cases the ECDLP is no more di cult than the DLP by considering injective homomorphisms that map in a polynomial time from < P > to F q or F q k , where F q k is a suitable extension eld of F q . (For attacks against hyper-EC cryptography, L. Adleman, J. DeMarrais, and M. Huang gave a heuristic argument that under certain assumptions, the DLP in the group of rational points on the Jacobian of a genus g hyper-EC over F p is solved in a subexponential time for su ciently large g and odd p with log p (2g + 1) 0:98 . For the detail, see 1].)
For the reduction to F q , recently only the case of anomalous ECs, i.e. the case of q = p and #E(F p ) = p, and its simple generalization have been solved 21, 24, 18] .
On the other hand, for the reduction to F q k , A. Menezes, T. Okamoto, and S. Vanstone 13] proposed the so-called MOV reduction that makes it possible to solve the case of supersingular ECs, i.e. the case of pjt with t := q + 1 ?#E(F q ).
In other words, for supersingular ECs the ECDLP in E=F q is reduced to the DLP in F q k for some k that is solved in a subexponential time. The DLP obtained in that way is de ned in F q k , so that the input size is multiplied by k. In actual, the value of k is the minimum positive integer such that E n] E(F q k ), where E n] := fT 2 EjnT = Og. Menezes, Okamoto, and Vanstone found in 13] that if E=F q is supersingular, such a k is at most six, and constructed a probabilistic polynomial time algorithm to nd Q 2 E n] such that the Weil pairing e n (P; Q) 22 ] has order n in F q k .
Concerning the reduction to F q k , after the MOV reduction appeared, G. Frey and H. R uck 7] proposed another injective homomorphism based on the Tate pairing (FR reduction). The FR reduction is applied when njq ? 1. Also, by extending the de nition eld from F q to F q k , the reduction is possible even for the case of njq k ? 1. In this case, k is the minimum positive integer such that njq k ?1. Then, as in the MOV reduction, the input size of the DLP is multiplied by k. But the Ref. 7 ] dealt with only the conceptual aspect.
At this point, we should be aware that there is a gap between the conditions to which the MOV and FR reductions are applied. In fact, according to R. Schoof 19] , if p 6 jn, E n] E(F q k ) is equivalent to njq k ? 1 and other two conditions.
In this paper, we generalize the MOV reduction so that it can be applied to some non-supersingular ECs satisfying E n] E(F q k ) for some k (Section 2).
This extension is never straightforward since no algorithm has been proposed to e ciently nd for non-supersingular ECs some Q 2 E n] such that e n (P; Q) is a primitive n th root of unity. We construct a polynomial time algorithm to realize it although those ECs do not cover all the ones satisfying E n] E(F q k ).
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Moreover, we prove that it is possible to immediately nd such a Q 2 E n] for the MOV reduction unless c 2 njc 1 when we express the group structure as 1 E(F q ) = Z n1 Z n2 ; E n] E(F q k ); and E(F q k ) = Z c1n1 Z c2n1
with n 2 jn 1 and c 2 jc 1 (See 13, 14]).
On the other hand, quite recently, R. Balasubramanian and N. Koblitz 5] showed that if n is a prime, n 6 jq, and n 6 jq ?1, then E n] E(F q k ) is equivalent to njq k ? 1.
In this sense, if n is a prime, the following are the cases that the (extended)
MOV reduction cannot deal with but the FR can:
1. njq ? 1; and 2. E n] E(F q k ), c 2 njc 1 .
Next, we describe the detail algorithm for the FR reduction, and analyze the computational property (in Section 3). We actually implement the FR reduction for many cases. In addition, we compare it with the extended MOV reduction except for those two cases (in Section 4). Consequently, we should suggest that the FR is better than the MOV in any situation.
Through the paper, for brevity, we assume 1. the order n of < P > is a prime. If the given n = Q i p ei i is not a prime. the problem is reduced to nding for each i, l mod p i such that R = lP. Then, we can obtain the values of l mod p ei i for all i using the Pohlig-Hellman's algorithm 17] to determine l mod n using the Chinese Remainder Theorem. Further, without loss of generality, we can further assume the following two conditions: 2. p 6 jt (non-supersingularity), and 3. p 6 jn (non-anomalousness) i.e. p 6 = n because for those cases, the ECDLP has been already solved in subexponential and polynomial times, respectively. This paper has primarily an expository role.
Extending the MOV Reduction
The framework of the MOV reduction can be described as follows ( 13] , page 71 in 14]). The idea is to extend the de nition eld from F q to F q k for some k so that E n] E(F q k ).
Algorithm 1
Input: an element P 2 E(F q ) of order n, and R 2< P >. Output: an integer l such that R = lP 1 Through the paper, Zn denotes Z=nZ.
Step 1: determine the smallest integer k such that E n] E(F q k ).
Step 2: nd Q 2 E n] such that = e n (P; Q) has order n.
Step 3: compute = e n (R; Q).
Step 4: compute l, the discrete logarithm of to the base in F q k .
Let n be the group of n th roots of unity, e n : E n] E n] ! n the Weil pairing 22], and Q 2 E n] such that e n (P; Q) is a primitive n th root of unity. Then, from the property of the Weil pairing, n F q k holds. Thus, the group isomorphism < P >! n de ned by S 7 ! e n (S; Q) gives an injective homomorphism < P >! F q k 13].
It is known that for any E=F q there is a pair (n 1 ; n 2 ) such that E(F q ) = Z n1 Z n2 with n 2 jn 1 However, it would be time-consuming to follow these steps: the rst two steps take polynomial times, the third takes a subexponential time, and the last takes a probabilistic polynomial time, provided k is small enough compared to q. That is, for supersingular ECs, the following algorithm was proposed in 13] 14].
Algorithm 1 0
Input: an element P 2 E(F q ) of order n, and R 2< P >. Output: an integer l such that R = lP
Step 1': determine the smallest integer k such that E n] E(F q k ).
Step 2': pick Q 0 2 E(F q k ) randomly, and compute Q = cn 1 =n]Q 0 .
Step 3': compute = e n (P; Q) and = e n (R; Q).
Step 4': compute l 0 by solving the discrete logarithm of to the base in F q k .
Step 5': check if l 0 P = R holds. If it does, set l = l 0 . Otherwise, go to Step 2'.
It can be easily seen that Algorithms 1 and 1 0 are essentially the same although they take di erent step. At this point, we pay attention to how to determine an element Q 2 E n]. The correct l is obtained with probability 1 ? 1=n ( (n)=n if n is not a prime) after Steps 1'-5' of Algorithm 1 0 . Since n is large, the expected number of trials is close to one.
Since we consider non-supersingular ECs, we cannot use the above three facts. Let (e; r) be such that c 1 =c 2 = n e r with e 0 and (n; r) = 1. We propose the details of Step 2 in Algorithm 1 for non-supersingular ECs as follows:
Step 2-1: pick Q 0 2 E(F q k ) randomly.
Step 2-2: set Q = c 1 n 1 =n e+1 ]Q 0 2 E n e+1 ] \ E(F q k ).
Step 2-3: if Q 6 2 E n], i.e. if nQ 6 = O, go to Step 2-1.
Step 2-4: compute = e n (P; Q). If = 1, go to Step 2-1.
We should note here that the above modi cation provides a generalization of the MOV reduction: previously, the MOV can be applied if the EC is supersingular, i.e. e = 0 and r = 1. If e = 0, Step 2-3 can be omitted. The following theorem suggests from a computational point of view that the extension of the MOV reduction in this paper is useful if and only if e = 0.
Theorem 1 The probability that Q 2 E n e+1 ] \ E(F q k ) obtained in Step 2-2 satis es both Q 2 E n] and e n (P; Q) 6 = 1 is 1 n e (1 ? 1 n ).
Proof: Consider the map:
Then, since E(F q k ) = Z c1n1 Z c2n1 , the image of f is isomorphic to Z n e+1 Z n .
Let be the set of Q such that Q 2 E n] and e n (P; Q) 6 = 1. u t
Recall n = O(q), which means Step 2-3 requires an exponential time on average if e 1.
If we have c 2 njc 1 during the eld extension when we apply the MOV reduction, we must give up the reduction process. Such a probability may be small, and we might in the future come up with an alternative method that can deal with even such a case. However, we should keep in mind that there is much additional computation to realize the MOV reduction for nonsupersingular ECs:
counting #E(F q ), factoring #E(F q k ), nding the pair (c 1 , c 2 ) for the group structure E(F q k ) (more precisely, the value of c 1 n 1 =n e+1 in Step 2-2), etc., even when E n] E(F q k ) and c 2 n 6 jc 1 .
3 Implementing the FR Reduction
In this section, assuming K := F q k for some k. We consider the realization of the FR reduction. In the original paper by Frey and R uck 7] , only the conceptual aspect was stated, and it seems that no realization on the FR reduction has been published because the FR reduction appears to be less familiar to the cryptography community than the MOV reduction. We rst describe an algorithm for realizing Frey and R uck's idea, where we assume that k is the minimum integer such that njq k ? 1. Algorithm 2 Input: an element P 2 E(F q ) of order n, and R 2< P >. Output: an integer l such that R = lP.
Step 1: determine the smallest integer k such that njq k ? 1, and set K := F q k .
Step 2: pick S; T 2 E(K) randomly.
Step 3: compute the element f 2 K (E) such that div(f) = n((P) ? (O)), and compute = f(S)=f(T)
Step 4: compute = q k ?1 n . If = 1, then go to Step 2.
Step 5: compute the element g 2 K (E) such that div(g) = n((R) ? (O)), and compute = g(S)=g(T), and = q k ?1 n .
Step 6: solve the DLP = l in K , i.e. the logarithm of to the base in K . 
Frey and R uck's Idea
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For f 2 K (E) , the divisor div(f) is de ned by div(f) := P P2E ord P (f)(P ), where ord P (f) is the multiplicity of zeros (if positive) or poles (if negative) at P 2 E with respect to f 2 K (E) , and we refer to such a divisor as the principal The pairing f; g 0;n can be said to be a variant of the Tate pairing 25].
Theoretical Analysis
In 7], the computation of Steps 2-5 is supposed to be within a probabilistic polynomial time, now we actually evaluate the computation for each step in Algorithm 2. We assume that the usual multiplication algorithms are used, so that multiplying two elements of length N takes time O(N 2 ).
For
Step 2, we rst pick an element x = a in K to substitute it to Eq. (1). Then, we check if the quadratic equation with respect to y has a solution in K , i.e. if the discriminant is a quadratic residue in K . The probability of the success is approximately a half. If it is successful, it su ces to solve the quadratic equation in a usual manner. The computation to solve the quadratic equation dominants one to compute quadratic roots in K . This takes expected running time O((log q k ) 3 ) = O(k 3 (log q) 3 ) (for the detail, see 4], 10]). We do this process twice to obtain S; T 2 E(K).
For Step 3, there is a standard procedure to compute the function f 2 K (E) from a principal divisor div(f) 2 Prin(E) (see for example pages 63-64 in 14]).
Basically, this can be done by the following: and O (in particular, P 0 = ?P implies v 1). We can obtain the value of = f(S)=f(T) by substituting S, T to the aforementioned f; f 0 ; g and multiplying them. Hence, Step 3 takes O((log q k ) 2 ) O(log n) = O(k 2 (log q) 3 ).
For
Step 4, the computation of = q k ?1 n takes O(log( q k ?1 n )) O((log q k ) 2 ) = O(k 3 (log q) 3 ). Moreover, we should evaluate the probability of going back to Step 2 so that we can measure how long it takes to compute the whole steps. The crucial point here is that we should e ciently nd Q 2 Pic 0 K (E)=nP ic 0 K (E) such that f P; Qg 0;n can be a generator of K =(K ) n . We prove the following theorem. Theorem 2 Let k be the smallest positive integer such that njq k ?1(in this case, K = F q k ). Then the probability of going back from Step 4 to Step 2 is 1=n.
Proof: Note that E(K) = Z n1 Z n2 , n 2 jn 1 , and E n] = Z n Z n . Thus, E(K) n] = Z n (n 6 jn 2 ) Z n Z n (njn 2 ): Also, from the nondegeneracy of the FR reduction,
Z n Z n (njn 2 ): We consider the two cases separately.
1. E n] 6 E(K), i.e. n 6 jn 2 : if we pick Q 2 E(K) randomly, the probability of f P; Qg 0;n 6 2 (K ) n is #E(K ) ? #nE(K ) #E(K ) = n 1 n 2 ? n 1 n 2 =n n 1 n 2 = 1 ? 1=n:
2. E n] E(K), i.e. njn 2 : let T := fQ 2 E(K)=nE(K ) j f P; Qg 0;n 6 2 (K ) n g. Then, #T = n 2 ? n. Since the map ' : E(K) ! E(K)=nE(K ) is a module homomorphism, the probability of f P; Qg 0;n 6 2 (K ) n is #' ?1 (T ) #E(K ) = #Ker(') #T #E(K ) = (n 1 n 2 =n 2 )(n 2 ? n)
The probability of going back from Step 4 to Step 2 is almost close to zero since we assume that n is considerably large. For
Step 5, we can estimate the computation as O(k 3 (log q) 3 ). From the above insight, if k can be assumed to be small enough compared to q, the expected running time of the FR reduction (from Step 2 to Step 5 in Algorithm 2) is O((log q) 3 ).
Implementation
We made several experiments including the following four cases. The CPU is Pentium 75MHz (SONY Quarter L, QL-50NX, the second cache capacity: 256kB)
In Examples 1 and 2, the FR reduction was applied to ECs with trace 2.
Example 1 (EC with trace 2, i.e. #E(F p ) = p ? 1 ) Suppose that the curve E=F p : y 2 = x 3 + ax + b, the base point P = (x 0 ; y 0 ) 2 E(F p ), the order n of P, When we implement the FR and MOV reductions, two random points are needed. The numbers of function values needed to compute the pairings for the FR and MOV reductions are four and seven, respectively. In the both reductions, the computation of function values dominates the whole computation time (Table 1) .
From the implementation data and the above consideration, the computation of function values needed to implement the FR and MOV reductions may be a heavy load. For each reduction, the computation of pairings actually dominates the whole computation time while other steps theoretically take O((log q) 3 ) as well. We nd that the running time of the FR reduction is almost 4=7 times as much as that of the MOV reduction. 
Comparing the (Extended) MOV and FR Reductions
We extended the MOV reduction so that it can be applied to some non-supersingular ECs, and implemented the FR reduction to understand the whole process. Now time to compare the two reductions.
On the Extension Degrees
Bad news for the MOV reduction is the following fact on group structures, which is due to R. Schoof 19] Proposition 2 ( 20] ) The following two conditions are equivalent: and the endomorphism ring of E=F q k in which the isogenies are de ned over F q k , respectively.
In this sense, the condition under which the FR can be applied generally includes the one under which the MOV can be applied.
On the contrary, here's good news for the MOV reduction: the di erence is not so large between the two conditions for extension degree k under which the MOV and FR reductions can be applied. In fact, R. Balasubramanian and N. Koblitz 5] (Recall q 1 mod n.) Then, the matrix that k expresses is M k = 1 ka 0 1 . Thus, k (T ) = T , ka 0 mod n , k 0 mod n ;
where we have used a 6 0 mod n since E n] 6 E(F q k ). Thus, k = nj with j 1.
2 If E n] 6 E(F q ) and njq ? 1, Remark 2 implies that the extension degree k is no less than n, which further means that an exponential number of extensions are needed in the MOV reduction. Hence, then, we will have to give up applying the MOV reduction.
On the E ciency of the Reductions
In the following, assuming n 6 jq ? 1, we compare the e ciency of the MOV and FR reductions.
We exclude the following computation in the pre-processing: 1. counting #E(F q ), say by Schoof's algorithm 20, 6, 2], and 2. factoring #E(F q ).
Moreover, suppose that the DLP that is obtained by the both reductions from the ECDLP essentially has the same di culty. Then, all we should compare is the main part of the reductions, i.e. Steps 2-3 in Algorithms 1 and Step 2-5 in Algorithm 2.
However, as considered in Section 2, compared to the FR reduction, additional computation is needed to nd the group structure for E(F q k ) for the proposed MOV reduction, although it is computed in a subexponential time. Moreover, as for application of the MOV reduction, we must give up the application if e 1 in Theorem 1. Besides, we should notice that computing the Weil pairing requires almost twice time that the pairing in the FR reduction takes.
The Actual Di erence of the Conditions Between the Two Reductions
At present, we nd that there are still two conditions under which the FR can be applied but the MOV cannot: Even if the second condition is cleared in the future, the FR reduction is superior to the MOV reduction for the computation of the main part, i.e. for computing the pairings, the MOV requires almost twice time that the FR takes.
In this regard, we must conclude that practically, in any situation the FR reduction is better than the MOV reduction from an algorithmic point of view.
