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Abstract
Large scale optimization problems are ubiquitous in machine learning and data
analysis and there is a plethora of algorithms for solving such problems. Many of these
algorithms employ sub-sampling, as a way to either speed up the computations and/or
to implicitly implement a form of statistical regularization. In this paper, we consider
second-order iterative optimization algorithms, i.e., those that use Hessian as well as
gradient information, and we provide bounds on the convergence of the variants of
Newton’s method that incorporate uniform sub-sampling as a means to estimate the
gradient and/or Hessian. Our bounds are non-asymptotic, i.e., they hold for finite
number of data points in finite dimensions for finite number of iterations. In addition,
they are quantitative and depend on the quantities related to the problem, i.e., the
condition number. However, our algorithms are global and are guaranteed to converge
from any initial iterate.
Using random matrix concentration inequalities, one can sub-sample the Hessian
in a way that the curvature information is preserved. Our first algorithm incorpo-
rates such sub-sampled Hessian while using the full gradient. We also give additional
convergence results for when the sub-sampled Hessian is regularized by modifying its
spectrum or ridge-type regularization. Next, in addition to Hessian sub-sampling, we
also consider sub-sampling the gradient as a way to further reduce the computational
complexity per iteration. We use approximate matrix multiplication results from ran-
domized numerical linear algebra (RandNLA) to obtain the proper sampling strategy.
In all these algorithms, computing the update boils down to solving a large scale linear
system, which can be computationally expensive. As a remedy, for all of our algo-
rithms, we also give global convergence results for the case of inexact updates where
such linear system is solved only approximately.
This paper has a more advanced companion paper [40] in which we demonstrate
that, by doing a finer-grained analysis, we can get problem-independent bounds for
local convergence of these algorithms and explore tradeoffs to improve upon the basic
results of the present paper.
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of California at Berkeley, Berkeley, CA 94720. farbod/mmahoney@stat.berkeley.edu.
1
ar
X
iv
:1
60
1.
04
73
7v
3 
 [m
ath
.O
C]
  2
6 F
eb
 20
16
1 Introduction
Large scale optimization problems arise frequently in machine learning and data analysis and
there has been a great deal of effort to devise algorithms for efficiently solving such problems.
Here, following many data-fitting applications, we consider the optimization problem of the
form
min
x∈Rp
F (x) =
1
n
n∑
i=1
fi(x), (1)
where each fi : Rp → R corresponds to an observation (or a measurement) which models
the loss (or misfit) given a particular choice of the underlying parameter x. Examples of
such optimization problems arise frequently in machine learning such as logistic regression,
support vector machines, neural networks and graphical models. Many optimization algo-
rithms have been developed to solve (1), [4, 35, 9]. Here, we consider the high dimensional
regime where both p and n are very large, i.e., n, p 1. In such high dimensional settings,
the mere evaluation of the gradient or the Hessian can be computationally prohibitive. As
a result, many of the classical deterministic optimization algorithms might prove to be in-
efficient, if applicable at all. In this light, there has been a great deal of effort to design
stochastic variants which are efficient and can solve the modern “big data” problems. Many
of these algorithms employ sub-sampling as a way to speed up the computations. For ex-
ample, a particularly simple version of (1) is when the fi’s are quadratics, in which case one
has very over-constrained least squares problem. For these problems, randomized numerical
linear algebra (RandNLA) has employed random sampling [29], e.g., sampling with respect
to approximate leverage scores [19, 18]. Alternatively, on can perform a random projection
followed by uniform sampling in the randomly rotated space [20]. In these algorithms, sam-
pling is used to get a data-aware or data-oblivious subspace embedding, i.e., an embedding
which preserves the geometry of the entire subspace, and as such, one can get strong relative-
error bounds of the solution. Moreover, implementations of algorithms based on those ideas
have been shown to beat state-of-the-art numerical routines [3, 33, 50]. For more general
optimization problems of the form of (1), optimization algorithms are common, and within
the class of first order methods, i.e., those which only use gradient information, there are
many corresponding results. However, within second order methods, i.e., the ones that use
both the gradient and the Hessian information, one has yet to devise globally convergent
algorithms with non-asymptotic convergence guarantees. We do that here. In particular,
we present sub-sampled “Newton-type” algorithms which are global and are guaranteed to
converge from any initial iterate. Subsequently, we give convergence guarantees which are
non-asymptotic, i.e., they hold for finite number of data points in finite dimensions for finite
number of iterations.
The rest of this paper is organized as follows: in Section 1.1, we first give a very brief
background on the general methodology for optimizing (1). The notation and the assump-
tions used in this paper are given in Section 1.2. The contributions of this paper are listed
in Section 1.3. Section 1.4 surveys the related work. Section 2 gives global convergence
results for the case where only the Hessian is sub-sampled while the full gradient is used.
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In particular, Section 2.1.1 gives a linearly convergent global algorithm with exact update,
whereas Section 2.1.2 gives a similar result for the case when approximate solution of the
linear system is used as search direction. The case where the gradient, as well as Hessian,
is sub-sampled is treated in Section 3. More specifically, Section 3.1.1 gives a globally con-
vergent algorithm with linear rate with exact update, whereas Section 3.1.2 addresses the
algorithm with inexact updates. A few examples from generalized linear models (GLM), a
very popular class of problems in machine learning community, as well as numerical simu-
lations are given in Section 4. Conclusions and further thoughts are gathered in Section 5.
All proofs are given in the appendix.
1.1 General Background
For optimizing (1), the standard deterministic or full gradient method, which dates back to
Cauchy [13], uses iterations of the form
x(k+1) = x(k) − αk∇F (x(k)),
where αk is the step size at iteration k. However, when n  1, the full gradient method
can be inefficient because its iteration cost scales linearly in n. In addition, when p  1
or when each individual fi are complicated functions (e.g., evaluating each fi may require
the solution of a partial differential equation), the mere evaluation of the gradient can be
computationally prohibitive. Consequently, stochastic variant of full gradient descent, e.g.,
(mini-batch) stochastic gradient descent (SGD) was developed [39, 8, 26, 5, 7, 14]. In such
methods a subset S ⊂ {1, 2, · · · , n} is chosen at random and the update is obtained by
x(k+1) = x(k) − αk
∑
j∈S
∇fj(x(k)).
When |S|  n (e.g., |S| = 1 for simple SGD), the main advantage of such stochastic gradient
methods is that the iteration cost is independent of n and can be much cheaper than the
full gradient methods, making them suitable for modern problems with large n.
The above class of methods are among what is known as first-order methods where only
the gradient information is used at every iteration. One attractive feature of such class of
methods is their relatively low per-iteration-cost. Despite the low per-iteration-cost of first
order methods, in almost all problems, incorporating curvature information (e.g., Hessian)
as a form of scaling the gradient, i.e.,
x(k+1) = x(k) − αkDk∇F (x(k)),
can significantly improve the convergence rate. Such class of methods which take the cur-
vature information into account are known as second-order methods, and compared to first-
order methods, they enjoy superior convergence rate in both theory and practice. This is so
since there is an implicit local scaling of coordinates at a given x, which is determined by
the local curvature of F . This local curvature in fact determines the condition number of a
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F at x. Consequently, by taking the curvature information into account (e.g., in the form of
the Hessian), second order methods can rescale the gradient direction so it is a much more
“useful” direction to follow. This is in contrast to first order methods which can only scale
the gradient uniformly for all coordinates. Such second order information have long been
used in many machine learning applications [6, 51, 27, 31, 10, 11].
The canonical example of second order methods, i.e., Newton’s method [35, 9, 37], is with
Dk taken to be the inverse of the full Hessian and αk = 1, i.e.,
x(k+1) = x(k) − [∇2F (x(k))]−1∇F (x(k)).
It is well known that for smooth and strongly convex function F , the Newton direction is
always a descent direction and by introducing a step-size, αk, it is possible to guarantee
the global convergence (by globally convergent algorithm, it is meant an algorithm that ap-
proaches the optimal solution starting from any initial point). In addition, for cases where F
is not strongly convex, the Levenberg-Marquardt type regularization, [25, 30], of the Hessian
can be used to obtain globally convergent algorithm. An important property of Newton’s
method is scale invariance. More precisely, for some new parametrization x˜ = Ax for some
invertible matrix A, the optimal search direction in the new coordinate system is p˜ = Ap
where p is the original optimal search direction. By contrast, the search direction produced
by gradient descent behaves in an opposite fashion as p˜ = A−Tp. Such scale invariance
property is important to more effectively optimize poorly scaled parameters; see [31] for a
very nice and intuitive explanation of this phenomenon.
However, when n, p  1, the per-iteration-cost of such algorithm is significantly higher
than that of first-order methods. As a result, a line of research is to try to construct an
approximation of the Hessian in a way that the update is computationally feasible, and
yet, still provides sufficient second order information. One such class of methods are quasi-
Newton methods, which are a generalization of the secant method to find the root of the
first derivative for multidimensional problems. In such methods, the approximation to the
Hessian is updated iteratively using only first order information from the gradients and the
iterates through low-rank updates. Among these methods, the celebrated Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm [37] and its limited memory version (L-BFGS) [36, 28],
are the most popular and widely used members of this class. Another class of methods for
approximating the Hessian is based on sub-sampling where the Hessian of the full function F
is estimated using that of the randomly selected subset of functions fi, [10, 11, 21, 31]. More
precisely, a subset S ⊂ {1, 2, · · · , n} is chosen at random and, if the sub-sampled matrix is
invertible, the update is obtained by
x(k+1) = x(k) − αk
[∑
j∈S
∇2fj(x(k))
]−1∇F (x(k)), (2a)
In fact, sub-sampling can also be done for the gradient, obtaining a fully stochastic iteration
x(k+1) = x(k) − αk
[ ∑
j∈SH
∇2fj(x(k))
]−1 ∑
j∈Sg
∇fj(x(k)), (2b)
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where Sg and SH are sample sets used for approximating the Hessian and the gradient,
respectively. The variants (2) are what we call sub-sampled Newton methods in this paper.
This paper has a companion paper [40], henceforth called SSN2, which considers the
technically-more-sophisticated local convergence rates for sub-sampled Newton methods (by
local convergence, it is meant that the initial iterate is close enough to a local minimizer at
which the sufficient conditions hold). However, here, we only concentrate on designing such
algorithms with global convergence guarantees. In doing so, we need to ensure the following
requirements:
(R.1) Our sampling strategy needs to provide a sample size |S| which is independent of n,
or at least smaller. Note that this is the same requirement as in SSN2 [40, (R.1)].
However, as a result of the simpler goals of the present paper, we will show that,
comparatively, a much smaller sample size can be required here than that used in
SSN2 [40].
(R.2) In addition, any such method must, at least probabilistically, ensure that the sub-
sampled matrix is invertible. If the gradient is also sub-sampled, we need to ensure
that sampling is done in a way to keep as much of this first order information as
possible. Note that unlike SSN2 [40, (R.2)] where we require a strong spectrum-
preserving property, here, we only require the much weaker invertibility condition,
which is enough to yield global convergence.
(R.3) We need to ensure that our designed algorithms are globally convergent and approach
the optimum starting from any initial guess. In addition, we require to have bounds
which yield explicit convergence rate as opposed to asymptotic results. Note that
unlike SSN2 [40, (R.3)] where our focus is on speed, here, we mainly require global
convergence guarantees.
(R.4) For p 1, even when the sub-sampled Hessian is invertible, computing the update at
each iteration can indeed pose a significant computational challenge. More precisely,
it is clear from (2) that to compute the update, sub-sampled Newton methods require
the solution of a linear system, which regardless of the sample size, can be the bot-
tleneck of the computations. Solving such systems inexactly can further improve the
computational efficiency of sub-sampled algorithms. Hence, it is imperative to allow
for approximate solutions and still guarantee convergence.
In this paper, we give global convergence rates for sub-sampled Newton methods, address-
ing challenges (R.1), (R.2), (R.3) and (R.4). As a result, the local rates of the companion
paper, SSN2 [40], coupled with the global convergence guarantees presented here, provide
globally convergent algorithms with fast and problem-independent local rates (e.g., see The-
orems 2 and 7). To the best of our knowledge, the present paper and SSN2 [40] are the very
first to thoroughly and quantitatively study the convergence behavior of such sub-sampled
second order algorithms, in a variety of settings.
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1.2 Notation and Assumptions
Throughout the paper, vectors are denoted by bold lowercase letters, e.g., v, and matrices or
random variables are denoted by regular upper case letters, e.g., V , which is clear from the
context. For a vector v, and a matrix V , ‖v‖ and ‖V ‖ denote the vector `2 norm and the
matrix spectral norm, respectively, while ‖V ‖F is the matrix Frobenius norm. ∇f(x) and
∇2f(x) are the gradient and the Hessian of f at x, respectively and I denotes the identity
matrix. For two symmetric matrices A and B, A  B indicates that A − B is symmetric
positive semi-definite. The superscript, e.g., x(k), denotes iteration counter and ln(x) is
the natural logarithm of x. Throughout the paper, S denotes a collection of indices from
{1, 2, · · · , n}, with potentially repeated items and its cardinality is denoted by |S|.
For our analysis throughout the paper, we make the following blanket assumptions: we
require that each fi is twice-differentiable, smooth and convex, i.e., for some 0 < Ki < ∞
and ∀x ∈ Rp
0  ∇2fi(x)  KiI. (3a)
We also assume that F is smooth and strongly convex, i.e., for some 0 < γ ≤ K < ∞ and
∀x ∈ Rp
γI  ∇2F (x)  KI. (3b)
Note that Assumption (3b) implies uniqueness of the minimizer, x∗, which is assumed to be
attained. The quantity
κ :=
K
γ
, (4)
is known as the condition number of the problem.
For an integer 1 ≤ q ≤ n, let Q be the set of indices corresponding to q largest Ki’s and
define the “sub-sampling” condition number as
κq :=
K̂q
γ
, (5)
where
K̂q :=
1
q
∑
j∈Q
Kj. (6)
It is easy to see that for any two integers q and r such that 1 ≤ q ≤ r ≤ n, we have
κ ≤ κr ≤ κq. Finally, define
κ˜ :=
{
κ1, If sample S is drawn with replacement
κ|S|, If sample S is drawn without replacement
, (7)
where κ1 and κ|S| are as in (5).
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1.3 Contributions
The contributions of this paper can be summarized as follows:
(1) Under the above assumptions, we propose various globally convergent algorithms. These
algorithms are guaranteed to approach the optimum, regardless of their starting point.
Our algorithms are designed for the following settings.
(i) Algorithm 1 practically implements (2a). In other words, we incorporate sub-
sampled Hessian while the full gradient is used. Theorem 1 establishes the global
convergence of Algorithm 1.
(ii) Algorithms 2 and 3, are modifications of Algorithm 1 in which the sub-sampled
Hessian is regularized by modifying its spectrum or by Levenberg-type regulariza-
tion (henceforth called ridge-type regularization), respectively. Such regularization
can be used to guarantee global convergence, in the absence of positive definiteness
of the full Hessian. Theorems 4 and 5 as well as Corollaries 1 and 2 guarantee
global convergence of these algorithms.
(iii) Algorithm 4 is the implementation of the fully stochastic formulation (2b), in which
the gradient as well the Hessian is sub-sampled. The global convergence of Algo-
rithm 4 is guaranteed by Theorem 6.
(2) For all of these algorithms, we give quantitative convergence results, i.e., our bounds
contain an actual worst-case convergence rate. Our bounds here depend on problem
dependent factors, i.e., condition numbers κ and κ˜, and hold for a finite number of
iterations. When these results are combined with those in SSN2 [40], we obtain local
convergence rates which are problem-independent; see Theorems 2 and 7. These con-
nections guarantee that our proposed algorithms here, have a much faster convergence
rates, at least locally, than what the simpler theorems in this paper suggest.
(3) For all of our algorithms, we present analysis for the case of inexact update where
the linear system is solved only approximately, to a given tolerance. In addition, we
establish criteria for the tolerance to guarantee faster convergence rate. The results of
Theorems 3, 4, 5, and 8 give global convergence of the corresponding algorithms with
inexact updates.
1.4 Related Work
The results of Section 2 offer computational efficiency for the regime where both n and p
are large. However, it is required that n is not so large as to make the gradient evaluation
prohibitive. In such regime (where n, p  1 but n is not too large), similar results can be
found in [10, 31, 38, 21]. The pioneering work in [10] establishes, for the first time, the
convergence of Newton’s method with sub-sampled Hessian and full gradient. There, two
sub-sampled Hessian algorithms are proposed, where one is based on a matrix-free inexact
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Newton iteration and the other incorporates a preconditioned limited memory BFGS itera-
tion. However, the results are asymptotic, i.e., for k →∞, and no quantitative convergence
rate is given. In addition, convergence is established for the case where each fi is assumed
to be strongly convex. Within the context of deep learning, [31] is the first to study the
application of a modification of Newton’s method. It suggests a heuristic algorithm where
at each iteration, the full Hessian is approximated by a relatively large subset of ∇2fi’s, i.e.
a “mini-batch”, and the size of such mini-batch grows as the optimization progresses. The
resulting matrix is then damped in a Levenberg-Marquardt style, [25, 30], and conjugate
gradient, [46], is used to approximately solve the resulting linear system. The work in [38] is
the first to use “sketching” within the context of Newton-like methods. The authors propose
a randomized second-order method which is based on performing an approximate Newton
step using a randomly sketched Hessian. In addition to a few local convergence results, the
authors give global convergence rate for self-concordant functions. However, their algorithm
is specialized to the cases where some square root of the Hessian matrix is readily available,
i.e., some matrix C(x) ∈ Rs×p, such that ∇2F (x) = CT (x)C(x). Local convergence rate for
the case where the Hessian is sub-sampled is first established in [21]. The authors suggest
an algorithm, where at each iteration, the spectrum of the sub-sampled Hessian is modified
as a form of regularization and give locally linear convergence rate.
The results of Section 3, can be applied to more general setting where n can be arbi-
trarily large. This is so since sub-sampling the gradient, in addition to that of the Hessian,
allows for iteration complexity, which can be much smaller than n. Within the context of
first order methods, there has been numerous variants of gradient sampling from a simple
stochastic gradient descent, [39], to the most recent improvements by incorporating the pre-
vious gradient directions in the current update [43, 45, 7, 24]. For second order methods,
such sub-sampling strategy has been successfully applied in large scale non-linear inverse
problems [16, 41, 1, 49, 22]. However, to the best of our knowledge, Section 3 offers the first
quantitative and global convergence results for such sub-sampled methods.
Finally, inexact updates have been used in many second-order optimization algorithms;
see [12, 15, 42, 34, 44] and references therein.
2 Sub-Sampling Hessian
For the optimization problem (1), at each iteration, consider picking a sample of indices from
{1, 2, . . . , n}, uniformly at random with or without replacement. Let S and |S| denote the
sample collection and its cardinality, respectively and define
H(x) :=
1
|S|
∑
j∈S
∇2fj(x), (8)
to be the sub-sampled Hessian. As mentioned before in Section 1.1, in order for such sub-
sampling to be useful, we need to ensure that the sample size |S| satisfies the require-
ment (R.1), while H(x) is invertible as mentioned in (R.2). Below, we make use of random
matrix concentration inequalities to probabilistically guarantee such properties.
8
Lemma 1 (Uniform Hessian Sub-Sampling)
Given any 0 <  < 1, 0 < δ < 1, and x ∈ Rp, if
|S| ≥ 2κ1 ln(p/δ)
2
, (9)
then for H(x) defined in (8), we have
Pr
(
(1− )γ ≤ λmin (H(x))
)
≥ 1− δ, (10)
where γ and κ1 are defined in (3b) and (5), respectively.
Hence, depending on κ1, the sample size |S| can be smaller than n. In addition, we
can always probabilistically guarantee that the sub-sampled Hessian is uniformly positive
definite and, consequently, the direction given by it, indeed, yields a direction of descent.
It is important to note that the sufficient sample size, |S|, here grows only linearly in κ1,
i.e., Ω(κ1), as opposed to quadratically, i.e., Ω(κ
2
1), in [40, 21]. In fact, it might be worth
elaborating more on the differences between the above sub-sampling strategy and that of
SSN2 [40, Lemmas 1, 2, and 3]. These differences, in fact, boil down to the differences
between the requirement (R.2) and the corresponding one in SSN2 [40, Section 1.1, (R.2)].
As a result of a “coarser-grained” analysis in the present paper and in order to guarantee
global convergence, we only require that the sub-sampled Hessian is uniformly postive defi-
nite. Consequently, Lemma 1 require a smaller sample size, i.e., in the order of κ1 vs. κ
2
1 for
SSN2 [40, Lemma 1, 2, and 3], while delivering a much weaker guarantee about the invert-
ibility of the sub-sampled Hessian. In contrast, for the finer-grained analysis in SSN2 [40],
we needed a much stronger guarantee to preserve the spectrum of the true Hessian, and not
just simple invertibility.
2.1 Globally Convergent Newton with Hessian Sub-Sampling
In this section, we give a globally convergent algorithms with Hessian sub-sampling which,
starting from any initial iterate x(0) ∈ Rp, converges to the optimal solution. Such algorithm
for the unconstrained problem and when each fi is smooth and strongly convex is given in
the pioneering work [10]. Using Lemma 1, we now give such a globally-convergent algorithm
under a milder assumption (3b), where strong convexity is only assumed for F .
In Section 2.1.1, we first present an iterative algorithm in which, at every iteration, the
linear system in (2a) is solved exactly. In Section 2.1.2, we then present a modified algorithm
where such step is done only approximately and the update is computed inexactly, to within
a desired tolerance. Finally, Section 2.2 will present algorithms in which the sub-sampled
Hessian is regularized through modifying its spectrum or ridge-type regularization. For this
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latter section, the algorithms are given for the case of inexact update as extensions to exact
solve is straightforward. The proofs of all the results are given in the appendix.
2.1.1 Exact update
For the sub-sampled Hessian H(x(k)), consider the update
x(k+1) = x(k) + αkpk, (11a)
where
pk = −[H(x(k))]−1∇F (x(k)), (11b)
and
αk = arg max α
s.t. α ≤ α̂
F (x(k) + αpk) ≤ F (x(k)) + αβpTk∇F (x(k)),
(11c)
for some β ∈ (0, 1) and α̂ ≥ 1. Recall that (11c) can be approximately solved using various
methods such as Armijo backtracking line search [2].
Algorithm 1 Globally Convergent Newton with Hessian Sub-Sampling
1: Input: x(0), 0 < δ < 1, 0 <  < 1, 0 < β < 1, α̂ ≥ 1
2: - Set the sample size, |S|, with  and δ as in (9)
3: for k = 0, 1, 2, · · · until termination do
4: - Select a sample set, S, of size |S| and form H(x(k)) as in (8)
5: - Update x(k+1) as in (11) with H(x(k))
6: end for
Theorem 1 (Global Convergence of Algorithm 1)
Let Assumptions (3) hold. Using Algorithm 1 with any x(k) ∈ Rp, with probability 1− δ,
we have
F (x(k+1))− F (x∗) ≤ (1− ρ)(F (x(k))− F (x∗)), (12)
where
ρ =
2αkβ
κ˜
,
and κ˜ is defined as in (7). Moreover, the step size is at least
αk ≥ 2(1− β)(1− )
κ
,
where κ is defined as in (4).
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Theorem 1 guarantees global convergence with at least a linear rate which depends on
the quantities related to the specific problem. In SSN2 [40], we have shown, through a
finer grained analysis, that the locally linear convergence rate of such sub-sampled Newton
method with a constant step size αk = 1 is indeed problem independent. In fact, it is possible
to combine both results to obtain a globally convergent algorithm with a locally linear and
problem-independent rate, which is indeed much faster than what Theorem 1 implies.
Theorem 2 (Global Conv. of Alg. 1 with Problem-Independent Local Rate)
Let Assumptions (3) hold and each fi have a Lipschitz continuous Hessian as
‖∇2fi(x)−∇2fi(y)‖ ≤ L‖x− y‖, i = 1, 2, . . . , n. (13)
Consider any 0 < ρ0 < ρ1 < 1. Using Algorithm 1 with any x
(0) ∈ Rp, α̂ = 1, 0 < β <
1/2 and
 ≤ min
{
(1− 2β)
2(1− β) ,
ρ0
4(1 + ρ0)
√
κ1
}
,
after
k ≥ ln
(
2(1− )2γ4(ρ1 − ρ0)2
(
1− 2− 2(1− )β)2
KL2 (F (x(0))− F (x∗))
)
/ ln
(
1− 4β(1− β)(1− )
κ˜κ
)
(14)
iterations, with probability (1− δ)k we get “problem-independent” Q-linear convergence,
i.e.,
‖x(k+1) − x∗‖ ≤ ρ1‖x(k) − x∗‖, (15)
where κ, κ1 and κ˜ are defined in (4), (5) and (7), respectively. Moreover, the step size
of αk = 1 is selected in (11c) for all subsequent iterations.
In fact, it is even possible to obtain a globally convergent algorithm with locally super-
linear rate of convergence using Algorithm 1 with iteration dependent ˆ(k) as
ˆ(k) ≤ 
(k)
4
√
κ1
,
where (k) is chosen as in SSN2 [40, Theorem 3 or 4]. The details are similar to Theorem 2
and are omitted here.
2.1.2 Inexact update
In many situations, where finding the exact update, pk, in (11b) is computationally expen-
sive, it is imperative to be able to calculate the update direction pk only approximately. Such
11
inexactness can indeed reduce the computational costs of each iteration and is particularly
beneficial when the iterates are far from the optimum. This makes intuitive sense because,
if the current iterate is far from x∗, it may be computationally wasteful to exactly solve
for pk in (11b). Such inexact updates have been used in many second-order optimization
algorithms, e.g. [12, 15, 42]. Here, in the context of uniform sub-sampling, we give similar
global results using inexact search directions inspired by [12] .
For computing the search direction, pk, consider the linear system H(x
(k))pk =
−∇F (x(k)) at kth iteration. Instead, in order to allow for inexactness, one can solve the
linear system such that for some 0 ≤ θ1, θ2 < 1, pk satisfies
‖H(x(k))pk +∇F (x(k))‖ ≤ θ1‖∇F (x(k))‖, (16a)
pTk∇F (x(k)) ≤ −(1− θ2)pTkH(x(k))pk. (16b)
The condition (16a) is the usual relative residual of the approximate solution. However, for
a given θ1, any pk satisfying (16a) might not necessarily result in a descent direction. As
a result, condition (16b) ensures that such a pk is always a direction of descent. Note that
given any 0 ≤ θ1, θ2 < 1, one can always find a pk satisfying (16) (e.g., the exact solution
always satisfies (16)).
Theorem 3 (Global Convergence of Algorithm 1: Inexact Update)
Let Assumptions (3) hold. Also let 0 ≤ θ1 < 1 and 0 ≤ θ2 < 1 be given. Using
Algorithm 1 with any x(k) ∈ Rp, and the “inexact” update direction (16) instead of (11b),
with probability 1− δ, we have that (12) holds where
(i) if
θ1 ≤
√
(1− )
4κ˜
,
then ρ = αkβ/κ˜,
(ii) otherwise ρ = 2(1− θ2)(1− θ1)2(1− )αkβ/κ˜2,
with κ˜ defined as in (7). Moreover, for both cases, the step size is at least
αk ≥ 2(1− θ2)(1− β)(1− )
κ
,
where κ is defined as in (4).
Comment 1: Theorem 3 indicates that, in order to guarantee a faster convergence rate,
the linear system needs to be solved to a “small-enough” accuracy, which is in the order of
O(√1/κ˜). In other words, the degree of accuracy inversely depends on the square root of the
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sub-sampling condition number and the larger the condition number, κ˜, the more accurately
we need to solve the linear system. However, it is interesting to note that using a tolerance
of order O(√1/κ˜), we can still guarantee a similar global convergence rate as that of the
algorithm with exact updates!
Comment 2: The dependence of the guarantees of Theorem 3 on the inexactness pa-
rameters, θ1 and θ2, is indeed intuitive. The minimum amount of decrease in the objective
function is mainly dependent on θ1, i.e., the accuracy of the the linear system solve. On the
other hand, the dependence of the step size, αk, on θ2 indicates that the algorithm can take
larger steps along a search direction, pk, that points more accurately towards the direction
of the largest rate of decrease, i.e., pTk∇F (x(k)) is more negative which means that pk points
more accurately in the direction of −∇F (x(k)). As a result, the more exactly we solve for pk,
the larger the step that the algorithm might take and the larger the decrease in the objective
function. However, the cost of any such calculation at each iteration might be expensive.
As a result, there is a trade-off between accuracy for computing the update in each iteration
and the overall progress of the algorithm.
2.2 Modifying the Sample Hessian
As mentioned in the introduction, if F is not strongly convex, it is still possible to obtain
globally convergent algorithms. This is done through regularization of the Hessian of F to
ensure that the resulting search direction is indeed a direction of descent. Even when F is
strongly convex, the use of regularization can still be beneficial. Indeed, the lower bound for
the step size in Theorems 1 and 3 imply that a small γ can potentially slow down the initial
progress of the algorithm. More specifically, small γ might force the algorithm to adopt small
step sizes, at least in the early stages of the algorithm. This observation is indeed reinforced
by the composite nature of error recursions obtained in SSN2 [40]. In particular, it has
been shown in SSN2 [40] that in the early stages of the algorithm, when the iterates are far
from the optimum, the error recursion is dominated by a quadratic term which transitions
to a linear term as the iterates get closer to the optimum. However, unlike the linear term,
the quadratic term is negatively affected by the small values of γ. In other words, small
γ can hinder the initial progress and even using the full Hessian cannot address this issue.
As a result, one might resort to regularization of the (estimated) Hessian to improve upon
the initial slow progress. Here, we explore two strategies for such regularization which are
incorporated as part of our algorithms. The results are given for when (11b) is solved
approximately with a “small-enough” tolerance and for the case of sub-sampling without
replacement. Extensions to arbitrary tolerance as well as sampling with replacement is as
before and straightforward.
2.2.1 Spectral Regularization
In this section, we follow the ideas presented in [21], by accounting for such a potentially
negative factor γ, through a regularization of eigenvalue distribution of the sub-sampled
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Hessian. More specifically, for some λ ≥ 0, let
Hˆ := P(λ;H), (17a)
where P(λ;H) is an operator which is defined as
P(λ;H) := λI+ arg max
X0
‖H − λI−X‖F . (17b)
The operation (17) can be equivalently represented as
P(λ;H) =
p∑
i=1
max {λi(H), λ}vivTi ,
with vi being the i
th eigenvector of H corresponding to the ith eigenvalue, λi(H). Opera-
tion (17) can be performed using truncated SVD (TSVD). Note that although TSVD can be
done through standard methods, faster randomized alternatives exist which provide accurate
approximations to TSVD much more efficiently [23].
Algorithm 2 Globally Convergent Newton with Hessian Sub-Sampling and Spectral Regu-
larization
1: Input: x(0), 0 < β < 1, α̂ ≥ 1
2: - Set any sample size, |S| ≥ 1
3: for k = 0, 1, 2, · · · until termination do
4: - Select a sample set, S, of size |S| and form H(x(k)) as in (8)
5: - Compute λmin
(
H(x(k))
)
6: - Set λ(k) > λmin
(
H(x(k))
)
7: - Hˆ(x(k)) as in (17) with λ
8: - Update x(k+1) as in (11) with Hˆ(x(k))
9: end for
As a result of Steps 5–7 in Algorithm 2, the regularized sub-sampled matrix, Hˆ(x(k)),
is always positive definite with minimum eigenvalue λ(k) > 0. Consequently, just to obtain
global convergence, there is no need to resort to sampling Lemma 1 to ensure invertibility
of the sub-sampled matrix. In fact, such regularization guarantees the global convergence
of Algorithm 2, even in the absence of strong convexity assumption (3b). Theorem 4 gives
such a result for Algorithm 2 in the case of inexact update.
Theorem 4 (Global Convergence of Algorithm 2: Arbitrary Sample Size)
Let Assumption (3a) hold and 0 < θ2 < 1 be given. Using Algorithm 2 with sampling
without replacement, for any x(k) ∈ Rp and the “inexact” update direction (16) instead
of (11b), if
θ
(k)
1 ≤
1
2
√
λ(k)
max{λ(k), K̂|S|}
,
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we have
F (x(k+1)) ≤ F (x(k))− αkβ
2 max
{
K̂|S|, λ(k)
}‖∇F (x(k))‖2,
where K̂|S| is defined as in (6). If in addition, Assumption (3b) holds, then we have (12)
with
ρ =
αkβγ
max
{
K̂|S|, λ(k)
} .
Moreover, for both cases, the step size is at least
αk ≥ 2(1− θ2)(1− β)λ
(k)
K
.
If Assumption (3b) holds, the main issue with using arbitrary sample size is that if |S| is
not large enough, then H(x(k)) might be (nearly) singular, i.e., λmin(H(x
(k))) ≈ 0. This issue
will in turn necessitate a heavier regularization, i.e., larger λ(k). Otherwise, having λ(k)  1
implies a more accurate update, i.e., smaller θ
(k)
1 , and/or a smaller step-size (see the upper
bound for θ
(k)
1 and the lower bound for αk in Theorem 4). As a result, if Assumption (3b)
holds, it might be beneficial to use Lemma 1 to, at least, guarantee that the sufficient upper
bound for θ1 is always bounded away from zero and minimum step-size is independent of
regularization. Indeed, in Corollary 1 since λ(k) > (1 − )γ, the sufficient upper bound for
the inexactness tolerance, θ
(k)
1 , is always larger than 0.5
√
(1− )/κ˜.
Corollary 1 (Global Convergence of Algorithm 2: Sampling as in Lemma 1)
Let Assumptions (3) hold. Also let 0 <  < 1, 0 < δ < 1 and 0 < θ2 < 1 be given. For
any x(k) ∈ Rp, using Algorithm 2 with S chosen without replacement as in Lemma 1,
and the “inexact” update direction (16) instead of (11b), if
θ
(k)
1 ≤
1
2
√
λ(k)
max{λ(k), K̂|S|}
,
we have (12) with
ρ =
αkβγ
max
{
K̂|S|, λ(k)
} ,
where K̂|S| is defined as in (6). Moreover, with probability 1− δ, the step size is at least
αk ≥ 2(1− θ2)(1− β)(1− )
κ
.
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2.2.2 Ridge Regularization
As an alternative to the spectral regularization, we can consider the following simple ridge-
type regularization
Hˆ(x) := H(x) + λI, (18)
for some λ ≥ 0, similar to the Levenberg-Marquardt type algorithms [30]. Such regular-
ization might be preferable to the spectral regularization of Section 2.2.1, as it avoids the
projection operation 17 at every iteration. Theorem 5 gives a global convergence guarantee
for Algorithm 3 in the case of inexact update.
Algorithm 3 Globally Convergent Newton with Hessian Sub-Sampling and Ridge Regular-
ization
1: Input: x(0), 0 < β < 1, α̂ ≥ 1, λ > 0
2: - Set any sample size, |S| ≥ 1
3: for k = 0, 1, 2, · · · until termination do
4: - Select a sample set, S, of size |S| and form H(x(k)) as in (8)
5: - Hˆ(x(k)) as in (18) with λ
6: - Update x(k+1) as in (11) with Hˆ(x(k))
7: end for
Theorem 5 (Global Convergence of Algorithm 3: Arbitrary Sample Size)
Let Assumption (3a) hold and 0 < θ2 < 1 be given. Using Algorithm 3 with sampling
without replacement, for any x(k) ∈ Rp and the “inexact” update direction (16) instead
of (11b), if
θ1 ≤ 1
2
√
λ
K + λ
,
then
F (x(k+1)) ≤ F (x(k))− αkβ
2
(
K̂|S| + λ
)‖∇F (x(k))‖2,
where K̂|S| is defined as in (6). If, in addition, Assumption (3b) holds, then we have (12)
with
ρ =
αkβγ
K̂|S| + λ
.
Moreover, for both cases, the step size is at least
αk ≥ 2(1− θ2)(1− β)λ
K
.
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As mentioned before in Section 2.2.1, under Assumption (3b), if the sample size |S| is not
chosen large enough then H(x(k)) might (nearly) be singular. This can in turn cause a need
for a larger λ or, alternatively, if λ 1, the accuracy tolerance θ1 and the step-size αk can be
very small. However, by using the sample size given by Lemma 1, one can probabilistically
guarantee a minimum step-size as well as a minimum sufficient upper bound for θ1 which
are bounded away from zero even if λ = 0.
Corollary 2 (Global Convergence of Algorithm 3: Sampling as in Lemma 1)
Let Assumptions (3) hold. Also let 0 <  < 1, 0 < δ < 1 and 0 < θ2 < 1 be given. Using
Algorithm 3 with S chosen without replacement as in Lemma 1, for any x(k) ∈ Rp and
the “inexact” update direction (16) instead of (11b), if
θ1 ≤ 1
2
√
(1− )γ + λ
K̂|S| + λ
,
we have (12) with
ρ =
αkβγ
K̂|S| + λ
,
where K̂|S| is defined as in (6). Moreover, with probability 1− δ, the step size is at least
αk ≥ 2(1− θ2)(1− β)((1− )γ + λ)
K
.
Comment 3: In both regularization methods of Sections 2.2.1 and 2.2.2 , as the param-
eter λ gets larger, the methods behaves more like gradient descent. For example, using the
regularization of Section 2.2.1, for λ = K̂|S|, we have that Hˆ(x(k)) = K̂|S|I, and the method
is exactly gradient descent. As a result, a method with heavier regularization might not
benefit from more accurate sub-sampling. Hence, at early stages of the iterations, it might
be better to have small sample size with heavier regularization, while as the iterations get
closer to the optimum, larger sample size with lighter regularization might be beneficial.
3 Sub-Sampling Hessian & Gradient
In order to compute the update x(k+1) in Section 2, full gradient was used. In many prob-
lems, this can be a major bottleneck and reduction in computational costs can be made by
considering sub-sampling the gradient as well. This issue arises more prominently in high
dimensional settings where n, p  1 and evaluating the full gradient at each iteration can
pose a significant challenge. In such problems, sub-sampling the gradient can, at times,
drastically reduce the computational complexity of many problems.
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Consider selecting a sample collection from {1, 2, . . . , n}, uniformly at random with re-
placement and let
g(x) :=
1
|S|
∑
j∈S
∇fj(x), (19)
be the sub-sampled gradient. As mentioned before in the requirement (R.2), we need to
ensure that sampling is done in a way to keep as much of the first order information from
the full gradient as possible.
By a simple observation, the gradient ∇F (x) can be written in matrix-matrix product
from as
∇F (x) =
 | | |∇f1(x) ∇f2(x) · · · ∇fn(x)
| | |


1/n
1/n
...
1/n
 .
Hence, we can use approximate matrix multiplication results as a fundamental primitive
in RandNLA [29, 17], to probabilistically control the error in approximation of ∇F (x) by
g(x), through uniform sampling of the columns and rows of the involved matrices above. As
a result, we have the following lemma (a more general form of this lemma for the case of
constrained optimization is given in the companion paper, SSN2 [40, Lemma 4]).
Lemma 2 (Uniform Gradient Sub-Sampling)
For a given x ∈ Rp, let
‖∇fi(x)‖ ≤ G(x), i = 1, 2, . . . , n.
For any 0 <  < 1 and 0 < δ < 1, if
|S| ≥ G(x)
2
2
(
1 +
√
8 ln
1
δ
)2
, (20)
then for g(x) defined in (19), we have
Pr
(
‖∇F (x)− g(x)‖ ≤ 
)
≥ 1− δ.
Comment 4: In order to use the above result in our gradient sub-sampling, we need
to be able to efficiently estimate G(x) at every iteration. Fortunately, in many different
problems, this is often possible; for concrete examples, see Section 4.
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3.1 Globally Convergent Newton with Gradient and Hessian Sub-
Sampling
We now show that by combining the gradient sub-sampling of Lemma 2 with Hessian sub-
sampling of Lemma 1, we can still obtain global guarantees for some modification of Algo-
rithm 1. This indeed generalizes our algorithms to fully stochastic variants where both the
gradient and the Hessian are approximated.
In Section 3.1.1, we first present an iterative algorithm with exact update where, at
every iteration, the linear system in (2a) is solved exactly. In Section 3.1.2, we then present
a modified algorithm where such step is done only approximately and the update is computed
inexactly, to within a desired tolerance. The proofs of all the results are given in the appendix.
3.1.1 Exact update
For the sub-sampled Hessian, H(x(k)), and the sub-sampled gradient, g(x(k)), consider the
update
x(k+1) = x(k) + αkpk, (21a)
where
pk = −[H(x(k))]−1g(x(k)), (21b)
and
αk = arg max α
s.t. α ≤ α̂
F (x(k) + αpk) ≤ F (x(k)) + αβpTk g(x(k)),
(21c)
for some β ∈ (0, 1) and α̂ ≥ 1.
Algorithm 4 Globally Convergent Newton with Hessian and Gradient Sub-Sampling
1: Input: x(0), 0 < δ < 1, 0 < 1 < 1, 0 < 2 < 1, 0 < β < 1, α̂ ≥ 1 and σ ≥ 0
2: - Set the sample size, |SH |, with 1 and δ as in (9)
3: for k = 0, 1, 2, · · · until termination do
4: - Select a sample set, SH , of size |SH | and form H(x(k)) as in (8)
5: - Set the sample size, |Sg|, with 2, δ and x(k) as in (20)
6: - Select a sample set, Sg of size |Sg| and form g(x(k)) as in (19)
7: if ‖g(x(k))‖ < σ2 then
8: - STOP
9: end if
10: - Update x(k+1) as in (21) with H(x(k)) and g(x(k))
11: end for
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Theorem 6 (Global Convergence of Algorithm 4)
Let Assumptions (3) hold. For any x(k) ∈ Rp, using Algorithm 4 with 1 ≤ 1/2 and
σ ≥ 4κ˜
(1− β) ,
we have the following with probability (1− δ)2:
(i) if “STOP”, then
‖∇F (x(k))‖ < (1 + σ) 2,
(ii) otherwise, (12) holds with
ρ =
8αkβ
9κ˜
,
and the step size of at least
αk ≥ (1− β)(1− 1)
κ
,
where κ and κ˜ are defined in (4) and (7), respectively.
Theorem 6 guarantees global convergence with at least a linear rate which depends on the
quantities related to the specific problem, i.e., condition number. As mentioned before, in
SSN2 [40], we have shown, through a finer grained analysis, that the locally linear convergence
rate of such sub-sampled Newton method with a constant step size αk = 1 is indeed problem
independent. As in Theorem 2, it is possible to combine the two results and obtain a globally
convergent algorithm with fast and problem-independent rate.
Theorem 7 (Global Conv. of Alg. 4 with Problem-Independent Local Rate)
Let Assumptions (3) and (13) hold. Consider any 0 < ρ0, ρ1, ρ2 < 1 such that ρ0 + ρ1 <
ρ2, set
1 ≤ min
{
(1− 2β)
2(1− β) ,
ρ0
4(1 + ρ0)
√
κ1
}
,
and define
c :=
2(ρ2 − (ρ0 + ρ1))(1− 1)γ
L
.
20
Using Algorithm 4 with any x(0) ∈ Rp and
α̂ = 1, β ≤ 1
2
, σ ≥ 4κ˜
(1− β) ,

(0)
2 ≤
(1− 1)γρ1(1− 21 − 2(1− 1)β)2c
6L
√
κ˜
,

(k)
2 = ρ2
(k−1)
2 , k = 1, 2, · · · ,
after
k ≥ ln
(
2(ρ2 − (ρ0 + ρ1))2q22(1, 2, β, κ˜, L)
9K (F (x(0))− F (x∗))
)
/ ln
(
1− 8β(1− β)(1− 1)
9κκ˜
)
(22)
iterations, we have the following with probability (1− δ)2k:
1. if “STOP”, then
‖∇F (x(k))‖ < (1 + σ) ρk2(0)2 ,
2. otherwise, we get “problem-independent” linear convergence, i.e.,
‖x(k+1) − x∗‖ ≤ ρ2‖x(k) − x∗‖, (23)
where κ, κ1, κ˜ and q2(1, 2, β, κ˜, L) are defined in (4), (5), (7) and (27b), respec-
tively. Moreover, the step size of αk = 1 is selected in (21c) for all subsequent
iterations.
3.1.2 Inexact update
As in Section 2.1.2, we now consider the inexact version of (21b), as a solution of
‖H(x(k))pk + g(x(k))‖ ≤ θ1‖g(x(k))‖, (24a)
pTk g(x
(k)) ≤ −(1− θ2)pTkH(x(k))pk, (24b)
for some 0 ≤ θ1, θ2 < 1.
Theorem 8 (Global Convergence of Algorithm 4: Inexact Update)
Let Assumptions (3) hold. Also let 0 < θ2 < 1 and 0 < θ2 < 1 be given. For any
x(k) ∈ Rp, using Algorithm 4 with 1 ≤ 1/2, the “inexact” update direction (24) instead
of (21b), and
σ ≥ 4κ˜
(1− θ1)(1− θ2)(1− β) ,
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we have the following with probability 1− δ:
(i) if “STOP”, then
‖∇F (x(k))‖ < (1 + σ) 2,
(ii) otherwise, (12) holds where
(1) if
θ1 ≤
√
(1− 1)
4κ˜
,
then ρ = 4αkβ/9κ˜,
(2) otherwise ρ = 8αkβ(1− θ2)(1− θ1)2(1− 1)/9κ˜2,
with κ˜ defined as in (7). Moreover, for both cases, the step size is at least
αk ≥ (1− θ2)(1− β)(1− 1)
κ
,
where κ is defined as in (4).
Comment 5: Theorem 8 indicates that, in order to grantee a faster convergence rate,
the linear system needs to be solved to a “small-enough” accuracy, which is in the order of
O(√1/κ˜). As in Theorem 3, we note that using a tolerance of order O(√1/κ˜), we can still
guarantee a similar global convergence rate as that of the algorithm with exact updates!
4 Examples
In this Section, we present an instance of problems which are of the form (1). Specifically,
examples from generalized linear models (GLM) are given in Sections 4.1, followed by some
numerical simulations in Section 4.2.
4.1 Parameter Estimation with GLMs
The class of generalized linear models is used to model a wide variety of regression and
classification problems. The process of data fitting using such GLMs usually consists of
a training data set containing n response-covariate pairs, and the goal is to predict some
output response based on some covariate vector, which is given after the training phase. More
specifically, let (ai, bi), i = 1, 2, · · · , n, form such response-covariate pairs in the training set
where ai ∈ Rp. The domain of bi depends on the GLM used: for example, in the standard
linear Gaussian model bi ∈ R, in the logistic models for classification, bi ∈ {0, 1}, and in
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Poisson models for count-valued responses, bi ∈ {0, 1, 2, . . .}. See the book [32] for further
details and applications.
Consider the problem of maximum a posteriori (MAP) estimation using any GLM with
canonical link function and Gaussian prior. This problem boils down to minimizing the
regularized negative log-likelihood as
F (x) =
1
n
n∑
i=1
(
Φ(aTi x)− biaTi x
)
+
λ
2
‖x‖2,
where λ ≥ 0 is the regularization parameter. The cumulant generating function, Φ, deter-
mines the type of GLM. For example, Φ(t) = 0.5t2 gives rise to ridge regression (RR), while
Φ(t) = ln (1 + exp(t)) and Φ(t) = exp(t) yield `2-regularized logistic regression (LR) and
`2-regularized Poisson regression (PR), respectively. It is easily verified that the gradient
and the Hessian of F are
∇F (x) = 1
n
n∑
i=1
(
dΦ(t)
dt
|t=aTi x − bi
)
ai + λx,
∇2F (x) = 1
n
n∑
i=1
(
d2Φ(t)
dt2
|t=aTi x
)
aia
T
i + λI.
As mentioned before in Section 3, in order to use Lemma 2, we need to be able to efficiently
estimate G(x(k)) at every iteration. For illustration purposes only, Table 1 gives some very
rough estimates of G(x) for GLMs. In practice, as a pre-processing and before starting
the algorithms, one can pre-compute the quantities which depend only on (ai, bi)’s. Then
updating G(x) at every iteration is done very efficiently as it is just a matter of computing
‖x‖.
∇fi(x) G(x)
RR
(
aTi x− bi
)
ai + λx ‖x‖maxi(‖aTi ‖2 + λ) + maxi |bi|‖ai‖
LR
(
1
1+e−a
T
i
x
− bi
)
ai + λx λ‖x‖+ maxi(1 + |bi|)‖ai‖
PR
(
ea
T
i x − bi
)
ai + λx λ‖x‖+ e 12‖x‖2 maxi ‖ai‖e 12‖ai‖2 + maxi |bi|‖ai‖
Table 1: Estimates for G(x) in GLMs
4.2 Numerical Simulations
In this section, we study the performance of Algorithm 1 (henceforth called SSN), both with
exact and inexact updates, through simulations. We consider `2-regularized logistic (LR)
regression as described in Section 4.1. We use three synthetic data matrix as described in
Table 2 and compare the performance of the following algorithms:
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(i) Gradient Descent (GD) with constant step-size (the step-size was hand tuned to obtain
the best performance),
(ii) Accelerated Gradient Descent (AGD), [35], which improves over GD by using a mo-
mentum term,
(iii) BFGS with Armijo line-search,
(iv) L-BFGS with Armijo line-search and using limited past memory of 10, 100
(v) Full Newton’s method with Armijo line-search,
(vi) SSN with exact update (SSN-X) and
(vii) SSN with inexact update (SSN-NX) with inexactness tolerances of (θ1 = 10
−2, θ2 = 0.5)
for data sets D1 and D2, and (θ1 = 10
−4, θ2 = 0.5) for D3.
Data n p nnz κ κ1
D1 10
6 104 0.02% ≈ 104 ≈ 106
D2 5× 104 5× 103 Dense ≈ 106 ≈ 106
D3 10
7 2× 104 0.006% ≈ 1010 ≈ 1011
Table 2: Synthetic Data sets used in the experiments. “nnz” refers to the number of non-
zeros in the data set. κ and κ1 are the condition number of F and that of the sub-sampling
problem, defined in (4) and (5), respectively.
We run the simulations for each method, starting from the same initial point, until
‖∇F (x)‖ ≤ 10−8 or a maximum number of iterations is reached, and report the relative
errors of the iterates, i.e., ‖x(k) − x∗‖/‖x∗‖ as well as the relative errors of the objective
function, i.e., |F (x(k))− F (x∗)|/|F (x∗)|, both versus elapsed time (in seconds). The results
are shown in Figure 1.
The first order methods, i.e., GD and AGD, in none of these examples, managed to
converge to anything reasonable. For the ill-conditioned problems with data sets D2 and
D3, while all instances of SSN converged to the desired accuracy with no difficulty, no
other method managed to go past a “single” digit of accuracy, in the same time-period, or
anytime soon after! This is indeed expected, as SSN captures the regions with high and low
curvature, and scales the gradient accordingly to make progress. These examples show that,
when dealing with ill-conditioned problems, using only first order information is certainly
not enough to obtain a reasonable solution. In these problems, employing a second-order
algorithm such as SSN with inexact update not only yields the desired solution, but also
does it very efficiently! In particular note the fast convergence of SSN-NX for both of these
problems.
For the much better conditioned problem using the data set D1, BFGS and L-BFGS with
the history size of 100 outperform SSN-X with 5% and 10% sampling. This is also expected
since solving the 10, 000 × 10, 000 linear system exactly at every iteration is the bottleneck
of computations for SSN-X, in comparison to matrix free BFGS and L-BFGS. However,
even in such a well-conditioned problem where BFGS and L-BFGS appear very attractive,
inexactness coupled with SSN can be more efficient. It is clear that all SSN-NX variants
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converge to the desired solution faster than either BFGS or its limited memory variant. For
example, using D1, the speed-up of using SSN-NX with 10% of the data over L-BFGS is at
least 4 times. Note also that for the very ill-conditioned problem with D3, larger sample
size, i.e., 20%, was required to obtain a fast convergence, illustrating that the sample size
could grow with the condition number.
(a) Iterate Rel. Err. for D1 (b) Function Rel. Err. for D1 (c) Iterate Rel. Err. for D2
(d) Function Rel. Err. for D2 (e) Iterate Rel. Err. for D3 (f) Function Rel. Err. for D3
(g) Legend for
Figures (a)-(d)
(h) Legend for
Figures (e)-(f)
Figure 1: Comparison of different methods w.r.t. iterate and function value relative errors
for `2-regularized LR using data sets D1, D2 and D3 as described in Table 2. The percentage
values, e.g., SSN-X: 10%, refer to sub-sampling ratio, i.e., |S|/n.
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5 Conclusion
In this paper, we studied globally convergent sub-sampled Newton algorithms for uncon-
strained optimization in various settings. In the first part of the paper, we studied the case
in which only the Hessian is sub-sampled and the full gradient is used. In this setting, we
showed that using random matrix concentration result, it is possible to, probabilistically,
guarantee that the sub-sampled Hessian yields a descent direction at every iteration. We
then provided global convergence for modifications of this algorithms where the sub-sampled
Hessian is regularized by changing its spectrum or ridge-type regularization. We argued
that such regularization can only be benecial at early stages of the algorithm and we need
to revert to using the true sub-sampled Hessian (of course, if it is invertible) as iterates get
closer to the optimum.
In the second part of the paper, we considered the global convergence of a fully stochastic
algorithm in which both the Hessian and the gradients are sub-sampled, independently of
each other, as way to further reduce the computational complexity per iteration. We use
approximate matrix multiplication results from RandNLA to obtain the proper sampling
strategy.
In all of these algorithms, computing the update boils down to solving a large scale linear
system which can be the bottleneck of computations. As a result, for all of our algorithms, in
addition to giving global convergence results for the case where such linear system is solved
exactly, we give similar results for the case of inexact update, where the arsing linear system
is solved only approximately. In addition, we gave sufficient conditions on the accuracy
tolerance to guarantee faster convergence results. In fact, we showed that the accuracy
tolerance needs only to be in the order of O(√1/κ˜), to guarantee such faster rate, where κ˜
is the sampling condition number of the problem.
Although our main focus here was merely to provide global convergence guarantees for
sub-sampled Newton methods under a variety of settings, admittedly, one major downside
of the bounds presented in this paper is that they are all pessimistic. In fact, some of the
bounds of the present paper exhibit a dependence on the condition-number which is very
discouraging. However, the consolation lies in combining the global results presented here
and the corresponding local convergence rates of the companion paper, SSN2 [40]. Indeed,
in SSN2 [40], we show that, using Newton’s “natural” step-size of αk = 1, such sub-sampled
Newton algorithms enjoy local convergence rates which are condition-number independent.
In addition, we show that, through controlling the sub-sampling accuracy, one can make the
local convergence speed of such algorithms as close to that of the full Newton’s method as
desired (though we stay shy of obtaining its famous quadratic rate). Consequently through
such combination of the results of the two companion papers, we guaranteed that, ultimately,
the convergence rate of the algorithms of the present paper which use exact update, becomes
condition-number independent. In addition, using the Armijo rule, the “natural” step size
of αk = 1 will eventually be always accepted.
Finally, despite the fact that we considered the global convergence behavior of the algo-
rithms which incorporate inexact updates, the local convergence properties of such algorithms
26
are not known. The results of SSN2 [40] only address such properties for the algorithms which
use exact update. As a result, studying local convergence behavior of such inexact algorithms
is left for future work. In addition, here, the global convergence have been established for
algorithms for solving unconstrained optimization. SSN2 [40] considers the general case of
constrained optimization, but only in studying the local convergence rates of the presented
algorithms. As a result, extensions of global convergence guarantees to convex constrained
problems are important avenues for future research.
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A Proofs
A.1 Proofs of Section 2
Proof of Lemma 1 Consider |S| i.i.d random matrices Xj(x), j = 1, 2, . . . , |S| such that
Pr(Xj(x) = ∇2fi(x)) = 1/n; ∀i = 1, 2, . . . , n,. Define
H(x) :=
1
|S|
∑
j∈S
Xj(x),
X :=
∑
j∈S
Xj = |S|H(x).
Note that Xj  0, E(Xj) = ∇2F (x) and
λmax
(
Xj
)
≤ K̂1,
λmin
(∑
j∈S
E(Xj)
)
= |S|λmin
(∇2F (x)) ≥ |S|γ,
where K̂1 is defined in (6). Hence we can apply Matrix Chernoff [48, Theorem 1.1] or [47,
Theorem 2.2] for sub-sampling with or without replacement, respectively, to get
Pr
(
λmin(X) ≤ (1− )|S|λmin
(∇2F (x)) ) ≤ p [ e−
(1− )(1−)
]|S|γ/K̂1
.
Now the result follows by noting that
e−
(1− )(1−) ≤ e
−2/2,
and requiring that
e−
2|S|/(2κ1) ≤ δ.
Proof of Theorem 1: First note that by (10), we have
pTkH(x
(k))pk ≥ (1− )γ‖pk‖2,
which from
pTk∇F (x(k)) = −pTkH(x(k))pk,
implies that pTk g(x
(k)) < 0 and we can indeed obtain decrease in the objective function.
Now, it suffices to show that there exists an iteration-independent α˜ > 0, such that the
constrain in (11c) holds for any 0 ≤ α ≤ α˜. For any 0 ≤ α < 1, define xα = x(k) + αpk. By
Assumption (3b), we have
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F (xα)− F (x(k)) ≤ (xα − x(k))T∇F (x(k)) + K
2
‖xα − x(k)‖2
= αpTk∇F (x(k)) + α2
K
2
‖pk‖2
Now in order to pass the Armijo rule, we search for α such that
αpTk∇F (x(k)) + α2
K
2
‖pk‖2 ≤ αβpTk∇F (x(k)),
which, in turn, gives
α
K
2
‖pk‖2 ≤ −(1− β)pTk∇F (x(k)).
This latter inequality is satisfied if we require that
α
K
2
‖pk‖2 ≤ (1− β)pTkH(x(k))pk.
As a result, having
α ≤ 2(1− β)(1− )
κ
,
satisfies the Armijo rule. So in particular, we can always find an iteration independent lower
bound on step size such that the constrain in (11c) holds. On the other hand, for sampling
without replacement and from H(x(k))pk = −∇F (x(k)) we get
pTkH(x
(k))pk = ∇F (x(k))T [H(x(k))]−1∇F (x(k)) ≥ 1
K̂|S|
‖∇F (x(k))‖2.
Similarly for sampling with replacement, we have
pTkH(x
(k))pk ≥ 1/K̂1‖∇F (x(k))‖2.
Now the result follows immediately by noting that Assumption (3b) implies (see [35, Theorem
2.1.10])
F (x(k))− F (x∗) ≤ 1
2γ
‖∇F (x(k))‖2.
Proof of Theorem 2 The choice of  is to meet a requirement of SSN2 [40, Theorem 2]
and account for the differences between Lemma 1 and SSN2 [40, Lemma 1].
The rest of the proof follows closely the line of argument in [9, Section 9.5.3]. define
xα = x
(k) + αpk. From (13), it follows that
‖∇2F (xα)−∇2F (x(k))‖ ≤ L‖xα − x(k)‖,
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which implies that
pTk
(∇2F (xα)−∇2F (x(k)))pk ≤ αL‖pk‖3,
which, in turn, gives
pTk∇2F (xα)pk ≤ pTk∇2F (x(k))pk + αL‖pk‖3.
Defining F̂ (α) := F (x(k) + αpk), we have
F̂
′′
(α) ≤ F̂ ′′(0) + αL‖pk‖3.
Now we integrate this inequality to get
F̂
′
(α) ≤ F̂ ′(0) + αF̂ ′′(0) + α
2
2
L‖pk‖3.
Integrating one more time yields
F̂ (α) ≤ F̂ (0) + αF̂ ′(0) + α
2
2
F̂
′′
(0) +
α3
6
L‖pk‖3.
On the other hand, we have
‖pk‖2 = ‖[H(x(k))]−1∇F (x(k))‖2 ≤ 1
(1− )γ∇F (x
(k))T [H(x(k))]−1∇F (x(k)),
as well as F̂
′
(0) = αpTk∇F (x(k)) = −α∇F (x(k))T [H(x(k))]−1∇F (x(k)) and
F̂
′′
(0) = α2pTk∇2F (x(k))pk = α2∇F (x(k))T [H(x(k))]−1∇2F (x(k))[H(x(k))]−1∇F (x(k))
≤ α
2
(1− )∇F (x
(k))T [H(x(k))]−1∇F (x(k)).
The last inequality follows since by the choice of  and SSN2 [40, Lemma 5], we have
‖H(x(k))−∇2F (x(k))‖ ≤ γ,
and hence, for any v
vT [H(x(k))]−1∇2F (x(k))[H(x(k))]−1v − vT [H(x(k))]−1v ≤ γvT [H(x(k))]−2v
≤ 
1− v
T [H(x(k))]−1v,
which gives
vT [H(x(k))]−1∇2F (x(k))[H(x(k))]−1v ≤ 1
(1− )v
T [H(x(k))]−1v.
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Hence, with α = 1 and denoting c(x) := ∇F (x)T [H(x)]−1∇F (x), we have
F (x(k) + pk) ≤ F (x(k)) +
(
1
2(1− ) − 1
)
c(x(k)) +
L
6
(
1
(1− )γ c(x
(k))
)3/2
≤ F (x(k)) + c(x)
(
1
2(1− ) − 1 +
L
6
(
1
(1− )γ
)3/2
c(x(k))1/2
)
.
Hence, noting that c(x) ≤ ‖∇F (x)‖2/((1− )γ), if
‖∇F (x(k))‖ ≤ 3(1− )γ
2
(
1− 2− 2(1− )β)
L
, (25)
we get
F (x(k) + pk) ≤ F (x(k))− β∇F (x)T [H(x)]−1∇F (x) = F (x(k)) + βpTk∇F (x),
which implies that (11c) is satisfied with α = 1.
The proof is complete if we can find k such that both the sufficient condition of SSN2 [40,
Theorem 2] as well as (25) is satisfied. First, note that from Theorem 1, Assumtpion (3b)
and by using the iteration-independent lower bound on αk, it follows that
‖∇2F (x(k))‖2 ≤ 2K(1− ρˆ)k (F (x(0))− F (x∗)) ,
where
ρˆ =
4β(1− β)(1− )
κ˜κ
.
In order to satisfy (25), we require that
2K(1− ρˆ)k (F (x(0))− F (x∗)) ≤ 4(1− )2γ4(1− 2− 2(1− )β)2(ρ1 − ρ0)2
L2
,
which yields (14). Again, from Theorem 1 and Assumtpion (3b),we get
‖x(k) − x∗‖2 ≤ 2(1− ρˆ)
k
γ
(
F (x(0))− F (x∗)) ,
which implies that
‖x(k) − x∗‖2 ≤ 4(1− )
2γ3
(
1− 2− 2(1− )β)2(ρ1 − ρ0)2
KL2
≤ 4(1− )
2γ2(ρ1 − ρ0)2
L2
,
and hence the sufficient condition of SSN2 [40, Theorem 2] is also satisfied and we get (15).
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Proof of Theorem 3: We give the proof only for the case of sampling without replacement.
The proof for sampling with replacement is obtained similarly.
First, we note that (10) and (16b) imply
pTk∇F (x(k)) ≤ −(1− θ2)(1− )γ‖pk‖2. (26)
So, pTk g(x
(k)) < 0 and we can indeed obtain decrease in the objective function. As in the
proof of Theorem (1), we get
F (xα)− F (x(k)) ≤ αpTk∇F (x(k)) + α2
K
2
‖pk‖2.
Hence, in order to pass the Armijo rule, we search for α such that
α
K
2
‖pk‖2 ≤ −(1− β)pTk∇F (x(k)).
As a result, having
α ≤ 2(1− θ2)(1− β)(1− )
κ
,
satisfies the Armijo rule.
For part (i), we notice that by the self-duality of the vector `2 norm, i.e.,
‖v‖2 = sup{wTv; ‖w‖2 = 1},
it follows that the condition (16a), implies
pTk∇F (x(k)) +∇F (x(k))T [H(x(k))]−1∇F (x(k)) ≤ θ1‖∇F (x(k))‖‖[H(x(k))]−1∇F (x(k))‖.
Using (10), we get
[H(x(k))]−1  1
(1− )γ ,
which implies that
‖[H(x(k))]−1∇F (x(k))‖ ≤
√
1
(1− )γ∇F (x
(k))T [H(x(k))]−1∇F (x(k)).
Hence, denoting
q :=
√
∇F (x(k))T [H(x(k))]−1∇F (x(k)),
we get
pTk∇F (x(k)) ≤
θ1√
(1− )γ ‖∇F (x
(k))‖q − q2
= q
(
θ1√
(1− )γ ‖∇F (x
(k))‖ − q
)
.
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Now, we require that
θ1√
(1− )γ ‖∇F (x
(k))‖ ≤ q
2
,
which since
q ≥ 1√
K̂|S|
‖∇F (x(k))‖,
follows if
θ1 ≤
√
(1− )γ
2
√
K̂|S|
.
With such θ1, we get
pTk∇F (x(k)) ≤ −
q2
2
≤ −1
2K̂|S|
‖∇F (x(k))‖2.
For part (ii), we have
θ1‖∇F (x(k))‖ ≥ ‖H(x(k))pk +∇F (x(k))‖
≥ ‖∇F (x(k))‖ − ‖H(x(k))pk‖,
which, in turn, implies
(1− θ1)‖∇F (x(k))‖ ≤ ‖H(x(k))pk‖
≤ ‖H(x(k))‖‖pk‖
≤ K̂|S|‖pk‖.
Hence using (26), we get
pTk∇F (x(k)) ≤ −(1− θ2)(1− )γ
(1− θ1)2
K̂2|S|
‖∇F (x(k))‖2.
Now the result follows, using Assumption (3b), as in the end of the proof of Theorem 1.
Proof of Theorem 4: By the choice of λ(k) and the convexity of fi, we have λ
(k) > 0 and,
so by (16b) it gives
pTk∇F (x(k)) ≤ −(1− θ2)pTk Hˆ(x(k))pk ≤ −(1− θ2)λ(k)‖pk‖2.
So it follows that pTk∇F (x(k)) < 0 and we can indeed obtain decrease in the objective
function. Now as before, in order to pass the Armijo rule, we search for α such that
α
K
2
‖pk‖2 ≤ −(1− β)pTk∇F (x(k)),
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which, in turn, is satisfied if
α ≤ 2(1− θ2)(1− β)λ
(k)
K
.
Now the rest of the proof is similar to that of Theorem 3 by noting that
[Hˆ(x(k))]−1  1
λ(k)
,
and
∇F (x(k))T [Hˆ(x(k))]−1∇F (x(k)) ≥ 1
max{K̂|S|, λ(k)}
‖∇F (x(k))‖2.
Proof of Theorem 5: As before, by the choice of λ > 0, convexity of fi, and (16b) we get
pTk∇F (x(k)) ≤ −(1− θ2)pTk Hˆ(x(k))pk ≤ −(1− θ2)λ‖pk‖2.
which implies that pTk g(x
(k)) < 0 and we can indeed obtain decrease in the objective function.
Similarly to the proof previous theorems, it is easy to see that
α ≤ 2(1− θ2)(1− β)λ
K
,
satisfies the Armijo rule. The rest of the results also follow as in the proof of Theorem 3 by
noting that
[Hˆ(x(k))]−1  1
λ
,
and
∇F (x(k))T [Hˆ(x(k))]−1∇F (x(k)) ≥ 1
K̂|S| + λ
‖∇F (x(k))‖2.
A.2 Proofs of Section 3
The proof of the following lemma, in a more general format for constrained optimization, is
given in the companion paper, SSN2 [40, Lemma 4]. However, it is given here as well for
completeness.
Proof of Lemma 2 As mentioned before, the full gradient, ∇F (x), can be equivalently
written as a product of two matrices as ∇F (x) = AB, where
A :=
 | | |∇f1(x) ∇f2(x) · · · ∇fn(x)
| | |
 ∈ Rp×n,
B := (1/n, 1/n, . . . , 1/n)T ∈ Rn×1.
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As a result, approximating the gradient using sub-sampling is equivalent to approximating
the product AB by sampling columns and rows of A and B, respectively, and forming matrices
Â and B̂ such ÂB̂ ≈ AB. More precisely, for a random sampling index set S, we can represent
the sub-sampled gradient (19), by the product ÂB̂ where Â ∈ Rp×|S| and B̂ ∈ R|S|×1 are
formed by selecting uniformly at random and with replacement, |S| columns and rows of A
and B, respectively, rescaled by
√
n/|S|. Now, by the assumption on G(x), we can use [17,
Lemma 11] to get
‖AB − ÂB̂‖F = ‖∇F (x)− g(x)‖ ≤ G(x)√|S|
(
1 +
√
8 ln
1
δ
)
,
with probability 1− δ. Now the result follows by requiring that
G(x)√|S|
(
1 +
√
8 ln
1
δ
)
≤ .
Proof of Theorem 6: We give the proof only for the case of sampling without replacement.
The proof for sampling with replacement is obtained similarly.
As in the proof of Theorem 1, we first need to show that there exists an iteration-
independent step-size, α˜ > 0, such that the constrain in (21c) holds for any 0 ≤ α ≤ α˜. For
any 0 ≤ α < 1, define xα = x(k) + αpk. By Assumption (3b), we have
F (xα)− F (x(k)) ≤ (xα − x(k))T∇F (x(k)) + K
2
‖xα − x(k)‖2
= αpTk∇F (x(k)) + α2
K
2
‖pk‖2
= αpTk g(x
(k)) + αpTk (∇F (x(k))− g(x(k))) + α2
K
2
‖pk‖2
≤ αpTk g(x(k)) + α‖∇F (x(k))− g(x(k))‖‖pk‖+ α2
K
2
‖pk‖2
≤ αpTk g(x(k)) + 2α‖pk‖+ α2
K
2
‖pk‖2.
By (10) and (11b), we have
pTk g(x
(k)) = −pTkH(x(k))pk ≥ −(1− 1)γ‖pk‖2,
which shows that pTk g(x
(k)) < 0 and we can indeed obtain decrease in the objective function.
Now, using the above, it follows that
F (xα)− F (x(k)) ≤ −αpTkH(x(k))pk + α2‖pk‖+ α2
K
2
‖pk‖2.
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As a result, we need to search for α such that
−αpTkH(x(k))pk + 2α‖pk‖+ α2
K
2
‖pk‖2 ≤ −αβpTkH(x(k))pk,
which follows if
2 + α
K
2
‖pk‖ ≤ (1− β)(1− 1)γ‖pk‖.
This latter inequality holds if
α =
(1− β)(1− 1)γ
K
,
2 =
(1− β)(1− 1)γ
2
‖pk‖.
Hence, from H(x(k))pk = −g(x(k)), it follows that in order to guarantee an iteration inde-
pendent lower bound for α as above, we need to have
2 ≤ (1− β)(1− 1)γ‖g(x
(k))‖
2K̂|S|
,
which, by the choice of σ and 1, is imposed by the algorithm. If the stopping criterion
succeeds, then by
‖g(x(k))‖ ≥ ‖∇F (x(k))‖ − 2
it follows that,
‖∇F (x(k))‖ < (1 + σ) 2.
However, if the stopping criterion fails and the algorithm is allowed to continue, then by
‖g(x(k))‖ ≤ ‖∇F (x(k))‖+ 2,
it follows that
(σ − 1) 2 ≤ ‖∇F (x(k))‖.
Now, since σ ≥ 4, we get that
2
3
‖∇F (x(k))‖ ≤
(
σ − 2
σ − 1
)
‖∇F (x(k))‖ ≤ ‖∇F (x(k))‖ − 2.
Hence, from H(x(k))pk = −g(x(k)), we get
pTkH(x
(k))pk = g(x
(k))T [H(x(k))]−1g(x(k))
≥ 1
K̂|S|
‖g(x(k))‖2
≥ 1
K̂|S|
(‖∇F (x(k))‖ − 2)2
≥ 4
9K̂|S|
‖∇F (x(k))‖2.
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Finally, using Assumption (3b), the desired result follows as in the end of the proof of
Theorem 1.
Proof of Theorem 7 The choice of 1 and 
(k)
2 is to meet a requirement of SSN2 [40,
Theorem 13] and account for the differences between Lemma 1 and SSN2 [40, Lemma 1].
As in the proof of Theorem 2, we get
F̂ (α) ≤ F̂ (0) + αF̂ ′(0) + α
2
2
F̂
′′
(0) +
α3
6
L‖pk‖3.
On the other hand, we have
‖pk‖2 = ‖[H(x(k))]−1g(x(k))‖2 ≤ 1
(1− 1)γg(x
(k))T [H(x(k))]−1g(x(k)).
In addition, from ‖∇F (x(k))− g(x(k))‖ ≤ 2, we get pTk∇F (x(k)) ≤ pTk g(x(k))‖+ 2‖pk‖ and
so
F̂
′
(0) = αpTk∇F (x(k)) ≤ αpTk g(x(k))‖+ α2‖pk‖
= −αg(x(k))T [H(x(k))]−1g(x(k))‖+ α2‖pk‖
Finally, as in the proof of Theorem 2, we have
F̂
′′
(0) = α2pTk∇2F (x(k))pk ≤
α2
(1− 1)g(x
(k))T [H(x(k))]−1g(x(k)).
Hence, with α = 1 and denoting h(x) := g(x)T [H(x)]−1g(x), we have
F (xα) ≤ F (x(k)) +
(
1
2(1− 1) − 1
)
h(x(k)) +
L
6
(
1
(1− 1)γh(x
(k))
)3/2
+ 2
(
1
(1− 1)γh(x
(k))
)1/2
≤ F (x(k)) + h(x(k))
(
1
2(1− 1) − 1 +
L
6
(
1
(1− 1)γ
)3/2
h(x(k))1/2 + 2
(
1
(1− 1)γ
)1/2
h(x(k))−1/2
)
≤ F (x(k)) + h(x(k))
(
1
2(1− 1) − 1 +
L
6(1− 1)2γ2‖g(x
(k))‖+ 2
(
κ˜
(1− 1)
)1/2
‖g(x(k))‖−1
)
,
where the last inequality follows from ‖g(x)‖2/K̂|S| ≤ h(x) ≤ ‖g(x)‖2/((1 − 1)γ). Now
denoting
A :=
L
6(1− 1)2γ2
B :=
1
2(1− 1) − 1 + β
C := 2
(
κ˜
(1− 1)
)1/2
y := ‖g(x(k))‖,
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we require that
Ay2 +By + C ≤ 0.
The roots of this polynomial are
y =
−B ±√B2 − 4AC
2A
=
(1− β − 1
2(1−1))±
√
(1− β − 1
2(1−1))
2 − 4L2
6(1−1)2γ2
(
κ˜
(1−1)
)1/2
2L
6(1−1)2γ2
=
(1− 21 − 2(1− 1)β)±
√
(1− 21 − 2(1− 1)β)2 − 8L23γ2
(
κ˜
(1−1)
)1/2
2L
3(1−1)γ2
=
3(1− 1)γ2(1− 21 − 2(1− 1)β)±
√
9(1− 1)2γ4(1− 21 − 2(1− 1)β)2 − 9(1− 1)3/2γ4 8L2
√
κ˜
3γ2
2L
=
3(1− 1)γ2(1− 21 − 2(1− 1)β)±
√
9(1− 1)2γ4(1− 21 − 2(1− 1)β)2 − 24(1− 1)3/2γ2L2κ˜1/2
2L
.
Define
q1(1, 2, β, κ˜, L) :=
q −
√
q2 − 24(1− 1)3/2γ2L2κ˜1/2
2L
, (27a)
q2(1, 2, β, κ˜, L) :=
q +
√
q2 − 24(1− 1)3/2γ2L2κ˜1/2
2L
, (27b)
where q := 3(1 − 1)γ2(1 − 21 − 2(1 − 1)β). It is easy to see that q1(1, 2, β, κ˜, L) is
increasing with 2 with q1(1, 0, β, κ˜, L) = 0, while q2(1, 2, β, κ˜, L) is decreasing with 2 with
q2(1, 0, β, κ˜, L) being equal to the right hand side of (25). In order to ensure that q1 and q2
are real, we also need to have
2 ≤ 3
√
(1− 1)γ2(1− 21 − 2(1− 1)β)2
8L
√
κ˜
.
Now if
q1(1, 2, β, κ˜, L) ≤ ‖g(x(k))‖ ≤ q2(1, 2, β, κ˜, L), (28)
we get
F (x(k) + pk) ≤ F (x(k))− βg(x(k))T [H(x(k))]−1g(x(k)) = F (x(k)) + βpTk g(x(k)),
which implies that (21c) is satisfied with α = 1. Note that the left hand side of (28) is
enforced by the stopping criterion of the algorithm as for any 2, q1(1, 2, β, κ˜, L) ≤ σ2.
The proof is complete if we can find k such that both the sufficient condition of SSN2 [40,
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Theorem 13] as well as the right hand side of (28) is satisfied. First note that from Theorem 6,
Assumption (3b) and by using the iteration-independent lower bound on αk, it follows that
‖∇2F (x(k))‖2 ≤ 2K(1− ρˆ)k (F (x(0))− F (x∗)) ,
where
ρˆ =
8β(1− β)(1− 1)
9κ˜κ
.
Now, if the stopping criterion fails and the algorithm is allowed to continue, then by
‖g(x(k))‖ ≤ ‖∇F (x(k))‖+ 2,
we get
(σ − 1) 2 ≤ ‖∇F (x(k))‖,
which implies that
‖g(x(k))‖ ≤ σ
σ − 1‖∇F (x
(k))‖ ≤ 2‖∇F (x(k))‖.
As a result, in order to satisfy the right hand side of (28), we require that
8K(1− ρˆ)k (F (x(0))− F (x∗)) ≤ 16
9
(ρ2 − (ρ0 + ρ1))2q22(1, 2, β, κ˜, L),
which yields (22). Again, from Theorem 6 and Assumtpion (3b),we get
‖x(k) − x∗‖2 ≤ 2(1− ρˆ)
k
γ
(
F (x(0))− F (x∗)) ,
which implies that
‖x(k) − x∗‖2 ≤ 16(ρ2 − (ρ0 + ρ1))
2q22(1, 2, β, κ˜, L),
36γK
≤ 4(ρ2 − (ρ0 + ρ1))
2(1− 1)2γ4(1− 21 − 2(1− 1)β)2
γKL2
≤ 4(ρ2 − (ρ0 + ρ1))
2(1− 1)2γ2
L2
= c2,
and hence the sufficient condition of SSN2 [40, Theorem 13] is also satisfied and we get (23).
Proof of Theorem 8: The proof is given by combining the arguments used to prove The-
orems 3 and 6, and is given here only for completeness. We also give the proof only for the
case of sampling without replacement. The proof for sampling with replacement is obtained
similarly.
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As in the proof of Theorem 6, we get
F (xα)− F (x(k)) ≤ αpTk g(x(k)) + 2α‖pk‖+ α2
K
2
‖pk‖2,
and
pTk g(x
(k)) ≤ −(1− θ2)(1− 1)γ‖pk‖2. (29)
Hence, pTk g(x
(k)) < 0 and we can indeed obtain decrease in the objective function. For the
Armijo rule to hold, we search for α such that
2‖pk‖+ αK
2
‖pk‖2 ≤ −(1− β)pTk∇F (x(k)).
which follows if
2 + α
K
2
‖pk‖ ≤ (1− θ2)(1− β)(1− 1)γ‖pk‖,
which, in turn, is satisfied by having
α =
(1− θ2)(1− β)(1− 1)γ
K
,
2 =
(1− θ2)(1− β)(1− 1)γ
2
‖pk‖.
Now ‖H(x(k))pk + g(x(k))‖ ≤ θ1‖g(x(k))‖ implies
‖pk‖ ≥ (1− θ1)‖g(x
(k))‖
K̂|S|
,
and hence, we need to have
2 ≤ (1− θ1)(1− θ2)(1− β)(1− 1)γ‖g(x
(k))‖
2K̂|S|
,
which, by the choice of σ and 1, is imposed by the algorithm. If the stopping criterion holds,
then by
‖g(x(k))‖ ≥ ‖∇F (x(k))‖ − 2,
it follows that
‖∇F (x(k))‖ < (1 + σ) 2.
However, if the stopping criterion fails and the algorithm continues, then by
‖g(x(k))‖ ≤ ‖∇F (x(k))‖+ 2,
it follows that
(σ − 1)2 ≤ ‖∇F (x(k))‖,
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which, since σ ≥ 4, implies that
2
3
‖∇F (x(k))‖ ≤
(
σ − 2
σ − 1
)
‖∇F (x(k))‖ ≤ ‖∇F (x(k))‖ − 2.
For part (i), we notice that by the denition of the vector `2 norm, i.e.,
‖v‖2 = sup{wTv; ‖w‖2 = 1},
it follows that the condition (16a), implies
pTk g(x
(k)) + g(x(k))T [H(x(k))]−1g(x(k)) ≤ θ1‖g(x(k))‖‖[H(x(k))]−1g(x(k))‖.
Now as in the proof of Theorem 3, we get that if
θ1 ≤
√
(1− 1)γ
2
√
K̂|S|
,
then
pTk g(x
(k)) ≤ −1
2K̂|S|
‖g(x(k))‖2.
Since ‖∇F (x(k))‖ − 2 ≤ ‖g(x(k))‖, we get
pTk g(x
(k)) ≤ − 1
2K̂|S|
(‖∇F (x(k))‖ − 2)2 ≤ − 2
9K̂|S|
‖∇F (x(k))‖2.
For part (ii), we note that by ‖H(x(k))pk + g(x(k))‖ ≤ θ1‖g(x(k))‖, we get
‖pk‖ ≥ (1− θ1)
K̂|S|
(‖∇F (x(k))‖ − 2) ≥ 2(1− θ1)
3K̂|S|
‖∇F (x(k))‖.
we then square both sides and use (29) to get
pTk g(x
(k)) ≤ −4(1− θ1)
2(1− θ2)(1− 1)γ
9K̂2|S|
‖∇F (x(k))‖2
Now the result follows, using Assumption (3b), as in the end of the proof of Theorem 1.
44
