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Abstract
Meta-analysis is one of the statistical analyses of a large collection of analysis results from individual for 
the purpose of interpreting findings. The purpose of selecting an appropriate model for combining the results 
to produce an overall statistic from the included studies. Confidence intervals estimate for meta-analysis 
consider for heterogeneity among studies of experiment. The models for meta-analysis are the fixed effect 
model and the random effect model. The coverage probability and expected length are the criteria for evaluating 
the performance of confidence intervals.
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1. บทน�า
 การวิเคราะห์อภิมาน (Meta-analysis) เป็นการน�า 
งานวิจัยหลายๆ เรื่อง ที่ศึกษาปัญหาวิจัยเดียวกัน 
มาทบทวนงานวจิยัอย่างเป็นระบบ โดยน�าเอาวธิกีารทาง
สถติมิาใช้ในการสังเคราะห์หาข้อสรปุของงานวจิยั เพือ่ให้











หลายๆ ด้าน [2] ทัง้ในด้านการแพทย์และสาธารณสุข เช่น












2 ตัวแบบ คือตัวแบบอิทธิพลก�าหนด (Fixed Effect 
















2 กลุม่ โดยทีก่ลุม่ท่ี 1 เป็นกลุม่ทดลองให้ยาแอสไพรนิจรงิ 
ส่วนกลุ่มท่ี 2 ให้เป็นกลุ่มควบคุมให้ยาหลอก (Placebo) 
ซึ่งเป็นสารที่ไม่ก่อให้เกิดขบวนการทางการรักษา โดย
ผลลัพธ์ที่เป็นไปได้ของการทดลองอาจอยู ่ในรูปของ
ข้อมูลแบบทวินาม [3] ซึ่งแบ่งข้อมูลออกเป็น 2 กลุ่ม เช่น 
การตาย-การรอดชีวิต การรักษาหาย-การรักษาไม่หาย 
เป็นต้น ค่าสถิติที่น�ามาประมาณค่าพารามิเตอร์ของ
ข้อมูลชนิดนี้ คือค่าความเส่ียงสัมพัทธ์ (Relative Risk), 
Absolute Risk Reduction (ARR), Number Needed 
to Treat (NNT) และ Odds Ratio (OR) ส่วนข้อมูลอีก
รูปแบบหนึ่งคือข้อมูลแบบต่อเนื่อง เช่น การศึกษาถึง 
การเปลี่ยนแปลงของระดับน�้าตาลในเลือดของผู ้ป่วย
โรคเบาหวาน เป็นต้น ซึ่งค่าสถิติท่ีน�ามาประมาณค่า
พารามิเตอร์ของข้อมูลชนิดนี้ คือผลต่างค่าเฉลี่ย (Mean 
Difference) และผลต่างค่าเฉลีย่มาตรฐาน (Standardized 
Mean Difference) ซึ่งแต่ละวิธีมีรายละเอียดส�าคัญ 
ดังต่อไปนี้
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เหตุการณ์ที่เราสนใจเป็นผลในเชิงลบ และค่าความเส่ียง 
สมัพทัธ์ มค่ีาน้อยกว่า 1 แสดงว่าการเกิดเหตกุารณ์ในกลุม่
ทดลองน้อยกว่ากลุ่มควบคุม





ในกลุม่ทดลองมมีากกว่าในกลุม่ควบคุม ARR ทีเ่ท่ากับ 0 
แสดงว่าไม่มีความแตกต่างต่างกันระหว่างกลุ่ม คือกลุ่ม
ทดลองและกลุ่มควบคุม
2.3 Number Needed to Treat (NNT)
 NNT มีค่าเป็นส่วนกลับของ ARR ค่า NNT เป็น
พารามิเตอร์อีกตัวหนึ่งท่ีใช้ในการประเมินประสิทธิภาพ
ของการใช้ยา โดยค่าท่ีได้จะบอกถึงจ�านวนผู ้ป่วยท่ี 
จะต้องได้รับยาที่เราสนใจศึกษา เพื่อที่จะป้องกันการเกิด
เหตุการณ์ท่ีเป็นผลในเชิงลบ 1 เหตุการณ์ (เพื่อให้เกิด
ผลในเชิงบวก)
2.4 Odds Ratio (OR)
 OR เป็นสัดส่วน Odds ระหว่างกลุ ่ม 2 กลุ ่มท่ี 
เปรยีบเทยีบกัน ส�าหรบัค่า Odds ในแต่ละกลุม่จะมค่ีาเท่ากบั 
ความน่าจะเป็นทีเ่กิดเหตกุารณ์หารด้วยความน่าจะเป็นที่
ไม่เกิดเหตกุารณ์ ค่า OR ทีเ่ท่ากับ 1 หมายความว่า โอกาส
ทีจ่ะเกิดเหตกุารณ์ท่ีเราสนใจในท้ังสองกลุม่ไม่แตกต่างกัน 
นัน่คอืไม่มคีวามแตกต่างระหว่าง 2 กลุม่ท่ีเปรยีบเทยีบกัน 
ค่า OR จะมีค่าใกล้เคียงกับค่าความเสี่ยงสัมพัทธ์ ในกรณี
ทีเ่หตกุารณ์ทีส่นใจเกดิขึน้น้อยมาก นอกจากนีย้งัสามารถ
ใช้ OR แทนค่าความเสีย่งสมัพทัธ์ ได้ในกรณท่ีีไม่สามารถ
ค�านวณค่าความเสี่ยงสัมพัทธ์ได้
2.5 ผลต่างค่าเฉลี่ย (Mean Difference)
 ผลต่างค่าเฉลี่ย คือผลต่างระหว่างค่าเฉลี่ยในกลุ่ม
ทดลองกับกลุ ่มควบคุม ซึ่งใช้ในกรณีข้อมูลที่ได้จาก 
งานวิจัยมีการกระจายแบบปกติและงานวิจัยเหล่านั้นใช้
เครื่องมือหรือมาตรวัดเดียวกันในการวัดผล
2.6 ผลต่างค่าเฉลี่ยมาตรฐาน (Standardized Mean 
Difference)















คือ Q-Statistic ซึ่งมีลักษณะการแจกแจงแบบไคสแควร ์




(Random Error) [4] ควรจะเลือกใช้ตัวแบบอิทธิพล
ก�าหนด (Fixed Effect Model) แต่ถ้าผลการวิจัยที่น�ามา





โดยตัวแบบอิทธิพลสุ่ม (Random Effect Model)
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อภมิานข้อมลู ตวัแบบอทิธพิลก�าหนดแสดงดังสมการที ่1 
[6]
 Yi  = θ + ei  (1)
โดย Yi คืองานวิจัยที่ i ที่น�ามาวิเคราะห์อภิมาน 
ซึ่ง i = 1, 2, …, n
 θ คือขนาดอิทธิพล
 ei คือค่าความคลาดเคลื่อนจากการสุ่ม 
ซึ่ง 
  คือค่าความแปรปรวนในแต่ละกลุ่มทดลอง
3.2 ตัวแบบอิทธิพลสุ่ม (Random Effect Model)







(Inter-study Variation) ตัวแบบอิทธิพลสุ ่มแสดงดัง
สมการที่ 2 [6]
  (2)
โดย Yi คืองานวิจัยที่ i ที่น�ามาวิเคราะห์อภิมาน 
ซึ่ง i = 1, 2, …, n
 θ คือขนาดอิทธิพล
 δi คือค่าความแปรปรวนระหว่างงานวิจัย 
ซึ่ง 
 τ2 คือค่าความแปรปรวนภายในงานวิจัย












 การประมาณช่วงความเชือ่มัน่ (1-α )100% ของการ
วิเคราะห์อภิมาน เป็นการหาค่าสถิติ 2 ค่า คือ a และ b 
ซึ่ง P(a ≤ θ ≤ b) = 1-α  โดยที่ θ คือพารามิเตอร์ของขนาด
อิทธิพลท่ีต้องการประมาณขึ้น การก�าหนด 1-α จะมีค่า
เท่ากับ 0.90, 0.95 หรือ 0.99
 วิธีการประมาณค ่าช ่วงความเชื่อมั่นส�าหรับ 
การวิเคราะห์อภิมาน ท่ีน�าเสนอในบทความนี้แบ่งเป็น 
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ดังสมการที่ 3 [3]
  (3)
โดย  = 
  = 
 wi = 
4.2 ช่วงความเช่ือม่ันส�าหรับการวิเคราะห์อภิมาน 
ส�าหรับตัวแบบอิทธิพลสุ่ม
 ตัวแบบอิทธิพลสุ ่ม มีสาเหตุของความแตกต่าง
ของการวมงานวิจัยที่มาจากความคลาดเคลื่อนของ 
ความแปรปรวนภายในงานวจิยัและความแปรปรวนระหว่าง 
งานวิจัย ซึ่งมีลักษณะช่วงความเชื่อมั่นดังสมการที่ 4 [3]
  (4)
โดย  = 
  = 
  = 
  = 
 ซึ่งการประมาณค่าพารามิเตอร์ τ ด้วย τ  มีผู้วิจัยได้
ท�าการศึกษาไว้หลายท่าน ซึ่งมีรายละเอียดดังต่อไปนี้
4.2.1 วิธีการประมาณค่าของ Hunter and Schmidt 





โดย Q = 
  = 
 wi = 
4.2.2 วิธีการประมาณค่าของ Hedges 





โดย  = 
4.2.3 วธิกีารประมาณค่าของ Dersimonian and Laid 





โดย  = 
  = 
5. เกณฑ์ในการพจิารณาการเปรยีบเทยีบประสิทธภิาพ 
ช่วงความเชื่อมั่น
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หาจ�านวนช่วงความเชื่อมั่นท่ีครอบคลุมค่าพารามิเตอร์
ขนาดอิทธิพล (θ) ดังสมการที่ 8
  (8)
โดย i มีค่าตั้งแต่ 1, 2,…, M
 Ci คือค่าครอบคลุม
 M คือจ�านวนรอบในการท�าซ�้า
 Li คือค่าประมาณด้านบนของช่วงความเชื่อมั่น 
ช่วงที่ i
 Ui คือค่าประมาณด้านล่างของช่วงความเชื่อมั่น 
ช่วงที่ i
 Ci มีค่าเป็น 1 เมื่อ θ ตกอยู่ในช่วงความเชื่อมั่นที่
ประมาณขึน้ช่วงที่ i ส�าหรบัขนาดอทิธพิลในแต่ละวธิี และ 
ท�าการค�านวณค่าความน่าจะเป็นครอบคลมุสามารถหาได้




โดย i มีค่าตั้งแต่ 1, 2,…, M
 M คือจ�านวนรอบในการท�าซ�้า
5.2 ค่าเฉลีย่ความยาวของช่วงความเชือ่ม่ัน (Expected 
Length)
 การหาค่าความยาวของช่วงความเชือ่มัน่ใดๆ ในแต่ละ 





โดย i มีค่าตั้งแต่ 1, 2,…, M
 M คือจ�านวนรอบในการท�าซ�้า
 Li คือค่าประมาณด้านบนของช่วงความเชื่อมั่น 
ช่วงที่ i
 Ui คือค่าประมาณด้านล่างของช่วงความเชื่อมั่น 
ช่วงที่ i




โดย i มีค่าตั้งแต่ 1, 2,…, M
 M คือจ�านวนรอบในการท�าซ�้า
6. สรุป
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