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The dynamics of out-of-time order correlators is studied in strongly correlated electron
systems. This certain type of correlation function is a measure for the process of quan-
tum information scrambling which is linked to the fundamental processes of entanglement
growth and thermalization in quantum systems. Particularly interesting are quantum
chaotic systems where the scrambling rate specifies the exponential growth of out-of-time
order correlators. Whereas the scrambling rate is well defined theoretically, its interpreta-
tion in a physical context is still under debate. Furthermore, its role for physical effects and
quantities which can be measured in experiments is little understood and deserves further
investigation. In the first part of this work, scrambling rates are determined analytically
and are analyzed for interacting electrons in graphene and electrons in a disordered metal
coupled to a dissipative bath of phonons. A resemblance between the scrambling rate and
the single-particle scattering rates is observed. In addition, a proposed link between quan-
tum chaotic dynamics of out-of-time order correlators and the dynamics of fluctuations of
observables is investigated. This principle could be used to determine scrambling rates in
experiments.
Subsequently, possible electron orders are investigated in the system of small-angle
twisted-bilayer graphene in the second part of this work. Here, the interplay between
the moiré interference pattern and the interlayer hybridization due to a finite interlayer
tunneling of electrons causes the bandwidth of the so-called moiré bands to depend on
the twist-angle. For twist-angles in the vicinity of the magic-angle, interaction effects are
strongly enhanced and a series of strong correlation effects is expected. A minimal low-
energy model of interacting electrons is derived where relevant electron-electron interaction
processes are identified. This model is analyzed with respect to possible electronic ground
states as a function of the twist-angle. A tendency towards a formation of nematic states
is observed in a weak-coupling regime, whereas various Mott-insulating states are found
for strong couplings.
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Rastlos vorwärts mußt du streben,
Nie ermüdet stillestehn,
Willst du die Vollendung sehn;
Mußt ins Breite dich entfalten,
Soll sich dir die Welt gestalten;
In die Tiefe mußt du steigen,
Soll sich dir das Wesen zeigen.
Nur Beharrung führt zum Ziel,
Nur die Fülle führt zur Klarheit,
Und im Abgrund wohnt die Wahrheit.
Auszug aus: Friedrich Schiller, Sprüche des Konfuzius
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Introduction
Condensed matter physics is the opposite of scientific reductionism as the physical systems
are not given by the sum of their constituent parts. By adding the constituents step
by step, the characteristics of a many-particle system may change dramatically when a
certain threshold level of complexity is reached, as if to say quantitative differences turn,
at a certain point, into qualitative ones (Anderson, 1972). This principle of emergence
can be clearly traced back to interactions between constituents which render dynamics
single-particle non-reducible, and the full many-problem has to be taken into account in
order to describe the observed emergent effects.
Emerging states of matter are non-perturbative effects which are not deducible from
the “theory of everything” (Laughlin and Pines, 2000) unless it is solved exactly, which
is already a rather hopeless task for a few particles. Their description therefore requires
radically new approaches. Two of the most prominent ones are the Fermi liquid theory,
a generic theory based on the concept of quasiparticles which are adiabatically connected
to the single-particle states of the interaction-free theory but are “dressed” by interac-
tions (Landau, 1956), or the Bardeen-Cooper-Schrieffer theory of superconductivity with
Bogoliubov quasiparticles as low-energy excitations (Bardeen et al., 1957).
Generally, one is concerned with the identification of the ground state and the relevant
low-energy excitations. The low-energy theory is further aimed to be connected to a
microscopic basis of “elementary” excitations with mutual interactions to relate effective
parameters to microscopic quantities. In particular, understanding the role of interactions
and identifying the relevant interaction channels in the formation of emergent phases and
their dynamics is a central aspect. It is a rather hard task, though, as interaction processes
are not directly accessible in experiments, which are generally limited to the determination
of response functions or singe-particle spectra.
There are numerous emergent phenomena that are ill-understood yet: For example,
whereas the electronic single-particle structure is rather well established in the systems of
iron-based superconductors, the role of interactions in establishing the pairing mechanism
for superconductivity remains elusive (Chubukov, 2012). Another example is the absence
of resistivity saturation at high temperatures which violates the Mott-Ioffe-Regel limit
observed in strongly correlated electron systems known as “strange metals”. This indicates
a breakdown of the quasiparticle picture (Emery and Kivelson, 1995). Both examples
illustrate the faced conceptual difficulties in theoretically grasping the emergent states of
matter. Hence, new concepts are desirable.
1
The present work deals with two recent topics which provide new forms of “characterizing”
and “tuning” interactions in many-body systems. “Out-of-time order correlators” represent
a theoretical tool to characterize the nature and strength of interactions. This certain
type of correlation function is a quantitative measure for the process of quantum informa-
tion scrambling that is linked to the fundamental processes of entanglement growth and
thermalization in quantum systems. In addition, a van der Waals heterostructure called
“twisted bilayer graphene” is considered where two layers of graphene are stacked on top of
each other and twisted by a small angle. Due to the inter-layer hybridization of electronic
states, a set of electron bands emerges whose bandwidth can be tuned by varying the
twist-angle. For small bandwidths, interaction effects are strongly enhanced and a series
of strong correlation effects are observed in experiments.
“Out-of-time order correlators” were first considered within a semi classical approach to
superconductivity as a measure of the sensitivity of classical phase space trajectories to
changes in initial conditions (Larkin and Ovchinnikov, 1969) and underwent recently a
revival as a measure of a system’s ability to scramble quantum information (Shenker and
Stanford, 2014; Roberts et al., 2015). They are generally represented as a sequence of
Heisenberg operators acting at different points in time which is evaluated with respect to
a certain state of the considered system. This sequence is out-of-time ordered, i.e. the
direction of time propagation is repeatedly reversed when moving from one end to the
other. This fact causes not only technical complications in their theoretical evaluation but
also renders them inaccessible in experiments. Straightforward approaches would require
the existence of a global time reversal operation which is not available in generic physical
systems. Strictly speaking, out-of-time order correlators are not observable when follow-
ing the general principle of initially perturbing a system and subsequently measuring its
response.
Particularly interesting are “quantum chaotic” systems where, by definition, out-of-time
order correlators exhibit exponential growth in time which requires sufficiently strong in-
teractions between the system’s degrees of freedom. This growth behavior implies quantum
information scrambling. The associate growth rate is called the “scrambling rate” and is
determined by the details of microscopic interactions. Recently, the scrambling rate was
determined for a series of systems which are representative for condensed matter physics.
Whereas the scrambling rate is well defined theoretically, its interpretation in a physical
context is still under debate. As a link via quantum information scrambling and entangle-
ment growth to thermalization is indicated, a link between the scrambling rate and time
scales representative for thermalization is suggestive. However, its role for physical effects
and quantities, which can be measured in experiments, is little understood and deserves
further investigation. Furthermore, experimental approaches to determine the scrambling
rate which do not rely on global time reversal operations are desirable.
In the first part of this work, I will focus on aspects which are related to the specific
2
role of the scrambling rate in systems of condensed matter physics and its determination in
experiments. The questions will be addressed for the system of electrons in two-dimensional
graphene which represents an interacting many-body system and which is accessible in
experiments (Novoselov et al., 2004). In particular, I will answer the following questions:
• Which microscopic processes determine the exponential growth of out-of-time order
correlators? What can be inferred from the associated scrambling rate about other
physical processes?
• Is it possible to determine the scrambling rate in experiments without relying on
a global time reversal operation? Under which circumstances are quantum chaotic
dynamics reflected in the dynamics of observables?
The electronic system of “twisted bilayer graphene” exhibits a series of strong correlation
effects for twist-angles in the vicinity of the so-called “magic-angle”. The experimentally
observed effects are assigned to the dynamics of certain electron states which are associated
with a set of bands energetically located around the charge neutrality point. These so-called
“moiré bands” emerge due to the hybridization of electron states of the two stacked graphene
layers. Their bandwidth depends on the twist-angle and is strongly reduced to values as
small as 10 millielectron-volts for magic-angles, which are of the order of 1.1°(Bistritzer
and MacDonald, 2011), indicating an enhanced role of interaction processes.
Transport measurements conducted in the magic-angle regime for low temperatures and
a partially filling of the moiré bands revealed an onset of superconductivity with a relatively
high critical temperature given a low carrier density (Cao et al., 2018a). This observation
was complemented by correlated insulator states observed for commensurate band fillings
indicating strong-coupling Mott physics (Cao et al., 2018b). Furthermore, a tendency to-
wards nematic electron orders was observed in scanning tunneling microscopy experiments
(Kerelsky et al., 2019).
A consistent explanation of the observed correlation effects in terms of microscopic de-
grees of freedom is lacking. In addition, whereas the interaction-free system of two coupled
layer of graphene is well established, the way to incorporate interaction effects in order to
obtain an efficient description of the low-energy electron modes is still under debate.
Electrons in small-angle twisted bilayer graphene represent an interacting many-body
system where the effective strength of interactions can be tuned by varying the twist-
angle. This unique property allows one to study strong correlations effects in regimes of
varying interaction strength, both theoretically and experimentally, which could lead to
further insights into strong-coupling phenomena such as unconventional superconductivity
or strange metals. In this context, I will elaborate in the second part of this work on the
following questions:
• How to efficiently model the low-energy dynamics of interacting moiré electrons in




This work is divided into two parts: Whereas part I deals with out-of-time order correlators
in quantum chaotic systems, part II is concerned with electron orders in twisted bilayer
graphene.
In the first part, I begin with a general introduction to out-of-time order correlators and
associated concepts in Ch. 1. It includes their definition but specifies also their relation
to quantum information scrambling, entanglement growth and thermalization. In what
follows, I discuss aspects which will be important for the subsequent two chapters. In
particular, I introduce the notion of quantum chaos and define the scrambling rate and the
Butterfly velocity, which describe information scrambling in time and space, respectively.
I comment on a proposed universal, upper bound on the scrambling rate and discuss the
issue of measuring out-of-time order correlators in experiments. I furthermore argue that
out-of-time order correlators evaluated in the semiclassical limit are proportional to the
sensitivity of classical phase space trajectories to changes in initial conditions. This finding
establishes a connection between quantum and classical chaos rendering the scrambling rate
and the classical Lyapunov exponent equivalent.
The gained insight is applied in Ch. 2 where an out-of-time order correlator is evaluated
for a low-energy theory of interacting electrons graphene. The analytic evaluation of out-
of-time order correlators is highly involved and requires non-standard methods which I
discuss in detail in this work. In particular, I determine the scrambling rate and the
Butterfly velocity for various interaction strengths by employing a diagrammatic approach
to evaluate the correlator perturbatively. The obtained rate is subsequently compared to
the single-particle scattering or the single-particle rates of energy and transport relaxation.
I find that the scrambling rate resembles the single-particle scattering rate, whereas it is
parametrically larger than the rates related to thermalization and hydrodynamic processes.
This indicates that information scrambling is not related to these processes in graphene.
In Ch. 3, a link between the exponential out-of-time order correlator growth and the
dynamics of externally induced, classical fluctuations of observables is proposed and in-
vestigated. The link could be used to design experiments in which the scrambling rate is
measured. In particular, by studying electrons in a disordered metal coupled to a dissi-
pative bath, I first analyze the robustness of chaotic dynamics specified by an out-of-time
order correlator in the presence of a dissipative environment. In contrast to the previ-
ously outlined approach, I derive a kinetic equation approach to describe the dynamics
of out-of-time order correlators and the dynamics of observables. Second, I validate the
proposed link for the particular microscopic model of a dissipative, disordered metal. Al-
though results are obtained for a concrete systems, it is expected that this link is generic
and therefore represents a possible new way to determine the scrambling rate in systems
of condensed matter physics.
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In the second part, a low-energy model of interacting electrons in small-angle twisted bi-
layer graphene is presented and investigated with respect to possible ground states. In
particular, I first introduce the microscopic system and point out the experimental obser-
vations in Ch. 4. Subsequently, I present a modeling approach in Ch. 5 which includes
the construction of a single-particle Wannier basis using the relevant electronic degrees of
freedom associated with the moiré bands. Electron-electron interaction processes are pro-
jected into this basis in order to obtain an effective model defined on the moiré superlattice
describing weakly dispersing electrons with long-range interactions. Eventually, I deter-
mine possible electronic ground states in the weak- and strong-coupling regime in Ch. 6.
In the weak-coupling regime, the ground state analysis reveals a formation of stripe-type
charge density wave orders which break the translational and rotational symmetry. In the
strong-coupling regime, Mott insulating ground states are found for commensurate moiré
band fillings which break, besides the translational and rotational, the global spin and
valley symmetry.
This work is summarized and concluded in the chapter “Conclusion”.
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1Introduction to quantum chaos
Out-of-time order correlators are a measure for the ability of a system to scramble quantum
information. The process of quantum information scrambling is related to the dynamical
process of entanglement growth which is a proposed mechanism to explain thermalization
in closed quantum systems. It is characterized by an exponential growth of out-of-time
order correlators. In return, quantum systems which exhibit exponential out-of-time order
correlator growth are said to obey “quantum chaotic” behavior. The scrambling rate, which
is defined as the exponential growth rate, represents the main focus of the present work.
This part elaborates on the concept of out-of-time order correlators and addresses their
role and significance in condensed matter physics. Whereas the scrambling rate is well-
defined theoretically, its interpretation in a physical context is still elusive. In this chapter,
a general introduction to out-of-time order correlators and associated concepts is given
which also includes an introduction and definition of quantum information scrambling. In
addition, several aspects are discussed which are intended to convey a general understand-
ing of out-of-time order correlators and are important for the understanding of the next
two chapters: The scrambling rate is determined for interacting electrons in graphene in
Ch. 2, which is followed by a presentation of a proposed link between out-of-time order
correlator dynamics and fluctuations of observables in Ch. 3. The general introduction
is considered appropriate as the topic of out-of-time order correlators originates from the
fields of quantum information theory and string theory, and certain aspects need to be
clarified for their usage in condensed matter physics.
The present chapter is structured as follows: The relation between thermalization, infor-
mation scrambling and out-of-time order correlators is outlined in Sec. 1.1. Subsequently,
the notion of information scrambling is introduced more thoroughly in Sec. 1.2. In Sec. 1.3,
out-of-time order correlators are introduced and are argued to imply information scram-
bling. Quantum chaos, which is reflected in an exponential growth of out-of-time order
correlators, is introduced in Sec. 1.4. In Sec. 1.5, a universal bound on the scrambling
rate is discussed, whereas Sec. 1.6 comments on aspect of the accessibility of out-of-time
order correlators in experiments. The semiclassical limit of out-of-time order correlators
and their relation to the sensitivity of classical phase space trajectories to changes in initial
conditions is discussed in Sec. 1.7.
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1. Introduction to quantum chaos
1.1. Thermalization, scrambling and quantum chaos
In this section, a short introduction to thermalization, entanglement growth, quantum
information scrambling and their mutual relations as well as their connection to out-of-
time order correlators is given. The following is rather considered an overview of different
concepts, whereas it is referred to the cited literature for further details.
“Thermalization” refers to the observation that observables, which are initially deter-
mined by the system’s non-equilibrium initial state, approach their constant equilibrium
values varying only slightly due to statistical fluctuations. Their constant mean values
are independent of the initial conditions suggesting a unique state which emerges from
the large set of possible initial states. This equilibrated state is described by a handful
of macroscopic parameters such as the total energy, the particle number or the volume
(Greiner et al., 1995). For closed systems, the process of thermalization is paradoxical:
Microscopic dynamics is reversible because its time evolution is governed by unitary dy-
namics described by the Schrödinger equation. In contrast, the “loss of memory” of the
equilibrated state with respect to its initial conditions suggests irreversibility. This para-
dox is (partially) resolved by the “eigenstate thermalization hypothesis” (Deutsch, 1991;
Srednicki, 1994, 1999), which introduces “typical observables” whose off diagonal matrix
elements between energy eigenstate are exponentially small in the system size. This fact
renders them indistinguishable when evaluated for pure or mixed states. However, the oc-
currence of thermalization in closed quantum systems in general is still a topic of current
research (D’Alessio et al., 2016).
Thermalization in closed quantum systems can also occur when the system is acting as its
own bath which relies on the principle of “entanglement growth” (D’Alessio et al., 2016).
If a subsystem is initially prepared in a pure, disentangled state, interactions between
the system’s degrees of freedom generate entanglement under time evolution. Its reduced
density matrix eventually approaches a mixed form characteristic for equilibration even if
the full system still resides in a pure state. To obtain a mixed reduced density matrix, the
size of the subsystem can be even large as long as it contains less than half of the total
system’s degrees of freedom provided that the system’s Hilbert space is large (Page, 1993).
That local thermalization occurs due to entanglement growth was confirmed in experiments
for systems of cold atoms with small system sizes (Islam et al., 2015; Kaufman et al., 2016;
Neill et al., 2016).
“Quantum information scrambling” refers to the dynamical process of entanglement
growth (Shenker and Stanford, 2014a). It arose in the context of the maximum possi-
ble speed of quantum information processing in quantum circuits1 (Hayden and Preskill,
2007) and can be defined by following Ref. Sekino and Susskind (2008) as follows: An
isolated quantum system is bipartitioned and prepared in a state in which both subsys-
1i.e. how fast a black hole, which is considered a quantum circuit, processes an initially inserted bit
of quantum information such that the information can be reconstructed by measuring its Hawking
radiation.
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tems are disentangled. The information associated with the initial state, which may be
quantified by a measure of entropy, is scrambled if for any possible bipartition the two,
time evolved subsystems have become fully entangled and have approached the maximal
value of entanglement entropy. A possible measure of information refers to, e.g., the von
Neumann entropy, which may also quantify the entanglement entropy by using the reduced
density matrices (Preskill, 2018).
The process of information scrambling is a consequence of interactions and therefore
represents an intrinsic property of the system which ought to be quantified. However,
quantifying the time evolution of the bipartite entanglement entropy turns out to be rather
impractical for generic systems of condensed matter physics and is restricted to systems
with a high degree of symmetry, e.g. conformal symmetries (Morrison and Roberts, 2013;
Asplund et al., 2015) or integrable theories (Calabrese and Cardy, 2005). Instead, so-
called “out-of-time order correlators” serve as a measure of information scrambling (Roberts
et al., 2015; Roberts and Stanford, 2015; Shenker and Stanford, 2014a). Their exponential
growth in time implies information scrambling as indicated by analytical approaches (Hosur
et al., 2016; Huang et al., 2017; Fan et al., 2017) and numerical experiments (Shenker and
Stanford, 2014b; Huang et al., 2017; Lewis-Swan et al., 2019; Luitz and Bar Lev, 2017)
whereas an analytical approach which proofs this link rigorously has not been found yet.
The discussion outlined above indicates that the scrambling of quantum information is a
prerequisite for thermalization as it implies a delocalization of initial states and, in return,
the emergence of local equilibrium. However, as a rigorous relation between out-of-time
order correlators and thermalization does not exist, this possible link has to be investigated
more thoroughly. By studying out-of-time order correlator growth based on microscopic
dynamics, one could shed light on its role for observable effects.
1.2. Quantum information scrambling
This section presents a heuristic approach to illustrate the previously quoted definition of
information scrambling and follows ideas presented in Ref. Shenker and Stanford (2014b).
In addition, it introduces the quantity “scrambling time” which denotes the time scale
after which information about the initial conditions of a system can only be obtained by
performing global measurements. A particular situation is considered where a subsystem
of an isolated, interacting quantum system is prepared in an initial state. Under time
evolution, the entanglement of the bipartite system grows and the initial conditions are
“spread” in the system. This process is quantified by the “mutual information” between
the two subsystems.
The system is bipartitioned into the subsystems A and Ā as depicted in Fig. 1.1. Initially,
the smaller subsystem A is prepared in a definite state which is disentangled from Ā
described by the density matrix ρA(0) such that the state of the total system is represented
initially by a direct product state
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(a) (b) (c)
Figure 1.1.: Information spreading in a closed quantum system. (a) Subsystem A is initially pre-
pared in a definite state. Red indicates high, blue zero amount of mutual information with respect
to the initial conditions of A. (b) Under time evolution, the entanglement between subsystems A
and Ā grows and the initial conditions are spread over the system’s degrees of freedom. (c) In
non-scrambling systems, information may disperse but still remains localized.
ρ(0) = ρA(0)⊗ ρĀ(0). (1.1)
The quantum information associated with the initial state can be quantified by using a
measure of entropy, e.g. the von Neumann entropy S(ρA) = −tr[ρA ln ρA] where the reduced
density matrix is defined as ρA = trĀ[ρ] (Preskill, 2018).
To quantify the process of information spreading, two concepts of quantum information
theory are introduced. Mutual information quantifies the amount of information which
can be deduced about A by measuring Ā. It is defined as (Preskill, 2018)
I(A, Ā) = S(ρA) + S(ρĀ)− S(ρ). (1.2)
As information scrambling relies on the mutual information between the initial state and
the time evolved state at time t, a copy C of the system, which is initially perfectly entangled
with the original system O, is introduced employing the “thermofield double” construction
(Morrison and Roberts, 2013). Whereas O is time evolved, C remains in its initial state
keeping track of the initial conditions. The doubling of the original Hilbert space, H →






pi|i〉O ⊗ |i〉C , (1.3)
with Hilbert space dimension N and pi representing the statistical weights which constitute
the original density matrix. It is obtained from the thermofield double state by tracing out
the copy’s degrees of freedom, ρ =
∑




. Within this representation,
time evolution is described by the unitary operator Û(t) acting on O, whereas C is left
unchanged. The time evolved thermofield double state is therefore given by
|ρ(t)〉〉 = ÛO(t)⊗ 1̂C |ρ〉〉. (1.4)
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After having established the concept of mutual information and thermofield double state
representation, the notion of information scrambling is formalized by inspecting the mutual
information between A or Ā at time t and the initial conditions of A,
I(AO, AC) = S(ρAO) + S(ρAC)− S(ρAC∪AO), (1.5)
where I(ĀO, AC) is given accordingly. The reduced density matrices are given by ρAO =
trĀO∪C [|ρ(t)〉〉〈〈ρ(t)|] and ρAC = trO∪ĀC [|ρ(t)〉〉〈〈ρ(t)|].
Initially , AO and AC are perfectly entangled and I(AO, AC) is maximum as the total
system is in a pure state, S(ρAC∪AO) = 0. In contrast, I(ĀO, AC) = 0 because A and Ā
are uncorrelated. For t > 0, the entanglement between AO and ĀO increases, whereas the
entanglement between AO and AC (and equally ĀO and ĀC) decreases. Consequently, this
causes I(AO, AC) to decay and I(ĀO, AC) to grow. As A represents the smaller subsystem,
I(AO, AC) approaches zero asymptotically as the reduced density matrix ρAO ends up
being fully mixed (Page, 1993). The process of decaying mutual information I(AC , AO)
is denoted information scrambling. The associated time scale which signals the onset of
the decay of I(AC , AO) for every possible partitioning A and Ā for fixed initial conditions
Eq. (1.1) is denoted “scrambling time” (Shenker and Stanford, 2014b).
As the scrambling time depends on the rate of entanglement growth, the nature of
interactions between system’s degrees of freedom are crucial for information scrambling.
It is expected that, e.g., integrable systems, which do not thermalize, also do not scramble
quantum information. It may refer to a situation where initially localized information
disperses but always remains localized in the system’s Hilbert space as depicted in Fig. 1.1c.
This concept is similar to the concept of ergodicity of classical mechanics which represents
a prerequisite for thermalization and refers to the ability of a system to reach all points in
phase space equally likely independent of the initial conditions (D’Alessio et al., 2016). As
ergodic systems are characterized by chaotic classical dynamics, quantum systems which
scramble quantum information obey quantum chaotic dynamics (Shenker and Stanford,
2014b; Hosur et al., 2016). It is noted that this definition of quantum chaos and others,
e.g. Wigner-Dyson level statistics (Haake, 2010), are indicated to be alike, however, a
rigorous proof has not been given yet.
1.3. Definition of out-of-time order correlators
The time evolution of the mutual information introduced in Eq. (1.5) can be used to deter-
mine the scrambling time. Alternatively, one can also study operator dynamics quantified
by out-of-time order correlators as their exponential growth implies information scram-
bling (Roberts et al., 2015; Roberts and Stanford, 2015; Shenker and Stanford, 2014a;
Hosur et al., 2016). In the following section, out-of-time order correlators are introduced
and defined as a measure of local operator growth.
Two types of hermitian operators V̂ and Ŵ are considered which act “locally”, i.e. on
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one single among many degrees of freedom. These operators are separated such that their
commutator vanishes, [V̂ , Ŵ ] ≡ V̂ Ŵ − Ŵ V̂ = 0. Dynamics is introduced by time evolving
one operator V̂ → V̂ (t) = Û †(t) V̂ Û(t) by using the time evolution operator2 Û(t) = e−iĤt,
where Planck’s constant is set to unity, ~ = 1. This operator “grows” under time evolution
as expanding the operator in powers of the time parameter yields
V̂ (t) = V̂ + it[Ĥ, V̂ ] +
(it)2
2!
[Ĥ, [Ĥ, V̂ ]] +
(it)3
3!
[Ĥ, [Ĥ, [Ĥ, V̂ ]]] + . . . . (1.6)
If Ĥ contains a “local” structure which connects “neighboring” degrees of freedom, every
term represents an operator with a growing amount of local support due to the increas-
ing number of nested commutators. Eventually, when the distance between V̂ and Ŵ is
bridged, the commutator ceases to vanish, [V̂ (t), Ŵ ] 6= 0. In this sense, the dynamics of
V̂ (t) are tracked by Ŵ .
An absolute measure of operator growth is given by the out-of-time order correlator
(Roberts et al., 2015)
C(t) = −〈[V̂ (t), Ŵ ]2〉 (1.7)
which is defined for t ≥ 0 where 〈. . . 〉 = tr[ρ . . . ] such that the dynamics of operators is
evaluated with respect to certain state specified by the density matrix ρ. The minus sign
assures positive definiteness of C(t). As V̂ and Ŵ commute initially, C(t) is expected to
vanish for t ≈ 0 as 〈V̂ Ŵ Ŵ V̂ 〉 ≈ 〈V̂ Ŵ V̂ Ŵ 〉 ≈ 〈V̂ V̂ 〉〈ŴŴ 〉. In contrast for t > 0, C(t) is
expected to grow. This behavior can be traced back to the decay of terms in Eq. (1.7) of
the type
F (t) = 〈V̂ (t)Ŵ V̂ (t)Ŵ 〉. (1.8)
The remaining terms of the type 〈V̂ (t)ŴŴ V̂ (t)〉 are slowly varying and are expected
to saturate against the asymptotic long-time value 〈V̂ (t)ŴŴ V̂ (t)〉
∣
∣
t→∞ ≈ 〈V̂ V̂ 〉〈ŴŴ 〉,
which represents also the asymptotic long-time value of C(t). In the following, C(t) is called
an “out-of-time order correlator”, whereas F (t) is called an “out-of-time order correlation
function”.
F (t) can be interpreted as a measure of the fidelity of two initially identical systems which
exhibit different local perturbations. For this, a perfect copy C of the considered system O
is generated by employing the thermofield double state representation as introduced in the
previous sections in Eq. (1.3). Subsequently, the sequence of operators V̂ (t)Ŵ is applied
to O whereas a reversed sequence [Ŵ V̂ (t)]∗ is applied to C. The fidelity evaluates to an
















where, in contrast to Eq. (1.8), fractions of the density matrix ρ are placed between the
2Here, it is focused, for simplicity, on time-independent Hamilton operators which are represented by Ĥ.
A generalization to time-dependent Hamilton operators is straightforward.
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sequences. Hence, the reversed order of operations applied to O and C renders the initial
identical copies increasingly “incoherent” and the out-of-time order correlation function
decays, similar to the decay of mutual information between a subsystem’s state at t and
its initial state as discussed in Sec. 1.2. The special placement of the density matrices in
Eq. (1.9) is the central focus of Sec. 1.5.
1.4. Quantum chaotic operator growth
Similar to the dynamics of entanglement entropy discussed in Sec. 1.2, the growth of
out-of-time order correlators depends on the nature of microscopic interactions. It is gen-
erally distinguished between three different classes: An exponential growth is obtained for
strongly coupled systems with mutual interactions between all degrees of freedom, such as
the Sachdev-Ye-Kitaev (SYK) model (Sachdev and Ye, 1993; Kitaev, 2015; Maldacena and
Stanford, 2016), or large N -theories with N maximally coupled intrinsic degrees of free-
dom embedded in spatial space, see e.g. Refs. Roberts and Swingle (2016); Stanford (2016);
Chowdhury and Swingle (2017); Patel and Sachdev (2017); Klug et al. (2018). Exponential
growth is also observed for quantum systems which posses a semiclassical limit obeying
classical chaotic behavior, e.g. Larkin and Ovchinnikov (1969); Rozenbaum et al. (2017);
Syzranov et al. (2019); Klug and Syzranov (2019). These systems are denoted “quantum
chaotic” (Maldacena et al., 2016) implying the ability to scramble quantum information
as discussed in Sec. 1.2. In contrast, slow polynomially growth is obtained, e.g., for many-
body localized systems, see e.g. Refs. Swingle and Chowdhury (2017); Huang et al. (2017);
Fan et al. (2017), which are expected to be non-ergodic. Furthermore, out-of-time order
correlators evaluated for integrable systems are expected to oscillate with recurrence times
polynomial in the number of degrees of freedom (Hosur et al., 2016). This fact can be also
deduced from Eq. (1.7) by employing its spectral representation.
This work focuses on quantum chaotic systems exhibiting exponential out-of-time or-
der correlator growth. In this case, the leading order contribution to out-of-time order
correlation functions decays exponentially,
F (t) ∼ a− ǫ eλLt, (1.10)
whereas the contribution to out-of-time order correlators grows exponentially,
C(t) ∼ ǫ eλLt, (1.11)
where ǫa ≪ 1 represents a small parameter of the considered theory (e.g. ǫ ∼ 1N for
large-N theories) and the scrambling rate λL represents the largest rate of exponential
growth. The existence of ǫ is necessary to define λL and the corresponding quantum
chaotic regime (Maldacena et al., 2016). In analogy to classical chaotic systems, where
initially close trajectories in phase space diverge exponentially with a rate given by the
Lyapunov exponent (Lichtenberg and Lieberman, 1992), λL is also referred to as “Lyapunov
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exponent” (Maldacena et al., 2016). In the case of chaotic systems, this leading order
behavior is expected to be independent of the particular choice of operators V̂ and Ŵ .
Here, certain operators, e.g., associated with conserved quantities are excluded.
The parameterization of the out-of-time order functions and correlators used in Eq. (1.10)
and (1.11), respectively, is valid for times smaller than the cut-off time t∗, which is generally
assumed to match the scrambling time defined in the context of information scrambling
(Roberts et al., 2015; Roberts and Stanford, 2015; Shenker and Stanford, 2014a; Hosur
et al., 2016) introduced earlier in Sec. 1.2. For t > t∗, F (t) has decayed and C(t) has
saturated to its constant asymptotic long-time value. Hence, the scrambling time defined
by out-of-time order correlators is determined by C(t∗) ∼ a yielding
t∗ ∼ λ−1L log(aǫ ). (1.12)
The exponential growth of type Eq. (1.11) of out-of-time order correlators evaluated
for a strongly coupled system with all-to-all two-body interactions (see, e.g., the SYK
model) can be understood by considering information scrambling as a step-wise process,
where the characteristic time scale is given by the inverse scrambling rate λ−1L . Initially, a
single degree of freedom (DoF) is brought into a definite state. At each time step, all DoFs
interact where respective interaction partners are chosen by random. As the reference DoF
gets correlated to a second DoF after the first time step, it is already correlated to four
after the second, and so on. Hence, C(t) ∼ 1N eλ
−1
L t, and the growth stops when the initial
DoF is correlated to all N degrees of freedom, C(t∗) ∼ 1, yielding t∗ ∼ λ−1L logN . This
scrambling time saturates the conjectured lower bound on the scrambling time (Sekino and
Susskind, 2008) which proposes a shortest possible time to scramble quantum information.
The discussion of operator growth can be extended to systems in d spatial dimensions.
Besides the N strongly-coupled “intrinsic” degrees of freedom which guarantee a quantum
chaotic regime, the system is extended to spatial space. Information scrambling now hap-
pens in two distinct entities, intrinsically and spatially. Quantum information scrambling
in the intrinsic entity is described by an exponential growth of type Eq. (1.11), whereas in-
formation scrambling in real-space is described by a certain type of propagation. To probe
the spatial spreading of quantum information, one considers out-of-time order correlators
of the type
C(x, t) = −〈[V̂ (x, t), Ŵ (0)]2〉, (1.13)
where the local operators are separated by a distance |x|. In d ≥ 2, the growth of C(x, t)
is diffusive, see e.g. Refs. Chowdhury and Swingle (2017); Patel et al. (2017); Patel and






with the “butterfly velocity” vB (Roberts et al., 2015), which was found to represent the
characteristic velocity of the interaction-free theory in, e.g., Refs. Chowdhury and Swingle
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(2017); Werman et al. (2017), and the scrambling rate λL. Combined with the exponential
growth due to “intrinsic” information scrambling, the out-of-time order correlator obeys
the partial differential equation (Chowdhury and Swingle, 2017; Klug et al., 2018)
∂
∂tC = DL∆xC + λLC, (1.15)
for long distances associated with the length scale ℓ ∼ vBλL . The growth is initiated by
appropriate initial conditions or by adding a perturbing term of the form C0δ(t)δ(x) as
discussed in Ref. Klug et al. (2018). A possible solution to Eq. (1.15) and a perturbing
term mimicking the initial conditions is obtained by Fourier transform and is given by
(Klug et al., 2018)







where the approximate solution is obtained by expanding the spatial coordinate around
the wave front |x| ≈ vBt. Hence, quantum information, although indicated in Eq. (1.15) to
propagate diffusively in space, spreads ballistically if combined with the intrinsic exponen-
tial growth which suggest the term “quasiballistic” propagation referring to a conventional
diffusion boosted by a local exponential growth. Due to the spatial extension of the system,
the scrambling time is delayed and is given by




where V represents the volume of the system.
1.5. A bound on operator growth
In conformal field theories with holographic duals, the scrambling rate is given by the
universal constant λL,max =
2πkBT
~
(Kitaev, 2015; Roberts and Stanford, 2015; Roberts
et al., 2015; Roberts and Swingle, 2016). This is remarkable as the inverse of this scrambling
rate relates to the Planckian dissipation time λ−1L,max ∼ τP ∼ ~kBT which is postulated as
the shortest possible dissipation time (Zaanen, 2004) and is considered as a candidate for
the dissipation time scale governing the phenomenon of linear-in-temperature resistivity
observed for strange metals (Bruin et al., 2013). Indeed, it was shown in Refs. Maldacena
et al. (2016); Tsuji et al. (2018) that the scrambling rate determined for a system in thermal
equilibrium is bounded from above by
λL ≤ λL,max. (1.18)
This bound could have consequences for other physical quantities and could, e.g., be re-
flected in a bound on transport coefficients measurable in experiments.
The proof of Eq. (1.18) relies on a special type of out-of-time order correlator with certain
analytic properties requiring the density matrix to be split into two fractions, which are
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placed between the two correlators, respectively. Instead of Eq. (1.11), one considers a














where ρth = Z
−1e−Ĥ/kBT denotes the thermal density matrix. This scheme regularizes
ultra-violet divergences which arise in low-energy field theories and suppresses contribu-
tions to information scrambling from excitations with energies larger than the temperature
kBT as discussed in the Appendix A.3. The choice of placements of density matrices has
consequences for the scrambling rate λL. In Ref. Klug et al. (2018), it was found that
λL determined for interacting electrons in graphene depends on the regularization scheme:
The scrambling rate λL,non-reg obtained with Eq. (1.11) with ρ = ρth differs from λL,reg




(see Ch. 2 for details), whereas the bound Eq. (1.18) is violated by the
“non-regularized” scrambling rate λL,non-reg ∝ Λ as the scrambling rate depends linearly
on the ultra-violet cut-off Λ of the low-energy theory. A violation of the bound for non-
regularized out-of-time order correlators was also observed for electrons in a disordered
interacting metal discussed in Ref. Liao and Galitski (2018).
An explanation for this observation is given by the representation of the out-of-time
order correlators in terms of two copies of a systems which are initially perfectly entan-
gled and “dephase” in the course of time due to quantum chaotic dynamics as argued in
Sec. 1.3. The thermal density matrix ρth exponentially suppresses excitations with energies
E ≫ kBT . When considering Eq. (1.19), both copies exhibit low-energy excitations for
low temperatures, however with halved “physical” temperature T2 . In contrast, when con-
sidering the non-regularized out-of-time order correlator Eq. (1.11), one copy of the system
is evaluated with respect to an infinite temperature state allowing excitations up to the
ultra-violet cut-off scale in line with results obtained in Ref. Klug et al. (2018). Hence,
Eq. (1.19) is regarded as a low-energy measure to characterize information scrambling in
the case of thermally excited systems for low temperatures.
1.6. Out-of-time order correlators in experiments
The central characteristic of out-of-time order correlation functions is the non-monotonicity
of its time arguments in the sequence of operators in Eq. (1.8), i.e. time does neither
monotonically in- nor decrease when moving from one end to the other. This property ren-
ders out-of-time order correlators “non-observables”, in contrast to conventional correlation
functions where the sequence of operators is always time-ordered because of the underly-
ing principle of first perturbing and subsequently measuring the response of the system
(Mahan, 2000). This has implications for the accessibility of out-of-time order correlators
in experiments aiming to extract quantities such as the scrambling time, the scrambling
rate and the butterfly velocity from physical systems.
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In general, common experimental concepts are either based on the existence of a global
time reversal operation, which allows one to realize arbitrary sequences of operators, or
the generation of a perfect copy of the original system, which resemble the thermofield
double state representation introduced in Eq. (1.9). Out-of-time order correlators are
measured, e.g., for one dimensional Ising chains which are simulated using trapped ions
(Gärttner et al., 2017) or liquid-state nucleon magnetic resonance (Li et al., 2017). The
measurement protocols contain an effective time reversal operations which is achieved
by inverting the sign of the Hamilton operator resembling spin echo techniques (Hahn,
1950). An interferometric approach is proposed in Ref. Bohrdt et al. (2017) which is
applicable to cold atom systems. Their protocol is based on the existence of two copies of
the same system, which are initially perfectly entangled, and the existence of an effective
time reversal operation, which can be realized by using a Feshbach resonance and by tuning
the optical lattice. There are also several approaches relying on the existence of control
and ancilla qubits which effectively create a second copy of the system (Yao et al., 2016;
Zhu et al., 2016; Swingle et al., 2016; Zhang et al., 2019).
However, these approaches are restricted to small system sizes and require a high degree
of controllability over the microscopic degrees of freedom of a system. An application to
generic systems of condensed matter physics is not possible yet.
1.7. Operator growth in the semiclassical limit
When evaluated in the semiclassical limit, out-of-time order correlators are proportional
to the sensitivity of classical phase space trajectories to changes in initial conditions whose
dynamics are determined by the classical counterpart of the considered quantum system.
This connection is complementary to the picture of information spreading presented ear-
lier in Sec. 1.2 and bears conceptually important aspects to understand the underlying
mechanism of out-of-time order correlator growth.
The semiclassical limit of a quantum theory refers to the case where Planck’s constant
is small compared to a characteristic classical action scale scl which suggests to introduce
an effective, dimensionless constant ~eff =
~
scl
≪ 1. In this limit, the dynamics of the
quantum system is determined predominantly by classical dynamics which minimizes the
classical action integral representing the so-called saddle point contributions (Gutzwiller,
1990). This link indicates that if the semiclassical limit of a quantum system exist, possible
quantum chaotic behavior, which is signaled by an exponentially growing out-of-time order
correlator, is connected to the chaotic dynamics of the corresponding classical system.
To illustrate the link between quantum and classical chaotic dynamics, an out-of-time
order correlator of momentum operators is considered which is evaluated for a disordered
metal where electrons move in static disorder potentials of randomly located impurities
as presented first in Ref. Larkin and Ovchinnikov (1969). This quantum system, which
possesses a classical chaotic semiclassical limit, obeys quantum chaotic dynamics. The
operators in Eq. (1.11) are chosen to one component of the momentum operator, V̂ =
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Ŵ = p̂z. For ~eff ≪ 1, the out-of-time order correlator is approximated to (Larkin and
Ovchinnikov, 1969)






where pz(t) = pz(t, r0,p0) represents one component of a classical phase space trajectory
depending on initial conditions (r0,p0), 〈. . . 〉 quantum mechanical averaging specified by
a density matrix ρ and 〈. . . 〉PS refers to a phase space average specified by a classical
distribution function ρ(r,p). As classical chaotic dynamics are characterized by an expo-
nentially growing distance between initially close trajectories implying |∂pz(t)∂z0 | ∼ e
λclt with
the classical Lyapunov exponent λcl (Lichtenberg and Lieberman, 1992), the out-of-time
order correlator is expected to grow exponentially. This connection indicates an equiva-
lence of the scrambling rate λL and the classical Lyapunov exponent λcl, which was, e.g.,
explicitly shown to exist for the quantum kicked rotor in Ref. Rozenbaum et al. (2017).
Similar to the saturation of out-of-time order correlators at the scrambling time t∗, the






which signals the crossover from classical to quantum dynamics (Ehrenfest, 1927; Aleiner
and Larkin, 1996). It resembles the expression for the scrambling time Eq. (1.12) when
assuming the correspondence λL ↔ λcl and ~eff ↔ ǫa . At tE , the classical description is
expected to break down and quantum effects are significant causing the exponential growth
to saturate.
The connection Eq. (1.20) is readily made plausible by postulating the applicability of
the correspondence principle of quantum mechanics. In particular, by referring to the
correspondence between Ehrenfest’s and Liouville’s theorem, the commutators of quantum
mechanical operators p̂z may be replaced by Poisson brackets of classical phase space
variables pz(t) = pz(t, r0,p0),
[p̂z(t), p̂z]










for components of the phase space trajectories f =
f(t, r0,p0) and g = g(t, r0,p0). Additionally, by replacing the quantum mechanical average
by a phase space average, identity Eq. (1.20) is obtained.
Instead of relying on the indicative reasoning outlined above, it is desirable to use more
advanced methods which are tailored to evaluate quantum mechanical expectation values in
the semiclassical limit to verify relation Eq. (1.20) based on microscopic grounds. In what
follows, the link Eq. (1.20) is derived in Sec. 1.7.1 for a minimal model of two-degrees of
freedom which illustrates its underlying principle where and an extension to many degrees
of freedom is straightforward. Eventually, the out-of-time order correlator in the classical
limit is qualitatively discussed for the electronic model of a disorder metal in Sec. 1.7.2.
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1.7.1. Phase space representation of out-of-time order correlators
Links of type Eq. (1.20) suggest a connection between quantum chaotic dynamics de-
fined by out-of-time order correlators and classical chaotic dynamics defined by diverging
phase space trajectories. As this connection is indicated by the correspondence principle
Eq. (1.22), its underlying mechanism is elusive and an derivation based on microscopic
grounds is desirable. In this section, a relation of type Eq. (1.20) is derived explicitly for
a minimal model of two degrees of freedom by using semiclassical approximation meth-
ods. An extension to many degrees of freedom is straightforward. Similar approaches are
presented in Ref. Kurchan (2018); Rammensee et al. (2018); Jalabert et al. (2018).
The relation of type Eq. (1.20) relies on the principal of fluctuating trajectories: In
the semiclassical limit, the out-of-time order correlator corresponds to four classical phase
space trajectories as it contains four time evolution operators (two for each time-evolved
Heisenberg operator). The trajectories form a connected path as depicted in Fig. 1.2,
where the operators constituting the out-of-time order correlator act at the end points,
respectively. In the purely classical limit ~eff = 0, the out-of-time order correlator vanishes
as contributions cancels perfectly. However, when taking small fluctuations of order of
~eff ≪ 1 around the endpoints into account, contributions interfere constructively and
probe the sensitivity of the classical trajectories to changes in their endpoints, i.e. initial
conditions.
In what follows, the relation






is derived. Here, position q̂ and momentum p̂ operators obey the usual commutation
relation, [p̂, q̂] = i~, and are time-evolved by p̂(t) = Û †(t) p̂ Û(t) with the time evolution
operator Û(t). Classical phase space trajectories q(t) = q(t, q0, p0) and p(t) = q(t, q0, p0)
obey the Hamilton equations of motion and depend on the initial conditions (q0, p0). |ψ0〉
denotes an initial pure quantum state, but, in principle, also ensemble averages can be
considered. The connection of Eq. (1.23) to Eq. (1.20) is straightforward by using the
Fourier representation of operators. In the following derivation, only the main steps are
presented whereas details are found in the Appendix A.2.
To connect quantum and classical mechanics, the quantum mechanical time evolution
operator is approximated in the limit ~eff ≪ 1 by the so-called van Vleck propagator
(Gutzwiller, 1990; Haake, 2010; Altland and Simons, 2010). It approximates the transition
amplitude from the initial state |qI〉 to the final state |qF 〉 by the sum over all classical
trajectories connecting these end points in time t. Classical trajectories are obtained as
saddle-point contributions which minimize the classical action integral, whereas quantum
contributions are negligible due to rapid phase fluctuations. Expressed in the position
basis, the quantum mechanical propagator is given by (Haake, 2010)
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Figure 1.2.: Representation of the out-of-time order correlation function in classical phase space
which constitutes the out-of-time order correlator Eq. (1.23). Straight lines with endpoints qi
denote classical trajectories which form a connected path with endpoints q1 and q5 related to the
initial conditions. W (qI , pI) denotes the phase space distribution function representing the set of
initial conditions (qI , pI) which is used for the phase space average.
〈qF |Û (t) |qI〉 ≈
∑
α
Aα(t, qI , qF )eiSα(t,qI ,qF )/~, (1.24)
where each possible classical trajectory α with boundary conditions qα(0) = qI and qα(t) =
qF is weighted by a phase factor given by the classical action Sα(t, qI , qF ). The amplitude
Aα(qI , qF ) arises due to leading order quantum fluctuations around the classical trajectories
and is kept as normalization constant (Altland and Simons, 2010). In the following, the
existence of only one definite classical trajectory connecting qI and qF is assumed rendering
the index α superfluous. Furthermore, by inserting complete sets of states and replacing













{S(t, q1, q2)− S(t, q3, q2) + S(t, q3, q4)− S(t, q5, q4)}
]
q2(q1 − q3)q4(q5 − q3),
where q1, q3, q5 denote initial and q2, q4 final positions. The out-of-time order correlator
is hence represented by four connected trajectories whose initial and final endpoints q1
and q5 are determined by initial conditions as depicted in Fig. 1.2. Contributions to the
out-of-time order correlator are weighted by the phase factor and are possibly penalized by
rapid phase fluctuations. Therefore, configurations of trajectories which contribute obey
S(t, q1, q2)− S(t, q3, q2) + S(t, q3, q4)− S(t, q5, q4) ∼ ~, (1.26)
where the purely classical case, S(t, q1, q2) − S(t, q3, q2) + S(t, q3, q4) − S(t, q5, q4) = 0,
refers to coinciding endpoints q1 = q3 = q5 and q2 = q4. However, for this particular
configuration, the out-of-time order correlator vanishes because of a vanishing integrand
in Eq. (1.25). Thus, leading order contributions are given by constructively interfering
trajectories. These contributions are necessarily small in ~ and are captured by expand-
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ing the position of endpoints in small deviations from their classical configuration. By
introducing the Wigner function of the initial system’s state,
∫ dp0




2 )ψ0(q0 − x2 ), where W (q0, p0) can be interpreted as quasiprobability distribution
function in phase space, and by integrating out fluctuations, the out-of-time correlator is
given by













which equates to the left-hand side of Eq. (1.23) with the phase space average specified by
W (q0, p0).
In the derivation conducted above, the existence of the small parameter ~eff ≪ 1 was
essential to relate quantum operator dynamics and classical phase space dynamics. This
picture may even be extended to certain quantum chaotic theories which do not posses a
strict classical counterpart: If the small parameter, which ensures the exponential growth
of out-of-time order correlator growth as discussed in Sec. 1.4, can be used to obtain an
effective quasiclassical theory, quantum chaotic behavior may be traced back to chaotic
dynamics of the classical theory. This idea is expanded in the outlook Sec. 2.7 of the next
chapter.
1.7.2. Quantum chaotic dynamics of a disordered metal
Out-of-time order correlators evaluated in the semiclassical limit are connected to the sen-
sitivity of classical phase space trajectories to changes in initial conditions. This connection
and the notion of the Ehrenfest time tE is illustrated for electrons in a disordered metal
where particles move in a static disorder potential due to elastic impurity scattering. In
the limit of hard sphere impurity potentials, this model maps to the so-called Sinai bil-
liard which represents a toy model for classical chaotic dynamics (Chirikov, 1979). The
presented model represents the microscopic basis for the work presented in Ref. Klug and
Syzranov (2019) and the work which is discussed later in Ch. 3.
The system of electrons in a disordered metal is considered, where conduction electrons




and which propagate with the Fermi velocity vF =
pF
m . The disorder
is described by static scattering centers with impurity potentials varying on length scale
a which are separated by the mean-free path ltr = vF τ0, where τ0 denotes the elastic
scattering time of electrons. To observe quantum chaotic dynamics, the electrons have
to propagate quasiclassically for times t ≫ τ0 which requires scattering centers to be
sufficiently large, short-ranged and separated (Aleiner and Larkin, 1996): As electron wave
packets are localized on length scales of order of λF , the uncertainty in scattering angle
is δθ ∼ λFa . During ballistic propagation, the uncertainty increases to δr ∼ ltr δθ before
the particle hits the next scatterer. For classical propagation to continue, this requires
δr ≪ a which yields a condition on the scatterer’s size and the elastic scattering time,
a ≫
√
λF vF τ0. Apparently, the uncertainty increases exponentially with δr(t) ∼ λF eλclt
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(a) (b)
Figure 1.3.: Quantum chaotic dynamics in a disordered metal. Grey spots represents impurity
potentials with size a which are separated by the mean-free path ltr = vF τ0 with the elastic
scattering time τ0. Solid lines denote classical trajectories of electrons. (a) Increasing uncertainty
represented by the bluish trace associated with an electron wave packet which is initially confined
to lengths λF . (b) Diverging mismatch of two trajectories which are initially close on order of λF .
with the classical Lyapunov exponent λcl as it relates to the fastest growing mismatch
between two classical trajectories. λcl can be read off from the previous discussion to
λcl ∼ τ−10 log ltra and is of order of the elastic scattering time. If the uncertainty is of
order of the impurity size, δr(tE) ∼ a, further propagation relies on wave mechanics
and the classical approximation breaks down. The Ehrenfest time is therefore defined









≪ 1. Whereas the electron propagator is
determined by classical trajectories for t < tE , diffusive propagation is present for t > tE .
Applied to the momentum out-of-time order correlator Eq. (1.20), the right-hand side,
which contains only classical quantities, can readily be evaluated: At each scattering event
the momentum mismatch of two classical trajectories increases by δp ∼ pF δθ ∼ pFltr δr





, the out-of-time order correlator increases exponentially,
− 〈[p̂z(t), p̂z]2〉 ∼ e2λclt, (1.28)
where the growth persist for times τ0 < t < tE . For t > tE , diffusive propagation sets in
and the out-of-time order correlator is expected to saturate.
This example of quantum chaotic behavior connected to classical chaotic behavior relies
on the smallness of the parameter ~eff =
λF
a ≪ 1 and illustrates the equivalence of λcl and
λL for out-of-time order correlators evaluated in the semiclassical limit. The process of
impurity scattering as well as the equivalence of a growing uncertainty and the diverging
mismatch between two trajectories is depicted in Fig. 1.3. Details on the computation of
two diverging classical trajectories is found in Appendix A.1, whereas an explicit evaluation
of the out-of-time order correlator Eq. (1.28) is presented in Ch. 3.
23
1. Introduction to quantum chaos
1.8. Conclusion and outlook
In this chapter, the concept of out-of-time order correlators was introduced and a rela-
tion to entanglement growth as well as the fundamental process of thermalization was
indicated. This special type of correlators was characterized by an out-of-time ordered
sequence of operators which renders them non-observable in conventional experiments. In
the semiclassical limit, it was argued that out-of-time order correlators are proportional
to the sensitivity of classical phase space trajectories to initial conditions underlining the
resemblance between classical chaotic and quantum chaotic behavior.
It was pointed out that the exponential growth of out-of-time order correlators is fun-
damentally connected to the existence of a small parameter ǫ characterizing the quantum
chaotic regime and rendering the scrambling rate λL and scrambling time t
∗ well-defined
quantities. In contrast, systems exhibiting slow (polynomial) out-of-time order correlator
growth are expected to be non-ergodic and hence non-scrambling. In other systems, ǫ does
not exist and λL and t
∗ are hence ill-defined objects. This, however, does not imply that
the system is non-scrambling, but rather information scrambling may not be characterized
by out-of-time order correlators.
The dynamics of out-of-time order correlators may further depend on the choice of
operators. Generally, it is expected that the leading order exponential growth, and hence
λL, are independent of the particular choice as generic operators are expected to have a
finite overlap with those operators exhibiting the most rapid growth. Obviously, it does
not hold for conversed quantities X̂ which obey [Ĥ, X̂] = 0. Therefore, physical insight
is necessary to make a “meaningful” choice of operators which are susceptible to quantum
chaotic dynamics.
To further gain insight into the role of out-of-time order correlators in condensed matter
physics, the scrambling rate λL is determined in Ch. 2 for interacting electrons in graphene
and compared to other physical scales, e.g. representative for thermalization. The aspect
of a possible experimental determination of λL is addressed in Ch. 3 which is based on a
proposed link between exponential operator growth and fluctuation dynamics of observ-
ables.
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Out-of-time order correlators characterize the ability of a system to scramble quantum
information. In the case of quantum chaotic systems, out-of-time order correlators grow
exponentially specified by the scrambling rate λL and the Butterfly velocity vB. Whereas
λL is well-defined theoretically, its role for observable effects or observable quantities is
little understood and deserves further investigation as discussed in Ch. 1.
To gain further insight, information scrambling is investigated for the model of electrons
in graphene which interact via long-range Coulomb interaction. For this, an out-of-time
order correlator is evaluated and λL is determined in a controlled large-N perturbation
series where the total number of electron flavors in graphene is given by N = 4 because
of the electronic spin and valley degrees of freedom. The presence of a small parameter
N−1 ≪ 1 indicates the existence of a quantum chaotic regime and an exponential growth
of out-of-time order correlators is expected.
Subsequently, λL is compared to single-particle rates which are, among others, repre-
sentative for the processes of thermalization to shed light on the microscopic mechanism
which determines the rate of information scrambling. In particular, λL is compared to
certain single-particle rates which are generally functions of the single-particle excitation’s
energy ǫ: the quantum dephasing rate τ−1q (ǫ) which is representative for the inelastic
electron-electron scattering rate, the energy relaxation rate τ−1E (ǫ) which is characteristic
for thermalization processes when evaluated for ǫ ∼ kBT , and the transport relaxation
rate τ−1tr (ǫ) which is representative for hydrodynamic relaxation processes when evaluated
for ǫ ∼ kBT .




introduced in Eq. (1.14), resembles the transport coefficients of charge and energy diffusion
in strongly coupled, holographic theories (Blake, 2016a,b), whereas it relates to the energy
diffusion coefficient in electronic systems which are strongly coupled to phonons (Werman
et al., 2017) or gauge bosons (Patel and Sachdev, 2017). Furthermore, the scrambling
rate was determined to match the inelastic electron-electron scattering rate in a weakly





(Banerjee and Altman, 2017; Aleiner et al., 2016) resembling the Fermi liquid relaxation
rate (Baym and Pethick, 1991).
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2.1. Summary of results
In what follows, a diagrammatic approach is presented to determine λL for Dirac electrons
in graphene which interact via long-range Coulomb interaction. The presented results are
based on work which was published in Ref. Klug et al. (2018). In addition, an estimate
for the Butterfly velocity vB is given. As these quantities are determined in a perturbative
manner controlled by the small parameter N−1 ≪ 1, the electron-electron interaction





with electron charge e, electric permittivity ǫ and the Fermi velocity vF , is considered
variable. This allows one to study a weak (α≪ 1) and a strong-coupling regime (α≫ 1).
Although α ≈ 1 in realistic experimental settings (Novoselov et al., 2005), a variable
α allows one to discriminate between the physical scales introduced earlier, which are
characterized by different powers of α, and to compare them with λL.
In the strong-coupling regime, the scrambling rate is determined to (Klug et al., 2018)






which is similar to results obtained for other large-N theories (Chowdhury and Swingle,
2017). As N−1 ≪ 1, the rate is parametrically smaller than the bound on out-of-time
order correlator growth rates as discussed in Sec. 1.5, even if extrapolated to N = 4 which
is representative for electrons graphene. It furthermore resembles the transport relaxation
time τ−1tr (ǫ ∼ kBT ) ∼ kBT~N which was determined in Ref. Link et al. (2018) in the same
limit. However, as the temperature is the only energy scale present, similar results are also
expected for the other rates introduced earlier and a clear assignment is hardly possible.
In the weak-coupling limit, the scrambling rate is determined to (Klug et al., 2018)






which is parametrically small in α. The result λL ∝ α is surprising as a naive power
counting of interaction verticies suggests a quadratic dependence on the coupling strength.
The finding is traced back to the dynamical screening of electron charge due to particle-
hole fluctuations opening up a window for small momentum transfers which is independent
on α but limited by the inverse thermal screening length l−1s ∼ α ln 2 kBTvF ~ . The very same
screening length was also found in Ref. Schütt et al. (2011) in the determination of single-
particle relaxation rates in graphene.
Compared to the previously introduced single-particle scales, the rate of information
scrambling is parametrically larger than the transport relaxation rate τ−1tr (ǫ ∼ kBT ) ∼
α2 kBT
~N (Schütt et al., 2011) which is representative for hydrodynamic transport coeffi-
cients such as dc conductivity (Fritz et al., 2008) and viscosity (Müller et al., 2009). It is
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Figure 2.1.: The scrambling rate λL determined for electrons in graphene in the presence of long-
range Coulomb interaction in the weak-coupling limit α≪ 1 and compared to single-particle rates
obtained in Ref. Schütt et al. (2011). The obtained results indicate that λL rather resembles the
single-particle quantum dephasing rate τ−1q which is parametrically larger than rates representative
for thermalization τ−1therm = τ
−1
E (ǫ ∼ kBT ) and hydrodynamic τ−1hydro = τ−1tr (ǫ ∼ kBT ) transport.
Reprinted figure with permission from [M.J. Klug, M.S. Scheurer, and J. Schmalian, Phys. Rev. B
98, 045102] Copyright (2018) by the American Physical Society. The original work is found under
https://dx.doi.org/10.1103/PhysRevB.98.045102.
also parametrically larger than the energy relaxation rate τ−1E (ǫ ∼ kBT ) ∼ α2 logα−1 kBT~N
(Schütt et al., 2011) which is representative for single-particle thermalization processes. It
rather resembles the quantum dephasing rate evaluated for energies determined by the in-
verse screening length, τ−1q (ǫ ∼ vF~l−1s ) ∼ αkBT~N (Schütt et al., 2011). The results indicate
that information scrambling in graphene is not related to processes which determine ther-
malization or establish hydrodynamic transport but is rather connected to single-particle
scattering processes. The results for the scrambling rate and the comparison to the dis-
cussed single-particle rates are illustrated in Fig. 2.1.
Furthermore, the Butterfly velocity specifying the spreading of information in space is
estimated for both coupling regimes to the Fermi velocity, vB ∝ vF which is in line with
previous studies presented in Refs. Chowdhury and Swingle (2017); Werman et al. (2017).
In what follows, the evaluation of an out-of-time order correlator to determine the scram-
bling rate for interacting electrons in graphene is presented in detail. The microscopic
model for interacting electrons in graphene is introduced in Sec. 2.2. Subsequently, the
out-of-time order correlator, which is used to study information scrambling, is defined in
Sec. 2.3. The technical aspects of the evaluation of out-of-time order correlators are dis-
cussed within the derived “augmented Keldysh formalism” in Sec. 2.4 which allows the
evaluation of out-of-time order correlators for quantum field theories. This discussion is
followed by the presentation of the diagrammatic approach to determine the scrambling
rate λL and the Butterfly velocity vB in Sec. 2.5. In Sec. 2.6, microscopic details of in-
formation scrambling for interacting electrons in graphene are discussed. This chapter
concludes in Sec. 2.7.
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2.2. Microscopic model
In neutral graphene, electronic low-energy excitations, so-called “Dirac electrons”, are con-
fined to a two-dimensional, hexagonal lattice of carbon atoms and are characterized by
an ultrarelativistic, linear dispersion relation. In the presence of Coulomb interaction,
the interacting electronic system resembles high-energy electrons which interact via pho-
ton exchange and is described within quantum electrodynamics, however, with a much
smaller velocity vF in comparison to the speed of light
vF
c ≈ 1300 (Novoselov et al., 2005).
This renders the effective electron-electron interactions quasi instantaneous. In contrast
to quantum electrodynamics, where the coupling constant is small αQED ≈ 1137 ≪ 1 justi-
fying a perturbative treatment of interaction effects, α ≈ 1 in graphene and interactions
are not negligible. Actually, interaction effects are relevant and result, e.g., in a strongly
renormalized ultrarelativistic single-particle spectrum (Elias et al., 2011).
2.2.1. Interacting Dirac electrons in graphene
On the single-particle level, the relevant electronic excitations at low energies and low
temperatures are described by a linear dispersion relation with the conduction and va-
lence bands touching at the two non-equivalent K-points of the hexagonal Brillouin zone
(Castro Neto et al., 2009). As these two points are separated by a large momentum of
order of the inverse lattice constant, these two types of electrons effectively decouple which
generating an emergent “valley symmetry” which can be associated with a binary quan-
tum number. The valley degree of freedom combined with the electron spin gives rise to
N = 4 fermionic flavors labeled by the index i. The interaction-free Hamilton operator is








d2x ψ̂†i (x)(−i∇ · ~σ)ψ̂i(x), (2.4)
with the Fermi velocity vF and the two-component fermionic field operator ψ̂i = (ψ̂A, ψ̂B)
T
i
representing the two-dimensional crystalline sublattice basis, also called “pseudospin” in the
following. The field operators obey the usual anticommutation relation, {ψ̂†iα(x), ψ̂jβ(x′)} =
δijδαβδ(x− x′), and the Pauli matrices ~σαβ = (σx,σy)αβ act in the pseudospin basis.











|x− x′| , (2.5)
with the charge density operator ρ̂i(x) = ψ̂
†
i (x)ψ̂i(x), the electron charge e and the elec-
trical permittivity ǫ, which is determined by the substrate.
Whereas the kinetic energy contributions dominate for high densities over potential en-
ergy contributions in the case of quadratic dispersion relations (and vice versa for low
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densities), the relative interaction strength of Dirac electrons represented by α is inde-
pendent of the electron density rendering the contributions from interactions ubiquitous
and marginally relevant in the sense of the renormalization group approach (Sheehy and
Schmalian, 2007). The quantities α and vF are therefore considered quantities which are
renormalized by interaction processes.
2.2.2. Effective low-energy theory
In what follows, the number of fermion flavors is kept as a larger parameter, N ≫ 1, to
control the perturbative expansion of the out-of-time order correlator in orders of N−1.
This approach follows established large-N approaches to interacting electrons in graphene
(Son, 2007; Foster and Aleiner, 2008) as the renormalization group approach assisted with
large-N perturbation theory is consistent with experiments probing interaction effects in
graphene (Elias et al., 2011; Siegel et al., 2011; Yu et al., 2013). In the large-N limit,
fermionic self-energy corrections which are of order N−1 are suppressed, whereas screening
effects due to particle-hole fluctuations in the charge channel are of order unity. This
suggest to decouple the interaction term Eq. (2.5) in the charge channel by introducing a
real plasmon field.
The effective theory, which is considered in the following, is first represented in the
imaginary time domain to specify the microscopic details and is later extended to the
augmented Keldysh formalism to evaluate out-of-time order correlators. Its effective action
is given by
























with the two-component Grassmann fields ψ(x), ψ̄(x) representing Dirac electrons and the





d2x dτ . The coupling vertex of plasmons and fermion densities is suppressed
by a factor of N−1/2. Components of the fermionic propagator are given after Fourier
transform by
Gαβ(k, iǫ) = [iǫσ0 − vFk · ~σ]−1αβ , (2.7)
with the imaginary frequency iǫ. For later purposes, it is convenient to expresses Eq. (2.7)





δαβ ± ~σαβ ·k|k|
)
, (2.8)
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indices a, b = ±1, the electronic Green’s functions is expressed in the band basis by




The bosonic propagator is dressed by particle-hole fluctuations as the closed fermion
loop provides a factor of N canceling the factor of N−1 of the two coupling vertices. By a
resummation of an infinite bubble series, the dressed propagator is given by
D(q, iω) =
[
D−10 (q) + Π(q, iω)
]−1
, (2.10)
where the bare plasmon propagator is given by D0(q) =
2πe2
ǫ|q| and the polarization operator
by






tr [G(q+ k, iω + iǫn)G(k, iǫn)] . (2.11)
Here, kBT
∑
n denotes the sum over Matsubara frequencies. The evaluation of Π(q, iω) is
standard and an explicit expression is found in the Appendix A.4, whereas it is referred to
Ref. Schütt et al. (2011) for a detailed derivation.
In the following, the effective action Eq. (2.6) represented in the imaginary time domain
is recast within the augmented Keldysh formalism, which is derived in Sec. 2.4. This
framework is necessary to evaluate out-of-time order correlators because of the out-of-
time order sequence of operators. However, the diagrammatic rules, which are useful in
the perturbative treatment of expectation values, are already deduced by inspecting the
effective action Eq. (2.6): Every interaction vertex is suppressed by a factor of N−1/2,
whereas each closed fermionic loop contributes a factor of N . This allows one to determine
the leading order diagrams which contribute to information scrambling straightforwardly
by power counting.
2.3. Fermionic out-of-time order correlator
The scrambling rate is determined by considering an out-of-time order correlator of fermionic
field operators. As the Dirac electrons represent the relevant dynamical modes causing in-
formation to scramble, the fermionic operators ψ̂, ψ̂† are considered a meaningful choice
of operators. As the electron-electron interaction is mediated by plasmon excitations, an
out-of-time order correlator of “plasmon operators” is expected to yield equivalent results.
In the case of fermionic field operators, it is reasonable to replace the commutators in the
original definition Eq. (1.7) by anticommutators, {V̂ , Ŵ} ≡ V̂ Ŵ + Ŵ V̂ , which ensures
an initial vanishing of the out-of-time order correlator. The considered out-of-time order






fαβαβ (x, 0, x, 0) (2.12)
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with x = (t,x) and where the introduced out-of-time order vertex reads













with external pseudospin indices α, β, γ, δ and coordinates xi. Here, the trace runs over all
many-body states of the respective Hilbert space. The sequence of operators is evaluated
with respect to a thermal ensemble specified by the temperature T and represented by
the density matrix ρ = Z−1 exp(− ĤkBT ) with Ĥ = Ĥ0 + Ĥint and the partition function
Z = tr[exp(− ĤkBT )]. The prefactor N
−2 is used to ensure the asymptotic limit C(t ≫
t∗) ∼ N0 with the scrambling time t∗. As discussed in Sec. 1.5, fractions of the density
matrices are placed between the anticommutators in Eq. (2.12) to bound the scrambling
rate by λL ≤ 2πkBT~ . In the following, Eq. (2.12) is evaluated perturbatively to determine
the scrambling rate λL and the Butterfly velocity vB.
2.4. Augmented Keldysh formalism
Out-of-time order correlators are characterized by an out-of-time order sequence of opera-
tors. For this reason, special field theoretical techniques are required for their evaluation.
In this section, the conventional Keldysh formalism (see e.g. Ref. (Kamenev, 2011)) is
extended to the so-called “augmented Keldysh formalism” to handle out-of-time order cor-
relators.
Out-of-time order correlation functions contain four sections of time propagation. This
becomes evident by explicitly writing the operator’s time dependence,
〈V̂ (t)Ŵ (0)V̂ (t)Ŵ (0)〉 = tr[Û(t0, t) V̂ Û(t, 0) Ŵ Û(0, t) V̂ Û(t, 0) Ŵ Û(t, t0)ρ0], (2.14)
where the operator Û(t, t′) = T̂ exp[− i
~
∫ t
t′ dT Ĥ(T )] with the time ordering operator T̂
representing a section of time evolution. The system’s state at t0, where in practice t0 →
−∞, is specified by the density matrix ρ0 and the trace is evaluated with respect to all
states of the corresponding Hilbert space.
Eq. (2.14) can be recast by employing the concept of contour ordering (Kamenev, 2011).
Figure 2.2.: Augmented Keldysh contour required to represent the out-of-time order correlation
function 〈V̂ (t)Ŵ (0)V̂ (t)Ŵ (0)〉. The position of operators are specified by the contour indices {u, l}
for the upper and lower loop, and by the indices {+,−} for the forward and backward in time
propagating branches, respectively.
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By introducing the contour of time integration C as depicted in Fig. 2.2 and the contour
evolution operator ÛC = T̂C exp[− i~
∫
C dt Ĥ(t)] ρ0 with contour ordering operator T̂C , the
out-of-time order correlation function is written as
〈V̂ (t)Ŵ (0)V̂ (t)Ŵ (0)〉 = tr[ÛC V̂ l−t Ŵ l+0 V̂ u−t Ŵ u+0 ], (2.15)
where the position of operators on the contour is specified, besides the time argument {0, t},
by the index {u, l} denoting the upper and lower loop, and by the indices {+,−} denoting
the forward and backward in time propagating branches. This principle constitutes the
basis of the augmented Keldysh formalism presented in the following.
2.4.1. Augmented Keldysh contour
Representing out-of-time order correlators by means of contour ordered expectation values
requires the introduction of a second loop of time integration. Additionally, fractions of the
thermal density matrix
√
ρ = Z−1/2 exp[− Ĥ2kBT ] are placed at the two left endpoints of the
integration contour as a “regularized” out-of-time order correlator (see Sec. 1.5 for details)
is considered. The resulting contour is depicted in Fig. 2.3. As a result, an additional
component of the single-particle correlation function connecting the upper and lower loop
emerges which resembles the Keldysh component (or the greater and lesser component) of
the conventional “single-loop” Keldysh formalism (Mahan, 2000; Kamenev, 2011).
The presented derivation of the augmented Keldysh formalism uses the basic concepts
and conventions established in the context of the conventional Keldysh formalism pre-
sented, e.g., in Ref. Kamenev (2011). It is derived for fermionic and bosonic degrees of
freedom represented by the Grassmann fields ψ, ψ̄ and the real-valued field φ, respectively.
Details which are specific for electron and plasmon dynamics in graphene are dropped at
first but are restored later when necessary.
The augmented Keldysh contour contains four branches labeled by the indices σ ∈
{u, l} denoting the upper and lower Keldysh loop and the indices {+,−} representing the
branches which propagate forward and backward in time, respectively. For each branch,
a field component is introduced yielding the four component fields (dropping the time
argument in the following)
ψ = [ψu+, ψu−, ψl+, ψl−], (2.16a)
ψ̄ = [ψ̄u+, ψ̄u−, ψ̄l+, ψ̄l−], (2.16b)
φ = [φu+, φu−, φl+, φl−]. (2.16c)
Single-particle propagators are conveniently expressed in the space of “classical” and “quan-
tum” field components. By applying the so-called Keldysh rotation (Kamenev, 2011), these
components are given in the case of Grassmann fields by
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Figure 2.3.: Augmented Keldysh contour required to compute the regularized out-of-time order
correlator Eq. (2.13), where fractions of the thermal density matrix
√
ρ are placed at t0 → −∞ to
account for the equilibrium state of the system. Reprinted figure with permission from [M.J. Klug,
M.S. Scheurer, and J. Schmalian, Phys. Rev. B 98, 045102] Copyright (2018) by the American Phys-




(ψσ+ + ψσ−), ψσq =
1√
2




(ψ̄σ+ − ψ̄σ−), ψ̄σq = 1√
2
(ψ̄σ+ + ψ̄σ−), (2.17b)




(φσ+ + φσ−), φσq =
1
2
(φσ+ − φσ−), (2.18)
assigning a specific causality structure to single-particle correlation functions. The single-
particle correlation functions are defined as
Gσ′s′,σs(t, t
′) = −i〈ψσ′s′(t)ψ̄σs(t′)〉, (2.19a)
Dσ′s′,σs(t, t
′) = −i〈φσ′s′(t)φσs(t′)〉, (2.19b)
with the field component index s ∈ {cl, q}. In the case of intraloop correlations, σ = σ′,



















where the retarded (R) and advanced (A) components are analytic in the lower and upper
half plane of complex frequencies, respectively, whereas the intra-loop Keldysh (K) com-
ponent contains information about the system’s single-particle distribution function and is
given in thermal equilibrium by





ImGR (k, ǫ) . (2.21)
In the case of interloop correlations, σ 6= σ′ ≡ σ̄, the notion of retarded and advanced
correlations is superfluous and the respective components vanish exactly. The interloop
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suppressing excitations with excitations energies |ǫ| > kBT . This characteristic is traced
back to the regularization scheme, i.e. on the placement of fractions of the density matrix,
and is discussed in detail in the derivation of Eq. (2.23) presented in the Appendix A.3.
2.4.2. Augmented Keldysh action
By having established the central building blocks of the augmented Keldysh formalism
in the previous section, the effective action describing electron and plasmon dynamics in
graphene as introduced in Eq. (2.6) in the imaginary time domain is rewritten to obtain




































2π . The single-particle propagators G and
D are specified in Eqs. (2.20) and (2.22), where retarded and advanced components are
obtained by analytic continuation from Eqs. (2.7) and (2.10). The Keldysh components
are given by employing their spectral representations Eqs. (2.21) and (2.23).
The interaction between electron and plasmon fields, which is diagonal in Keldysh loop
indices, is obtained to (Klug et al., 2018)



















The interaction vertices γ, which are specific to the Keldysh representation are given by
γclss′ = δss′ and γ
q
ss′ = (σ1)ss′ with the first Pauli matrix σ1, are identical to the interaction
vertices of the single-loop Keldysh formalism (Kamenev, 2011).
2.4.3. Out-of-time order correlator
Within the augmented Keldysh formalism introduced above, the fermionic out-of-time
order correlator which was introduced in Eq. (2.13) is represented in terms of classical and
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quantum field components by









where ψ, ψ̄ denote Grassmann field components and x = (x, t). The expectation value is
evaluated with respect to the augmented Keldysh action
〈. . . 〉K =
∫
D(ψ̄,ψ, φ) . . . eiSK[ψ,ψ̄,φ] (2.27)
with SK = S0 + Sint given in Eq. (2.24) and (2.25). Expression Eq. (2.26) may now be
evaluated perturbatively by expanding eiSint in orders ofN−1 and contracting the generated
expectation values with respect to the quadratic action S0. This approach is presented in
the next section.
2.5. Diagrammatic Approach
Exponential out-of-time order correlator growth is caused by interactions. The scrambling
rate is therefore expected to depend on the small parameter, λL ∼ N−1. Hence, the out-
of-time order correlator C(t) ∼ 1N eλLt is represented by an infinite series when expanded
in powers of N−1. In reverse, an infinite series of terms has to be resummed to capture
the exponential growth behavior of C(t) when evaluating out-of-time order correlators
perturbatively.
In what follows, a diagrammatic approach is presented to determine the exponential
growth of the out-of-time order correlators controlled by the small parameter N−1 ≪ 1. It
follows approaches presented in Refs. Patel and Sachdev (2017); Stanford (2016); Chowd-
hury and Swingle (2017), but is here applied to interacting electrons in graphene. This
approach is complementary to approaches which are based on non-equilibrium techniques
deriving a kinetic equation as presented later in Ch. 3, or in in Refs. Klug et al. (2018);
Klug and Syzranov (2019), which resemble the well-known Boltzmann equation but de-
rived within the augmented Keldysh formalism. However, as the scrambling rate and the
Butterfly velocity represent the central focus of the present work, it is restricted to the
diagrammatic approach for concreteness.
The approach is summarized as follows: Let fL represent the out-of-time order correlator
contribution of Eq. (2.13) which determines the leading order exponential growth of C(t),
and f
(i)
L ∼ N−i for i ∈ N contributions thereof. By introducing the irreducible two-particle,







L + . . .
= f
(1)
L + fL ◦ Γ, (2.28)
where ◦ represents a matrix product over internal indices. The interaction vertex itself
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may be represented as a series Γ = Γ(1) + Γ(2) + . . . , where Γ(1) ∼ N−1 is expected to
determine the leading order contribution to λL. In what follows, a so-called “Bethe-Salpeter
equation”1 of type Eq. (2.28), which self-consistently determines fL, is derived in Sec. 2.5.1.
Subsequently, the scrambling rate λL is extracted in Sec. 2.5.2 and the Butterfly velocity
in Sec. 2.5.3.
2.5.1. Bethe-Salpeter equation
To construct a minimal Bethe-Salpeter equation which contains the relevant free variables
to set up an self-consistency equation for fL, half of the external variables of f are traced
out. After Laplace and Fourier transform, one obtains (Klug et al., 2018)




















d2x, where the second line depicts its diagrammatic representation. f
is labeled by the external ω, the internal frequency ǫ and the internal momentum k, as
well as the pseudo spin indices α, β. It is connected to the Laplace transformed out-of-time






fαα (ω;k, ǫ). (2.30)
Upper and lower arrows, which carry frequency ω+ǫ and ǫ and pseudo spin α and β, reside
on the lower and upper Keldysh loop Fig. 2.3, respectively.
In a next step, f is dressed by interactions where the contributions are generated by
expanding the exponential Eq. (2.27) in powers of Sint. By rearranging terms as indi-
cated in Eq. (2.28), one obtains a Bethe-Salpeter equation as depicted diagrammatically in
Fig. 2.4 where the two-particle vertex Γ incorporates the irreducible interaction processes.
In particular, only interloop interaction processes containing at least one interloop corre-
lation function Eq. (2.23) which connects the upper and lower lines in the diagrammatic
representation, contribute to the out-of-time order correlator growth. In leading order,
intraloop contributions are compensated in the single-particle self-energy corrections and
are therefore dropped from consideration.
The leading order diagrams constituting Γ are depicted in Fig. 2.5. Straight lines de-
note fermionic propagators, wavy double lines plasmon propagators which are dressed by
particle-hole fluctuations. Propagators are of the order N0 whereas interaction vertices
1Normally, Bethe-Salpeter equations arise in the context of two-particle vertices which are dressed by
interaction corrections. See e.g. Ref. Altland and Simons (2010).
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Figure 2.4.: Diagrammatic representation of the Bethe-Salpeter equation used to determine
the growth of the out-of-time order correlator f introduced in Eq. (2.29). Reprinted fig-
ure with permission from [M.J. Klug, M.S. Scheurer, and J. Schmalian, Phys. Rev. B 98,
045102] Copyright (2018) by the American Physical Society. The original work is found under
https://dx.doi.org/10.1103/PhysRevB.98.045102.
are suppressed by a factor of N−1/2. The irreducible interaction vertex Γ (Fig. 2.5a) is
given to leading order by the “one-rung” diagram (Fig. 2.5b) and the “two-rung” diagram
(Fig. 2.5c) which are both of order N−1. Though possessing twice as many interaction ver-
tices, the latter contains an extra closed fermionic loop when connecting to the out-of-time
order correlator C(ω) which gives an additional factor of N . Diagram Fig. 2.5d vanishes as
plasmon interloop correlators are necessarily of retarded and advanced type which vanish
exactly as indicated in Eq. (2.23)
Expressed in terms of single-particle propagators, the Bethe-Salpeter equation depicted
in Fig. 2.4 is given by (Klug et al., 2018)


























GRαγ(k, ω + ǫ)G
A
δβ(k, ǫ), (2.31)











Gluαγ(k− k̃, ǫ− ǫ̃)Gulδβ(k′ − k̃, ǫ′ − ǫ̃)DR(k̃, ω + ǫ̃)DA(k̃, ǫ̃). (2.32)








Figure 2.5.: Rung diagrams contributing in leading order in N−1 to the two-particle ver-
tex Γ entering the Bethe-Salpeter equation depicted in Fig. 2.4. Reprinted figure with
permission from [M.J. Klug, M.S. Scheurer, and J. Schmalian, Phys. Rev. B 98, 045102]
Copyright (2018) by the American Physical Society. The original work is found under
https://dx.doi.org/10.1103/PhysRevB.98.045102.
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which yield the most rapid, exponential growth to Eq. (2.30) is extracted to determine the
scrambling rate λL and the Butterfly velocity vB.
Solving the integral equation Eq. (2.31) is highly involved. Therefore, a series of approx-
imation is conducted relying on the smallness of N−1 ≪ 1 and the fact that information
scrambling is determined by the most rapidly growing contribution to the out-of-time or-
der correlator. The product of Green’s functions occurring in both terms of Eq. (2.31) is
strongly peaked at their single-particle poles. Therefore, a so-called “mass-shell” approxi-
mation is conducted where the electronic excitations are assumed well defined quasiparticles
which represent the leading contribution of the ǫ-integration. By using the band projector
Eq. (2.8), the product of electronic propagators is expressed as (Klug et al., 2018)
GRαγ(ω + ǫ,k)G
A
δβ (ǫ,k) ≈ 2πi
Paαγ(k)Pbδβ(k)δ (ǫ− vF b|k|)
ω − vF (a− b) |k|+ i0+
, (2.33)
with band indices a, b = ±1. Here, the most rapidly growing contribution is traced back to
electronic excitations of the same band, a = b. The same holds true for fαβ (ω;k, ǫ), which,
projected into the band basis, is specified to leading order by one band index only (Klug
et al., 2018)
fαβ (ω;k, ǫ) =
∑
a=±1
fa (ω,k)Paαβ (k) 2πδ(ǫ− avF |k|). (2.34)
Additionally, the vertex Eq. (2.32) is assumed a smooth function of ω which allows one






Applying both approximations and performing the ǫ-integration as well as the trace over



















where it is discriminated between band preserving (+ ≡ {ab
∣
∣ a = b}) and band changing
(− ≡ {ab
∣













×Gula′ (±vFa′|k| − ǫ̃,k− k̃)Glub′ (vF b′|k′| − ǫ̃,k′ − k̃)DR(ǫ̃, k̃)DA(ǫ̃, k̃), (2.36)
where Kab (k,k
′) ≡ 12(1 + ab k·k
′
|k||k′|). Furthermore, by exploiting particle-hole symmetry,
M−a−b(ω,k,k′) =Mab(ω,k,k′), the solving of Eq. (2.31) is reduced to solving the integral















a=±1 fa(ω;k) with the symmetric kernel M =M+ +M−.
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2.5.2. Determination of the scrambling rate
The scrambling rate is eventually determined by the eigensystem of the homogeneous
part of the integral equation (2.37) as argued in the following. The term rendering the
integral equation inhomogeneous takes the initial conditions into account. By means of





V (k,q)M(q,q′)V T(q′,k′) (2.38a)
≡ Nλkδ(k− k′), (2.38b)
where {λk} ∼ N−1 denotes the set of corresponding eigenvalues. Applied to the integral










with corresponding eigenfunctions f̃(ω;k) =
∫
q











By applying the inverse Laplace transform where the contour of integration is shifted in
the complex plane to generate a non-vanishing result for t ≥ 0 in accordance with the




2π . . . e






with the Heaviside step function θ(t). Hence, the exponential growth behavior is specified
by the spectrum of eigenvalues {λk}. The scrambling rate is given by λL = max[{λk}],
whereas the corresponding eigenfunction is denoted fL. Instead of solving the inhomoge-
neous integral equation (2.37), the scrambling rate is therefore efficiently determined as







By inspecting the units of the kernel, [M ] = kBT
~
, one infers λL = c g(α)
kBT
~N with a
numerical constant c and the function g(α), which takes the dependence on the coupling
constant into account and discriminates between the weak- and strong-coupling regime. c
has to be determined numerically. Explicit expressions for M(k,k′) and details about the
numerical solution procedure are presented in the Appendix A.4.
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2.5.3. Determination of the Butterfly velocity
In this section, the Butterfly velocity for interacting Dirac electrons, which quantifies the
spatial spreading of quantum information as introduced in Sec. (1.4), is argued to match the
Fermi velocity, vB ∝ vF . Instead of the “integrated” out-of-time order correlator Eq. (2.12),
one considers a correlator with a spatial dependence
C(x, t) = θ(t)
∑
αβ
fαβαβ (x, 0, x, 0), (2.43)
with x = (x, t), which is expected to grow exponentially combined with a quasiballistic
propagation in space as discussed in Sec. (1.4). Eq. (2.43) suggests to introduce the Laplace
and Fourier transform of f similar to Eq. (2.29), but with an additional external momentum
q,
fαβ (q, ω;k, ǫ) ≡ , (2.44)






fαα (q, ω;k, ǫ). (2.45)
Therefore, the Bethe-Salpeter equation (2.31) has to be generalized to external momentum
q in addition to external frequency ω.
The evolution in time and space of the most rapidly contribution of C(x, t) is expected
to be governed by a kinetic equation introduced in the last chapter in Eq. (1.15) where
information scrambling and the spatial propagation of carriers introduce a characteristic





Changes on length scale ℓ are expected to be small justifying a gradient expansion of type
Eq. (1.15) and suggesting to determine the largest eigenvalue of the generalized Bethe-
Salpeter equation in powers of dimensionless external momentum Q = ℓq≪ 1.
The q-dependence of the Bethe-Salpeter equation enters predominantly in the section of
free electron propagation represented by the products of two fermion Green’s functions in
Eq. (2.31) where the “upper” propagator carries an additional momentum q, i.e. GRαγ(k+
q, ω+ǫ)GAδβ(k, ǫ). In contrast, the external momentum in the vertex functions is set to zero,





, to obtain the leading order contribution. By introducing the
band basis and performing the series of approximation discussed earlier which are assumed
to hold also for finite q, the pole in Eq. (2.35) at ω′ = 0 is modified to ω′ = avF k̂ · q. The
Bethe-Salpeter equation for a single band component is given by
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fa(q, ω;k) =
i














where it was used that |k+ q| − |k| ≈ k̂ · q with k̂ = k|k| .
For simplicity, only band preserving processes are considered, b = a, which, as shown
in the following section, represent the predominant contribution to quantum information
scrambling. Furthermore, the discussion is restricted to one particular band only, without
loss of generality a = +1, yielding the generalized Bethe-Salepter equation












where the spectrum of eigenvalues of the homogeneous part determines the q-dependent
exponential growth exponent.
Introducing dimensionless momenta Q = ℓq and a dimensionless integration kernel
M = ~kBTM , the following eigenvalue problems has to be solved,










where the first term on the right-hand side is considered as a small perturbation. Thus,
expanding the largest eigenvalue relevant for information scrambling in powers of external
momenta Q is assumed justified. In the unperturbed case, Q = 0, the largest eigenvalue
coincides with the scrambling rate λL of the previous section. Furthermore, as the un-
perturbed eigensystem is rotationally invariant, the first order contribution is expected to
vanish. Thus, the largest eigenvalue up to second order perturbation theory is given by
(Chowdhury and Swingle, 2017)
λ(Q) = λL − λB|Q|2, (2.50)
where it is expected λB ∼ g−2(α)λL. Hence, the most-rapidly growing contribution to the





ω − i(λL −DL|q|2)
, (2.51)
where DL = λBℓ





∼ vF . After inverse Laplace and Fourier
transform, this yields (Sec. 1.4)
C(x, t) = eLN e
λLt−
|x|2






which is valid for distances |x| > ℓ representing the characteristic exponential growth time
and quasiballistic spreading in space as discussed in Sec. (1.4).
In conclusion, it was demonstrated that the Butterfly velocity for interacting Dirac
electrons in graphene is directly linked to the Fermi velocity, vB = c vF , where the constant
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(a) (b)
Figure 2.6.: Scrambling rate λL for interacting Dirac electrons in graphene. (a) Numerical results
for λL as function of coupling strength α. Obtained values differ in the number of considered
scrambling processes, where M indicates the full kernel and M
(1)
+ the one-rung, band preserving
contribution (Fig. 2.5b). Additionally, numerical values for the quantum dephasing τ−1q and the
transport rate τ−1tr taken from Ref. Schütt et al. (2011) are presented. (b) Eigenfunctions fL
as function of dimensionless momentum K = ~vF |k|2kBT for various coupling strengths. Reprinted
figures with permission from [M.J. Klug, M.S. Scheurer, and J. Schmalian, Phys. Rev. B 98,
045102] Copyright (2018) by the American Physical Society. The original work is found under
https://dx.doi.org/10.1103/PhysRevB.98.045102.
c has to be determined numerically but is expected to be of order unity. This result is in
line with similar studies, e.g., presented in Refs. Chowdhury and Swingle (2017); Werman
et al. (2017), where the Butterfly velocity matches the characteristic velocity of carriers
responsible for information scrambling.
2.6. Information scrambling in graphene
The scrambling rate for electrons in graphene is determined by the largest eigenvalue of
the homogeneous Bethe–Salpeter equation (2.42) whose explicit expression is given in the
Appendix A.4. This equation is solved numerically for a discrete momentum grid. Ad-
ditionally, the Bethe-Salpeter equation is solved by considering the one-rung contribution
(Fig. 2.5b) only where the integral kernel can be expressed analytically and more efficient
numerical methods apply. This contribution represent a lower bound on the scrambling
rate which is particularly important for weak couplings. The obtained scrambling rate
λL as function of the coupling strength α is depicted in Fig. 2.6a. For strong couplings
(α≫ 1), a saturation to a constant value is observed whereas for weak couplings (α≪ 1),
the scrambling rate vanishes linearly as discussed in Sec. 2.1.
The eigenfunctions fL corresponding to λL are depicted for different coupling strengths
in Fig. 2.6b. For strong couplings (α ≫ 1), fL is peaked for momenta |k| ≈ kBT~vF suggest-
ing that scrambling is determined by modes with excitation energies ǫ ∼ kBT . This is
reasonable as in the strong-coupling limit no energy scale except temperature exist. This
changes in the weak-coupling limit (α≪ 1) where the peak shifts to momenta |k| ≈ αkBT
~vF
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indicating that scrambling is determined by excitations with excitation energies ǫ ∼ αkBT .
This observation is explained by inspecting the explicit expression for the Bethe-Salpeter
equation where only the predominant band preserving, one-rung process M
(1)
+ is taken into





















where dimensionless momenta K(′) = ~vF |k
(′)|
2kBT
are introduced and Q accordingly. The
kernel, which is largest for diagonal elements K = K ′, is (up to a prefactor) given by
(Klug et al., 2018)
2Q ImDRul (|K −K ′|, Q)




(Q+ α ln 2)2
. (2.54)
One observes that in the limit of small transferred momenta, Q < α ln 2, the kernel be-
comes independent of the coupling constant α. The associated length scale is given by the
interaction induced thermal screening length




which screens the long-range Coulomb interaction. This screening length was also deter-
mined in the context of transport coefficients in Ref. Schütt et al. (2011). These scattering
processes determine λL predominantly and the linear-in-α dependence is traced back to
the fact that for small momenta, Q < α ln 2, interactions are of order α0 resulting in
λL ∼ αkBT~N .
The obtained scrambling rate in the weak-coupling limit is compared to the single-
particle rates, the quantum dephasing rate τ−1q (ǫ), the energy relaxation rate τ
−1
E (ǫ) and
the transport relaxation rate τ−1tr (ǫ) which are presented in Ref. (Schütt et al., 2011). The
rates were obtained for the same microscopic model of interacting electrons in graphene
as presented in Sec. 2.2 and scale differently with coupling constant and temperature
due to the characteristic infrared-singular collision kernel which allows a clear distinctions
between different types of microscopic processes. The rates are determined in Ref. Schütt
et al. (2011) by evaluating the following expression (Klug et al., 2018)









×Ki(p · q, ω)
∑
a=±
δ(ǫ− ω − ~vF |p− q|), (2.56)
where Ki(p · q, ω) represents different kernels specific for the different rates. The external
momentum is set on “mass-shell” with respect to the external frequency, |p| ≈ ǫ
~vF
, and
the Fermi distribution function is given by f(ǫ) = [1 + eǫ/kBT ]−1. The kernel for the
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dephasing rate is given by Kq(p · q, ω) = 1 yielding the single-particle scattering rate





. In the case of energy relaxation, KE(p · q, ω) = ( ωkBT )
2
which is relevant in the determination of the energy diffusion coefficient. In the case of
transport processes, Ktr(p·q, ω) = sin2 θp·q suppressing forward scattering processes which
generally enters, e.g., in the determination of the electrical conductivity.
First, by comparing the integration kernels Eq. (2.53) and Eq. (2.56), scrambling is simi-
lar to scattering processes determining τ−1q (ǫ). As scrambling is determined by excitations
with energies ǫ ∼ αkBT , λL resembles indeed the quantum dephasing rate which, eval-
uated at the same excitation energies, is given by τ−1q (ǫ = αkBT ) ≈ 0.58αkBT~N (Schütt
et al., 2011). This rate is, however, numerically by a factor of 16 smaller than λL which
indicates that scrambling processes are the fastest processes. In particular, when assuming
that typical thermalization and hydrodynamic processes are governed by excitations with
excitation energies ǫ ∼ kBT , the rate of thermalization is τ−1E (ǫ = kBT ) ∼ α logα−1 kBT~N
and the rate of hydrodynamic processes is τ−1tr (ǫ = kBT ) ∼ α2 kBT~N – both parametrically
smaller than λL.
2.7. Conclusion and outlook
In this chapter, an out-of-time order correlator was evaluated for interacting Dirac electrons
in graphene in the presence of Coulomb interaction to determine the scrambling rate λL
and the Butterfly velocity vB. For this, the augmented Keldysh formalism was derived
and a perturbative, diagrammatic approach was employed to extract the leading order
contribution to the out-of-time order correlator.
In the strong-coupling limit (α ≫ 1), λL was determined to depend solely on the tem-
perature as no other energy scale exist. In the weak-coupling limit (α≪ 1), λL was found
to resemble the single-particle scattering rate, τ−1q < λL, though numerically larger, prob-
ing the microscopic system at excitations energies ǫ ∼ αkBT . This finding is similar to
results obtained in Refs. Aleiner et al. (2016); Swingle and Chowdhury (2017); Banerjee
and Altman (2017). In contrast, λL was found parametrically larger than the energy re-
laxation rate, τ−1E ≪ λL, or transport relaxation rate, τ−1tr ≪ λL, evaluated at excitation
energies ǫ ∼ kBT , which are representative for thermalization or transport processes. This
indicates that these processes are not relevant for information scrambling in graphene. As
information scrambling is not directly related to thermalization or hydrodynamics, asso-
ciated characteristics cannot be extracted from λL. However, if considering information
scrambling as a prerequisite for the applicability of the concept of thermalization or hy-
drodynamic descriptions, this is found justified for interacting electrons in graphene.
As the rate of information scrambling was found to represent the fastest rate for interact-
ing electrons in graphene, the spreading of quantum information could be interpreted as an
effective, causality constraining “light-cone”, which bounds, combined with the Butterfly
velocity, any other physical process. It may indicate that processes which are represen-
tative for, e.g., thermalization or hydrodynamics cannot happen faster than specified by
44
2. Quantum chaos in graphene
λL and vB. This principal is similar to the Lieb-Robinson bound which predicts a finite
upper bound on the group-velocity of non-relativistic systems in the case of finite ranged
interactions (Lieb and Robinson, 1972). Out-of-time order correlator growth could also
provide a maximum speed of information spreading but here determined for a particular
low-energy and low-temperature state (Roberts and Swingle, 2016). An appropriate bound
could be formulated in terms of diffusion coefficients, which is independent on the existence
of a quasiparticle picture (Hartnoll, 2014) similar to Ref. Blake (2016a,b). In particular,




where D represents the coefficient of diffusive transport for late times and long distances
of conserved quantities (Kadanoff and Martin, 1963) such as charge or energy. In the
strong-coupling limit, the bound is expected to be saturated. Interestingly, combined with
the bound on the scrambling rate λL .
kBT
~
discussed in Sec. 1.5, the “Planckian” time
scale enters naturally. The validity and applicability of the possible bound Eq. (2.57) has
to be investigated more thoroughly for the system of interacting electrons in graphene. In
addition, an application to other systems of condensed matter physics could be examined.
The presented analysis relied on the “largeness” of the number of fermion flavors, N ≫ 1,
which guaranteed a quantum chaotic regime for times smaller than the scrambling time
t∗ ∼ λ−1L logN . Similar to the semiclassical approach presented previously in Sec. 1.7,
one may argue that the quantum chaotic behavior of the considered quantum field theory,
which manifests in the exponential growth of out-of-time order correlators, can be traced
back to classical chaotic behavior of the corresponding classical theory. A possible ap-
proach to validate this insight for the case of interacting electrons in graphene involves a
determination of a classical field theory, which is obtained by integrating out the fermionic
degrees of freedom of the action introduced in Eq. (2.6). This yields an effective action in
terms of the real-valued field φ(x, t) describing the dynamics of plasmon excitations. In
this case, the time evolution from an initial state φi(x) to a final state φf (x) in the time





where the effective action is independent of N , i.e. S[φ] ∼ N0. For large N ≫ 1, the
dynamics of φ are solely determined by classical contributions which are governed by the
classical equations of motion determined by the saddle point, δSδφ = 0. Following the
semiclassical approach discussed in Sec. 1.7.1, one could examine the classical dynamics of
fields with respect to possible chaotic behavior, i.e. its sensitivity to changes in the initial
conditions. Exponentially diverging trajectories in phase space then provide a classical
Lyapunov exponent λcl which could be compared to the scrambling rate λL.
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Exponential growth of out-of-time order correlators signals the ability of a system to scram-
ble quantum information. The associated exponential growth rate, the scrambling rate λL,
is determined by the strength and the nature of microscopic interactions as demonstrated
in the previous Ch. 2 for the system of interacting Dirac electrons in graphene. There,
λL was identified with the fastest rate resembling the inelastic electron-electron scattering
rate. It was further argued in Sec. 1.7 and supported by the analysis presented in Ch. 2
that the exponential growth of out-of-time order correlators can be traced back to classical
chaotic dynamics which are exponentially sensitive to changes in the initial conditions.
In this chapter, the aspect of determining the dynamics of out-of-time order correla-
tors in experiments is discussed. Until now, these are merely a theoretical tool and their
experimental realization requires the existence of a global time reversal operation or the
ability to generate a perfect copy of the system which is impossible by means of “conven-
tional” experimental techniques as discussed in Sec. 1.6. This constraint restricts proposed
experimental approaches to systems of small sizes where a high degree of control over mi-
croscopic degrees of freedom can be achieved. This is not the case for generic condensed
matter systems and approaches based on principles others than time reversal operations
or creating copies are desirable.
In particular, a connection between out-of-time order correlators and the dynamics of
classical fluctuations of certain observables is proposed. The fluctuations are initially in-
duced by, e.g., inaccuracies in the experimental preparation procedure and their amplitude
is subsequently monitored as a function of time. A possible measure of fluctuations is the
amount of information associated with the considered observable which decreases with an
increasing amplitude of fluctuations. Quantum chaotic dynamics could be reflected in the
dynamics of fluctuations causing the associated amount of information to decay in time.
As the observable and its fluctuations can be measured in experiments using conventional
techniques, information about the system’s quantum chaotic behavior could be deduced.
In addition, the robustness of quantum chaotic dynamics against dissipative perturba-
tions is examined in this chapter. As realistic systems cannot be perfectly isolated from
their environment, the effect of dissipation on chaotic dynamics ought to be investigated.
In what follows, the proposed link between fluctuation dynamics and quantum chaotic
dynamics as well as the role of dissipation is investigated for a microscopic model of elec-
trons in a disordered metal coupled to a bath of phonons. In the absence of phonons, the
system obeys quantum chaotic dynamics as argued previously in Sec. 1.7.2. To evaluate
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the corresponding quantities, a kinetic equation approach is employed which complements
the previously presented diagrammatic approach presented in Ch. 2. The following work
is based on results presented in Ref. Klug and Syzranov (2019).
3.1. Information dynamics
The proposed link between fluctuation dynamics of observables and quantum chaotic dy-
namics specified by out-of-time order correlators is further specified in this section. It is
based on a series of steps which could be realized in experiments used to extract charac-
teristics of quantum chaotic dynamics.
The considered equilibrated system is locally excited at the beginning of the experiment
where the excitation is associated with the hermitian operator B̂. Subsequently, the ob-
servable A(t) = 〈Â(t)〉 associated with the hermitian operator Â is measured at time t
where 〈. . . 〉 denotes quantum mechanical averaging. Within this approach, it is essential
to determine A(t) in a time series to extract the time evolution of the fluctuation’s ampli-
tude. As the dynamics of the system is required to be unaffected by the measurement, A(t)
is measured by performing weak measurements. Weak measurements are not projective,
i.e. all possible outcomes are assumed to result in small, negligible changes to the system’s
state (Oreshkov and Brun, 2005). In the limit of a continuous monitoring, the evolution
of A can hence be thought of as a trajectory in the space of possible outcomes.
Subsequently, the experiment is repeated several times where initial excitations vary from
experiment to experiment, e.g., because of inaccuracies in the initial preparation procedure.
These externally induced fluctuations, which are neither of thermal nor quantum nature
and are therefore termed “classical” in the following, render the weakly measured quantity
A(t) a fluctuating random variable,
A(t) = A(t) + δA(t) (3.1)
with fluctuations δA(t) with respect to the mean trajectory A(t), where · · · denotes the
average over experimental realizations. It is expected that the chaotic dynamics of the
considered system, which causes out-of-time order correlators to grow exponentially, is
reflected in the fluctuations δA(t). This link could be used to probe the sensitivity of
the trajectory A(t) to changes in initial conditions. The presented principle resembles
the picture of out-of-time order correlators in the semiclassial limit where the trajectory’s
sensitivity is probed by means of fluctuations around its endpoints as discussed in Sec. 1.7.
The described approach is summarized graphically in Fig. 3.1.
A possible measure which can be used to extract chaotic quantities from fluctuation
dynamics is the information associated with the quantity A(t). By introducing the prob-
ability density ρ(A, t) which describes the fluctuations of A(t) such that, e.g., A(t) =
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Figure 3.1.: Proposed approach to determine the time evolution of the amplitude of fluctuations of
an observable A(t) = 〈Â(t)〉. The considered system is initially excited where the local excitations
is associated with the operator B̂. Consequently, the observable A(t) is determined in a time
series by performing weak measurements which do not affect the time evolution of the state of
the system. The experiment is repeated several times with varying initial conditions to determine
the amplitude of fluctuations around the mean value A(t). In the case of chaotic dynamics, the
amplitude is expected to grow exponentially, ∆A(t) ∝ eλt.
∫
dAρ(A, t)A, it is defined as (Klug and Syzranov, 2019)
IA(t) ≡ I0 +
∫
dAρ(A, t) ln ρ(A, t), (3.2)
which is also known (up to a sign) as Shannon entropy (Preskill, 2018). The information
(in units 1ln 2 -th of bit) associated with A is maximal, IA = I0, if A(t) does not fluctuate at
all and, hence, its distribution function is sharply peaked, ρ(A) = δ(A − A). In contrast,
no information can be deduced if A fluctuates strongly and the distribution is without any
feature, ρ(A) = const., resulting in IA = 0 by definition.
In what follows, an observable A is considered which is sensitive to the system’s chaotic
dynamics. In this case, IA(t) is expected to decay. This principal of chaotic dynamics
manifesting in the dynamics of information is made plausible by considering the following
argument: While the amplitude of fluctuations, ∆A(t) =
√
δA(t)2, is initially determined
by the excitation procedure, it is expected to grow for sufficiently small ∆A(0) exponen-
tially, ∆A(t) ∼ ∆A(0)eλt, with a growth exponent λ. By approximating the probability
density by a constant value, ρ(A, t) = [∆A(t)]−1, for A − ∆A2 < A < A + ∆A2 else 0, the
information is readily determined and found to decay linearly with the exponential growth
rate, ddtIA(t) ∝ −λ.
For this reason, information dynamics is contrasted to chaotic dynamics characterized
by the exponential growth of out-of-time order correlators. In particular, for hermitian
operators Â and B̂ acting as probe and perturbation, respectively, the out-of-time order
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correlator given by
CA(t) = −〈[Â(t), B̂]2〉 (3.3)
is expected to obey chaotic dynamics, CA(t) ∝ e2λLt, providing the scrambling rate λL.
It is expected that the decay of IA(t) and the growth of CA(t) is determined by the same
microscopic processes resulting in the matching of associated rates, λ ∼ λL (Klug and
Syzranov, 2019). Therefore, λL can be determined by extracting the decay of information
from the classical fluctuations associated with an observable. An illustrative overview of
the proposed link between dynamics of information and out-of-time order correlators is
depicted in Fig. 3.1.
In the following, the proposed link between λ and λL is investigated for an exemplary
quantum system of a disordered metal coupled to a dissipative bath of phonons. Although
this work rather represents a proof of principle, the proposed link is expected to be more
generic and also applicable to other systems of condensed matter physics.
3.2. Summary of results
In this chapter, quantum chaotic dynamics and information dynamics are investigated for
a disordered metal coupled to a bath of phonons. The systems of a disordered metal
in the absence of phonons obeys chaotic dynamics for short Fermi wave length and large
impurities, λF ≪ a, with the Fermi wave length λF and the impurity size a, and sufficiently
short distances between impurities, ltr ≪ a
2
λF
, with mean-free path ltr as discussed in
Sec. 1.7.2. This model also represents the microscopic basis for a series of studies on
chaotic dynamic, see e.g. Refs. Larkin and Ovchinnikov (1969); Aleiner and Larkin (1996);
Syzranov et al. (2019).
In contrast to the work presented in Ch. 2 where chaotic dynamics arose due to electron-
electron interactions, chaotic dynamics in the disordered metal arises due to electron-
impurity scattering and is therefore already present on the single-particle level. Electron-
phonon scattering processes are merely of dissipative nature and tend to slow down or even
suppresses chaotic behavior similar to results obtained for systems coupled to dissipative
environments presented in Ref. Syzranov et al. (2018). The bath of phonons is considered
weakly coupled to the electronic degrees of freedom and the neutral excitations are further-
more characterized by a short correlation length ξph. These are integral properties for the
presented approach to apply. The presented approach is also expected to apply in the case
of other types of neutral excitations, e.g. systems with magnon or plasmon excitations, as
long as these conditions are met.
In the following, operator and information dynamics are investigated for one component
of the system’s total momentum. In particular, operators constituting the out-of-time
order correlator Eq. (3.3) are chosen to Â = B̂ = P̂z. This choice is meaningful as it
gives rise to chaotic out-of-time order correlator growth in the absence of the dissipative
bath as argued in Sec. 1.7.2 and demonstrated in Ref. Syzranov et al. (2019). By recalling
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Figure 3.2.: Time evolution of classical trajectories (solid black lines) and the uncertainty as-
sociated with an electron (bluish trace) initially localized on lengths of order λF in the presence
of electron-phonon scattering. As the transferred momentum in the phonon scattering process
is large, pph ∼ ξ−1ph ≫ altr pF , the scattered electron does not contribute to the out-of-time order
correlator growth anymore. Reprinted figure with permission from [M.J. Klug, and S.V. Syzranov,
Phys. Rev. B 100, 094304] Copyright (2019) by the American Physical Society. The original work
is found under https://dx.doi.org/10.1103/PhysRevB.100.094304.
Sec. 1.7.2, the out-of-time order correlator in the semiclassical limit can be interpreted as
two classical phase space trajectories which are initially separated by λF and diverge due
to chaotic dynamics caused by impurity collisions. Therefore, quantum chaotic behavior
in a disorder metal requires large impurities of size a compared to small Fermi wave length







with the classical Lyapunov exponent, λcl ∼ τ−10 , being of order of the elastic scattering
time τ0, and ~eff =
λF
a ≪ 1 terminating the growth of out-of-time order correlators when
the mismatch of trajectories has reached the order of the impurity size a. Furthermore,
to observe chaotic dynamics in a significant time interval with many impurity collisions,
a≫
√
λF ltr with the mean free path ltr = vF τ0 and the Fermi velocity vF .
The coupling of electrons to phonons introduces a second time scale related to the phonon







which defines two different regimes relevant for out-of-time order correlator growth: For
t ≪ tph, the distance between the classical trajectories is smaller than ξph and their
dynamics is strongly affected by phonon excitations. Here, analytic results are hardly
achievable. For t ≫ tph, the distance between the trajectories exceeds ξph and phonons
interact effectively short-ranged acting merely as source of dissipation: Once scattered
by a phonon, electrons cease to contribute to the out-of-time order correlator growth as
illustrated in Fig. 3.2. As the time scale for electron-phonon scattering is given by the
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Figure 3.3.: In the regime of quantum chaotic dynamics considered in this work, tph ≪ t≪ tE ,
phonon interactions are effectively short-ranged reducing the scrambling rate by the inelastic
electron-phonon scattering rate. Reprinted figure with permission from [M.J. Klug, and S.V. Syzra-
nov, Phys. Rev. B 100, 094304] Copyright (2019) by the American Physical Society. The original
work is found under https://dx.doi.org/10.1103/PhysRevB.100.094304.
inelastic scattering time τ , the scrambling rate in the presence of the phonon bath is
shown to be reduced to (Klug and Syzranov, 2019)
λL = λcl − 1τ , (3.6)
indicating that the chaotic dynamics is slowed down and is even suppressed if τ−1 > λL in
the presence of strong dissipative effects. As the correlation length of phonons is considered
small, ξph ≪ a, the regime of quantum chaotic dynamics determined by λL in the interval
tph ≪ t ≪ tE is parametrically large and significant for out-of-time order correlators and
the dynamics of information. It therefore represents the main focus of this work. The two
regimes are illustrated in Fig. 3.3.
In this chapter, the dynamics of information associated with one component of the total
momentum
Pz(t) = 〈P̂z(t)〉 (3.7)
is studied where quantum averaging is performed with respect to the initially excited
many-body state. As the initial perturbation is considered classically fluctuating, Pz(t) is
rendered a random variable varying from experiment to experiment where the amplitude
of fluctuations is expected to increase in the case of chaotic dynamics. However, the
initial excitation has to be sufficiently localized in real space and momentum space for
chaotic dynamics to reflect in the decay of information. For this, one considers a “beam” of
electrons which may contain several electrons and is localized on characteristic length ℓex
and momentum scale pex, respectively. Similar to the discussion conducted above, these
parameters represent the initial “uncertainty” of the excitation which will grow in the course
of time. Quantum chaotic dynamics is therefore expected to be observed for ℓex ≪ a2/ltr
and pex ≪ altr pF in the modified time interval t
′







. The measured total momentum Pz(t) fluctuates from experiment to experiment
giving rise to non-trivial dynamics of the associated information. For this particular setting,
it is found that the information decays linearly in time (Klug and Syzranov, 2019)
d
dtIP (t) = −λL, (3.8)
with the scrambling rate λL given in Eq. (3.6).
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In what follows, the obtained results Eq. (3.6) and (3.8) are derived in microscopic detail.
In particular, the microscopic model of a disordered metal coupled to a dissipative bath is
presented Sec. 3.3. The out-of-time order correlator of momentum operators is evaluated
and the scrambling rate is determined in Sec. 3.4 by employing a kinetic equation approach.
Subsequently, information dynamics are discussed in Sec. 3.5. This chapter concludes in
Sec. 3.6 with comments on a possible realization of the approach presented in Sec. 3.1 in
experiments.
3.3. Microscopic model of a dissipative, disordered metal
The considered microscopic model describes electrons propagating in a quenched disorder
potential. The randomly located impurities are characterized by the scattering length a
and the elastic scattering time τ0. Additionally, the electrons are weakly coupled to a bath
of neutral excitation characterized by short correlation length ξph, here termed “phonons”.
Independent of the exact nature of interactions and disorder, the system is assumed to be
in a many-body delocalized phase.
The Hamilton operator of the systems is given by (Klug and Syzranov, 2019)
Ĥ = Ĥel + Ĥel−ph + Ĥph, (3.9)
with the interaction-free electron part Ĥel, the phonon bath Ĥph and a coupling of electrons









ψ̂ (r) , (3.10)
with fermionic creation and annihilation operators ψ̂(r) and ψ̂†(r) obeying the usual the
anticommutation relation {ψ̂†(r), ψ̂(r′)} = δ(r − r′), and the electron dispersion ǫ
k̂
mea-
sured from the chemical potential with the momentum operator k̂ = −i ∂∂r . Here and in the
following, Planck’s constant is set to unity, ~ = 1, but is recovered if necessary. The spin
index is generally suppressed as it does not affect the subsequent discussion. The static
disorder potential is represented by Uimp (r) =
∑
i U (r−Ri) with the randomly located,
uncorrelated impurity positions {Ri}. The single-impurity potential U(r) is considered
short-ranged compared to the mean free path ltr such that each scattering event can be
considered uncorrelated from preceding collisions. In the following, one particular disor-
der realization is considered. However, as the scattering events are mutually uncorrelated
and phonons short-range correlated, the determined quantities are considered self-averaged
such that results do not depend on the disorder realization. It is commented on the aspect
of disorder averaging when necessary.
The interaction between phonons and electrons is described by
Ĥel−ph = gel-ph
∫
d3r φ̂ (r) ψ̂† (r) ψ̂ (r) , (3.11)
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with the bosonic phonon field operators φ̂(r) corresponding to a real-valued displacement
field and a constant coupling strength which is small compared to the Fermi energy,
gel-ph ≪ ǫF . The following analysis is conducted within a weak-coupling limit where
interaction effects can be controlled perturbatively in powers of gel-ph . The dynamics of
the phonon bath is further specified by Ĥph. However, as the microscopic details are not
important in the following (except for the inelastic scattering time τ and correlation length
ξph which are introduced phenomenologically) and the phonon spectrum is considered non-
renormalized by electron dynamics, Ĥph is further left unspecified.
3.4. Total momentum out-of-time order correlator
In this section, the out-of-time order correlator of total momentum operators,
CP (t) = −〈[P̂z(t), P̂z]2〉, (3.12)
is evaluated with respect to the thermal equilibrium state 〈. . . 〉 = Z−1tr[e−Ĥ/kBT . . . ]
with the partition function Z = tr[e−Ĥ/kBT ] and specified by the temperature T . One
component of the total momentum operator is given by
P̂z(t) =
∫
d3r ψ̂†(r, t)p̂zψ̂(r, t), (3.13)
where p̂z = −i∇z is the single-particle momentum operator and z one of the coordinates
of r. The time evolution of fermionic field operators is realized as usual, e.g. ψ̂(r, t) =
Û †(t)ψ̂(r)Û(t), with the time evolution operator Û(t) = e−iĤt.
In what follows, a kinetic equation is derived which determines the time evolution of
Eq. (3.12) in the time interval tph ≪ t≪ tE where quantum chaotic dynamics is expected.
The approach, whose derivation is rather lengthy and therefore presented in the Appendix
A.5, resembles kinetic equation approaches for single-particle distribution functions (see
e.g. Refs. Mahan (2000); Kamenev (2011)) resulting in the celebrated Boltzmann equation.
Here, the usual approach is extended to the augmented Keldysh formalism introduced in
Sec. 2.4 to treat out-of-time ordered sequences of operators as well as to four point corre-
lation functions as illustrated in the following section. In particular, a certain correlation
function is introduced in Sec. 3.4.1 which represents the central object of the kinetic equa-
tion approach. Subsequently, the kinetic equation is presented and discussed in Sec. 3.4.2.
The out-of-time order correlator is eventually evaluated in Sec. 3.4.3 to determine the
scrambling rate.
3.4.1. Four-point correlator
To derive a kinetic equation which governs the dynamics of the out-of-time order correlator
introduced in Eq. (3.12), the following correlation function is introduced,
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K(Rrτ,R′r′τ ′, t) = 〈[ψ̂†(R− r2 , t− τ2 )ψ̂(R+ r2 , t+ τ2 ), P̂z (0)]







2 ), P̂z (0)]〉, (3.14)
where R(′) and t(′) are “center-of-mass” coordinates and times (Kamenev, 2011) of the
respective pairs of the fermionic operators whereas r(′) and τ (′) the difference coordinates,
respectively. K(Rrτ,R′r′τ ′, t) can be generally used to expresses out-of-time order correla-










































The form of Eq. (3.16) suggests that K (Rp,R′p′, t) can be interpreted as distribution
function of two systems centered at R and R′ carrying momentum p and p′, respectively.
This representation resembles the thermal double state representation discussed in Sec. 1.2
where the total system is interpreted as two identical copies which are initially perfectly
entangled. As shown in the next section, the initial condition K (Rp,R′p′, 0) is indeed a
sharply peaked function of |p − p′| and |R −R′|, the latter with a finite width of order
λF . K (Rp,R
′p′, t) is therefore interpreted as sharp wave packet which broadens under
chaotic dynamics as discussed in Sec. 1.7.2 until the Ehrenfest time tE is reached where
its characteristic length scale is of order of the impurity size.
3.4.2. Kinetic equation approach
To describe the time evolution of K (Rp,R′p′, t), a kinetic equation approach is employed.
Its derivation follows the usual one for “greater” and “lesser” components of single particle
propagators, see e.g. Ref. Mahan (2000) for details, but requires an extension to the aug-
mented Keldysh formalism introduced in Sec. 2.4 to represent out-of-time order correlation
functions. As the derivation is rather technical, the result is quoted whereas its derivation
is presented in the Appendix A.5.
For weak electron-phonon coupling and a separation of scales between center-of-mass
and difference coordinates (Mahan, 2000), the kinetic equation is determined to (Klug and
Syzranov, 2019)
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(∂t + iL̂r,p + iL̂r′,p′)K(Rp,R
′p′, t) = Iph [K] , (3.17)
where the left-hand side is given in terms of the Liouville operator
iL̂R,p = vp · ∇R −∇RUimp(R) · ∇p (3.18)
which describes “free” propagation of electrons with the phonon renormalized velocity vp ≡
∇pǫ(p) ≈ vF p|p| in the impurity potential Uimp. If the initial condition K (Rp,R′p′, 0)
is sufficiently peaked on scales introduced earlier in Sec. 3.2 and if phonons are absent, it
describes propagation determined by classical trajectories for t < tE .
The inelastic scattering of electrons with phonons is represented by the collision integral
Iph [K] on the right-hand side of Eq. (3.17). Initially for 0 < t ≪ tph when the distance
between the systems is shorter than the phonon correlation length, |R−R′| ≪ ξph, phonon
interactions generate correlations between the two copies centered at R and R′ and the
evolution of K (Rp,R′p′, t) is significantly determined by phonon dynamics. Instead for
t≫ tph, the distance between systems exceeds the phonon correlation length |R−R′| ≫ ξph
and scattering processes connecting subsystems at R and R′ can be neglected. See the
Appendix (A.5) for a detailed discussion. In this case, the collision integral is given by

















where the first line contains scattering process out of the reference state, which is specified
by the left-hand side of Eq. (3.17), and the second line scattering processes into the reference





D<(p − k, ǫp − ǫk)f0(ǫk) + D>(p− k, ǫp − ǫk)[1 − f0(ǫk)]
}
, (3.20)
where gel-ph is the electron-phonon coupling constant defined by Eq. (3.11). D
< and D>
are the lesser and greater phonon propagators which are defined in the Appendix A.5.
f0(ǫ) = [e
ǫ
kBT + 1]−1 refers to the Fermi distribution function.
The kinetic equation is complemented by initial conditions. At t = 0, the correlator
Eq. (3.14) can be evaluated explicitly by using the anticommutation relations of fermionic
field operators. The result reads (Klug and Syzranov, 2019)
K0(Rp,R




′)f0(ǫp−q) [1− f0(ǫp+q)] . (3.21)
For |R−R′| exceeding λF , it is approximated to
K0(Rp,R
′p′) ≈(2π)6f0(ǫp) [1− f0(ǫp)] δ(p− p′)∂Z∂Z′δ(R−R′), (3.22)
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which is a sharply peaked function of |p − p′| and |R −R′| with partial derivatives with
respect to the z-components of R and R′, respectively. The factors including Fermi
functions restrict contributions to the out-of-time order correlator to quasiparticle exci-
tation on the Fermi surface with energies ǫp ≈ ǫF . In the following, it is assumed that
K(Rp,R′p′, tph) ≈ K0(Rp,R′p′). This assumption is valid for short-range correlations
which render tph sufficiently short, and may even be correct for the case of insufficiently
short-range correlations as long as K is still peaked for t ∼ tph.
By making use of the characteristic peaked form of K0, the kinetic equation may be
simplified considerably (Klug and Syzranov, 2019). It is first noted that the kinetic equation





K(Rp,R′p′, t) ≡ NK = const. (3.23)
This suggest to split up the correlation function into a “peaked” (p) and “smooth” (s) part,
K(Rp,R′p′, t) = K(s)(Rp,R′p′, t) +K(p)(Rp,R′p′, t), (3.24)
where the characteristic scales of K(p) associated with the length |R − R′| and the mo-








which terminates the chaotic growth at t ∼ tE . While K(p) contributes to the growth of
the out-of-time order correlator, K(s) represents an “incoherent” background which does









(s)(Rp,R′p′, t) = 0. (3.26)
Whereas the time evolution of K(p) for t < tE is determined in the absence of phonons
by classical trajectories, K(s) spreads diffusively but is of no significant for the subsequent
discussion and therefore not pursued further.
Initially, the full weight NK is contained in K
(p) which broadens under time evolution
because of classical chaotic dynamics. If an electron is scattered by a phonon, the typical
momentum transfer is pph ∼ ξ−1ph exceeding the cut-off scale pph ≫ pch as depicted in
Fig. 3.2. Thus, the electron does not contribute to the out-of-time order correlator growth
anymore and increases the weight of K(s) while lowering the weight of K(p) as depicted in
Fig. 3.4.
This fact simplifies the kinetic equation considerably as “in-scattering” processes in






Γk→pK(p)(Rk,R′p′, t) ≈ 0,
and “out-scattering” processes are independent of the direction of reference momenta. The
simplified kinetic equation is consequently given by
56
3. Chaotic fluctuation dynamics
(a) (b)
Figure 3.4.: The correlation function Eq. (3.15) is split into a “smooth” (s) and a “peaked” (p) part
K = K(s)+K(p). (a) Initially, the total weight is contained in K(p) which is a sharply peaked func-
tion of |p−p′| and |R−R′| dictated by initial conditions K0. (b) For tph < t < tE , K(p) broadens
due to impurity scattering. Furthermore, weight is transferred from K(p) to K(s) due to inelastic
phonon scattering. As K(s) accumulates “incoherent” particle excitations, it does not contribute
to the out-of-time order correlator growth. Reprinted figures with permission from [M.J. Klug,
and S.V. Syzranov, Phys. Rev. B 100, 094304] Copyright (2019) by the American Physical Society.
The original work is found under https://dx.doi.org/10.1103/PhysRevB.100.094304.
(∂t + iL̂r,p + iL̂r′,p′ − 2τ )K
(p)(Rp,R′p′, t) = 0, (3.27)
where the inelastic scattering rate τ−1 due to phonon scattering is independent on impurity
scattering processes. This holds for regimes with a separation of elastic and inelastic
scattering events but breaks down for long-ranged interactions or short elastic scattering
times where τ−1 is significantly renormalized (Klug and Syzranov, 2019). The inelastic















which matches the relaxation rate of electrons due to phonons in a metal (Mahan, 2000).
Here, nB(ω) = [e
ω
kBT − 1]−1 is the equilibrium Bose distribution function and |p| ≈ |p′| ≈
pF are close to the Fermi surface. The retarded phonon propagator is given in terms of
phonon field operators φ̂(r, t) by DR(r−r′, t−t′) = −iθ(t−t′)〈φ̂(r, t)φ̂(r′, t′)〉 with 〈. . . 〉 =
Z−1ph tr[e
−Ĥph/kBT . . . ].
3.4.3. Chaotic operator dynamics
The simplified kinetic equation (3.27) is now solved for given initial condition K0 specified
in Eq. (3.22). For t < tE , the ballistic motion of electrons and the scattering on phonons
can be separated by introducing
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K(p)(Rp,R′p′, t) = e−2t/τ K̃(Rp,R′p′, t), (3.29)
where K̃ obeys the kinetic equation
(∂t + iL̂r,p + iL̂r′,p′)K̃(Rp,R
′p′, t) = 0, (3.30)
which describes the evolution of a correlation function in the absence of phonons. This
problem was solved in Ref. Syzranov et al. (2019) but is discussed here for completeness.
By introducing the classical, ballistic propagator,
G(Rp;R0p0, t) = (2π)
3δ[p− p̃]δ[R− R̃], (3.31)
with classical trajectories R̃ = R̃(t,R0,p0) and p̃ = p̃(t,R0,p0) depending on initial
conditions R0 and p0 and describing the classical motion of electrons in the disorder
















By inserting the expression for K0, Eq. (3.22), and using Eq. (3.29) to incorporate
phonon scattering, the out-of-time order correlator Eq. (3.16) is given by














where the average runs over all thermally activated states near the Fermi surface 〈 . . . 〉 ≡
∫
R0p0
. . . f0(ǫp0)[1− f0(ǫp0)].
To determine the sensitivity of classical trajectories to changes in initial conditions for
one particular disorder realization, it is legitimate to consider self-averaged quantities as the
dynamics of sufficiently short-ranged correlated (Klug and Syzranov, 2019). This allows
one to consider the disorder averaged sensitivity of classical trajectories. It is found in
Refs. Larkin and Ovchinnikov (1969); Syzranov et al. (2019), but also within a detailed







∣〉dis ∝ eλclt, (3.34)




















with the scattering angle θ = θ(ρ) and the impact parameter ρ which is of order as
the elastic scattering rate τ−10 . Hence, the out-of-time order correlator of momentum
operators Eq. (3.12) grows exponentially, CP (t) ∝ e2λLt, with the scrambling rate given
by λL = λcl − 1τ .
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3.5. Total momentum information dynamics
The scrambling rate λL determined in the previous section is compared to the decay rate of
information associated with one component of the total momentum Pz(t) as introduced in
Eq. (3.7). In this section, the microscopic details of information dynamics for the model of
a disordered metal coupled to a dissipative phonon bath are discussed. As the decay rate
is supposed to reflect characteristics of quantum chaotic dynamics, certain requirements
on the initial excitation of the system are presented. In particular, first, the dynamics of
localized excitations is discussed in Sec. 3.5.1 and second, the aspect of classical induced
fluctuations is discussed in Sec. 3.5.2.
3.5.1. Localized excitations
To extract information dynamics, the system is initially excited and brought into a state
with finite total momentum. Subsequently, the total momentum observable Pz(t) intro-
duced in Eq. (3.7) is monitored in weak measurements in several experimental realizations
to determine the decay rate of the associated information. Under the same assumption
which justifies the applicability of the kinetic equation approach for ouf-of-time order
correlators presented in Sec. 3.4, the total momentum is expressed by introducing the qua-
siclassial distribution function f(R,q, t) whose dynamics are determined by a conventional
Boltzmann equation. For this, the perturbation with respect to the equilibrated ground
state due to the initial excitation of the system is parameterized by
g(R,p, t) = f(R,p, t)− f0(ǫp) (3.36)
with the Fermi distribution function f0. As the total momentum of the equilibrated system





To observe quantum chaotic behavior based on classical, ballistic propagation of elec-
trons, the initial excitations have to be sufficiently localized in momentum and real space,
otherwise their dynamics is diffusive. These local excitations may contain several electrons
and are therefore termed “beams” in the following. In particular, the initial perturbation










where F(x, y) represents a rapidly decaying function if its arguments are of order one
and larger. The quantities ℓex and pex denote the initial excitation scales in spatial and
momentum space, respectively. To observe quantum chaotic behavior, these scales have to
be contrasted to the chaotic cut-off scales ach and pch introduced in Eq. (3.25). As ℓex and
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pex are associated with the initial uncertainty of the beam,
ℓex ≪ a, ach and pex ≪ pch, (3.39)
and a similar setting as presented in the previous section is obtained. Hence, the beam
is sufficiently localized to obey classical chaotic instead of diffusive dynamics rendering
g(R,p, t) a sharply peaked function of R and p which evolves under quantum chaotic
dynamics in the interval t
′
ph ≪ t≪ t′E as discussed in Sec. 3.2.
Similar to the discussion presented in Sec. 3.4.2, the distribution function is split into a
“peaked” (p) and “smooth” (s) part,
g(R,p, t) = g(s)(R,p, t) + g(p)(R,p, t), (3.40)
which allows several simplifications. As the transferred momentum in electron-phonon col-
lisions is large, pph ≫ pch, and the beams of electrons are sufficiently localized, particles
once scattered by a phonon move from g(p) to g(s), which can be interpreted as “incoherent”
background and does not contribute to P (t) as the momenta of excitations in g(s) are un-
correlated. Similar to the discussion leading to the kinetic equation (3.27), the Boltzmann
equation governing the time evolution of g(p) is given by (Klug and Syzranov, 2019)
(
∂t + iL̂R,p − 1τ
)
g(p)(R,p, t) = 0, (3.41)
with the inelastic phonon scattering rate τ−1 introduced in Eq. (3.28). Again, contributions
from ballistic propagation in the disorder potential and inelastic phonon scattering separate
suggesting the ansatz
g(p)(R,p, t) = e−t/τ g̃(R,p, t), (3.42)




g̃(R,p, t) = 0 (3.43)
and g̃(R,p, t) evolves under classical chaotic dynamics for t < t′E . Hence, the beams move
on average on a classical trajectory determined by the classical equations of motion. Addi-
tionally, their width growths exponentially as it resembles the evolution of K(pR,p′R′, t)
discussed in the previous section or the growing uncertainty of the position and momen-
tum of a constantly scattered single electron as discussed in Sec. (1.7.2). The solution
to Eq. (3.43) with initial conditions obeying Eq. (3.38) is given by means of the classical





Similar to the previous discussion on the time evolution of K, the beams of electrons
described by the peaked distribution function g(p)(R,p, t) broadens under time evolution
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due to chaotic dynamics and additionally looses weight due to electron-phonon scattering.
3.5.2. Dynamics of classical fluctuations
By having established the dynamics of the localized beams, varying initial conditions due
to small uncertainties in the initial experimental preparation procedure are introduced.
The initial perturbation from equilibrium is considered to fluctuate which is modeled by
g0(R,p, t) = g0(R,p, t) + δg0(R,p, t), (3.44)
where · · · denotes averaging over experimental realization and δg0 represents the fluctuat-
ing part of each experimental realization with respect to their mean value. The experiments
are considered mutually correlated on scales lex and pex, which were introduced in the con-
text of Eq. (3.38), such that δg0(R′,p′)δg0(R,p) = (2π)3δ(R − R′)δ(p − p′) where the
δ-functions are of finite width of order ℓex and pex, respectively. This renders Pz(t) a ran-
dom variable whose fluctuations may be modeled by the probability density ρ(Pz, t) such
that, e.g., its mean value as function of time is determined by P (t) =
∫
dPz ρ(Pz, t)Pz.
In the quantum chaotic regime where many impurity collisions of a beam are possible
before t′E is reached, the variance δP
2
z (t) with
δPz(t) = Pz(t)− P z(t) (3.45)
also determines the probability density ρ(Pz, t): In the case of many impurity collisions
or in the case of many beams, ρ(Pz, t) can be approximated by a Gaussian form. This
assumption is justified with either the central limit theorem, or it holds anyway if the
initial distribution is already of Gaussian form (Klug and Syzranov, 2019). The probability











and information dynamics are traced back to the dynamics of δP 2z (t) as indicated in the
introductory section 3.1.
To determine the time evolution of the magnitude of fluctuations, first ballistic prop-
agation and inelastic electron-phonon scattering processes are separated as introduced in
Eq. (3.42) yielding
δP 2z (t) = e
−2t/τδP̃ 2z (t), (3.47)
where δP̃ 2z (t) evolves under classical dynamics in the absence of phonons. By using the
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single-particle propagators introduced in Eq. (3.31) which are valid for t < tE ,













resembling the time evolved correlation function Eq. (3.32) constituting the out-of-time
order correlator. To obtain an explicit expression for δP̃ 2z (t), this quantity is considered
self-averaged: Although only one particular disorder realization is considered, the average
over experimental realization is assumed to equate to the disorder average (Klug and
Syzranov, 2019)
δP̃ 2z (t) = 〈δP̃ 2z (t)〉dis. (3.49)
Hence, the results obtained in the Appendix A.1 are applicable to the present setting:
By introducing the beams’ total momentum P̃ = (P̃x, P̃y, P̃z), the time evolution of its
variance for t < t′E is therefore determined by the set of coupled differential equations









2(t) = 2vFpF ζ̃ · δP̃(t), (3.50b)
d




with the classical Lyapunov exponent λcl given in Eq. (3.35) and the position deviation
ζ̃(t) of the beam with respect to its mean trajectory. This set of equation is solved for
appropriate initial conditions associated with scales ℓex and pex representing a finite total
momentum or spatial mismatch and the time evolution of the magnitude of fluctuations
is determined to δP̃ 2(t) ∝ e2λclt where only the most rapid growing contribution is con-
sidered. Thus, the variance in the presence of a coupling to phonons is determined by
using Eq. (3.47) to δP 2z (t) ∝ e2(λcl−
1
τ )t. The time evolution of the amount of information
associated with one component of the total momentum is therefore given by




dPz ρ(Pz, t) ln[2πδP 2(t)] (3.51a)
= const.− λLt, (3.51b)
with the scrambling rate λL = λcl − 1τ as introduced in Eq. (3.6) which is identified as
the decay rate of the information associated with one component of the total momentum
operator.
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3.6. Conclusion and outlook
In this chapter, the scrambling rate was determined for electrons in a disordered metal
coupled to a dissipative bath of phonons by evaluating the out-of-time order correlator
of total momentum operators. Here, a kinetic equation was derived to determine the
exponential growth contribution to the out-of-time order correlator. In addition, the decay
rate of information associated with the total momentum of the system was shown to match
the scrambling rate.
It was found that the scrambling rate, λL = λcl − τ−1, is of the order of the elastic im-
purity scattering rate τ−10 but reduced by the inelastic phonon scattering rate τ
−1. Hence,
two possible regimes of electron dynamics are possible: For a sufficiently weak electron-
phonon coupling, λL > 0, the system obeys quantum chaotic behavior. In contrast, for a
sufficiently strong electron-phonon coupling, λL < 0, dissipative effects dominate prevent-
ing the system to develop chaotic dynamics. The transition from dissipative to chaotic
dynamics could be realized, e.g., by tuning the temperature T as τ−1(T ) depends on the
number of thermally activated phonons whereas λcl remains constant (Klug and Syzranov,
2019).
A principle that chaotic dynamics are reflected in the fluctuations of certain observable
was proposed in Sec. 3.1. It was explicitly shown to hold for the system of a dissipative,
disordered metal, where the monitored observables were chosen to the total momentum
of the system. To realize this principle in an experiment, certain requirements have to
be fulfilled: The considered microscopic system generally has to obey chaotic dynamics,
the excitations have to be sufficiently “localized” to evolve under chaotic dynamics and
they need to be monitored appropriately. Recent advances in the fabrication of quantum
dots could provide a system which is representative for the microscopic system discussed
above. In particular, graphene quantum dots can be carved into a form resembling a chaotic
Billiard as depicted in Fig. 3.5, which maps to the chaotic system of ballistic particle motion
in a disordered hard sphere potential. Arbitrary shapes can be fabricated by quantum
confinement based on p-n junctions using electrostatic gating as presented in Refs. Lee
et al. (2016); Velasco et al. (2016). Furthermore, due to the ultrarelativistic spectrum of
Dirac electrons, the effect of Klein-tunneling allows electrons to leave the quantum dot if
approaching the p-n interface almost perpendicularly (Cheianov and Fal’ko, 2006). For
a beam containing several electrons, the effect renders the interface partially traversable
mimicking the effect of dissipation caused by inelastic electron-phonon scattering.
By assuming a quantum dot device as depicted in Fig. 3.5, a pulsed current of electrons is
injected through a narrow lead into the system. The beam is reflected steadily by the walls
of the quantum dot representing the scattering off impurities. Whereas the beam follows a
classical trajectory on average, its width grows exponentially with the classical Lyapunov
exponent λcl. Additionally, Klein tunneling renders the confining barriers semitransparent
considered to be quantified by the tunneling rate τ−1 resulting in a steady loss of the beam’s
weight. To monitor fluctuations in the beam’s total momentum, the magnetic noise, which
63
3. Chaotic fluctuation dynamics
Figure 3.5.: Chaotic quantum dot with semi transparent walls mimicking the dissipative coupling
to phonons. Reprinted figure with permission from [M.J. Klug, and S.V. Syzranov, Phys. Rev. B
100, 094304] Copyright (2019) by the American Physical Society. The original work is found under
https://dx.doi.org/10.1103/PhysRevB.100.094304.
is radiated, may be measured. In particular, by measuring one component of the magnetic
field Bz(t) ∝ Pz(t) away from the quantum dot, the scrambling rate λL = λcl − 1τ is then
determined as average over experimental realizations,
[Bz(t)−Bz(t)]2 ∝ e2λLt. (3.52)
As the evolution of the total momentum is intrinsically chaotic, other methods of chaos
theory are applicable to obtain the scrambling rate. By analyzing the time series of one
observable, information about the Lyapunov exponent can be extracted using the method
of phase space portrait reconstruction based on delay coordinates (Wolf et al., 1985; Rosen-
stein et al., 1993). By considering the distance between observables separated by time τ
as functions of time,
|Bz(t)−Bz(t+ τ)| ∝ eλL(t−t0)
where τ and t0 are chosen such that the initial distance is small, |Bz(t0)−Bz(t0+ τ)| ≪ ǫ,
the scrambling rate can be determined.
The proposed approach assumed that electron-electron interactions between Dirac elec-
trons are negligible. However, as interaction effects are marginally relevant for long-range
Coulomb interaction as discussed in the previous chapter, the robustness of the presented
findings has to investigated in further details. Generally, it remains to be seen whether
this approach applies to other systems of condensed matter physics. As this concept was
applied to a system were chaotic dynamics is already present on the single-particle level,
it is not clear yet how this concept is transferred to systems were chaotic dynamics is
traced back to many-body interaction effects, e.g., as in the case of interacting electrons in
graphene discussed previously in Ch. 2. This aspect has to be investigated more thoroughly
in future works.
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Part II
Electron order in small-angle
twisted bilayer graphene
4Introduction
Previously, out-of-time order correlators were introduced to characterize interaction effects
in strongly correlated electron systems. In this part, an interacting electronic many-body
system is investigated where the effective strength of electron-electron interactions can be
tuned by varying an external tuning parameter. In twisted bilayer graphene, the interplay
between the long length scale moiré interference pattern, which is depicted in Fig. 4.1a,
and the interlayer hybridization of electronic states due to a finite interlayer tunneling of
electrons causes the bandwidth of the so-called “moiré bands” to depend on the twist-angle.
For certain “magic-angles”, the bandwidth of the moiré bands is as small as a few milli-
electron volts and a strong enhancement of interaction effects can be expected. Modeling
these electronic degrees of freedom and investigating the effect of band tuning on the
electronic ground state is the central focus of this part.
In experiments, a series of strong correlation effects were observed for low temperatures
and partial fillings of the weakly dispersing moiré bands. The phase diagram of temper-
ature and gate voltage is characterized by correlated insulator states as seen in transport
experiments (Cao et al., 2018a,b; Yankowitz et al., 2019; Lu et al., 2019). Their regu-
lar pattern of occurrences at commensurate band fillings indicate strong-coupling Mott
physics which is, among others, complemented by superconductivity for incommensurate
band fillings (Lu et al., 2019; Cao et al., 2018b; Yankowitz et al., 2019). Besides, corre-
lated electron states were also observed in scanning tunneling microscopy and spectroscopy
measurements where an onset of a rotational symmetry breaking order was determined for
commensurate and incommensurate moiré band fillings around the charge neutrality point
(Kerelsky et al., 2019; Choi et al., 2019; Jiang et al., 2019; Xie et al., 2019). Though
vast theoretical efforts were made to model the electronic structure, see e.g. Refs. Yuan
and Fu (2018); Kang and Vafek (2018); Po et al. (2018), and the insulating states, see
e.g. Refs. Ochi et al. (2018); Po et al. (2018); Kang and Vafek (2019), a comprehensive un-
derstanding of the correlated electron states and their underlying microscopic mechanism
for variable carrier concentrations is still lacking.
As the bandwidth of the moiré bands and hence the relative strength of interactions can
be tuned by varying the twist-angle, this system of small-angle twisted bilayer graphene
suggests to study the role of interactions for a variable interaction strength. In particular
in this part, two regimes are considered, a weak- and a strong-regime, which are both
possibly realized in experiments. To this end, the electronic structure of the moiré elec-




Figure 4.1.: (a) Moiré interference pattern of two twisted graphene lattices for a commensurate
twist-angle with exact translational and rotational symmetry. The hexagonal superlattice (bottom
right) serves as crystalline basis to construct an effective electron model with long-range hopping
(striped arrows) and long-range interaction (wiggly lines) processes. (b) Evolution of the kinetic
and potential energy scales as function of the twist-angle. The moiré bandwidth (red) represents
the kinetic energy scale, whereas the amplitudes of the interaction matrix elements (green) the
potential energy scale. Their ratio (black) in units of β increases when tuning the system towards
the magic-angle regime signaling a crossover from weak to strong couplings. Reprinted figure from
Ref. Klug (2020). The original work is found under https://dx.doi.org/10.1088/1367-2630/ab950c.
an electronic ground states analysis. The obtained results are eventually related to the
previously mentioned experimental observations. The topic discussed in this part is based
on work presented in Ref. Klug (2020).
4.1. Summary of results
Within this part, the electronic structure of twisted bilayer graphene is modeled by follow-
ing a two-orbital approach (Koshino et al., 2018) where localized electron states centered
at the high symmetry points of the moiré interference pattern of the bilayer lattice are
constructed by means of Bloch states associated with the weakly dispersing moiré bands.
Subsequently, electron-electron interactions are projected into the basis of localized states
giving rise to an extended Hubbard model on a hexagonal superlattice with long-range
hopping and long-range interaction processes as depicted in Fig. 4.1a. In this represen-
tation, relevant interaction processes are identified to obtain a tractable, minimal model
of interacting “moiré electrons”. The symmetries of this effective model are an approxi-
mate translational symmetry T , which renders the crystal momentum of moiré electrons a
“good” quantum number, and an approximate point group D6 symmetry, which includes
a rotational C3 symmetry, constituting the corresponding space group of the superlattice.
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Additionally, the presence of a spin-rotation SU(2) symmetry, which is justified in the limit
of vanishing spin-orbit coupling (Castro Neto et al., 2009), and a valley Uv(1) symmetry,
which is inherited from the single-layer graphene systems in the limit of small twist-angles
(Po et al., 2018), is assumed.
The potential and kinetic energy scales of this model, which are represented by the moiré
bandwidth and the interaction matrix elements of the interaction processes, respectively,
as well as their ratio are determined in Ch. 5 and are depicted as a function of twist-
angle in Fig. 4.1b. In the magic-angle regime, the bandwidth is minimal and as small
as 10 millielectron-volts. In contrast, the interaction matrix elements vary approximately
linearly with the twist-angle. Their ratio, which represents the relative interaction strength,
significantly increases in the vicinity of the magic angle θm indicating a transition from a
weak to a strong-coupling regime.
In the subsequent analysis it is found that within this modeling approach the role of





with the electron charge e, the relative permittivity ǫ, the effective length scale of the
superlattice LM and the moiré bandwidth Λ. Here, the potential energy scale is represented
by e2/ǫLM, which represent the natural units of the interaction matrix elements, whereas
the kinetic energy scale is represented by Λ. As Λ = Λ(θ, t⊥) and LM = LM(θ) scale
differently with the twist-angle θ (and the interlayer tunneling amplitude t⊥), the relative
strength of interactions can be tuned by varying the twist-angle.
Based on the constructed effective model, the effect of electron-electron interactions on
the electronic ground state is investigated in Ch. 6 in two limiting regimes: A weak-coupling
regime representative for twist-angles θ ≫ θm where β ≪ 1 and a strong-coupling regime
representative for twist-angles θ ≈ θm where β ≫ 1.
In the weak-coupling regime, where interaction effects can be treated perturbatively, a
mean-field analysis reveals as leading electronic instability a stripe charge density wave
order with commensurate ordering vectors of half of the reciprocal lattice vector of the
moiré Brillouin zone, which breaks translational T and rotational C3 symmetry. The onset
of the order is determined by a critical interaction strength and a critical moiré band filling.
In the strong-coupling regime, an infinite coupling approximation is performed where
the kinetic part of the theory is dropped and only interaction processes are considered.
Furthermore, it is focused on interaction processes in the density-density channel only
which renders the model solvable. This approach would be ineffective in the limit of local
Hubbard interactions. However for the present model, the important role of long-range
interactions combined with ferromagnetic and ferrovalley exchange interactions, which fa-
vor a general alignment of spin and valley degrees of freedom, allows one to determine the
nature of ordered states even without kinetic energy contributions of electrons. For all
commensurate moiré band fillings ν = 0,±14 ,±12 ,±34 with the band filling factor ν, Mott-
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Figure 4.2.: In the weak-coupling regime, the conducted ground state analysis reveals a formation
of stripe charge density wave orders which break translational T and C3-rotational symmetries. In
the strong-coupling regime, three types of Mott insulating ground states (a, b, c) for all commen-
surate moiré band fillings ν = 0,± 14 ,± 12 ,± 34 are found, which resemble the stripe-type orders in
the weak-coupling limit (a) but differ, in part, by the absence of the spin SU(2) (b) as well as the
valley Uv(1) symmetry (c). Reprinted figure from Ref. Klug (2020). The original work is found
under https://dx.doi.org/10.1088/1367-2630/ab950c.
insulating ground states are found which break the translational T and the C3-rotational
symmetry (ν = 0), as well as the spin SU(2) symmetry (ν = ±14 ,±12 ,±34) and the valley
Uv(1) symmetry (ν = ±14 ,±34). Here, ν = −1, 1 represents completely empty and com-
pletely filled moiré bands, respectively. The results of the ground state analysis for the
weak and strong-coupling regimes are summarized in Fig. 4.2.
4.2. Overview of experimental observations
Experimental observations related to electronic ground states in small-angle twisted bilayer
graphene were obtained in transport and quantum oscillations measurements as well as
scanning tunneling microscopy and scanning tunneling spectroscopy. In what follows, the
most recent results are shortly discussed and interpreted.
Besides resistivity measurements, which revealed a series of correlated insulator states
at commensurate moiré band fillings emerging at low temperatures, quantum oscillation
measurements were used to extract information about the number of broken global sym-
metries of the correlated insulator states. Here, local minima in the longitudinal resistivity
form straight lines in the plane of perpendicular magnetic field strength and carrier den-
sity, whose slope is antiproportional to the Landau Level filling factors from which the
Landau level degeneracy can be obtained, see e.g. Ref. Novoselov et al. (2005) for details.
In twisted bilayer graphene, these measurements showed that the insulating states differ in
their Landau level degeneracy (Cao et al., 2018b,a; Yankowitz et al., 2019; Lu et al., 2019).
This implies the presence (or absence) of (global) symmetries which generate Kramer-like
degeneracies of single-particle states. By assuming a global spin and valley symmetry of
the interaction-free system, this might indicate for the insulator state at charge neutrality
(ν = 0), which is found to be 4-fold degenerate, the presence of a combined spin- and
valley-symmetry. In contrast for half electron- or hole-filling (ν = ±12), the Landau levels
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are found to be two-fold degenerate implying that either the spin- or the valley-symmetry
is broken, whereas for moiré band fillings ν = ±34 being single degenerate that both the
spin- and the valley-symmetry are absent. These observations put strong requirements on
possible electronic ground states associated with the correlated insulator states.
In addition to transport experiments, which were performed on samples identified with
the magic-angle regime accommodating, among others, Mott-like insulator states and su-
perconductivity, scanning tunneling spectroscopy and microscopy experiments revealed
correlated electron states for large ranges of electron- and hole-dopings around the point
of charge neutrality (Kerelsky et al., 2019; Choi et al., 2019; Jiang et al., 2019; Xie et al.,
2019). Here, interaction effects manifested as a significant redistribution of the single-
particle spectral weight setting in at certain filling fractions of the moiré bands. Addition-
ally, it was unanimously reported that the correlated states break C3-rotational symmetry
as seen in spatially resolved charge distribution measurements and that the effect is largest
at charge neutrality. Those results were obtained for samples with moiré bandwidths sig-
nificantly larger than 10 millielectron-volts perhaps placing them in a “close-to-magic-angle
regime” where correlation effects are expected to be still present yet with interaction en-
ergies smaller than in the magic-angle regime justifying their perturbative treatment in
theoretic modeling approaches.
4.3. Outline
The current part is twofold as it includes the presentation of a modeling approach and an
electronic ground state analysis.
First in Ch. 5, the system of electrons in twisted bilayer graphene is generally introduced
and the underlying mechanism of the formation of moiré band is described. Subsequently,
an effective model of interacting moiré electrons in twisted bilayer graphene is constructed.
In particular, a discussion of the relevant emerging symmetries is given in Sec. 5.1. The
moiré band structure is obtained in Sec. 5.2 by using a minimal model of two relatively
twisted and coupled single-layer graphene systems. A two-orbital approach is employed in
Sec. 5.3 to construct a Wannier basis where localized electron states are centered at the high
symmetry points of the superlattice. Interaction effects are incorporated by determining
the interaction matrix elements of the various interaction channels in Sec. 5.4.
Second, an analysis of possible electronic ground states in the presence of finite-range
Coulomb interaction is conducted for various fillings of the moiré bands in Ch. 6. It is
distinguished between two parameter regimes, a weak-coupling regime, where interaction
effects are subleading (Sec. 6.1), and a strong-coupling regime, which is representative for
angles in the vicinity of the magic-angle, where interaction effects dominate (Sec. 6.2).
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In this chapter, an effective model of interacting electrons in small-angle twisted bilayer
graphene is presented. As experiments indicate a link of correlation effects and electronic
states associated with the moiré bands, these degrees of freedom are considered the rele-
vant ones for the presented modeling approach. Thereby, one focuses on electron dynamics
on scales of the effective superlattice providing a new set of emerging, approximate sym-
metries. These include symmetries which constitute the space group but also symmetries
which are associated with the intrinsic properties of the moiré electrons. By deriving a low-
energy description of the moiré electrons, light may be shed on the microscopic mechanism
which underlies the strong correlation effects observed in experiments.
The emergence of the isolated moiré bands, which are centered around the charge neu-
trality point of the system, with small, twist-angle dependent bandwidths is traced back
to the interplay of the moiré interference pattern and the hybridization of electronic states
due to a finite interlayer tunneling. This can be understood by considering, for each layer,
an “ultrarelativistic” theory of non-interacting electrons in graphene which is characterized
by two distinct “Dirac cones” centered at the K-points of the Brillouin zone (Castro Neto
et al., 2009). By twisting the two-layers as depicted in Fig. 5.1a, an additional inverse











θ represents the characteristic length scale of the superlattice (Bistritzer and Mac-
Donald, 2011). Because of a finite interlayer tunneling represented by the energy scale t⊥,
electronic states at the intersection points of the cones of the two layers hybridize which
causes an opening of a band gap. As the size of the band gap is of the order of t⊥ and the
distance of the intersection points to the point of charge neutrality of the order of ~vF kθ2 ,
the bandwidth of the moiré bands is smallest if their peaks are pushed towards the charge




the condition for the magic-angle regime can be made more precise and is determined to
αm ≈ 1√3 (Bistritzer and MacDonald, 2011). Hence, the condition for the magic-angle θm
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(a) (b)
Figure 5.1.: (a) Twisted Brillouin zones with twist-angle θ of graphene layer I (red) and graphene
layer II (blue) with Dirac cones (green) centered at the corresponding K-points. The electronic
states in the vicinity of K
(I,II)
ξ fold to the K- and K’-points of the moiré Brillouin zone (black).
(b) Bilayer lattice in real space. Small red and blue dots denote the crystalline sublattices A and
B of the single-layer graphene layers, respectively, whereas big red and blue spots mark regions of
AB- and BA- stacking which span the hexagonal superlattice. The center of an hexagon refers to
regions of AA- and BB-stacking.
is determined not only by the twist-angle θ, but depends also on the interlayer transition
amplitude t⊥ which can also be tuned, e.g., by applying an external pressure (Yankowitz
et al., 2019).
After having established the moiré band structure, electron-electron interaction effects
can be incorporated by constructing electronic states localized in real-space at the high
symmetry points of the superlattice from the previously determined Bloch states constitut-
ing a complete Wannier basis. Here, a minimal two-orbital approach (Koshino et al., 2018)
is chosen where localized electron orbitals centered at AB- and BA-regions of the superlat-
tice are obtained forming a hexagonal lattice as depicted in Fig. 5.1b. Relevant interaction
processes due to electron-electron Coulomb interaction between localized electronic states
are identified by determining the respective interaction matrix elements leading to a min-
imal model of interacting moiré electrons.
The approach to construct the effective model, which is outlined in the following, in-
volves three steps: First, the moiré band structure is obtained by employing a continuum
model approach presented in Sec. 5.2. Second, a maximally localized Wannier basis is
constructed by using the moiré Bloch basis in Sec. 5.3. Eventually in Sec. 5.4, electron-
electron interaction processes are projected into the Wannier basis leading to an effective
model of interacting electrons in twisted bilayer graphene. However, before outlining the
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details of the approach, a summary of the emerging symmetries is presented in Sec. 5.1
which are important for the construction of the effective model and are necessary for the
interpretation of the experimental observations.
5.1. Emerging symmetries
The symmetries characterizing moiré electrons, which are relevant for the construction of
the effective model and emerge in the limit of small twist-angels, are introduced in this
section, whereas it is referred to Refs. Po et al. (2018); Zou et al. (2018) for a thorough
discussion.
In general, one can distinguish between two classes of symmetries: The first one related
to the space group of the superlattice and the second one concerned with the intrinsic
properties of the electronic degrees of freedom, i.e. the spin and the valley quantum number
which are specific to Dirac electrons in graphene (Castro Neto et al., 2009). The symmetries
of the superlattice are determined by the moiré interference pattern which is specified by
a twist-angle and a center of rotation. Exact translational symmetries are only present for
commensurate twist-angles, whereas exact point group symmetries are obtained for centers
of rotation coinciding with the high symmetry points of the graphene lattices (Zou et al.,
2018), e.g. carbon lattice sites or hexagon centers. This can also be inferred by inspecting
Fig. 5.1b. As these lattice configurations are not energetically favored, bilayer systems
with exact space group symmetries require fine tuning. Furthermore, as the graphene
lattices are dynamical objects, lattice relaxation effects as well as spatial variations in the
twist-angle may occur, see e.g. Ref. Choi et al. (2019), rendering the superlattice structure
“imperfect”. The robustness of the experimental observations therefore suggests to relax
the demand for exact space group symmetries on the microscale a in favor of approximate
symmetries on the macroscale LM. In the following, these are represented by translational
symmetries T and point group D6 symmetries (Zou et al., 2018) governing the relevant
electronic degrees of freedom and justifying the continuum model approach presented in
the next section.
Additionally, there are symmetries connected to the intrinsic properties of the moiré
electrons. For small twist-angles, scattering processes of electrons between Dirac cones
located at the non-equivialent K-points of the hexagonal Brillouin zone require a large
momentum transfer and are therefore suppressed (see Fig. 5.1a for an illustration and
the microscopic details presented in Appendix B.1). Hence, the two valley sectors of the
original single-layer graphene theories decouple leading to an emerging valley symmetry
Uv(1) which conserves the “valley charge”. Additionally, a spin rotational SU(2) symmetry
of the bilayer electrons is assumed as the spin-orbit coupling of electrons in graphene can
be neglected (Castro Neto et al., 2009).
In the following section, an effective single-particle model with the set of previously
introduced approximate symmetries is constructed.
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5.2. Moiré band structure
The weakly dispersing moiré bands are obtained by employing a continuum model (Bistritzer
and MacDonald, 2011; Weckbecker et al., 2016) where states near the slightly twisted Dirac
cones of the two graphene layers hybridize due to a finite interlayer coupling. It relies
on the existence of the approximate translational symmetries and is hence applicable to
commensurate and incommensurate twist-angles. The approach has to be contrasted to
real-space tight-binding approaches, e.g. Refs. Moon and Koshino (2012); Kang and Vafek
(2018), which rely on exact translational symmetries and are limited by the large size of
superlattice unit cells for small twist-angles, but which yield consistent results.
The emerging moiré Brillouin zone is spanned by the Dirac points of the two twisted
graphene systems where states near the two rotated K-points fold to the K- and K’-point
of the moiré Brillouin zone as depicted in Fig. 5.1a. Because of the large separation in
momentum space, the states near the non-equivalent Dirac cones, in the following labeled
by the valley quantum number ξ = ±, are assumed to be effectively decoupled generating an
emergent Uv(1) valley symmetry. Within this approach, the band structure is specified by
the Fermi velocity vF of the Dirac electrons, the twist-angle θ and the interlayer transition
amplitude t⊥ which determine the magic-angle regime in form of α as specified in Eq. (5.2).











with the fermionic operator φ̂
(n)
γ of the graphene layer n ∈ {I, II} and the crystalline













where Hξ,ϕ represents the Hamiltonian of the Dirac electrons near valley ξ rotated by
angle ϕ. K denotes the crystal momentum in the rotated single-layer graphene Brillouin
zones and σ the electron spin. The interlayer coupling is described by the tunneling matrix
element T (t⊥) which assumes local tunneling processes with an associated energy scale t⊥.
An explicit expression of this matrix is derived in the Appendix B.1.
By diagonalizing Eq. (5.4), the moiré band structure is obtained as the set of bands
centered at the charge neutrality point and is separated by considerable band gaps from
a continuum of bands at higher and lower energies, respectively. Free moiré electrons are





where the band index λ, spin index σ, valley index ξ and crystal momentum k, which
is element of the moiré Brillouin zone, label the superlattice Bloch states ψ̂λkσξ. The
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Figure 5.2.: Moiré band structure which is obtained by diagonalizing the effective tight-binding
model Eq. (5.6) for a twist-angle θ = 1.05◦ and α = 0.59. The dashed-black and red lines depict
the bands with valley number ξ = + and ξ = −, respectively. Reprinted figure from Ref. Klug
(2020). The original work is found under https://dx.doi.org/10.1088/1367-2630/ab950c.
dispersion relation ǫλkξ with λ ∈ {1, 2} describes two bands per valley and is depicted in
Fig. 5.2 for cuts along the high symmetry lines of the hexagonal moiré Brillouin zone. The
characteristics are the Dirac cones centered at the K- and K ′-points of the moiré Brillouin
zone with strongly renormalized Fermi velocities and the van Hove points at the M -points.
The bands of the different valleys are related by a mirror symmetry exchanging the K+ and
K−-points of the graphene Brillouin zones. The moiré Billouin zone and the position of
high symmetry points are depicted in Fig. 5.2. Combined with the spin degree of freedom,
each superlattice unit cell therefore contains 8 single-electron states.
5.3. Construction of the Wannier basis
In this section, a real-space localized single-electron basis is constructed by employing the
method of maximally localized Wannier functions. Here, the Wannier basis is connected
to the Bloch basis by a unitary transformation. This transformation is determined by
the constraint that the Wannier functions centered at certain high symmetry points of
the underlying lattice are exponentially localized (Marzari and Vanderbilt, 1997; Marzari
et al., 2012).
In the case of moiré electrons in twisted bilayer graphene, the Wannier basis is con-
structed by using the Bloch states of the associated moiré bands representing the basis
states of Eq. (5.5). Single orbital approaches, which restrict themselves to a set of orbitals
localized at the hexagon’s centers of the superlattice, can be ruled out because a touching
of the valence and conduction bands at the Γ-point results due to symmetry reasons (Po
et al., 2018), which is incompatible with the moiré band structure. Therefore, a two orbital
approach is employed by following Ref. Koshino et al. (2018) which is capable of reproduc-
ing the band structure correctly. Here, two orbitals per superlattice unit cell are centered
at the AB- and BA-stacked regions of the superlattice (see Fig. 5.1b for an illustration).
Additionally, an exact valley symmetry is assumed a-priori. This approach is expected
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(a)
(b)
Figure 5.3.: Constructed Wannier functions ψiα(r) projected on the single-layer graphene sites
labeled by the lattice index j = I, II and the crystalline sublattice index γ = A,B as introduced
in Eq. 5.3. In the upper panel (a) α = BA, in the lower panel (b) α = AB. Reprinted figure from
Ref. Klug (2020). The original work is found under https://dx.doi.org/10.1088/1367-2630/ab950c.
to be equivalent to other two-orbital approaches (Kang and Vafek, 2018; Po et al., 2018)
which drop this assumption first, but recover an approximate valley symmetry later. How-
ever, also within this two-orbital approach, a Wannier obstruction occurs which renders
certain exact symmetries non-local as not all symmetries of the bilayer lattice introduced
in Sec. 5.1 can be represented by two orbitals only (Po et al., 2018; Zou et al., 2018).
In principal, this issue can be resolved by incorporating additional auxiliary bands (Carr
et al., 2019; Po et al., 2019) which introduce, in return, many degrees of freedom. However,
it is assumed in this work that the relevant physics of the conducted ground state analysis
is captured by the two-orbital approach introduced above.
The procedure to construct maximally localized Wannier functions is standard and can
be found, e.g., in Refs. Marzari and Vanderbilt (1997); Marzari et al. (2012), whereas
its application to the present problem is outlined in detail in the Appendix B.2. As
a result, orthogonal and exponentially localized Wannier functions ψaσ (r) are obtained
representing the orbital states labeled by the single-particle quantum numbers a = (i, α, ξ)
and the spin σ. They are centered at the α ∈ {AB,BA}-stacked regions of the ith unit
cell of the superlattice, however, possessing highest weight at the AA-stacked regions.
Their projection onto the graphene sublattices A and B of the graphene layer I and II,
respectively, is depicted in Fig. 5.3. As shown in the next section, this characteristic shape
of the Wannier functions results in long-range interaction processes between neighboring
localized electron states as a direct overlap of wave functions is given.
Eventually, the single-particle moiré electron Hamilton operator Eq. (5.5) is projected
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(tab − µδab)ψ̂†aσψ̂bσ (5.6)
which is defined on the hexagonal superlattice with the transition amplitudes taa′ =
tiα,i′α′δξξ′ , which are, by construction, diagonal in the valley index. An explicit expression
of tiα,i′α′ is given in the Appendix B.2.
5.4. Interaction matrix elements
In a next step, electron-electron interaction effects are incorporated within the established
Wannier basis derived previously in Sec. 5.3 to identify the relevant processes. The inter-













which represents interaction processes between orbital states labeled by the single-particle
quantum numbers a = (i, α, ξ) and the spin index σ. Here, the position of the states on the
superlattice is specified by the unit cell index i, the basis index α, and the valley number
ξ. Uabcd represents the interaction matrix elements which are determined numerically in
the present section to identify the relevant interaction processes.
By means of the corresponding Wannier functions ψaσ(r), the interaction matrix ele-







′)V (r− r)ψcσ′(r′)ψdσ(r), (5.8)
with an interaction potential V (r). Here, the interaction between electrons is modeled by






with electron charge e and relative permittivity ǫ ≈ 7 for hexagonal boron nitride (Cao
et al., 2018a). The aspect of screening, which might possibly occur, is neglected by now
and will be discussed later in this section.
In the evaluation of Eq. (5.8), it is distinguished between the density (a = d and b = c
introducing U = Uabba), the exchange (a = c 6= b = d introducing J = Uabab), and the pair-
hopping (a = b 6= c = d introducing X = Uaabb) channel. In principle, also charge-bond
interaction processes (a 6= d 6= b = c) are possible. However, the corresponding interaction
matrix elements are found to be one order of magnitude smaller than comparable processes
and are therefore neglected. Furthermore, the interaction channels are separated into
intravalley processes, where the valley indices in a and b are identical, and intervalley
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(a) (b)
Figure 5.4.: Interaction processes and corresponding matrix elements in the constructed Wannier
basis. (a) Interaction processes connecting all sites belonging to the same hexagon are identified
to be relevant. This include on-site, nearest neighbor (NN), next-to-nearest neighbor (NNN) and
next-to-next-to-nearest neighbor (NNNN) interactions. (b) Amplitudes of the interaction matrix
elements in units of e
2
ǫLM
for θ = 1.05◦ and α = 0.59 as the function of distance between the
interacting orbitals. Reprinted figure from Ref. Klug (2020). The original work is found under
https://dx.doi.org/10.1088/1367-2630/ab950c.
processes, where the valley indices in a and b differ. The latter are labeled by the subscript
IV in the following.
The results of the numerical evaluation of Eq. (5.8) are presented in Fig. 5.4. It is found
that the amplitude of the interaction matrix elements drops with the distance between
the interacting orbitals, but remains significant for processes connecting all orbitals which
belong to one hexagon formed by the AB- and BA-stacked regions of the superlattice as
depicted in Fig. 5.4a. This is traced back to the fact that the shape of the orbitals is
highly non-local (see Fig. 5.3 for an illustration) with highest weight at the AA-stacked
regions and substantial overlap between neighboring orbitals. In contrast, longer-distance
interactions are numerically small and are dropped from the ongoing discussion. Screening
effects even enhance this trend: As the distance to the gating voltage is of the order
of the superlattice unit cell (Cao et al., 2018b), screening effects suppress longer-ranged
interaction effects. However, as orbitals belonging to one hexagon have a finite direct
overlap, the corresponding matrix elements are only affected by screening effects in minor
order. This insight is obtained by replacing the interaction potential Eq. (5.9) by a Yukawa-
type potential, which is exponentially suppressed for distances larger than the screening
length which is of order of LM, and by analyzing the resulting interaction matrix elements
as a function of distance as discussed in detail in Ref. Klug (2020).
When comparing different types of interaction channels, it is found that direct interaction
processes clearly dominate as their matrix elements are at least one order of magnitude
larger (see Fig. 5.4b). Since this type of interaction is insensitive to local valley or spin
configurations, possible charge modulations are expected to be determined by U . Although
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at least one order of magnitude smaller but sensitive to the valley and spin quantum
numbers, intra- and intervalley exchange J and JIV as well as intra- and intervalley pair-
hopping X and XIV processes are expected to be relevant. Due to rapid phase fluctuations,
intervalley processes are much smaller. However, because of the coupling of otherwise
decoupled valley sectors, they are considered relevant to determine the exact ground state.
For both the intra- and intervalley case, all matrix elements are found to be positive
J, JIV > 0 causing neighboring spin- and orbital-degrees of freedom to align.
As the shape of the Wannier functions changes only little with the twist-angle, the twist-
angle dependence of interaction matrix element is found to be rather weak and approxi-
mately determined by the superlattice length scale Uabcd ∝ L−1M ∝ sin( θ2). This observation
is depicted in Fig. 4.1b. The relative amplitudes of the interaction matrix elements pre-
sented in Fig. 5.4b are therefore representative for both the weak- and strong-coupling
regime.
In conclusion, the weak angle dependence of interaction matrix elements combined with
the weak dependence on screening effects indicates that the relative total strength of the
interaction processes in twisted bilayer graphene is reasonably well specified, at least within
the presented modeling approach, by the dimensionless parameter β (Klug, 2020) intro-
duced in Eq. (4.1). Additionally, the hierarchy of amplitudes of interaction matrix elements
for small twist-angles θ ∼ θm (Klug, 2020),
U ≫ J > |X| ≫ JIV > |XIV|, (5.10)
is found to be characteristic for interacting electrons in small-angle twisted bilayer graphene.
5.5. Effective model
In this chapter, an effective model describing interacting electrons in small-angle twisted
bilayer graphene was derived. By combining the kinetic (Eq. (5.6)) and the interaction














with transition matrix elements tab representing the moiré band structure and the interac-
tion matrix elements Uabcd which are finite for processes connecting all localized electronic
states belonging to a same hexagon of the superlattice.
Whereas the relative total strength of interactions was found to be specified by the
dimensionless parameter β (Eq. (4.1)), a characteristic hierarchy of interaction processes
(Eq. (5.10)) determines the strength of the various interaction channels. Here, it was found
that direct interaction processes dominate. They are followed by intra- and intervalley
exchange interaction processes which are at least one order of magnitude smaller but always
positive. This model constitutes the basis for the electronic ground state analysis.
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In the previous chapter, an effective two-orbital model was constructed. In this chapter,
this model is investigated regarding possible electronic ground states. Here, two limiting
regimes are investigated: First, a weak-coupling regime where β ≪ 1 and the moiré band-
width strongly exceeds the energy scale associated with the electron-electron interaction
processes representative for small twist-angles away from the magic angle |α − αm| > 0,
and second, a strong-coupling regime where β ≫ 1 and the interaction effects dominate
representative for twist-angles in the vicinity of the magic angle α ≈ αm. Here, α, which
is defined in Eq. (5.2), specifies the distance of the considered realization of twisted bilayer
graphene to the magic-angle regime. A possible crossover regime where β ∼ 1 is not con-
sidered in this work as its analysis is highly involved and first the limiting cases ought to
be understood thoroughly. It is furthermore noted that the following ground state analysis
does not depend on the actual twist-angle θ or the interlayer transition amplitude t⊥ as it
is based on the smallness or largeness of the dimensionless parameter β. This is justified as
tuning the twist-angle causes, to leading order, quantitative but no qualitative changes to
the electronic band structure and the interaction matrix elements as discussed previously
in Sec. 5.4.
6.1. Weak-coupling regime
In the limit of weak couplings where β ≪ 1, it is possible to treat the interactions on
mean field level suggesting a mean field analysis to determine the electronic ground state.
In particular, it is intended to identify the interaction channel which first develops an
instability. Subsequently, fluctuations can be incorporated to investigate the stability of
the determined ground state towards fluctuations which is however beyond the scope of
this work. As fluctuations, which are particularly strong in two-dimensional systems,
may prevent long-range order to establish, the mean-field analysis provides, nonetheless,
information about the interaction channels where strong fluctuations can be expected.
As the number of types of relevant interaction processes is large and the number of pos-
sible interaction channels even larger, an unrestricted Hartree-Fock approach is employed
to identify the leading electron instability. Interaction terms Eq. (5.7) are therefore locally
decoupled by introducing static, local mean fields in all possible interaction channels (Klug,
2020):
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− 〈ψ̂†aσψ̂cσ′〉ψ̂†bσ′ψ̂dσ − 〈ψ̂†aσψ̂cσ′〉ψ̂
†
bσ′ψ̂dσ + const., (6.1)
where 〈. . . 〉 denotes averaging with respect to the electronic ground state. This yields the

























with the local mean fields 〈ψ̂†aσψ̂bσ′〉 as variational parameters. This approach ensures that
the analysis is susceptible to various kinds of electron instabilities (excluding superconduc-
tivity). The energy spectrum is readily determined for the quadratic Hamilton operators
given a configuration of local mean-fields. The mean-field configuration of the ground state
is determined by minimizing the ground state energy functional E[〈ψ̂†ψ̂〉] = 〈ĤMF〉. The
numerical simulation is performed on a finite lattice of 30×30 unit cells of the superlattice.
Details about the the computational scheme are presented in the Appendix B.3.
The interaction channel which first develops an instability for a finite interaction strength
β & 0.04 is a stripe charge density wave order which breaks translational T and C3-
rotational symmetry while preserving the spin SU(2) and the valley Uv(1) symmetry (Klug,
2020). An onset of this order does also depend on the filling of the moiré bands. For a large
amount of electron- or hole-doping, no electronic order is observed and the characteristic
van-Hove singularities as well as the linear dispersion relation near the charge neutrality
point is observed in the density of states as depicted in Fig. 6.1. In contrast for a finite
doping range around the charge neutrality point, the formation of a stripe charge density
wave order causes a significant redistribution of spectral weight and suppresses the van-
Hove peaks.
Additionally, a representation of this order in real space is depicted in Fig. 6.1. Here,













with the electron density n = 1N
∑
aσ〈n̂aσ〉 and the number of superlattice unit cells N , the
particle number operator n̂aσ = ψ̂
†
aσψ̂aσ and the lattice site vectors Ra. Possible ordering
vectors are Q ∈ {G1/2,G2/2, (G1 +G2)/2} with Gi a basis reciprocal superlattice vector
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Figure 6.1.: Mean local density of states as function of frequency (x-axis) for various moiré band
fillings (y-axis) for a fixed twist-angle in the weak-coupling regime. The local density of states





aa,σσ(ǫ) where the retarded
Green’s function is obtained from the mean field Hamiltonian as discussed in the Appendix B.3.
A possible real space representation of the order with
∆Q
n
≈ 0.126 is depicted in the inset where
the hexagon’s vertices represent the AB- and BA-stacked regions of the superlattice. The purple
dot’s diameter scales with the local occupation of orbitals ∝
∑
ξσ〈n̂iαξσ〉. Reprinted figure from
Ref. Klug (2020). The original work is found under https://dx.doi.org/10.1088/1367-2630/ab950c.
(see Eq. (B.7) in the Appendix B.1 for its definition).
The observations are understood by setting up a corresponding mean field theory us-
ing the interaction channel specified by the order parameter ∆Q where the details of the
approach are presented in the Appendix B.5. As charge modulations are predominantly
determined by direct interaction processes with numerically large interaction matrix ele-
ments, exchange and pair-hopping processes are here neglected and the effective interaction
in the corresponding channel is determined to (Klug, 2020)
UCDW = Uon-site + UNN − 4UNNN − 3UNNNN, (6.5)
which can be negative for sufficiently large UNNN, UNNNN and small Uon-site, UNN interaction
matrix elements. This is made plausible by inspecting a possible real space representation
of the charge density wave order depicted in the inset of Fig. 6.1: At the mean field
level, this charge configuration minimizes the interaction contributions from NNN and
NNNN direct interaction processes. In particular for the numerical values determined in
Sec. 5.4, UCDW/Uon-site ≈ −2.2 and the effective interaction is attractive. This finding is
complemented by results for the static charge susceptibility with finite momentum transfer.
It is peaked for doping levels around charge neutrality but does not diverge due to the
absence of nesting conditions linked to the momentum Q. An onset of this order therefore
requires an finite, attractive interaction strength and follows the qualitative illustration
depicted in Fig. 4.2.
A possible real space representation of the stripe density charge order is depicted in the
inset of Fig. 6.1. Note that the corresponding real-space charge distribution, which is acces-
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sible, e.g., in scanning tunneling microscopy measurements, differs qualitatively because of
the highly non-local shape of Wannier orbitals with highest localization probability at the
center of hexagons of the superlattice. The local charge distribution would rather resemble
a distorted, C3-rotational symmetry breaking version of the disordered state.
6.2. Strong-coupling regime
In the magic-angle regime, kinetic energy contributions of the electrons are expected to
be much smaller than the contributions from interaction processes and hence β ≫ 1.
Therefore, kinetic energy contributions are assumed to be negligible and only interaction
processes in the density-density channels are considered. As [ĤSC, n̂aσ] = 0, this approx-
imation renders the local occupation number a good quantum number and the theory
classical. Later, kinetic contributions could be incorporated perturbatively in orders of
∼ t/U , which is however not part of this work. In this limit of “infinite couplings”, the
Hamiltonian contains only contributions from direct and exchange interaction processes








(Uab − Jabδσσ′)(n̂aσ − 12)(n̂bσ′ − 12), (6.6)
where n̂ασ represents the local occupation number operator. This model is particle-
hole symmetric, i.e. invariant under n̂aσ → 1 − n̂aσ, which allows one to study ei-
ther hole or electron doping. Since electronic single-particle states are either occupied
or empty, 〈n̂ασ〉 = 0, 1, the ground state is determined by minimizing the energy func-
tional E[〈n̂〉] = 〈ĤSC〉 with the local occupation numbers as variational parameters. The
optimization problem is solved by using the conventional Monte Carlo based simulated-
annealing-algorithm (Kirkpatrick et al., 1983). Details about the numerical procedure are
found in the Appendix B.5.
For all commensurate moiré band fillings ν = 0,±14 ,±12 ,±34 , Mott-insulating ground
states are found (Klug, 2020): When adding or removing electrons, it is expected that these
insulating states turn into conducting states where single electrons move in a landscape
of potential barriers generated by electrons and holes constituting the nearest insulating
state. The resulting ground states for the hole-doped side are depicted in Fig. 6.2.
For moiré band fillings ν = 0,±14 , stripe-type orders are observed which resemble the
findings of the the weak-coupling approach (Sec. 6.1) with charge inhomogeneities described
by ordering vectors as given in Eq. (6.4). It indicates, that this particular density config-
uration minimizes the potential energy costs generated by the dominant direct interaction
processes irrespective of kinetic energy contributions. It supports the earlier presumption
that the formation of density inhomogeneities in the weak-coupling regime is not linked to
features of the single-particle spectrum, e.g. nesting conditions. For ν = ±12 ,±34 , charge
configurations are found which maximize the distance between charges similar to the prin-
ciple of Wigner crystallization.
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Figure 6.2.: Real-space representations of possible ground states in the strong-coupling regime
which exhibit Mott-insulating behavior. The occupation number at one particular lattice site,
which accommodates in total 4 electronic states, is indicated by symbols as follows (arrows represent
spin up / down state, color red / blue valley ξ = ±1 state): 44 occupation , 34 occupation
, 12 occupation ,
1
4 occupation , else empty. Reprinted figure from Ref. Klug
(2020). The original work is found under https://dx.doi.org/10.1088/1367-2630/ab950c.
It is concluded that the charge distribution is decisively determined by direct interaction
processes U which are characterized by a significant coupling of all sites belonging to
one hexagon. It is determined solely by the ratio of direct interaction terms, which was
determined to (Uon-site :UNN :UNNN :UNNNN)/Uon-site = (1:0.79:0.63:0.58), where the exact




3) which are suggestive when
counting the direct overlap of Wannier orbitals as, e.g., discussed in Ref. Ochi et al. (2018)
lead to qualitatively different results. Furthermore, since the local single-particle states
are either empty or occupied, the particular ground state is required, unless occupied
lattice sites are always fully occupied, to additionally break the spin- and/ or valley-
symmetry. Since direct interaction processes do not discriminate between spin and charge
degrees-of-freedom, the energetically most favorable configuration is here determined by
exchange interactions. Their matrix elements, for both the intra- and intervalley channel,
are always found to be positive and therefore favor an alignment of spins non-locally
(because of intravalley exchange) and locally (because of intervalley exchange). This results
for ν = ±14 ,±34 in a condensation of local degrees of freedom of partially occupied sites
in one particular spin and valley sector, whereas for ν = ±12 in one particular spin sector
because on-site intravalley exchange interaction is absent, as depicted in Fig. 6.2.
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6.3. Conclusion and outlook
In this chapter, an electronic ground states analysis in the limit of weak and strong cou-
plings was conducted. By using the effective model of interacting moiré electron con-
structed in Ch. 5, a tendency towards the formation of a charge density wave order specified
by the order parameter ∆Q introduced in Eq. (6.4) was observed for both coupling regimes.
The robustness of this finding is traced back to direct interaction processes which connect
all sites on the superlattice belonging to the same hexagon and whose matrix elements are
numerically largest.
However, a possible formation of a long-range charge density wave order has to be
investigated more thoroughly as strong fluctuations may render the correlation length
finite preventing a long-range order to develop. Instead, a nematic state may develop as
a fluctuation-induced composite order (Fernandes et al., 2019). Applied to the present
















and ρ3 = ρG1+G2
2
are the density fields ρQ with finite momentum Q associated
with the density operator constituting the order parameter ∆Q = 〈ρ̂Q〉. The nematic order
emerges in a second order phase transition with well defined transition temperature, which
only breaks discrete rotational but no translational symmetry. This finding is consistent
with the results obtained in scanning tunneling microscopy measurements (Kerelsky et al.,
2019; Choi et al., 2019; Jiang et al., 2019; Xie et al., 2019). Besides, fluctuations in the ne-
matic channel may also induce and amplify superconductivity as discussed in Refs. Lederer
et al. (2015, 2017); Kozii et al. (2019).
In addition to the nematic state, an onset of spin- and valley-polarized orders for strong
couplings was found implying a reduced degeneracy of Landau levels which is consistent
with the observations obtained in magneto transport measurements (Cao et al., 2018b;
Yankowitz et al., 2019; Lu et al., 2019). This effect is due to the non-local, positive
intravalley and intervalley exchange couplings suggesting modified Hund’s rule, where first
the spin and subsequently the valley number is maximized when filling up superlattice
sites with electrons. This yields the observed degeneracy pattern of the observed insulating
states as summarized in Fig. 4.2.
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Conclusion
The thesis was divided into two parts which dealt with out-of-time order correlators and
electronic orders in small-angle twisted bilayer graphene united under the umbrella of
“characterizing” and “tuning” interactions in graphene-based systems.
The first part dealt with out-of-time order correlators and associated scrambling rates in
the context of condensed matter physics. In particular, the issues of microscopic processes
determining quantum information scrambling and the deducible amount of information
from scrambling rates about other physical processes were addressed. In addition, the
question of measuring the scrambling rate in experiments was investigated, i.e. under which
circumstances quantum chaotic dynamics are reflected in the dynamics of observables.
To determine the scrambling rates, the augmented Keldysh formalism was first developed
to represent out-of-time order correlators as contour-ordered expectation values. Subse-
quently, two approaches were presented which are compatible, yet complementary: As the
diagrammatic approach is suitable for determining the scrambling rate, the kinetic equation
approach conveys a more physical picture of the process of information scrambling.
By recapitulating the presented discussion in Chs. 1-3, the dynamics of out-of-time order
correlators is best pictured as a measure of fidelity of two copies of a considered system.
The copies are initially perfectly entangled, but the fidelity diminishes because of small,
initial perturbations which grow exponentially in time due to interaction-induced quantum
chaotic dynamics rendering the two copies increasingly “incoherent”. This picture was
initially indicated by the thermofield double representation of out-of-time order correlators
(Ch. 1), whereas it corresponded to two classical phase space trajectories which diverge
because of slightly different initial conditions in the case of electrons in a disordered metal
(Ch. 3). In the system of interacting electrons in graphene (Ch. 2), two copies of graphene
“dephased” because of mutual interaction processes between these copies.
The diminishing of fidelity is an interaction-driven effect specified by the scrambling
rate (and the Butterfly velocity) which cannot be directly linked to a specific physical
process in general: The two systems considered in this work suggested a connection of the
scrambling rate with the interaction rate of elementary excitations, i.e. it resembled the
inelastic electron-electron scattering rate in the case of graphene and the elastic electron-
impurity scattering rate in the case of electrons in a disordered metal. However, there are
systems where information scrambling is related to other physical processes, e.g. charge
diffusion, energy diffusion, or transport processes. The mechanism causing information
scrambling is hence determined by microscopic details and cannot be considered universal.
The scrambling rate determined for interacting electrons in graphene was further com-
pared to other single-particle relaxation rates in Ch. 2. It was found parametrically larger
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than rates representative for thermalization and hydrodynamic transport processes. This
large hierarchy of rates may indicate that the process of information scrambling is gen-
erally the fastest and may provide upper bounds on rates of other physical processes.
In particular, in combination with the Butterfly velocity, which was identified with the
interaction-dressed Fermi velocity, the possibility of a bound on diffusion constants was
discussed in Sec. 2.7 and is worth pursuing in future works.
In the first part, the exponential growth of out-of-time order correlators was argued to
be fundamentally linked to the existence of a small parameter. On the one hand, it was
necessary to define the exponential growth, on the other it rendered the system’s dynamics,
which are in general of quantum nature, classically chaotic. This principle paves the way
to a proposed link between fluctuations dynamics of observables and quantum chaotic
dynamics defined by out-of-time order correlators. In Ch. 3, this link was explicitly shown
to exist for electrons in a disordered metal coupled to a dissipative bath of phonons.
Here, fluctuations in observables were initially induced by uncertainties in the experimental
preparation procedure. The link was argued to provide access to the scrambling rate
in experiments with settings which do not require a global time reversal operation or
a generation of identical copies allowing applications to complex many-body systems as
demonstrated on the example of a chaotic graphene quantum dot. However, it was pointed
out that special care has to be taken in order to initially excite the chaotic “sector” of the
dynamical system and measure the resulting dynamics with “appropriate” observables. The
relevant operators and characteristic scales can be identified by studying the corresponding
out-of-time order correlator.
The proposed link may also be generalized to systems which do not have a strict classical
counterpart, e.g. to interacting electrons in graphene where the pseudoclassical low-energy
theory is obtained in terms of plasmon excitations as discussed in Sec. 2.7. One would
need to first derive the classical theory which provides classical equations of motions, and
then evaluate the out-of-time order correlator in order to identify the relevant operators
and scales to excite the quantum system in the classical chaotic sector. Then, the Lya-
punov exponent, which equates to the scrambling rate, is determined by the sensitivity
of trajectories to small changes in initial conditions and can be extracted from the time
series of a weakly measured observable in Sec. 3.6. Using this principle, the complications
of realizing out-of-time order correlators in experiments could be eliminated.
The presented results of the first part of the thesis provide starting points for future
research. In particular, one could:
• Study the possibility of a bound imposed by the scrambling rate and the butterfly
velocity. In particular, one could try to identify physical processes which overshoot
the scrambling processes to possibly disprove this proposal.
• Generalize the proposed connection between fluctuation dynamics and out-of-time
order correlators to field theories, e.g. the discussed Dirac electrons in graphene in
order to propose approaches for measuring the scrambling rate in experiments.
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In the second part of this work, the system of interacting electrons in small-angle twisted
bilayer graphene was investigated. In particular, the issues of efficiently modeling the low-
energy dynamics of interacting moiré electrons and the twist-angle dependence of electronic
ground states were addressed in Chs. 4-6.
For this purpose after introducing the system of twisted bilayer graphene in general in
Ch. 4, a single-particle Wannier basis was constructed defined on the moiré superlattice
which allowed an efficient way of incorporating electron-electron interaction effects in Ch. 5.
Within this representation, interaction processes are long-ranged and connect all superlat-
tice sites belonging to one hexagon. This feature was traced back to the unusual shape
of the maximally-localized Wannier functions with a direct overlap of neighboring wave
functions. In addition, a characteristic hierarchy of interaction processes was identified
rendering direct interaction processes predominant. These processes were complemented
by ferromagnetic and ferrovalley exchanges processes which potentially lift ground state de-
generacies. By including kinetic single-particle processes, they also constitute the effective
low-energy model of interacting moiré electrons.
Based on this model, possible electronic ground states were determined for a weak-
and a strong-coupling regime in Ch. 6. In the weak-coupling regime, a stripe-type charge
density wave order was identified as leading electronic instability. As strong fluctuations
were expected to render the correlation length of this order finite, the results indicated
a tendency towards enhanced nematic fluctuations. These may condense to form a long-
ranged nematic order as observed in experiments, or may further provide a possible pairing
mechanism of superconductivity as discussed in Sec. 6.3. In contrast, in the strong-coupling
regime, Mott states for all commensurate band fillings, which differed in the number of
broken symmetries, were observed. This effect was traced back to the non-local, positive
intravalley and intervalley exchange couplings suggesting modified Hund’s rules.
As the effective model was able to produce results which are consistent with central
experimental features, the correlated insulator states observed in transport measurements
and the nematic states observed in scanning tunneling microscopy, it represents a promising
starting point for further research. Based on these findings, one could:
• Study the effect of nematic fluctuations and their possible condensation forming a
nematic state. Furthermore, one could investigate their possible role in mediating
unconventional superconductivity.
• Study the robustness of Mott states with respect to fluctuations and the incorporation
of further interaction- and single-particle transition processes.
This work addressed two new forms of “characterizing” and “tuning” interaction effects in
graphene-based systems by means of out-of-time order correlators and small-angle twisted
bilayer graphene. Further progress is expected from these promising concepts. This under-
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AAppendices to Part I
A.1. Classical impurity scattering
This section deals with the elastic scattering of classical particles in a static random disorder
potential as discussed qualitatively in the context of wave packet spreading in Sec. 1.7.2
and in the context of fluctuations dynamics in Ch. 3. This dynamical system exhibits
chaotic dynamics which manifest in a exponentially growing distance between initially
close trajectories. The approach follows Ref. Syzranov et al. (2019) and is presented for
completeness as it represents an integral part of this work.
In what follows, the distance between two trajectories as function of time and averaged
over impurity configuration is computed to extract the classical Lyapunov exponent λcl.
As argued in the main text, the Lyapunov exponent is of order of the elastic scattering
rate τ−10 , where the exact relation is determined by the microscopic details of scattering
processes. Other parameters are the mean free path, ltr = vF τ0, with the Fermi velocity
vF representing the particle’s velocity and the scattering length a.
A single scattering event is characterized by its scattering angle θ = θ(ρ) which is as-
sumed to depend solely on the impact parameter ρ. E.g. for the scattering of charged
particle on impurities described by unscreened long-range Coulomb potentials, the scat-
tering angle is given by θ(ρ) = 2 tan−1(aρ ), whereas for scattering on hard spheres, θ (ρ) =
[π − 2 sin−1(ρa)] for ρ ≤ a else 0, which maps on the problem of a particle in a chaotic
billiard (Chirikov, 1979). As both models represent limiting cases which are not applicable
in generic condensed matter systems, the scattering angle is solely considered a function
of the impact parameter θ = θ(ρ) and is further left unspecified.
In the following, the concentration of impurities is assumed dilute, a3nimp ≪ 1 with the
impurity density nimp, such that the distance between impurities exceeds the scattering
length and each scattering event can be considered separately. Furthermore, disorder
averaging is treated as follows: First, a particular disorder realization is considered and
the classical trajectories are determined. Second, the position of each impurity is considered
random and independent from each other which allows one average over impurity positions.
To determine the distance between trajectories, a reference trajectory with impact pa-
rameter ρ1 and resulting scattering angle θ1 = θ(ρ1) is introduced spanning the xy-plane
as depicted in Fig. A.1. Here, the initial momentum is given by p1 = pF êx, whereas the
scattered momentum by p′1 = pF (cos θ1êx + sin θ1êy). The second trajectory is parame-
terized by p2 = p1 +Q and ρ2 = ρ1 + ζ, where the momentum difference Q and spatial
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Figure A.1.: Two trajectories of particles with initial momentum p, momentum difference Q
and spatial displacement ζ scattered elastically by an impurity with scattering length a. Scattered
quantities are denoted by primed variables. Scattering angles θ = θ(ρ) are considered functions of
the impact parameter ρ and depend on the microscopic details of the scattering potential.
displacement ζ cause the scattering angle θ2 to deviate from θ1. Both displacements are
considered orthogonal to the reference trajectory’s momentum, Q · p1 = ζ · p1 = 0, and
small, |ζ| ≪ a2ltr and |Q| ≪ pF
a
ltr
, to observe chaotic growth as discussed in the main text.
In the following, the time evolution of the distance between trajectories quantified by ζ2
and Q2 is separated into sections of ballistic propagation between impurity collisions and
scattering events. While the momentum distance Q2 changes in leading order in scattering
events, ζ2 changes predominately during ballistic propagation. Furthermore, the quantity
ζ ·Q has to be introduced to obtain a closed set of differential equations.




2 + ζ2z ≈ ρ1 + |ζ| cosϕ (A.1)
where ζ = |ζ|(0, cosϕ, sinϕ)T and ϕ denoting the out-of-plane angle. The scattering angle
is given by







Furthermore, the scattering plane is slightly tilted by angle φ around the y-axis with
φ = tan−1 |ζ| sinϕρ1 , such that the scattered momentum of the second trajectory reads
p′2 = cos θ2êx + sin θ2êY , (A.3)
with an additional out-of-plane component given by
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Hence, the scattered momentum difference due to finite ζ is given by
















In a next step, the rate of change of differences, ddtQ
2, ddtζ
2 and ddt(ζ ·Q), are determined
and averaged over disorder realizations to obtain a closed set of three coupled differential
equations. Here, the disorder averaging is performed by averaging over impurity positions.
It effectively translates into averaging over the angle ϕ and the impact parameter ρ, which
were introduced in parameterizing the scattering angle and the initial distance between
trajectories. Both quantities are considered independent of each other. Averages are rep-
resented in the following by 〈. . . 〉ϕ = 12π
∫ 2π
0 . . . dϕ and 〈. . . 〉ρ = 2l2tr
∫ ltr
0 ρ . . . dρ, where a
cut-off of order ltr is introduced. The total average is denoted by 〈. . . 〉dis ≡ 〈. . . 〉ρ,ϕ.
With the rate of scattering τ−10 = vF /ltr, the change in momentum difference during






























where it was used that ddtζ ≈
vF
pF
Q. Next, ζ ·Q changes due to contributions from ballistic








ζ′ ·Q′ − ζ ·Q
τ0
, (A.8)
where the second term vanishes in the disorder average as Q and ζ are uncorrelated. The
scattered spatial displacement is tilted using Eq. (A.3) to
ζ′ ≈ |ζ| [cosϕ (cos θ1êy − sin θ1êx) + sinϕêz] , (A.9)









































. However, for dilute disorder,
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≪ 1, the rate of change due to collisions is subleading and is therefore
neglected in the following (Syzranov et al., 2019).







































Homogeneous solutions are of type 〈Q2〉dis(t) =
∑
i ci e
γit with γ1 = 2λcl, γ2,3 = λcl(±i
√
3−
1). Thus, for small initial displacements in spatial or momentum space specified by ci, the
distance between trajectories grows with e2λclt. The sensitivity of momentum mismatch to
initial conditions as discussed in Sec. 1.7.2 and Sec. 3.5.2 with initial mismatch in space,
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A.2. Semiclassical operator dynamics




≪ 1 with scl representing a classical action scale, where a link to the sensitivity
of classical phase space trajectories to initial conditions of type Eq. (1.20) is expected.
This relation is important for understanding the physical significance of chaotic operator
dynamics discussed in the main text, Sec. 1.7, as its applicability may even go beyond the
semiclassical limit. Here, the relation is derived microscopically for a minimal model with
two-degrees of freedom which already illustrate the underlying principal. A generalization
to many-degrees of freedom is straightforward.
In particular, the relation







is derived, where q̂, q̂(t) = Û(t)†q̂Û(t) represent position operators and q(t) = q(t, p0, q0, . . . )
denotes a classical phase space trajectory which depends on initial conditions (p0, q0, . . . ).
Quantum mechanical averaging on the right-hand side is denoted by 〈. . . 〉, whereas 〈. . . 〉PS
represents a phase space average. The presented approach, while referring explicitly to
the out-of-time order correlator of position operators Eq. (A.15a), can also be general-
ized to out-of-time order correlators with more complex operators V (q, q′) = 〈q|V̂ |q′〉 and
W (q, q′) = 〈q|Ŵ |q′〉.
In the following, the semiclassical limit of the considered quantum system is assumed
to exist. In this limit, the two operators q̂ and p̂, which obey the canonical commutation
relation [p̂, q̂] = i~, correspond to the canonical phase space variables (q, p). Whereas
the time evolution of quantum states and operators is determined by the time evolution
operator Û(t) = e−iĤt/~ with the Hamilton operator Ĥ, classical phase space trajectories






∂q with the Hamilton
function H(q, p).
To connect quantum and classical mechanics, matrix elements of the quantum mechan-
ical time evolution operator are approximated in the limit ~eff ≪ 1 by the van Vleck
propagator (Gutzwiller, 1990; Haake, 2010; Altland and Simons, 2010). It approximates
the transition amplitude from the initial state |qI〉 to the final state |qF 〉 by the sum over
all classical trajectories connecting these end points in time t. These classical trajectories
represent the saddle-point contributions which minimize the action integral. Non-classical
contributions are negligible due to rapid phase fluctuations. The quantum mechanical
propagator in the position basis is therefore given by (Haake, 2010)
〈qF |Û (t) |qI〉 ≈
∑
α
Aα(t, qI , qF )eiSα(t,qI ,qF )/~. (A.16)
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Here, each trajectory α is weighted by a phase factor, where the classical action is given
by
Sα(t, qI , qF ) =
∫ t
0
dt′ [pαq̇α −H(qα, pα)] , (A.17)
with qα(0) = qI and qα(t) = qF as boundary conditions. The initial an final momenta are
implicitly given by
∂Sα(t, qI , qF )
∂qI
= −pI and
∂Sα(t, qI , qF )
∂qF
= pF , (A.18)
where pα(0) = pI and pα(t) = pF . Furthermore, the amplitude’s absolute value is given by














and arises due to leading order quantum fluctuations around the classical trajectories and
is kept as normalization constant. The Morse factor (see e.g. Ref. Haake (2010)), which
enters the phase factor Eq. (A.16), is of no significance for the following analysis and
therefore compensated into the definition of Aα(t, qI , qF ).
In what follows, only one classical trajectory connecting qI and qF is assumed to exist
and the index α is dropped. By inserting complete sets of states and replacing sections of














{S(t, q1, q2)− S(t, q3, q2) + S(t, q3, q4)− S(t, q5, q4)}
]
q2(q1 − q3)q4(q5 − q3).
(A.20)
where q1, q3, q5 denote initial and q2, q4 final positions. The out-of-time order correlator
is constituted by four connected trajectories whose two initial and final endpoints are
confined to a certain region in phase space because of the system’s initial conditions as
depicted in Fig. 1.2. Contributions to the out-of-time order correlator are weighted by
the phase factor and are possibly penalized by rapid phase fluctuations. Configurations of
trajectories which contribute therefore obey
S(t, q1, q2)− S(t, q3, q2) + S(t, q3, q4)− S(t, q5, q4) ∼ ~. (A.21)
The purely classical case refers to coinciding endpoints q1 = q3 = q5 and q2 = q4. How-
ever for this particular configuration, the out-of-time order correlator vanishes because of
a vanishing integrand in Eq. (A.20). Hence, leading order contributions are due to con-
structively interfering trajectories. These contributions are small in ~ and are captured by
expanding the positions of endpoints in small deviations from their classical configuration.
Next, a series of simplifications is applied based on the assumption that the difference
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between trajectories in phase space is small, which is justified for early times. Coordinates
are parametrized around the initial and final endpoints qI and qF , respectively, by
q1 = qI − y2 , q2 = qF − x2 , q3 = qI + z, q4 = qF + x2 , q5 = qI +
y
2 , (A.22)
to expand the classical action expressions Eq. (A.17), which contribute to the phase of











The deviations entering the amplitudes in Eq. (A.16) are dropped yielding
A∗(t, qI + y2 , qF + x2 )A(t, qI + z, qF + x2 ) (A.24a)
≈A∗(t, qI + z, qF − x2 )A(t, qI −
y
2 , qF − x2 ) (A.24b)






which allows one to change the integration over final positions to an integration over initial
momenta, (qI , qF )→ (qI , pI), rendering the final position a function of initial position and









W (qI , k)e
−iky/~, (A.25)
where W (q, k) is interpreted as quasiprobability distribution function in phase space rep-
























(qF − x2 )(
y




2 − z). (A.26)
The integral over fluctuations is regularized by introducing the generating functional


























where ∂S(t,qI ,qF )∂qI∂qF =
∂pI
∂qF
such that terms constituting Eq. (A.26) are generated by partial
differentials with respect to the generating fields Jx and Jz, which are finally set to zero.
There are two contributions which do not vanish: The term in Eq. (A.26) ∝ y2 takes
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This contribution is not related to the sensitivity of trajectories and does not contribute
to an exponential growth of out-of-time order correlators. In contrast, the term ∝ z2x2














which is proportional to the trajectories’ sensitivity to changes in initial conditions. This
contribution is expected to be predominant for systems obeying chaotic dynamics deter-
mining the growth of the out-of-time order correlator Eq. (A.15a), where phase space
averaging is hence identified to








W (q0, p0) . . . . (A.30)
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A.3. Interloop Keldysh component
Within the augmented Keldysh formalism, the evaluation of out-of-time correlators involves
so-called interloop Keldysh components of single-particle propagators as introduced in
Sec. 2.4. In this section, spectral representations of interloop Keldysh components, which
quantify correlations between field components residing on different loops of the augmented
Keldysh contour Fig. 2.3 and introduced in Eq. (2.23), are obtained for thermal equilibrium.
The regularization scheme which is used to evaluate out-of-time order correlators as
introduced in Sec. 1.5 is reflected in the energy dependence of the interloop Keldysh com-
ponents. Here, non-regularized and regularized out-of-time order correlation functions are
given by
Fnon-reg(t) = tr[V̂ (t)Ŵ (0)V̂ (t)Ŵ (0)ρ0], (A.31a)





and differ in the placement of fractions of initial density matrices ρ0. Using the notation
introduced in Sec. 2.4, the interloop Keldysh components are given by
Cσs′,σ̄s(t
′, t) = −i〈ϕσs′(t′)ϕ̄σ̄s(t)〉K0 , (A.32)
where σ = {u, l} and its complements σ̄ denote the loop index and s = {cl, q} “classical”
or “quantum” field components. The Grassmann or complex fields obey the usual com-
mutation relations [ϕ̄(t), ϕ(t′)]ζ = ϕ̄(t)ϕ(t′) + ζϕ(t′)ϕ̄(t) = δ(t − t′) depending on their
fermionic (ζ = 1) or bosonic (ζ = −1) character. As the two fields reside, per definition,
on different loops, the retarded and advanced components are zero because the notion of
(anti)time-ordered correlators (see e.g. Ref. Kamenev (2011)) does not exist. Instead, the
Keldysh component is given by
CKul (t
′, t) = 2C<(t′, t) and CKlu (t
′, t) = 2C>(t′, t), (A.33)
where the greater and lesser interloop components are defined, respectively, by
C<(t′, t) = −iζ 〈ϕ̄(t′)ϕ(t)〉K0 and C>(t′, t) = −i 〈ϕ(t)ϕ̄(t′)〉K0 . (A.34a)
Expressed in the operator representation, the correlation functions translate into
C<γ (t














with Heisenberg operators ϕ̂(t) = eiĤtϕ̂e−iĤt where Planck’s constant is set to unity,
~ = 1. The introduced parameter γ is used to tune between the non-regularized (γ = 0)
and regularized (γ = 12) case as introduced in Eq. (A.31). By introducing an full set of
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(e−(1−γ)El/kBT + e−γEn/kBT )e−i(El−En)(t−t
′)/~|〈n|ϕ̂|l〉|2. (A.36b)
By Fourier transform and by introducing the usual single-particle spectral density





δ(ω − El + En)(e−En/kBT + ζe−El/kBT )|〈n|ϕ̂|l〉|2, (A.37b)








which yield for the fermionic and bosonic components, respectively, in the non-regularized







eω/kBT − 1 = e
−ω/kBTDKlu,0(ω), (A.39b)























Hence, the regularized interloop Keldysh components are exponentially small for trans-
ferred energies |ω| > kBT . In contrast, the non-regularized components are exponentially
small only for ω > kBT or ω > −kBT , otherwise of order of the spectral weight. This
suggest that the out-time-order correlator and therefore the scrambling rate does depend
on the regularization scheme. Whereas the regularized out-of-time order correlator probes
excitations with excitation energies lying in a band of width 2kBT , the non-regularized
out-of-time order correlator probes excitations with excitation energies up to an energy
scale determined by A(ω).
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A.4. Homogeneous Bethe-Salpeter equation
In what follows, the expressions constituting the homogeneous part of the Bethe-Salpeter
equation (2.42) discussed in Ch. 2 are given explicitly and the largest eigenvalue, which
represents the scrambling rate, is determined. This Appendix is an extract of the Appendix
of Ref. Klug et al. (2018) and is presented here for the sake of completeness..
Generally, it is assumed that the eigenfunctions are rotationally invariant, i.e. f =
f(ω; |k|). Thus, the angle integration over θk·k′ can be performed analytically mapping the
two-dimensional homogeneous integral equation onto a one-dimensional problem. In the
following, all momenta are expressed in terms of dimensionless variables, e.g. K = vF |k|2kBT .
Furthermore, the angle integration is replaced by an auxiliary momentum integration.










M(K,K ′) f(ω,K ′) (A.41)
with M = M+ +M− denoting band preserving (+) and band changing (−) scattering













(K +K ′)2 −Q2
√
Q2 − (K −K ′)2
ImDRul (|K −K ′|, Q)













Q2 − (K −K ′)2
(K +K ′)2 −Q2
ImDRul (K +K ′, Q)
sinh (K +K ′)
, (A.42b)
where the dimensionless imaginary part of the bosonic propagator dressed by particle-hole




[y + α2 IG (x, y)]2 + [α2 IF (x, y)]2
. (A.43)
The dimensionless functions IF and IG are defined via the real and imaginary part of
the electronic polarization operator at finite temperatures whose derivation is standard
(e.g. see Ref. Schütt et al. (2011)), ImΠR (ω,q) = kBT2π IF ( ω2kBT ,
vF |q|
2kBT
) and ReΠR(ω,q) =
kBT
2π IG( ω2kBT ,
vF |q|
2kBT
), respectively. Their explicit expressions are


















coshx+cosh η for |x| > y
, (A.44a)
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cosh(K+Q) cosh(K′−Q) , (A.46)
where




[y + α2 IG (x, y)]2 + [α2 IF (x, y)]2
. (A.47)












G (x, y)+I2F (x, y)]−1 and are independent of the
coupling strength α. Thus for strong couplings, the α-dependence of the integrands drop
out completely and the scrambling rate is independent of α. In contrast for weak couplings,
the α-dependence of the integrands is subtle and needs special consideration as discussed
in Sec. 2.6.
The homogeneous integral equation (A.41) is solved numerically by discretizing the area
of momentum integration. A homogeneous grid with up to 29 × 29 grid points in K ×K ′-
space is used to diagonalize the obtained matrix. The results are compared to results
obtained by solving the integral equation recursively for the one-rung M(1)+ -contribution
only, where the kernel is evaluated analytically. In this case, the one-dimensional K-
domain is discretized using 104 grid points. It turns out that this process contributes
predominantly to the largest eigenvalue and serves as a lower bound on the scrambling
rate for weak couplings.
References
M. J. Klug, M. S. Scheurer, and J. Schmalian, Hierarchy of information scrambling, ther-
malization, and hydrodynamic flow in graphene, Phys. Rev. B 98, 045102 (2018).
M. Schütt, P. M. Ostrovsky, I. V. Gornyi, and A. D. Mirlin, Coulomb interaction in
graphene: Relaxation rates and transport, Phys. Rev. B 83, 155441 (2011).
109
A. Appendices to Part I
A.5. Kinetic equation approach
In this Appendix, a detailed derivation of the kinetic equation governing the dynamics of
the out-of-time order correlator and the four-point correlator K (Rp,R′p′, t) introduced in
Eq. (3.14) as discussed in Ch. (3) is presented. This Appendix is an extract of the Appendix
of Ref. Klug and Syzranov (2019) and is presented here for the sake of completeness.
The presented derivation is similar to the derivation of the conventional kinetic equations
for two-point correlation functions (e.g. see Refs. (Mahan, 2000; Kamenev, 2011)), which
describe the evolution of single-particle distribution functions. Here, it is extended to
four-point correlators, such as K (Rp,R′p′, t), which determine the dynamics of out-of-
time order correlators. The left-hand side of the kinetic equation Eq. (3.17) represents its
kinetic part and describes the evolution of the correlator in the presence of the impurity
potential Uimp. The right-hand side is given by the collision integral Iph[K] and accounts
for the effect of electron-phonon scattering.
The sequence of operators entering the correlation function K (Rp,R′p′, t) is not time
ordered and its evaluation therefore requires the augmented Keldysh formalism introduced
in Sec. 2.4. The two-loop Keldysh contour used in the following is depicted in Fig. A.2.





1, 2; 1′, 2′
)








P̂ γz (0) ψ̂
†β (2) ψ̂α (1)〉 (A.48)
of single-particle operators placed on the four-branch Keldysh contour where i = (ri, ti). In
the calculation below, greek letters α, β, γ ∈ {+1,−1} are used for operators on the upper
branch (i = 1) of the Keldysh contour and latin letters a, b, c ∈ {+2,−2} for operators
on the lower branch i = 2 (see Fig. A.2). “+i” and “−i” mimic, respectively, propagation
forwards and backwards in time on each loop i. Averages of the form Eq. (A.48) can be
evaluated as path integral 〈. . . 〉K =
∫
D(ψ̄, ψ, φ) . . . eiSK on the two-loop Keldysh contour,
where ψ, ψ̄ are the Grassmann fields representing the electronic degrees of freedom and
φ are real-valued fields representing the bosons (phonons) degrees of freedom with the
augmented Keldysh action SK as introduced in Sec. 2.4. To distinguish between different






lower Keldysh loop 
upper Keldysh loop 
Figure A.2.: Two-loop Keldysh contour introduced in Sec. 2.4 used to compute out-of-time-order
correlators. Branches marked with +i and −i mimic propagation forwards and backwards in time
on each loop (i = 1 and i = 2) of the Keldysh contour. Reprinted figure with permission from
[M.J. Klug, and S.V. Syzranov, Phys. Rev. B 100, 094304] Copyright (2019) by the American Phys-
ical Society. The original work is found under https://dx.doi.org/10.1103/PhysRevB.100.094304.
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it is convenient to introduce indices T ≡ (+i,+i) (time-ordered), T̃ ≡ (−i,−i) (anti-time-
ordered), >≡ (−i,+i) (greater) and <≡ (+i,−i) (lesser) which are used interchangeably
with the labels “(α, β)” and “(a, b)” in correlators of the form Eq. (A.48). The correlator
Eq. (3.14) is given by



















where R(′) and r(′) are, respectively, the center-of-mass and relative coordinates.
The time evolution of correlators Eq. (A.48) is determined using the perturbation theory
on the two-loop Keldysh contour similarly to the perturbation theory for conventional
two-point correlation functions (Mahan, 2000; Kamenev, 2011). Here, the electron-phonon
coupling constant gel-ph introduced in the microscopic model Sec. 3.3 is used as a small
parameter to control the perturbation series. The interaction-dressed correlator Eq. (A.48)






























































G(α,γ)(1, 3)Σ(γ,β) (3, 2) (A.51)
and
Σ(γ,β) (1, 2) = iG(γ,β) (1, 2)D(γ,β) (1, 2) = (A.52)
is the electron self-energy with straight and wiggly lines representing the fermionic and
phononic propagators, respectively. The prefactors γ and β in Eq. (A.51) take values +1
and −1 for the Green’s function indices “+i” and “−i” on the upper and lower branches of
the Keldysh contour on each loop i. The two-point correlation functions are
G(a,b) (1, 2) = −i〈ψa (1) ψ̄b (2)〉K0 , (A.53a)
D(a,b) (1, 2) = −i〈φa (1)φb (2)〉K0 , (A.53b)
where the indices a, b ∈ {+1,−1,+2,−2} label any of the four branches of the two-loop
contour. An equivalent Dyson equation may be obtained by relabelling the indices in
Eq. (A.50),
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In contrast to fermionic propagators, bosonic propagators may be both intra- and inter-
loop, i.e. with mixed greek and latin indices. As discussed in Sec. (2.4), there are only
two distinct types of inter-loop bosonic propagators: D(α,+2) = D(α,−2) = D(α,a) ≡ D<I
and D(a,α) ≡ D>I . Whereas these correlators enter the fourth line denoting scattering
processes between the two Keldysh loops only, the second and third line of Eqs. (A.50)
and (A.54) represent electron-phonon scattering processes acting within one Keldysh loop,
respectively,
When introducing the Wigner transform of the four-point correlators with the center-of-















and r(′) = r(′)1 −r
(′)
2 , intra-loop and the inter-loop processes on the two-loop contour in
Fig. A.2 correspond to local processes, i.e. processes close to the locations R or R′,
respectively, and to non-local processes which induce correlations between electrons at
locations R and R′, as shown in Fig. A.3.
In the previous sections, self-energy contributions to four-point correlation functions
Eq. (A.48) in form of Dyson equations were derived. Based on these equations, a kinetic
equation for the four-point correlator K similarly to the derivation of the conventional
kinetic equation for the distribution function f (see, e.g., Ref. Mahan (2000)) is derived.
For this, the single-particle operator i∂t − ǫk̂ − Uimp(r) is acted on the Dyson equations
(A.50) and (A.54), respectively, and the definition of the single-particle Green’s function,
[i∂t1−ǫk̂1−Uimp(r1)−Σ
a,b(1, 2)]G(a,b) (1, 2) = b δ (1− 2) δa,b, is used to simplify the result.
By subtracting the obtained expressions and using MR< =M
T
<−M<< and M<R =M<T −M<<











Figure A.3.: Leading-order interaction processes which contribute to self-energy corrections
of the four-point correlators (A.48) used to determine the Dyson equations (A.50) and (A.54).
The first two diagrams describe conventional self-energy contribution at location R or R′, re-
spectively. The last diagram describes correlations between electrons at locations R and R′.
Reprinted figure with permission from [M.J. Klug, and S.V. Syzranov, Phys. Rev. B 100,
094304] Copyright (2019) by the American Physical Society. The original work is found under
https://dx.doi.org/10.1103/PhysRevB.100.094304.
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′τ ′−ip′r′M (α,β),γ(a,b),c (Rrτ,R
′r′τ ′, t), (A.55)









ω′ − ǫp′ − ΣR(p′, ω′)
, (A.56b)
are obtained where Aγ(a,b),c (1, 2) = −〈P̂ cz (0) ψ̄b (2)ψa (1) P̂
γ
z (0)〉K0 and A
(α,β),γ
c (1, 2) =
−〈P̂ cz (0) P̂ γz (0) ψ̄β (2)ψα (1)〉K0 . On the other hand, by adding the two expressions, we
obtain the quantum kinetic equation
iZ−1(∂t + iL̂R,p + iL̂R′,p′)M
<,γ
<,c (Rpω,R
′p′ω, t) = I[M ] (A.57)
where iL̂R,p = vp ·∇R − ∇RUimp(R) ·∇p is the the Liouville operator introduced in
Eq. (3.18) in the main text and with the renormalized velocity vp = Z∇p(ǫp +ΣR(p, ω));
Z = (1 − ∂ωΣR(p, ω))−1 is the quasiparticle weight. I[M ] is the collision integral, which
accounts for the relaxation of the correlator due to electron-phonon scattering. In the
weak-coupling limit, the renormalization of the quasiparticle parameters is negligible for
small coupling, hence, vp ≈ vF p|p| and Z ≈ 1. Furthermore, only leading order terms in
the gradients of the center-of-mass coordinates of the correlators were kept when deriving
Eqs. (A.56) and (A.57).
The collision integral is split up into three parts,
I[M ] = I1 [M ] + I2 [M ] + I3 [M ] , (A.58)
where the first two terms represent local inelastic processes, i.e. occurring at the location
R or R′, and the third term leads to correlations between quasiparticles at the location
R and those at the location R′, as illustrated in Fig. A.3. I1 [M ] involves correlators with
external momenta p and p′ and represents the processes of electron scattering from these
momentum states to the states with other momenta:
I1 [M ] =− g2el-ph
{
Σ<(p, ω)(MR,γ<,c −MA,γ<,c )(Rpω,R′p′ω, t)












Conversely, I2[M ] contains correlators with internal momenta q 6= p (and identically q′ 6=
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p′). It describes, therefore, processes where electrons scatter into the reference state and
is given by






D>(p− q, ω − ν)G<(Rpωt)(M<,γ<,c +MR,γ<,c −MA,γ<,c )(Rqν,R′p′ω′, t)












−G>(R′p′ω′t)D<(p′ − q, ω′ − ν)M<,γ<,c (Rpν,qR′ω′, t)
]
. (A.60)
In contrast to these contributions accounting for the local processes around R or R′, the
contribution I3[M ] represents processes of quasiparticle scattering between locations R




























































It is noted that the respective matrix element comes with a phase factor which oscillates
rapidly as a function of the separation R−R′. At times t≫ tph, where phonon scattering
is effectively short-ranged (|R − R′| ≫ ξph), the contribution I3 to the collision integral
I[M ] is strongly suppressed and, thus, may be neglected.
In this work, electron dynamics in the regime known as the “quasiparticle regime”
are considered, where the spectral function (GR − GA), as well as (MR,γ<,c −MA,γ<,c ) and
(M<,γR,c −M
<,γ
A,c ), see Eqs. (A.56), are sharply peaked at ω ≈ ǫp and contain a negligible
incoherent background (Wölfle, 2018). It is therefore reasonable to describe the propaga-




















introduced in Eq. (3.15). Thus, the collision integral contains also dynamical quasipar-
ticle distribution functions f whose dynamics are governed by the conventional kinetic
equation (Mahan, 2000; Kamenev, 2011). For practical applications, the distribution func-
tions are expanded in small deviations from equilibrium, f (Rpt) = f0 (ǫp) + g (Rpt)
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with the Fermi distribution f0(ω) = [exp(ω/T ) + 1]
−1, which takes into account that
K (Rp,R′p′, t) vanishes in equilibrium. Eventually, this gives rise to the kinetic equation

































D< (p− q) f0 (ǫq) +D> (p− q) (1− f0 (ǫq))
]
, (A.64)
with the greater and lesser boson propagators D<,> (p− q) = D<,> (p− q, ǫp − ǫq).
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B.1. Moiré band structure
In the following, the electronic moiré band structure is obtained by considering a continuum
model presented in Refs. Bistritzer and MacDonald (2011); Weckbecker et al. (2016), which
assumes an approximate translational and point group symmetry of the superlattice as
discussed in Sec. 5.1, and is specified, apart from the properties inherited from the single-
layer graphene systems such as the lattice constant a and Fermi velocity vF , by the twist-
angle θ and the transition amplitude t⊥. It is noted that this approach is applicable for
commensurate and incommensurate but small twist-angles and is independent of the exact
position of the center of rotation. An illustration of the single-layer graphene Brillouin
zones and the emerging moiré Brillouin zone is depicted in Fig. 5.1a.
Within this approach, electronic states of the two single-layer graphene systems with
ultrarelativistic spectrum close to charge neutrality are considered. The characteristic
Dirac cones are here centered at two, non-equivalent K-points of the hexagonal Brillouin
zone. Because of their large separation in momentum space, states close to these “valleys”
are assumed decoupled introducing an additional single-particle valley quantum number
ξ = ±.
The Hamilton operator describing Dirac electrons while neglecting spin orbit coupling














T representing states assigned to
the crystalline basis sites A and B, respectively, and possessing definite valley number.
The Pauli matrices σξ = (ξσx, σy)
T act in the crystalline basis space. The position of
the considered Dirac cone is parametrized by Kξ, whereas the summation over crystal
momenta is cut-off by |k −Kξ| ≤ Λ . The electron spin as well as the chemical potential
is irrelevant to the present discussion and suppressed for the matter of representation.
The twisted bilayer system is obtained by rotating the two graphene systems, each one
described by Eq. (B.1), and allowing for tunneling processes between them. The composite
system is therefore described by
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−θ/2 represent the rotated graphene layers I and II with angles of rota-
tions ±θ/2, respectively, and ĤT the interlayer tunneling operator. Rotation is performed
by introducing the two-dimensional rotation matrix Rϕ with the angle of rotation ϕ and


















ĤT represents interlayer tunneling processes which couple states of different layers. Be-




k′ξ′ with ξ 6= ξ′ are
approximately decoupled for small angles (Bistritzer and MacDonald, 2011) and ĤT is
therefore considered diagonal in the valley index. In the following, tunneling is considered
a local process which suggests a real space representation of the respective matrix elements.





















iαξ of single-layer graphene states
with the layer index n, the unit cell index i and the crystalline basis index α. a
(n)
i denotes
the lattice and u
(n)
α the crystalline basis vector of the nth-layer, whereas φ(r) represents
the wave function of the localized pz-orbitals (Castro Neto et al., 2009). The single-particle















with the number of graphene unit cellsN . The tunneling matrix element t(|r−r′|) = 〈r|t̂|r′〉
associated with the tunneling operator t̂ is considered short-ranged and assumed to decay
fast on length scales lt.
In a next step, the tunneling operator Eq. (B.4) is expressed in terms of single-layer
graphene Bloch states constituting the basis of Ĥθ/2 and Ĥ−θ/2 using Eq. (B.5). One





























with mi ∈ Z and where the Fourier transform of the tunneling matrix element was intro-
duced to t (|r|) =
∫ d2q
(2π)2
e−iqrt (|q|) with t (q) decaying rapidly for q ≫ 1/lt. The reciprocal
superlattice vector of the bilayer system Gm = m1G1 +m2G2 arises naturally with basis
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2 represent the basis reciprocal lattice vectors of the nth layer taking
the backfolding of electronic states into the reduced moiré Brillouin zone as illustrated in
Fig. 5.1a into account.
Eq. (B.6) is further simplified by restricting the crystal momenta to the vicinity of the
two rotated K-points of the graphene Brillouin zones, i.e. k ≈ k′ ≈ Rθ/2Kξ ≈ R−θ/2Kξ.
For m 6= 0, the electron has to scatter to another equivalent K-point, otherwise t(|k−bm|)
is small. Hence, there are in total three terms per k-value, which contribute. One may
also investigate processes which represent tunneling between non-equivalent K-points: As
Gm must be large to connect Kξ and K−ξ, t(|Kξ − b(I)m |) ≪ t(|Kξ|) and these are safely
neglected. Eventually, by approximating the tunneling matrix element for the typical
momentum transfer by a constants, t(|k|)
∣
∣












































Phenomenologically, it is also possible to consider lattice relaxation effects rendering
the tunneling processes between sublattice sites of the same type (e.g. A ↔ A) and
different type (B ↔ A) distinct. As the BA-stacking of lattice site is energetically favorable
(Castro Neto et al., 2009) and the distance between layers in BA-regions hence smaller,





























which enhances the band gaps between the moiré bands at charge neutrality and the
continuum of bands at higher and lower energies (Koshino et al., 2018).
The moiré bands are obtained by diagonalizing the Hamilton operator Eq. (B.2) and
are identified as bands around charge neutrality. In principal, one reference state k is
coupled indirectly to (infinitely) many other states. However, as states with higher energy
contribute less in the formation of moiré bands located at charge neutrality, the determined
energies converge rapidly and the coupling t⊥ is set to zero when the cut-off Λ is reached.
As parameters, the Fermi velocity is chosen to vF~/a = 2.1354eV, whereas the interlayer
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Figure B.1.: Moiré band structure in the moiré Brillouin zone for ξ = 1 for the twist-angle
θ = 1.05.
tunneling amplitudes, which discriminate between intra- and inter-sublattice processes, to
t⊥,AA = t⊥,BB = 79.7meV and t⊥,AB = 97.5meV (Koshino et al., 2018). The moiré bands
in the hexagonal moiré Brillouin zone are plotted for ξ = 1 in Fig. B.1, and are depicted
as cuts along the high symmetry lines in Fig. 5.2.
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B.2. Construction of the wannier basis
The Wannier basis is constructed following the method of maximally localized Wannier
functions (Marzari and Vanderbilt, 1997; Marzari et al., 2012). In the case of twisted bilayer
graphene, two orbitals centered at the AB- and BA-stacked regions of the superlattice are
assumed which possess a definite valley quantum number as discussed in Sec. 5.3 and
following the approach presented in Ref. (Koshino et al., 2018). The indices for valley ξ
and spin σ quantum numbers are dropped from the subsequent analysis because of the
presence of corresponding symmetries as discussed in Sec. 5.1. The Wannier functions
of the different valleys are connected by complex conjugation as they are connected by a
mirror symmetry operation (Po et al., 2018). This Appendix is an extract of the Appendix
of Ref. Klug (2020) and is presented here for the sake of completeness.
The Bloch functions introduced in the construction of the moiré band structure presented
in the Appendix B.1 are represented in real space by
ψλk (r) = ψ
(I,A)
λk (r) + ψ
(I,B)
λk (r) + ψ
(II,A)
λk (r) + ψ
(II,B)
λk (r), (B.11)
with the crystal momentum k which is an element of the moiré Brillouin zone. Their














i φ(r− a(j)i − u(j)γ ), (B.12)
where the unitary matrix U
(λ)
jm connects the microscopic two-layer graphene tight-binding
basis and the moiré Bloch basis and was obtained in the construction of the moiré band
structure by diagonalizing the Hamilton operator Eq. (B.2). Gm denotes a reciprocal




γ the single-layer graphene lattice and sublattice vector,
respectively. φ (r− r0) represents the localized graphene pz-orbital represented in real
space and centered at r0.
The Wannier function located in the superlattice unit cell i and centered at the α =
AB,BA-stacked region is obtained as superposition of moiré Bloch functions Eq. (B.11)






e−ikAiU (α)λk ψλk (r) , (B.13)




ddr ψ∗iα (r) (r− riα)2ψiα (r) (B.14)
is minimal (Marzari and Vanderbilt, 1997; Marzari et al., 2012). Here, riα denotes the
coordinate of the center of the Wannier function which is identified with the center of the
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AB- or BA-stacked regions of the ith superlattice unit cell.
To obtain exponentially localized orbitals, the unitary matrix U (α)λk has to be determined
in an optimization procedure. A first guess for parameters is obtained by demanding
that ImΨiα(riα) = 0 such that Bloch function interferes constructively around riα. The
obtained orbitals are eventually checked for being exponentially localized. A set of Wannier
functions obtained for a specific twist-angle configuration is depicted in Fig. 5.3.
The transition amplitudes entering the effective superlattice tight-binding model Eq. (5.11),









It is observed that the amplitude of the transition amplitudes drops rather slowly with
the distance: To recover the weakly dispersing moiré bands of the effective Hamiltonian
introduced in Eq. (5.5), transition amplitudes between orbitals with a spatial separation
of more than 10 superlattice unit cells have to be taken into account.
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B.3. Unrestricted Hartree-Fock analysis
In this chapter, the unrestricted Hartree-Fock approach used to determine the electronic
ground state in the weak-coupling limit Sec. 6.1 is presented. This Appendix is an extract
of the Appendix of Ref. Klug (2020) and is presented here for the sake of completeness.
The ground state in the weak-coupling regime is obtained by minimizing an energy func-
tional which derives from the mean field Hamiltonian obtained by applying the decoupling
scheme introduced in Eq. (6.1), where the local mean fields are considered as variational
parameters. The computation is conducted on a finite lattice of 30× 30 superlattice unit
cells to capture the rather slowly decaying transition amplitudes {tab}. Mutually indepen-
dent mean fields are introduced for a lattice of 6 × 6 superlattice unit cells with imposed
periodic boundary conditions.







where the mean field Hamiltonian contains the quadratic part of the effective Hamiltonian
Eq. (5.11), which describes free moiré electrons, and the mean field terms, which are
obtained by employing the mean field decoupling of interaction terms as introduced in
Eq. (6.2). Eventually, hab,σσ′ is represented as hermitian d× d matrix where d represents
the dimensionality of the Hilbert space (here, d = 7200). The energy functional is obtained
as the thermal expectation value of the mean field Hamiltonian,
E[〈ψ̂†ψ̂〉] = Z−1tr[e−Ĥ/kBT ĤMF], (B.17)
in the limit of zero temperature, T → 0. To evaluate Eq. (B.17), correlations of type
〈ψ̂†aσψ̂bσ′〉 have to be determined self-consistently. Therefore, the single-particle Green’s



















Determining the inverse of a large matrix is very costly. To overcome this difficulty, the
matrix inversion is locally approximated around a reference state aσ employing the Lanczos
algorithm (Lanczos, 1950). This procedure is applicable as h possesses a local structure, i.e.
the state a is locally coupled to only a handful of other states b. The dimensionality of the
Lanczos space dL is therefore much smaller than the original Hilbert space dimensionality
d≫ dL to accurately approximate GR/Aab,σσ′(ω). Good results are obtained for dL = 50. To
approximate G
R/A
ab,σσ′(ω), the Lanczos space is constructed using the reference state aσ as
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initial state. The transformation is given by a d×dL unitary matrix u with ui1 = δia, which
is provided by the Lanczos algorithm (Golub and Van Loan, 2013), such that h̃ = u†hu
represents a tridiagonal hermitian matrix. Because of its tridiagonal form and its reduced
rank, the single-particle Green’s function in Lanczos space is readily determined exactly to
G̃R/A(ω) = [ω − h̃± i0+]−1 and the single-particle Green’s function is eventually given by
G
R/A
ab (ω) ≈ [uG̃R/A(ω)u†]ab. (B.20)
The mean fields 〈ψ̂†aσψ̂bσ′〉 which obey Eq. (B.19) are determined recursively, where the
stable fixed point coincides with the state with minimal total energy. Hence, a meaningful
approximation of the electronic ground state and corresponding ground state energy is
obtained.
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B.4. Mean field theory of the charge density wave order
In what follows, the mean field theory of the charge density wave order discussed as ground
state candidate of the weak-coupling regime in Sec. 6.1 is specified. This Appendix is
an extract of the Appendix of Ref. Klug (2020) and is presented here for the sake of
completeness.
The charge order determined within the unrestricted Hartree-Fock approach breaks rota-
tional and translational symmetry specified by the order parameter ∆Q with the ordering
vector Q given in Eq. (6.4), but preserves spin and valley symmetry. Thus, only direct
interaction channels including on-site, nearest neighbor- (NN), next-to-nearest neighbor-
(NNN) and next-to-next-to-nearest neighbor (NNNN) interactions as discussed in Sec. 5.4
contribute to a formation of this particular order. In the following, two aspects will be
discussed: The effective interaction strength in the charge density wave channel UCDW and
the corresponding susceptibility χQ. Both enter the usual criterion for the onset of order








which determines a critical interaction strength or doping level.
In the interaction part of the effective Hamiltonian Eq. (5.11) only direct channels are













where a = (i, α, ξ) with the unit cell index i, the basis index α ∈ {A,B} the valley
index ξ ∈ {+,−}, and the spin index σ specified the single-particle Wannier state. To
determine the effective interaction strength, Eq. (B.22) is expressed in momentum space





iRikψ̂iα with the crystal momentum k. In the following, the valley
and spin indices are dropped for convenience but restored if necessary. By using Uab =
∑
j δRa−Rb,A(i)j
where {A(i)j } denotes the set of space vectors connecting the interacting













where the density operator is given by ρ̂α(q) =
∑












j q which obeys [γ
(i)
αβ(q)]
∗ = γ(i)βα(q) =
γ
(i)
αβ(−q). For long-range interaction processes, the vertex functions are determined to
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γ
(NN)
AB (q) = e
−iuABq(1 + eiqA1 + eiqA2), (B.24a)
γ(NNN)αα (q) = 2{cos[qA1] + cos[qA2] + cos[q(A1 +A2)]}, (B.24b)
γ
(NNNN)
AB (q) = e
−iuABq[eiq(A1+A2) + eiq(A1−A2) + e−iq(A1−A2)], (B.24c)
with Bravais lattice vector Ai and basis vector uAB, which connects the sublattice sites.
For transferred momenta Q ∈ {G1/2,G2/2, (G1 +G2) /2} and by dropping all other
















where the on-site interaction enters with a constant vertex function. Due to the finite mo-
mentum transfer, one finds negative interaction amplitudes for direct interactions of NNN-
and NNNN-type. This is traced back to the fact that for a developed charge density wave
order with ordering vector Q contributions from these types of interaction are minimized
which can be inferred from the representation of a possible order depicted in Fig. 6.1.
Indeed, γ
(NNN)
αα (q) and γ
(NNNN)
AB (q) are minimal (and negative) for q = Q. Thus, matrix
elements UNNN and UNNNN favor the a charge density wave order with ordering vector Q,
whereas Uon-site and UNN act against it.
The mean field Hamiltonian is obtained by introducing mean fields 〈ρ̂ασξ(Q)〉 = ∆Q/8
and by dropping constant terms yielding






where H0 denotes the quadratic part of Eq. (5.11) and the effective interaction strength in
the charge density wave channel is given by
UCDW = Uon-site + UNN − 4UNNN − 3UNNNN. (B.27)
The effective interaction strength is complemented by the charge susceptibility with
finite momentum and zero frequency transfer entering the criterion Eq. (B.21). By means
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Figure B.2.: Charge susceptibility χQ(µ) (black line) and single-particle density of states (red





0 (ω,k) as function of doping level for a twist-angle representative for
the weak-coupling regime. χQ is slightly peaked at the positions of the van Hove points (see the
density of states in comparison), but has also finite weight at charge neutrality which is traced back
to the finite momentum transfer Q lying at the boundaries of the moiré Brillouin zone. Reprinted
figure from Ref. Klug (2020). The original work is found under https://dx.doi.org/10.1088/1367-
2630/ab950c.
where the free electronic Green’s function is given by
GR0,αβ(ω,k) =
(




with the Fermi function f(ω) = [eω/kBT + 1]−1, h0 obtained from the quadratic part of
Eq. (5.11) by Fourier transform and Vαβ = δα,β . The two latter quantities are diago-
nal in spin and valley space and the corresponding indices are therefore suppressed from
representation.
The charge susceptibility χQ is determined as function of doping level µ and is depicted
in Fig. B.2. It is slightly peaked at the positions of the van Hove points but does not
diverge for any doping level because of the absence of nesting conditions connected with
momentum transfer Q. Substantial weight is observed at charge neutrality because of the
finite momentum transfer with small extra weights at the van Hove points. Combined with
an finite attractive interaction UCDW < 0 whose critical value is determined by Eq. (B.21),
an onset of charge density wave order is expected for doping levels centered around charge
neutrality as depicted in Fig. 4.2.
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B.5. Strong coupling analysis
In what follows, the numerical procedure is outlined to determine the electronic ground
state in the strong coupling regime as function of band filling. This Appendix is an extract
of the Appendix of Ref. Klug (2020) and is presented here for the sake of completeness.
For strong couplings, the electron dynamics is described by the Hamiltonian ĤSC intro-
duced in Eq. (6.6) in Sec. 6.2. As [ĤSC, n̂aσ] = 0, the local densities represent conserved
quantities rendering the model a classical model which can be solved by employing classical













where N specifies the total number of sites which are labeled by i = {a, σ} and ni ∈ {0, 1}







(Uab − Jabδσσ′)(naσ − 12)(nbσ′ − 12). (B.31)










where On is the value of the observable for a particular state specified by the configuration
n.
In what follows, one is interested in the ground state configuration nGS which minimizes




such that 〈ĤSC〉|T→0 = E[nGS]. To determine nGS, the simulated annealing algorithm
(Kirkpatrick et al., 1983) is employed. This Monte Carlo-based optimization algorithm is
suited for high-dimensional problems and effectively scans the available state space. It is
standard and can be found, e.g., in Ref. Laarhoven and Aarts (1987). The results for nGS
for various commensurate moiré band fillings are depicted in Fig. 6.2.
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