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A method is proposed to aid the designer in selecting and ordering 
the feature observations for the pattern recognition system, without 
requiring the computation f the probability of misrecognition or the 
complete knowledge of the probability distribution for the input 
patterns under consideration. The essential viewpoint is basically 
that of pre-weighting the feature observations according to their 
relative importance in describing the input patterns, regardless of the 
specific decision structure in a recognition system. "Relative impor- 
tance" is defined in the sense of (1) committing less error when the 
representation f patterns is subject to approximation due to the 
finite number of feature observations, and (2) carrying more in- 
formation regarding the discrimination of pattern classes. It  is found 
that, with these defined criteria, an optimal selection and ordering 
procedure can be obtained by establishing a generalized Karhunen- 
Lobve coordinate system for the stochastic processes describing the 
input patterns. Necessary and sufficient conditions for a set of coor- 
dinates to be the generalized K-L system are derived and the result- 
ing selection and ordering procedure is given. Computer-simulated 
experiments in character recognition are presented to illustrate the 
effectiveness of this method. 
I. INTRODUCTION 
The  problem of designing an efficient receptor  (or feature selector) 
capable  of selecting and ordering the feature observat ions for use by  
~he categorizer (or classifier) is of major  importance to the recognit ion 
system employing stat ist ical  decision functions. As an u l t imate  purpose 
* This work was supported by the National Science Foundation Grant GK-696. 
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394 
FEATURE SELECT ION IN  PATTERN RECOGNIT ION 395 
for any recognition system, minimizing the probability of misreeognition 
(or the average risk with a zero-one loss function in the decision theory 
formulation) may be considered as a criterion to establish a "best" set 
of feature observations over all possible observations. In practice, how- 
ever, this procedure is difficult to apply for the following reasons: (1) 
The statistical nature of the underlying probability distributions associ- 
ated with the pattern classes may not be sufficiently known to allow an 
analytical calculation for the probability of misrecognition. (2) The 
analytic expression for the probability of misreeognition, if obtained, 
may not be suitable for the minimization procedure required in a specific 
decision structure. 
Despite these difficulties, many ideas and techniques have been con- 
tributed to the development of receptor designs which are applicable to 
problems of specific nature. Kullback and Leibler (1951) have defined an 
information measure in the sense of discriminatory information favoring 
one hypothesis over another. Lewis (1962) has proposed for each feature 
observation a single number statistic (essentially the average information 
about he pattern classes provided by the feature observation) which has 
certain desirable properties related to the "goodness" of the feature 
observations. The concept of divergence which is closely related to the dis- 
eriminatory information has been applied, with the assumption of nor- 
marry, by Marill and Green (1963) to minimize the probability of mis- 
recognition by selecting the feature observations which maximize the 
divergence between a pair of pattern classes. For many-class recognition 
problems, the idea of maximizing the minimum divergence has been used 
in signal selection and pattern recognition by Grettenberg (1963) and by 
Fu and Chen (1965), respectively. Grettenberg (1962) has also shown 
that both the measure of information and the concept of divergence are 
implied by the criterion of comparing the expected risk in giving a com- 
plete ordering of feature observations, and consequently only constitute 
necessary conditions for minimizing the probability of misrecognition. 
In this paper, an alternative approach is proposed to aid the designer 
in selecting and ordering the feature observations, without requiring the 
computation ofthe probability of misrecognition r the complete knowl- 
edge of the probability structure for the input patterns under considera- 
tion. Our essential viewpoint is basically that of pre-weighting the feature 
observations according to their relative importance in describing the 
input patterns, regardless of the specific decision structure in a recogni- 
tion system. Here, "relative importance" is defined in the sense of (1) 
committing less error when the representation f patterns is subject to 
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approximation because of truncated finite observations, (2) carrying more 
information regarding the distinction of classes. With these defined 
terms, an optimal selection and ordering procedure is developed under 
the framework of a generalized Karhunen-Lo~ve expansion defined and 
studied by the authors in an earlier work (see Chien and Fu, 1967). The 
application of a Karhunen-Lo~ve expansion to pattern recognition was 
originally suggested and investigated by Watanabe (1965). However, the 
generalized expansion proposed in Chein and Fu (1967) seems to be more 
natural and applicable to the recognition problems involving more than 
two stochastic processes. We will first derive the optimal properties of 
the generalized Karhunen-Lo~ve expansion and then give a theorem 
which leads to the establishment of optimal selection and ordering pro- 
cedure. Since the method is best explained in the continuous domain, our 
discussion will begin with the continuous case and give the necessary 
modifications for the vector analog in the discrete case. 
II. GENERALIZED KARHUNEN-LO~VE EXPANSION 
Consider the observation of a stochastic process {X(t), 0 -< t -< T} 
over the time period (0, T). The observed random function, X(t), 
0 -<_ t ~ T, is generated from one of the m possible stochastic processes 
{Xi(t), 0 -< t -< TI, i = 1, 2, . . .  , m (m => 2), corresponding to the m 
pattern classes. Let pi be the probability that the ith process occurs, and 
~-~i~1 p~ = 1. We would like the random functions to have the expansion 
X~(t) = ~V~kgk(t) for all t C (0, T) i=  1, 2, . . - ,m (1) 
k~l 
where the Vik's are random coefficients satisfying E(V~ = 0). 1 {0k(t)} 
is a set of deterministic orthonormal coordinate functions over (0, T), 
i.e., 
fo r t * Ok( )Oz (t) dt= ~kz (2) 
in which the asterisk indicates the complex conjugate and 6kz is the 
Kronecker delta-function, equal to one if k = l and zero otherwise. 
Define a covariance function K(t, s) for the m stochastic processes as 
follows: 
K(t, s) = p~E[X~(t)X~* (s)] (3) 
1 This can be achieved by centralizing all the random functions and is therefore 
assumed without loss of generality. 
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After substituting (1) into (3) we have 
K(t, s) ~ Ok(t)O~*(s) ~ E * = pi (V~kV~z) (4) 
k, l i= l  
Let the random coefficients V~k's atisfy the conditions 
Pl (V~kV~) = piVar (V~k) = ~k if k = 1 
(5) 
piE(V,kV,*) --- 0 if k ~ l 
i=1  
Then the covariance function K(t, s) becomes 
K(t, s) = ~k~0k(t)0k*(S) (6) 
That is, if the general expansion in Eq. (1) exists for X~(t), i = 1, 2, 
• .. , m and the random coefficients satisfy the conditions in (5), then 
the covariance function K(t, s) must have the representation i  (6). 
Furthermore, from Equation (6) 
K(t, s)0k(s) ds = ,0, (  )0, (s)0k(s) ds 
l~ l  
t (7) = Z ~, 0,( ) 0,*(s)0k(s) ~s 
l~ l  
= ~k~0k(t) 
if the summation and integration may be interchanged. 2 Thus we have 
an integral equation defined in (7) to be satisfied by the {ak 2} and the 
{0k(t)}. The expansion in (1) whose coordinate functions {0k(t)} are 
determined by Eq. (7) through the covariance function K(t, s) will be 
called the generalized Karhunen-Lo~ve expansion. In the language of 
integral equations, the {0k(t)} are characteristic functions or eigen- 
functions, and the {ak ~} are the characteristic values or eigenvalues of
the Kernel K(t, s). 
I I I .  OPTIMAL PROPERTIES  OF GENERAL IZED 
KARt IUNEN-LOi~VE EXPANSION 
The generalized Karhunen-Lo~ve expansion defined above has been 
shown in Chien and Fu (1968) to have the following optimal properties: 
2 For instance, the dominated convergence theorem can be used to check the 
val idity of this interchange. 
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(1) It minimizes the mean square error committed by taking only a 
finite number of terms in the infinite series of the expansion, and (2) it 
minimizes the entropy function defined over the variances of the co- 
ordinate coefficients in the expansion. We proceed to derive these optimal 
properties for the purpose of providing the theorem in Section V and 
having more insight into their application to the selection and ordering 
problem. 
A. DERIVATION OF PROPERTY (l) 
Let [~l~(t)} be a set of arbitrary orthonormal coordinate functions and 
let Eq. (1) be written as 
Xdt) = ~ V~,~k(t) -~ R~(t), i = 1, 2, ... , m (8) 
k=l  
where Rib(t) is the remainder when the expansion terminates at k = n. 
Define the expected value of the square of the modulus of the remainders 
by E im=i  p~E[I R~(t) ]2]. We seek the coordinate functions which give 
the best approximation to the random functions X~(t), in the sense that 
among all possible expansions having the same number of terms, this 
minimizes ~'-:~i~=1 piE[IRis(t)12]. Writing out this expression, one ob- 
tains 
p~ E l i  R~(t)  I ~] 
i= l  
= p, z x ,v~ ~,~(t) x ,* ( t )  - v,* ~ ( ) 
i=1  k~l  k=l  
~-~k*(t)E(X~(t)Vi*)J + ~ ~ E(V~k V~,)~k(* t)~l* )} 
k=l  l~ l  
i~1 k=l /=1 i~1 
( ",} 
k=l i=I i=I 
Substituting Eqs. (1) and (5) in terms of the generalized Karhunen- 
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Lo~ve expansion, we have 
i=1 i=i /=1 
/=1 i=1 
Similarly, 
Then 
p~E[ t R~-~(t) I ~1 
i= l  
(9) 
p~E[X~(t)V*] = zk20k(t). (10) 
i=1 
= E p~EItx~(t) 1~1 + E ~?[f~(t) I~ t * - ~k( )0k (t) - v~*(t)~k(t)]. 
i= l  k=l 
But 
t~k(t) i 2 - ~k(t)O~*(t) - ~k*(t)Ok(t) = I~k(t) -- 0k(t) [ 2 -- [~k(t) I =. 
Therefore 
P~E[ I R~(t) 12] 
i=1 
= ~ p~E[IX~(t)1 ~] - ~ zk2[0~(t)[ 2 q-- ~ '~k21~k(t) -- 0~(t)12 • 
i=1 /~=I k=l 
Minimum value of ~=1 p~E[1R~(t)12] is attained at ~k(t) = ~tk(t), 
where ~k(t) is the generalized Karhunen-Logve coordinate function 
defined in Eq. (7), and 
Min (~P~E[iRi~(t) 12]} ~ Pi E[ [Xi(t) k=1~zk=IO~(t) I= (ii) 
Remark. The necessary conditions stated in Eq. (5) which assures the 
expansion of (i) to be the generalized K-L  expansion defined in (7), are 
p~E(Vi~V~z) = ~ if k = l 
i= l  
=0 if k~ l .  
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This means that the random coefficients between each pair of coordinate 
functions among all classes of stochastic processes should be uncorrelated. 
I t  is noted, however, that the random coefficients between each p~ir of 
coordinate functions for a single class should not be uncorrelated, a For 
if this is the case, one would have 
~:[X,(t) V,*~] ~ * = Z(VikV, z)O~(t) 
k~l  
= D~Ok(t) where D~ = Var (V~) 
and 
1 
Ok(t) = i ) :  E [x , ( t )v , * ]  for i = 1, 2, . . . ,  m 
which is in general inconsistent with the optimal coordinate functions 
{0k(t)} determined in Eq. (7). 
B. DERIVATION OF ~ROPERTY (2) 
Let Xdt)  be square integrnble and normalized 4 for each random 
function observed and i ---- 1, 2, . - .  , m so that 
T 
fo i X,(t)l 2 dt = 1 (12) 
Then from Eq. (1) we have ~-~k~l I V~ I ~ = 1 for ~11 i since 
and 
I x,(t) [2 x,(t)x?(t) E v,~(t) E * * t = = V~zOz( ) 
k, l~ l  
f f  ~ fo ~ * t ] X,(t)l 2 dt = V,~ V,* O~(t)O, ( ) dt k,l=l 
= ~iv ,~12= l. 
8 The same conclusion seems to have been reached recently from ghe informa- 
tion-theoretic point of view by Barabash (1965). 
~ The normalization process is merely for ghe purpose of mathemagieaI conveni- 
ence. It is not necessary in practical applications. 
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Define m, = ~-~=1 p~EI V~k [~ = ~k 2 for each coordinate function, k = 
1, 2, . . . .  Note that the pk's are nothing but the eigenvalues of the 
integral equations defined in (7). Since pk >= 0 and 
k=l k=l i=I i=I k=l i=l 
The pk's form a probability distribution on the generalized Karhunen- 
Lo~ve coordinate functions {0k(t)}. Define an entropy function for the 
pk's of the {~k(t)} 
H({0k(t)}) = - -~  pklogpk. (13) 
k=l  
If we order the p~'s uch that 
Pi > > > > > = P2 " ' "  Pk  = Pk+l  ~ ""  
then for any other similarly ordered ~'s associated with any arbitrary 
set of coordinate functions {~k(t)} we have 5 
pk >= ~ ~.  (14) 
k=l  k=l 
Hence 
and 
--~--~ pklogpk < - -~ Xkloghk (15) 
k=l k=l 
H({O~(t)}) = re_in H({~(t)}. (16) 
{~7o(t) } 
IV. D ISCRETE EQUIVALENT OF GENERALIZED 
KARHUNEN-LO~]VE EXPANSION 
If, instead of continuously observing the random function over the 
time period (0, T), one is given the sampled measurement from the 
random function denoted by 
Xe = (Xa,  Xi2, -. .  , X~k), i = 1, 2, .- .  , m (17) 
where each X~ is a random vector of/~ component (k finite), then the 
desired representation becomes 
The proof of inequalities in (14) and (15) can be found in Watanabe (1965). 
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X~. -- ~ V~k~k~, i = 1, 2, . . .  , m 
k (18) 
j = 1 ,2 , . . . , k  
in which the V~k's are random coefficients and tLkj is the j th  component 
of the coordinate vector k in { 0k}, a set of orthonormal coordinate vectors 
~nalogous to the set of coordinate functions {0k(t)} in Eq. (1). 
Define the discrete analog of the covariance function K(t, s) for the 
m E * m stochastic processes to be ~_,i=~ p~ (XitX~) where t, s = 1, 2, . . .  , k. 
Then 
K(t,s) ~p~E(X~t * = = x.)  ~p,E(E  V,~u~,EV,*.*~) 
i= l  i= l  k l 
(19) 
O" k ]2kt ~t~s • 
k 1 i=1 k 
Fur thermore  
E K(t, s)ttk~ = E E z~2mttL*~t~ 
~ ~ (20)  
E 2 E*  f f l  ~ l t  ]~ls~k~ ~ (Tk ]2kt • 
1 s 
by the orthonormality of the coordinate vectors. The generalized 
Karhunen-Lo~ve expansion i  the discrete case becomes 
X~ = ~ V~uk¢ , i = 1, 2, . . .  , m 
k 
j = 1,2, . . . , I t  
where u~j is the j th  component of the kth coordinate vector satisfying 
Eq. (20) and the random coefficient Vik is determined by Eq. (21), for 
each k 
v~ = ~ z~* ,  i = 1, 2, . . . ,  m. (21) 
J 
I t  is noted that Eq. (20) is the discrete quivalent of the integral equa- 
tion defined in (7). The coordinate vectors of the generalized Karhunen- 
Loire expansion are essentially the eigenvectors determined from K(t, s). 
V. SELECTING AND ORDERING PROCEDURES 
The establishment of the generalized Karhunen-Lo~ve expansion and 
its optimalities may find practical applications in designing a suboptimal 
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procedure for feature-selecting and ordering in pattern recognition sys- 
tems. That is, a set of "good" feature observations which describe the 
pattern samples in the most "representative" and "informative" manner 
(with regard to the criterion defined in Section I) may be formed by a 
pre-processor ( eceptor) before the feature observations are used for 
recognition purposes. For example, the property of minimized mean 
square rror allows the designer to select he coordinate system (general- 
ized Karhunen-Lo~ve system) whose coordinate coefficients willrepresent 
the pattern samples of different classes in the most truthful manner. The 
property of minimized entropy function implies the mathematical idea 
of information compression over the coordinate system so that most of 
the random coefficients are concentrated ona few coordinates instead of 
widely distributed among all of them. In addition, application can be 
made to complete ordering of the feature observations regarding their 
relative importance to the sequential recognition problem (see Fu and 
Chen, 1965). By properly constructing the generalized Karhunen-Lo~ve 
coordinate system through Eq. (7) or its discrete quivalent (Eq. (20)) 
and arranging the coordinate functions {0~(t)} or coordinate vectors 
{0k} according to their descending order of their associated eigenvalues 
~k ~, the resulting feature observations will always contain the maximum 
information about he pattern samples whenever the recognition process 
stops at a finite number of observations. 
In practice, however, it is often difficult to construct the desired co- 
ordinate system through the integral equations defined in (7) (although 
the existence of solution is in fact guaranteed, see, for instance, Selin, 
1965). Alternatively, one can achieve the same purpose by simply 
recognizing and applying the necessary and sufficient conditions for the 
expansion i  (1) to be the generalized Karhunen-Lo~ve expansion. The 
follo~dng theorem summarizes the results obtained in Sections II and 
III, and furnishes a convenient way of constructing the optimal coordi- 
nate system. 
THEOREM 5.1. Let {X~(t), 0 <= t <= T} and {p~}, i = 1, 2, . . .  , m, be 
the m stochastic processes and their probabilities of occurrences, respec- 
tively. Let the random functions have the expansion X i( t ) = ~'~k~l V ikOk (t ) , 
where the random coe~icients {V~I~} and the coordinate functions {0~(t)} 
are defined in Section II. Then the necessary and su:~cient condition for 
the set of coordinate functions {0k(t)} to be the generalized Karhunen- 
Loire system defined in (7) is ~-~i=i E * e "~ pi (V~kV~) = ~k~kl, where ~k~ 
is the Kronecker delta-function and ~2 = ~'=1 pi Vat (V~k). 
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Proof. The proof of sufficiency has been given in the process of deriving 
the optimal properties of the generalized Karhunen-Lo~ve expansion in 
Sections II and III. To show the necessity, we assume that the covari- 
ance function K(t, s) has the representation of (6) where {0(t)} are 
determined by (7). Note 
/ *  T 
V,e = Jo X~(t)Ok(t) dt (22) 
which is obtained by simply applying (1) and integrating over (0, T). 
Then 
p, E(V,  v,*) 
= p, E X,(t)O~o*(t) dt X, (t)O~(s) ds 
= fo dtOk*(t) fods  ~=~ piE[X,(t)X,*(s)]Oz(s) 
fo fo = dt 0k*(t) ds K(t, s)Oz(s) = zk 2 ~k~. Q.E.D. 
Note that Theorem 5.1 also holds for the discrete case with obvious 
substitutions of discrete quantities. From this theorem it is easily seen 
that the construction of the desire coordinate system can be viewed as 
finding the coordinate functions (or vectors) in which the coordinate 
coefficients are mutually uncorrelated so that the conditions in Eq. (5) 
are satisfied. The procedure is basically that of de-correlating the co- 
ordinate coefficients over the ensemble of all pattern samples from differ- 
ent classes. In many recognition processes where the covariance func- 
tions are real and symmetric, this de-correlation process imply amounts 
to the diagonalization of the covarianee functions in question. 
Let us consider such a process pecifically in a pattern recognition sys- 
tem consisting of receptor-classifier setup. The receptor is designed to 
pre-select and order the features by choosing an optimum coordinate 
system. The set of features describing a pattern sample is denoted by 
the vector 
Xi = (Xi l ,  Xi2, ""  , Xi~) 
where i is the index for pattern class, i = 1, 2, .-- , m (m is the total 
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number of classes), and k indicates the total number of features for each 
pattern sample. Feature ordering or selection in a recognition system is 
referred to the process of deciding (by the receptor) which one of the 
k features is to be observed, by the classifier, first, second, and so on. 
To find the optimum coordinate system (generalized Karhunen-Lo~ve 
system), the following steps are in order. ~ 
Step (1). Obtain the covariance function K(t, s) defined in (19) 
from the given sample vectors. If the components of the sample vectors 
assume real values, K(t, s) is a real symmetric matrix. 
Step (2). Find the eigenvalues and their associated eigenvectors 
for K(t, s). Let the eigenvectors be normalized and lexicographically 
arranged according to the descending order of their associated eigen- 
values. The set of orthonormal vectors thus obtained constitutes the 
generalized Karhunen-Lo~ve coordinate system. 
Step (3). Make the transformation defined in Eq. (21) where the 
gkj.'s are the components of the orthonormal eigenvectors obtained from 
Step (2). The resulting Vck's are the desired coordinate coefficients in 
terms of the generalized Karhunen-Lo~ve coordinate system. 
Note that the set of V~'s is the new (or transformed) features to be 
observed by the classifier. Using the notations adopted in the above dis- 
cussions, we denote the vector of new features as 
where 
V~ = (V~x, V~, ..-  , V~k) 
v ,  = E j = 1, . . . ,  k 
3 
/= l , . . . , k  
and uzj is the jth component of the /th coordinate vector, 0t, in the 
generalized Karhunen-Lo~ve system {0~}. 
A few remarks should be made here with regard to the above pro- 
cedure. First, the transformed coefficients, V~k, are statistically uncor- 
related (statistically independent if they have normal distribution) 
among the pattern samples of all classes. Uncorrelation means elimina- 
tion of redundancy, which is a desirable characteristic for most statistical 
designs of pattern recognition system. In many other cases where in- 
In Contrast o the previous discussions, discrete case is presented here with the 
understanding that most of the practical applications in pattern recognition ex- 
periments are processed with sampled ata on a ditlgal computer. 
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dependence is assumed for the optimal decision structure, uneorrelated 
observations may offer a second-best design in the absence of statistically 
independent observations. 
Secondly, it should be noted that the complete ordering of features 
is referred to the new set of features in terms of the generalized Kar- 
hunen-Lo~ve system. That is, feature V~I is "better" than Ve, and so on, 
in the sense that V~I is more "informative" and more "representative" 
than V~2 and so on. This ordering process is obviously achieved in 
the course of rearranging the eigenvectors according to the descending 
order of their associated eigenvalues. 
Thirdly, by recalling Eq. (11), 
Min p~ E[I R,n(t) I S = ~ p~ EI  X / t )  ]21 _ ~k21 Ok(t) [ 2 
'/=1 k=l  
one can obtain an expression for the average minimized error over the 
time period (0, T), 
Min pcE[]R~(t) 12 dt = 1 - ok (23) 
0-12 2 2 which is a decreasing function of n. Since > o2 > .- .  > ck _-> 
2 zk+~ • • • , the complete ordering of feature observations according to the 
descending order of eigenvalues will produce smaller approximation 
error (with respect o any other ordering) when the recognition pro- 
cedure terminates at a finite number of observations. 
Finally, the problem of selecting the best subset of feature observa- 
tions can be viewed as a subproblem of ordering, since the procedure of 
complete ordering the coordinate vectors will allow us to choose a subset 
of p(p < /c) feature observations in the transformed feature set with 
minimized mean square error by simply picking out the first p coordi- 
nates in the resulting eneralized Karhunen-Lo~ve system. 
VI. RECOGNITION EXPERIMENTS AND SIMULATION RESULTS 
To illustrate the method described above, two computer-simulated 
recognition experiments were carried out. The problem consisted in 
recognizing selected handwritten English characters a, b, c and d based 
on the feature observations generated by two types of receptors: a 
receptor without ordering capability and a receptor with ordering capa- 
bility. Sixty samples of each character (240 samples altogether) were 
obtained by asking subjects to write the characters within a 2-inch 
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- X2 Xl X18 
>A:. 
X 2 Xl X18 
Fro. I 
~ O  
O 
diameter circle. Typical pattern samples and feature measurements are 
shown in Fig. 1. 
In presenting the character samples to the categorizer for recognition, 
the receptor without ordering capability simply takes eighteen feature 
measurements along a predetermined path from the periphery of the 
circle to the edge of the character (see also Fig. 1). Each sample to be 
recognized was then represented by a vector of eighteen components 
denoted by an observation vector X = (X1, X2, - . . ,  Xls) in the 
observation space. Assuming the measurements are multivariate normal, 
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the mean vector and the covariance matrix were estimated from the 240 
character samples. The categorizer implements a Bayes decision rule 7 
(with equal a priori probabilities), computes the set of likelihood ratios 
7 Normality and Bayes decision rule are assumed here for the purpose of illus- 
tration. Any other distributions and decision rules may be adopted when they are 
relevant and proper. 
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and assigns the pattern sample to the class to which it most likely 
belongs. 
For the receptor with ordering capability, the observation vector X 
is further transformed into a new vector V = (V1, V2, . . . ,  V18) 
according to the ordering transformation formula in Eq. (21). The 
optimal coordinate vectors {0k}, k = 1, 2, . . .  , 18 essentially are the 
eigenveetors which are lexieographically ordered according to the de- 
scending order of their associated eigenvalues of the covariance matrix 
defined in Eq. (19). The ordered eigenvalues and the optimal coordinate 
vectors computed from our character samples are presented in Table I. 
Note that the largest eigenvahie is 42.508 compared to the smallest value 
0.063. The smallest eigenvalue truly indicates the insignificance of the 
corresponding coordinate in describing the character samples. Since the 
ordering procedure only involves linear transformation, the categorizer 
implements the same decision function as before except hat the recog- 
nition is now based on the new (transformed) observation vector V 
and new mean vectors. Covariance matrix becomes diagonal in the new 
observation space. 
A simplified flow diagram which shows the computer-simulated r cog- 
nition system (IBM 7094) using both receptors is given in Fig. 2. The 
TABLE I I  
A SUMMARY OF NINE RECOGNITION EXPERIMNNTS 
Unordered case Ordered case 
Features (X1 , X:  , - "  , Xis) 
Expt. ~1. Recognit ion is based on the 
first two features (X1 , X..), and the 
error probabi l i ty is computed (point 
A in Fig. 3). 
Expt. #2. Recog~lition is based on the 
first four features (X~ , X~ , X8 , X4), 
and the error probabi l i ty is com- 
puted (point B in Fig. 3). 
Expt. ~9. Recognit ion is based on 18 
features (X1 , . . . ,  Xls), and the 
error probabi l i ty is computed (point 
[ in Fig. 3). 
Features (V1 ,  V2 , . . .  , Vls) 
Expt. ~1. Recognit ion is based on the 
first two features (V1 , V~), and the 
error probabi l i ty is computed (point 
A'  in Fig. 3). 
Expt. #2. RecogrStion is based on the 
first four features (VI , V2 , V~ , V~), 
and the error probabi l i ty is com- 
puted (point B' in Fig. 3). 
Expt. #9. Recognit ion is based on 18 
features (V1 , . . . ,  V~8), and the 
error probabi l i ty is computed (point 
I '  ir~ Fig. 3). 
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recognition of the 240 samples in each case was first carried out by 
assigning the class membership based on the first two observations and 
the percentage of correct recognition was computed. This procedure was 
then repeated by adding two more observations ata time until all the 18 
observations were exhausted. 
In each case there were nine recognition experiments which are sum- 
marized in Table II. 
The recognition results are presented in Fig. 3 where the percentage 
of correct recognition is plotted against he number of observations. 
Note that the effect of ordering the feature observations in receptor is 
reflected in the fact that considerably higher ecognition rate is obtained 
90 
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during the first few observations for the ordered case. This performance 
is particularly important when the number of feature observations i
limited by the processing unit of the recognition system. In our experi- 
ments, it is interesting to see that when the number of observations re- 
duces to eight, the recognition rate may achieve as high as 90 percent for 
the ordered case (point D' in Fig. 3) compared with the correct recog- 
nition of about 65 percent for the unordered case (point D in Fig. 3). 
VII. CONCLUSIONS 
The derivation of the optimalities for the generalized Karhunen-Lo~ve 
expansion defined in this paper has resulted in a procedure capable of 
selecting and ordering the feature observations in a pattern recognition 
system. This procedure ssentially consists of establishing a set of mu- 
tually uncorrelated coordinate vectors and ordering the resulting vectors 
according to the descending order of their associated eigenvalues. Ex- 
periments of applying this procedure to the design of receptors in char- 
acter recognition system have shown very satisfactory results. Since the 
method is developed regardless of the specific decision structure in the 
recognition system, it is equally applicable to other data-processing sys- 
tems where the reduction of dimensionality or the compression of in- 
formation is necessary for the original data before being processed. 
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