Abstract. Dynamic systems are ubiquitous in nature and are used to model many processes in biology, chemistry, physics, medicine, and engineering. In particular, systems of ordinary differential equations are commonly used for the mathematical modelling of the rate of change of dynamic processes. In many practical applications, the process can only be partially measured, a fact that renders estimation of parameters of the system extremely challenging. Recently, a 'direct integral estimator' for partially observed systems of ordinary differential equations was introduced. The practical performance of the integral estimator was demonstrated, but its theoretical properties were not derived. In this paper we use the sieve framework to prove that the estimator is consistent.
Introduction
Mathematical models defined by a system of ordinary differential equations (ODEs) are commonly used for modelling dynamic processes. The process of interest is usually modelled by the system x ′ (t) = F (x(t); θ), t ∈ [0, T ],
where x(t) ∈ R d , ξ ∈ Ξ ⊂ R d , and θ ∈ Θ ⊂ R p . Given the values of ξ and θ, we denote the solution of (1) by
The aim is to estimate the unknown parameter θ (and if necessary ξ) from noisy observations Y j (t i ) = x j (t i ; θ, ξ) + ε j,i , i = 1, . . . , n, j = 1, . . . , r,
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where 0 ≤ t 1 < · · · < t n = T < ∞ and ε j,i is the unobserved measurement error for x j at time t i . When the number of measured states r is equal to d the system is fully observed, the case well studied in the literature. Partially observed systems, i.e. when r < d, are common in practice but much less studied. For an approach to estimation in this setting see [9] , and [8] for its asymptotic analysis. Recently, [3] extended the direct integral estimator, defined for fully observed systems linear in functions of the parameters [4, 10] , to partially observed ones. In the case of systems linear in the parameters, the ODE system studied in [4] has the form F (x(t); θ) = g(x(t))θ,
where g : R d → R d×p maps the d-dimensional column vector x into a d × p matrix. The introduced estimator for fully observed systems, i.e. when r = d, is motivated by the system of integral equations
which follows from (1) and (3) by integration. In view of (4), the estimators of the parameters θ and ξ are obtained by minimizing
with respect to θ and ξ, where x(t), t ∈ [0, T ], is a specific estimator of x(t; θ, ξ). Here and subsequently, · denotes the Euclidean norm. Since the objective function in the display above is quadratic in (θ, ξ), it has a unique point of minimum ( θ n , ξ n ) given by
where I d denotes the d × d identity matrix and
If x(·) is a consistent estimator of x(·) in the sup norm then, under certain conditions, ( θ n , ξ n ) is a consistent estimator of (θ, ξ) [4] . We now describe the construction of the estimator for partially observed systems, i.e. when r < d, developed in [3] . Let M and U denote the sets of r-dimensional and (d − r)-dimensional vector functions on [0, T ] that correspond to m(·) = m(·, θ, ξ) and u * (·) = u * (·, θ, ξ), the measured and unmeasured components, respectively. We first construct an estimator m n (·) of m(·) using the observations (2) and for a given u ∈ U, in view of (6), we define x u (t) = ( m n (t), u(t)),
According to (5), the direct integral estimator based on x u (·) is
In case u * is measured, we can construct u n (·) and the above estimator reduces to the one from (5) . Otherwise, for a subset U n ⊂ U let
where
The estimators of initial value ξ and the parameter θ are
The aim of this paper is to establish consistency of ( θ n , ξ n ) given by (11) under suitable assumptions. As pointed out above, [4] studied fully observed systems and showed that if the estimator ( m n (·), u n (·)) of x(·) is consistent in the sup norm, then ( θ n , ξ n ) is a consistent estimator of (θ, ξ). However, in partially observed systems only m is observed. Therefore, based on the data we are only able to construct consistent estimator m n (·) of m(·). Consequently, our aim is to prove that consistent m n (·) gives rise to consistent estimator u n (·) of u * (·), defined in (9) . To this end, define the deterministic counterparts of (7)- (8),
and the asymptotic criterion
corresponding to (10) . Since u n (·) results from a minimization over sieves U n , it is a sieve extremum estimator [2] . Corollary 2.6 from [11, p. 467] provides the following conditions (c.f. Section 3.1, [2, p. 5589, 5590]) which are sufficient for consistency of u n (·). C1 U n ⊂ U n+1 ⊂ U and for any u ∈ U there exists π n u ∈ U n such that
→ 0 as n → ∞. Some additional notation: as in [5] , for simplicity we omit the superscript * in the outer probability P * whenever an outer probability applies. The metric on U and U n is the one induced by · ∞ . For a matrix function
, where · is the Frobenius norm on R m×p .
The metric on the space of matrix functions on [0, T ] is the one induced by · ∞ . M denotes the estimator of M based on the data {Y j (t i )} j,i .
In the next section we present an example of sieves U n that satisfy conditions C1 and C2. Consistency of u n (·) will be proven by verifying the conditions C3-C7. This in turn will imply consistency of ( θ n , ξ n ).
The rest of the paper is organised as follows. In the next section we formulate the theorem dealing with consistency. The proofs are given in Section 3. The Appendix contains technical lemmas used in Section 3.
Results

Consistency is established under the following assumptions:
Assumption 2.1. a) (Existence and uniqueness) For any (θ, ξ) ∈ Θ × Ξ there exists a unique solution x(·; θ, ξ) of (1) on
) (Densness and compactness of sieves) Sieves
Assumptions 2.1 a) and b) are usual in the estimation of parameters in ODE systems, see, for example, [8] .
. We do not require the converse implication because it is contained in Assumption 2.1 a). In other words,
Assumption 2.1 c) is necessary for consistency of the sieve extremum estimator u n ; see previous section. We now give an example of sieves that satisfy this assumption. Define
where {φ j,k } is a given sequence of basis functions such that φ j,k ∞ < +∞, j = 1, . . . , d−r and k = 1, . . . , K j,n . For C1 and C2 to hold we can take, for example, φ j,k to be cubic splines and min 1≤j≤d−r (K j,n , ∆ n ) → ∞ as n → ∞. Indeed, Lemma 1 from [8] implies that the condition C1 is satisfied. The proof that C2 holds is the same like in [11, p. 471 ]. Here we assume that ( θ u , ξ u ) and (θ u , ξ u ) are well-defined on U n , i.e., the matrix inverses that appear in their definition exist. Assumption 2.1 d) is a technical one; it is essential for our proof. We now formulate our main result. Then the estimators θ n and ξ n defined in (11) are consistent, i.e.,
holds as n → ∞.
Proofs
Before proving the main result, we state a lemma that gives important asymptotic relationships which are used in the proof. Some of the results below implicitly use Lemma 4.3 of Appendix A.
Proof. In (i)-(iv) it suffices to prove only the first two statements of each, since they imply the third by using triangle inequality.
(i) For any u ∈ U n , x u − x u ∞ = m n − m ∞ and hence the first assertion follows from consistency of m n (·). The second statement follows from the compactness of U n and boundedness of m(·).
(ii) Introduce K = sup u∈U x u ∞ , which by Assumption 2.1 d) is finite. Continuity of g(·) on the closed compact ball B K+1 = {x ∈ R d : x ≤ K + 1} implies its uniform continuity on B K+1 . Thus for ǫ > 0 fixed there exists δ > 0 such that for any x 1 , x 2 ∈ B K+1 if x 1 − x 2 < δ then g(x 1 ) − g(x 2 ) < ǫ/T. Now we show that
More formally, we need to prove that {ω ∈ Ω :
where ω is an outcome and Ω is the sample space. For simplicity, we suppress the explicit dependence on ω in the notation. Fix u ∈ U n , s ∈ [0, T ] and assume that m n − m ∞ < min(1, δ). The equality x u − x u ∞ = m n − m ∞ implies that x u (s) − x u (s) < δ. Also, by definition of K it holds that x u (s) ∈ B K+1 , and by triangle inequality we have x u (s) ∈ B K+1 . Consequently, by uniform continuity on B K+1 we have
Using the derived bound we obtain that for any u ∈ U n
Since this holds for any u ∈ U n it follows that sup u∈Un G u − G u ∞ ≤ ǫ. Hence, (12) is proved. Finally, (12) and consistency of m n (·) imply
as n → ∞, which proves the first statement. Continuity of g implies its boundedness on B K+1 i.e. there exists C > 0 such that g(x) ≤ C for every x ∈ B K+1 . Fix any u ∈ U n and s ∈ [0, T ]. Since x u (s) ∈ B K+1 we obtain
which is the second claim.
(iii) and (iv) We first prove that
Indeed, the first assertion in (13) follows from Lemma 4.2 (iii) and the result (ii) of this lemma. The second assertion is a consequence of sup u∈Un G u ∞ = O(1) and the inequality
By taking into account the results (ii) of this lemma and applying Lemma 4.2 (i)-(iii) we obtain the first equality in (14). The claim sup u∈Un B u = O(1) follows from sup u∈Un G u ∞ = O(1) and the inequality
Finally, repeated application of Lemma 4.2 and already proven results yield (iii) and (iv).
Proof of Theorem 2.3. By the assumption of the theorem m n (·) is a consistent estimator of m(·). If we show that u n (·) is a consistent estimator of u * (·) then ( m n (·), u n (·)) is a consistent estimator of x(·). Then by Theorem 1 of [4] ( θ n , ξ n ) is a consistent estimator of (θ, ξ). Consistency of u n (·) is proven by verifying the conditions C3-C7 from Section 1. We have divided the proof into a sequence of lemmas. That the conditions C3-C5 are satisfied is shown in Lemma 3.2. C6 and C7 are proven in Lemmas 3.3 and 3.4, respectively.
Proof. (i)
We show that the mappings u → x u , u → G u , u → A u , u → B u are continuous at u * . The result will then follow by repeated application of Lemma 4.1. Fix ǫ > 0 and take δ = ǫ. Then u − u * ∞ < δ implies
which establishes the continuity of u → x u . To prove continuity of u → G u it is sufficient to prove continuity of x u → G u because the composition of continuous maps is continuous. Fix ε > 0. Let K = sup u∈U x u ∞ . Under our assumption, the solution m of the differential equation is bounded, and also any u ∈ U is bounded, hence, x u ∞ < ∞, for any u ∈ U. Now we have K < ∞ because by (i) the mapping u → x u is continuous and by Assumption 2.1 d) U is compact. Continuity of g(·) on R d implies its uniform continuity on the compact ball B K = {x ∈ R d | x ≤ K} and consequently there exists δ > 0 such that for all x 1 , x 2 ∈ B K with x 1 − x 2 < δ the inequality g(x 1 ) − g(x 2 ) < ǫ/T holds. Finally, for any u ∈ U such that x u − x u * ∞ < δ we have
Continuity of x u → G u is proven. Continuity of u → A u and u → B u follows from continuity of u → G u and repeated application of Lemma 4.1.
(ii) Fix u ∈ U n . The mapping {Y j (t i )} j,i → M n (u) is measurable as a composition of measurable mappings. Indeed, by definition the estimator m n is a measurable function of the data{Y j (t i )} j,i . Also, M n is a measurable function of m n because it is continuous on M under · ∞ . The proof of the last claim is the same like the proof of continuity of M , presented in (i).
(iii) Fix any data {Y j (t i )} j,i . Lower semicontinuity of M n is implied by its continuity. The mapping u → M n (u) is indeed continuous because it has the same form as u → M (u), with the difference that m is substituted with m. But m is fixed because the data is and so the proof of continuity is the same like in (i).
Proof. We will prove the statement by showing that u * is a unique minimum of M . Since for any u ∈ U M (u) ≥ 0 and M (u * ) = 0 it follows that u * is a minimum of M . We now show that if M (u) = 0 then u = u * , which will imply that u * is the unique minimum of M . Fix u ∈ U and assume M (u) = 0. The integrand in M is nonnegative and thus equal to zero Lebesgue almost everywhere. Its continuity further implies that it must be equal to zero everywhere. This yields
where 0 is d-dimensional zero vector. From the previous display we obtain that x ′ u (t) = F (x u (t), θ u ), t ∈ [0, T ] and x u (0) = ξ u , which implies that x u (·) is a solution of the system of ODEs
But according to Assumption 2.1 a) the solution x(·, θ u , ξ u ) of the ODE system (15) is unique, so we must have x u (·) = x(·, θ u , ξ u ). This is equivalent to m(·, θ, ξ) = m(·, θ u , ξ u ) and u(·) = u(·, θ u , ξ u ). By Remark 2.2 it follows that (θ, ξ) = (θ u , ξ u ), which in turn, by Assumption 2.1 a), implies x(·, θ, ξ) = x(·, θ u , ξ u ). Finally, from the last equality we have u(·, θ, ξ) = u(·, θ u , ξ u ), i.e. u * (·) = u(·). This is the desired conclusion.
Proof. The assertions regarding the boundedness in probability in (i)-(iv) follow from other results by using triangle inequality. As for the statements regarding boundedness we have
. Also, by Lemma 4.1 the mapping u → Q −1 u is continuous on U n and thus bounded. This proves
. Now we prove the statements regarding little-O in probability. Replacing M u0 and P u0 by M u and P u in (16) yields inequalities which imply (i),(ii) and (iii).
To prove (iv) introduce K = sup u∈U Q u , which is by Assumption 2.1 d) finite. Continuity of the matrix inverse on the closed compact ball B K+1 = {Q ∈ R m×m : Q ≤ K + 1} implies its uniform continuity on B K+1 . Fix ǫ > 0. There exists δ > 0 such that for any Q 1 , Q 2 ∈ B K+1 inequality Q 1 − Q 2 < δ implies Q 
As in proof of Lemma 3.1 (ii), here we also suppress the explicit dependence on the outcome ω in the notation. Inequality sup u∈Un Q u − Q u ∞ < min(1, δ) implies that for any u ∈ U n it holds Q u − Q u < δ. By definition of K it holds that Q u ∈ B K+1 , and by triangle inequality we obtain Q u ∈ B K+1 . Uniform continuity now implies that Q (ii) Let M ∈ R m×p and P ∈ R p×s . Then
Proof. For (i) see page 540 of [7] and for (ii) page 550 of [1] .
The first author is thankful to Bartek Knapik, Shota Gugushvili and Eduard Belitser for useful discussions.
