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Abstract
It is well known that if G = (V,E) is a multigraph and X ⊂ V is a subset of even
order, then G contains a spanning forest H such that each vertex from X has an odd
degree in H and all the other vertices have an even degree in H . This spanning forest
may have isolated vertices. If this is not allowed in H , then the situation is much more
complicated; we study it in the first part of this paper. We generalize the concepts
of even-factors and odd-factors in a unified form. In the second part of the paper we
investigate factors whose components are caterpillars of given properties.
1 Notation and Terminology
Let us first present some of the basic definitions, notations and terminology used in this
paper. Other terminology will be introduced as it naturally occurs in the text or is used
according to West’s book [21]. We denote the vertex set and the edge set of a graph G
by V (G) and E(G), respectively. A loop is an edge whose two endpoints are the same.
Multiple edges (also called parallel edges) are edges having the same pair of endpoints.
Throughout this paper we use the term graph in the general sense where both loops
and multiple edges are allowed. A simple graph is a graph having no loops or multiple
edges.
A path in a graph G is an alternating sequence of distinct vertices and edges be-
ginning and ending with vertices such that each edge in the sequence joins the vertex
before it to the one following it. The length of a path P is the number of edges in P .
A graph is connected if each pair of vertices in G is joined by a path in G. Otherwise,
it is disconnected. A cycle in G either is a loop (cycle of length 1) or has two parallel
edges (cycle of length 2) or consists of a path of length at least two together with an
edge joining the first and the last vertices of the path.
A graph H is a subgraph of a graph G if V (H) ⊆ V (G) and E(H) ⊆ E(G). A
subgraph H of G spans G if V (H) = V (G); in this situation H is also called a spanning
subgraph of G. A component of G is a maximal connected subgraph of G. A set of
vertices S ⊆ V (G) is a cutset of the connected graph G if G−S is disconnected. A tree
is a connected graph containing no cycle. A forest is a graph each component of which
is a tree. If e is an edge in a connected graph G such that G− e is disconnected, we say
that e is a bridge or cut-edge.
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The degree of a vertex v, denoted by degG(v) or simply by deg(v) when the under-
lying graph is understood, is the number of edges incident with the vertex, where any
loop is counted twice. The minimum degree in a graph G will be denoted by δ(G) and
the maximum degree by ∆(G). A graph is r-regular if the degree of each vertex in G
is r, and the graph is regular if it is r-regular for some r. A set of edges in G is a
matching if no two of them share an end vertex. A perfect matching (or 1-factor) in G
is a matching the edges of which span G.
2 Introduction
A spanning subgraphH of a graphG is a factor of G if it has minimum degree δ(H) ≥ 1.
A factor will also be referred to as a set of edges from G that cover all the vertices of
G.
There is a very rich literature concerning factors of graphs starting with the famous
work of Petersen [16]. Several nice survey papers on this subject written by Chung and
Graham [4], Akiyama and Kano [2], Volkmann [20], and Plummer [17], and the book
of Akiyama and Kano [3] together cover results of over one thousand papers.
It is easy to see that the graph G has a factor which is a tree, if and only if G is
connected. Already in 1891, Petersen [16] characterized all 3-regular graphs which have
a 1-factor. In 1952, Tutte [19] published a necessary and sufficient condition for graphs
having a 1-factor. The notion of the 1-factor has been widely generalized in several
directions. One of these generalizations is the k-factor, which is a k-regular factor, see
e.g. [2], [3] or [17]. Another natural generalization of the 1-factor is the concept of the
path-factor. A path-factor of a graph G is a spanning subgraph, each component of
which is a path of order at least two [1]. The relaxation of the regular factor led to
the concepts of the even-factor and the odd-factor. The first one is a factor each vertex
of which has an even degree (see Lova´sz [13]). The second one is a factor in which
every vertex has an odd degree (see Cui and Kano [6]). Akiyama and Kano [3] have
proved a necessary and sufficient condition for a graph to have an even-factor. The
same condition has been proved for the odd-factors by Cui and Kano. Already in 1970,
Lova´sz [12] proved a more general result known as “The Parity (g, f)-factor Theorem”,
in which he presented a rather complicated necessary and sufficient condition for a
graph G and two functions g, f : V (G) −→ Z with g(v) ≡ f(v) (mod 2) to have a parity
(g, f)-factor F which is one satisfying g(v) ≤ degF (v) ≤ f(v) and degF (v) ≡ f(v)
(mod 2) for every vertex v ∈ V (G).
The most general notion dealing with prescribed degrees for the vertices indepen-
dently of each other is B-factor, where a graph G = (V,E) is given together with sets
Bv of nonnegative integers for its vertices, and one asks for a spanning subgraph F such
that degF (v) ∈ Bv holds for all v ∈ V . Regarding the algorithmic complexity of this
problem, Cornue´jols [5] proved the following important result.
Theorem 1. There is an algorithm of running time O(n4) which solves the B-factor
problem for any instance (G, {Bv | v ∈ V }) on graphs G of order n, provided that each
Bv satisfies the following property: if an integer k /∈ Bv is in the range min(Bv) < k <
max(Bv), then both k − 1 and k + 1 are in Bv.
Connected factors, especially spanning trees, of specific properties have been exten-
sively studied as well; see e.g. Chapter 8 in [3] and surveys in the papers [9], [15], and
[18]. We will employ the following result of Thomassen [18].
Theorem 2. If G is a 2-edge-connected graph, then G has a spanning tree T such
that, for each vertex v, degT (v) ≤
deg
G
(v)+3
2 .
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In this paper we introduce a new concept which is the generalization of both, the
even-factor and the odd-factor.
Let G = (V,E) be a graph and let X be a set of even number of vertices from V (G).
We say that a factor H of G is an X-parity-factor of G if degH(v) ≡ 1 (mod 2) for
every vertex v ∈ X , and degH(v) ≡ 0 (mod 2) for every v ∈ V (G) \X .
A graph G has the strong parity property if for every subset X of even number
of vertices of V (G) the graph has an X-parity-factor. We give sufficient conditions
for graphs to have the strong parity property, and formulate a related conjecture in
Section 3.
Not every graph has this property, as we shall note at the beginning of Section 3.
Replacing the requirement of ‘factor’ with ‘spanning subgraph’, however, the necessary
condition of connectivity becomes also sufficient, as shown by the following result1 of
Meigu Guan (whose name is also romanized as Mei-Ko Kwan).
Theorem 3. If G is a connected graph and X ⊆ V (G) is an arbitrary subset of 2r
vertices of G, then G has a spanning forest H such that
• degH(v) ≡ 1 (mod 2) for any vertex v ∈ X.
• degH(v) ≡ 0 (mod 2) for any vertex v ∈ V (G) \X.
Moreover, in those subgraphs H of this kind which have minimum size, every cycle
C ⊂ H has at most half of its edges in H.
A caterpillar is a nontrivial simple graph, with at least one edge, that consists of a
path of order at least 1 and some (possibly zero) leaves being adjacent to the vertices
of the path. We say that a caterpillar is even (resp. odd) if every vertex of degree at
least 2 has an even degree (resp. an odd degree). Observe that K2 is viewed both as an
even and an odd caterpillar. Given a simple undirected graph G = (V,E), a caterpillar
factor of G is a set of caterpillar subgraphs of G such that each vertex v ∈ V belongs
to exactly one of them. In Sections 4 and 5 we investigate the existence of even and
odd caterpillar factors in trees and bipartite graphs. We present complexity results for
the corresponding decision problems.
3 The Parity Factor Problem
In this section we study the validity of the strong parity property. Currently we do not
know whether there is a good characterization for it. First we mention some simple
local obstructions, and also observe a complexity result. Then we give some sufficient
conditions for graphs to have the strong parity property. At the end of the section we
formulate a conjecture that can be considered as a strengthening of Theorem 11 and
Theorem 12 below, and prove it for 3-regular graphs.
Proposition 4. If a connected graph G = (V,E) contains any of the following, then it
does not have the strong parity property:
(i) a vertex v of degree 1;
(ii) a path v1v2v3 with degG(v1) = degG(v2) = degG(v3) = 2, |V | > 3;
1The existence of H with the required parity properties easily follows by first selecting r = |X|/2 paths
whose ends are mutually disjoint pairs of vertices from X, and then keeping exactly those edges for H which
occur in an odd number of the selected paths. If a cycle C ⊂ H violates the extra condition, then switching
between selection and non-selection of its edges makes |E(H)| decrease, without changing the parity of any
deg
H
(v). Theorem 3 later led to the development of the theory of T -joins; see e.g. Chapters 6.5 and 6.6 in
[14], or the survey [8].
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(iii) a path v1v2v3 and a further vertex v4, such that degG(v1) = degG(v3) = 2,
degG(v2) = 3, v2v4 is a cut-edge of G, and the component containing v2 in G−v4
has order at least 4.
Proof. In each case we prescribe some vertices in and out of the set X , which will make
it impossible to satisfy the parity conditions with a spanninng subgraph of all-positive
degrees.
(i) Just require v /∈ X . This would need at least two edges incident with v.
(ii) We prescribe v2 ∈ X and v1, v3 /∈ X , plus a further vertex w ∈ X distinct from
v1, v2, v3. Then an X-parity-factor F would require all the four edges incident
with v1 and v3, but then v2 cannot have odd degree in F .
(iii) Let H be the component containing v4 in G−v2. For each v ∈ V (H) we prescribe
v ∈ X if and only if degH(v) is odd. Further, for the vertices in the component
containing v2 in G− v4 we set the conditions as in the preceding case (ii).
Suppose for a contradiction that there exists an X-parity-factor F in G. Then
degF∩E(H)(v) ≡ degH(v) (mod 2) holds for all v ∈ V (H) \ {v4}. But then, since
the number of odd degrees in H — as well as in F ∩ E(H) — is even, the same
congruence is valid for v4, too. Consequently the edge v2v4 cannot occur in F .
This leads to the contradiction that the restriction of F to the subgraph induced
by V (G) \ V (H) would be a parity factor for (ii).
Corollary 5. The class of graphs not having the strong parity property does not admit
any ‘forbidden (induced) subgraph characterization’.
Proposition 6. The strong parity property does not admit any ‘forbidden (induced)
subgraph characterization’.
Proof. Given any candidate F for a forbidden induced subgraph, we supplement F with
|V (F )| new vertices, which are completely adjacent to F and also to each other. Clearly
|V (F )| ≥ 2. We claim that this extended graph admits the strong parity property,
despite that it contains F as an induced subgraph. Let X be an arbitrary given set
of even size. If a vertex v of F has the same degree parity in the extended graph as
prescribed byX , we keep all edges at v. For the other vertices of F we delete a matching
M from their set to the set of new vertices. (In the worst case this is a perfect matching
between F and the new vertices.) Now consider the new vertices after the removal of
M . Let S be the set of vertices where the parity of current degree differs from what
is prescribed by X . Note that also S has even size, because the removal of each edge
changes parity at exactly two vertices, and at the beginning (before the removal of M)
we had an even number of odd degrees and also an even number of odd prescriptions by
X , thus the symmetric difference of the two even sets was also even; this was modified
by −2 or 0 or +2 by the removal of each matching edge. So, |S| is even, and removing
a perfect matching from the complete subgraph induced by S we obtain an X-parity
factor. Since we inserted more than two new vertices, the remaining graph after all the
edge removals is still connected, and in particular all vertex degrees are positive.
The definition of strong parity property puts a condition on exponentially many
distributions of odd and even parities. For this reason, when just the formalization of
the problem is considered, in the polynomial-time hierarchy of complexity classes it is
Πp2 which surely contains the corresponding decision problem. We can go down one
level in the hierarchy as follows.
Theorem 7. The decision problem, whether a generic input graph has the strong parity
property, belongs to the class coNP.
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Proof. If G = (V,E) does not have the strong parity property, then there is a subset
X ⊆ V for which no X-parity-factor exists. Calling for an NP-oracle we obtain an
X of this kind. Setting Bv = {k | 1 ≤ k ≤ deg(v), k ≡ 1 (mod 2)} for v ∈ X and
Bv = {k | 2 ≤ k ≤ deg(v), k ≡ 0 (mod 2)} for v ∈ V \ X , we can apply Theorem 1
to verify in polynomial time that X does not admit an X-parity-factor. By the same
theorem a false solution can also be recognized efficiently.
Problem 8. Is the strong parity property checkable in polynomial time, or is it coNP-
complete?
The following theorem gives a sufficient condition for a graph to have the strong
parity property.
Theorem 9. Let G be a connected graph of minimum degree δ(G) ≥ 2. If G contains
a connected factor F with degF (v) < degG(v) for every vertex v of G, then G has the
strong parity property.
Before a proof of this theorem we introduce the concept of binary factor. A sequence,
whose elements are from the set {0, 1} is called a binary sequence. Let G be a connected
graph with vertex set V (G) = {v1, . . . , vn} and degree sequence D = {d1, . . . , dn},
di = degG(vi). The binary degree sequence of G is the sequence A = {a1, . . . , an},
where ai = di (mod 2). Clearly, the number of ones in A is always even.
Let B = {b1, . . . , bn} be a binary sequence with even number of ones. A binary-
factor of G with respect to B (or, equivalently, a B-factor) is a factor F of G, whose
binary degree sequence is B.
Lemma 10. Let G be a connected graph with vertex set V (G) = {v1, . . . , vn}, with
degree sequence {d1, . . . , dn}, and with δ(G) ≥ 2; let H be a connected factor of G
with 1 ≤ degH(vi) < degG(vi) for all 1 ≤ i ≤ n, and let B = {b1, . . . , bn} be a binary
sequence with even number of ones. Then G has a B-factor F .
Proof. Determine first the binary degree sequence A = {a1, . . . , an} of G. Next, com-
pute the binary sequence C = {c1, . . . , cn} with ci = (ai + bi) (mod 2) and define the
set X = {vi | ci = 1, i = 1, . . . , n}. It is easy to see that X has an even number of
elements. Now we apply Theorem 3 on the graph H with the set X . The result is a
spanning forest K of H with the binary sequence C. Then the required B-factor F
of G is obtained by removing all edges of K from the graph G. Here the conditions
K ⊆ H and degH(vi) < degG(vi) guarantee that every vertex has a positive degree in
G− E(K).
Now the proof of Theorem 9 immediately follows from the lemma. Below we give
some classes of graphs for which the existence of a connected factor described in Theo-
rem 9 can be proved.
Theorem 11. If G is a 2-edge-connected graph with δ(G) ≥ 4, then G has the strong
parity property.
Proof. We apply Theorem 9 with F being a spanning tree T of G as guaranteed by
Theorem 2.
Theorem 12. If a graph G has a Hamiltonian path and δ(G) ≥ 3, then it has the
strong parity property.
Proof. We apply Theorem 9 with F being a Hamiltonian path of G.
5
Theorem 13. If every vertex of a connected graph G is incident with a 2-cycle or with
a 3-cycle, then G has the strong parity property.
Proof. We start with the same line as in the proof of Theorem 9. Let v1, . . . , vn be the
vertices of G and let A = (a1, . . . , an) be the binary degree sequence of G. For a subset
X ⊆ V (G) of even cardinality, first define the binary sequence B = (b1, . . . , bn) where
bi = 1 if and only if vi ∈ X . Then, consider the binary sequence C = (c1, . . . , cn) with
ci = (ai + bi) (mod 2) and take the set Y = {vi | ci = 1, i = 1, . . . , n}.
For the graph G and for the set Y , we consider a spanning subgraph H which
satisfies the parity conditions and has the smallest size |E(H)| under this assumption.
By Theorem 3, there exists such a spanning subgraph H . We will prove that degH(v) <
degG(v) holds for every v ∈ V (G). First observe that, by the minimality assumption,
H does not contain parallel edges. Now, assume that there is a vertex v such that
degH(v) = degG(v). This vertex cannot be incident with parallel edges in G and hence,
there is a triangle uvu′ in G. Since degH(v) = degG(v), both edges uv and u
′v belong
to H . If uu′ ∈ E(H), consider the spanning subgraph H ′ with E(H ′) = E(H) \
{uv, u′v, uu′}; if uu′ /∈ E(H), consider H ′ with E(H ′) = (E(H)∪ {uu′}) \ {uv, u′v}. In
either case, H ′ satisfies the parity conditions and has strictly smaller size than H . This
contradiction proves that degH(v) < degG(v) for every v ∈ V (G).
Define the spanning subgraph F of G with E(F ) = E(G) \ E(H) and observe that
B is the binary sequence of F . Moreover, for every vertex v, degH(v) < degG(v) implies
degF (v) ≥ 1. Thus, F is a parity factor of G with respect to X .
From this theorem we immediately have that all connected claw-free graphs with
minimum degree at least 3 have the strong parity property. In a more general form, we
conclude the following.
Corollary 14. If G is a connected K1,r-free graph with δ(G) ≥ r ≥ 3, then G has the
strong parity property.
We think that the following strengthening of Theorems 11 and 12 is also true.
Conjecture 1. Every 2-edge-connected graph of minimum degree at least three has the
strong parity property.
To prove the conjecture for a graph G, it would be enough to find a factor F ⊂ G
mentioned in Theorem 9. However, the condition δ(G) ≥ 3 is not strong enough to
ensure the existence of such a factor. A general counterexample is the class of 3-regular
graphs having no Hamiltonian path. Indeed, in those graphs any spanning tree contains
a vertex of degree three because the graphs of maximum degree less than 3 are disjoint
unions of paths and cycles. On the other hand, for 3-regular graphs we can prove the
conjecture, even in a slightly stronger form.
Theorem 15. If G is a connected 3-regular graph such that the cut-edges of G are
contained in a path, then G has the strong parity property.
Proof. By Petersen’s theorem [16] G has a 1-factor M , hence removing the edges of M
we obtain a 2-factor; let the components of G −M be H1, . . . , Hk. Here each Hi is
a cycle, whose length can be any positive integer including 1 (loop) or 2 (two parallel
edges) also. Since G is connected, one can select a subset F ⊂ M of k − 1 edges from
the perfect matching such that H+ := E(H1)∪· · ·∪E(Hk)∪F is a connected spanning
subgraph of G.
Instead of X we consider Z := V (G) \ X . Note that also Z has an even number
of vertices, say |Z| = 2m, because G is 3-regular, hence |V (G)| is even. We are going
to prove that H+ admits a selection of m paths, which we shall denote by P 1, . . . , Pm,
6
such that they are mutually vertex-disjoint, all have both of their endpoints in Z, and
all their internal vertices are in X .
We proceed by induction on k. If k = 1, then H+ is a Hamiltonian cycle in G, which
is split into 2m subpaths by the vertices of Z. Selecting every second path we obtain a
collection of paths as required.
Assume now k > 1. There exists a cycle in H+, say Hk, which is incident with
precisely one edge of F . Let this edge be vw, where v ∈ V (Hk) and w ∈ V (Hj) for
some j 6= k. We also set Zk := Z ∩ V (Hk).
If |Zk| is even and positive, then Zk splits Hk into an even number of subpaths. In
this case we can select every second subpath, as we did in the case of k = 1, delete
V (Hk) and all its incident edges from H
+, and apply induction. (For |Zk| = 0 we just
delete V (Hk) and the incident edges.)
Suppose that |Zk| is odd. We now choose a vertex z ∈ Zk which is closest to v along
the cycle Hk. (The case of z = v is also possible.) If |Zk| > 1, we consider the shortest
subpath P of Hk which is disjoint from {z, v} and contains all vertices of Zk \{z}. This
P is split into an odd number of subpaths by Zk \ {z}; we select the first, third, ..., last
of them. After that, we apply the induction hypothesis to the graph obtained by the
removal of Hk, for the modified set Z
′ := (Z \Zk)∪{w}. Note that Z ′ contains an even
number of vertices, say 2m′, and the modified graph has a similar tree structure with
a 2-factor consisting of k − 1 cycles. Hence it contains a collection of m′ paths whose
set of endpoints is identical to Z ′. One of those paths ends in w; we extend it until z
using the shortest v–z path in Hk. This procedure proves that the required collection
P 1, . . . , Pm of m paths exists indeed.
To complete the proof of the theorem we consider the graph H∗ with vertex set
V (G) and edge set E(G) \
(⋃m
i=i E(P
i)
)
. If a vertex u is the endpoint of some P i, then
it has degree 2 in H∗; if it is an internal vertex of some P i, then it has degree 1 in
H∗; and if it is outside of
(⋃m
i=i V (P
i)
)
, then it has degree 3 in H∗. This fact verifies
the validity of the theorem because a vertex is an endpoint of some P i if and only if it
belongs to Z.
4 The Even Caterpillar Factor Problem
In this section we consider the following decision problem, and prove that it can be
solved in linear time on the class of trees, but the problem is NP-complete on the class
of planar bipartite graphs.
Even Caterpillar Factor (ECF) Problem
Instance: A simple undirected graph G.
Question: Does G admit an even caterpillar factor?
Given a rooted tree T and a caterpillar subgraph Fi of T , we will use the following
terminology. The path of a caterpillar Fi is a path subgraph which consists of the
vertices with degFi(v) ≥ 2 and additionally, the vertex of the caterpillar which is closest
to the root of T is also included, if it remains a path. Applying this terminology, we
also say that a vertex x is a leaf of y in the caterpillar, if x does not belong to the path
and y is the only neighbor of x in Fi. For example, if Fi is the P3-subgraph xyz and
y is the vertex which is closest to the root of T , then the path of the caterpillar is of
length 0 (contains only the vertex y). But if z is the “upper” vertex among x, y, z, then
the path of Fi contains the edge zy. Similarly, if Fi is just an edge xy and the root of
T is closer to y than to x, then the path of Fi is y and the leaf is x.
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Theorem 16. The Even Caterpillar Factor Problem can be solved in linear time on
the class of trees.
Proof. Given a tree T , we choose a vertex r of degree 1 and consider the tree rooted in
r. In the algorithm, the vertices are traversed in postorder and at each vertex v different
from r, we assign a set L(uv) ⊆ {R,B,G,G∗} of labels to the edge which connects v to
its parent u. Hence the edge uv is labeled when all the edges between v and its children
have been labelled.
The labels R, B, G, G∗ will express the possible roles of the edges in an even cater-
pillar factor F of T . For an edge uv, where u is the parent of v in T , the interpretation
of the labels is the following:
R (red): the edge uv is not included in the caterpillar factor;
G (green): the edge uv is included in the caterpillar factor and there v is a leaf of u;
G∗ (green*): the edge uv is included in the caterpillar factor and there u is a leaf of
v;
B (blue): the edge uv is included as an edge of the path of a caterpillar.
First, we describe an algorithm which solves the ECF-problem and then we show
how this algorithm can be simplified to achieve a linear running time.
Consider a vertex v 6= r in T and denote its parent by u and its children by v1, . . . , vk.
Assume that all the edges vv1, . . . , vvk have already got their sets of labels. For every
k-tuple C = (C1, . . . , Ck) with Ci ∈ L(vvi) for all i, we determine ℓv(C) as follows:
(1) If B occurs more than two times among the entries of C, then ℓv(C) = ∅.
(2) If there is a label Ci = G
∗ and there is another label Cj 6= R (j 6= i), then
ℓv(C) = ∅.
(3) If there is a label Ci = G
∗ and we have Cj = R for all j 6= i, then ℓv(C) = {R}.
If neither of the above conditions holds, then we have only R, G and at most two times
B in C. Under this assumption, denoting by g and b the number of G and B entries,
respectively, in C, we determine ℓv(C) as follows:
(4) If g + b = 0, then ℓv(C) = {G}.
(5) If g + b = 1, then ℓv(C) = {R,B}.
(6) If g + b is even and g + b ≥ 2, then ℓv(C) = {R}.
(7) If g + b is odd, g + b ≥ 3 and b ≤ 1, then ℓv(C) = {B}.
(8) If g + b is odd, g + b ≥ 3 and b = 2, then ℓv(C) = {G∗}.
Note that if v 6= r is a leaf of T then, by (4), the algorithm assigns {G} to the edge
incident with v.
The set L(uv) is defined as the union of all possible ℓv(C). The algorithm stops
and outputs a negative answer to the ECF-problem if L(uv) is empty. If this is not
the case for any vertex v 6= r, the edge rr′ is assigned with a nonempty set L(rr′).
If L(rr′) = {R}, then the answer is negative again as L(rr′) = {R} means that r
cannot belong to any even caterpillar factors of T . Otherwise, we can construct an even
caterpillar factor of T .
Let T (v) be the subtree which contains v and is obtained from T by deleting the
edge between v and its parent u. Adding the vertex u and the edge uv to T (v), we
obtain T+(v). Now, we can state the following claim which shows the correctness of
the algorithm.
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Claim 17. Let v be a vertex of T different from the root r.
(i) The subtree T (v) has an even caterpillar factor, if and only if R ∈ L(uv).
(ii) The subtree T+(v) has an even caterpillar factor in which uv belongs to the path
of a caterpillar, if and only if B ∈ L(uv).
(iii) The subtree T+(v) has an even caterpillar factor in which v is a leaf of u, if and
only if G ∈ L(uv).
(iv) The subtree T+(v) has an even caterpillar factor in which u is a leaf of v, if and
only if G∗ ∈ L(uv).
(v) Neither of T (v) and T+(v) has an even caterpillar factor, if and only if L(uv) =
∅.
Proof. The statement is clearly true for the leaves of T . Thus, we may use induction
according to the vertex order used in the algorithm.
(i) If T (v) has an even caterpillar factor F , we have four cases. First assume that
degF (v) = 1 and v belongs to a P2 component vvi in F . Then, by the induction
hypotesis, G ∈ L(vvi) and for every j 6= i we have R ∈ L(vvj). By (5), this implies
R ∈ L(uv). In the second case, degF (v) = 1 and v belongs to the path of a caterpillar
the order of which is at least 3. Then, there is an index i such that vvi belongs to
the path of this caterpillar and vvj /∈ E(F ) for all j 6= i. Together with the induction
hypotesis this implies that B ∈ L(vvi) and R ∈ L(vvj) if j 6= i. By (5), we have
R ∈ L(uv). In the third case, degF (v) = 1 and v does not belong to the path of a
caterpillar. Our definition implies that v must be a leaf of a vertex vi in F and vi is
incident with exactly two blue edges. In this case we may conclude that G∗ ∈ L(vvi)
and R ∈ L(vvj) for every j 6= i. By (3), we have R ∈ L(uv) again. In the last case,
degF (v) ≥ 2 and degF (v) is even. Then, v belongs to the path of the caterpillar, it is
incident with at most two blue edges, and degF (v) = g + b is even. By (6), R ∈ L(uv).
The other direction of (i) can be verified by checking the conditions in steps (3), (5)
and (6) of the algorithm and applying the induction hypothesis. Parts (ii)–(iv) of the
claim can be verified similarly. Having (i)–(iv) in hand, the statement in (v) follows
directly.
Thus, the above algorithm is correct, but checking all the possible k-tuples C at a
vertex v might take exponential time. In what follows, we show reductions which result
in a linear-time algorithm. The idea is that any combination of labels can be modified
in linear time to a situation where each v needs only a bounded number of k-tuples to
be checked. The argument below shows that no more than 16 tuples suffice. (Just to
prove a constant upper bound, a shorter argument would also work.)
Reducing the number of labels in L(e). Let u be the parent of v and let w
be the parent of u. First, suppose that both G∗ and B are present in L(uv). If there is
a tuple C (for u) which contains label G∗ for uv and ℓu(C) 6= ∅, then all the other entries
of C are R and ℓu(C) = {R}. The same label R (in fact also B) can be obtained if we
replace G∗ by B in C. Consequently, if a set L(e) of labels contains both G∗ and B, then
G∗ can be deleted, and the output of the algorithm remains the same. Second, assume
that B and G are present in L(uv). One can check one by one the cases (1)–(8) in the
algorithm, and infer that if an entry Ci equals B in C and C′ is obtained by replacing
this B with G, any label X ∈ ℓu(C) belongs to ℓu(C′) as well. So, performing these
replacements, we may assume that every L(e) contains at most two labels, at most one
from {G∗, B,G} and at most one from {R}.
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Eliminating some special cases at a vertex v. Let v1, . . . , vk be the children
of v and let u be the parent of v.
• If R ∈ L(vvi) for every i, we put G into L(uv). Moreover, if L(vvi) = {R} for
every i, then L(uv) = {G}; and if at least one of the sets L(vvi) also contains G
∗,
B or G, then L(uv) = {R,G}.
• Assume that R is missing from exactly one set, namely from L(vvj). If L(vvj) =
{G∗}, then L(uv) = {R}. If L(vvj) = {G} or L(vvj) = {B}, then L(uv) = {R,B}.
Remark that G ∈ L(uv) is not possible, since at least one of the edges vvi will
get a color different from red. Hence, by the reduction rules from the previous
paragraph, we cannot get a better label for uv from {G∗, B,G} than B.
• If R is missing from more than two sets, all the labels G∗ can be deleted. If it
results in an empty L(e), then there is no even caterpillar factor in T .
Reducing the number of tuples at a vertex v. After performing the above
simplifications, we may assume that every L(vvi) is one of the following: {R}, {B},
{G}, {R,B}, {R,G} and at least two sets do not contain R. In a k-tuple C which gives
ℓv(C) 6= ∅, we may have at most two B-entries and, if it is satisfied, only the parity of
the number of G and B entries determines ℓv(C). Hence, it is enough to keep at most
two sets which are {R,B} and at most two ones which are {R,G}; the remaining sets
{R,B} and {R,G} will be replaced by {R}. This results in at most 16 different k-tuples
to be checked at a vertex v.
The above reductions can be performed one by one in O(degT (v)) time, and then
L(uv) can also be determined in O(degT (v)) time for each vertex v.
To prove the NP-hardness of the ECF problem on the class of planar bipartite
graphs, we will make a reduction from the Strongly Planar 3-SAT problem. To define
this problem, we associate each 3-CNF formula F with a graph GF . The vertex set of
GF consists of the clause-vertices c1, . . . , cℓ (one for each clause of F ) and the literal-
vertices x01, x
1
1, . . . , x
0
k, x
1
k. For each i ∈ [k], we make adjacent x
0
i and x
1
i which represent
the negative and positive form of Xi, respectively. Further, to get GF , we connect each
clause-vertex cj to the three vertices which represent the literals in Cj . The formula
F is called strongly planar if the associated graph GF is planar. The Strongly Planar
3-SAT problem, which is the 3-SAT problem restricted to the strongly planar 3-CNF
instances, was proved to be NP-complete in [7] (for preliminaries and an alternative
proof see [11] and [22]).
Theorem 18. The Even Caterpillar Factor Problem is NP-complete on the class of
planar bipartite graphs.
Proof. The problem clearly belongs to NP. To prove the NP-hardness we present a
polynomial-time reduction from the Strongly Planar 3-SAT problem.
First, consider a 3-CNF formula F over the set X = {X1, . . . , Xk} of variables. Let
the set of the clauses be C = {C1, . . . , Cℓ}. Each clause is a disjunction of three literals.
A literal is either the positive or the negative form of a variable.
Construction of G∗F . For each variable Xi construct a gadget on the following set of 16
vertices:
{xi, yi, y
′
i, y
′′
i , z
′
i,1, z
′
i,2, z
′
i,3, z
′′
i,1, z
′′
i,2, z
′′
i,3, x
0
i , x
1
i , u
0
i , v
0
i , u
1
i , v
1
i }.
The edge set of the gadget is
{xiyi, xiy
′
i, xiy
′′
i , y
′
iz
′
i,1, y
′
iz
′
i,2, y
′
iz
′
i,3, y
′′
i z
′′
i,1, y
′′
i z
′′
i,2, y
′′
i z
′′
i,3, xix
0
i , x
0
i u
0
i , u
0
i v
0
i , xix
1
i , x
1
iu
1
i , u
1
i v
1
i }.
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Figure 1: Graph G∗
F
constructed for the clause C1 = X1 ∨ ¬X2 ∨X3
Moreover, in G∗F , each clause Cj is represented by a vertex cj which is adjacent to x
1
i
if Cj contains the literal Xi, and adjacent to x
0
i if Cj contains ¬Xi. (For illustration,
see Fig.1.) It is easy to check that G∗F is bipartite.
As G∗F can be obtained from GF by subdividing each edge x
0
i x
1
i and inserting vertex-
disjoint trees, it is clear that G∗F is planar if and only if GF is planar. Hence, we may
assume that F is a general instance of the Strongly Planar 3-SAT problem. We are going
to prove that the associated planar bipartite graphG = G∗F has an even caterpillar factor
if and only if F is satisfiable.
Observe that in every even caterpillar factor of G (if exists), the vertices xi, yi, y
′
i, y
′′
i ,
z′i,1, z
′
i,2, z
′
i,3, z
′′
i,1, z
′′
i,2, z
′′
i,3 must belong to the same caterpillar component; we call it Xi-
component. Since xi must be of even degree in the subgraph, theXi-component contains
exactly one of x0i and x
1
i . The path of this caterpillar is y
′
ixiy
′′
i and all the remaining
vertices are leaves. In particular, if the component contains xsi (s = 0, 1), then the even
caterpillar factor omits all incident edges of the form xsi cj (j ∈ [ℓ]). The Xi-component
contains only those 11 vertices mentioned above.
First, suppose that G has an even caterpillar factor. We define the truth assignment
ϕ : X → {t, f} as follows. Let ϕ(Xi) = t if x0i belongs to the Xi-component; otherwise,
if x1i is included, ϕ(Xi) = f . Then, every variable is assigned either with true or with
false. Since the factor may not contain isolated vertices, every vertex cj has a neighbor
in it. If cj shares a component with a neighbor x
0
i , then the clause Cj contains the literal
¬Xi. In this case, x1i is the vertex contained in the Xi-component, hence ϕ(Xi) = f and
Cj is satisfied by the truth assignment ϕ. In the other case, cj shares a component with
a vertex of the form x1i ; Cj contains the positive literal Xi; and ϕ(Xi) = t. Therefore,
all the clauses of the instance are satisfied by ϕ.
Next, suppose that the 3-SAT instance is satisfied by ϕ : Xi → {t, f}. To obtain an
even caterpillar factor in G, first take the Xi-components as defined above. If ϕ(Xi) = t,
the Xi-component contains x
0
i and, moreover, the edge u
0
i v
0
i forms another component.
Similarly, if ϕ(Xi) = f , the Xi-component contains x
1
i , and u
1
i v
1
i forms a different
component. Now, we consider the vertices representing the clauses. For each clause Cj ,
we pick exactly one literal which satisfies Cj and mark the corresponding edge (cjx
0
i or
cjx
1
i ) as an edge to be included in the caterpillar factor. Finally, we check each vertex
xsi (s = 0, 1) outside the Xi-components. If x
s
i is incident with a positive even number
of marked edges, then we define this star as a component in the factor; moreover usiv
s
i
determines a further component. If xsi is incident with an odd number of marked edges,
then the star is supplemented with the edges xsiu
s
i and u
s
iv
s
i . If x
s
i is not incident with
any marked edges, take the path xsiu
s
iv
s
i as a component. In the end, we obtain an even
caterpillar factor of G.
Since the strongly planar 3-SAT instance is satisfiable if and only if G has an even
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caterpillar factor, the ECF problem is proved to be NP-complete on the class of planar
bipartite graphs.
Remark 1. In the current setting, the definition of “even caterpillar” allows K2 com-
ponents also. If we define “strongly even caterpillars” in a stricter way by excluding the
K2 components (there can be some motivation to do it), also the strongly even caterpil-
lar factor problem is NP-complete on the class of bipartite graphs; but with our method
we cannot involve the restriction of planarity. The construction is similar to that in
the proof of Theorem 22 of the next section, with the modification that one should use
2 copies of G∗F instead of 2 copies of HF .
5 The Odd Caterpillar Factor Problem
In this section we first characterize trees which admit odd caterpillar factors and show
that this characterization leads to a linear-time algorithm on trees. In contrast, the
corresponding decision problem is NP-complete on the class of bipartite graphs that we
will prove at the end of the section.
In an odd caterpillar factor every vertex has an odd degree. Hence, the order of the
graph is always even. To formulate our first result, we will use the following terminology.
A component is called odd or even if its order is odd or even, respectively. The oddness
oG(v) of a vertex v in a graph G is the number of odd components in G − v. Observe
that if G is of even order, then oG(v) is odd for every v ∈ V (G). A vertex v ∈ V (G) is
called A-vertex if oG(v) = 1; otherwise, if oG(v) ≥ 3, it is a B-vertex. A neighbor which
is a B-vertex is called B-neighbor. Note that, if a graph G admits a perfect matching
(which is also an odd caterpillar factor), then every vertex of G is an A-vertex.
Theorem 19. A tree T admits an odd caterpillar factor if and only if it is of even
order and
(⋆) for every vertex v ∈ V (T ), at most two of its B-neighbors belong to odd components
in T − v.
Proof. First, assume that |V (T )| = n is even and T satisfies (⋆). For every vertex v,
mark the edges between v and the odd components of T − v. As T is a tree, there
is exactly one edge between v and any component of T − v. If uv is an edge and u
belongs to an odd component Ci in T − v, then v belongs to an odd component (of
order n − |V (Ci)|) in T − u. In other words, the relation is symmetric, an edge uv is
marked when v and T − v are considered, if and only if it is marked when u and T − u
are considered. Therefore, every v ∈ V (T ) is incident with exactly oT (v) marked edges.
The set of all marked edges determines the spanning subgraph F of T . In this forest
F , every vertex v has degree oT (v) which is odd (and therefore, it is always positive).
Let F ′ be the subgraph induced by the B-vertices of T in F . If condition (⋆) holds for
T , then ∆(F ′) ≤ 2 and each component of F ′ is a (possibly trivial) path. An A-vertex
is either adjacent to a B-vertex or it is adjacent to another A-vertex forming a P2 in
F . Consequently, F is an odd caterpillar factor of T . This proves the sufficiency of the
condition.
Now, we prove the necessity. Assume that a tree T has an odd caterpillar factor H .
Then, clearly, |V (T )| is even. For any vertex v and any odd component Ci of T − v,
Ci does not admit any odd caterpillar factors and therefore, the edge between Ci and
v must be present in H . This implies dH(v) ≥ oT (v) for all v ∈ V (T ). In particular,
every B-vertex of T has a degree of at least 3 in H . On the other hand, any vertex
may have at most two non-leaf neighbors in a caterpillar. Therefore, T has to satisfy
condition (⋆) if an odd caterpillar factor exists.
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As we have seen in the proof of Theorem 19, the set of marked edges determines
a factor F which is an odd caterpillar factor if and only if the tree T has at least one
such factor. Since an edge e ∈ E(T ) was marked if and only if T − e consists of two odd
components, we may state the characterization in a different form as well.
Theorem 20. A tree T admits an odd caterpillar factor if and only if the edge set
E′ = {e ∈ E(T ) | T − e has two odd components}
determines an odd caterpillar factor in T .
Odd Caterpillar Factor (OCF) Problem
Instance: A simple undirected graph G.
Question: Does G admit an odd caterpillar factor?
Proposition 21. The Odd Caterpillar Factor Problem can be solved in linear time on
the class of trees.
Proof. Given a tree T , we first check its order. If it is even, we fix an arbitrary vertex
r and determine the tree T rooted in r. This can be done in linear time.
We traverse the rooted tree in postorder and determine a subgraph F . For every
vertex v we calculate the order t(v) of the subtree T (v) rooted in v (T (v) contains a
vertex x if the path from x to r contains v). The order t(v) equals 1 if v is a leaf.
Otherwise, it can be calculated as 1 +
∑j
i=1 t(vi) where v1, . . . , vj are the children of
v. The edge connecting v to its parent is included in the subgraph F , if and only if
t(v) is odd. By Theorems 19 and 20, it sufficies to check whether the components of F
are all odd caterpillars. The determination of t(v) for all vertices, the construction and
checking of F can be done in linear time.
Theorem 22. The Odd Caterpillar Factor Problem is NP-complete on the class of
bipartite graphs.
Proof. The OCF problem clearly belongs to NP. To prove the hardness we reduce the
NP-complete 3-SAT problem to the OCF problem on bipartite graphs.
Given a generic instance F of 3-SAT, let us denote its variables and clauses by
X1, . . . , Xk and by C1, . . . , Cℓ, respectively. We start with the associated graph G
∗
F
as it was constructed in the proof of Theorem 18 and modify it in the following way.
First, we obtain HF by deleting the vertices yi, z
′
i,3, z
′′
i,3, u
s
i and v
s
i from G
∗
F for every
i ∈ [k] and s ∈ {0, 1}; and by adding a new vertex dj to each clause-vertex cj such that
N(dj) = N(cj); that is, every clause is represented by two (twin) vertices in HF . To
finish the construction we take two disjoint copies of HF , namely (HF , 1) and (HF , 2),
where the vertices originated from a vertex w ofHF will be denoted by (w, 1) and (w, 2),
respectively. Then, we make adjacent the two vertices (xsi , 1) and (x
s
i , 2) for every i ∈ [k]
and s ∈ {0, 1}. The obtained graph, which we denote by H∗F , has 18k+4ℓ vertices and
18k+12ℓ edges. For every 3-CNF formula F , the associated graph H∗F is bipartite. We
will prove that F is satisfiable if and only if H∗F admits an odd caterpillar factor.
First, we assume that H = H∗F has an odd caterpillar factor K and prove that,
under this condition, there exists a truth assignment ϕ : X → {t, f} which satisfies
F . Observe that any vertex (xi, 1) has exactly one leaf in K, and this leaf is either
(x0i , 1) or (x
1
i , 1). In the former case we define ϕ(Xi) = t, while in the latter case we set
ϕ(Xi) = f .
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For every clause vertex (cj , 1) there exists a neighbor (x
s
i , 1) such that the edge
connecting them belongs to K. Then, (x1−si , 1) is the vertex sharing a component with
(xi, 1). If s = 0, the clause Cj contains the literal ¬Xi and ϕ(Xi) = f . If s = 1, the
clause contains the literal Xi and ϕ(Xi) = t. In either case, ϕ satisfies Cj . Therefore,
ϕ satisfies F .
To prove the other direction, we suppose that the 3-CNF formula F is satisfied by
the truth assignment φ. For every clause Cj we specify exactly one literal Lj which
satisfies it. If Lj = Xi, we mark the following three edges: (cj , 1)(x
1
i , 1), (dj , 1)(x
1
i , 1)
and (x1i , 1)(x
1
i , 2). Further, we fix the odd caterpillar component, called Xi-component,
induced by the vertices (xi, 1), (x
0
i , 1), (y
′
i, 1), (y
′′
i , 1) and the four leaves attached to the
last two vertices. If the specified literal Lj is ¬Xi, we do it analogously by switching
the roles of (x1i , 1) and (x
0
i , 1). After performing it for every clause of F , there might
be some variable Xi such that neither (x
0
i , 1) nor (x
1
i , 1) is incident with any marked
edges. In this case, the Xi-component is chosen to contain (x
0
i , 1) and additionally,
we mark the edge (x1i , 1)(x
1
i , 2). To obtain an odd caterpillar factor K for H , we first
put into E(K) all the edges of the Xi-components and all the edges which have been
marked so far. Then, we supplement this edge set with the corresponding edges from
(HF , 2). It can be easily checked that K consists of odd caterpillar components and K
is a spanning subgraph of the bipartite H .
Consequently, any 3-SAT instance F is satisfiable if and only if the associated bi-
partite graph H∗F admits an odd caterpillar factor. This completes the proof of the
theorem.
Remark 2. If the 3-CNF formula F is not empty, the constructed graph H∗F is not
planar as it contains a subdivision of K3,3.
Remark 3. Theorem 18 and Theorem 22 remain valid under the further restriction
that the input bipartite graphs have bounded maximum degree. These can be derived
from the corresponding versions of the 3-SAT problems applied in the reductions.
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