Priority trees are a data structure used for priority queue administration. Under the model that all permutations of the numbers 1, . . . , n are equally likely to construct a priority tree of size n we give a detailed averagecase analysis of insertion cost measures: we study the recursion depth and the number of key comparisons when inserting an element into a random size-n priority tree. For inserting a random element we obtain exact and asymptotic results for the expectation and the variance and can further show a central limit law of the parameters studied and for inserting an element with specified priority we can show exact and asymptotic results for the expectation of these quantities.
Introduction
Priority trees, also called p-trees for short, are a certain data structure that is used for maintaining priority queues. This data structure was used first in the implementation of the programming language Simula in the early 1960's, which was developed at the Norwegian Computer Center in Oslo by O.-J. Dahl and K. Nygaard.
Priority queues are used for many scheduling problems (e. g., for jobs, events, etc.). Typical applications are given in operating systems (scheduling the execution of different jobs, resource management, etc.) and in discrete event simulation models (scheduling events according to their time of occurrence). In a priority queue every element that is stored is associated with a fixed key, whose value determines its priority. We make here the assumption that a lower key value correspond to a higher priority. For the administration of a priority queue the following two operations are fundamental: "inserting an element with arbitrary priority The structure of a priority tree. The keys of the elements on the left path satisfy q 1 ≥ q 2 ≥ · · · ≥ q r−2 ≥ q r−1 ≥ q r . If q is the key of an element in the l-th right subtree then it holds that q l+1 ≤ q < q l .
(Insert)", and "removing the element with highest priority (Delete)". The data structure of priority trees is a special implementation of binary trees with a particular ordering constraint that makes them suitable for maintaining priority queues: a priority tree is either empty or it consists of a sequence of nodes with non-increasing keys, the so called left path, such that with each node on the left path except the last one, there is associated a possibly empty priority tree, the so called right subtree. All nodes of the right subtree that are associated with a node z on the left path are ranked between z and the left successor of z: if x with key k denotes the left successor of z with key l, then all nodes on the right subtree of z have key values s: k ≤ s < l. This is illustrated in Figure 1 .
In order to insert a new element p into an already constructed priority tree T one uses the algorithm Insert, which is described in the following:
• If T is empty or the root of T has a key not larger than p, then let p be the new root and T its left subtree.
• Otherwise follow the left path of T for the first node x that has a key not larger than the key of p.
-If no such node exists then append p to the left path as a new left leaf.
-Otherwise let us denote by z the predecessor of x; thus the key of p is ranked between the keys of x and z. In this case algorithm Insert will be applied recursively to the right subtree of z to insert node p.
An example of constructing a priority tree with the algorithm Insert is given in Figure 2 . A first average-case analysis of the insertion algorithm Insert and thus a theoretical study of the efficiency of priority trees was given by Jonassen and Dahl in [6] . For this average-case analysis the so called "random permutation model" was used as the underlying probability model. This means that all n! permutations of {1, 2, . . . , n} are assumed to be chosen equally likely as input data arrays to construct a priority tree of size n starting with the empty tree using the algorithm Insert repeatedly (in the sequel we will not distinguish between an element and its key).
Under this model the following cost measures are studied, which can be considered as random variables in our probabilistic setting:
n : the number of key comparisons that are made when inserting a random element into a random priority tree of size n with the algorithm Insert. For the model of randomness we assume further that all values of the set { • A [R] n : the recursion depth, i. e., the number of calls of the algorithm Insert, when inserting a random element into a random priority tree of size n.
• A [L] n : the length of the left path of a random priority tree of size n. Since the element with smallest key and thus with highest priority is located at the last node on the left path of the priority tree this quantity is also of interest.
n is of prime interest, since it gives the cost of an unsuccessful search. The main results of [6] are exact and asymptotic formulae for the expectation of these quantities, which are given below: 2 n it follows that the operation Insert is, asymptotically, for priority trees more expensive than for other priority queue structures (like heaps or leftist trees, see, e. g., [3] ).
The data structure of priority trees is described in several text books on algorithms and data structures, e. g., in [3] , where the results of [6] are cited in parts. Although this data structure has at least some propagation there are very few further theoretical studies of the behavior of priority trees. One "exception" is the work of Nevalainen and Teuhola [8] , where the authors analyzed the behavior of priority trees under so called Hold-operation sequences. A further extension of the work of [6] for random priority trees was given in [9] , where the main focus was a study of certain tree parameters for specified nodes (= elements) rather than random nodes. In particular the authors studied the random variable A [I] n,j , which counts the number of key comparisons when inserting an element with key j + 1 2 , 0 ≤ j ≤ n, i. e., inserting an element with a key between the j-th and j + 1-th smallest key in the tree, into a random size-n priority tree. They obtained exact and asymptotic formulae for the expectation of A [I] n,j . Moreover, the length of the left path A [L] n was studied in detail and it was shown that, after normalization, this quantity is asymptotically normal distributed with mean E(A
n ) ∼ 2 log n. However, it seems that in the literature there do not exist further results for the parameters A
[I]
n and A [R] n , the number of key comparisons and the recursion depth when inserting a random element into a random size-n priority tree. It was the main motivation for the present work to give a thorough theoretical analysis of the behavior of these quantities leading to exact and asymptotic formulae for the variance and to a characterization of the limiting distribution. Furthermore we will also study the random variable A [R] n,j , which gives the recursion depth when inserting an element with key j + 1 2 , 0 ≤ j ≤ n, into a random size-n priority tree. We obtain exact and asymptotic formulae for the expectation of A
[R]
n,j . The results obtained for these quantities are given in Section 2. n when inserting a random element into a random size-n priority tree with the algorithm Insert are given exact and asymptotically by the following formulae. 
Moreover, after centering and scaling, A
[I]
n converges in distribution to a standard normal distributed random variable:
2 dt denotes the distribution function of the standard normal distribution N (0, 1). n when inserting a random element into a random size-n priority tree with the algorithm Insert are given exact and asymptotically by the following formulae.
n ) = 10 27 log n + 8 81
[R] n converges in distribution to a standard normal distributed random variable, where the rate of convergence is of or-
2.2 Costs for inserting a specified element n,j when inserting the element j + 1 2 , with 0 ≤ j ≤ n, into a random size-n priority tree with the algorithm Insert are given exact and asymptotically by the following formulae.
for j = ρn, 0 < ρ < 1.
Theorem 2.4. The expectation of the recursion depth A [R]
n,j when inserting the element j + 1 2 , with 0 ≤ j ≤ n, into a random size-n priority tree with the algorithm Insert are given exact and asymptotically by the following formulae.
n,0 ) = 1, for n ≥ 1.
n,j ) = 2 3 log n + 2 3 log ρ + 2 3 log(1 − ρ)
Mathematical preliminaries
The mathematical analysis of the insertion costs presented here is based on the following description of priority trees, which was introduced in [9] . We use three families of combinatorial objects (= tree families) denoted by A, B and C. The family A = A 0 ∪A 1 ∪A 2 ∪· · · is the family of ordinary priority trees: the trees in A n are generated by successively inserting the elements of a random permutation of {1, . . . , n} with the algorithm Insert starting with an empty tree. The auxiliary families B = B 0 ∪ B 1 ∪ B 2 ∪ · · · and C = C 0 ∪ C 1 ∪ C 2 ∪ · · · are defined as follows: the trees in B n resp. C n are generated by successively inserting the elements of a random permutation of {1, . . . , n} with the algorithm Insert starting with the additional element "+∞" (i. e., an element that has a larger key than every other element) resp. starting with the additional element "−∞" (i. e., an element that has a smaller key than every other element). We always assume that these additional elements are not counted for the size of an object, which means that the size of a tree is given by the number of nodes without elements −∞ or +∞. In our description of the parameters studied we will heavily use the decomposition of the families A, B and C according to the first element k of a random permutation of {1, 2, . . . , n}. These fundamental combinatorial decompositions are given in Figure 3 .
The combinatorial decompositions can be translated directly into distribution recurrences for the random variables A n,j , B n,j , and C n,j , where A n,j is either A
[R]
n,j or A
[I]
n,j , and B n,j and C n,j are the corresponding random variables for the objects of B and C. In order to obtain results for random elements, i. e., for the random variables A n , which either denote A = denotes equality in distribution of two random variables):
where I n,j is the indicator variable of the event U n = j, where U n is uniformly distributed on the set {0, 1, . . . , n}. Analogous equations hold for B n and C n , too. This leads in particular to equations P{A n = m} = 1 n+1 n j=0 P{A n,j = m}, etc. To treat the distribution recurrences for the random variables studied we will use a generating functions approach. A sketch of the proof of the results for the recursion depth when inserting an element into a random priority tree is given in Section 4, whereas the proof of the corresponding results for the number of key comparisons is sketched in Section 5.
For our recursive description of the parameter A n , we require results for C
[L] n obtained in [9] , i. e., results for the length of the left path (= the number of nodes lying on the path from the root to node −∞, where we use the convention that the node −∞ itself is not counted) in a random size-n tree of the family C. We obtain that C n,j , which count the recursion depth (= the number of calls of the algorithm Insert) when inserting the element j + 1 2 , with 0 ≤ j ≤ n, into a random size-n priority tree (i. e., a random size-n tree of the family A). Analogously we define the quantities B
[R]
n,j and C
[R] n,j as the recursion depth when inserting the element j + 1 2 , with 0 ≤ j ≤ n, into a random size-n tree of the families B and C.
A direct translation of the combinatorial decomposition of the objects A, B and C as given in Section 3 leads to the following distribution recurrences, which hold for n ≥ 1 and 0 ≤ j ≤ n, and initial values P{A 
Introducing the generating functions
n,j = m}z n u j v m , etc., and multiplying the system of recurrences (4.2) with nz n−1 u j v m and summing up for n ≥ 1, 0 ≤ j ≤ n, and m ≥ 0, we can translate the recurrences into the following system of linear differential equations:
One can successively eliminate the auxiliary functions B(z, u, v) and C(z, u, v) from the system (4.3) and obtains a third order homogeneous linear differential equation for the function A(z, u, v) of interest: 
Inserting a random element
We study now the random variables A [R] n , which count the recursion depth when inserting a random element into a random size-n priority tree. Analogously we define the random variables B 
From this explicit solution of A(z, v) one directly obtains closed formulae for the moments of A
[R]
n . Thus the first part of Theorem 2.2 follows after differentiating w. r. t. v, evaluating at v = 1 and extracting coefficients.
To show the central limit theorem for A
[R] n we will apply basic singularity analysis [1] to the explicit formula (4.5), which directly leads to the following expansion of the moment generating function of A
[R] n that holds uniformly in a complex neighborhood of s = 0:
with an arbitrary small > 0, U (s) =
and a certain analytic function V (s). The central limit theorem stated in Theorem 2.2 follows now from (4.6) by an immediate application of the quasi power theorem due to Hwang (see [5] ).
5 Number of key comparisons 5.1 Inserting a specified element We consider the quantities A [I] n,j , which count the number of key comparisons when inserting the element j + 1 2 , with 0 ≤ j ≤ n, into a random size-n priority tree (i. e., a random size-n tree of the family A). Analogously we define the quantities B [I] n,j and C [I] n,j as the number of key comparisons when inserting the element j + 1 2 , with 0 ≤ j ≤ n, into a random size-n tree of the families B and C.
A direct translation of the combinatorial decomposition of the objects A, B, and C as given in Section 3 leads to the following distribution recurrences, which hold for n ≥ 1 and 0 ≤ j ≤ n, with the initial values P{A 
Introducing the generating functions A(z, u, v) := n≥0 0≤j≤n m≥0 P{A
n,j = m}z n u j v m , etc., and multiplying the system of recurrences (5.7) with nz n−1 u j v m and summing up for n ≥ 1, 0 ≤ j ≤ n, and m ≥ 0, we can translate the recurrences into the following system of linear differential equations: • The r-th factorial moments of A , and a (j) r as described above.
• The r-th centralized and normalized moments of A • The Theorem of Fréchet and Shohat (see, e. g., [7] ) shows then the central limit theorem stated in Theorem 2.1.
