Abstract. We prove that for any zero α of the Alexander polynomial of a two-bridge knot, −3 < Re(α) < 6. Furthermore, for a large class of two-bridge knots we prove −1 < Re(α).
Introduction
In 2002 Jim Hoste made the following conjecture based on his extensive computer experiment: Conjecture 1. ( J. Hoste, 2002) Let K be an alternating knot and ∆ K (t) be its Alexander polynomial. Let α be a zero of ∆ K (t). Then Re(α) > −1.
This conjecture is known to be true for some classes of alternating knots. 1) If K is a special alternating knot, then all zeros of its Alexander polynomial lie on a unit circle ([M2] , [L] , [T] ), and ∆ K (−1) = 0, so Conjecture 1 holds.
2) If α is a real zero of the Alexander polynomial ∆ K (t) of an alternating knot K, then α > 0, since the coefficients of the Alexander polynomial of an alternating knot have alternating signs ( [C] , [M1] ). Therefore, if all zeros are real, then K satisfies Conjecture 1.
3) Any knot K with deg ∆ K (t) = 2 satisfies −1 < Re(α) < 3. Any alternating knot K with deg ∆ K (t) = 4 satisfies Conjecture 1.
The problem of finding a lower or upper bound of the real part of zeros of the Alexander polynomial is reduced to a problem of showing the stability of the matrix associated to a Seifert matrix U of a knot. Then we apply a well known Lyapunov theorem on the stability of matrices. This approach, described in detail in section 2 below, is particularly successful for two-bridge knots. A two-bridge knot K = K(r) is identified by a rational number r. We use an even negative continued fraction expansion r = [2a 1 , 2a 2 , . . . , 2a m ] to construct a knot diagram Γ(K(r)), a Seifert surface F and its Seifert matrix U .
Throughout the paper by a two-bridge knot we will mean a two-bridge knot or a two-component two-bridge link, and its Alexander polynomial is defined by ∆ K(r) = det(U t − U T ) (see [BZ] ). In this paper we prove the following theorems: Theorem 1. Let K(r) be a two-bridge knot, ∆ K (t) be its Alexander polynomial and α be a zero of ∆ K (t). Then 
If k j = 1 or 2 for all j, then the conjecture holds.
Theorem 5. Let K(r) be a two-bridge knot, r = r(m, c) = [2c, −2c, . . . , (−1) m−1 2c], c > 0, m ≥ 1. Then all zeros of ∆ K(r) satisfy inequality:
For non-alternating knots there are no such bounds.
, a ≥ 4. Then ∆ K (a) < 0 and hence, there exists a zero α such that α > a. K is not alternating. In fact, if K is alternating, then K is fibered and since deg ∆ K (t) = 4, K has at most 8 crossings. However, such an alternating knot (including non-prime alternating knots) does not exist in the table if a ≥ 4 (see [BZ] ).
Stability of matrices and Lyapunov theorem
Let K be an alternating knot (or link) and ∆ K (t) = c 0 + c 1 t + c 2 t + . . . + c n t n , c n = 0 be its Alexander polynomial. Let A be a companion matrix of ∆ K (t) i.e. ∆ K (t) = c n det(tE − A). The eigenvalues of A are the zeros of ∆ K (t). We have Re(α) > −1 ⇐⇒ Re(−(1 + α)) < 0.
Let α 1 , α 2 , . . . , α n be all zeros of ∆ K (t) (= all eigenvalues of A). Then it is easy to see that −(1 + α 1 ), −(1 + α 2 ), . . . , −(1 + α n ), are eigenvalues of −(E + A). To prove that all eigenvalues of a matrix have negative real parts, we apply the Lyapunov theorem: Let M be a real n × n matrix. Consider a linear vector differential equatioṅ
It is a known theorem in ODE that all solutions x(t) ∈ R n of it are stable, namely x(t) −→ 0 as t −→ ∞, if and only if all eigenvalues of M have negative real parts. In this case M is called stable.
Theorem (Lyapunov). [G] All eigenvalues of M have negative real parts if and only if there exists a symmetric positive definite matrix V such that 
Similarly to (2.1), all zeros of ∆ K (t) satisfy −k < Re(α) if and only if −(kE+A) is stable, i.e there exists a positive definite matrix V such that
Further, all zeros of ∆ K (t) satisfy Re(α) < q if and only if A − qE is stable, i.e. there exists a positive definite matrix V such that
To prove that a matrix is positive definite we use the following lemma.
. . . . . . a n−1,n a n,n−1 a n,n
be a real symmetric matrix.
Suppose that for 1 ≤ j ≤ n (i) a j,j > 0, a j,j−1 , a j,j+1 = 0, and all non-specified entries are 0.
(ii) a j,j ≥ |a j,j−1 | + |a j,j+1 |,
The proof is by induction.
Two-bridge knots
Let K(r), 0 < r = β/α < 1, 0 < β < α, be a two-bridge knot or a (twocomponent) two-bridge link of type (α, β). We can assume one of α and β is even. Consider an even (negative) continued fraction expansion of r :
This expansion is unique. We obtain from it a knot or a link diagram Γ(K(r)) of K(r). (see Fig.1 ) We use this Seifert surface to calculate a Seifert matrix U = (u ij ) of K, u ij = lk(e # i , e j ), i, j = 1, . . . , m. For the fragment of F with only two bands with (half)twists 2a 1 and 2a 2 we have
and in general, it is not difficult to see that for a two-bridge knot
a Seifert matrix corresponding to the surface F is:
(depending on m being even or odd, respectively), where all non-specified entries are 0. The Alexander polynomial of
. . . In this section we prove the following theorem:
If α is a zero of the Alexander polynomial of a two-bridge knot, then
Proof. a) To show that Re(α) > −k we prove that −(kE + A) is stable. Taking V = E, it is enough to show that A 0 = (kE + A) + (kE + A T ) = 2kE + A + A T is positive definite. Now, A 0 is of the form
( denote the second matrix by A 00 ), where
m is odd .
On the other hand,
Similarly |β j | ≤ 2. Thus α j ≥ |β j−1 | + |β j | and α 1 > |β 1 |. If β j = 0 then α j+1 > |β j+1 |. This proves the left inequality. b) To prove that Re(α) < q it is enough to show that B 0 = (qE −A)+(qE −A T ) = 2qE − (A + A T ) is positive definite. B 0 is of the form
where e j = 2q − 2 + 2 a 2j−1 a 2j + 2 a 2j a 2j+1 , j = 1, . . . l − 1,
, if m is odd,
we obtain
and γ l is replaced by γ l = e l − b
2q − 2 for m even,
Let q = 6. Then
and hence
. Also |δ j | ≤ 2.4 and thus γ j > |δ j−1 | + |δ j |. This proves the right inequality.
Remark 1. 6 is the best integer upper bound. For the proof see Remark 2 in section 8.
Theorem 2: The case of real zeros
Theorem 2. If a j a j+1 < 0, then all zeros of ∆ K (t) are real and positive.
Proof. We show that ∆ K (t) has a symmetric companion matrix. Let r = [2a 1 , −2a 2 , 2a 3 , . . . , (−1) m−1 2a m ], where a j > 0. Then the Seifert matrix U is of the form
We apply a series of transformations that don't change the zeros of the determinant of the matrix. First, multiply −1 on all even rows to get
Then multiply 1 √ a 1 on the 1-st row and column, 1 √ a 2 on the 2-nd row and column, and so on, to get
. Now eliminate t from the off-diagonal line as follows: multiply − 1 √ a 1 a 2 on the 1-st row and add it to the 2-nd row, multiply 1 √ a 2 a 3 on the 3-rd row and add it to the second row, multiply − 1 √ a 3 a 4 on the 3-rd row and add it to the 5-th row, etc, i.e. multiply M by matrix P from the left:
A is a companion matrix of ∆ K (t) and it is symmetric. So all its eigenvalues are real, and hence positive.
Theorem 3:
The case a i a i+1 = 1 Theorem 3. Let r = [2ε 1 a 1 , 2ε 2 a 2 , . . . , 2ε m a m ], where a i > 0, ε i = ±1. If we don't have a i = a i+1 = 1 and ε i = ε i+1 , then the zeros of ∆ K(r) satisfy inequality:
If, moreover, a j > 1 for all j, then Re(α) < 3.
Proof. We find a positive definite (symmetric) matrix V such that V (E + A) + (E + A T )V = W is positive definite. Let V be a diagonal matrix with elements a 1 , a 2 , . . . , a m . Then multiplying (E + A) by V from the left is multiplying the i−th row of (E + A) by a i , i = 1, . . . , m. 
. . .
The last row of W is ( 0, . . . , 0, −ε m−1 + ε m , 4a m ) if m is odd, and
if m is even. We eliminate the elements −ε i + ε i+1 : if i is odd, multiply the i-th row by (ε i − ε i+1 )/4a i and add to the (i + 1)-th row. If i is even, multiply the (i + 1)-th row by (ε i − ε i+1 )/4a i+1 and add to the i-th row. Similarly for columns. In other words we consider the matrix P W P T , where
We have
, and for i = 1, . . . , l − 1
Since all a j ≥ 1, it is not difficult to check that if among ε 2i−1 a 2i−1 , ε 2i a 2i , ε 2i+1 a 2i+1 , there are no two consecutive 1 or −1, then the conditions of Positivity Lemma are satisfied: (i) α 2i > 0, (ii) α 2i ≥ |β 2i−2 |+|β 2i |, i = 2, . . . , l−1, and (iii) α 2 > |β 2 |. If β 2j = 0 then α 2j+2 > |β 2j+2 |. So the second matrix in (6.1) is positive definite and so is W .
The proof of inequality Re(α) < 3 in the case a j > 1 for j = 1, 2, . . . , m, is similar to the proof of Theorem 1 for q = 3. 
The following theorem is a corollary of Theorem 3:
Proof. At least one of ε 2i−1,2i , ε 2i,2i+1 in (6.2) is negative. So by (6.2)
and similarly β 2i−2 = 0 or −1. So the conditions of Positivity Lemma are satisfied, which proves the inequality. 
Proof. By (3.1) a Seifert matrix for K(r m ) is
Then P m (t) = ±∆ K(rm) (t), and P m (t) satisfy a recurrence equation:
Since K(r 2m+1 ) is a 2-component link, we can write P 2m+1 (t) = (t − 1)Q 2m (t). Note Q 0 (t) = c. Then from (8.1) we have
Then (8.2) and (8.3) imply
, from (8.5) we see:
Similarly, using (8.4) and (8.5), we have
Let y = c 2 x − (2c 2 + 2). Write φ m (x) = λ m (y) and ψ m (x) = µ m (y). Then from (8.6) and (8.7) we have, for m ≥ 2,
. Now let f m (y) be a Fibonacci polynomial defined in [K] : f 1 (y) = 1, f 2 (y) = y and for m ≥ 3,
Then we can show by induction that for m ≥ 0,
It is known (see [K] , p.477) that the zeros of f m+1 (y) are y k = 2i cos k , there exists exactly one zero of µ m (y) between neighboring two zeros of µ m−1 (y), and also there exists exactly one zero of µ m−1 (y) between neighboring two zeros of µ m (y) (see Fig.3 ). By induction we check that Corollary. If c → ∞, then the zeros of P 2m (t), Q 2m (t), which are the zeros of Alexander polynomials, tend to 1.
Remark 2. For c = 1 and large enough m we can find a zero α of P 2m (t) arbitrarily close to q = 3 + √ 8. It is quite likely that 3 + √ 8 is the upper bound of the real part of the zeros. Notice that Conjecture 1 does not hold for homogeneous knots (defined in [Cr] ). Hirasawa showed (2010) that a non-alternating knot 10 152 is a closure of a positive 3-braid and hence it is a homogeneous knot, but the Alexander polynomial has a real zero α = −1.85...
4)
Characterize alternating knots whose zeros of the Alexander polynomial are real. In particular, is the converse of Theorem 2 true for one component two-bridge knots?
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