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1. INTRODUCTION 
We are concerned with the problem of the existence and stability of 27r- 
periodic solutions for an n-dimensional system of the form 
i, = Ay + h(t, x, 4’) + a(t, x, y), 
(*) 
where XE R, yE I?“-‘. We suppose f, h, q, (T are suffkiently smooth 
functions, 2n-periodic in t, and5 h vanish together with their first derivatives 
in x, y at x = JJ = 0. We also suppose that A is a constant matrix, and a 
nonresonance condition is satisfied. For those q, u small in an appropriate 
topology, the problem of the existence and stability of the 2x-periodic 
solutions of (*) was considered by deoliveira and Hale [ 1 ] by using the 
Liapounov-Schmidt method. Precisely, this method reduces the problem of 
the existence of 2x-periodic solutions to the discussion of the zeros of the 
bifurcation function G(a, q, o). The bifurcation function also contains the 
qualitative information on the stability of periodic solutions. Precisely [ 1 ] if 
the eigenvalues of A have negative real part, then the stability properties of a 
periodic solution corresponding to a root a* of G(a, q, a) are the same as the 
stability properties of a* as a solution of the equation ci = G(a, q, a). In 
other words, these stability properties are dependent on the sign that 
G(a, q, a) assumes on the right- and left-hand sides of a*. In particular these 
results are interesting in approaching Hopf bifurcation, since an appropriate 
* This research was partially supported by U.S. Army Research Grant DAAG29-80-C 
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change of variables using polar coordinates reduces the discussion to the 
above situation. 
On the other hand, in approaching Hopf bifurcation, another type of 
scalar function was often used for similar purposes; the so-called 
displacement function (see, for example [2 - 61). The fruitfulness of this 
function appears clearly in the fundamental work of Andronov ef al. 121. The 
conclusions of the analysis of the Hopf bifurcation in R2 given in [2] are 
stated in terms of the stability properties of the origin of the unperturbed 
system. These conclusions were extended to R” by Bernfeld and co-workers 
in [ 7, 8 1, by using an appropriate type of displacement function. The results 
in [ 7, 81 also give an explicit solution in terms of the above stability 
properties to the problem considered by Chafee in 191. 
In the present paper we compare for system (*) the bifurcation function 
with the type of displacement function used in 17, 91, which now will be 
denoted by V(c. V, a). By considering an appropriate function a(c, q. u). 
invertible as a function of c, and setting G(c, 4, a) = G(a(c, ~1, u), q, a), we 
find that for every q, u small, the two functions V and G have the same 
zeros, with the same multiplicity (as zeros of V or as zeros of G), and V and 
G have the same sign between the zeros. This proves that V and G are 
completely equivalent in the description of the qualitative and quantitative 
dynamic behavior of the solutions of (*). Thus, when the eigenvalues of A 
have all negative real part, the stability properties of the 2x-periodic 
solutions can be stated by inspecting the stability properties of the solutions 
of the equation C = V(c, ~7, u). This is a consequence of the above properties 
of V and the results in [I], although the stability properties can be refound 
by direct arguments in a very natural and easy way. Thus V can replace the 
function G in the analysis of the qualitative and quantitative properties of the 
flow. Sometimes this substitution can be very useful, mainly since c’ is 
directly connected to the original problem, while G is defined by means of an 
auxiliary system. In addition, in many cases the properties of P’ which are 
strictly required are easier to determine than the corresponding properties ot 
G. This happens. for example, for the problem considered in [2 1. and more 
generally in 17. 81, where the above properties of kF can be determined by 
algebraic procedures. 
2. PRELIMINARIES 
We shall denote by II.11 a norm in IF?“, and. for E > 0, by S, the set 
{z E R”, I/z/I < E}. Let Q:,, k > 0, be the set 
Q;, = (F: R x R”+ R”, F(r,z)=F(f+2qz) (t,z)EIF: x R”. F is F” in 
(t, z), and has continuous derivatives in x, y up to order k} 
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For E > 0 we denote by Q:,,, the set {FE Q:,, lZ’lk < 6). Consider the 
differential equation 
i = Bz + F(t, z), (2.1) 
where FE Q$, and F(t, 0) = D,F(t, 0) = 0. We assume that B = diag(O, A), 
where A is an (n - 1) x (n - 1) matrix such that (Z - eZnA) is nonsingular. 
For E > 0 and @ E Qi,,, consider the perturbed equation of (2.1) 
i = Bz + F(t, z) + cP(t, z). (2.2) 
By setting z=(x,y) with xER and yEIR”-‘, F=(f,h) and @=(%a), 
withf, ?z: R x F? x II?"-' -+ [R, and h, c: R x R x R”-’ + R”-‘, we can write 
(2.2) in the form 
i =f(t, x, Y) + V(& x, Y), 
i, = Ay + h(t, x, Y) + c(t, x, r). 
(2.3) 
Finally we denote by z(t, zo, V, a> = (x(t, c, Y,, rl, a), y(t, c, Y,, rl, a)) the 
solution of (2.3) with initial condition z. = (c, y,) at t = 0. Afterwards we 
shall write z(t) = (x(t), y(t)) instead of z(t, zo, v, a). 
For every (c, y,) E R x I?"-' consider a solution (x(t, c, y,, q, a), 
y(t, c, y,, q, a)) satisfying the condition y(2n, c, y,, v, a) = y, . Such a 
solution will be called a (2n,y)-solution of (2.3). By using the implicit 
function theorem one easily obtains that there exist an a > 0 and a 
continuous function [(c, n, a), ((0, 0,O) = 0, such that for every (c, y,) E S, 
and @ E Q’;,,, the solution of (2.3) through (c, yo) is a (2n, y)-solution if 
and only if y, = [(c, q, a). 
Now consider the function 
V(c, v, 0) = 4% c, gc, rl, o>, ?I  0) - c 
for ICI small and (q, a) E Q:,,,. This function will be called the displacement 
function for Eq. (2.3). Obviously the zeros of the function V characterize the 
2n-periodic solutions of (2.3). For a scalar equation 1= F(t, x) we define the 
displacement function 
V*(c, F) = x(27r, c, F) - c. 
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According to [ 11, we now introduce another scalar function, G: 
IF x Q:, + Ip, whose zeros are in a one-to-one correspondence with the 2n- 
periodic solutions of (2.3). To do this, for Eq. (2.3), consider the problem 
a=-&-]“ x*(f,a,q,a)df. 
0 
i*(t. a. 11, a) =f(t.x*(t, a. q, a). y*(t, a, rl. a)) 
+ q(f. x*(t. a, q, a), y*(f, a. q. CT)) 
- +J-2r [f(t, .u*(t. a, q, u), ~‘*(f. a, il. a)) (2.4) 
0 
+ ~(1. x*(t, a, q, a), y*(f. a. r]. u))] dr 
!;*(I. a. q. a) =AJ,*(f, a, q. a) + h(t, s*(t, a, q. a). y*(t. a. v. a)) 
+ u(f.x*(f. a, il. u),.v*(t. a.q.u)) 
Notice the change of notation in (2.4), in which the solution of the problem 
is given as a function of the mean value a, instead of as a function of the 
initial data. For (2.3) the function G: R x Qil -+ n is defined by 
G(a, 11. a) = -&.‘n [f(t, x*(f), y*(t)) + qtr. x*(t). .v*(t))] dt. 
0 
and is called the bifurcation function. 
The method of Liapunov-Schmidt [ 101 implies there exist an E > 0 and a 
neighborhood P of (0,O) E R x R”-’ such that for @ E Q:,,, every Zn- 
periodic solution of (2.3) in P is the unique solution of (2.4) with a E 1-c. E[ 
and G(a, ry, u) = 0. 
3. A COMPARISON BETWEEN THE FUNCTIONS V AND (iI 
We begin by proving the following Lemma. 
LEMMA 3.1. For every (2n, y)-solufion of (2.3) fhrough (c. <(c. q, a)) fhe 
.funcfion 
is an increasing function of c. 
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ProoJ Setting JJc, q, u) = 4, we have 
Since c(O, 0,O) = 0, and (aflk)(t, 0,O) = (aJ/@)(t, 0,O) = 0, it follows that 
(AZ/&) (O,O, 0) = 1. Therefore the function a(c, g, a) is increasing in a 
neighborhood D of c = 0 when @ E Qt,.,, for ,/3 sufficiently small. Thus the 
lemma is proved. 
Now we are in position to prove the following theorem. 
THEOREM 3.2. The functions V and G deJned for Eq. (2.3) vanish at 
corresponding values c, a(c, q, a), and these zeros have the same multiplicity. 
Furthermore V and G have the same sign between corresponding consecutive 
zeros. 
Proof. Let M be a small positive constant, and let N be the set 
N= {(x, y)E R x IF?“-‘, laF/a:l <MM, Vt E [O, an]}. 
Choose S E 10, a[ such that: (a) the solutions of (2.3) with initial conditions 
in S, exist for every t E [O, 2n]; (b) S6+,,c P. Denote by W. a 
neighborhood of (0,O) E IR x R”-’ such that if W c S, n P and (x, y) E W, 
then x E D, and let E E 10, min(M, u,fi} [ be the positive number related to 
W for problem (2.3). Obviously V and G vanish at corresponding values c, 
a(c, q, a), and from Lemma 3.1 it follows that these zeros are ordered in the 
same way. Choose c and a (different from the zeros of V and G, respec- 
tively) such that a(c, q, a) = a, and denote by (c*, yc) the initial condition of 
the solution (,~*(t, a, q, a), ~‘*(t, a, ~,a)) of (2.4). We shall prove that 
V(c, q, u) and G(a, ye, u) have the same sign. We have 
W, v,o) - 2nGG7, q, 0) = 1 [f(t, x(t), y(t)) 
-0 
+ vi(b x(t), v(f)>1 df 
- I27 If(f, x*(Q, v*(l)) 
'0 
+ a([, x*(t), y*(f))] dt. 
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Therefore, 
I V(c. q, 0) - 2nG(a, q, u)l ,< 4nM ,;"P, IIz(f) - z*(f)ll. 
. T 
Furthermore, taking into account that a = a(c, 11, a), ~(27~. c r. a) = -ro. and 
.v$(27r, a, q, a) = yt, we obtain 
lc - c* / < 47~14 SW!, Ilz(t) - z*(t))ll + 7~ I Gb. v, o)l. (3.1) 
and 
/I~~-y$ll<Ie~“~(I-e 2nA)--Il 47&f s;P, IlzO) - z*(t)ll. (3.2) 
'I 
Then from Gronwall’s lemma it follows 
sup II z(t) - z”(t)ll lO.?lrl 
Taking into account (3.1) and (3.2) and choosing M sufftciently small. we 
obtain from (3.3) 
sup ]]z(f) - z*(t)]1 < 27rL jG(a. q, all. 
[O.Zlrl 
where L is a constant such that 0 < L < I. Consequently 
I UC, 9, o) - 27rG(u. rl, a)1 < 27~5 I G(u, ?I, o)l. (3.4) 
thus V(c. q. a) and G(u. q. a) have the same sign between zeros. From (3.4) 
it follows 
0 < 2x(1 -L) < Qc, rl, 0) 
G(u(c. q, a), ~1. u) 
< 2?r(l + L) 
for every c different from the zeros of V. This easily implies that the zeros of 
I/ and G have the same multiplicity. Thus the theorem is completely proved. 
4. STABILITY RESULTS 
Assume that in Eq. (2.3) the eigenvalues of A have negative real part. In 
this case as in [ 1 ] we use the center manifold theorem. Precisely, for every 
;I > 0 we consider a function c: R x Ip x Qal*?-+ R’- ‘. such that 
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order :I J is Q ’ in (t, x, q, u) and has continuous derivatives in x up to 
; 
(ii) @(t, 0, 0,O) = (@/at)(t, 0, 0,O) = (@/lax) (t, 0, 0,O) = 0; 
(iii) @(t + 2n, x, V, a) = @(t, x, q, o), x E R; 
(iv) the set M,,, = ((h-5~): y=@,x,q,o), fE R 1x1 <rt is an 
invariant manifold for Eq. (2.3), and it is asymptotically stable. 
Using the change of variables 
w = Y - G(f, 4 0, a), (4.1) 
we can write (2.3) in the form 
i =f(f, x, w + $(f, X, q, a)) + V(f, x9 w + G(f, X, % a)) 
G = A w + h(f, X, w + cJ(f, x, q, u)) (4.2) 
+ U(f, x, w + IJ(f, x, 9, 0)) + O(f, x, w + G(f7 X7 rl? u)), 
where 8(f, x, w + &f, X, q, 6)) = A@(& X, Q’, U) - (%/at) (b X, % U) - 
@$/lax) (6 XT rl, 0) I.!-(& X, w + @(f, x, rl, a)) + s(f, x, w + G(f, x9 rl, o))l. Then 
M ~,o={(f,x,w):W=O,fE~,~X~<y~, 
and Eq. (2.3) written on M,,, is 
i =f(f, x, IJ(f, x, q, a)) + V(f, x, @(f, x7 43 0)). (4.3) 
The following Lemma holds. 
LEMMA 4.1. For c E l-y, y[ the (27~ w)-solutions of (4.2) are the 
solutions such that w = 0. These solutions also satisfy Eq. (4.3). 
Proof: Fix c E l-11, y[ and consider the solution of (4.2) with initial 
conditions x,, = c, w,, = 0. Since M,,, is an invariant manifold, we have 
~(272, c, 0, q, u) = 0. Then (x(f, c, 0, q, a), 0) is a (27r, w)-solution of (4.2). 
Since the (271, w)-solution corresponding to each c is unique, the first part of 
the lemma is proved. Again taking into account the invariance of M,,, it 
follows immediately that the (2n, w)-solutions of (4.2) satisfy Eq. (4.3). Thus 
the proof is complete. 
The conclusions of Lemma 4.1 imply that the function V for (4.2) is equal 
to the displacement function V * for (4.3). Since (4.1) does not alter the 
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function G, then from Theorem 3.2 it follows that the functions V and c”” 
have the same zeros and the same sign between zeros. Consider the equation 
E= V(c,q,a). (4.4) 
We shall prove the following result. 
THEOREM 4.2. Let c* be a zero of the function V(c, q, a). Then the 
solution c = c* of (4.4) has the same stability properties of the solution 
(.W,c*, C(c*, rl, a), ~,a), y(t,c*r t(c*, ~,a), ~.a)) of(2.3). 
Proof. Since the manifold M,,, is asymptotically stable it is sufficient to 
prove Theorem 4.2 for the solutions on M,.,. Assume that c = c* is 
asymptotically stable for Eq. (4.4). In this case, there exists a neighborhood I 
of c* such that 
V(c. q, a) < 0 for c E I, c > c* and V(C.QU)>O 
for cEZ,c<c*. (4.5) 
Since the function V* satisfies the same condition. then for the solutions of 
(4.3) we have 
x(27r) < c for c E I. c > c* and x(27f) > c 
for c E I. c < c*. (4.6 1 
For every E > 0. we choose 6 > 0 such that if c E ]c* - 6. c* + 61, then 
Ix@ c, PI, a) - x(t, c*, q, a)] < E for every t E [O, 2x1. Since the right-hand 
side of (4.3) is a Zlr-periodic function, for every (t,. c) E IF X I-7. 71 we 
have 
x ill+ z,(t + 27L c, 11, a) = x,,(t. c. )I. a). (4.7 1 
where .Y,“(.. c, q, a) is the solution of (4.3) with initial data (t,, c). Setting 
x(211, c, q, 0) = c’, (4.7) implies 
x(t, c’, q. a) = xZn(t + 271, c’, q, a) = x(t + 27-t, c. v, a). V t > 0. (4.8) 
Then from (4.6) it follows 
c’ E ic* -AC* +6[ and Ix(t, c, q. a) -- x(t. c*. ?I. a)1 < E 
YtE (2n.4n1. 
Repeating the same process we have 
Ix(t. c. v, a) - x(.t, c*, e-7, a)1 < E, vt>o. 
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Thus the solution x(t, c*, q, a) of (4.3) is stable for t, = 0, and consequently 
it is stable for every t, > 0. Since (4.3) is periodic, the stability is uniform. 
Furthermore, (4.6) and (4.8) imply that this solution is weakly attracting; 
that is, there exists a sequence (fn) c IR, t,-t +oo such that 
x(r + t,, c, q, a) + x(t, c*, q, a). Because of uniform stability x(t, c, q, a) is 
attracting, thus it is asymptotically stable. 
Assume now c = c* is not asymptotically stable for (4.4). Consequently 
(4.5) is not satisfied. Then, for example, suppose that for every right 
neighborhood of c* there exists a c such that V(c, q, a) > 0. Obviously we 
have also V*(c, v, a) > 0. Therefore we can consider two possibilities: 
(a) for every neighborhood I of c* there exists c E I, c > c* such that 
qc, v, 0) = 0; 
(b) there exists a neighborhood I of c* such that 
UC, rl, 0) > 0 (4.9) 
for every c E I, c > c*. 
In the first case the solution x(t, c*, q, u) of (4.3) cannot be attracting. In the 
second one, let E > 0 be such that ]c* - E, c* + E[ c I. For every, 6 E IO, E[ 
choose c,, E Jc* - 6, c* + S[ and consider the solution x(t, cO, q, a) of (4.3). 
If this solution satisfies the condition 
Ix@, co, v, 0) - x(t, c*, rll o)l < 6 Vt>O, (4.10) 
then we have 
I-@& co, v, a) - 42k7L c*, v, u>I 
= l-w7c, co, rl, 0) - c* I, k = 1, 2,..., 
and from (4.9) 
x(2& + 1)x, co, rl, 0) > XC% co, vl, 01, k = 1, 2,.... 
Then no subsequence of (x(2ka, co, q, a), k = 1,2,...} can converge to c*, 
and x(t, c*, v, u) is not attracting. If instead (4.10) does not hold, then 
.u(t, c*, q, a) is not stable. Consequently, if the 2n-solution x(t, c*, 9, u) is 
asymptotically stable for (4.3), c = c* is an asymptotically stable solution of 
(4.4). 
We can similarly treat the other cases to complete the proof of the 
theorem. 
Remark 4.1. We notice that on the manifold M,., one can also define 
the concepts of asymptotic stability (complete instability) from the left and 
from the right, considering respectively left or right neighborhoods of the 
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solutions of (4.3) and (4.4). This is useful in discussing the stability 
properties of the periodic orbits of (2.3). which obviously belong to M,.,,. 
Remark 4.2. Since the functions V and G have the same sign. 
Theorem 4.2 gives an easier proof of Theorem 3.1 in [ I 1. 
Remark 4.3. The hypothesis that the functions F. @ are V” in (t. z) can 
be replaced by the weaker one that these functions are continuous in (1. -). 
This can be obtained defining the (27~. )*)-solutions for Eq. (2.3) written in 
the integro-differential form 
i =f(r, x. .t-) + q(t. x, y). 
.I 
J’ = 
-I? e’ 
.“‘-“[ h(t. x(t), y(t)) + a(r, x(r), I)] ds. 
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