The mass gap and vacuum energy of the Gross-Neveu model via the 2PPI expansion by Dudal, D & Verschelde, H















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2FIG. 2: A 2PPI vacuum bubble.
FIG. 3: Generic vacuum bubble.
where the index i = 1 : : :2N goes over space as well as




















where E is the vacuum energy.
The g
2
derivative can hit a 2PPR vertex or a 2PPI




























In the second case, we can unambiguously subdivide the
vacuum diagram in one maximal 2PPI part, which con-




, and one or several 2PPR
parts which can be deleted and replaced by an eective






















































comes from the 2PPI ver-


































































(fat dot) applied on
the bubble of FIG.4.









This is a (local) gap equation, summing the bubble
graphs into m. Using (10) and comparing (9) with (7),









































One shouldn't confuse (12) with the usual procedure of
minimizing an eective potential V (') with respect to
the eld variable '. First of all, m is not a eld variable.
Secondly, the expression for E in terms of the 2PPI ex-
pansion is only correct if the gap equation is fullled.
III. RENORMALIZATION OF THE 2PPI
EXPANSION
Up to now, we haven't paid any attention to diver-
gences. We will now show that an equation such as (11)
is valid for the vacuum energy E with fully renormalized
and nite quantities. Since in the original Lagrangian
there is no mass counterterm, one could naively expect
problems with the non-perturbative mass m, which gen-
erates mass renormalization in E
2PPI
. Another possible
problem is vacuum energy renormalization. Perturba-
tively, the vacuum energy is zero and hence no vacuum
energy renormalization is needed. Non-perturbatively,




. As we will show, both these problems are
solved with coupling constant renormalization.
The trick is to separate the contribution of the coupling









into 2PPR and 2PPI parts, corresponding with the
topology of the original divergent subgraphs. Let i and j
be the indices carried by the lines meeting at the 2PPR
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FIG. 5: A diagrammatical identity.
x
i j
FIG. 6: Divergent subgraph containing the 2PPR vertex x.
Fat lines denote full propagators.
Note that crossing will change a 2PPR part into a 2PPI
part.









insertion, we have a
















This identity can be used to show that the divergent eec-



















 is the nite, renormalized expectation value
of the composite operator   . Indeed, let us consider a
generic 2PPR subgraph or bubble graph with a 2PPR
vertex x. The divergent subgraphs of this bubble graph,
which do not contain x, can be made nite by the usual
counterterms for wavefunction and coupling constant re-
normalization. The resulting eective mass will be given





evaluated with the full
Lagrangian, i.e. including counterterms. We still have
to consider the subgraphs of the bubble graph which do
contain the 2PPR vertex x. They can be made nite by
coupling constant renormalization, but because the sub-
graph is 2PPR at x, only the 2PPR part of the counter-





















where use was made of (3) and (14). Since for a diagonal


































After substition of (17) and (18) into (15), we nd that


















































VEV of the composite operator   .
To obtain a nite, renormalized expression for the




, we have to
use the same trick as in the unrenormalized case and




. Let us rst consider




is a 2PPR vertex
and restrict ourselves to divergent subgraphs which
contain x (the ones not containing x pose no problem
and simply replace the original  evaluated without
counterterms by  with counterterms included). The
divergent subgraph can just end at x from the left
or the right (FIG.7a and 7b) or the 2PPR vertex x
can be embedded in it (FIG.7c). Graphs 7a en 7b
can be made nite by the 2PPR part of the coupling
constant counterterm and making use of (14), their
renormalization contributes
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FIG. 8: Selfenergy subgraphs needing mass renormalization.
where we have used (3), (14) and (17). Graph 7c can
be made nite with that part of coupling constant re-































where we made use of (17) and (18). Adding the counter-
term contributions (22) and (23) to the original unrenor-





























vertex, we can unambiguously subdivide the vacuum di-





, and one or more 2PPR bubble insertions
which, after renormalization, can be replaced by the ef-
fective renormalized mass m
R






































nite. The non-perturbative mass m
R
,
running in the propagatorlines, will now generate selfen-
ergies which require mass renormalization, which is not
present in the original Lagrangian. Again coupling con-
stant renormalization will solve the problem. Let us con-
sider a generic selfenergy subgraph which needs mass re-
normalization. Since the divergence is linear in m
R
, we
can restrict ourselves to 2PPI diagrams with only one
2PPR bubble insertion (FIG.8). The divergent part of
this subgraph, that one wants to renormalize, can end
at the 2PPR vertex (FIG.8a) or can continue through-
out the 2PPR bubble (FIG.8b). In the rst case, one
needs the 2PPR part of coupling constant renormaliza-
tion which contains only one 2PPR vertex (because the
divergent part considered belongs to the 2PPI part of






































FIG. 9: Coupling constant renormalization graph with 2
2PPR vertices.
where use was made of (16) and (25).
In the second case, the divergence factorizes into a
2PPR coupling constant renormalization part (the bub-
ble graph part) and a 2PPI mass renormalization part,



























Adding both contributions, the relevant parts of the cou-
pling constant counterterms give



























In an analoguous way, we can consider the loga-
rithmic overall divergences of the vacuum diagrams
which are quadratic in m
R
. We now consider 2PPI
vacuum diagrams with two bubble insertions. One
type of coupling constant renormalization subgraphs
end at both 2PPR vertices (FIG.9). They can be
renormalized by the corresponding 2PPR part of the









































. Adding the contributions from cou-
pling constant renormalization graphs which also go































and use was made of (29).
Again coupling constant renormalization provides us
with the necessary additive renormalization of the 2PPI
vacuum energy. Furthermore, completely analogous ar-
guments can be used to show that the unrenormalized














It is clear that the 2PPI coupling constant and wave
function renormalization subgraphs can be renormalized








; g) is nite and hence (24) is nite and





























Of course, we also have the equivalence (12) in the
renormalized case.
For the rest of the paper, it is implicitly under-
stood we're working with renormalized quantities, so
that we can drop the R-subscripts.
IV. PRELIMINARY RESULTS FOR THE MASS
GAP AND VACUUM ENERGY
FIG.10 shows the rst terms in the loop expansion for
E
2PPI
. Restricting ourselves to the 1 loop vacuum bub-





































































































+   

(39)



























To get a numerical value for the mass gap [20], we have to
choose the subtraction scale . The choice immediately
coming to mind is setting  = m, which eliminates the
potentially large logarithm present in (35). Doing so, we
nd, next to the perturbative solution m = 0,










































We expect that the error on E consists of the error on the
mass squared and the error on the function multiplying
that mass squared. Therefore we will consider the quan-
tity
p
 E to test the reliability of our results. We dene



















Looking at TABLE I, we notice that our results [21] are
quite acceptable. We notice there is convergence (P ! 0
and Q ! 0) to the exact result in case of N ! 1.
In fact, we recovered the N ! 1 approximation. For
comparison, we also displayed the next to leading results








































6TABLE I: 1 loop results for mass gap and vacuum energy




2 -46.3% - -21.9% -
3 -32.5% -6.7% -12.2% 5.8%
4 -24.2% -8.0% -7.0% 1.3%
5 -19.1% -7.2% -4.5% 0.4%
6 -15.8% -6.2% -3.1% 0.1%
7 -13.5% -5.5% -2.3% 0.007%
8 -11.7% -4.8% -1.8% -0.03%
9 -10.4% -4.3% -1.4% -0.04%
10 -9.3% -3.9% -1.1% -0.04%
20 -4.6% -2.0% -0.3% -0.02%
where 
E
 0:577216 is the Euler-Mascheroni constant.
However, the choice  = m = 
MS
cannot satisfy us,
since we are expanding in g
2
(m) = 1. We may have
qualitatively good results, but for a eld theory where
the exact results are unknown, g
2
=1 gives by no means
an indication about how trustworthy our approximations
are. It is clear we must nd a better method to achieve
results with the 2PPI expansion.
V. OPTIMIZATION AND 2 LOOP
CORRECTIONS
A. Renormalization group equation for E
A standard approach to get better results is the usage
of the renormalization group equation (RGE). In our
approach, we rst solved the gap equation and then
set  = m. Normally, when minimizing the eective
potential V , one rst sets  = m, and afterwards
the RGE is used to sum leading logarithms, while all
quantities are running according to their renormalization
group equations at scale m. We already mentioned E
cannot be treated on equal footing with an eective
potential due to the demand that
@E
@m
= 0 must hold.
We rst point out why this also disturbs a standard
RGE improvement of E.
Since E is the vacuum energy, it is a physical quantity
and therefore, it shouldn't depend on the subtraction






In a perturbative series expansion, this means the dif-
ferential equation (51) must be fullled order by order,
when all quantities obey their running w.r.t. . Out of










































+    (54)


































































It seems that E doesn't obey its RGE. Perturbatively, it





since m = 0 to all
orders in perturbation theory. We must not be tempted
to interpret this failure as the need to introduce some
non-perturbative running coupling constant, as can be
found in literature sometimes. The nature of the apparent




= 0, because only then our 2PPI expression











It is easy to check that (59) means that all leading
log terms in the expansion of E are of the order unity.





The problem extends to higher orders: when we would
calculate E up to a certain order n, we would need




The above discussion reveals a possible strategy : we
could do a (leading) log expansion for E
2PPI
, with a
source J coupled to   . Then we could use the RGE
for E to sum all (leading) logs in E
2PPI
. We leave this
idea, because the RGE for E itself is non-linear when
J 6= 0 [23]. This is accompanied with its own problems.
A thorough discussion of this subject can be consulted
in [6].
We conclude that we cannot use the RGE for E to
optimize that what we did hitherto. The crucial point
is that the gap equation must hold for consistency. We
can only set  = m in
@E
@m
after deriving E w.r.t. m and
solving this gap equation, not before.
7B. Optimization
We have seen that the MS scheme is not optimal
for the 2PPI expansion used on GN. We could have
renormalized the coupling constant in another way and
hope that this gives better results. It is easily veried
that going to a scheme with coupling g
2
, determined










, gives the same











is small. Again, we put  = m to cancel
logarithms.
Till now, we kept m as the mass parameter, however
we should go to another scheme for this quantity too.
The results are then no longer independent of the







at lowest order, then a
0
enters the nal results, and a
0
is completely free to choose. We tackle the problem of
freedom of renormalization of the coupling constant and
mass parameter in 4 consecutive steps.
Step 1
First of all, we remove the freedom how the mass
parameter is renormalized. We can replace m by an
unique [24] M such that M is renormalization scale
and scheme independent (RSSI) [7]. Out of (52), we
immediately deduce that
























































+   

(64)
Whenever a quantity is barred, it's understood we're
considering MS, otherwise we're considering an arbi-
trary MRS [25]. Using the foregoing relations, it is easy
to show the scheme independence of M .
The explicit solution, up to the order we will need







































































































































































































Transformation (66) allows to rewrite E in terms of M .





(see FIG.10), we can rewrite E up to order g
2











































































= 0, because M and m dier




(69) is still written in terms of g
2





, where the b
i
parametrize the coupling





























































































































































Consider (70). We notice that the degrees of freedom,
concerning the scheme, are settled in the b
i
. When we






scheme dependence is reduced to one parameter, namely
b
0
. This was also recognized in [7]. It is in a way more






itself is changed whenever we include
the next loop order, while g
2
1loop
of course remains the
same.












































































 is the scale parameter of the corresponding MRS. In
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C. 2 loop corrections
The next order corrections are 2 loop for the mass (the
setting sun diagram of FIG.11) and 3 loop for the va-
cuum energy (the basket ball diagram of FIG.2). We
will restrict ourselves to 2 loop corrections. The diagram
displayed in FIG.11 gives a mass renormalization. The
double line is the full propagator S
full
(p). We rst em-
ploy the MS scheme again for the calculation.











ip= +m   P
(88)
The eective mass m
eff








































































































Working up to order g
4




























































































With  = m = 
MS
, the above equation has no sense.
Next, we follow the same steps as executed for E
to reexpress m
eff












































































































































, U ,W and L are the same as dened
before. Again, only b
0
is left over as scheme parameter.
VI. SECOND NUMERICAL RESULTS FOR THE
MASS GAP AND VACUUM ENERGY
We rst discuss how we can x the parameter b
0
in
a reasonable, self-consistent way. A frequently used
method is the principle of minimal sensitivity(PMS)[19].
This is based on the concept that physical quantities
should not depend on the renormalization prescriptions.
In our case, the vacuum energy E as well as the mass gap
m
eff
are physical, so we could apply PMS. However,
PMS doesn't always work out. Sometimes there is
no minimum, then an alternative is picking that b
0
for which the derivative of the considered quantity is
minimal (! as near as possible to a minimum). Also
fastest apparent convergence criteria (FACC) can be
practiced.
But maybe the biggest barrier to a fruitful use of
PMS (or FACC) arises from the same origin why E
didn't seem to obey its RGE. Just as the scale depen-
dence of E is not cancelled order by order, the scheme
dependence of E won't cancel order by order, so we may
nd no optimal b
0
, and even if we would have such b
0
,
it wouldn't be certain that the corresponding E really is
a good approximation to E
exact
. The same obstacle will
arise for the mass gap m
eff
.
Apparently, we haven't got any further. We may
have a way out through. M , as dened in (60), is RSSI,
independent of the fact that it satises its gap equation
or not. The 2PPI formalism provides us with an
equation to calculate M approximately. This equation,
@E
@M
= 0, is correct up to a certain order and M is RSSI
up to that order by construction. Hence, we can ask
that the (non-zero) solution M has minimal dependence
on b
0
. This also gives a value for b
0
to calculate the
vacuum energy, because the b
0
for E and M must be
equal, again because E is only correct when the gap
10
TABLE II: Optimized rst order results for mass gap and




2 ? ? ?
3 -22.5% 43.9% 0.60
4 -19.4% 25.9% 0.56
5 -16.8% 17.9% 0.55
6 -14.6% 13.8% 0.54
7 -12.7% 11.3% 0.53
8 -11.2% 9.5% 0.53
9 -10.1% 8.2% 0.53
10 -9.1% 7.2% 0.52
20 -4.5% 3.4% 0.50
TABLE III: Optimized rst order results for mass gap and




2 ? ? ?
3 19.9% 120.7% 0.30
4 4.5% 57.2% 0.31
5 0.3% 36.8% 0.32
6 -1.2% 27.0% 0.33
7 -1.9% 21.3% 0.33
8 -2.1% 17.5% 0.34
9 -2.2% 14.9% 0.34
10 -2.2% 12.9% 0.34
20 -1.6% 5.5% 0.35
equation is fullled. Also the mass gap m
eff
can be
calculated with this b
0
.
A. First order results
We start from the expression (80), but we rst restrict

















Until now, we haven't said anything about the freedom in
scale . Analogously as we xed b
0




due to the scale independence of M . For the sake of
simplicity, we will however make a reasonable choice for
. In order to cancel logarithms, we could set  = M .






















we could determine  such that W = 0, then the danger
of exploding logarithms is also averted. We refer to this
as Choice II.
TABLE II and TABLE III summarize the corres-
ponding results.
Some remarks must be made.









) in units of 
MS
for N = 5 (Choice I, 1st
order).












in units of 
MS
for N = 5 (Choice I, 1st order).













is minimal [26]. In FIG.12, M (b
0
) is




, again for N = 5 and Choice I. The plots for Choice











is relatively small. For both choices,











N = 10, Choice I.
Results for the mass gap agree very well with the
exact values for Choice II, this is quite remarkable since
we used a lowest order approximation. Choice I gives
almost the same results as the N !1 approximation.
For the vacuum energy, the results are somewhat
less good than those obtained with a straightforward
MS calculation.
Nevertheless, the mass gap as well as the vacuum energy
are converging, and we retrieve the correct N ! 1
limit. Moreover, the relevant expansion parameter
N
4x
is relatively small, and behaves more or less as a constant.
11
TABLE IV: Optimized second order results for mass gap and




2 ? ? ?
3 -0.2% 54.8% 0.16
4 -2.6% 33.5% 0.16
5 -3.3% 23.8% 0.16
6 -3.7% 18.1% 0.16
7 -3.8% 14.5% 0.17
8 -3.9% 11.9% 0.17
9 -3.9% 10.0% 0.17
10 -4.0% 8.5% 0.17
20 -3.7% 2.8% 0.19
TABLE V: Optimized second order results for mass gap and




2 ? ? ?
3 -4.5% 47.7% 0.17
4 -6.5% 27.9% 0.17
5 -6.1% 19.9% 0.17
6 -5.4% 15.6% 0.17
7 -4.8% 12.8% 0.17
8 -4.3% 10.9% 0.17
9 -3.9% 9.5% 0.17
10 -3.5% 8.4% 0.17
20 -1.8% 3.9% 0.17
2) For N = 2 we didn't nd an optimal b
0
. In the
light of the exact results (45) and (46), it isn't unex-
pected that N = 2 causes trouble. N = 2 is a maximum
of m
exact
, and close to N =
3
2
, which is a root of m
exact
.







, oscillating behaviour begins. What's
more, N = 2 and N =
3
2













with N = 2 persist at second order too, as will be seen
shortly.
B. Second order results
In TABLE IV, we present second order results for
Choice I, while TABLE V displays those for Choice II.
Just as for the rst order approximation, we plotted
M (b
0










in FIG.15 for the case N = 5,





















 0:022 . Again it reaches zero for innite
N . Again, we weren't able to extract a value for m
eff
or
E for N = 2.








) in units of 
MS
for N = 5 (Choice I, 2nd
order).










in units of 
MS
for N = 5 (Choice I, 2nd order).
C. Interpretation of the results
When we compare the second with the rst order
results, a strange feature immediately catches our eyes.
For Choice I, the mass gap results are better at second
order, while the energy results are worse. For Choice
II, the energy results are better, while the mass gap
performs worse (except for N = 3). To make the
comparison more transparent, we plotted the dierent
mass gap results in FIG.16 and energy results in FIG.17.
One shouldn't be alarmed that second order results are
"worse". We see that the dierence between the Choice
I and II results at rst order are relatively large, for
m
eff
as well as for E. But at second order, the results




the same. This pleases us, because these results indicate
that the choice of  is getting less relevant in the nal
results at second order. The fact that both (reasonable)
choices for the scale  give results that are close to each
other and are converging to the same N ! 1 limit,
convinces us that our method is consistent and should
give trustable results.
Yet, there is another way to check reliability. We
already said FACC could be used as an alternative to
12





Choice II, 2nd order
Choice I, 2nd order
Choice II, 1st order
Choice I, 1st order
FIG. 16: Dierent results for m
eff
.







Choice II, 2nd order
Choice I, 2nd order
Choice II, 1st order
Choice I, 1st order
FIG. 17: Dierent results for
p
 E.
PMS to x b
0
. More precisely, we could use a FACC on

























measuring the relative correction of the second order on
the rst order contribution. The closer Æ
E
is to 1, the
better it is, as an indication that the series expansion is
under control. The quantity Æ
M
is dened in a similar
























are zero or minimal. However, we can substitute




and nd out what these
give.
Consulting FIG.18 and FIG.19, we are able to under-
stand why we should have ended up with qualitatively
good results, since Æ
E
as well as Æ
M
are close to 1, even
for small N . We also see that both choices for  should



















nimal [27], and we found that results were less good
than those obtained by xing b
0
by means of M , except
for small N values [28]. However, the convergence to
the exact results for growing N was very slow. For
example with Choice I, Q(5) = 19:4%, Q(10) = 19:1%,
Q(20) = 14:1%.

















There, the deviation from the exact results was always
bigger [29], and the convergence was again rather
slow. For example, with Choice I, P (5) = 30:1%,
P (10) = 25:7%, P (20) = 18:5%. All this corroborates




Before we formulate our conclusions, we just like
to mention that also in case of N = 2 there exist a mass
gap and a non-perturbative vacuum energy. We already
pointed out why we probably didn't nd an optimal b
0
with our method. The best we can do with this special
N value, is just choosing a (physical) renormalization
scheme, but we must realize we can easily obtain highly
over- or underestimated values in this case and that this
is not a self-consistent way to obtain results.
VII. CONCLUSION
This paper, which had the purpose to investigate
the dynamical mass generation and non-perturbative
vacuum energy of the two-dimensional Gross-Neveu eld
theory, consisted of two main parts. In the rst part,
we proved how all bubble Feynman diagrams can be
consistently resummed up to all orders in an eective




= 0, whereby E is the vacuum
energy. E is given by the sum of the 2PPI vacuum
bubbles, calculated with the 2PPI massive propagator
(i.e. with mass m), plus an extra term, accounting for a
double counting ambiguity.
We showed that the 2PPI expansion can be renormal-
ized with the original counterterms of the model.
A very important fact is that the 2PPI expansion




fullled. In this context, we discussed the renormaliza-
tion group equation for E, and showed why E doesn't
13









as a function of N .









as a function of N .
obey its RGE order by order, because the requirement
of the gap equation turns terms of dierent orders into
the same order. We stress that this does not mean E
doesn't obey its RGE, or ask for the introduction of a
"non-perturbative" -function.
To get actual values for m
eff
and E, we employed
the MS scheme, and after the classical choice  = m
to cancel logarithms, we recovered the N ! 1 results.
However, the corresponding coupling constant was
innite, so we couldn't say anything about validity of
the results, without the foreknowledge of exact values.
This, combined with the uselessness of the RGE for E to
improve calculations, compelled us to search for a more
sophisticated way to improve the 2PPI technique.
In the second part, we rst eliminated the freedom
in the renormalization of the 2PPI mass parameter,
by transforming m to a renormalization scheme and




was completely equivalent to
@E
@M
= 0. Secondly, we
parametrized the coupling constant renormalization. Af-
ter a reorganization of the series, all scheme dependence
was reduced to a single parameter b
0
, equivalent to the
choice of a certain scale parameter .
We xed this b
0
by means of the principe of mini-
mal sensitivity (PMS). Originally, PMS was founded
on the logical requirement that observable physics
cannot depend on how one chooses to renormalize.
Translated to our case, E and m
eff
shouldn't depend
on the arbitrary parameter b
0
. But we showed on
theoretical grounds why applying PMS on neither
m
eff
nor E would be valid, because analogously as E
(m
eff
) doesn't lose its scale dependence order by or-
der, it doesn't lose its scheme dependence order by order.
Nevertheless, we gave an outcome to the problem
of PMS. By construction, M is scheme and scale inde-
pendent, so we can apply PMS on this mass parameter.
This provides us with an optimal b
0
to calculate M , and
consequently E and m
eff
. For the scale , we made
2 reasonable choices. These 2 choices gave acceptable
results at rst order, yet there was quite a big dierence
between them. The second order results were compa-
rable and qualitatively good, converging to the exact
values for growing N .
The relevant expansion parameter was relatively
small. We gave extra evidence why results were good,
by using a fastest apparent convergence argument.





gave worse results, and the convergence
was very slow.
Summarizing, we have constructed a self consistent
method to calculate the mass gap and non-perturbative
vacuum energy. The 2PPI expansion, as well as the
optimization procedure, are immediately generalizable
to other eld theories.
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