Abstract
Introduction
Many practical optimization problems, generally, involve the minimization (or maximization) of several conflicting decision criteria. For example, in the topological network design problem is desirable to find the best layout of components optimizing performance criteria, such as financial cost, message delay, traffic, link reliability, and so on. These criteria are conflicting and cannot be optimized simultaneously. Instead, a satisfactory trade-off has to be found. So a Decision Maker has to select the best compromise solution, taking into account the preference of the criteria.
The goal of multi-criteria combinatorial optimization (MCCO) is to optimize simultaneously r > 1 criteria or objectives finding a satisfactory trade-off. MCCO problems have a set of optimal solutions (instead of a single optimum) in the sense that no other solutions are superior to them when all criteria are taken into account. They are known as Pareto optimal or efficient solutions.
Solving MCCO problems is quite different from singleobjective case (r = 1), where an optimal solution is searched. The difficulty is not only due to the combinatorial complexity as in single-objective case, but also to the research of all elements of the efficient set, whose cardinality grows with the number of objectives.
In the literature, some authors have proposed exact methods for solving specific MCCO problems [4] . These methods are generally valid to two criteria (r = 2) problems but can not be adapted easily to a higher number of criteria. Also, the exact methods are inefficient to solve large-scale NP-hard MCCO problems. As in the single-criterion case, the use of heuristic/metaheuristic techniques seems to be the most promising approach to MCCO because of their efficiency, generality and relative simplicity of implementation. Hard problems require large search spaces resulting in high computacional costs. In this context, metaheuristics may require a large amont of time to find good feasible solutions, encouraging the use of parallel techniques [2, 16, 18] . Although the main goal of a parallel metaheuristic is the reduction of the execution time necessary to find an accept-able solution, sometimes it can also be used to improve the results obtained by sequential versions.
In a recent overview of multi-criteria metaheuristics, Jones et al. [9] report the increase of papers published in the nineties and also note that almost 80% of the papers are dedicated to real problems, especially in the discipline of engineering. This number reflects not only the increasing awareness of problems with multiple criteria, but also that metaheuristics are effective techniques to cope with such problems. Metaheuristics such as genetic algorithms [8] , tabu search [6] and simulated annealing [10] were originally conceived for single-criterion combinatorial optimization and the success achieved in their application to a very large number of problems has stimulated researchers to extend them to MCCO problems. In [9] is commented that, there is no sign in the literature reviewed of the newer metaheuristic techniques, such as GRASP, being applied in the multi-criteria case. More recently, the first papers using the GRASP metaheuristic for multi-criteria problems were proposed [1, 19] .
In the multi-criteria minimum spanning tree (mc-MST) problem, a vector of costs is defined for each edge of the graph and the problem is to find all Pareto optimal or efficient spanning trees (solutions). The literature on mc-MST problem is rather scarce. An exact method is proposed in [17] . In [3] and [7] are proposed approximate polynomial algorithms. The method proposed in [13] and [20] are based on genetic algorithms.
In this paper, we propose three different ways of parallelizing a multi-criteria GRASP algorithm. The parallel GRASP algorithm is applied to the mc-MST problem with two and three criteria.
The organization of the paper is described as following. In the next section, we present the formulation of the mc-MST problem. In section 3, we discuss with more details the mc-GRASP algorithm. The parallel GRASP strategies are presented in Section 4. We present computational results in Section 5. Finally, Section 6 contains our concluding remarks.
Multi-criteria minimum spanning tree problem
Let G = (V , A) be a connected and undirected graph, where V = {v 1 , ..., v n } is a finite set of nodes and A = {e 1 , ..., e m } is a finite set of arcs or edges e k = (i, j), i ∈ V , j ∈ V , i = j. Each edge e k = (i, j) has associated a vector c ij = (c The mc-MST problem can be formulated as:
is the k-th objective function and Ω is the set of all the spanning trees of graph G. The image of a solution T ∈ Ω is the point z = f (T ) in the objective space f (Ω).
The goal is to determine the set E of efficient solution. We call the representation of set E in f (Ω) Pareto frontier.
A utility function is a model of the Decision Maker's preferences that maps each point in the objective space into a value of utility. It assumed that the goal of the Decision Maker is to minimize the utility. In this paper is used the weighted linear utility function defined in the following way:
The multi-criteria GRASP heuristic (mc-GRASP)
GRASP -Greedy Randomized Adaptive Search Procedure [5] is a multi-start metaheuristic, in which each iteration consists of two phases: construction and local search. The construction phase builds a feasible solution using a greedy randomized algorithm, whose neighborhood is investigated until a local minimum is found during the local search phase. The best overall solution is kept as the result.
The mc-GRASP heuristic is based on the optimization of the weighted linear utility function u(T ). The main idea of the heuristic is to define a weight vector for each iteration, which is used to calculate the function u(T ). In each iteration of the heuristic a solution T is built using the greedy randomized Kruskal's algorithm (see Section 3.1). The Kruskal algorithm [12] is used replacing the vector of edges costs by a weighted linear combination of these costs. The built solution is submitted to a local search procedure (see Section 3.2).
The weight vector λ = (λ 1 , ..., λ r ), generally, determinates a search direction on the Pareto optimal frontier and various search directions are required to find a variety of In order to obtain normalized weights (
The number of generated vectors for r objectives and for a value of s, N r (s), is calculated as follows:
Algorithm 1 presents the implemented mc-GRASP algorithm that receives as input parameters the number of iterations N iter, the percentage α ∈[0,1] (controls the amount of greediness and randomness) used at the construction phase and the weighted utility function to be optimized. As output, the algorithm returns the lP areto list, where the efficient solutions or nondominanted solutions are stored. The number of iterations of the algorithm corresponds to the number of weight vectors. The candidate list C contains all the edges, in a no decreasing order of λ.c ij (C = {e 1 , . .., e m }). The restricted candidate list is defined as RCL = {e 1 , ..., e |RLC| }, where |RLC| = max(1, α×|C|) is the cardinality of RLC and α ∈ [0,1]. In each iteration of the constructive phase, an edge is selected randomly from RCL and it is added to the partial spanning tree as in the Kruskal's algorithm. This phase finalizes when the spanning tree has n-1 edges. The randomization is necessary to construct different initial solutions, which can not be obtained by the Kruskal algorithm.
Local search
In the Local Search procedure, a feasible spanning tree T is represented by a Prufer number P (vector with n-2 nodes) [14] and by a permutation of the n nodes B. P and B are constructed using the Algorithm 2. * is formed by dropping and adding edges. To find a neighbor T * of T , we select a index j ∈ {1,...,n-2}. The edge e = (b j , p j ) ∈ T is to be dropped. This deletion creates two sub-trees T 1 and T 2 , rooted at b j and p j respectively. A new tree T * is generated adding a edge e In the first step, all the vertices b l ∈ T 1 ∩ B -{b j }, are added to B * and the correspondent adjacent vertices p l ∈ P to P * . Next, the vertices in (b j , k) are added to B * and P * , respectively, and finally all the vertices b l ∈ T 2∩B are added to B * (and the corresponding vertices p l ∈ P to P * , l ≤ n-2). A neighbor T * of T (Figure 3(a) ) is showed in Figure 1(b) . The dropped edge is (b j , p j ) = (6, 5), j = 5, and the added edge is (b j , k) = (6, 7 
Parallel GRASP strategies
Three different ways of parallelizing a multi-criteria GRASP algorithm were implemented for the mc-GRASP algorithm, described in Section 3. In these algorithms, the set of weight vectors λ is divided among the p processes and each one executes N iter/p GRASP iterations, where N iter is the total number of iterations to be executed. Each process i (1 ≤ i ≤ p) works with its own local Pareto list (lP areto i ). These lists are joined to generate the global Pareto list lP areto. Each algorithm has a different way of joining the local Pareto lists.
mc-ParGRASP1
In this algorithm, the local Pareto lists are joined only at the end of the algorithm. Each process i (1 ≤ i ≤ p) executes all the N iter/p iterations and, at the end, sends the obtained list lP areto i to the master process (process 1).
This strategy has a simple implementation, but it has the inconvenience of all processes j (2 ≤ j ≤ p) stay idle while the master process receives the local lists and joins them into the global Pareto list lP areto. Depending on the number of solutions in each local Pareto list, this join procedure can consume a considerable time.
mc-ParGRASP2
In this algorithm, each process i (2 ≤ i ≤ p) sends, at each z iteration, the new nondominated solutions (new solutions of lP areto i ) to the master process (process 1).
The goal of this implementation is to reduce the idleness time of the processes. After sending the solutions to the master process at iteration y, the process i (2 ≤ i ≤ p) can start the iteration y+1, while the master process updates the global Pareto list lP areto.
mc-ParGRASP3
In this algorithm, at the moment process i (2 ≤ i ≤ p) finds a nondominated solution T , T is sent to process i-1. At the moment process i-1 receives the solution T , it verifies if T is a nondominated solution comparing it with the solutions in lP areto i−1 . If T is a nondominated solution, it is inserted in lP areto i−1 and it is sent to the process i-2. This procedure is repeated until T is received by the master process or it is not a nondominated solution in lP areto j (1 ≤ j ≤ p) . In this way, the lP areto j−1 is always more updated than lP areto j , for 2 ≤ j ≤ p.
The goal of this implementation is to decentralize the updating of the global Pareto list (lP areto).
Computational experiments
The proposed parallel algorithms were implemented using the C programming language and MPI library for the parallelism.
The computational experiments were carried out in a SUN FIRE 6800 with SPARC III 750MHZ processors and 24Gb RAM.
The proposed parallel algorithms are tested on complete graphs with n = 20, 30 and 50 nodes and r = 2 and 3 criteria.
In the experiments done, N iter=5000 GRASP iterations were executed. The values of α, used during the construction phase in the mc-GRASP algorithm, are α = 0.08, 0.03 and 0.01 for graphs with n = 20, 30 and 50 nodes, respectively.
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Results of mc-ParGRASP1 and mc-ParGRASP2 algorithms on complete graphs with n = 20, 30 and 50 nodes and r = 2 and 3 criteria.
In the first experiment, the proposed parallel algorithms were executed with p=4 processors. The interval to send nondominated solutions by the mc-ParGRASP2 algorithm Proceedings of the XXV International Conference of the Chilean Computer Science Society (SCCC'05) was z=1 iteration. Tables 1 and 2 present, for each instance, the number n of nodes, the number r of criteria and, for each algorithm, the consumed time in seconds (t) and the total number of nondominated solutions found (Sol).
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Results of mc-ParGRASP1 and mc-ParGRASP3 algorithms on complete graphs with n = 20, 30 and 50 nodes and r = 2 and 3 criteria.
As expected, the results show that, for all instances, the number of nondominated solutions found was the same for all algorithms. However, when the consumed times are compared, the mc-ParGRASP1 algorithm outperformed the others.
The mc-ParGRASP2 algorithm reduces the idleness time of the mc-ParGRASP1 algorithm. However, it consumes more time sending, to the master process, a total number of solutions greater than the necessary. A nondominated solution T at iteration y can be dominated by a solution T found at iteration y+1. The sending of T was unnecessary.
Experiments were done varying the value of z (interval to send nondominated solutions) for the mc-ParGRASP2 algorithm and it was verified that, for instances with r=3 criteria, the consumed time decreases according to the value of z increases, obtaining an equal consumed time to the mc-ParGRASP1 algorithm when z=N iter. In this situation, the mc-ParGRASP2 algorithm is equivalent to the mc-ParGRASP1 algorithm.
With the goal of decentralizing the procedure of updating the global Pareto list lP areto, the mc-ParGRASP3 algorithm also sent a number of solutions greater than the necessary to the master process, generating a superior consumed time when compared with the other algorithms.
It was verified, in the mc-ParGRASP1 algorithm, that the processes do not consume the same computational time to execute the N iter/p iterations. Some of them finish before the others. Based on this observation, a variation of this algorithm is proposed. In this new algorithm, called mc-ParGRASP1 wT (mc-ParGRASP1 with termination), each process i (1 ≤ i ≤ p) has a logic vector ψ i , where each position j (1 ≤ j ≤ p) of this vector is true if the process j has already finished the N iter/p iterations, and false otherwise. When a process i finishes the N iter/p iterations, it sends a communication message to the other processes and verifies if the vector ψ i is with true at all positions. If it is true, the process i starts to send the local Pareto list lP areto i to the master process. Otherwise, the process i executes other iteration and, at the end of it, it repeats the verification at vector ψ i . Table 3 .
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Results of mc-ParGRASP1 and mc-ParGRASP1 wT on complete graphs with n = 20, 30 and 50 nodes and r = 2 and 3 criteria.
The previous experiment was executed again with the mc-ParGRASP1 and mc-ParGRASP1 wT algorithms. Table 3 presents the results. For the instances with r=2 criteria, where the number of nondominated solutions found is smaller, the consumed time was similar. For the instances with r=3 criteria, the consumed time of the mc-ParGRASP1 wT algorithm was superior. It can be explained by the greater number of nondominated solutions obtained. It demands a greater computational time to send the solutions to the master process. Table 4 .
Results of mc-ParGRASP1 and mc-ParGRASP1 wT on a complete graph with 50 nodes and 3 criteria.
In another experiment, the mc-ParGRASP1 and mc-ParGRASP1 wT algorithms were executed varying the number p of processors. It was used the larger instance, g50 3. Table 4 presents, for each algorithm, the number of Proceedings of the XXV International Conference of the Chilean Computer Science Society (SCCC'05) nondominated solutions found (Sol), the consumed time in seconds (t) and the speedup (Sp). The speedup was calculated for k (1 ≤ k ≤ 8) processors using the ratio t 1 /t k , where t 1 is the consumed time by the algorithm using one processor and t k is the consumed time using k processors.
The results show that according to the number p of processors increases, the difference between the consumed times increases. However, the difference between the numbers of nondominated solutions found increases too, achieving 2218 solutions (increase of 7.86%) with p=8. The increase of the consumed time can be explained by the increase of the number of nondominated solutions.
Conclusion
The use of the GRASP metaheuristic for multi-criteria problems is recent [1, 19] . We believe that the first parallel multi-criteria GRASP strategies are being proposed in this work.
The strategy described on mc-ParGRASP1 algorithm presented the best results for the mc-MST problem. A variation of this algorithm, called mc-ParGRASP1 wT, obtained good computational times and improved the global Pareto list found by the sequential version (mc-GRASP).
The results show that parallelizing a multi-criteria GRASP algorithm reduces execution time and can also improve the set of nondominated solutions obtained by the sequential version.
