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VISIBLE LATTICE POINTS IN RANDOM WALKS
JAVIER CILLERUELO, JOSE´ L. FERNA´NDEZ, AND PABLO FERNA´NDEZ
Abstract. We consider the possible visits to visible points of a random walker
moving up and right in the integer lattice (with probability α and 1 − α,
respectively) and starting from the origin.
We show that, almost surely, the asymptotic proportion of strings of k
consecutive visible lattice points visited by such an α-random walk is a certain
constant ck(α), which is actually an (explicitly calculable) polynomial in α of
degree 2b(k − 1)/2c. For k = 1, this gives that, almost surely, the asymptotic
proportion of time the random walker is visible from the origin is c1(α) = 6/pi2,
independently of α.
1. Introduction
Fix α ∈ (0, 1) and consider an α-random walk in the two-dimensional lattice,
starting at P0 = (0, 0), and given, for i ≥ 0, by
(1.1) Pi+1 = Pi +
{
(1, 0) with probability α,
(0, 1) with probability 1− α,
where the steps are independent. Notice that only steps (1, 0) and (0, 1) are allowed.
We are interested in estimating the proportion of visible lattice points (and more
generally, the proportion of strings of k consecutive visible lattice points) visited by
such an α-random walk. Recall that (a, b) is visible (from the origin) if and only if
gcd(a, b) = 1.
Associated to the α-random walk, consider the sequence (Xi)i≥1 of Bernoulli
random variables given by
Xi =
{
1, if Pi is visible,
0, if not,
and write
Sn =
X1 + · · ·+Xn
n
for the variable that registers the proportion of visible points visited by the α-
random walk in the first n steps. Observe that the variables Xi are not independent.
Our first result reads:
Theorem 1.1. For any α ∈ (0, 1),
lim
n→∞Sn =
6
pi2
almost surely.
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This result agrees with intuition, as Dirichlet’s classical result claims that the
probability that a random lattice point is visible is asymptotically 6/pi2. However,
if instead of the set of visible points, we take an arbitrary subset B in the lattice
with positive density β > 0, then the analogous to Theorem 1.1 does not hold in
general. In fact it is easy to construct a subset B of the lattice, with asymptotic
density 1, such that, for all α ∈ [0, 1], the α-random walk avoids B almost surely.
On the other hand, if B is a subset of N with asymptotic density β > 0, then the
one-dimensional α-random walk defined by P0 = 0 and
Pi+1 = Pi +
{
1 with probability α,
0 with probability 1− α,
stays on B an asymptotic proportion β of the time.
The proof of Theorem 1.1 relies on number-theoretical estimates of the mean and
the variance of Sn. See Section 3.
Our main result concerns with the proportion of k consecutive visible lattice
points visited. Interestingly, this proportion depends on α for k ≥ 3.
Define, for k ≥ 1, the random variable
Sn,k =
X1 · · ·Xk + · · ·+Xn · · ·Xn+k−1
n
that registers the proportion of k consecutive visible lattice points in the first n+k−1
steps in an α-random walk.
Theorem 1.2. For any α ∈ (0, 1),
lim
n→∞Sn,k = ck(α) almost surely,
where
ck(α) = bk(α)
∏
p≥k
(
1− k
p2
)
and bk(α) is a polynomial in α with rational coeficientes and degree 2b(k − 1)/2c
that can be explicitly calculated.
The first cases of bk(α) in Theorem 1.2 are
b1(α) = 1, b2(α) = 1, b3(α) =
1− α+ α2
2
, b4(α) =
6− 13α+ 13α2
18
.
For instance, for α = 1/2, the first probabilities above are c1(1/2) = 6/pi
2 ≈
0.6079, c2(1/2) ≈ 0.3226, c3(1/2) ≈ 0.1882, and c4(1/2) ≈ 0.1041.
The case k = 1 in Theorem 1.2 is actually Theorem 1.1, but the latter has to
be proved separately, as it is used in the proof of the former (see Section 4). The
approach to prove Theorem 1.2 is different from that used in Theorem 1.1, and has
the same flavour as that used in [1].
Theorem 1.2 has some direct and amusing consequences.
We say that a sequence of k lattice points Pi, . . . , Pi+k−1 is a run of exactly k
visible lattice points (in a sequence P0, P1, P2, . . . ,) if Pi, . . . , Pi+k−1 are visible but
Pi−1 and Pi+k are not visible. In other words, if (1−Xi−1)Xi · · ·Xi+k−1(1−Xk) = 1.
Corollary 1.3. In an α-random walk, α ∈ (0, 1), the proportion of runs of exactly
k consecutive visible lattice points tends to ck(α)−2ck+1(α)+ck+2(α) almost surely.
We say that Pi represents a change of visibility (in P0, P1, P2, . . . ,) if Pi−1 or Pi
are visible, but not both. In other words, if (Xi−1 −Xi)2 = 1.
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Corollary 1.4. In an α-random walk with α ∈ (0, 1), the proportion of changes of
visibility tends to 2c1(α)− 2c2(α) = 12/pi2 − 2
∏
p(1− 2/p2) almost surely.
We can associate, to each real number x ∈ [0, 1), expressed in binary form, an
infinite walk, starting at P0 = (0, 0), by identifying each 1 of its binary representa-
tion with the step (1, 0), and each 0 with the step (0, 1). To avoid ambiguities we
do not consider representations where all the digits are 1 from some place onwards.
Define now
Sn(x) =
X1 + · · ·+Xn
n
,
where Xi = 1 if the the lattice point Pi in this walk is visible, and Xi = 0 otherwise.
Theorem 1.1 for α = 1/2 can be rephrased as:
lim
n→∞Sn(x) = 6/pi
2
for all x ∈ [0, 1) except for an exceptional set of measure zero.
It is natural to ask wether rational numbers belong to this exceptional set or
not. The following result settles the question for this special case of walks with a
periodic pattern.
Theorem 1.5. If x ∈ [0, 1) is rational, limn→∞ Sn(x) is a rational number.
Notice that, in particular, limn→∞ Sn(x) 6= 6/pi2 for x rational. For example,
limn→∞ Sn(x) = 1/2 for x = 0.10, while limn→∞ Sn(x) = 7/12 for x = 0.1000010.
See Section 5.
2. Some preliminary results
The estimates for the mean and the variance of Sn contained in the proof of
Theorem 1.1 rely on an estimate for the binomial theorem sum restricted to indices
in a certain residue class.
Lemma 2.1. Fix integers n ≥ 1 and d ≤ n, and let r ∈ {0, 1, . . . , d− 1}. Then, for
any α ∈ (0, 1), ∑
l≡r mod d
(
n
l
)
αl(1− α)n−l = 1
d
+O
( 1√
α(1− α)n
)
.
Proof. The sequence (
(
n
l
)
αl(1− α)n−l)l is unimodal, and in fact,(
n
l − 1
)
αl−1(1− α)n−l+1 ≤
(
n
l
)
αl(1− α)n−l ⇐⇒ l ≤ α(n+ 1).
Let l0 = bα(n+ 1)c .Then we have(
n
0
)
(1− α)n <
(
n
1
)
α(1− α)n−1 < · · · ≤
(
n
l0
)
αl0(1− α)n−l0
and (
n
n
)
αn <
(
n
n− 1
)
αn−1(1− α) < · · · <
(
n
l0 + 1
)
αl0+1(1− α)n−l0−1.
The maximum value of these numbers is
(
n
l0
)
αl0(1− α)n−l0 , and Stirling’s formula
implies that, for any l,
(2.1)
(
n
l
)
αl(1− α)n−l ≤
(
n
l0
)
αl0(1− α)n−l0  1√
α(1− α)n.
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Denote by j0 the largest integer such that r + j0d − 1 ≤ l0 and j1 the largest
integer such that r + j1d ≤ n. Then,(
n
r +md
)
αr+md(1− α)n−r−md ≤ 1
d
r+(m+1)d−1∑
l=r+md
(
n
l
)
αl(1− α)n−l
for m = 0, . . . , j0 − 1, and(
n
r +md
)
αr+md(1− α)n−r−md ≤ 1
d
r+md∑
l=r+(m−1)d+1
(
n
l
)
αl(1− α)n−l
for m = j0 + 1, . . . , j1. Summing up these inequalities and adding the missing term
corresponding to m = j0 we have∑
l≡r (mod d)
(
n
l
)
αl(1− α)n−l
≤ 1
d
∑
l
(
n
l
)
αl(1− α)n−l +
(
n
r + j0d
)
αr+j0d(1− α)n−r−j0d
(by (2.1)) ≤ 1
d
+O
( 1√
α(1− α)n
)
.
The lower bound is obtained similarly. 
Since α ∈ (0, 1) will be fixed, we shall omit the dependence on α in the error
terms throughout the paper.
Lemma 2.2. Let α ∈ (0, 1/2]. For any integers n ≥ 1, a, b ≥ 0, we have∑
0≤l≤n
(
n
l
)
αl(1− α)n−l1gcd(l+a,n+b)=1 =
∑
d|n+b
µ(d)
d
+O
(τ(n+ b)√
n
)
,
where 1A denotes the indicator function of the event A, and τ(m) stands for the
divisor function.
Proof. We have that
1gcd(l+a,n+b)=1 =
∑
d|gcd(l+a,n+b)
µ(d),
which follows from the identity
∑
d|m µ(d) = 1 if m = 1 and 0 if m > 1. Thus,∑
0≤l≤n
(
n
l
)
αl(1− α)n−l1gcd(l+a,n+b)=1 =
∑
d|n+b
µ(d)
∑
0≤l≤n
l≡−a (mod d)
(
n
l
)
αl(1− α)n−l
=
∑
d|n+b
µ(d)
(1
d
+O
( 1√
n
))
=
∑
d|n+b
µ(d)
d
+O
(τ(n+ b)√
n
)
,
where Lemma 2.1 was used in the second identity. 
The following estimates involving the divisor function will be useful.
Lemma 2.3. We have:
i)
∑
i≤n
τ(i)√
i
 √n log n.
ii)
∑
1≤i<j≤n
τ(j)√
j−i  n3/2 log n.
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Proof. i) The partial sums of the divisor function satisfies the well-known estimate
D(n) =
∑
m≤n τ(m) ∼ n log n (see [3], Theorem 318). We use this, and summation
by parts, to write∑
i≤n
τ(i)√
i
=
∑
i≤n
D(i)−D(i− 1)√
i
=
∑
i≤n−1
D(i)
( 1√
i
− 1√
i+ 1
)
+
D(n)√
n
=
∑
i≤n−1
D(i)
( 1
(
√
i+
√
i+ 1)
√
i
√
i+ 1
)
+
D(n)√
n
≤ 1
2
∑
i≤n−1
D(i)
i3/2
+
D(n)√
n

∑
i≤n−1
log i√
i
+
√
n log n √n log n.
For ii),∑
1≤i<j≤n
τ(j)√
j − i =
∑
j≤n
τ(j)
∑
i<j
1√
j − i 
∑
j≤n
τ(j)
√
j ≤ √n
∑
j≤n
τ(j) n3/2 log n.

Lemma 2.4. ∑
d≤n
µ(d)
d
⌊n
d
⌋
=
6n
pi2
+O(log n).
Proof. It is a consequence of the well-known formula
∑∞
d=1 µ(d)/d
2 = 6/pi2 (see [3],
Theorem 287):∑
d≤n
µ(d)
d
⌊n
d
⌋
=
∑
d≤n
µ(d)
d2
−
∑
d≤n
µ(d)
d
{n
d
}
= n
( 6
pi2
+O
(∑
d>n
1
d2
))
+O
(∑
d≤n
1
d
)
=
6n
pi2
+O(1) +O(log n).

3. Proof of Theorem 1.1
Theorem 1.1 is a consequence of Propositions 3.1 and 3.2, and Lemma 3.3 below.
Using the notation for α-random walks from the introduction, we can estimate:
Proposition 3.1. For any α ∈ (0, 1) we have
E(X1 + · · ·+Xn) = 6n
pi2
+O(
√
n log n ).
Proof. The coordinates of a lattice point Pi sum i, and are of the form (l, i − l),
for some l = 0, . . . , i, with probability
(
i
l
)
αl(1− α)i−l. The lattice point (l, i− l) is
visible if and only if gcd(l, i) = 1. Thus,
E(Xi) =
i∑
l=0
(
i
l
)
αl (1− α)i−l 1gcd(l,i)=1 .
Lemma 2.2, with n = i and a = b = 0, gives
E(Xi) =
∑
d|i
µ(d)
d
+O
(τ(i)√
i
)
.
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Finally, by Lemma 2.3 i) and Lemma 2.4, we have
E(X1 + · · ·+Xn) =
∑
i≤n
(∑
d|i
µ(d)
d
+O
(τ(i)√
i
))
=
∑
d
µ(d)
d
⌊n
d
⌋
+O
(∑
i≤n
τ(i)√
i
)
=
6n
pi2
+O(
√
n log n),
as required. 
Proposition 3.2. For any α ∈ (0, 1) we have
V(X1 + · · ·+Xn) n3/2 log n.
Proof. First, using Proposition 3.1,
V(X1 + · · ·+Xn) = E
(
(X1 + · · ·+Xn)2
)
−E(X1 + · · ·+Xn)2(3.1)
=
∑
i,j≤n
E(XiXj)−
(6n
pi2
)2
+O(n3/2 log n).(3.2)
Assume that i < j. The lattice points Pi and Pj will be of the form Pi =
(l, i− l), Pj = (l+ r, j− l− r) for some 0 ≤ l ≤ i and 0 ≤ r ≤ j− i with probability(
i
l
)
αl(1− α)i−l
(
j − i
r
)
αr(1− α)j−i−r.
Thus,
E(XiXj)
=
∑
0≤l≤i
(
i
l
)
αl(1− α)i−l1gcd(i,l)=1
∑
0≤r≤j−i
(
j − i
r
)
αr(1− α)j−i−r1gcd(l+r,j)=1.
Now, using Lemma 2.2 with n = j − i, a = l, b = i in the inner sum, and then
with n = i, a = b = 0 in the first sum, we get
E(XiXj) =
(∑
d|i
µ(d)
d
+O
(τ(i)√
i
))(∑
d|j
µ(d)
d
+O
( τ(j)√
j − i
))
.
Notice that
∑
d|n µ(d)/d = φ(n)/n ≤ 1, where φ(n) denotes Euler’s totient func-
tion. Thus, for i < j we have
E(XiXj) =
∑
d|i
µ(d)
d
∑
d|j
µ(d)
d
+O
( τ(j)√
j − i
)
+O
(τ(i)√
i
)
.
Thus, by Lemma 2.3 we have∑
i<j≤n
E(XiXj) =
∑
i<j≤n
∑
d|i
µ(d)
d
∑
d|j
µ(d)
d
+O(n3/2 log n).
Adding the diagonal terms we get∑
i,j≤n
E(XiXj) =
∑
i,j≤n
∑
d|i
µ(d)
d
∑
d|j
µ(d)
d
+O(n3/2 log n).(3.3)
The main term can be estimated using Lemma 2.4:∑
i,j≤n
∑
d|i
µ(d)
d
∑
d|j
µ(d)
d
=
(∑
d
µ(d)
d
⌊n
d
⌋)2
=
(6n
pi2
)2
+O(n log n).
Now we plug this into (3.3), and then into (3.1), and we are done. 
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Finally, Theorem 1.1 follows by combining the estimates of Propositions 3.1
and 3.2 with the following standard result (see, for instance, Section 3.2 in [2]).
Lemma 3.3. Let (Wi)i≥1 be a sequence of uniformly bounded random variables
such that
lim
n→∞E(Sn) = µ,
where Sn =
1
n (W1 + · · ·+Wn). If V(Sn) n−δ for some δ > 0, then
lim
n→∞Sn = µ
almost surely.
Proof. Let k be a positive integer such that δk > 2. Then, by the Chebyshev
inequality,∑
m
P(|Smk −E(Smk)| ≥ 1/
√
m) ≤
∑
m
V(Smk)
1/m

∑
m
1
mδk−1
<∞,
and so, by the Borel–Cantelli lemma,
|Smk −E(Smk)| 
1√
m
almost surely.
Given n, let m be such that mk ≤ n < (m + 1)k. We have that Sn = Smk +
O(1/m). Then,
|Sn − µ| ≤ |Sn − Smk |+ |Smk −E(Smk)|+ |E(Smk)− µ|
 1
m
+
1√
m
+ |E(Smk)− µ| → 0
when n→∞, almost surely. 
4. Proof of Theorem 1.2
4.1. Notation and auxiliar results. Some notation and some preliminary results
are needed. We will write
s = (s0, s1, . . . , sk−1),
with s0 = (0, 0) and, for i = 1, . . . , k − 1,
si = si−1 +
{
(1, 0) or
(0, 1)
for a sequence of k consecutive points of the random walk starting at (0, 0). Denote
by Sk−1 the set comprising the 2k−1 possible sequences s. Observe that, in an
α-random walk, a sequence s has probability
P(s) = αr(s)(1− α)u(s),
where r(s) is the number of steps (1, 0) in s, and u(s), the number of steps (0, 1).
Notice that r(s) + u(s) = k − 1.
Fix s = (s0, s1, . . . , sk−1) ∈ Sk−1 and a prime p. Consider, within the p2 classes
(x, y) mod p, the set
(4.1) Bp(s) = {(x, y) mod p : (x, y) ≡ −si for some i = 0, 1, . . . , k − 1},
and let
(4.2) Cp(s) = {(x, y) mod p : (x, y) 6≡ −si for all i = 0, 1, . . . , k − 1}
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be its complement. Observe that |Bp(s)| + |Cp(s)| = p2 and notice that, if p ≥ k,
then
(4.3) |Bp(s)| = k,
because in this case all the −si belong to different classes mod p.
For a positive integer m, writing Dm =
∏
p<m p, we also consider
Am(s) = {(x, y) mod Dm : (x, y) ∈ Cp(s) for all prime p < m.}
Observe that, by the Chinese remainder theorem,
(4.4) |Am(s)| =
∏
p<m
|Cp(s)|.
We define now a couple of notions of (partial) visibility.
Definition 4.1. We say that a lattice point Q = (a, b) is p-visible if p - gcd(a, b).
We say that Q = (a, b) is visible at level m if P is p-visible for any prime p < m.
Notice that P is visible if P is p-visible por all prime p, or equivalently, if P is
visible at any level m.
Given a sequence s = (s0, s1, . . . , sk−1) and a lattice point P , write
s(P ) = (P + s0, P + s1, . . . , P + sk−1),
for a sequence of k consecutive points in the random walk starting at P .
Definition 4.2. We say that s(P ) is p-visible if the points P+s0, P+s1, . . . , P+sk−1
are p-visible. We say that s(P ) is visible at level m if s(P ) is p-visible for all prime
p < m.
Proposition 4.3. Let Dm =
∏
p<m p. Then s(P ) is visible at level m if P ≡ (x, y)
mod Dm for some (x, y) ∈ Am(s).
Proof. Observe that s(P ) is p-visible if the class of P mod p belongs to Cp(s). Thus,
s(P ) is p-visible for all prime p < m if the class of P mod p belongs to Cp(s) for all
p < m. In other words, if the class of P mod Dm belongs to Am(s). 
Using the above notations, we prove that:
Lemma 4.4. For α ∈ (0, 1), k ≥ 1 and a positive integer m,
1
D2m
∑
s∈Sk−1
P(s) |Am(s)| = ck(m;α),
where
ck(m;α) = bk(α)
∏
k≤p<m
(
1− k
p2
)
with b1(α) = b2(α) = 1 and
bk(α) =
∑
s∈Sk−1
P(s)
∏
p<k
(
1− |Bp(s)|
p2
)
for k ≥ 3.
The function bk(α) is a polynomial in α of degree 2b(k − 1)/2c with rational coeffi-
cients.
Proof. By (4.4) and (4.3),
|Am(s)| =
∏
p<m
|Cp(s)| =
∏
p<m
(
p2 − |Bp(s)|
)
=
∏
p<k
(
p2 − |Bp(s)|)
) ∏
k≤p<m
(
p2 − k)
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(we understand that the first product in the last term of the above chain of identities
is equal to 1 for k = 1, 2). This yields
1
D2m
∑
s∈Sk−1
P(s)|Am(s)| =
∏
k≤p<m
(
1− k
p2
)
·
∑
s∈Sk−1
P(s)
∏
p<k
(
1− |Bp(s)|
p2
)
.
Denote by s the complementary sequence of s, that is, the result of replacing
each step (1, 0) by (0, 1), and viceversa. Observe that P(s) = αu(s)(1 − α)r(s) and
|Bp(s)| = |Bp(s)|. Thus,
bk(α) =
∑
s∈Sk−1
P(s)
∏
p<k
(
1− |Bp(s)|
p2
)
=
1
2
∑
s∈Sk−1
(
P(s) + P(s)
) ∏
p<k
(
1− |Bp(s)|
p2
)
=
1
2
∑
s∈Sk−1
(
αr(s)(1− α)u(s) + αu(s)(1− α)r(s)) ∏
p<k
(
1− |Bp(s)|
p2
)
.
As r(s) + u(s) = k − 1, it turns out that bk(α) is a polynomial in α of degree
2b(k − 1)/2c. 
As an example, consider the case k = 3. The four possible sequences are
s1 = ((0, 0), (1, 0), (2, 0)),
s2 = ((0, 0), (1, 0), (1, 1)),
s3 = ((0, 0), (0, 1), (1, 1)),
s4 = ((0, 0), (0, 1), (0, 2)),
with probabilities α2, α(1− α), α(1− α) and (1− α)2, respectively. Observe that,
for instance,
−s1 mod 2 = ((0, 0), (1, 0), (0, 0)) while − s2 mod 2 = ((0, 0), (1, 0), (1, 1)).
Considering the four cases, we get |B2(s1)| = |B2(s4)| = 2 and |B2(s2)| = |B2(s3)| = 1,
and consequently,
b3(α) = α
2
(
1− 2
4
)
+ 2α(1− α)
(
1− 1
4
)
+ (1− α)2
(
1− 2
4
)
=
1 + α− α2
3
.
4.2. Visible points at level m and the proof of Theorem 1.2. Let Xi(m) be
the random variable defined by Xi(m) = 1 if Pi is visible at level m and 0 otherwise.
For k ≥ 1, define Yi(m) = Xi(m) · · ·Xi+k−1(m) and
Sn,k(m) =
Y1(m) + · · ·+ Yn(m)
n
.
Recall, from the introduction, the variables Xi defined by Xi = 1 if Pi is visible
and 0 otherwise, and consider the corresponding variables Yi and Sn,k.
Next we show how to deduce Theorem 1.2 from Theorem 4.5 below. We postpone
the proof of Theorem 4.5 to Section 4.3.
Theorem 4.5. For all m ∈ N,
lim
n→∞Sn,k(m) = ck(m;α) almost surely,
where ck(m;α) was defined in Lemma 4.4.
Now define Zi(m) = Xi(m) − Xi. Observe that Zi(m) = 1 if Pi is visible at
level m, but Pi is not visible; and Zi(m) = 0 otherwise. Consider
Zn(m) =
Z1(m) + · · ·+ Zn(m)
n
.
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Corollary 4.6.
lim
n→∞Zn(m) =
∏
p<m
(
1− 1
p2
)
− 6
pi2
almost surely.
Proof. Write
Z1(m) + · · ·+ Zn(m)
n
=
X1(m) + · · ·+Xn(m)
n
− X1 + · · ·+Xn
n
.
By Theorem 4.5 with k = 1 and Theorem 1.1, we have
lim
n→∞Zn(m) = limn→∞Sn,1(m)− limn→∞Sn,1 =
∏
p<m
(
1− 1
p2
)
− 6
pi2
almost surely. 
Lemma 4.7.
Sn,k(m)− kZn(m)− k
2
2n
≤ Sn,k ≤ Sn,k(m).
Proof. It is clear that
Yi(m)− Yi = Xi(m) · · ·Xi+k−1(m)−Xi · · ·Xi+k−1
takes the values 0 or 1. In fact, writing
Yi(m)− Yi = (Xi + Zi(m)) · · · (Xi+k−1 + Zi+k−1(m))−Xi · · ·Xi+k−1,
we observe that if Yi(m) − Yi = 1 then Zi+r(m) = 1 for some r = 0, . . . , k − 1.
Thus, 0 ≤ Yi(m)− Yi ≤ Zi(m) + · · ·+ Zi+k−1(m).
Summing up these inequalities for i = 1, . . . , n we get
0 ≤
n∑
i=1
Yi(m)−
n∑
i=1
Yi ≤
n∑
i=1
k−1∑
r=0
Zi+r(m) ≤ k
n∑
i=1
Zi(m) +
k−1∑
i=1
i ≤ k
n∑
i=1
Zi(m) +
k2
2
.
Thus,
0 ≤ Sn,k(m)− Sn,k ≤ kZn(m)− k
2
2n
. 
Proof of Theorem 1.2. Taking limits in Lemma 4.7, and using Theorem 4.5 and
Corollary 4.6, we get
ck(m;α)− k
( ∏
p<m
(
1− 1
p2
)
− 6
pi2
)
≤ lim inf
n→∞ Sn,k ≤ lim supn→∞ Sn,k ≤ ck(m;α)
almost surely. Since this is true for any m, we can take the limit as m→∞. Since
limm→∞
∏
p<m(1− 1/p2) = 6/pi2, we have that
lim
n→∞Sn,k = limm→∞ ck(m;α) = ck(α) = bk(α)
∏
p
(
1− k
p2
)
almost surely. This finishes the proof. 
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4.3. Proof of Theorem 4.5. Theorem 4.5 will follow from the estimates for
E(Sn,k(m)) and V(Sn,k(m)) contained in Propositions 4.8 and 4.9 below, plus an
extra application of Lemma 3.3.
Proposition 4.8.
E(Sn,k(m)) = ck(m;α) +O
(D2m√
n
)
.
Proof. A sequence of k − 1 lattice points Pi, . . . , Pi+k−1 in a α-random walk is of
the form
s(Pi) = (Pi + s0, Pi + s1, . . . , Pi + sk−1),
with Pi = (l, i− l) for some 0 ≤ l ≤ i, and for some s := (s0, s1, . . . , sk−1) ∈ Sk−1.
We observe that Yi(m) = 1 if Xi+r(m) is visible at level m for all r = 0, . . . , k−1.
Thus,
E(Yi(m)) = P(Xi+r(m) is visible at level m for all r = 0, . . . , k − 1)
=
∑
s∈Sk−1
i∑
l=0
P(s)P
(
Pi = (l, i− l)
)
1s(l,i−l) is visible at level m.
Since gcd(l, i− l) = gcd(i, l), we have that s(l, i− l) is visible at level m if and only
if s(i, l) is visible at level m. Thus, by Proposition 4.3 and Lemma 2.1, we have
n∑
i=1
E(Yi(m)) =
∑
s∈Sk−1
P(s)
∑
(x,y)∈Am(s)
∑
1≤i≤n
i≡x (mod Dm)
∑
0≤l≤i
l≡y (mod Dm)
(
i
l
)
αl(1− α)i−l
=
∑
s∈Sk−1
P(s)
∑
(x,y)∈Am(s)
∑
1≤i≤n
i≡x (mod Dm)
( 1
Dm
+O
( 1√
i
))
=
∑
s∈Sk−1
P(s)
∑
(x,y)∈Am(s)
(
n
D2m
+O(
√
n)
)
= n
( 1
D2m
∑
s∈Sk−1
P(s)|Am(s)|
)
+O
(
D2m
√
n
)
.
After dividing by n, we conclude the proof recalling Lemma 4.4. 
Proposition 4.9.
V (Sn,k(m)) D
4
m√
n
.
Proof. We start by estimating
E(Yi(m) · Yj(m)) = E(Xi(m) · · ·Xi+k−1(m) ·Xj(m) · · ·Xj+k−1(m)).
Assume that i < j − k. A typical pair of sequences of points
Pi, Pi+1, . . . , Pi+k−1 and Pj , Pj+1, . . . , Pj+k−1
are of the form t(Pi) and s(Pj), where t = (t0, t1, . . . , tk−1) and s = (s0, s1, . . . , sk−1)
belong to Sk−1, Pi = (l, i− l), for some 0 ≤ l ≤ i and Pj = (l+ u+ r, j − l− u− r)
for some r, 0 ≤ r ≤ j − i − (k − 1), with (u, v) = t1 + · · · + tk−1. Notice that
u+ v = k − 1. Notice also that the condition i < j − k avoids possible intersection
between the sequences.
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Thus we have
E(Yi(m)Yj(m)) =
∑
t,s∈Sk−1
i∑
l=0
j−i−(k−1)∑
r=0
P(t)P(s)
·P(Pi = (l, i− l))
·P(Pj = (l + u+ r, j − l − u− r) |Pi+k−1 = (l + u, i− l + v))
· 1t(Pi) and s(Pj) are visible at level m.
Using again that t(Pi) = t(l, i− l) and s(Pj) = s(l+ u+ r, j − l− u− r) are visible
at level m if and only if t(i, l) and s(l + u+ r, j) are visible at level m, we have
∑
i,j
1≤i<j−k≤n−k
E(Yi(m)Yj(m)) =
∑
t,s∈Sk−1
∑
1≤i<j−k≤n−k
i∑
l=0
j−i−(k−1)∑
r=0
P(t) P(s)
·P(Pi = (l, i− l))
·P(Pj = (l + u+ r, j − l − u− r) |Pi+k−1 = (l + u, i− l + v))
· 1t(l,i) and s(l+u+r,j) are visible at level m.
Using again Proposition 4.3 we have∑
i,j
1≤i<j−k≤n−k
E(Yi(m)Yj(m))
=
∑
t,s∈Sk−1
∑
(x,y)∈Am(t)
(z,w)∈Am(s)
∑
1≤i<j−k≤n−k
i≡y (mod Dm)
j≡w (mod Dm)
i∑
l=0
l≡x (mod Dm)
j−i−(k−1)∑
r=0
r≡z−l−u (mod Dm)
P(t) P(s)
·P(Pi = (l, i− l))
·P(Pj = (l + u+ r, j − l − u− r) |Pi+k−1 = (l + u, i− l + v))
=
∑
t,s∈Sk−1
∑
(x,y)∈Am(t)
(z,w)∈Am(s)
∑
1≤i<j−k≤n−k
i≡y (mod Dm)
j≡w (mod Dm)
i∑
l=0
l≡x (mod Dm)
P(t) P(s)
·
j−i−(k−1)∑
r=0
r≡z−l−u (mod Dm)
(
i
l
)
αl(1− α)i−l
(
j − i− (k − 1)
r
)
αr(1− α)j−i−(k−1)−r.
By Lemma 2.1 we have
j−i−(k−1)∑
r=0
r≡z−l−u (mod Dm)
(
j − i− (k − 1)
r
)
αr(1− α)j−i−(k−1)−r
=
1
Dm
+O
( 1√
(j − i− (k − 1))
)
and
i∑
l=0
l≡x (mod Dm)
(
i
l
)
αl(1− α)i−l = 1
Dm
+O
( 1√
i
)
.
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Thus, ∑
i,j
1≤i<j−k≤n−k
E(Yi(m)Yj(m)) =
∑
t,s∈Sk−1
∑
(x,y)∈ADm (t)
(z,w)∈ADm (s)
P(t) P(s)
·
∑
1≤i<j−k≤n−k
i≡y (mod Dm)
j≡w (mod Dm)
( 1
Dm
+O
( 1√
j − i− (k − 1)
))( 1
Dm
+O
( 1√
i
))
.
Straightforward calculations show that∑
1≤i<j−k≤n−k
i≡y (mod Dm)
j≡w (mod Dm)
( 1
Dm
+O
( 1√
j − i− (k − 1)
))( 1
Dm
+O(
1√
i
)
)
=
n2
2D4m
+O(n3/2).
Thus,∑
i,j
1≤i<j−k≤n−k
E(Yi(m)Yj(m)) =
(
1
D2m
∑
t∈Sk−1
∑
(x,y)∈ADm (s)
P(s)
)2(n2
2
+O(D4mn
3/2)
)
.
For the cases |i− j| ≤ k, where the two sequences may intersect, we use the trivial
estimate ∑
1≤i,j≤n
|j−i|≤k
E(Yi(m)Yj(m)) n.
We conclude that∑
1≤i,j≤n
E(Y i(m)Y j(m)) =
( 1
D2m
∑
t∈Sk−1
P(s)|Am(s)|
)2 (
n2 +O(D4mn
3/2)
)
+O(n)
= n2c2k(m;α) +O(D
4
mn
3/2),(4.5)
using Lemma 4.4. We finish the proof observing that
V(Sn,k(m)) = E(S
2
n,k(m))−E2(Sn,k(m))
=
1
n2
∑
1≤i,j≤n
E(Y i(m)Y j(m))−E2(Sn,k(m)) = O
(D4m√
n
)
,
by (4.5) and Proposition 4.8. 
5. Rational walks
Consider, for any real number x ∈ [0, 1) expressed in binary form, the associated
infinite walk, starting at P0 = (0, 0), in which each 1 in the binary representation
means step (1, 0), and each 0, step (0, 1). Define
Sn(x) =
X1 + · · ·+Xn
n
,
where Xi = 1 if the the lattice point Pi in this walk is visible, and Xi = 0 otherwise.
We are interested in the limit of Sn(x) when x is a rational number. It is
instructive to consider an example.
The walk associated to the rational number x = 0.11101 comprises the lattice
points
(0, 0), (1, 0), (2, 0), (3, 0)(3, 1), (4, 1), . . . , (2k + 1, k − 1), (2k + 1, k)(2k + 2, k), . . .
The lattice points in bold correspond to the aperiodic part. The remaining points
can be classified in three classes. The following facts are easy to check:
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The lattice point (2k + 1, k − 1) is visible if and only k 6≡ 1 (mod 3). Thus the
relative density for this class of lattice points is δ1 = 2/3.
The lattice point (2k + 1, k) is visible for all k. Thus, δ2 = 1.
The lattice point (2k + 2, k) is visible if only k 6≡ 0 (mod 2). Thus, δ3 = 1/2.
So the global density, i.e., the average of the relative densities, is
lim
n→∞Sn(x) =
δ1 + δ2 + δ3
3
=
13
18
.
Proof of Theorem 1.5. Suppose that
x = 0.α1 · · ·αm αm+1 · · ·αm+l,
with m ≥ 0 and a period of length l ≥ 1. Write vi for the step (1, 0) or (0, 1)
associated with each αi. Denote by (x0, y0) the lattice point reached after the steps
corresponding to the the nonperiodic part, and write, for i = 1, . . . , l, (ri, ti) =
vm+1 + · · ·+ vm+i. The point (rl, tl) will be simply denoted by (r, t).
For n ≥ 1, we display the first ln lattice points (after the nonperiodic part) in
the following table:
(x0, y0) + (r1, t1) · · · · · · (x0, y0) + (rl, tl)
(x0, y0) + (r1, t1) + (r, t) · · · · · · (x0, y0) + (rl, tl) + (r, t)
...
(x0, y0) + (r1, t1) + (n− 1)(r, t) · · · · · · (x0, y0) + (rl, tl) + (n− 1)(r, t).
Fix now i, 1 ≤ i ≤ l, and define the number
(5.1) mi := t(x0 + ri)− r(y0 + ti) .
Observe that mi is determined by x.
Consider the n lattice points P0, P1, . . . , Pn−1 located at column i in the previous
table, of the form
Pk = (x0 + ri + kr , y0 + ti + kt), 0 ≤ k ≤ n− 1.
We count now the number of Pk that are visible.
If mi = 0, then t (x0 + ri) = r (y0 + ti), and thus each point Pk can be written as
Pk =
(
x0+ri+kr ,
t
r
(x0+ri+kr)
)
=
(x0 + ri + kr
r/ gcd(r, t)
r
gcd(r, t)
,
x0 + ri + kr
r/ gcd(r, t)
t
gcd(r, t)
)
Since x0+ri+krr/ gcd(r,t) > 1 for k ≥ 1, this shows that each Pk, k ≥ 1, is non visible in this
case, and so the relative density of visible points is δi = 0 or δi = 1/n.
For mi 6= 0, we write the number of visible points Pk as∑
0≤k≤n−1
1gcd(x0+ri+kr,y0+ti+kt)=1 =
∑
0≤k≤n−1
∑
d|gcd(x0+ri+kr,y0+ti+kt)
µ(d).
Notice that if d | (x0 + ri +kr) and d | (y0 + ti +kt), then d | mi, so we can write
the sum above as∑
d|mi
µ(d) #{k : 0 ≤ k ≤ n− 1, x0 + ri + kr ≡ y0 + ti + kt ≡ 0 (mod d)}
=
∑
d|mi
µ(d)
(n
d
Si(d) +O(d)
)
= n
∑
d|mi
µ(d)Si(d)
d
+O
(∑
d|mi
d
)
,
where Si(d) is the number of solutions k (mod d) of
x0 + ri + kr ≡ y0 + ti + kt ≡ 0 (mod d).
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By the Chinese remainder theorem, the function Si(d) is a multiplicative function,
and then the relative density δi is
δi =
∑
d|mi
µ(d)Si(d)
d
=
∏
p|mi
(
1− Si(p)
p
)
.
Fix p | mi.
If p - r and p - t then Si(p) = 1. To see this we observe that x0 + ri + kr ≡ 0
(mod p) ⇐⇒ k ≡ −(x0 + ri)r−1 (mod p), and that y0 + ti + kt ≡ 0 (mod p) ⇐⇒
k ≡ −(y0 + ti)t−1 (mod p). Since p | mi, we have that indeed −(x0 + ri)r−1 ≡
−(y0 + ti)t−1 (mod p).
If p | r and p - t, then p | (x0 +ri). This implies that x0 +ri+kr ≡ 0 (mod p) for
all k and then the lattice point is visible when k ≡ (−y0 + ti)t−1 (mod p). Thus,
Si(p) = 1 in this case. If p | t and p - r we also have that Si(p) = 1.
Finally, if p | r and p | t, then Si(p) = 0 except when p | (x0 + ri) and p | (y0 + ti)
simultaneously. In this case we have Si(p) = p.
Upon considering the cases above, we get that
(5.2) δi =
∏
p|mi
(
1− 1
p
) ∏
p|gcd(mi,r,t)
i(p)
(1− 1/p) ,
where i(p) = 1 if p - gcd(mi, r, t, x0 + ri, y0 + ti), and i(p) = 0 otherwise.
Thus, the number of 0 ≤ k ≤ n− 1 satisfying the condition above is
nδi +O(1).
Summing up for each i = 1, . . . , l, we have that
Sln(x) =
1
l
l∑
i=1
δi +O(1/n).
Since for all m = 0, . . . , l − 1 we have that
Sln(x)
ln
ln+m
≤ Sln+m(x) ≤ Sln(x) ln
ln+m
+
m
ln+m
we conclude that
(5.3) lim
n→∞Sn(x) =
1
l
l∑
i=1
δi,
that is clearly a rational number. 
The proof above contains a procedure for calculating the proportion of visible
points visited by the walk associated to a rational number x. Consider, as an
illustration, a periodic part of the form 0110. This means, in the notation of the
proof, that r = t = 2.
Consider, for example, the rational number x = 0.1000 0110, in which the aperi-
odic part leads to the lattice point (x0, y0) = (1, 3). In this case the |mi|’s are 6, 4,
2 and 4. Then the proportion is, following (5.2) and (5.3),
1
4
[(
1− 1
3
)
+ 0 + 1 + 1
]
=
2
3
.
Notice that no factors (1 − 1/2) do appear, because r, t and the mi’s are even
numbers, and that the term 0 appears because 2(2) = 0 in this case.
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Compare with the case x = 0.10000 0110, that corresponds to (x0, y0) = (1, 4),
and for which the |mi|’s are 8, 6, 4 and 6. Now the proportion is
1
4
[
1 +
(
1− 1
3
)
+ 1 +
(
1− 1
3
)]
=
5
6
.
Or with the number x = 0.1000 0111, with periodic part corresponding to r = 3
and t = 1, and aperiodic part leading to the point (x0, y0) = (1, 3). Now the |mi|’s
are 11, 10, 9 and 8, and the proportion turns out to be
1
4
[(
1− 1
11
)
+
(
1− 1
2
)(
1− 1
5
)
+
(
1− 1
3
)
+
(
1− 1
2
)]
=
817
1320
.
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