Abstract. The set of primitive vectors on large spheres in the euclidean space of dimension d ≥ 3 equidistribute when projected on the unit sphere. We consider here a refinement of this problem concerning the direction of the vector together with the shape of the lattice in its orthogonal complement. Using unipotent dynamics we obtained the desired equidistribution result in dimension d ≥ 6 and in dimension d = 4, 5 under a mild congruence condition on the square of the radius. The case of d = 3 is considered in a separate paper.
Introduction
Let d ≥ 3 be a fixed integer. Let Z d prim be the set of primitive vectors in Z d . Set 
By a theorem of Legendre the restriction to the proper subset of N as in the above conjecture for d = 3 is equivalent to S 2 (D) being nonempty, and hence necessary. A similar statement holds for d = 4.
In a separate paper [AES14] we obtain for the case d = 3 some partial results towards this conjecture. However, for d > 3 we can give much stronger results using the techniques presented here. For an odd rational prime p let D(p) = {D : p ∤ D}. The main result of this paper is the following:
where p is any fixed odd prime. Theorem 1.2 will be proven using the theorem of Mozes and Shah [MS95] concerning limits of algebraic measures with unipotent flows acting ergodically. More precisely we will need a p-adic analogue of this result, which has been given more recently by Gorodnik and Oh [GO11] . In particular we note that Theorem 1.2 should therefore be considered a corollary of the measure classification theorems for unipotent flows on S-arithmetic quotients (see [Ra95] and [MT94] ).
As explained in Lemma 3.7, the congruence condition D ∈ D(p) is a splitting condition which enables us to use the existing theory of unipotent dynamics. It is possible to remove this splitting condition for d = 4, 5 by giving effective dynamical arguments in the spirit of [EMMV14] (see also [EMV09] ), but this result is not general enough for that purpose. In [ERW14] René Rühr, Philipp Wirth, and the second named author use the methods of [EMMV14] to remove the congruence condition for d = 4, 5 in Theorem 1.2. We note however, that the case d = 3 remains open (apart from the partial results in [AES14] that concerns itself only with the problem on S 2 × X 2 and involves some stronger congruence conditions).
Our interest in this problem arose through the work of W. Schmidt [Sch98] , J. Marklof [Mar10] (see also [EMSS] ). However, as Peter Sarnak and Ruixiang Zhang pointed out to us, Maass [Maa56] already asked similar questions in 1956 (see also [Maa59] ). More precisely, the above question is the common refinement of Linnik's problem and the question of Maass.
Notation and organization of the paper
A sequence of probability measures µ n on a metric space X is said to equidistribute to a probability measure µ if µ n converge to µ in the weak * topology on the space of probability measures on X. A probability measure µ is called a weak * limit of a sequence of measures µ n if there exists a subsequence (n k ) such that µ n k equidistribute to µ as k → ∞. For a probability measure µ and a measurable set A of positive measure, the restriction µ| A of µ to A is defined by µ| A (B) = subgroup M < L such that L/M admits an L-invariant probability measure, it is unique, we denote it by µ L/M , and call it the uniform measure or the Haar measure on L/M . If furthermore, K < L is a compact subgroup then there is a natural quotient map L/M → K\L/M , and the uniform measure on K\L/M is by definition the push forward of the Haar measure on L/M .
We recall that the Haar measure on a finite volume orbit HgΓ is the pushforward of the uniform measure on H/ H ∩ gΓg −1 . Note that a twisted orbit of the form gHΓ can be thought of as an orbit for the subgroup gHg −1 since gHΓ = gHg −1 gΓ.
For a finite set S of valuations on Q we set Q S = v∈S Q v and Z S = Z 1 p : p ∈ S \ {∞} . For a prime number p, Z p denotes the ring of p-adic integers (so with this notation Z {p} ∩ Z p = Z). As usual we will embedd Z S diagonally into Q S , where q ∈ Z S is mapped to (q, . . . , q) ∈ Q S . When ∞ ∈ S, the group Z S is a discrete and cocompact subgroup of Q S .
For an algebraic group P we write P S def = P(Q S ). For a semisimple algebraic Q-group P we let π P :P → P be the simply connected covering map over Q, which is unique up-to Q-isomorphism (See [Pro07, Thereom 2.6] for details). We denote by P + S the image ofP S under π P . We also recall that P(Z S ) is a lattice in P(Q S ) if ∞ ∈ S and P is semisimple and also if P = ASL d−1 . As we will see later the subgroup P + S < P S plays an important role in some of the ergodic theorems on P(Q S )/P(Z S ) that we will use.
The letter e will always denote the identity element of a group, and we will sometimes use subscripts to indicate the corresponding group, e.g. we may write e ∞ ∈ P(R), e p ∈ P(Q p ), or e f ∈ P( p∈S\{∞} Q p ). This paper is organised as follows: The desired equidistribution (1.2) follows from an equidistribution of "joined" orbits on a product of S-adic homogeneous spaces, which is proved in §3 using unipotent dynamics. The translation between the result of §3 to (1.2) is stated in §4 and proved in §5.
Equidistribution of joined S-adic orbits
Fix some finite set S ∋ ∞ of valuations of Q. We define the algebraic groups
We write π S : Y S → X S for the map induced by the natural projection
Let us mention at this point that we will prove Theorem 1.2 by studying the dynamics and the orbits of the stabilizer H v of v which in particular will allows us to conclude that there are many primitive vectors in S( v 2 ) if D = v 2 is sufficiently large.
We also define
implies that these are compact orbits. Let µ v,S (resp. µ v,S ) be the Haar measure on these orbits
.
Remark 3.1. We have π S * (µ v,S ) = µ v,S and π S * (µ S ) = µ S . Theorem 3.2. Let p be a fixed odd prime and set S = {∞, p}. For d > 5 and for any sequence {v n } ⊂ Z d prim with v n → ∞ as n → ∞ we have that µ vn converge in the weak * topology to µ S . The same conclusion holds for d = 4 or 5 when {v n } is a sequence of primitive vectors with v n → ∞ as n → ∞ and v n 2 2 ∈ D(p) for any n ∈ N, where p is a fixed odd prime number.
The proof of Theorem 3.2 is divided into three steps. In the first we prove some preliminaries on quadratic forms and recall a theorem by Gorodnik and Oh. In the second we will establish the analog of Theorem 3.2 for the measures µ v,S . In the last step, we will deduce the desired statement for the measures µ v,S .
3.1. Properties of the quadratic forms. Let Q 0 denote the quadratic form
. Fix a choice of g v and consider the following quadratic map
As before we identify
is well-defined. We set φ v def = φ e v . For a quadratic map φ let B φ be the associated bilinear form
Finally, the determinant of φ with respect to
and φ(b i ) ∈ Z for all i, the determinant is a well-defined integer which does not depend of the choice of the basis. This is the case for φ v with the standard basis and the choice of g v merely changes the basis, so does not influence the value of the determinant.
Proof. Using Equation (1.1) we see that the determinant of Q 0 with respect
with respect this basis, is a block matrix having a d − 1-block whose determinant is det(φ v ) and a 1-block whose value is (v, v) = D. Thus the first assertion follows.
, w be a basis chosen as in the introduction. Since d ≥ 3 we can assume without loss of generality that v 1 is in v ⊥ ∩w ⊥ . It is enough to show the second assertion while considering the map φ v with this choice of a basis as the columns of the matrix g v . As v 1 is primitive we can find u ∈ Z d with (u, v 1 ) = 1. As (w, v 1 ) = 0 we can add to u multiples of w, so we can assume (as
denotes the natural projection. Following the definitions, we have that
Lemma 3.4. Let φ, φ ′ : Q d−1 → Q be two quadratic maps and assume that
Proof. It is enough to prove this statement over C. Thus, we can assume that M φ is the identity matrix. We need to show that M φ ′ is a scalar matrix. Fix 1 ≤ i < j ≤ d − 1 and let M ij φ be the 2 by 2 matrix whose entries are the ii, ij, ji, jj entries of M φ and similarly for M 
Proof. By Lemma 3.4 φ γv v = rφ γu u for some r ∈ Q. Using the standard basis of
that r ∈ Z S . Switching the roles of v and u we see that r −1 ∈ Z S and so r ∈ (Z S ) × . By Lemma 3.3, det M φv = v 2 and similarly for u. Noting that det γ v = det γ u = 1, we get v 2 = r d−1 u 2 and the claim follows.
Lemma 3.6. If P is the orthogonal group of a definite quadratic form then P
is a maximal semisimple Lie sub-algebra of G 1 (resp. G 2 ). If d > 5 these groups are Q p -isotropic and the same holds for d = 4 or 5 whenever D ∈ D(p).
Proof. Maximality goes back to a classification made in 1952 by Dynkin [Dyn52] whose english translation may be found at [Dyn00] . As being isotropic is preserved by conjugation by g v , it is enough to prove the second statement for H v . The group H v is naturally the orthogonal group of the 3.2. Limits of algebraic measures. Let G ⊂ SL k (for some integer k) be a connected semisimple Q-group, S a finite set of valuations containing all the valuations for which G(Q v ) is compact, G S = G(Q S ) and Γ a finite-index
= G S /Γ and let P(X S ) denote the space of probability measures on X S .
Mozes and Shah showed in [MS95] that limits of algebraic probability measure are again algebraic if some unipotent flows act ergodically for each of the measures in the sequence. We are going to use the following analogue for S-arithmetic quotients obtained by Gorodnik and Oh, which we include here in a slightly simplified version. Assume that ν i weakly converge to ν in P(X S ), then the following statements hold:
(1) There exists a Zariski connected algebraic group M defined over Q such that ν = µ gM Γ where M is a closed finite-index subgroup of M S and g ∈ G S . If the centralizers of all L i are Q-anisotropic, then M is semi-simple.
Let ν be a weak * limit of µ v,S v∈C which is the limit of a subsequence µ v,S v∈C 1 for C 1 ⊂ C. We wish to show that ν = µ S . By Lemma 3.7 the centralizer of H v is finite hence Q-anisotropic so ν is a probability measure by Theorem 3.8.
Applying Theorem 3.8. (1)- (2), we find a semisimple algebraic Q-group M < G and C 2 ⊂ C 1 such that |C 1 \ C 2 | < ∞ and for all v ∈ C 2 we have
Assume, for a moment, that M = G. We will again use Theorem 3.8 to conclude the desired equidistribution. First we note that all the dynamics takes place in the orbit of G = µ v,S . Therefore, the proof of this step will be concluded once we show:
Proof of the Claim . Let π 1 :
is not eventually supported on a geometric progression of the form D 0 p k k∈N . We begin with M 1 : we know that M 1 contains subgroups of the form γ −1 v H v γ v for any v ∈ C 2 where γ v ∈ G 1 (Z S ). By Lemma 3.7, each γ −1 v H v γ v is a maximal semisimple subgroup. Thus, if
(considered as a Z S -module). Thus α ∈ (Z S ) × = {±p n : n ∈ Z}. Noting that for all v ∈ C 2 we have γ −1 v v 2 = v 2 , we obtain a contradiction under the assumption of Case I.
Assume now that M 2 = G 2 . It follows from (3.4) and from (3.3) that M 2 contains subgroups of the form H φ γv v for all v ∈ C 2 where γ v ∈ G 2 (Z S ). By Lemma 3.7 H φ γ v is always maximal, so we have that H φ γu u = H φ γv v for all v, u ∈ C 2 . It follows from Proposition 3.5, that the assumption of Case I is not satisfied. This concludes the proof of Case I.
Note that this is the only relevant case when d = 4 or 5 (as in that case we assume that p ∤ v 2 for all v ∈ C). y y r r r r r r r r r r % % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ X {∞,p} X {∞,q} and apply Theorem 3.8 to R p,q . For any converging subsequence R ′ p,q ⊂ R p,q we obtain a subgroup M(R ′ p,q ) < G. As the push-forward of R ′ p,q under the natural projection X {∞,p,q} → X {∞,q} equidistribute to µ {∞,q} we have that M(R ′ p,q ) = G. As above, this implies that R p,q converges to µ {∞,p,q} and in turn, that µ v,{∞,p} v∈C 2 equidistribute to µ {∞,p} (and in particular that M = G) as we needed to show.
3.4.
Upgrading from orthogonal lattices to orthogonal grids. Let ν be a weak * limit of (µ v,S ) v∈C which is the limit of a subsequence (µ v,S ) v∈C 1 for C 1 ⊂ C. We need to show that ν = µ S . First notice that π S : Y S → X S has compact fibers, which together with Remark 3.1 and § 3.3 gives that π S * ν = µ S . In particular, ν is also a probability measure. We will use the same type of argument as in §3.3: assuming that ν = µ S we will use the algebraic information furnished by Theorem 3.8 to deduce a contradiction to the fact that the primitive vectors in C 1 have their length going to infinity. As before, we may assume that v More precisely, we will apply Theorem 3.8 within the quotient
To simplify the notation we set G ′ = G 1 × SL d and recall that
We note that the orbit G S G ′ (Z S ) is isomorphic to (and will be identified with) Y S = G S /G(Z S ). Recall that this implies that the finite volume orbit
, equivalently a closed subset of G ′ S or even of the homogeneous space W = G S \G ′ S . From Theorem 3.8. (1)- (2) we find an algebraic Q-subgroup M < G ′ and
By construction all orbits in our sequence are contained in G S G ′ (Z S ), which implies that the support of ν is also contained in this set and in particular that gG ′ (Z S ) ∈ G S G ′ (Z S ). This implies that we may change M by a conjugate γMγ −1 for some γ ∈ G ′ (Z S ) and assume that g ∈ G S .
If m ∈ M 0 , we obtain that the element gmG ′ (Z S ) belongs to the support of ν. Therefore, G S m ∈ W belongs to the closed (and discrete) set G S G ′ (Z S ). If m ∈ M S is sufficiently close to the identity this implies m ∈ G S . As M is Zariski connected we conclude that M < G. Using the same argument it also follows from Theorem 3.8.(3) that (γ v ) v∈C 3 ⊂ G for some subset C 3 ⊂ C 2 with |C 2 \ C 3 | < ∞.
By the previous step we know that π S * ν = µ S , which implies that either M = G or M = G 1 ×M 2 where M 2 is a Q-subgroup which is Q-isomorphic to a fixed copy of SL d−1 . Such subgroups are of the form SL 4. An equivalence relation
defined by w → k −1 w using the initial point e d . We will also write w.k = k −1 w for this right action of k ∈ G 1 on w ∈ S d−1 (R). Recall that this action is transitive with
As in the introduction, the group K can also be embedded into G 2 . We denote the diagonal embedding of
follows that the following double coset
represents the pair
Note that all the measures appearing in equation (1.2) are Γ 1 -invariant so if we consider their projection
Definition of P v and the measure ν v . From now on we will use only one odd prime p so we fix S = {∞, p} and then
Proof. The key fact we will use is that for any v ∈ Z d prim , H + v,{p} is a minimal finite index subgroup of H v,{p} (see [BT73, §6.7] ). Reflexivity is immediate. For symmetry, assume w ∼ v with g p , γ p as above. Taking the inverse we have γ p g −1 p ∈ H + v,{p} . It follows from g −1 p H v g p = H w and the key fact above that
w,{p} establishing symmetry. For transitivity, let v ∈ S d−1 (D) be given and let w 1 , w 2 be two vectors satisfying v ∼ w i . We will show that w 2 ∼ w 1 .
where the latter equality again follows from the key fact.
The equivalence relation ∼ satisfies that if w ∼ v and γ ∈ Γ 1 then γw ∼ γv, and so it descends to an equivalence relation on
In the next section we will relate ν v to the measure µ v,S .
5. Deducing Theorem 1.2 from Theorem 3.2.
Restriction to the principal genus. Consider the open orbit
. Thus, with v n as in Theorem 3.2, we have that
We have a projection map π from U ′ , considered as a subset of Y S , to Y ∞ = G(R)/G(Z) obtained by dividing from the left by {e}×G(Z p ). Noting that G + {∞} = G(R) (this follows from Lemma 3.6 and the fact that SL d−1 is simply-connected), it follows that π * (η) is a probability measure which is invariant under G(R), that is, it is the uniform probability measure on G(R)/G(Z). Therefore, under the assumptions of Theorem 3.2 we have
In addition, we have the projection map:
Below we will show that the measures (ρ • π) * η v and ν Qv are closely related.
5.2. Description of η v as union of orbits. Fix v ∈ S d−1 (D) and note
is either contained in π 1 (U ), in which case we set s(h) = 0, or it is disjoint from π 1 (U ), in which case we set s(h) = other. We will not need this, but wish to note that the symbol 0 corresponds here to our quadratic form Q 0 (x 1 , . . . , x d ) = x 2 1 + · · · + x 2 d and 'other' for the other quadratic forms in the spin genus of Q 0 . For s ∈ {0, other} choose a set M s satisfying the following equality (as subsets of H v (Q p )): 
. Using this we can express the orbit O v,S from (3.2) in a different form: set l(h) = g −1 v hg v and let us allow to reorder entries of products as needed so that
In this notation we get
where we used the same identification as in (5.4). Thus, the restricted measure
We note that the last equality could also have been used as the definition of the finite set M 0 ⊂ H 
. Using the fact that G 2 has class number 1, we can write
Proof. The proposition follows immediately by plugging the decompositions h = c 1 (h)γ 1 (h) −1 and l(h) = c 2 (h)γ 2 (h) −1 into (5.5) while recalling two facts. The first is that the map π is dividing by {e} × G(Z p ) from the left. The second fact is that (γ 1 (h), 1 β) and we associate to this point the double coset Kk v β −1 γ 1 Γ 1 . Using k v β −1 k −1 v ∈ K the latter equals Kk v γ 1 Γ 1 , which is the claimed independence for the components in G 1 . The proof for the component in G 2 is similar.
We will now relate the set appearing in the above proposition with the set P v introduced in §4.1.
Proof. Fix h ∈ M 0 and recall that h stabilizes v. We first need to show that
To see that ϕ is onto, fix u ∼ v and let h u = g p γ −1 p ∈ H + v,{p} arising from the definition of ∼ in §4.1. Then γ p u = v and s(h u ) = 0. Leth ∈ M 0 be such that
For injectivity, let h 1 , h 2 ∈ M 0 and set
For the second assertion, fix h ∈ M 0 and let u = γ 1 (h) −1 v. We will use the abbreviations γ i = γ i (h), c i = c i (h) for i = 1, 2 which satisfy by definition that h = c 1 γ
2 . We need to show that
Note first that a v = a u and that k v γ 1 is a legitimate choice of k u . With these choices (and using the identity of K on both sides), (5.7) will follow once we show g −1 u γ
is certainly a determinant 1 element which map R d−1 to itself. Furthermore, the last entry of its last column is positive by the orientation requirement in the definition of g v and g u . Therefore, it will be enough to show that this element maps Z d to itself. We use again that Z[
5. That is, the measures µ n and ν n are equal to λ n up-to a negligible error. For u ∈ S d−1 let S(u) = |Stab Γ 1 (u)| for some u ∈ u and E =Ẽ × Y d−1 wherẽ
The convergences in (5.8) follow from the following two lemmata:
Lemma 5.3. Fix n ∈ N and let v = v n . Set M n = max x∈Rv µ n (x) and N n = max x∈Rv ν n (x) and a = |Γ 1 |. For every x ∈ R v , Mn a ≤ µ n (x) ≤ M n and Nn a ≤ ν n (x) ≤ N n . Furthermore, equality holds in the right hand side of both inequalities when x ∈ R v \ E. 
. By the definition of ν n , we have for x(u) ∈ R vn that ν n (x(u)) = |Γ 1 | |Rv n |S(x(u)) . So the lemma follows for ν n . For µ n first note that, using (5.5) we have
)) where h = h(x(u)) is the unique (by Prop. 5.2) element corresponding to x(u) in M 0 . Therefore, we will be done once we show that the stabilizer of the above orbit, namely,
is bounded by S(x(u)), where α h def = (k v , h, θ v , l(h)). To this end, notice that as Θ K × L + (Z p ) embeds diagonally into the product G 1 × G 2 , the third and the fourth coordinate of an element in this stabilizer are determined by the first and the second. As we are only interested in getting an upper bound it is enough to consider the stabilizer in G 1 . Using that Kk v = k v H v (R) and 
