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Abstract
Two numerical methods, namely the spectral quasilinearization method (SQLM) and the spectral
local linearization method (SLLM), have been found to be highly efficient methods for solving
boundary layer flow problems that are modeled using systems of differential equations. Conclu-
sions have been drawn that the SLLM gives highly accurate results but requires more iterations
than the SQLM to converge to a consistent solution. This leads to the problem of figuring out how
to improve on the rate of convergence of the SLLM while maintaining its high accuracy.
The objective of this thesis is to introduce a method that makes use of quasilinearization in pairs
of equations to decouple large systems of differential equations. This numerical method, here-
inafter called the paired quasilinearization method (PQLM) seeks to break down a large coupled
nonlinear system of differential equations into smaller linearized pairs of equations. We describe
the numerical algorithm for general systems of both ordinary and partial differential equations. We
also describe the implementation of spectral methods to our respective numerical algorithms. We
use MATHEMATICA to carry out the numerical analysis of the PQLM throughout the thesis and
MATLAB for investigating the influence of various parameters on the flow profiles in Chapters 4, 5
and 6.
We begin the thesis by defining the various terminologies, processes and methods that are applied
throughout the course of the study. We apply the proposed paired methods to systems of ordinary
and partial differential equations that model boundary layer flow problems. A comparative study is
carried out on the different possible combinations made for each example in order to determine the
most suitable pairing needed to generate the most accurate solutions. We test convergence speed
using the infinity norm of solution error. We also test their accuracies by using the infinity norm of
xiii
the residual errors. We also compare our method to the SLLM to investigate if we have success-
fully improved the convergence of the SLLM while maintaining its accuracy level. Influence of
various parameters on fluid flow is also investigated and the results obtained show that the paired
quasilinearization method (PQLM) is an efficient and accurate method for solving boundary layer
flow problems. It is also observed that a small number of grid-points are needed to produce con-
vergent numerical solutions using the PQLM when compared to methods like the finite difference
method, finite element method and finite volume method, among others. The key finding is that
the PQLM improves on the rate of convergence of the SLLM in general. It is also discovered that
the pairings with the most nonlinearities give the best rate of convergence and accuracy.
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Chapter 1
INTRODUCTION
Increasingly complex real-world problems have led to mathematical models that contain many
details. Mathematical models have proved useful in fields such as medical research, biological
problems, financial modeling and engineering. Constructing mathematical equations that properly
model such problems usually results in higher order systems of differential equations that are nearly
impossible to solve analytically. These highly nonlinear systems of differential equations then have
to be approximated to obtain numerical solutions. Although these solutions are never precise [1],
they give valuable insight into real problems. Consequently there is a need to continually improve
on such numerical methods, especially with regards to efficiency and accuracy. Over the years, a
number of computational methods have been developed to solve nonlinear equations.
Differential equations that model boundary layer flow problems can be difficult or impossible to
solve analytically so creating the need to implement semi-analytical or numerical methods. Analyt-
ical methods such as the Homotopy Analysis method [2] and Perturbation methods [3] to mention
two, are examples of methods that are used to generate closed-form solutions. The difficulty in ob-
taining analytical solutions for systems of highly nonlinear differential equations, however, limits
the use of these methods (see for example [2]). Solving such complex problems prompts the use
of numerical methods. This has been achieved over the years with traditional methods such as fi-
nite difference methods (FDM), finite element methods (FEM) and finite volume methods (FVM).
Amongst these methods, the finite difference method and its variants such as the Keller box method
[4] have proved popular due to their simplicity of implementation and their versatility. The finite
difference method, introduced by Courant et al. [5] and mathematically structured by Friedrichs
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[6], Feng [7] and Friedrichs and Keller [8] amongst others, has over the years, proved to be an
efficient method for solving partial differential equations with wide applicability ranging through
seismology [9], fluid mechanics [10], diffusion [11] and fractional diffusion equations [12] to
mention a few. Although the finite difference method has been useful in solving problems defined
under strong shocks, irregular domains or boundary conditions, or modelled with an incomplete
understanding of the theoretical aspect of the problem when combined with other numerical tech-
niques [13, 14], it has also been shown to be computationally costly. The FDM is computationally
costly because it uses a lot of collocation points that effectively require long computational time to
generate convergent solutions. In the light of the limitations of the traditional FDM, a more suit-
able approach for solving highly nonlinear systems of differential equations was developed with
the introduction of spectral methods [14, 15]. The concept of spectral methods is motivated by
finite differences [13]. They make use of orthogonal functions in obtaining approximate solutions.
They have proved popular because of their relatively simple implementation, which also requires
fewer grid-points to obtain convergent and highly accurate results than are needed with traditional
methods. With the popularization of spectral methods by Boyd [16], Trefethen [13], Canuto et al.
[17], among others, other spectral based numerical techniques have been developed to improve on
previous methods, such as the spectral quasilinearization method [18], spectral local linearization
method [18], bivariate spectral quasilinearization method [19], paired quasilinearization method
[20].
The spectral local linearization method (SLLM), as introduced by Motsa [18], involves lineariza-
tion of a function and its derivatives in one equation and using the updated solution in subsequent
equations of a large system of differential equations. The Chebyshev spectral collocation method
is used to solve the decoupled system of linearized equations. This process gives the method some
advantages. The SLLM has been shown to be an efficient numerical method for solving systems of
differential equations. Motsa et al. [21] considered the problem of natural convection in boundary
layer flow with heat transfer using the SLLM. The SLLM was observed to be a highly accurate
method and had an easy implementation process. It was extended to partial differential equations
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by Motsa and Animasaun [22] where the problem of unsteady heat and mass transfer past a semi-
infinite vertical plate with diffusion-thermo and thermophoresis effects in the presence of suction
were considered. The results obtained showed the robustness of the SLLM. A comparative study
carried out by Otegbeye [23] investigated the SLLM in detail. It was observed that decoupling the
system of equations decreased the size of the matrices being inverted hereby leading to a reduction
in computational cost. It was also observed that the SLLM needed few grid-points to obtain con-
vergent solutions and gave very high accuracy when compared to the spectral quasilinearization
method (SQLM), but was noted to converge slower than the SQLM. The rapid convergence of the
SQLM is based on its being a Newton-Raphson type of method, which converges quadratically.
The advantages of the SLLM led to further work. It was realized that linearizing a pair of functions
and their corresponding derivatives instead of only one function could maintain the high accuracy
of the SLLM while improving the speed of convergence. This method, the paired quasilineariza-
tion method (PQLM), was introduced by Motsa and Animasaun [20] in studying the motion of
the unsteady gravity-induced nanofluid flow containing gyrotactic micro-organisms along a down-
ward vertical convectively heated surface subject to passively controlled nanofluid. The analysis
by Motsa and Animasaun [20] suggests the PQLM as an alternative method in solving systems of
differential equations that model fluid flow problems.
In this thesis, we aim to thoroughly investigate the recently introduced paired quasilinearization
method (PQLM) by observing the different combinations obtained using the PQLM and com-
paring its performance with another previously known efficient numerical method (SLLM). We
perform the comparison by investigating the speed of convergence using the infinity norm of their
respective solution errors. We also investigate the computational time in generating solutions that
converge to a stipulated number of decimal places. Accuracy is also tested using the infinity norm
of the residual error of the different numerical methods. For the remainder of this Chapter, we
begin by defining some common processes used during the course of this thesis. We also describe
the PQLM, and spectral local linearization method (SLLM) for a general system of N differen-
tial equations with N unknowns. In Chapter 2, we introduce the PQLM by solving a system of
ordinary differential equations that model the problem of mixed convection in a gravity-driven
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nano-liquid film containing both nanoparticles and gyrotactic microorganisms and compare results
against those of the SLLM. Chapter 3 focuses on a comparative study of the PQLM introduced
recently by Motsa and Animasaun [20]. We investigate the accuracies and speed of convergence of
the different pairings of the PQLM and compare these to the bivariate spectral local linearization
method (BSLLM). In Chapter 4, we examine the combined influence of radiation, Hall and ion
effects on magneto-hydrodynamic free convective heat generating flow past a semi-infinite verti-
cal flat plate using the PQLM. Chapter 5 further gives the use of the PQLM in investigating the
effect of thermophoresis, buoyancy ratio, Brownian motion and the Dufour effect on a system of
partial differential equations that model an induced Darcy flow of incompressible nanofluid along
an inclined isothermal surface embedded in a porous medium. Chapter 6 extends the PQLM to
fluid flow problems by examining the double-diffusive mixed convection flow of a nanofluid near
a vertical cone embedded in a porous medium with Soret and Dufour effects. In Chapter 7, we
introduce the multi-domain paired quasilinearization method (MD-PQLM) for a system of partial
differential equations with large time domains.
1.1 Some Definitions
To give insight into a lot of concepts that have been used in this thesis, we begin by explaining
some in this section. While some are general knowledge, it is important to briefly state them once
more so as to ensure the rest of the thesis is understandable to the reader.
1.2 Taylor series expansion for multivariables
Suppose we have an infinitely differentiable function f (x1,x2, . . . ,xN) ∈ Rn in an open neighbor-
hood around (x1,x2, . . . ,xN) = (k1,k2, . . . ,kN). An expansion taken around the points k1,k2, . . . ,kN
of the function f (x1,x2, . . . ,xN) is referred to as the Taylor series expansion. The Taylor series of
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f (x1,x2, . . . ,xN) is
f (x1,x2, . . . ,xN)≈ f (k1,k2, . . . ,kN)+ f ′k1 (k1,k2, . . . ,kN)(x1− k1)
+ f
′
k2 (k1,k2, . . . ,kN)(x2− k2)+ · · ·+ f
′
kN (k1,k2, . . . ,kN)(xN− kN)
+
f
′′
k1 (k1,k2, . . . ,kN)
2!
(x1− k1)2+ · · ·+
f
′′
kN (k1,k2, . . . ,kN)
2!
(xN− kN)2+ · · ·
+
f ( j)k1 (k1,k2, . . . ,kN)
j!
(x1− k1) j + · · ·+
f ( j)kN (k1,k2, . . . ,kN)
j!
(xN− kN) j , (1.1)
where prime ′ denotes differentiation with respect to ki, i = 1, . . . ,N and j is the last term of the
series.
Throughout the course of this thesis, this process is instrumental in the linearization of nonlinear
functions in all the examples used.
1.3 Criteria for convergence
We consider the nonlinear system of equations
Fx = 0, (1.2)
that has an iteration scheme of the form
Exr+1 = bxr, (1.3)
where xr+1 is solution at current iteration level and xr is solution at previous iteration level. We
say convergence has occurred when
||Exr+1−bxr||< δ, (1.4)
is satisfied where ||Exr+1−bxr|| is a vector norm and δ 6= 0 is an acceptable tolerance level which
is set at 10−16 and smaller in this thesis.
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1.4 Spectral Methods
According to Gottlieb and Orszag [24], spectral methods are used to obtain approximate solutions
to differential equations using a series of smooth and known functions. The functions can be or-
thogonal functions such as the Chebyshev and Legendre polynomials that have truncated series
[14, 15, 25, 26]. In essence, spectral approximation entails transforming a function from the phys-
ical space to the spectral space. Spectral methods are global methods, in that they make use of
global representations to obtain high order approximations [27, 28]. As shown in Gottlieb and
Orszag [24], three commonly used types of spectral methods are the Tau spectral method, the col-
location spectral method, and the Galerkin spectral method. It has been reported by Gottlieb and
Gottlieb [28], Baltensperger and Berrut [29] and Ogundare [30] amongst others, that the Tau and
Galerkin spectral methods are weighted residual methods, unlike the collocation spectral method.
As reported by Babolian et al. [31], the Tau and Galerkin methods are applied to expansion coef-
ficients while the collocation methods are applied to physical space values of unknown functions.
According to Gheorghiu [14] and Boyd [16], important properties of the spectral methods are
their ability to transform self-adjoint differential problems into nonsymmetric discrete algebraic
problems and their nondispersive nature. As noted by Mantzaris et al. [32], they also exhibit
exponential convergence or infinite-order accuracy.
The conditioning of differentiation matrices in spectral methods is explained in Cueto-Felgueroso
and Juanes [33] and Trefethen and Trummer [34]. As noted by Baltensperger and Berrut [29],
errors occur in the process of calculating the differentiation matrices for Chebyshev nodes. Tre-
fethen and Trummer [34] observed that the stability of spectral methods for problems associated
with initial boundary value conditions was quite unknown.
Applications of spectral methods include periodic geometries [27]. According to Boyd [16], they
are also applicable to flows with shock waves and fronts. Spectral methods have been applied
successfully in multivariable cell population models by Mantzaris et al. [32], in weather forecasting
by Juang and Kanamitsu [35] and in many other applications.
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1.5 Residual Error
The process of discretizing differential equations gives rise to some errors, which are referred to
as the residual errors of the approximations. The residual error occurs as a result of approximating
solutions of differential equations [36]. To calculate the residual error, we substitute approximate
solutions obtained for differential equations into the original equations. To illustrate, we consider
a differential equation of the form
Ey = f , (1.5)
with approximate solution y. We obtain the residual error as
res(y) = Ey− f . (1.6)
Provided y is not a poor approximation of y, we see that the residual error (1.6) of equation (1.5)
should be close to but not zero, given that the solutions are approximations. Cheng et al. [37]
reported that the residual error does not actually indicate the true error of a solution but rather it
captures the closeness of the approximate solution to the exact solution.
1.6 Quasilinearization Method (QLM)
The quasilinearization method (QLM) is a technique that combines computer programming proce-
dures with linear approximation methods. As a generalized form of the Newton-Rhapson method,
the QLM was introduced by Bellman and Kalaba [38] to generate solutions to nonlinear ordinary
and partial differential equations. The QLM arose from the need to seek solutions to models of
the physical processes with a nonlinear nature [39]. It has been shown to possess rapid conver-
gence properties and in most cases, monotonicity [40], among others. Mandelzweig and Tabakin
[39] also discovered that the QLM performs differently to other approximation techniques by ac-
counting for the nonlinearity of a problem at the start of every iteration through a change in the
differential operator.
The applicability of the QLM cuts across various research interests. Mandelzweig and Tabakin
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[39] and Parand et al. [41] applied it to Lame-Eden type equations and found it to be an effi-
cient approach in handling the nonlinearity of physics-based problems. It was also applied by
Mandelzweig and Tabakin [39] on the Thomas-Fermi, Blasius, and Duffing equations. Krivec and
Mandelzweig [40] also extended the applicability to quantum physics and tested the numerical
stability and convergence. They found the QLM to be a powerful tool for such problems. Before
this, however, Bellman et al. [42] had applied the QLM on nonlinear multipoint boundary value
problems for systems of nonlinear ordinary differential equations. Shazad and Vatsala [43] and
Ahmad et al. [44] applied the QLM to a second order ordinary nonlinear differential equation with
Neumann boundary conditions while Nieto [45] solved a 2nd order nonlinear ODE with Dirichlet
boundary conditions with the QLM and Ahmad et al. [46] extended the QLM to solve the same
problem with mixed boundary conditions. Periodic boundary value problems were solved by Lak-
shmikantham et al. [47] using the QLM. The QLM has been extended to convex functions by
Lakshmikantham [48]. Jaddu [49] applied the QLM on nonlinear optimal control problems with
some constraints. In physics, the QLM has been applied by Mandelzweig and Tabakin [39] to the
Lane-Emden, Thomas-Fermi, Duffing, and Blasius equations and to quantum physics by Krivec
and Mandelzweig [40].
1.7 Description of numerical methods
This section shows the steps taken to develop the algorithms of the paired quasilinearization
method (PQLM) and spectral local linearization method (SLLM) for a generalized system of N
differential equations with N unknowns. We begin by displaying the linearized schemes for the
PQLM, SLLM, and SQLM. We note here that the schemes we display are for PDEs, but also cover
ODEs by excluding time. We also briefly include the application of domain splitting when dealing
with PDEs defined over large time in the description.
Let us consider a partial differential equation that has a highest derivative order m1 of the form
f (u1 (ζ,τ)) = 0, ζ ∈ [a,b], τ ∈ [0,T ], (1.7)
where the unknown function u1 is defined as u1 = {u1, ∂u1∂ζ , . . . , ∂
m1−1u1
∂ζ ,
∂m1u1
∂ζ ,
∂2u1
∂τ∂ζ}. Now consider
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a system of N partial differential equations in N unknowns of the form
Fl (u1 (ζ,τ) ,u2 (ζ,τ) , . . . ,uN (ζ,τ)) = 0, l = 1,2, . . . ,N (1.8)
which represents a coupled nonlinear system of partial differential equations with each Fl, l =
1, . . . ,N being a nonlinear operator, {u1,u2, . . . ,uN} is a set that contains
(
{u(0)1 ,u(1)1 , . . . ,u(m1)1 }, . . . ,{u(0)N ,u(1)N , . . . ,u(mN)N }
)
.
To maintain uniformity, let ml,q represent the highest partial derivative order of entries in (u1,u2, . . . ,uN)
with respect to ζ in the lth equation. The nonlinear system of partial differential equations (1.8) will
be used throughout this section in describing the respective algorithms of the SLLM and PQLM.
1.7.1 Spectral Local Linearization Method (SLLM)
In this section, the SLLM is described for the general nonlinear system of coupled PDEs given in
(1.8).
Fl (u1 (ζ,τ) ,u2 (ζ,τ) , · · · ,uN (ζ,τ)) = 0, l = 1,2, . . . ,N. (1.9)
The spectral local linearization method (SLLM), introduced by Motsa [18], is a method that in-
volves linearizing the lth set of (u1,u2, · · · ,uN) in the lth equation of the system (1.9) using a one
step Taylor series and solving the system one equation at a time. To linearize the nonlinear sys-
tem (1.9) using the SLLM, we expand nonlinear terms of corresponding ul of each Fthl equation.
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Approximations (u1,r,u2,r, · · · ,uN,r) are chosen such that
F1 ((u1,r, · · · ,uN,r)+∆(u1, · · · ,uN))≈ F1 (u1,r, · · · ,uN,r)
+
m1,1
∑
p=0
∂(p)F1 (u1,r, · · · ,uN,r)
∂u(p)1
(
∆u(p)1
)
,
F2 ((u1,r+1,u2,r, · · · ,uN,r)+∆(u1, · · · ,uN))≈ F2 (u1,r+1,u2,r, · · · ,uN,r)
+
m2,2
∑
p=0
∂(p)F2 (u1,r+1,u2,r, · · · ,uN,r)
∂u(p)2
(
∆u(p)2
)
,
... (1.10)
FN ((u1,r+1, · · · ,uN−1,r+1,uN,r)+∆(u1, · · · ,uN))≈ FN (u1,r+1, · · · ,uN−1,r+1,uN,r)
+
mN,N
∑
p=0
∂(p)FN (u1,r+1, · · · ,uN−1,r+1,uN,r)
∂u(p)N
(
∆u(p)N
)
,
where ∆u(p)l = u
(p)
l,r+1−u(p)l,r (with the r−subscript denoting the current iteration level and the r+
1−subscript the next iteration level). The system (1.10) expands to
F1 ((u1,r, · · · ,uN,r)+∆(u1, · · · ,uN))≈ F1 (u1,r, · · · ,uN,r)
+
m1,1
∑
p=0
∂(p)F1 (u1,r, · · · ,uN,r)
∂u(p)1
u(p)1,r+1−
m1,1
∑
p=0
∂(p)F1 (u1,r, · · · ,uN,r)
∂u(p)1
u(p)1,r ,
F2 ((u1,r+1,u2,r, · · · ,uN,r)+∆(u1, · · · ,uN))≈ F2 (u1,r+1,u2,r, · · · ,uN,r)
+
m2,2
∑
p=0
∂(p)F2 (u1,r+1, · · · ,uN,r)
∂u(p)2
u(p)2,r+1−
m2,2
∑
p=0
∂(p)F2 (u1,r+1, · · · ,uN,r)
∂u(p)2
u(p)2,r ,
...
... (1.11)
FN ((u1,r+1, · · · ,uN−1,r+1,uN,r)+∆(u1, · · · ,uN))≈ FN (u1,r+1, · · · ,uN−1,r+1,uN,r)
+
mN,N
∑
p=0
∂(p)FN (u1,r+1, · · · ,uN,r)
∂u(p)N
u(p)N,r+1−
mN,N
∑
p=0
∂(p)FN (u1,r+1, · · · ,uN,r)
∂u(p)N
u(p)N,r,
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The system (1.9) is now rewritten using the expansion given in (1.11) and we obtain
m1,1
∑
p=0
∂(p)F1 (u1,r, · · · ,uN,r)
∂u(p)1
u(p)1,r+1 = R1,
m2,2
∑
p=0
∂(p)F2 (u1,r+1,u2,r, · · · ,uN,r)
∂u(p)2
u(p)2,r+1 = R2,
... (1.12)
mN,N
∑
p=0
∂(p)FN (u1,r+1, · · · ,uN−1,r+1,uN,r)
∂u(p)N
u(p)N,r+1 = RN ,
where
R1 =
m1,1
∑
p=0
∂(p)F1 (u1,r, · · · ,uN,r)
∂u(p)1
u(p)1,r −F1 (u1,r, · · · ,uN,r) ,
R2 =
m2,2
∑
p=0
∂(p)F2 (u1,r+1,u2,r, · · · ,uN,r)
∂u(p)2
u(p)2,r −F2 (u1,r+1,u2,r, · · · ,uN,r) ,
...
RN =
mN,N
∑
p=0
∂(p)FN (u1,r+1, · · · ,uN−1,r+1,uN,r)
∂u(p)N
u(p)N,r−FN (u1,r+1, · · · ,uN−1,r+1,uN,r) .
Multi-domain spectral local linearization method (MD-SLLM)
The multi-domain approach involves decomposing the time interval in (1.12) into smaller non-
overlapping sub-intervals ρe = [τe−1,τe] , e = 1,2, . . . ,T where τ ∈ ρ, ρ = [0,T ]. The system
(1.12) is solved in each interval [τe−1,τe] in the form
m1,1
∑
p=0
∂(p)F1
(
ue1,r, · · · ,ueN,r
)
∂u(p)1
ue(p)1,r+1 = R1,
m2,2
∑
p=0
∂(p)F2
(
ue1,r+1,u
e
2,r, · · · ,ueN,r
)
∂u(p)2
ue(p)2,r+1 = R2,
... (1.13)
mN,N
∑
p=0
∂(p)FN
(
ue1,r+1, · · · ,ueN−1,r+1,ueN,r
)
∂u(p)N
ue(p)N,r+1 = RN ,
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where uel,r+1 and u
e
l,r, l = 1,2, . . . ,N denote the solution to the system (1.13) at each sub-interval
ρe. The multi-domain process involves starting with some initial condition in the first sub-interval
and using it to obtain solutions throughout that particular sub-interval. The solution at the end of
the first sub-interval becomes the initial solution for the subsequent sub-interval. The continuity
condition defined by Agbaje et al. [50] as
u(e) (ζ,τe−1) = u(e−1) (ζ,τe−1) ,
is implemented over the interval [τe−1,τe]. We note here that the implementation of the multi-
domain approach is the same for the case of the paired quasilinearization method (PQLM). We
also remark that the process of applying spectral methods to the system (1.12) is the same as on
the system (1.13). For further description, we use the system (1.12).
Bivariate spectral collocation method
In this section, we describe the application of spectral methods in space and time on the system
(1.12). To begin, the physical domains ζ ∈ [a,b] and τ ∈ [0,T ] are transformed into x ∈ [−1,1]
and y ∈ [−1,1], respectively. Obtaining solutions u1,r(x,y), . . . ,uN,r(x,y) to the system (1.12) is
achieved with the use of bivariate Lagrange interpolation polynomials that have the form
u1(x,y)≈
Mx
∑
i=0
My
∑
j=0
u1
(
xi,y j
)
Li(x)L j(y),
... (1.14)
uN(x,y)≈
Mx
∑
i=0
My
∑
j=0
uN
(
xi,y j
)
Li(x)L j(y),
where Mx and My are grid-points in space and time, respectively, Li and L j are Lagrange cardinal
functions defined as
Li(x) =
Mx
∏
i=0,i 6=k
x−xk
xi−xk ,
L j(y) =
My
∏
j=0, j 6=k
y−yk
y j−yk , (1.15)
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where
Li (xk) = δik =
0 if i 6= k1 if i = k ,
L j (yk) = δ jk =
0 if j 6= k1 if j = k . (1.16)
Gauss-Chebyshev-Lobatto points are chosen as grid-points xi and y j as they are known to smoothly
convert continuous time and spatial derivatives into discrete derivatives and these points are ob-
tained thus;
xi = cos
pii
Mx
, i = 0,1, . . . ,Mx,
y j = cos
pi j
My
, i = 0,1, . . . ,Mt (1.17)
Following Trefethen [13], differentiation matrices (denoted D and d) are used to collocate and are
applied in the form
∂u(p)1
∂x(p)
∣∣∣∣∣
xi,y j
= D(p)U1,i,
∂u1
∂t
∣∣∣∣
xi,y j
=
My
∑
j=0
di jU1, j,
∂u(p)2
∂x(p)
∣∣∣∣∣
xi,y j
= D(p)U2,i,
∂u2
∂t
∣∣∣∣
xi,y j
=
My
∑
j=0
di jU2, j, (1.18)
...
∂u(p)N
∂x(p)
∣∣∣∣∣
xi,y j
= D(p)UN,i,
∂uN
∂t
∣∣∣∣
xi,y j
=
My
∑
j=0
di jUN, j,
where U1, U2, . . ., UN are vectors of the form
U1 =
[
u1
(
x0,y j
)
,u1
(
x1,y j
)
, . . . ,u1
(
xNx ,y j
)]T
,
U2 =
[
u2
(
x0,y j
)
,u2
(
x1,y j
)
, . . . ,u2
(
xNx ,y j
)]T
,
...
UN =
[
uN
(
x0,y j
)
,uN
(
x1,y j
)
, . . . ,uN
(
xNx ,y j
)]T
.
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Applying the description (1.18) in (1.12), we obtain
m1,1
∑
p=0
diag
[
∂(p)F1
(
u1, j,r, . . . ,uN, j,r
)
∂
(
u1, j
)(p)
](
(U1,r+1)(p)
)
= R1, j,
m2,2
∑
p=0
diag
[
∂(p)F2
(
u1, j,r+1,u2, j,r, . . . ,uN, j,r
)
∂
(
u2, j
)(p)
](
(U2,r+1)(p)
)
= R2, j,
... (1.19)
mN,N
∑
p=0
diag
[
∂(p)FN
(
u1, j,r+1, . . . ,uN−1, j,r+1,uN, j,r
)
∂
(
uN, j
)(p)
](
(UN,r+1)(p)
)
= RN, j,
which is expressed compactly as
A1u1,r+1 = R1, j,
A2u2,r+1 = R2, j,
... (1.20)
ANuN,r+1 = RN, j,
where the entries of Al = ∑
ml,l
p=0 diag
[
∂(p)Fl(u1, j,r,...,uN, j,r)
∂(ul, j)
(p)
]
D(p) are matrices of size Ny (Nx+1)×
Ny (Nx+1) and each entry of both ul and Rl have Ny (Nx+1) dimensions. To illustrate further,
consider the first equation of the system (1.20)
A1u1,r+1 = R1, j. (1.21)
Equation (1.21) can be shown in matrix form as
A0,0 A0,1 · · · A0,Ny
A1,0 A1,1 · · · A1,Ny
...
...
. . .
...
ANy,0 ANy,1 · · · ANy,Ny


u0
u1
...
uNy
=

R0
R1
...
RNy
 , (1.22)
where
A j, j =
m1,1
∑
p=0
diag
∂(p)F1 (u1, j,r)
∂u(p)j
D(p)−d j, jI, when j = k,
A j,k =−d j,kI, when j 6= k.
(1.23)
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1.7.2 Paired Quasilinearization Method (PQLM)
In this section, the paired quasilinearization methods’ numerical algorithm, introduced by Motsa
and Animasaun [20], for the generalized system of PDEs (1.8) is presented. The PQLM is a
numerical technique that seeks to decouple the system (1.8) into pairs. This is done by solving
a pair from the set {u1,u2, · · · ,uN} and their corresponding Fthl equations and using the updated
solutions in following pairs. For further illustration, consider the coupled general system (1.8)
Fl (u1 (ζ,τ) ,u2 (ζ,τ) , · · · ,uN (ζ,τ)) = 0, l = 1,2, . . . ,N. (1.24)
To illustrate the PQLM for the general system (1.8), an ordered pairing will be performed, but
pairing can be done using random combinations. We let u1 and u2 be the first pairing. Quasi-
linearization is applied to equations F1 (u1,u2, · · · ,uN) and F2 (u1,u2, · · · ,uN). This process is
continued for subsequent pairs using solutions from previous pairs to update subsequent pairs. In
general, the pairing takes the form
Fk (ζ,u1, · · · ,uN) = 0, k = {1,2},{3,4}, . . . ,{N−1,N}. (1.25)
Quasilinearization is applied on each set of pairs in the system so as to linearize the system by
application of Taylor series expansion. To do this, approximating points (u1,u2, · · · ,uN) are chosen
and expansion is performed such that
Fk ((u1,r, . . . ,uN,r)+∆(u1, . . . ,uN))≈ Fk (u1,r, . . . ,uN,r)+
mk,k
∑
p=0
∂(p)Fk (u1,r, . . . ,uN,r)
∂u(p)k
(
∆u(p)k
)
, (1.26)
k = {1,2},{3,4}, . . . ,{N−1,N}.
where ∆u(p)k = u
(p)
k,r+1−u(p)k,r and each pair
∂(p)Fk(uq,r)
∂u(p)k
is a 2×2 Jacobian matrix.
The expansion in (1.26) is expressed fully as
Fk ((u1,r, . . . ,uN,r)+∆(u1, . . . ,uN))≈ Fk (u1,r, . . . ,uN,r)+
mk,k
∑
p=0
∂(p)Fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r+1
)
−
mk,k
∑
p=0
∂(p)Fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r
)
, (1.27)
k = {1,2},{3,4}, . . . ,{N−1,N}
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The expansion given in (1.27) is substituted into the system (1.25) and we obtain
mk,k
∑
p=0
∂(p)Fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r+1
)
= Rk, (1.28)
k = {1,2},{3,4}, . . . ,{N−1,N}
where
Rk =
mk,k
∑
p=0
∂(p)Fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r
)
−Fk (u1,r, . . . ,uN,r) .
Bivariate spectral collocation method
The system (1.28) is solved using Chebyshev spectral collocation method in the form;
mk,k
∑
p=0
diag
∂(p)Fk (u1, j,r, . . . ,uN, j,r)
∂u(p)k, j
(U(p)k,r+1)= Rk, j, (1.29)
where
diag
∂(p)Fk (u1, j,r, . . . ,uN, j,r)
∂u(p)k, j
= (1.30)

∂(p)Fk(u1, j,r(x0,y j),...,uN, j,r(x0,y j))
∂u(p)k, j
∂(p)Fk(u1, j,r(x1,y j),...,uN, j,r(x1,y j))
∂u(p)k, j
. . .
∂(p)Fk(u1, j,r(xN ,y j),...,uN, j,r(xN ,y j))
∂u(p)k, j

and
U(p)k,r+1 = D
puk,r+1. (1.31)
The coupled linearized system (1.29) can be expressed in matrix form as Ak,k Ak,k+1
Ak+1,k Ak+1,k+1
 uk
uk+1
=
 Rk, j
Rk+1, j
 , (1.32)
where each entry of A{k,k+1} is a matrix of size Ny (Nx+1)×Ny (Nx+1) and each entry of both Uk
and Rk have Ny (Nx+1) dimensions.
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1.8 Structure of Thesis
The relevant processes and methods introduced in this chapter will be used in the subsequent
chapters, which are described below.
• Chapter 2 focuses on the problem of mixed convection in a gravity-driven nano-liquid film
containing both nanoparticles and gyrotactic microorganisms, which is solved using the
PQLM and SLLM. We investigate the effect of using different combinations of the PQLM
on the convergence of the PQLM and observe whether there is a difference in the accuracy
of the respective solutions. We also investigate the computational time for the methods to
ascertain which method achieves convergent solutions faster.
• In Chapter 3, the unsteady MHD flow of a micropolar fluid over a stretching sheet with heat
and mass transfer and an unsteady three-dimensional boundary layer flow due to a stretching
surface in a viscous and incompressible micropolar fluid. The equations are solved using
the paired quasilinearization method (PQLM) and the bivariate spectral local linearization
method (BSLLM). We thus extend the paired quasilinearization method to partial differ-
ential equations to investigate the robustness of the method by observing the accuracy and
convergence of the method. When convergence is confirmed, we investigate whether it im-
proves the speed of convergence of the BSLLM. The versatility of the PQLM is shown in
Chapters 4, 5 and 6.
• Chapter 4 focuses on investigating the combined influence of radiation, Hall and ion ef-
fects on a system of partial differential equations that model a magneto-hydrodynamic free
convective heat generating flow past a semi-infinite vertical flat plate. These equations are
solved using the PQLM.
• In Chapter 5, the PQLM is used to further investigate the effect of increasing thermophoresis,
buoyancy ratio, Brownian motion and Dufour on the velocity, temperature, concentration and
nanoparticle concentration profiles of a system of partial differential equations that model an
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induced Darcy flow of an incompressible nano-fluid along an inclined isothermal surface
embedded in porous medium.
• Chapter 6 details the study of double-diffusive mixed convection flow of a nanofluid near a
vertical cone embedded in a porous medium with Soret and Dufour effects.
• In Chapter 7 we study the non-isothermal, magneto-hydrodynamic free convection boundary
layer flow of a non-Newtonian tangential hyperbolic fluid past a vertical surface in a non-
Darcy, isotropic, homogeneous porous medium in the presence of Hall and ion slip currents
using the multidomain paired quasilinearization method (MD-PQLM) and the multi-domain
spectral local linearization method (MD-SLLM).
• A general conclusion is given in Chapter 8. Here, we summarize the findings on the accuracy
and convergence of the paired quasilinearization method for solving systems of ordinary and
partial differential equations and highlight future research interests.
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Chapter 2
Paired Quasilinearization Method for solv-
ing systems of ordinary differential equations
2.1 Introduction
Numerical methods have important applications and proven to be very effective in providing ap-
proximate solutions to nonlinear differential equations that model real world problems. The com-
plex nature of these nonlinear differential equations has made them very difficult to solve analyt-
ically; hence the need to apply numerical techniques to provide approximate answers. The appli-
cability of numerical techniques ranges from solving nonlinear differential equations that model
optimal stochastic control problems [51, 52], weather prediction [53], and boundary layer theory
[54], to mention a few scenarios. Over the years, a number of numerical techniques have been
developed in order to provide approximate answers to these complex differential equations. Some
such methods include the finite differences based approaches [55–58], finite element and volume
methods, Runge-Kutta integration method [59, 60], homotopy based methods [61–64], Keller-Box
method [65–68], linearization methods [38, 39, 42, 45, 47] and spectral methods [13, 17, 32].
The use of spectral methods to solve ordinary differential equations numerically was started by
Lanczos [69], although they had been applied earlier in analytical research [31]. The idea behind
spectral methods is using a truncated series of independent variable functions that are known to
represent solutions to mathematical problems [24]. Gottlieb and Gottlieb [28], Hussaini and Zang
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[70] and Fornberg [71] all described spectral methods to be global methods that process informa-
tion from a full domain for computational purposes. An important property of spectral methods
is their ability to converge exponentially [24, 32]. It has been noted by Fornberg [71] that when
a problem is defined under domains or boundary conditions that are irregular, or there is the pres-
ence of strong shocks, or the theoretical aspect of the problem is incompletely understood, spectral
methods might not perform properly. Nevertheless, spectral methods are very convenient to work
with, as is shown by their extensive application and implementation [13, 14, 17].
Spectral methods have been successfully combined with linearization and relaxation techniques to
come up with more robust methods in recent years, such as the spectral relaxation method [72–
76], the spectral local linearization method [18, 77, 78] and the spectral quasilinearization method
[18, 73]. The SRM uses the idea of the Gauss-Seidel relaxation approach in decoupling systems of
nonlinear differential equations and spectral collocation is applied to discretize the resulting linear
decoupled systems [72]. The SQLM employs the spectral collocation approach in solving coupled
systems of differential equations that have been linearized using the quasilinearization method
introduced by Bellman and Kalaba [38]. The SLLM implements the quasilinearization method in
a sequential manner by linearizing one equation at a time in terms of one independent variable.
This leads to a decoupled sequence of equations that can be solved independently in a sequential
manner [18].
The SLLM and the SQLM were both introduced by Motsa [18] and were used to solve both the
Blasius boundary layer problem and the problem of an unsteady free convective heat and mass
transfer on a stretching surface in a porous medium in the presence of a chemical reaction that was
modeled by a system of three differential equations. By observing the results, it was noted that the
SLLM and the SQLM were efficient methods as they gave results that were consistent with those in
published literature and also with MATLABs’ in-built bvp4c routine. It was also observed that the
SQLM converged much faster than the SLLM, even after applying the successive over-relaxation
technique on the SLLM.
The SLLM was used by Motsa et al. [77] in solving a system of two differential equations that
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modeled the problem of natural convection boundary layer flow with heat transfer. The accuracy
of the method was shown to be good; results being consistent with those in the published literature,
and the authors found the method easy to implement. However, once again, the successive over-
relaxation technique was needed to improve the rate of convergence of the SLLM; highlighting
the number of iterations it took to converge as indicating slightly weak point of the SLLM when
compared to the SQLM.
In order to substantiate the earlier findings, an extensive study was carried out by Otegbeye [23]
on the SRM, SLLM and SQLM. In the study, the methods were compared in terms of their con-
vergence rates and accuracy of solutions obtained using the methods. It was confirmed that the
SRM and SLLM could not converge as fast as the SQLM but they gave better accuracy. The rapid
convergence of the SQLM was observed to be due to its quadratic convergence, while the SLLM
had a linear convergence. The poor accuracy of the SQLM can be explained in part by its being de-
rived from a first-order Taylor series, leading to the truncation error in the underlying Taylor series.
In addition, the lower accuracy of the SQLM can be attributed to the coupled nature of the large
matrix system that results from the discretization technique of the SQLM, unlike with the SLLM
that breaks down the system into single equations. The latter results in the slower convergence of
the SLLM because it solves equations independently at every iteration level.
Noting that each of the three methods has some drawbacks, the idea arose of developing a new
technique that utilised the coupled aspect of the SQLM encapsulated within the decoupled method
SLLM. This method is named the paired quasilinearization method.
The aim of this research is to fully examine the dynamics of the PQLM and to compare it with the
SLLM so as to verify that it has achieved its purpose of successfully improving the convergence
of the SLLM while maintaining its high accuracy. The SLLM and PQLM will be applied to a
system of four differential equations to obtain solutions. The comparison will be made in terms
of their speed of convergence, convergence error-norm, and residual-norm. Time taken to achieve
convergence will also be measured to test for computational efficiency of the methods and in the
case where linear convergence is obtained for the PQLM, the asymptotic error constants of the
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PQLM and the SLLM will be obtained so as to determine which method converges faster.
2.2 Iteration Schemes
For the purposes of application of the PQLM and SLLM, consider a system of ordinary differ-
ential equations that models the problem of mixed convection in gravity-driven nano-liquid film
containing nanoparticles and gyrotactic microorganisms, as previously studied by Raees et al. [79];
f
′′′
+
2
3
(
1− f ′2
)
+ f f
′′
+Grθ−Nrφ+Rbω= 0, (2.1)
θ
′′
+Pr fθ
′
+Nbθ
′
φ
′
+Ntθ
′2 = 0, (2.2)
φ
′′
+
Nt
Nb
θ
′′
+Le fφ
′
= 0, (2.3)
ω
′′
+Sc fω
′−Peω′φ′−Peωφ′′ = 0, (2.4)
with corresponding boundary conditions
f (0) = 0, f
′
(0) = 0, f
′
(∞) = 1, θ
′
(0)−γθ(0) =−γ,
ω(0) = 1, θ(∞) = φ(∞) = ω(∞) = 0, φ(0) = 1, (2.5)
where f (η), θ(η), φ(η) and ω(η) denote, respectively, the dimensionless stream function, temper-
ature, nano-particle volume fraction and density of motile microorganisms while Gr stands for the
Grashof number, Rb and Pe the bioconvection Rayleigh and Peclet numbers, respectively, Pr the
Prandtl number, Sc the Schmidt number, Le the Lewis number, γ is a constant dimensionless pa-
rameter, and Nr, Nt and Nb the bouyancy-ratio, thermophoresis and Brownian motion parameters,
respectively. The system of equations (2.1)− (2.4) is solved using three different combinations by
applying the quasilinearization on a pair of equations thereby decoupling the original system and
in the process using updated solutions from the previous pair in the next pair. Comparison will be
made between the spectral local linearization method and the spectral quasi-linearization method.
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2.3 Solution Techniques
In this section, the development of the iteration schemes for the PQLM, SLLM and SQLM are
described for obtaining solutions to the system of equations (2.1) − (2.4).
The system of equations (2.1) − (2.4) can be paired in three different ways and all of these combi-
nations are considered to investigate the effect of the different sets of pairing. The SLLM and all
possible combinations of the PQLM will be presented as follows:
1. Case 1: ({ f ,ω} and {θ,φ}) which represents the pairings {(2.1),(2.4)} and {(2.2),(2.3)},
2. Case 2:({ f ,θ} and {φ,ω}) which represents the pairings {(2.1),(2.2)} and {(2.3),(2.4)},
3. Case 3: ({ f ,φ} and {θ,ω}) which represents the pairings {(2.1),(2.3)} and {(2.2),(2.4)},
4. SLLM.
2.3.1 Case 1:({ f ,ω} and {θ,φ})
In the first pair of equations, nonlinear terms f
′2, f f
′′
and fω′ are linearized using the Taylor series
expansion to first order to obtain the linearized pair
f
′′′
r+1+
2
3
− 4
3
f
′
r f
′
r+1+
2
3
f
′2
r + fr f
′′
r+1+ f
′′
r fr+1− fr f
′′
r
+Grθr−Nrφr+Rbωr+1 = 0,
ω
′′
r+1+Sc frω
′
r+1+Scω
′
r fr+1−Scω
′
r f r−Peφ
′
rω
′
r+1−Peφ
′′
rωr+1 = 0.
(2.6)
The pair of equations (2.6) is integrated using Chebyshev spectral collocation method in the form[
D3+[fr]D2−
[
4
3
f
′
r
]
D+
[
f
′′
r
]]
Fr+1+[RbI]ωr+1 =
−2
3
− 2
3
f
′2
r +frf
′′
r−Grθr+Nrφr,[
Scω
′
r
]
Fr+1+
[
D2+
[
Scfr−Peφ′r
]
D−
[
Peφ
′′
r
]]
ωr+1 = Scfrω
′
r,
(2.7)
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where [· · · ] denotes a diagonal matrix containing vectors and I is an identity matrix used to multiply
scalar quantities.
Updated solutions for f and ω are used in the second pair of equations. In the second pair, the
nonlinear terms are θ′φ′ and θ′2 and the linearized pair is obtained as;
θ
′′
r+1+Pr frθ
′
r+1+Nbθ
′
rφ
′
r+1+Nbφ
′
rθ
′
r+1+2Ntθ
′
rθ
′
r+1 = Nbθ
′
rφ
′
r+Ntθ
′2
r ,
φ
′′
r+1+
Nt
Nb
θ
′′
r+1+Le frφ
′
r+1 = 0.
(2.8)
The Chebyshev spectral collocation method is then applied on the pair of equations (2.8) to give[
D2+
[
Prfr+Nbφ
′
r+2Ntθ
′
r
]
D
]
θr+1+
[[
Nbθ
′
r
]
D
]
φr+1
= Nbθ
′
rφ
′
r+Ntθ
′2
r ,[
Nt
Nb
D2
]
θr+1+
[
D2+[Lefr]D
]
φr+1 = 0.
(2.9)
2.3.2 Case 2:({ f ,θ} and {φ,ω})
Nonlinear terms in the first pair of equations are f
′2, f f
′′
, fθ′ and θ′2.The following linearized pair
is obtained:
f
′′′
r+1−
4
3
f
′
r f
′
r+1+ fr f
′′
r+1+ f
′′
r fr+1+Grθr+1 =
Nrφr−Rbωr− 23−
2
3
f
′2
r + fr f
′′
r ,
θ
′′
r+1+Pr frθ
′
r+1+Prθ
′
r fr+1+Nbφ
′
rθ
′
r+1+2Ntθ
′
rθ
′
r+1 = Pr frθr+Ntθ
′2
r .
(2.10)
The spectral collocation technique is applied to the pair of equations (2.10) in the form;[
D3+[fr]D2−
[
4
3
f
′
r
]
D+
[
f
′′
r
]]
Fr+1+[GrI]θr+1 =
−2
3
− 2
3
f
′2
r +frf
′′
r+Nrφr−Rbωr,[
Prθ
′
r
]
Fr+1+
[
D2+
[
Prfr+Nbφ
′
r+2Ntθ
′
r
]
D
]
θr+1
= Prfrθ
′
r+Ntθ
′2
r .
(2.11)
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The updated solution of f and θ from the pair (2.11) is inserted into the second pair of equations,
whose nonlinear terms ω′φ′ and ωφ′′ are linearized to obtain the pair
φ
′′
r+1+Le frφ
′
r+1 =−
Nt
Nb
θ
′′
r ,
ω
′′
r+1+Sc frω
′
r+1−Peω
′
rφ
′
r+1−Peφ
′
rω
′
r+1−Peωrφ
′′
r+1
−Peφ′′rωr+1 =−Peω
′
rφ
′
r−+Peφ
′′
rωr.
(2.12)
The Chebyshev spectral collocation method is applied to integrate the pair (2.12) in the form;[
D2+[Lefr]D
]
φr+1+[0]ωr+1 =−
Nt
Nb
θ
′′
r ,[
[−Peωr]D2−
[
Peω
′
r
]
D
]
φr+1+
[
D2+
[
Scfr−Peφ′r
]
D−
[
Peφ
′′
r
]]
ωr+1
=−Peω′rφ
′
r−Peφ
′′
rωr.
(2.13)
2.3.3 Case 3:({ f ,φ} and {θ,ω})
The nonlinear terms in the first pair of equations are f
′2, f f
′′
and fφ. The following linearized pair
is obtained:
f
′′′
r+1−
4
3
f
′
r f
′
r+1+ fr f
′′
r+1+ f
′′
r fr+1−Nrφr+1 =
−2
3
− 2
3
f
′2
r + fr f
′′
r −Grθr−Rbωr,
φ
′′
r+1+Le frφ
′
r+1+Leφ
′
r fr+1 = Le frφ
′
r−
Nt
Nb
θ
′′
r .
(2.14)
The Chebyshev spectral collocation method is applied on the pair (2.14) to obtain;[
D3+[fr]D2−
[
4
3
f
′
r
]
D+
[
f
′′
r
]]
Fr+1+[−NrI]φr+1
=−2
3
− 2
3
f
′2
r +frf
′′
r−Grθr−Rbωr,[
Leφ
′
r
]
Fr+1+
[
D2+[Lefr]D
]
φr+1 =−
Nt
Nb
θ
′′
r+Lefrφ
′
r.
(2.15)
Updated solutions for f and φ from the pair (2.15) are applied in the second pair of equations. The
nonlinear term θ2 is linearized to obtain the linearized pair
θ
′′
r+1+Pr frθ
′
r+1+Nbφ
′
rθ
′
r+1+2Ntθ
′
rθ
′
r+1 = Ntθ
′2
r ,
ω
′′
r+1+Sc frω
′
r+1−Peφ
′
rω
′
r+1−Peφ
′′
rωr+1 = 0.
(2.16)
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The Chebyshev spectral collocation technique is applied on the pair (2.16) in the form[
D2+
[
Prfr+Nbφ
′
r+2Ntθ
′
r
]
D
]
θr+1+[0]ωr+1 = Ntθ
′2
r ,
[0]θr+1+
[
D2+
[
Scfr−Peφ′r
]
D−
[
Peφ
′′
r
]]
ωr+1 = 0.
(2.17)
2.3.4 Case 4: SLLM
In this method, linearization is applied on a nonlinear function and its derivatives in equation (2.1)
and its updated solution is used in equations (2.2) − (2.4). This process is continued for other
functions in subsequent equations. Nonlinear terms are identified as terms that involve only a
particular function and its derivatives in each equation and linearization is performed using the
Taylor series expansion to first order before application of the Chebyshev spectral collocation
method in order to integrate the linearized system. Nonlinear terms in the system (2.1) − (2.4) are
f
′2, f f
′′
and θ′2 and they are all linearized to give the linearized decoupled system;
f
′′′
r+1−
4
3
f
′
r f
′
r+1+ fr f
′′
r+1+ f
′′
r fr+1 =−
2
3
− 2
3
f
′2
r
+ fr f
′′
r −Grθr+Nrφr−Rbωr,
θ
′′
r+1+Pr frθ
′
r+1+Nbφ
′
rθ
′
r+2Ntθ
′
rθ
′
r+1−Ntθ
′2
r = 0,
φ
′′
r+1+Le frφ
′
r+1+
Nt
Nb
θ
′′
r = 0,
ω
′′
r+1+Sc frω
′
r+1−Peφ
′
rω
′
r+1−Peφ
′′
rωr+1 = 0.
(2.18)
The Chebyshev Spectral collocation method is then applied to the decoupled linearized system
(2.18) in the form [
D3+[fr]D2−
[
4
3
f
′
r
]
+
[
f
′′
r
]]
Fr+1
=−2
3
− 2
3
f
′2
r +frf
′′
r−Grθr+Nrφr−Rbωr,[
D2+
[
Prfr+Nbφ
′
r+2Ntθ
′
r
]
D
]
θr+1 = Ntθ
′2
r ,[
D2+[Lefr]D
]
φr+1 =−
Nt
Nb
θ
′′
r ,[
D2+
[
Scfr−Peφ′r
]
D−
[
Peφ
′′
r
]]
ωr+1 = 0.
(2.19)
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2.4 Results and Discussion
In this section, solutions generated using the PQLM and the SLLM are presented and comparison
is made for the speed of convergence of the methods, in terms of number of iterations taken to
converge and also the time taken for convergence. Residual analysis and solution error analysis are
also performed to further compare the accuracy of the PQLM used in the three cases with that of
the SLLM. As noted by Hull et al. [80], in order to make a meaningful comparison, it is essential
to select a well posed problem, compare methods that are used to solve similar type of problems
and define the right criteria for which conclusive evidence can be obtained. In conducting this
study, all of the conditions were considered. The parameters in the system of ordinary differential
equations (2.1) − (2.4) were assigned specific values except where stated otherwise. The value of
the Prandtl number used is that assigned to water, which is Pr = 1. The Schmidt number chosen is
Sc = 1, which is close to the value assigned to Carbon dioxide (Sc=0.94). The Lewis number Le,
the bioconvection Rayleigh number Rb, the reduced heat transfer parameter γ and the constant λ,
are all set to be 1. The thermophoresis parameter Nt is set to be 0.3 while the Brownian motion
parameter Nb and the bouyancy ratio parameter Nr are both set at 0.1. The Grashof number is
Gr = 1. The number of grid points used to generate convergent solutions were 100 and the domain
was scaled at L = 20. These values were used to obtain all results presented in Tables 2.1 to 2.9
and in graphical form in Figures 2.1 to 2.8.
The four cases generated solutions starting with an initial approximation. The initial approximation
was chosen as a function that satisfied all the given boundary conditions (2.5). This approximation
is referred to as an initial guess. The initial guess was used to generate the next iteration and the
process carried on iteratively. The initial approximations that satisfied all the boundary conditions
(2.5) are
f0 = η− 1λ
(
exp−λη−exp−2λη
)
, (2.20)
θ0 = exp−λη−
(
λ
γ+2λ
)
exp−2λη, ω0 = φ0 = exp−λη . (2.21)
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Table 2.1: Convergence of solutions obtained using the PQLM (Cases 1, 2 and 3) and SLLM for
the local skin friction − f ′′(0) and time taken to achieve convergence
PQLM 1 PQLM 2 PQLM 3 SLLM
iterations − f ′′(0) − f ′′(0) − f ′′(0) − f ′′(0)
1 1.8334931700 1.8743037190 1.8868124760 1.9050029200
2 1.8307803870 1.8283504230 1.8219057760 1.8247166930
3 1.8332432550 1.8333121990 1.8360615200 1.8343419660
4 1.8330958970 1.8330957750 1.8324447310 1.8329398690
5 1.8331051780 1.8331050630 1.8332541230 1.8331270720
6 1.8331045940 1.8331046070 1.8330708110 1.8331015720
7 1.8331046310 1.8331046300 1.8331122710 1.8331050450
8 1.8331046280 1.8331046280 1.8331029000 1.8331045720
9 1.8331046280 1.8331046290 1.8331050190 1.8331046360
10 1.8331046290 1.8331046290 1.8331045400 1.8331046280
11 1.8331046290 1.8331046290 1.8331046480 1.8331046280
12 1.8331046290 1.8331046290 1.8331046240 1.8331046290
13 1.8331046290 1.8331046290 1.8331046290 1.8331046290
...
...
30 1.8331046290 1.8331046290 1.8331046290 1.8331046290
Time (secs) 2.87 3.00 3.65 3.10
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Table 2.2: Convergence of solutions obtained using the PQLM (Cases 1, 2 and 3) and SLLM for
the local Nusselt number −θ′(0) and time taken to achieve convergence
PQLM 1 PQLM 2 PQLM 3 SLLM
iterations −θ′(0) −θ′(0) −θ′(0) −θ′(0)
1 0.3575368484 0.3534512412 0.3599893987 0.3552595759
2 0.3560754788 0.3558119605 0.3556049868 0.3554794226
3 0.3561932566 0.3562091465 0.3563218573 0.3562678885
4 0.3561859693 0.3561855505 0.3561558052 0.3561752615
5 0.3561864279 0.3561864385 0.3561933086 0.3561879167
6 0.3561863991 0.3561863989 0.3561848380 0.3561861942
7 0.3561864009 0.3561864009 0.3561867540 0.3561864289
8 0.3561864008 0.3561864008 0.3561863209 0.3561863969
9 0.3561864008 0.3561864008 0.3561864188 0.3561864013
10 0.3561864008 0.3561864008 0.3561863967 0.3561864007
11 0.3561864008 0.3561864008 0.3561864017 0.3561864008
12 0.3561864008 0.3561864008 0.3561864006 0.3561864008
13 0.3561864008 0.3561864008 0.3561864008 0.3561864008
...
...
30 0.3561864008 0.3561864008 0.3561864008 0.3561864008
Time (secs) 2.56 2.64 3.63 2.69
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Table 2.3: Convergence of solutions obtained using the PQLM (Cases 1, 2 and 3) and SLLM for
the local wall mass flux −φ′(0) and time taken to achieve convergence
PQLM 1 PQLM 2 PQLM 3 SLLM
iterations −φ′(0) −φ′(0) −φ′(0) −φ′(0)
1 0.2528181611 0.2767272338 0.3203705008 0.2830716427
2 0.2477337923 0.2480429023 0.2389700963 0.2482071888
3 0.2478471957 0.2478255602 0.2496528293 0.2478757930
4 0.2478384221 0.2478387692 0.2474221338 0.2478342898
5 0.2478389744 0.24783895211 0.2479334473 0.2478395823
6 0.2478389396 0.2478389416 0.2478176191 0.2478388549
7 0.2478389418 0.2478389417 0.2478437664 0.2478389535
8 0.2478389417 0.2478389417 0.2478378513 0.2478389401
9 0.2478389417 0.2478389417 0.2478391882 0.2478389419
10 0.2478389417 0.2478389417 0.2478388860 0.2478389417
11 0.2478389417 0.2478389417 0.2478389543 0.2478389417
12 0.2478389417 0.2478389417 0.2478389388 0.2478389417
13 0.2478389417 0.2478389417 0.2478389423 0.2478389417
14 0.2478389417 0.2478389417 0.2478389415 0.2478389417
15 0.2478389417 0.2478389417 0.2478389417 0.2478389417
...
...
30 0.2478389417 0.2478389417 0.2478389417 0.2478389417
Time (secs) 2.62 2.43 4.08 2.50
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Table 2.4: Convergence of solutions obtained using the PQLM (Cases 1, 2 and 3) and SLLM for
the local wall motile microorganisms flux −ω′(0) and time taken to achieve convergence
PQLM 1 PQLM 2 PQLM 3 SLLM
iterations -ω′(0) -ω′(0) -ω′(0) -ω′(0)
1 1.4037974500 0.8073354409 0.8528074166 0.8256976704
2 0.7850167022 0.7805901770 0.7726468799 0.7802153695
3 0.780894543 0.7809594987 0.7826111815 0.7811291749
4 0.7809436955 0.7809383156 0.7805537661 0.7809147461
5 0.7809397235 0.7809400340 0.7810273966 0.7809433983
6 0.7809399736 0.7809399555 0.7809202214 0.7809394908
7 0.7809399579 0.7809399590 0.7809444242 0.7809400225
8 0.7809399589 0.7809399588 0.7809389496 0.7809399501
9 0.7809399588 0.7809399588 0.7809401870 0.7809399600
10 0.7809399588 0.7809399588 0.7809399072 0.7809399586
11 0.7809399588 0.7809399588 0.7809399705 0.7809399588
12 0.7809399588 0.7809399588 0.7809399562 0.7809399588
13 0.7809399588 0.7809399588 0.7809399594 0.7809399588
14 0.7809399588 0.7809399588 0.7809399587 0.7809399588
15 0.7809399588 0.7809399588 0.7809399588 0.7809399588
...
...
30 0.7809399588 0.7809399588 0.7809399588 0.7809399588
Time (secs) 2.91 2.79 4.05 2.75
Tables 2.1 to 2.4 display the convergence speed and the time taken to obtain convergence using
the PQLM cases 1-3 and the SLLM. It is observed that as the number of iterations increase, the
solutions tend towards convergence. It is shown in Tables 2.1 to 2.4 that the PQLM cases 1 and 2
converge the fastest, with the SLLM converging later. The PQLM case 3 is shown to be the slowest
to converge. Despite these differences, with respect to the time taken to attain convergence, it is
observed that the methods all converge in a very short period, that is within 4 seconds.
Tables 2.5 to 2.8 display the convergence rate of the SLLM and the PQLM cases 1, 2 and 3 using
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the norm of the error between successive iterations. This is calculated using the formula
p f =
ln(||Error( f )||∞(n+2)/||Error( f )||∞(n+1))
ln(||Error( f )||∞(n+1)/||Error( f )||∞(n)) ,
pθ =
ln(||Error(θ)||∞(n+2)/||Error(θ)||∞(n+1))
Ln(||Error(θ)||∞(n+1)/||Error(θ)||∞(n)) ,
pφ =
ln(||Error(φ)||∞(n+2)/||Error(φ)||∞(n+1))
ln(||Error(φ)||∞(n+1)/||Error(φ)||∞(n)) ,
pω =
ln(||Error(ω)||∞(n+2)/||Error(ω)||∞(n+1))
ln(||Error(ω)||∞(n+1)/||Error(ω)||∞(n)) ,
where n is the iteration level and p the convergence rate.
Table 2.5: Convergence rate ||Error( f )||∞ after each iteration using the PQLM cases 1, 2 and 3
and the SLLM
Iterations PQLM 1 PQLM 2 PQLM 3 SLLM
1
2
3 2.68 3.30 6.50 13.00
4 0.68 0.98 0.58 0.59
5 1.06 1.01 1.00 1.10
6 1.00 1.00 1.00 1.00
7 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00
9 1.00 1.00 1.00 1.00
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Table 2.6: Convergence rate ||Error(θ)||∞ after each iteration using the PQLM cases 1, 2 and 3
and the SLLM
Iterations PQLM 1 PQLM 2 PQLM 3 SLLM
1
2
3 0.89 0.75 0.84 1.00
4 1.02 1.00 0.84 0.95
5 1.00 1.00 1.00 1.00
6 1.00 1.00 1.00 1.00
7 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00
9 1.00 1.00 1.00 1.00
Table 2.7: Convergence rate ||Error(φ)||∞ after each iteration using the PQLM cases 1, 2 and 3
and the SLLM
Iterations PQLM 1 PQLM 2 PQLM 3 SLLM
1
2
3 0.82 0.88 2.00 0.85
4 0.87 1.10 0.60 0.80
5 1.02 1.00 1.10 1.00
6 1.00 1.00 0.98 1.00
7 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00
9 1.00 1.00 1.00 1.00
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Table 2.8: Convergence rate ||Error(ω)||∞ after each iteration using the PQLM cases 1, 2 and 3
and the SLLM
Iterations PQLM 1 PQLM 2 PQLM 3 SLLM
1
2
3 -25.77 1.30 1.20 1.30
4 0.92 1.10 0.90 0.79
5 0.65 1.00 1.00 1.00
6 1.00 1.00 1.00 1.00
7 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00
9 1.00 1.00 1.00 1.00
It is observed from the data in Tables 2.5 - 2.8 that the SLLM and the PQLM cases 1, 2 and 3 all
converge linearly; that is, they have a convergence rate of 1.
The data in Tables 2.5 to 2.8 showing the linear convergence of all four methods, PQLM cases
1 − 3 and SLLM, prompts further analysis to test which of the methods converge faster; hence
the introduction of the asymptotic error constant. The asymptotic error constant, as described by
Babajee and Dauhoo [81] and Traub [82], is obtained using the formula
lim
k→∞
||xk+1−x∗||
||xk−x∗||l =C, (2.22)
where l is the rate of convergence and is linear in all four methods, k is the iteration number, x∗ the
converged solution, xk+1 and xk are the solutions at current and previous iteration levels, respec-
tively and C is the asymptotic error constant. Babajee and Dauhoo [81] used the asymptotic error
constant when comparing various convergence rates for different numerical methods. The smaller
the value of the asymptotic error constant C, the faster the convergence of solutions obtained using
the methods.
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Table 2.9 displays the asymptotic error constants in the PQLM cases 1 − 3 and the SLLM.
Table 2.9: Asymptotic error constant of− f ′′(0) after each iteration using the PQLM cases 1, 2 and
3 and the SLLM
Iterations PQLM 1 PQLM 2 PQLM 3 SLLM
3 0.060 0.044 0.055 0.148
4 0.063 0.043 0.227 0.133
5 0.063 0.049 0.227 0.136
6 0.064 0.046 0.226 0.136
The results in Table 2.9 show that the PQLM case 2 has the smallest asymptotic error constant with
the PQLM case 1 slightly larger but nevertheless smaller than the SLLM, while the PQLM case 3
has the largest error constant. The constants displayed indicate that the PQLM cases 1 and 2 both
converge much faster than the SLLM while the PQLM case 3 converges the slowest.
Figures 2.1 to 2.8 below show the norm of the error between previous and current iterations and
the norm of the residual error. Accuracy here is determined using the error between successive
iterations and the infinity norm of the residual error. The error is calculated by subtracting the
previous iteration from the current iteration as the number of iterations increase. The residual error
is an error that is calculated by inserting an approximate solution obtained back into the original
system of equations (2.1) − (2.3). The residual error is given by
Res(f) = f
′′′
+
2
3
(
1−f′2
)
+ff
′′
+Grθ−Nrφ+Rbω,
Res(θ) = θ
′′
+Prfθ+Nbθ
′
φ
′
+Ntθ
′2, (2.23)
Res(φ) = φ
′′
+
Nt
Nb
θ
′′
+Lefφ
′
,
Res(ω) = ω
′′
+Scfω
′−Peω′φ′−Peωφ′′ ,
where the system of equations (2.23) is made up of approximate solutions obtained using the
PQLM case 1, PQLM case 2, PQLM case 3 and the SLLM. The infinity norms of (2.23) defined
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as
INr( f ) = ||Res(f)||∞,
INr(θ) = ||Res(θ)||∞,
INr(φ) = ||Res(φ)||∞,
INr(ω) = ||Res(ω)||∞,
were used to identify the extent of deviation of the approximate solution from the true solution for
the system (2.1) − (2.4). At the minimum point, where the residual error can no longer improve,
optimal residual is said to be attained and that is the point used in this study in determining the
convergence and accuracy of the solutions obtained with the PQLM case 1, PQLM case 2, PQLM
case 3 and SLLM.
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Figure 2.1: Error obtained between successive iterations in f
36
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
òòò
òòò
òòò
òò
òòò
òò
ò
ò
òòòò
òò
òòòòòò
ò
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
àà
àà
ààààà
àààà
àààà
àà
àà
àààààà
à
à
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§
§§
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷
÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷÷
PQLM3
PQLM1
PQLM2
SLLM
10 20 30 40 50 6010
-40
10-33
10-26
10-19
10-12
10-5
Iterations
°
Er
ro
rHt
L´
¥
Figure 2.2: Error obtained between successive iterations in θ
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Figure 2.3: Error obtained between successive iterations in φ
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Figure 2.4: Effect of iterations on the error obtained in ω
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Figure 2.5: Effect of iterations on || f ||∞
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Figure 2.6: Effect of iterations on ||θ||∞
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Figure 2.7: Effect of iterations on ||φ||∞
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Figure 2.8: Effect of iterations on ||ω||∞
In Figures 2.1 to 2.8, it is observed that an increase in the number of iterations has a significant
effect on both the error between successive iterations and the residual norm.
The first four graphs, Figures 2.1 to 2.4 display the manner in which the error after each iteration
decreases until the point when the difference between successive iterations become negligible or
nonexistent. As shown in Figures 2.1 to 2.4, the PQLM case 2 converges fastest after the 28th
iteration. As was earlier discussed, the SLLM and the PQLM cases 1, 2 and 3 all converge linearly
but the steep nature of their respective slopes can also validate the observation made using their
respective asymptotic error constants. From Figures 2.1 to 2.4, it can be seen that the PQLM case
2 has a slightly steeper slope than the PQLM case 1 and the PQLM case 3 has the least incline.
This implies that the PQLM cases 1 and 2 both converge faster than the SLLM as was observed in
Table 2.9.
The next four graphs, Figures 2.5 to 2.8 display the effect of iterations on the residual norm. It can
be seen that all four methods have high accuracy levels. It is observed in Figure 2.5 that all the
methods converge to an accuracy of 10−33. It is also observed from Figures 2.5 and 2.6 that the
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PQLM cases 1 and 2 converge much faster than the SLLM and again they all converge to the same
accuracy. As shown in Figure 2.8, the accuracies of all the methods are comparable at 10−38.
2.5 Summary
This study successfully introduced the paired quasilinearization method (PQLM) by using it to
solve a system of ordinary differential equations in three different combinations. Results obtained
from the different combinations were compared to those from the SLLM and some observations
were made. It was observed that two of the PQLM cases converged quicker than the SLLM and
matched the high level of accuracy of the SLLM. The PQLM cases 1 and 2 were shown to exhibit
both properties of quick convergence and high accuracy in all four equations. It is important to note
that both PQLM cases 1 and 2 contained more nonlinear terms than in case 3, thereby contributing
to their quicker convergence, as the quasilinearization technique was employed more often in the
first two cases. The computational efficiency of the PQLM was also observed. It took less than five
seconds for all three cases to obtain converged solutions. It was also noted from the residual norm
graphs that some of the PQLM cases had residual norms comparable to those from the SLLM,
implying that the PQLM cases gave solutions as close to an exact solution as would be the case
with the SLLM. The slope of the error norm graphs also gave an indication as to why the PQLM
cases 1 and 2 converged faster than the SLLM as it was observed that they both showed steeper
slopes than obtained with the SLLM. This study has been able to add an innovative method that
improves the convergence speed of the SLLM but also maintains the high accuracy of the SLLM
especially when the combination of the PQLM with the most number of nonlinearities is chosen.
The strategy for choosing this combination will be to verify the number of nonlinear functions that
will be attained using all possible combinations and applying quasilinearization on those pairs.
In the next chapter, the PQLM will be extended to solve a system of partial differential equations
and to examine if we are able to replicate the same findings as obtained here.
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Chapter 3
Paired Quasilinearization Method for solv-
ing systems of partial differential equations
3.1 Introduction
The complex nature of some highly nonlinear differential equations (Navier-Stokes equation, Maxwell’s
equations, Schrödinger’s equation, Fourier equations, to mention a few) that model real life prob-
lems that cannot be solved analytically necessitates developing numerical strategies in an attempt
to provide answers to these problems. Various numerical techniques have been introduced over
the years. Numerical techniques are founded on the idea of proposing an approximation that ap-
proaches the limit of the true continuum solution as the number of discrete variables increases so
as to overcome the inflexible nature of realistic types of continuous problems [83]. As numerical
techniques are not renowned for providing exact solutions, the idea has always been to refine exist-
ing numerical techniques or develop new algorithms for the purpose of reducing errors. Numerical
techniques that have been proven to be reliable include the finite element method [84], the finite
volume method [85, 86], the finite difference method [87] and the spectral collocation method
[13, 16, 17].
According to Ben-Yu [88], the idea of spectral methods arises from Fourier analysis. Spectral
methods approximate functions using orthogonal polynomials [14] or, expressed differently, they
commonly use different orthogonal systems of infinitely differentiable global functions as the trial
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functions [88]. The type of spectral approximation used is highly dependent on the trial function,
as is observed in the application of Hermite polynomials and sinc functions to approximate on
the real line, and Laguerre polynomials to approximate on the half-line. Spectral methods are
frequently known to provide highly accurate solutions, even with very few iterations [89]. To apply
numerical techniques on nonlinear differential equations, linearization techniques are sometimes
used to linearize the differential equations before solving them. The global properties of spectral
methods also makes them easy to apply to nonlinear problems, as observed by Boyd [16] and
this has led to the formulation of algorithms that have been shown to be efficient such as the
spectral quasilinearization method [18, 73] and the spectral local linearization method [18, 77, 90]
to mention two examples.
The spectral quasilinearization method and the spectral local linearization method were introduced
by Motsa [18] for solving systems of ordinary differential equations (ODEs). The SQLM uses
quasilinearization, introduced by Bellman and Kalaba [38], in linearizing a nonlinear system of
ODEs, interpolating using Lagrange polynomials and collocating with Chebyshev spectral meth-
ods. Quasilinearization involves linearizing a system of equations at once thereby rendering the
linearized system coupled. Motsa et al. [19] extended the applicability of the SQLM to systems of
partial differential equations by introducing bivariate Lagrange interpolation polynomials both in
space and time and named it the bivariate spectral quasilinearization method (BSQLM). It was as-
certained that the quasilinearization based methods are computationally efficient methods as they
were seen to attain accurate solutions in a short space of time. It was also observed that the methods
converge to consistent solutions after very few iterations.
The SLLM, on the other hand, breaks down a coupled system of differential equations into single
equations that are then solved sequentially [18]. To develop the numerical scheme for the SLLM,
linearization is performed on a single function and its derivatives in a particular equation, while
assuming that the other functions are known from the initial solution. The process is repeated in
subsequent equations. This process is performed using the idea of the well known Gauss-Seidel
relaxation method. The linearized decoupled system of equations is then solved with Chebyshev
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spectral collocation methods. The ease of implementation of the SLLM was established by Motsa
et al. [77] where it was shown that the method gave accurate solutions and had good convergence
rates. When the SQLM and SLLM were compared by Motsa [18], he observed that the SQLM
converged to consistent solutions with fewer iterations than it took the SLLM to converge to the
same set of solutions. It was also noted that the SLLM needed fewer collocation points than the
SQLM in generating accurate solutions. This is as a result of the smaller size of the matrices being
inverted in the SLLM. The process of decoupling the system of equations in the SLLM implies
that the matrices are inverted individually while the coupling process of the SQLM means the
size of the matrices is dependent on the number of equations in the system. In order to mitigate
the loss of accuracy due to larger number of collocation points, it is possible to decouple a large
system into pairs of equations such that quasilinearization still occurs and the process of solving
the equations involves smaller matrices being inverted when compared against the SQLM. This
numerical method, the paired quasilinearization method (PQLM), was successfully introduced by
Motsa and Animasaun [20] on a system of PDEs; their results showed that the method was very
accurate and converged after few iterations. Their idea involved decoupling a system of four PDEs
into coupled pairs of equations and the application of spectral collocation method both in space and
time to discretize the linearized pairs. In developing the PQLM however, the focus of the Motsa
and Animasaun[20] study was on the problem being solved, which required only a single case of
pairing to be considered.
One of the aims of this study is to extend the study of the PQLM previously conducted in chapter 1
to systems of partial differential equations and to thoroughly examine the PQLM in terms of the
effect of applying different possible combinations. We also compare the PQLM to the SLLM. To
perform this comparison, solution error and residual norm analysis will be carried out. The solution
error will be used to test the rate of convergence of the different combinations while the residual
norm will be used to compare the respective accuracies of the numerical schemes of the different
pairing combinations in the PQLM. The objective is to observe whether different combinations
give different nonlinearities and if so, how the number of nonlinear terms in each combination
affects both the rate of convergence and the accuracy. The SLLM is also compared against the
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PQLM to observe if the PQLM converges faster than the SLLM. We begin by performing numeri-
cal experiments on two systems of 4 PDEs.
3.2 Example 1
In this section, the iteration schemes of the PQLM and SLLM for a system of partial differential
equations that models an unsteady MHD flow of a micropolar fluid over a stretching sheet with
heat and mass transfer are presented. This model was previously studied by Hayat and Qasim [91]
using the homotopy analysis method, as introduced by Liao [2], to obtain series solutions. The
equations representing the model are given as
(1+K) f
′′′
+(1−ξ)
(
η
2
f
′′−ξ∂ f
′
∂ξ
)
+ξ
(
f f
′′−
(
f
′)2−M2 f ′)+Kg′ = 0, (3.1)
(
1+
K
2
)
g
′′
+(1−ξ)
(
1
2
g+
η
2
g
′−ξ∂g
∂ξ
)
+ξ
(
f g
′− f ′g−2Kg−K f ′′
)
= 0, (3.2)
(1+NR)θ
′′
+Pr (1−ξ)
(
η
2
θ
′−ξ∂θ
∂ξ
)
+Prξ fθ
′
= 0, (3.3)
φ
′′
+Sc(1−ξ)
(
η
2
φ
′−ξ∂φ
∂ξ
)
+Scξ fφ
′−γScξφ= 0, (3.4)
with corresponding boundary conditions
f (ξ,0) = 0, f
′
(ξ,0) = θ(ξ,0) = φ(ξ,0) = 1, g(ξ,0) =−m0 f ′′(ξ,0),
f
′
(ξ,∞) = g(ξ,∞) = θ(ξ,∞) = φ(ξ,∞) = 0,
(3.5)
where K is the material parameter, M is the Hartman number, Pr the Prandtl number, NR the
radiation parameter, Sc the Schmidt number and γ is the chemical reaction parameter while the
prime denotes differentiation with respect to η.
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3.2.1 Solution Techniques
In this section, the iteration schemes of the PQLM and SLLM for the system (3.1) - (3.4) are
elucidated. The pairing of equations in the system (3.1) - (3.4) is performed using different com-
binations.
1. PQLM Case I: ({ f ,g} and {θ,φ}) which represents the pairings {(3.1) and (3.2)} and {(3.3)
and (3.4)},
2. PQLM Case II:({ f ,θ} and {φ,g}) which represents the pairings {(3.1) and (3.3)} and {(3.4)
and (3.2)},
3. PQLM Case III: ({ f ,φ} and {θ,g}) which represents the pairings {(3.1) and (3.4)} and {(3.3)
and (3.2)},
4. Case 4: SLLM,
Spectral local linearization method (SLLM)
In this section, the SLLM scheme is presented. It is important to remember that the SLLM lin-
earizes and decouples large systems of equations into individual equations. In that regard, let
equation (3.1) be considered initially with the nonlinear terms f f
′′
and f
′2. The nonlinear terms
are linearized with the Taylor series expansion to first order and the following linearized decoupled
equation is obtained.
(1+K) f
′′′
r+1+(1−ξ)
η
2
f
′′
r+1+ξ fr f
′′
r+1+ξ f
′′
r fr+1−2ξ f
′
r f
′
r+1−ξM2 f
′
r+1
−ξ(1−ξ)∂ f
′
r+1
∂ξ
= ξ fr f
′′
r −ξ f
′2
r −Kg
′
r,
(3.6)
where terms containing r subscripts are at the previous iteration level while terms containing sub-
scripts r+1 are at the current iteration level. It can be noted from the earlier description of the
SLLM that the solution of f will be known from equation (3.6) hence it will be applied at the
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current iteration level in the subsequent equations and the same procedure will occur for g and θ.
Equations (3.2), (3.3) and (3.4) do not contain nonlinear terms so they are expressed thus:(
1+
K
2
)
g
′′
r+1+
1
2
(1−ξ)gr+1+η2 (1−ξ)g
′
r+1+ξ fr+1g
′
r+1−ξ f
′
r+1gr+1−2ξKgr+1
−ξ(1−ξ)∂gr+1
∂ξ
= ξK f
′′
r+1,
(3.7)
(1+NR)θ
′′
r+1+Pr
η
2
(1−ξ)θ′r+1+Prξ fr+1θ
′
r+1−Prξ(1−ξ)
∂θr+1
∂ξ
= 0, (3.8)
φ
′′
r+1+Sc
η
2
(1−ξ)φ′r+1+Scξ fr+1φ
′
r+1−γScξφr+1−ξ(1−ξ)
∂φr+1
∂ξ
= 0. (3.9)
Rewriting equations (3.6), (3.7), (3.8) and (3.9) in a compact form, we obtain
(a1) f
′′′
r+1+[a2] f
′′
r+1−[a3] f
′
r+1+[a4] fr+1−ξ(1−ξ)
∂ f ′r+1
∂ξ
= a5, (3.10)
(b1)g
′′
r+1+[b2]g
′
r+1+[b3]gr+1−ξ(1−ξ)
∂gr+1
∂ξ
= b4, (3.11)
(c1)θ
′′
r+1+[c2]θ
′
r+1−Prξ(1−ξ)
∂θr+1
∂ξ
= 0, (3.12)
θ
′′
r+1+[e1]θ
′
r+1−(e2)θr+1−Scξ(1−ξ)
∂φr+1
∂ξ
= 0, (3.13)
where terms in (· · ·) and [· · · ] are scalar and vector quantities, respectively, and
a1 = 1+K, a2 =
η
2
(1−ξ)+ fr, a3 = 2ξ f ′r+ξM2,
a4 = ξ f
′′
r , a5 = ξ fr f
′′
r −ξ f
′2
r −Kg
′
r, b1 = 1+
K
2
,
b2 =
η
2
(1−ξ)+ξ fr+1, b3 = 12(1−ξ)−ξ f
′
r+1−2ξK, b4 = ξK f
′′
r+1,
c1 = 1+NR, c2 = Pr
η
2
(1−ξ)+Prξ fr, e1 = Scη2 (1−ξ)+Scξ fr, e2 = γScξ.
The system (3.10) − (3.13) represents a linearized decoupled system of partial differential equa-
tions that can be solved using various numerical techniques. In this section the SLLM and the
spectral collocation technique is used in solving the system. The Chebyshev spectral collocation
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method is applied on the decoupled system (3.10) − (3.13) in the form
[
(a1)D3+[a2]D2−[a3]D+[a4]
]
Fr+1, j−ξ(1−ξ)
Ny−1
∑
k=0
d jkDFr+1,k = a5, j,
[
(b1)D2+[b2]D+[b3]
]
Gr+1, j−ξ(1−ξ)
Ny−1
∑
k=0
d jkGr+1,k = b4, j,
[
(c1)D2+[c2]D
]
θr+1, j−Prξ(1−ξ)
Ny−1
∑
k=0
d jkθr+1,k = 0,
[
D2+[e1]D−(e2)I
]
φr+1, j−Scξ(1−ξ)
Ny−1
∑
k=0
d jkφr+1,k = 0,
(3.14)
where D = 2LD, [. . .] denotes a diagonal matrix and I an identity matrix. The decoupled system of
linear equations (3.14) can be expressed compactly as
A1Fr+1, j = R1, j,
A2Gr+1, j = R2, j,
A3Θr+1, j = R3, j,
A4Φr+1, j = R4, j,
(3.15)
where the main and off-diagonal entries of A1, . . . ,A4 are given as
A1 j, j = (a1)D3+[a2]D2−[a3]D+[a4]−ξ j
(
1−ξ j
)
d j, jD,
A1 j,k =−ξ(1−ξ)d j,kD,
A2 j, j = (b1)D2+[b]D+[b3]−ξ j
(
1−ξ j
)
d j, jI,
A2 j,k =−ξ(1−ξ)d j,kI,
A3 j, j = (c1)D2+[c2]D−Prξ j
(
1−ξ j
)
d j, jI,
A3 j,k =−Prξ(1−ξ)d j,kI,
A4 j, j = D2+[e1]D−(e2)I−Scξ j
(
1−ξ j
)
d j, jI,
A4 j,k =−Scξ(1−ξ)d j,kI,
(3.16)
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and
R1,r, j = ξ j
(
1−ξ j
)
d jNyDFNy,r+a5, j,
R2,r, j = ξ j
(
1−ξ j
)
d jNyGNy,r+b4, j,
R3,r, j = Prξ j
(
1−ξ j
)
d jNyΘNy,r,
R4,r, j = ξ j
(
1−ξ j
)
d jNyΦNy,r.
(3.17)
PQLM Case I: ({ f ,g} and {θ,φ}) which represents the pairings {(3.1) and (3.2)} and {(3.3) and
(3.4)}
In this section, the algorithm for the PQLM case I is presented. As was indicated in the previous
section for the general case, the PQLM involves the application of quasilinearization on a pair
of equations in the system (3.1) − (3.4) and in the process decoupling the system and also using
updated solutions from the previous pair in the following pair of equations. In this first case, we
linearize nonlinear terms that involves f ,g and their corresponding derivatives in equations (3.1)
and (3.2). Nonlinear terms identified here are f f
′′
, f
′2, f g
′
and f
′
g. These terms are linearized
using the Taylor series expansion to first order and we obtain
(a1) f
′′′
r+1+[a2] f
′′
r+1+[a3] f
′
r+1+[a4] fr+1−ξ(1−ξ)
∂ f ′r+1
∂ξ
+Kg
′
r+1 = a5,
(b1) f
′′
r+1+[b2] f
′
r+1+[b3] fr+1+(b4)g
′′
r+1+[b5]g
′
r+1
+[b6]gr+1−ξ(1−ξ)∂gr+1∂ξ = b7,
(3.18)
which represents a linear coupled pair of equations where (· · ·) are scalars and [· · · ] are vectors and
a1 = 1+K, a2 = (1−ξ)η2+ξ fr, a3 =−2ξ f
′
r−ξM2,
a4 = ξ f
′′
r , a5 = ξ fr f
′′
r −ξ f
′2
r , b1 =−ξK,
b2 =−ξgr, b3 = ξg′r, b4 = 1+
K
2
,
b5 =
η
2
(1−ξ)+ξ fr, b6 = 12(1−ξ)−ξ
(
f
′
r+2K
)
,
b7 = ξ
(
frg
′
r− f
′
rgr
)
.
(3.19)
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Applying quasilinearization on f and g in equations (3.1) and (3.2) has effectively decoupled the
full system of equations (3.1)− (3.4) into two pairs of equations. It can be observed that equations
(3.3) and (3.4) are both linear and can thus be written as
(c1)θ
′′
r+1+[c2]θ
′
r+1−Prξ(1−ξ)
∂θr+1
∂ξ
= 0,
φ
′′
r+1+[e1]φ
′
r+1−(e2)φr+1−Scξ(1−ξ)
∂φr+1
∂ξ
= 0,
(3.20)
where
c1 = 1+NR, c2 = Pr(1−ξ)η2+Prξ fr+1,
e1 = Sc(1−ξ)η2+Scξ fr+1, e2 = γScξ.
(3.21)
The Chebyshev spectral collocation method is applied as described in the previous section on the
decoupled system of linear pairs (3.18) and (3.20) in the forms[
(a1)D3+[a2]D2+[a3]D+[a4]
]
Fr+1,i
−ξi(1−ξi)
Ny−1
∑
j=0
di jDFr+1, j+[KD]Gr+1,i = R1,r,i,
[
(b1)D2+[b2]D+[b3]
]
Fr+1+
[
(b4)D2+[b5]D+[b6]
]
Gr+1
−ξi(1−ξi)
Ny−1
∑
j=0
di jIGr+1, j = R2,r,i,
(3.22)
and
[
(c1)D2+[c2]D
]
Θr+1−Prξi(1−ξi)
Ny−1
∑
j=0
di jIΘr+1, j = R3,r,i
[
D2+[e1]D−(e2)
]
Φr+1−Scξi(1−ξi)
Ny−1
∑
j=0
di jIΦr+1, j = R4,r,i,
(3.23)
where
R1,r, j = ξ(1−ξ)d jNyDFNy,r+a5,
R2,r, j = ξ(1−ξ)d jNyGNy,r+b7,
R3,r, j = Prξ(1−ξ)d jNyΘNy,r,
R4,r, j = Scξ(1−ξ)d jNyΦNy,r.
(3.24)
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The decoupled pairs (3.22) and (3.23) can be expressed in matrix form asA1,1{ j, j} A1,2{ j, j}
A2,1{ j, j} A2,2{ j, j}
×
Fr+1, j
Gr+1, j
=
R1,r, j
R2,r, j
 , (3.25)
and B1,1{ j, j} B1,2{ j, j}
B2,1{ j, j} B2,2{ j, j}
×
Θr+1, j
Φr+1, j
=
R3,r, j
R4,r, j
 , (3.26)
where
A1,1{ j, j}= (a1)D3+[a2]D2+[a3]D+[a4]−ξ j(1−ξ j)d j jD,
A1,2{ j, j}= KD,
A2,1{ j, j}= (b1)D2+[b2]D+[b3] ,
A2,2{ j, j}= (b4)D2+[b5]D+[b6]−ξ j(1−ξ j)d j jI,
B1,1{ j, j}= (c1)D2+[c2]D−Prξ j(1−ξ j)d j jI,
B1,2{ j, j}= 0, B2,1{ j, j}= 0,
B2,2{ j, j}= D2+[e1]D−(e2)−Scξ j(1−ξ j)d j jI,
(3.27)
with off-diagonal entries
A1,1{ j,k}=−ξk (1−ξk)d jkD,
A2,2{ j,k}=−ξk (1−ξk)d jkI,
B1,1{ j,k}=−Prξk (1−ξk)d jkI,
B2,2{ j,k}=−Scξk (1−ξk)d jkI,
(3.28)
where I is an (Nx+1)×(Nx+1) identity matrix.
PQLM Case II: ({ f ,θ} and {g,φ}) which represents the pairings {(3.1) and (3.3)} and {(3.2)
and (3.4)}
The PQLM case II iterative scheme is presented in this section. In contrast to the first case, non-
linear terms that involve f ,θ and their corresponding derivatives in equations (3.1) and (3.3) are
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linearized. The nonlinear terms in both equations are f f
′′
, f
′2 and fθ′ and they are linearized with
the use of Taylor series expansion to first order and we obtain
(a1) f
′′′
r+1+[a2] f
′′
r+1+[a3] f
′
r+1+[a4] fr+1−ξ(1−ξ)
∂ f ′r+1
∂ξ
= a5,
[b1] fr+1+(b2)θ
′′
r+1+[b3]θ
′
r+1−Prξ(1−ξ)
∂θr+1
∂ξ
= b4,
(3.29)
where
a1 = 1+K, a2 = (1−ξ)η2+ξ fr, a3 =−2ξ f
′
r−ξM2,
a4 = ξ f
′′
r , a5 = ξ fr f
′′
r −ξ f
′2
r −Kg
′
r, b1 = Prξθ
′
r,
b2 = 1+
K
2
, b3 = Pr
(
(1−ξ)η
2
+ξ fr
)
, b4 = Prξ frθ
′
r.
(3.30)
The pair (3.29) represents a linear coupled pair of equations where (. . .) are scalars and [. . .] are
vectors. The second pair of equations (3.2) and (3.4) are linear and can be expressed as
(c1)g
′′
r+1+[c2]g
′
r+1+[c3]gr+1−ξ(1−ξ)
∂gr+1
∂ξ
= c4,
φ
′′
r+1+[e1]φ
′
r+1−(e2)φr+1−Scξ(1−ξ)
∂φr+1
∂ξ
= 0,
(3.31)
where
c1 = 1+
K
2
, c2 = (1−ξ)η2+ξ fr, c3 = (1−ξ)
1
2
−ξ f ′r−2ξK,
c4 = ξK f
′′
r , e1 = Sc
(
(1−ξ)η
2
+ξ fr
)
, e2 = γScξ.
(3.32)
We apply the Chebyshev spectral collocation technique to the decoupled linearized pairs (3.29)
and (3.31) in the form [
(a1)D3+[a2]D2+[a3]D+[a4]
]
Fr+1, j
−ξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkDFr+1,k = R1,r, j,
[[b1]]Fr+1, j+
[
(b1)D2+[b3]D
]
Θr+1, j−
Prξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkΘr+1,k = R2,r, j,
(3.33)
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[
(c1)D2+[c2]D+[c3]
]
Gr+1, j−
ξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkGr+1,k = R3,r, j,[
D2+[e1]D+(e2)I
]
Φr+1, j−
Scξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkΦr+1,k = R4,r, j,
(3.34)
where
R1,r, j = ξ j
(
1−ξ j
)
d jNyDFNy,r+a5,
R2,r, j = Prξ j
(
1−ξ j
)
d jNyΘNy,r+b4,
R3,r, j = ξ j
(
1−ξ j
)
d jNyGNy,r+c4,
R4,r, j = Scξ j
(
1−ξ j
)
d jNyΦNy,r.
(3.35)
PQLM Case III: ({ f ,φ} and {g,θ}) which represents the pairings {(3.1) and (3.4)} and {(3.2)
and (3.3)}
In this section, the PQLM numerical scheme for case III is presented. The first pair is selected such
that nonlinear terms f f
′′
, f
′2 and fθ′ in equations (3.1) and (3.4) are linearized and we obtain
(a1) f
′′′
r+1+[a2] f
′′
r+1+[a3] f
′
r+1+[a4] fr+1−ξ(1−ξ)
∂ f ′r+1
∂ξ
= a5,
[b1] fr+1+φ
′′
r+1+[b2]φ
′
r+1 (b3)φr+1−Scξ(1−ξ)
∂φr+1
∂ξ
= b4,
(3.36)
where
a1 = 1+K, a2 = (1−ξ)η2+ξ fr, a3 =−2ξ f
′
r−ξM2,
a4 = ξ f
′′
r , a5 = ξ fr f
′′
r −ξ f
′2
r −Kg
′
r, b1 = Scξφ
′
r,
b2 = Sc
(
(1−ξ)η
2
+ξ fr
)
, b3 =−γScξ, b4 = Scξ frφ′r.
(3.37)
The pair given by (3.36) represents a linear coupled pair of equations where terms contained in
(· · ·) and [· · · ] are, respectively, scalars and vectors. The second pair of equations (3.2) and (3.3)
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are linear and can be expressed as
(c1)g
′′
r+1+[c2]g
′
r+1+[c3]gr+1−ξ(1−ξ)
∂gr+1
∂ξ
= c4,
(e1)θ
′′
r+1+[e2]θ
′
r+1−Prξ(1−ξ)
∂θr+1
∂ξ
= 0,
(3.38)
where
c1 = 1+
K
2
, c2 = (1−ξ)η2+ξ fr, c3 = (1−ξ)
1
2
−ξ f ′r−2ξK,
c4 = ξK f
′′
r , e1 = 1+NR, e2 = Pr
(η
2
(1−ξ)+ξ fr
)
.
(3.39)
The Chebyshev spectral collocation method is applied to solve the decoupled linearized pairs (3.36)
and (3.38) in the form [
(a1)D3+[a2]D2+[a3]D+[a4]
]
Fr+1, j
−ξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkDFr+1,k = R1,r, j,
[b1]Fr+1, j+
[
D2+[b2]D+(b3)I
]
Φr+1, j−
Scξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkΦr+1,k = R2,r, j,
(3.40)
[
(c1)D2+[c2]D+[c3]
]
Gr+1, j
−ξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkGr+1,k = R3,r, j,[
(e1)D2+[e2]D
]
Θr+1, j−
Prξ j
(
1−ξ j
)Ny−1
∑
k=0
d jkΘr+1,k = R4,r, j,
(3.41)
where
R1,r, j = ξ j
(
1−ξ j
)
d jNyDFNy,r+a5,
R2,r, j = Scξ j
(
1−ξ j
)
d jNyΦNy,r+b4,
R3,r, j = ξ j
(
1−ξ j
)
d jNyGNy,r+c4,
R4,r, j = Prξ j
(
1−ξ j
)
d jNyΘNy,r.
(3.42)
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3.3 Example 2
In this section, the PQLM and SLLM iteration schemes are presented for the system of partial dif-
ferential equations that model an unsteady three-dimensional boundary layer flow due to a stretch-
ing surface in a viscous and incompressible micropolar fluid, as previously solved by Ahmad et al.
[92] using the Keller-box method. The equations are
(1+K) f
′′′
+
η
2
(1−ξ) f ′′+ξ( f+g) f ′′−ξ f ′2+Kθ′ = ξ(1−ξ)∂ f
′
∂ξ
, (3.43)
(1+K)g
′′′
+
η
2
(1−ξ)g′′+ξ( f+g)g′′−ξg′2−Kφ′ = ξ(1−ξ)∂g
′
∂ξ
, (3.44)(
1+
K
2
)
θ
′′
+
η
2
(1−ξ)θ′+ 1
2
(1−ξ)θ+ξ( f+g)θ′ (3.45)
−ξ f ′θ−2ξKθ−ξK f ′′ = ξ(1−ξ)∂θ
∂ξ
,(
1+
K
2
)
φ
′′
+
η
2
(1−ξ)φ′+ 1
2
(1−ξ)φ+ξ( f+g)φ′ (3.46)
−ξg′φ−2ξKφ+ξKg′′ = ξ(1−ξ)∂φ
∂ξ
,
with corresponding boundary conditions
f (ξ,0) = g(ξ,0) = 0, f
′
(ξ,∞) = g
′
(ξ,∞) = θ(ξ,∞) = φ(ξ,∞) = 0,
f
′
(ξ,0) = 1, g
′
(ξ,0) = c, θ(ξ,0) =−n f ′′(ξ,0), φ(ξ,∞) = ng′′(ξ,0),
(3.47)
where K is the material parameter and prime (′) denotes differentiation with respect to η.
3.3.1 Solution Techniques
The PQLM and SLLM numerical schemes for the system (3.43) - (3.46) are displayed in this
section.
The given pairing of equations in the system (3.43) - (3.46) is performed using different combina-
tions.
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1. PQLM Case 1: ({ f ,g} and {θ,φ}) which represents the pairings {(3.43) and (3.44)} and
{(3.45) and (3.46)},
2. PQLM Case 2:({ f ,θ} and {φ,g}) which represents the pairings {(3.43) and (3.45)} and
{(3.46) and (3.44)},
3. PQLM Case 3: ({ f ,φ} and {θ,g}) which represents the pairings {(3.43) and (3.46)} and
{(3.45) and (3.44)},
4. SLLM,
Spectral local linearization method (SLLM)
Following the description of the SLLM in Chapter 1, the discretized decoupled system of linearized
equations is of the form;
A1Fr+1 = R1,
A2Gr+1 = R2,
A3Θr+1 = R3,
A4Φr+1 = R4,
(3.48)
where the main and off-diagonal entries of A1,A2, A3 and A4 are defined as
A1 j, j = (1+K)D3+diag [a1]D2+diag [a2]D+diag [a3]−ξ(1−ξ)d j, jD, when j = k,
A1 j,k =−ξ(1−ξ)d j,kD, when j 6= k,
A2 j, j = (1+K)D3+diag [b1]D2+diag [b2]D+diag [b3]−ξ(1−ξ)d j, jD, when j = k,
A2 j,k =−ξ2(1−ξ)d j,kD, when j 6= k,
A3 j, j =
(
1+
K
2
)
D2+diag [c1]D+[c2]−ξ(1−ξ)d j, jI, when j = k,
A3 j,k =−ξ(1−ξ)d j,kI, when j 6= k,
A4 j, j =
(
1+
K
2
)
D2+diag [e1]D+[e2]−ξ(1−ξ)d j, jI, when j = k,
A4 j,k =−ξ(1−ξ)d j,kI, when j 6= k,
(3.49)
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and
R1 = ξ(1−ξ)d1 ( j,Nt+1)DF+a4,
R2 = ξ(1−ξ)d1 ( j,Nt+1)DG+b4,
R3 = ξ(1−ξ)d1 ( j,Nt+1)Θ+c3,
R4 = ξ(1−ξ)d1 ( j,Nt+1)Φ+e3,
a1 =
η
2
(1−ξ)+ξ(fr+gr) , a2 =−2ξf
′
r,
a3 = ξf
′′
r , a4 = ξfrf
′′
r−ξf
′2
r −Kθ
′
r,
b1 =
η
2
(1−ξ)+ξ(fr+1+gr) , b2 =−2ξg
′
r,
b3 = ξg
′′
r , b4 = ξgrg
′′
r−ξg
′2
r +Kφ
′
r,
c1 =
η
2
(1−ξ)+ξ(fr+1+gr+1) , c2 =
1
2
(1−ξ)−ξ
(
f
′
r+1+2K
)
, c3 = ξKf
′′
r+1,
e1 =
η
2
(1−ξ)+ξ(fr+1+gr+1) , e2 =
1
2
(1−ξ)−ξ
(
g
′
r+1+2K
)
, e3 =−ξKg′′r+1.
(3.50)
PQLM Case I: ({ f ,g} and {θ,φ}) which represents the pairings {(3.43) and (3.44)} and {(3.45)
and (3.46)}
The PQLM, as described in Chapter 1, is applied to the nonlinear system (3.43) − (3.46) and we
obtain the discretized decoupled system of linear pairs
A11Fr+1+A12Gr+1 = R1,
A21Fr+1+A22Gr+1 = R2,
(3.51)
and
A31Θr+1+A32Φr+1 = R3,
A41Θr+1+A42Φr+1 = R4,
(3.52)
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where
A11 j, j = (1+K)D3+diag [a1]D2+diag [a2]D+diag [a3]−ξ(1−ξ)d j, jD,
A11 j,k =−ξ(1−ξ)d j,kD,
A12 j, j = diag [a4] , A21 = diag [b1] ,
A22 j, j = (1+K)D3+diag [b2]D2+diag [b3]D+diag [b4]−ξ(1−ξ)d j, jD,
A22 j,k =−ξ(1−ξ)d j,kI,
A31 j, j =
(
1+
K
2
)
D2+diag [c1]D+diag [c2]−ξ(1−ξ)d j, jI,
A31 j,k =−ξ(1−ξ)d j,kI, A32 j, j = A41 j, j = 0,
A42 j, j =
(
1+
K
2
)
D2+diag [e1]D+diag [e2]−ξ(1−ξ)d j, jI,
A42 j,k =−ξ(1−ξ)d j,kI,
(3.53)
and
R1 = ξ(1−ξ)d1 ( j,Nt+1)DF+a5,
R2 = ξ(1−ξ)d1 ( j,Nt+1)DG+b5,
R3 = ξ(1−ξ)d1 ( j,Nt+1)Θ+c3,
R4 = ξ(1−ξ)d1 ( j,Nt+1)Φ+e3,
a1 = ξ(fr+gr)+
η
2
(1−ξ), a2 =−2ξf′r,
a3 = ξf
′′
r , a4 = ξf
′′
r ,
a5 = ξ(fr+gr) f
′′
r−ξf
′2
r −Kθ
′
r,
b2 = ξ(fr+gr)+
η
2
(1−ξ), b2 =−2ξg′r,
b1 = ξg
′′
r , b4 = ξg
′′
r ,
b5 = ξ(fr+gr)g
′′
r−ξg
′2
r +Kφ
′
r, c1 =
η
2
(1−ξ)+ξ(fr+1+gr+1) ,
c2 =
1
2
(1−ξ)−ξ
(
f
′
r+1+2K
)
, c3 = ξKf
′′
r+1, e1 =
η
2
(1−ξ)+ξ(fr+1+gr+1) ,
e2 =
1
2
(1−ξ)−ξ
(
g
′
r+1+2K
)
, e3 =−ξKg′′r+1.
(3.54)
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PQLM Case II:({ f ,θ} and {φ,g}) which represents the pairings {(3.43) and (3.45)} and {(3.46)
and (3.44)}
Following description of the PQLM in Chapter 1,;
A11Fr+1+A12Θr+1 = R1,
A21Fr+1+A22Θr+1 = R2,
(3.55)
and
A31Gr+1+A32Φr+1 = R3,
A41Gr+1+A42Φr+1 = R4,
(3.56)
where
A11 j, j = (1+K)D3+diag [a1]D2+diag [a2]D+diag [a3]−ξ(1−ξ)d j, jD,
A11 j,k =−ξ(1−ξ)d j,kD,
A12 j, j = KD, A21 j, j = diag [b1]D2+diag [b2]D+diag [b3] ,
A22 j, j =
(
1+
K
2
)
D2+diag [b4]D+diag [b5]−ξ(1−ξ)d j, jI,
A22 j,k =−ξ(1−ξ)d j,kI,
A31 j, j = (1+K)D3+diag [c1]D2+diag [c2]D+diag [c3]−ξ(1−ξ)d j, jD,
A31 j,k =−ξ(1−ξ)d j,kD, A32 j, j =−KD,
A41 j, j = diag [e1]D2+diag [e2]D+diag [e3] ,
A42 j, j =
(
1+
K
2
)
D2+diag [e4]D+diag [e5]−ξ(1−ξ)d j, jI,
A42 j,k =−ξ(1−ξ)d j, jI,
(3.57)
59
and
R1 = ξ(1−ξ)d1 ( j,Nt+1)DF+a4,
R2 = ξ(1−ξ)d1 ( j,Nt+1)Θ+b6,
R3 = ξ(1−ξ)d1 ( j,Nt+1)DG+c4,
R4 = ξ(1−ξ)d1 ( j,Nt+1)Φ+e6,
a1 = ξ(fr+gr)+
η
2
(1−ξ), a2 =−2ξf′r,
a3 = ξf
′′
r , a4 = ξfrf
′′
r−ξf
′2
r ,
b1 =−ξK, b2 =−ξθr, b3 = ξθ′r,
b4 =
η
2
(1−ξ)+ξ(fr+gr) , b5 =
1
2
(1−ξ)−ξ
(
f
′
r+2ξK
)
,
b6 = ξ
(
frθ
′
r−f
′
rθr
)
,
c1 = ξ(fr+1+gr)+
η
2
(1−ξ), c2 =−2ξg′r,
c3 = ξg
′′
r , c4 = ξgrg
′′
r−ξg
′2
r ,
e1 = ξK, e2 =−ξφr, e3 = ξφ
′
r,
e4 =
η
2
(1−ξ)+ξ(fr+1+gr) , e5 =
1
2
(1−ξ)−ξ
(
g
′
r+2ξK
)
,
e6 = ξ
(
grφ
′
r−g
′
rφr
)
.
(3.58)
PQLM Case III:({ f ,φ} and {θ,g}) which represents the pairings {(3.43) and (3.46)} and {(3.45)
and (3.44)}
The pairings are of the form
A11Fr+1+A12Φr+1 = R1,
A21Fr+1+A22Φr+1 = R2,
(3.59)
and
A31Gr+1+A32Θr+1 = R3,
A41Gr+1+A42Θr+1 = R4,
(3.60)
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where
A11 j, j = (1+K)D3+diag [a1]D2+diag [a2]D+diag [a3]−ξ(1−ξ)d j, jD,
A11 j,k =−ξ(1−ξ)d j,kD,
A12 j, j = 0, A21 j, j = diag [b1] ,
A22 j, j =
(
1+
K
2
)
D2+diag [b2]D+diag [b3]−ξ(1−ξ)d j, jI,
A22 j,k =−ξ(1−ξ)d j,kI,
A31 j, j = (1+K)D3+diag [c1]D2+diag [c2]D+diag [c3]−ξ(1−ξ)d j, jD,
A31 j,k =−ξ(1−ξ)d j,kD, A32 j, j = 0,
A41 j, j = diag [e1] ,
A42 j, j =
(
1+
K
2
)
D2+diag [e2]D+diag [e3]−ξ(1−ξ)d j, jI,
A42 j,k =−ξ(1−ξ)d j,kI,
R1 = ξ(1−ξ)d1 ( j,Nt+1)DF+a4,
R2 = ξ(1−ξ)d1 ( j,Nt+1)Φ+b4,
R3 = ξ(1−ξ)d1 ( j,Nt+1)DG+c4,
R4 = ξ(1−ξ)d1 ( j,Nt+1)Θ+e4,
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and
a1 = ξ(fr+gr)+
η
2
(1−ξ), a2 =−2ξf′r,
a3 = ξf
′′
r , a4 = ξfrf
′′
r−ξf
′2
r −Kθ
′
r,
b1 = ξφ
′
r,
b2 =
η
2
(1−ξ)+ξ(fr+gr) , b3 =
1
2
(1−ξ)−ξ
(
g
′
r+2ξK
)
,
b4 = ξ
(
frφ
′
r−ξKg
′′
r
)
,
c1 = ξ(fr+1+gr)+
η
2
(1−ξ), c2 =−2ξg′r,
c3 = ξg
′′
r , c4 = ξgrg
′′
r−ξg
′2
r +Kφ
′
r,
e1 = ξθ
′
r,
e2 =
η
2
(1−ξ)+ξ(fr+1+gr) , e3 =
1
2
(1−ξ)−ξ
(
f
′
r+2ξK
)
,
e4 = ξ
(
grθ
′
r+Kf
′′
r
)
.
3.4 Results and Discussion
In this section, the approximate numerical solutions to the systems of partial differential equations
(3.1) − (3.4) and (3.43) − (3.46) using the PQLM and SLLM are presented. To generate these
results, the number of grid points used in space was 50 while 20 grid points were used in time. The
number of grid points was chosen such that further increase yielded the same solutions consistent
to 6 decimal places. Comparison of the performance of the PQLM in three different combinations
and the BSLLM was carried out by observing the convergence and accuracy of the methods.
3.4.1 Example 1
We present the numerical solutions of the system (3.1) − (3.4) using the PQLM and SLLM. To
generate solutions for comparison, all computations performed were for the set values of parame-
ters Pr = 0.7, Sc = 0.7, γ = 1, m0 = 0.5, M = 0.5 and Nr = 0.5. To compare convergence of the
PQLM cases and the SLLM, we consider the norm of the difference between successive iterations
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using each method set to within a tolerance level of 10−6. To show that our numerical schemes
converge, the solution error is expected to get smaller as the number of iterations increase. This
trend should continue to a point where the error does not change with further iterations. It is im-
portant to note that different norms can be used, but we elect to investigate the maximum error
which is defined for each function F , G, Θ and Φ as
||Ω||∞ = max0≤i≤Ny ||Ωr+1,i−Ωr,i||∞ , (3.61)
where Ω represents F , G, Θ and Φ.
Figures 3.1−3.4 show the effect of iterations on ||F||∞, ||G||∞, ||Θ||∞ and ||Φ||∞.
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Figure 3.1: Effect of iterations on the maximum solution error for F
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Figure 3.2: Effect of iterations on the maximum solution error for G
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Figure 3.3: Effect of iterations on the maximum solution error for Θ
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Figure 3.4: Effect of iterations on the maximum solution error for Φ
It is observed from Figures 3.1 to 3.4 that as the number of iterations increases, the respective
solution errors for the three PQLM cases and SLLM reduce significantly until they all become
consistent at 10−60. It is also observed that, for all the methods, it takes 70 iterations to attain
convergence to this level. For the level of accuracy attained with this system of highly nonlinear
partial differential equations, such convergence is quite fast. We observe that the convergence
speed for all the PQLM cases is comparable with each other and the SLLM. We further investigate
their accuracy and the speed at which convergence is attained.
The accuracy of the PQLM and SLLM can be determined by calculating the residual errors. The
residual error is used to determine how close the approximate solution is to the true solution of
a differential equation. We consider the maximum residual error, hence the choice of the infinity
norm when calculating the residual error. For the system (3.1) − (3.4), the residual error are
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defined as
Res(F) = max
0≤i≤Ny
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, (3.62)
Res(G) = max
0≤i≤Ny
∣∣∣∣∣∣∣∣(1+K2
)
g
′′
i +(1−ξ)
(
1
2
gi+
η
2
g
′
i−ξ
∂gi
∂ξ
)
+ξ
(
fg
′
i−f
′
igi−2Kgi−Kf
′′
i
)∣∣∣∣∣∣∣∣
∞
,
(3.63)
Res(Θ) = max
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)
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, (3.65)
Figures 3.5 to 3.8 compare the accuracy of all PQLM cases and the SLLM, which indicates how
the methods behave when iterations increase. The figures show the accuracy when ξ= 0.8.
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Figure 3.5: Effect of iterations on the residual error norm for F
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Figure 3.6: Effect of iterations on the residual error norm for G
Figure 3.7: Effect of iterations on the residual error norm for θ
67
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲






























♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡♡
▲ CASEPQLM
 CASE II PQLM
CASE III PQLM
♡ SLLM
0 20 40 60 80
10 62
10 42
10 22
10 2
iterations
R
e
s
(
Figure 3.8: Effect of iterations on the residual error norm for Φ
It can be seen in Figures 3.5 to 3.8 that increasing the number of iterations leads to a decrease in the
residual error. This indicates that, with further iterations, the accuracy of the methods improve. It is
observed that the PQLM and SLLM are accurate methods as it is seen that the residual errors reduce
rapidly with further iterations. To compare the methods, we consider the residual error norms at
50 iterations on all four figures. It is observed from Figure 3.5 that PQLM case I converges fastest
to the same accuracy as the rest of the methods after 30 iterations while the rest of the cases and
SLLM converge at the same rate. It is seen from Figure 3.6 that the PQLM cases and the SLLM
all have the same accuracy level. It is observed in Figures 3.7 that the PQLM case II converges to
a bigger residual norm (10−140) than the rest of the PQLM cases and SLLM which all converge to
10−500. We observe from Figure 3.8 that the PQLM cases 1, 2, and 3 all have the same accuracy as
the SLLM at 10−500. We see that the PQLM cases give very accurate solutions as they are shown
to match the high accuracy of the SLLM.
In order to investigate the effect of time on the accuracy of numerical solutions generated by the
various methods, we compute the residual error for 0≤ ξ≤ 1 using a time-step of 0.1. This is done
to examine the points where solutions obtained using the PQLM and SLLM are most accurate.
Results generated at the 50th iteration are shown in Figures 3.9 to 3.12.
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Figure 3.9: Effect of time on the residual error norm for F
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Figure 3.10: Effect of time on the residual error norm for G
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Figure 3.11: Effect of time on the residual error norm for Θ
Figure 3.12: Effect of time on the residual error norm for Φ
It can be seen from Figures 3.9 to 3.12 that, within the time interval 0 ≤ ξ ≤ 1, all the methods
maintain very high accuracy. We also observe that the accuracy of the solutions obtained using
all the methods are independent of time. We see that the methods are all highly accurate and the
PQLM is seen to be a suitable alternative for solving problems of a similar nature.
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3.4.2 Example 2
In this section, we present the numerical solutions of the system (3.43) − (3.46) obtained using
the PQLM and SLLM. In order to generate solutions for comparison, all computations performed
were under the pre-chosen values of parameters at K = 1, n = 0.5 and Nr = 0.5. We investigate
the convergence of the methods by comparing the norm of their respective solution errors between
successive iterations. The methods are said to be convergent if the error reduces with each further
iteration, to a point where further iterations gives the same error. We define the solution errors of
the system (3.43) − (3.46) as given in equation (7.97)
Figures 3.13 to 3.16 display the number of iterations taken to converge for each method.
Figure 3.13: Effect of iterations on the solution error for F
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Figure 3.14: Effect of iterations on the solution error for G
Figure 3.15: Effect of iterations on the solution error for Θ
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Figure 3.16: Effect of iterations on the solution error for Φ
It is observed from Figures 3.13 to 3.16 that the solution errors reduce significantly with increasing
iterations. We can also observe that for each figure, there are similar gradients for all four methods.
This indicates that the rate of convergence for all four methods is similar.
We also investigate the accuracies of the three PQLM cases and the SLLM. The investigation is
carried out using the residual error of the methods. The residual error measures the extent to which
the approximate solution to a differential equation approaches the true solution. We define the
residual error of the system (3.43) − (3.46) as
Res(F) = max
0≤i≤Ny
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(3.66)
where
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)
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)
. (3.67)
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Figures 3.17 to 3.20 display the effect of iterations on the residual error of the PQLM cases and
the SLLM. We set the value of ξ to 0.8 for all the graphs.
Figure 3.17: Effect of iterations on the residual error norm for F
Figure 3.18: Effect of iterations on the residual error norm for G
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Figure 3.19: Effect of iterations on the residual error norm for θ
Figure 3.20: Effect of iterations on the residual error norm for Φ
From Figures 3.17 to 3.20, it is observed that increasing the number of iterations improves the
accuracy of all the methods. As shown in Figure 3.17, the accuracy of the methods is comparable
and after 50 iterations the residual error is 10−40. In particular we note that in Figures 3.19 and
3.20 the PQLM case I and SLLM give a consistent error as small as 10−500, while the accuracy of
the other two methods are comparable.
Figures 3.21 to 3.24 given below display the residual errors of the three PQLM cases and the
SLLM for various time levels ξ at the 50th iteration point; where the convergence of the solution
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to a certain tolerance level has been attained.
Figure 3.21: Effect of time on the residual error norm for F
Figure 3.22: Effect of time on the residual error norm for G
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Figure 3.23: Effect of time on the residual error norm for Θ
Figure 3.24: Effect of time on the residual error norm for Φ
It can be observed from Figures 3.21−3.24 that the residual errors at different times remain very
small and comparable indicating that the methods are highly accurate over the chosen time interval.
3.5 Summary
This chapter set out to describe the paired quasilinearization method for a general system of partial
differential equations and to determine the best choice of pairing. The study in this chapter com-
pared the results obtained using three PQLM cases against those from the SLLM. It was observed
77
that the PQLM compared favorably to the SLLM. It was also observed that the PQLM converged
faster than the SLLM. The accuracy of the PQLM was also shown to be the same as the SLLM.
In determining the best pairing, we observed that the combination which had the most number of
nonlinear terms had a better convergence rate than other cases. This shows that the use of quasi-
linearization on more nonlinear terms reduces the number of iterations needed to achieve accurate
solutions. In general, we conclude that using the PQLM in any combination yields very good and
accurate results with few iterations, but the method is fully optimized by choosing the combination
with the highest number of nonlinearities.
The findings in this chapter replicates what was ascertained in chapter 2 indicating that the higher
the nonlinearity of the paired system, the faster the convergence of solutions. In chapter 4, chapter 5
and chapter 6, the PQLM is used to study the effects of various parameters on the flow profiles of
different models.
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Chapter 4
Combined influence of radiation and Hall and
ion effects on MHD free convective heat gen-
erating flow past semi-infinite vertical flat plate
4.1 Introduction
Heat transfer phenomena frequently involving thermal convection along a vertical channel plate
have received increased attention because of their importance in engineering. Their applications
include technological processes such as early stages of melting and transient heating of insulating
air gaps by heat input at the start-up of furnaces.
The increasing number of technical applications using magnetohydrodynamic (MHD) effects has
driven the extension of many of the available hydrodynamic solutions to include the effect of
magnetic fields, as applicable for those cases when the fluid is electrically conducting. Electri-
cally conducting fluids have many applications in engineering problems such as MHD generators,
plasma studies, nuclear reactors, geothermal energy extraction, and the boundary layer control in
the field of aerodynamics. The effect of the magnetic field on free convection flows is important
in liquid metals, electrolytes, and ionized gases. Many cross-galvano and thermo-magnetic effects
occur in the boundary zone between hydraulics and thermal physics, and they are relevant in the
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study of semi-conductor materials. For the case of a strong magnetic field, where the electron
cyclotron frequency is much greater than the electron collision frequency, Hall effects become sig-
nificant. Hall currents are important and they have a marked effect on the magnitude and direction
of the current density and consequently on the magnetic force term. The effects of Hall and ion-
slip in different geometries have been reported by several researchers such as Ghosh and Pop [93]
and Abo-Eldahab and Salem [94]. The effect of radiation on MHD flow and heat transfer must
be considered when high temperatures are reached. Many processes in engineering areas occur at
high temperatures, and knowledge of radiative heat transfer becomes very important for the design
of equipment. Free convection on a vertical plate with radiation effects with or without MHD
has been studied by Shit [95] and Seddeek [96]. The unsteady free convection flow of a viscous
fluid, considering the buoyancy, radiation, and Hall currents acting simultaneously, was investi-
gated numerically by Mohamed et al. [97] using shooting method. Rao and Babu [98] analyzed
the radiation and mass transfer effects on an unsteady two-dimensional laminar convective bound-
ary layer flow of a viscous, incompressible, chemically reacting fluid along a semi-infinite vertical
plate with suction by taking into account the effects of viscous dissipation. Radiation effects on
free convection flow past a semi-infinite vertical plate, were studied by Soundalgekar and Takhar
[99] and by Chamkha [100] who also included mass transfer effects.
Most of the studies mentioned above focused on the flow of Newtonian fluids. However, in reality,
most liquids used in industrial applications such as molten plastics, food-stuffs or slurries, partic-
ularly in polymer processing applications, display non-Newtonian behavior. There exist several
approaches to study the mechanics of fluids with sub-structure. Ericksen [101, 102] derived field
equations that account for the presence of sub-structures in the fluid. It had been experimentally
demonstrated by Hoyt [103] that fluids containing a small number of polymeric additives display
a reduction in skin friction. Eringen [104] first formulated the theory of micropolar fluids, which
display the effects of local rotary inertia and couple stresses. This theory can be used to explain the
flow of colloidal fluids, liquid crystal, animal blood, etc. Eringen [105] extended the micropolar
fluid theory and developed the theory of thermo-micropolar fluids. Physically, micropolar fluids
may be described as non-Newtonian fluids consisting of dumb-bell shaped molecules or those
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with a short rigid cylindrical element, as found in polymer fluids, fluid suspension, etc. The pres-
ence of dust or smoke, particularly in a gas, may also be modeled using micropolar fluid dynamics.
The main focus of the present study is to investigate the effects of radiation, Hall current, ion-
slip and a heat/sink source on the free convection flow past a semi-infinite vertical flat plate. To
carry out this investigation, we solve the highly nonlinear governing equations numerically, us-
ing the paired quasilinearization method (PQLM) introduced by Motsa and Animasaun [20]. The
PQLM is applied to a large system of equations such that a pair of non-linear functions and their
corresponding derivatives are linearized with the aid of quasilinearization [38] from a pair of equa-
tions. This implies that updated solutions for the first pair of functions are used in subsequent
pairs of equations, thereby effectively decoupling the large system of equations into linear coupled
pairs. To generate solutions, the Chebyshev spectral collocation method is applied to discretize
the decoupled system. To test the convergence and accuracy of the PQLM, we conduct solution
error tests and residual error tests, respectively. We graphically display the results and discuss the
influence of important parameters on the fluid flow properties.
4.2 Mathematical formulation of the problem
Consider the steady free convection flow of an electrically conducting micropolar fluid up a heated
semi-infinite vertical plate extending upwards in the x direction. The y axis is taken to be perpen-
dicular to the plate, which is held at a constant temperature Tw. It is assumed that
• Boussinesq’s approximation is valid.
• A uniform magnetic field is applied in the direction perpendicular to the plate (0,B0,0) and
the induced magnetic field is negligible in comparison with the applied one, which corre-
sponds to a very small magnetic Reynolds number.
• The effect of viscous and Joule dissipation is negligible in the energy equation.
81
• The current trend for the application of magnetohydrodynamics is towards a strong magnetic
field so that the influence of electromagnetic force is noticeable (Hall effects is retained).
The effect of Hall current gives rise to force in the z-direction, which induces a cross-flow in that
direction and hence the flow becomes three-dimensional. To simplify the problem, we assume that
there is no variation of flow or heat transfer quantities in z-direction. The equation for conservation
of electric charges, ∇J = 0, gives constant, where J = (Jx,Jy,Jz) since the plate is electrically non-
conductive, this constant is zero and Jy = 0 everywhere in the flow.
The generalized Ohm’s law which retains Hall and ion-slip terms under the assumptions for this
problem, is given by
J = σ {−→q X−→B −η1(−→J X−→B )+η1βiB0 (
−→
J X
−→
B )X
−→
B }, (4.1)
where−→q is velocity, −→B is magnetic induction vector, B0 is the magnetic field of constant strength,
σ is the electrical conductivity of the fluid, βi is ion-slip parameter and η1 is Hall factor.
Under these conditions, the problem is governed by the following system of equations:
∂u
∂x
+
∂v
∂y
= 0, (4.2)
u
∂u
∂x
+v
∂u
∂y
=
κ
ρ
∂Γ
∂y
+
µ+κ
ρ
∂2u
∂y2
+g∗βT (T−T0)
− σB
2
0
ρ[β2h+β2e ]
[βhu+βew],
(4.3)
u
∂w
∂x
+v
∂w
∂y
=
(µ+κ)
ρ
∂2w
∂y2
+
σB20
ρ[β2h+β2e ]
[βeu−βhw], (4.4)
u
∂Γ
∂x
+v
∂Γ
∂y
=−2 κ
ρ j
Γ+
κ
ρ j
∂u
∂y
+
γ
ρ j
∂2Γ
∂y2
, (4.5)
u
∂T
∂x
+v
∂T
∂y
= α
∂2T
∂y2
+
Q1(T−T∞)
ρCp
− 1
ρCp
4I(T−Tw), (4.6)
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where (u,v,w) are velocities associated with the direction of increasing coordinates (x,y,z), Γ is
microrotation, j is the micro-inertia density, ρ is the fluid density, µ, κ and γ are the material
constants (viscosity coefficients), g∗ is the acceleration due to gravity, βT is the coefficient of
thermal expansion, B0 is the magnetic field intensity, σ is the electrical conductivity, βh = 1+βiβh
and βi is the ion-slip parameter, βe = σB0η1 is a Hall parameter and α is the thermal diffusivity.
The equation that describes the radiative heat flux term is [106]
∂qr
∂y
= 4(T−Tw)I, (4.7)
I =
∫ ∞
0
Pλω
(
∂ebλ
∂T
)
ω
dλ, (4.8)
where T is the temperature of the fluid in the boundary layer, Pλω is the mean absorption coeffi-
cient, ebλ is Plan’s function.
The boundary conditions are given by
u = 0, v = 0, w = 0, Γ= 0, T = Tw(x) at y = 0, (4.9a)
u = 0, w = 0, Γ= 0, T → T∞ as y→ ∞. (4.9b)
Introducing the following similarity variables
ζ= x1/2L−1/2, η=Cyx−1/4, C =
(
g∗β(Tw−T∞)
4ν2
)1/4
, M =
σB20L
2
ρνGr1/2
,
Pr =
νρCp
α
θ=
T−T∞
Tw−T∞ , Q =
Q1L2
ρCpνGr1/2
, Gr =
g∗βL3(Tw−T∞)
ν2
,
J =
j
L2
, K =
κ
ρ j
,Rd =
4I
ρCpνGr1/2
Ψ= 4νCx3/4 f (ζ,η), w = 4νC2x1/2g(ζ,η), Γ= 4νC3x1/4ω(ζ,η). (4.10)
Here, ζ and η are pseudo-similarity variables,Ψ is a stream function, Pr is the Prandtl number, M is
the magnetic field parameter, Q is the heat source/sink parameter, J is the micro-inertia density, N is
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the coupling number, m is the micropolar parameter, θ,g, and ω are respectively, the dimensionless
temperature, η-component velocity and microrotation where Ψ satisfies
u =
∂Ψ
∂y
, v =−∂Ψ
∂x
. (4.11)
In terms of the new variables, the velocity components can be expressed as
u = 4νC2x1/2 f ′(ζ,η), v =−νCx−1/2(3 f+2ζ∂ f
∂ζ
−η f ′) (4.12)
Applying the transformations on equations (4.3)-(4.6) we have
1
1−N f
′′′
+
N
1−Nω
′−2 f ′2+3 f f ′′+2ζ
(
f
′′ ∂ f
∂ζ
− f ′ ∂ f
′
∂ζ
)
+θ− 2Mζ
β2h+β2e
[
βh f
′
+βeg
]
= 0, (4.13)
1
1−N g
′′−2 f ′g+3 f g′+2ζ
(
g′
∂ f
∂ζ
− f ′∂g
∂ζ
)
− 2Mζ
β2h+β2e
[βhg−βe f ′] = 0, (4.14)
N
1−N
2−N
m2
ω′′+
2NGr−1/2
1−N ζ(2ω− f
′′)+
a j
(
− f ′ω′+3 fω′+2ζ
(
ω′
∂ f
∂ζ
− f ′∂ω
∂ζ
))
= 0, (4.15)
θ′′+2Prζ[(Q−Rd)θ+Rd]+3Pr fθ′+2Prζ
(
θ′
∂ f
∂ζ
− f ′∂θ
∂ζ
)
= 0, (4.16)
where βe = σβB0 is the Hall parameter , and βh = 1+βiβe.
The corresponding boundary conditions are
f ′(ζ,0) = 0, 3 f (ζ,0)+2ζ
∂ f (ζ,0)
∂ζ
= 0, g(ζ,0) = 0, ω(ζ,0) = 0, θ(ζ,0) = 1, (4.17a)
f ′(ζ,∞) = 0, g(ζ,∞) = 0, ω(ζ,∞) = 0, θ(ζ,∞) = 0, (4.17b)
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4.3 Method of solution
In this section, we discuss the implementation of the PQLM as described by Motsa and Animasaun
[20] on the system of PDEs (4.13)− (4.16). Obtaining numerical solutions by means of the PQLM
involves using the quasilinearization method to linearize functions and derivatives in pairs of equa-
tions from the system (4.13) − (4.16). Solutions from the first pair of equations are used in the
subsequent pair, thereby reducing the system of equations into decoupled pairs. To discretize the
decoupled system of coupled pairs in order obtain solutions, we then apply the bivariate Chebyshev
spectral collocation method.
We first apply the quasilinearization method to nonlinear functions f
′2, 3 f f
′
, f
′′ ∂ f
∂ζ , f
′ ∂ f ′
∂ζ , fθ
′
, θ′ ∂ f∂ζ
and f
′ ∂θ
∂ζ in equations (4.13) and (4.16) by using a one-step Taylor series expansion to obtain the
linearized pair
1
1−N f
′′′
r+1−4 f
′
r f
′
r+1+2 f
′2
r +3 fr f
′′
r+1+3 f
′′
r fr+1
−3 fr f ′′r +2ζ f
′′
r
∂ fr+1
∂ζ
+2ζ
∂ fr
∂ζ
f
′′
r+1−2ζ f
′′
r
∂ fr
∂ζ
−2ζ f ′r
∂ f ′r+1
∂ζ
(4.18)
−2ζ∂ f
′
r
∂ζ
f
′
r+1+2ζ f
′
r
∂ f ′r
∂ζ
+θr+1+
N
1−Nω
′
r−
2Mζ
β2h+β2e
ζβh f
′
r+1−
2Mζ
β2h+β2e
ζβegr = 0,
1
Pr
θ
′′
r+1+2ζ [(Q−Rd)θr+1+Rd]+3 frθ
′
r+1+3θ
′
r+1 fr+1−3 frθ
′
r+2ζθ
′
r
∂ fr+1
∂ζ
,
+2ζ
∂ fr
∂ζ
θ
′
r+1−2ζθ
′
r
∂ fr
∂ζ
−2ζ f ′r
∂θr+1
∂ζ
−2ζ∂θr+1
∂ζ
f
′
r+1+2ζ f
′
r
∂θr+1
∂ζ
, (4.19)
where terms containing the subscripts r and r+1 denote previous and current iteration levels,
respectively. The pair (4.18) and (4.19) is expressed compactly as
1
1−N f
′′′
r+1+[a1] f
′′
r+1+[a2] f
′
r+1+[a3] fr+1+θr+1 = [a4]
∂ f ′r+1
∂ζ
+[a5]
∂ fr+1
∂ζ
+a6, (4.20)
[b1] f
′
r+1+[b2] fr+1+
1
Pr
θ
′′
r+1+[b3]θ
′
r+1+(b4)θr+1 = [b5]
∂ fr+1
∂ζ
+[b6]
∂θr+1
∂ζ
+b7 (4.21)
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where
α1 =
2M
β2h+β2e
, a1 = 3 fr+2ζ
∂ fr
∂ζ
, a2 =−4 f ′r−2ζ
∂ f ′r
∂ζ
−α1ζβh,
a3 = 3 f
′′
r , a4 = 2ζ f
′
r, a5−2ζ f
′′
r ,
a6 =−2 f ′2r −
N
1−Nω
′
r+3 fr f
′′
r +2ζ f
′′
r
∂ fr
∂ζ
−2ζ f ′r
∂ f ′r
∂ζ
+α1ζβegr,
b1 =−2ζ∂θr∂ζ , b2 = 3θ
′
r, b3 = 3 fr+2ζ
∂ fr
∂ζ
,
b4 = 2ζ(Q−Rd) , b5 =−2ζθ′r, b6 = 2ζ f
′
r,
b7 =−2ζRd+3 frθ′r+2ζθ
′
r
∂ fr
∂ζ
−2ζ f ′r
∂θr
∂ζ
Solutions for f , θ and their corresponding derivatives are updated in the second pair of equations
(4.14) and (4.15) that are observed to be linear and we obtain
1
1−N g
′′
r+1+[c1]g
′
r+1+[c2]gr+1 = [c3]
∂gr+1
∂ζ
+c4, (4.22)
N
1−N
2−N
m2
ω
′′
r+1+[e1]ω
′
r+1+[e2]ωr+1 = [e3]
∂ωr+1
∂ζ
+e4, (4.23)
where
α2 =
2NG−1/2r
1−N , c1 = 3 fr+1+2ζ
∂ fr+1
∂ζ
, c2 =−2 f ′r+1−α1ζβh,
c3 = 2ζ f
′
r+1,c4 =−α1ζβe f
′
r+1, e1 =−a j f
′
r+1+3a j fr+1+2ζ
∂ fr+1
∂ζ
,
e2 = 2α2ζ, e3 = 2a jζ f
′
r+1, e4 = α2ζ f
′′
r+1.
The linear boundary conditions of pairs {(4.20) & (4.21)} and {(4.22) & (4.23)} are, respectively,
f
′
r+1(ζ,0) = 0, 3 fr+1(ζ,0)+2ζ
∂ fr+1(ζ,0)
∂ζ
= 0,
f
′
r+1(ζ,∞) = 0, θr+1(ζ,0) = 1, θr+1(ζ,∞) = 0, (4.24)
and
gr+1(ζ,0) = 0, gr+1(ζ,∞) = 0, ωr+1(ζ,0) = 0, ωr+1(ζ,∞) = 0. (4.25)
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We note that the linearized system can be solved using a variety of numerical methods, but the
PQLM involves Chebyshev spectral method for discretization. An in-depth description of Cheby-
shev spectral method is given by Boyd [16]. To solve the pairs {(4.20) & (4.21)} and {(4.22)
& (4.23)}, we transform the physical domains of η ∈ [0,∞) and ζ ∈ [0,∞) to x ∈ [−1,1] and
t ∈ [−1,1], respectively. We approximate the solutions of f (x, t), g(x, t), ω(x, t) and θ(x, t) using
the Lagrange interpolating polynomials of the form
f (x, t) =
Mx
∑
i=0
Mt
∑
j=0
f
(
xi, t j
)
Li(x)L j(t),
g(x, t) =
Mx
∑
i=0
Mt
∑
j=0
g
(
xi, t j
)
Li(x)L j(t),
ω(x, t) =
Mx
∑
i=0
Mt
∑
j=0
ω
(
xi, t j
)
Li(x)L j(t), (4.26)
θ(x, t) =
Mx
∑
i=0
Mt
∑
j=0
θ
(
xi, t j
)
Li(x)L j(t),
where Li and L j are Lagrange cardinal functions defined as
Li(x) =
Mx
∏
i=0,i6=k
x−xk
xi−xk ,
L j(t) =
Mt
∏
j=0, j 6=k
t−tk
t j−tk , (4.27)
where
Li (xk) = δik =
0 if i 6= k1 if i = k ,
L j (tk) = δ jk =
0 if j 6= k1 if j = k . (4.28)
We choose Gauss-Chebyshev-Lobatto points as grid points xi and t j because they smoothly covert
continuous time and spacial derivatives into discrete derivatives and we obtain these points from
xi = cos
pii
Mx
, i = 0,1, . . . ,Mx,
t j = cos
pi j
Mt
, i = 0,1, . . . ,Mt . (4.29)
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Differentiation matrices (denoted D and d) are used to collocate and are applied in the form
∂ f (p)
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Fi,
∂ f
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jFj,
∂(p)g
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Gi,
∂g
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jG j,
∂(p)ω
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Ωi,
∂ω
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jΩ j, (4.30)
∂(p)θ
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Θi,
∂θ
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jΘ j,
where F , G, Ω and Θ are vectors of the form
F =
[
f
(
x0, t j
)
, f
(
x1, t j
)
, . . . , f
(
xNx , t j
)]T
,
G =
[
g
(
x0, t j
)
,g
(
x1, t j
)
, . . . ,g
(
xNx , t j
)]T
,
Ω=
[
ω
(
x0, t j
)
,ω
(
x1, t j
)
, . . . ,ω
(
xNx , t j
)]T
,
Θ=
[
θ
(
x0, t j
)
,θ
(
x1, t j
)
, . . . ,θ
(
xNx , t j
)]T
.
Substituting the representation given by equation (4.30) in the decoupled system of paired PDEs,we
obtain
Ai11Fr+1,i−
[
ai4
] Mt
∑
j=0
di, jDFr+1, j−
[
ai5
] Mt
∑
j=0
di, jFr+1, j+Ai12Θr+1,i = R1,i,
Ai21Fr+1,i−
[
bi5
] Mt
∑
j=0
di, jFr+1, j+Ai22Θr+1,i−
[
bi6
] Mt
∑
j=0
di, jΘr+1, j = R2,i, (4.31)
and
Ai31Gr+1,i−
[
ci3
] Mt
∑
j=0
di, jGr+1, j+Ai32Ωr+1,i = R3,i,
Ai41Gr+1,i+A
i
42Ωr+1,i−
[
ei3
] Mt
∑
j=0
di, jΩr+1, j = R4,i, (4.32)
where each Ai are matrices of size (Mx+1)×(Mx+1), and Fr+1,i, Gr+1,i, Ωr+1,i, Θr+1,i and Ri are
column matrices of size (Mx+1)×(1).
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4.4 Results and discussion
In this section, we present the solution to the system of equations (4.13) − (4.16) generated using
the PQLM. We also investigate the influence of radiation, heat source/sink, the Hall and ion effects
on the respective profiles for velocity, temperature and microrotation.
To carry out an effective study, we conduct a grid-independence test to ensure an adequate number
of grid points in space and time are used to generate convergent solutions to a tolerance level that
is set to 9 decimal places. The results are shown below in Tables 4.1 and 4.2. Results in both tables
were obtained using the values N = 0.5, Pr = 0.71, Gr = 1, M = 3, m= 0.1, βe = 1, βi = 5, a j =
1, Q = 0.002 and Rd = 0.001.
Table 4.1: Spatial grid-independence test
HHHHHHHHH
Mx
Mt = 10
f
′′
(η,0) g′(η,0) θ′(η,0) ω′(η,0)
20 0.380475520 0.011198327 -0.406938130 0.000442803
30 0.379850320 0.011196845 -0.40692110 0.000442760
40 0.379849990 0.011196844 -0.406921070 0.000442760
50 0.379849990 0.011196844 -0.406921070 0.000442760
Table 4.2: Time grid-independence test
HHHHHHHHH
Mt
Mx = 40
f
′′
(η,0) g′(η,0) θ′(η,0) ω′(η,0)
5 0.379850000 0.011196781 -0.4069321210 0.000442871
10 0.379849990 0.011196844 -0.406921070 0.000442760
15 0.379849990 0.011196844 -0.406921070 0.000442760
It is observed from Tables 4.1 and 4.2 that to generate converged solutions to 9 decimal places, 40
grid points in space and 10 grid points in time are needed. These points are used in obtaining the
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rest of the results displayed and we represent the semi-infinite domain [0,∞) with [0,L = 15].
4.4.1 Verification of results
In this section, we compare results obtained using the PQLM against those obtained with the
bivariate spectral quasilinearization method (BSQLM), introduced by Motsa et al. [19]. The
BSQLM involves quasilinearization of the nonlinear functions and their corresponding derivatives
and solving the linearized system at the same time. Results were generated with values chosen as
N = 0, Pr = 0.72, Gr = 1, m = 0.1, M = 0.6, βe = 1, βi = 0.1, a j = 0.01, Q = 0.1 and Rd = 0.
Table 4.3: Comparison of skin friction− f ′′(ξ= 0,ζ= 0) generated using the PQLM and BSQLM.
PQLM BSQLM
0.649147930 0.649147930
It is observed from the data in Table 4.3 that the solution obtained using the PQLM is consistent
with that of the BSQLM. This shows the PQLM gives numerical solution results that are equally
as accurate and precise as those from the BSQLM.
We also compare our result for −θ′(0) for two Prandtl numbers with those obtained by Abo-
Eldahab and El Aziz [107] in Table 4.4 below. The values chosen were N = 0, Gr = 1, m =
0.1, M = 0, βe = 0, βi = 0, a j = 0, Q = 0 and Rd = 0.
Table 4.4: Comparison of −θ′(0) for an isothermal vertical plate with Prandtl numbers.
Pr Abo-Eldahab and El Aziz [107] PQLM
0.9 0.546501 0.546536130
0.5 0.441191 0.441166860
It is observed from Table 4.4 that the results generated using the PQLM is in good agreement with
those obtained by Abo-Eldahab and El Aziz [107].
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4.4.2 Convergence
To test convergence, we perform a solution error analysis. This is done by calculating the error be-
tween successive solutions as the number of iterations increases. The solution errors of Equations
(4.13) − (4.16) are displayed in Figures 4.2 to 4.5 below. They were obtained from
||Γ||∞ = max0≤i≤Ny ||Γr+1,i−Γr,i||∞ , (4.33)
where Γ represents F , G, Θ and Ω.
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Figure 4.2: Effect of iterations on the solution error for F
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Figure 4.3: Effect of iterations on the solution error for G
91
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
0 10 20 30 40 50 60 70
10
100
10
80
10
60
10
40
10
20
1
iterations
||
Figure 4.4: Effect of iterations on the solution error for ω
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Figure 4.5: Effect of iterations on the solution error for θ
It is observed from Figures 4.2 to 4.5 that as iterations increase, there is a corresponding decrease
in the error between successive iterations, until a point where further iteration has no further effect
on the error. We say at this point that the method has converged, and we observe from the figures
that the error at this point is very small.
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4.4.3 Accuracy
Residual error is used in testing the closeness of numerical approximation to the exact solution.
The residual error is generated by applying the approximate solutions obtained using the PQLM
back into the original equations in the form
Res(F) = max
0≤i≤Mt
∣∣∣∣∣∣(1+K) f′′′i +Kω′i−2f′2i +3fif′′i
+2ζ
(
f
′′
i
∂fi
∂ζ
−f′i
∂f
′
i
∂ζ
)
+θi− 2Mζβ2h+β2e
[
βhf
′
i+βegi
]∣∣∣∣∣
∣∣∣∣∣
∞
, (4.34)
Res(G) = max
0≤i≤Mt
∣∣∣∣∣∣∣∣(1+K)g′′i −2f′igi+3fig′i+2ζ(g′i∂fi∂ζ−f′i∂gi∂ζ
)
− 2Mζ
β2h+β2e
[
βef
′
i−βhgi
]∣∣∣∣∣∣∣∣
∞
, (4.35)
Res(Ω) = max
0≤i≤Mt
∣∣∣∣∣
∣∣∣∣∣γω′′i + 2KG−1/2ra j ζ
(
2ωi−f′′i
)
−f′iωi+3fiω
′
i+2ζ
(
ω
′
i
∂fi
∂ζ
−f′ ∂ωi
∂ζ
)∣∣∣∣∣
∣∣∣∣∣
∞
, (4.36)
Res(Θ) = max
0≤i≤Mt
∣∣∣∣∣∣∣∣θ′′i +2Prζ [(Q−Rd)θi+Rd]+3Prfiθ′i+2Prζ(θ′i∂fi∂ζ−f′i∂θi∂ζ
)∣∣∣∣∣∣∣∣
∞
. (4.37)
The results are for effect of increasing iterations on the residual errors for the system (4.13) −
(4.16) are shown in Figures 4.6 to 4.9
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Figure 4.6: Effect of iterations on the residual error for θ
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Figure 4.7: Effect of iterations on the residual error for θ
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Figure 4.8: Effect of iterations on the residual error for θ
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Figure 4.9: Effect of iterations on the residual error for θ
We observe from Figures 4.6 to 4.9 that the residual errors range between 10−95 and 10−100 and
this finding shows the PQLM is an efficient method for solving fluid flow problems such as in this
given system of equations. As we iterate further, the accuracy shown in Figures 4.6, 4.8 and 4.9 all
improve until they converge, however, the accuracy of Figure 4.7 is seen to be consistent, which is
a result of Equation (4.14) being linear in g and its derivatives.
4.4.4 Skin friction, wall shear stress and wall temperature gradient
The table displayed below is generated using the values N = 0.5, Pr= 0.72, Gr= 1, m= 0.1, M =
3, and a j = 0.01.
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Table 4.5: Skin friction, wall shear stress and wall temperature gradient
βi βe Rd Q f
′′
(ζ,0) g′(ζ,0) θ′(ζ,0)
0 2 0.5 0.25 0.439047190 0.220243940 0.220664870
1 2 0.5 0.25 0.514144260 0.092154159 0.173117860
3 2 0.5 0.25 0.575648250 0.028205931 0.136126550
5 2 0.5 0.25 0.600455680 0.013091335 0.122163130
2 0 0.5 0.25 0.334838890 0.075327620 0.325888190
2 1 0.5 0.25 0.495244240 0.052819281 0.186758460
2 3 0.5 0.25 0.580537630 0.039522869 0.133214190
2 5 0.5 0.25 0.606755300 0.028725222 0.118630380
2 2 0 0.25 0.415348440 0.030151710 -0.134384070
2 2 0.3 0.25 0.524728000 0.044746994 0.091000708
2 2 0.7 0.25 0.570860960 0.048965558 0.181194950
2 2 1 0.25 0.587471040 0.050496505 0.202387620
2 2 0.5 0 0.503324570 0.044443134 -0.140334920
2 2 0.5 0.1 0.522256140 0.045583395 -0.030575555
2 2 0.5 0.3 0.563752760 0.047945946 0.213920780
2 2 0.5 0.4 0.586416060 0.049165457 0.350245160
It is observed from the results in Table 4.5 that as the ion-slip parameter βi is increased, f
′′
(ζ,0)
increases as well, while g
′
(ζ,0) and θ′(ζ,0) both decrease. A similar pattern is observed to be the
case when the Hall parameter βe is increased; we see a corresponding increase for f
′′
(ζ,0) and
decrease for g
′
(ζ,0) and θ′(ζ,0). This implies that as both βi and βe increase, the decrease in the
temperature of the fluid increases viscosity thereby causing friction between the liquid and wall to
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increase and the shear stress to decrease. As the radiation parameter Rd is increased, temperature
around the wall of the plate and the fluid will increase. The fluid is being passed up a vertical plate
so an increase in Rd combined with the direction of flow of the fluid will lead to a corresponding
increase in the skin friction and shear stress. A similar trend can be seen when the heat source/sink
parameter Q is increased. Figures 4.10 to 4.25 display the various effects of radiation, ion-slip, Hall
and heat sink/source on the velocity, component velocity, microrotation and temperature profiles,
respectively. In Figures 4.10 to 4.13, we observe the influence of the radiation parameter Rd on
the various profiles.
Figure 4.10: Effect of Radiation parameter Rd on velocity profile f
′
(η,0)
97
Figure 4.11: Effect of Radiation parameter Rd on component velocity profile g(η,0)
Figure 4.12: Effect of Radiation parameter Rd on microrotation profile ω(η,0)
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Figure 4.13: Effect of Radiation parameter Rd on temperature profile θ(η,0)
We observe from Figures 4.10 to 4.13 that as radiation increases, the profiles all increase. This is
because an increase in the radiation leads to more transfer of heat from the plate to the fluid and the
boundary layer thickness hereby influencing the velocity, temperature and microrotation. We note
from Figure 3.11 that in the absence of radiation, microrotation is at its highest point for 0≤ η≤ 4
and lowest for 0≤ η≤ 15.
In Figures 4.14 to 4.17, we observe the influence of the ion-slip parameter βi on the various profiles.
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Figure 4.14: Effect of ion-slip parameter βi on velocity profile f
′
(η,0)
Figure 4.15: Effect of ion-slip parameter βi on component velocity profile g(η,0)
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Figure 4.16: Effect of ion-slip parameter βi on microrotation profile ω(η,0)
Figure 4.17: Effect of ion-slip parameter βi on temperature profile θ(η,0)
The effects of the ion-slip parameter on the various flow profiles are observed in Figures 4.14
to 4.17. It is observed from Figure 4.15 that the induced flow in the z-direction decreases with
increasing the ion-slip parameter. It is also observed that the introduction of the ion-slip on the
component velocity greatly decreases the profile; the larger the parameter, the closer the profile
gets to 0. However, for the velocity, temperature and microrotation, we see a reverse pattern. An
increase in the ion-slip leads to a corresponding increase in the profiles for f
′
, θ and ω. In Figure
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4.16, we note that there seems to be no significant effect on the profiles for η ∈ [0,4] but for η> 4,
profiles steadily increase as βi increases.
Figures 4.18 to 4.21 display the influence of the Hall parameter on the velocity, component velocity,
microrotation and temperature profiles, respectively.
Figure 4.18: Effect of Hall parameter βe on velocity profile f
′
(η,0)
Figure 4.19: Effect of Hall parameter βe on component velocity profile g(η,0)
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Figure 4.20: Effect of Hall parameter βe on microrotation profile ω(η,0)
Figure 4.21: Effect of Hall parameter βe on temperature profile θ(η,0)
It is observed that as βe increases, f
′−, ω− and θ−profiles increase while Figure 4.19 shows that
the larger βe gets, the closer the profile gets to 0. We also see that the component velocity depends
on the Hall parameter as we observe in Figure 4.19 that when βe = 0, the component velocity g= 0
for all η. This happens because as the magnetic force terms approach zero for very large values
of βe (imposed magnetic field normal to the flow direction which gives rise to a resistive force and
slows down the movement of the fluid is less). It is seen in Figure 4.20 that the Hall parameter has
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significant effect on microrotation when η> 0.
Figures 4.22 to 4.25 display the effect of heat sink/source parameter Q on the profiles for velocity,
component velocity, microrotation and temperature, respectively.
4.4.5 Effect of heat/sink source parameter Q
Figure 4.22: Effect of heat/sink source parameter Q on velocity profile f
′
(η,0)
Figure 4.23: Effect of heat/sink source parameter Q component on velocity profile g(η,0)
104
Figure 4.24: Effect of heat/sink source parameter Q on microrotation profile ω(η,0)
Figure 4.25: Effect of heat/sink source parameter Q on temperature profile θ(η,0)
Internal heat generated increases the velocity profiles and temperature profiles. Physically when
heat is absorbed, the buoyancy force decreases and retards the flow rate, which, thereby, gives
rise to the decrease in the velocity profiles. As more heat is generated within the fluid, the fluid
temperature increases the temperature gradient between the fluid and the plate surface. Increase in
internal heat generation parameter increases the thermal boundary layer thickness.
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4.5 Summary
In this study, an investigation was carried out on the combined influence of radiation, Hall and
ion-slip effects on MHD free convective heat generating flow past a semi-infinite vertical flat plate.
The governing equations were transformed to highly nonlinear partial differential equations using a
similarity transformation and were solved numerically using the paired quasilinearization method
(PQLM). The convergence and accuracy of the method were both verified. The physical effects
of some parameters such as the heat source/sink parameter, radiation parameter, Hall and ion-slip
parameters on the velocity, temperature, and microrotation profiles are shown and discussed in this
study. The local skin-friction on both velocity components and local Nusselt number increase as
the radiation parameter and heat source/sink parameters increase. It is also observed that the skin
friction on main flow increases with increase in the Hall and ion-slip parameters whereas the skin
friction caused by induced velocity component and on local Nusselt number decreases.
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Chapter 5
Double diffusive mixed convection flow of a
nanofluid near a vertical cone embedded in
a porous medium with Soret and Dufour ef-
fects
5.1 Introduction
Many geothermal, geophysical and industrial applications have necessitated the study of double-
diffusive convection by buoyancy due to temperature, concentration and nanoparticle gradients
in a fluid-saturated porous medium. Such systems arise in the migration of moisture through air
contained in fibrous insulations, underground spreading of chemical contaminants through water-
saturated soil, separation processes in chemical industries and storage of radioactive nuclear waste
etc. Theories and experiments on thermal convection in porous media with their practical appli-
cations are detailed in the books by Nield and Bejan [108], Vafai [109], Pop and Ingham [110],
Ingham and Pop [111] and an article by Bejan and Khair [112].
There have been numerous studies concerning fluid flow in the presence of a cone. Cheng et al.
[113] presented similarity and non-similarity solutions for a full and truncated cone, respectively,
in natural convection flow in a porous medium at high Rayleigh numbers. Yih [114] reported a
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study on natural convection flow with buoyancy effects alongside a truncated cone in a saturated
medium. Chamkha et al. [115] performed a boundary layer analysis on the hydromagnetic natural
convection flow over a vertical cone and wedge embedded in a uniform porous medium. The
concept of selecting a proper realm for the flow type and geometry is central for relevant to the real-
life applications. Design and erection of several types of industrial equipment like heat exchangers
for thermal cooling processes, canisters designed to store nuclear waste disposal and fluid flow
mechanics in geothermal reservoirs, depend on first understanding the applications of convective
heat and mass transfer over a rotating cone and a flat plate. A mathematical formulation for wing-
body combinations for aircraft at supersonic speeds was first lodged by Woodward [116]. Taking
this into account, an exact finite-difference solution for the problem was developed by Thomas
et al. [117] for steady inviscid, supersonic flow over smooth three dimensional bodies. This
inspired Lin and Rubin [118], to investigate numerically, three-dimensional flow over a cone at
some moderate incidence by considering the viscous dissipation effects. Vigneron et al. [119]
extended Lin and Rubin’s [118] work and studied the flow over a sharp subsonic edge (having a
geometric structure of a sharp-edged of the cone) by using the central approximation scheme.
Following the pioneering works mentioned above, researchers have initiated rigorous studies on
different types of fluid flow over conical structures under various conditions. The steady free
convection boundary layer flow over a vertical cone embedded in a porous medium filled with a
non-Newtonian fluid with an exponential decaying internal heat generation was investigated by
Grosan [120]. Cheng [121] examined non-similar boundary layer analysis about variable viscosity
effects on the double-diffusive convection near a vertical truncated cone in a fluid-saturated porous
medium with constant wall temperature and concentration. Hady et al. [122] studied the effect of
heat generation/absorption on natural convection boundary layer flow over a downward-pointing
vertical cone in a porous medium saturated with a non-Newtonian nanofluid in the presence of
heat generation/absorption. Awad et al. [123] determined numerical solutions for convection from
an inverted cone in a porous medium with cross-diffusion in the presence of Dufour energy flux
and Soret mass effects. Khan and Aziz [124] studied double-diffusive natural convective boundary
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layer flow in a porous medium saturated with a nanofluid over a vertical plate, considering pre-
scribed surface heat, solute, and nanoparticle fluxes. An analysis of the effect of uniform transpi-
ration velocity on free convection boundary layer flow of a non-Newtonian fluid over a permeable
vertical cone embedded in a porous medium saturated with a nanofluid was scrutinized by Rashad
et al. [125]. Chamkha and Rashad [126] considered the problem of natural convection boundary
layer flow over a permeable vertical cone embedded in a porous medium saturated with a nanofluid,
subjected to uniform heat and nanoparticles volume fraction fluxes in the presence of a uniform
lateral mass flux effect. Cheng [127] studied the natural convection boundary layer flow over a
truncated cone embedded in a porous medium saturated by a nanofluid with constant wall tem-
perature and constant wall nanoparticle volume fraction. The problem of steady, laminar, mixed
convection boundary layer flow over a vertical cone embedded in a porous medium saturated with
a nanofluid was studied by Chamkha et al. [128] in the presence of thermal radiation incorporating
the effects of Brownian motion and thermophoresis with Rosseland diffusion approximation.
The effect of uniform lateral mass flux on non-Darcy natural convection flow for a non-Newtonian
nanofluid over cone saturated in a porous medium with uniform heat and volume fraction fluxes
was investigated by Chamkha et al. [129]. A numerical investigation was carried out by Raju
and Sandeep [130] to analyze the flow, heat, and mass transfer characteristics of gyrotactic micro-
organisms contained in magneto-hydrodynamic Casson fluid flow towards a vertical rotating cone/plate
in a porous medium. Siddiqa et al. [131] presented numerical results for the natural convection
flow of a two-phase dusty nanofluid along a vertical wavy frustum of a cone. Khan et al. [132]
examined the influence of chemically reactive species and mixed convection on the magnetohy-
drodynamic (MHD) Williamson nanofluid induced by a non-isothermal cone and plate in a porous
medium. Raju et al. [133] carried out numerical simulations to investigate the effect of viscous dis-
sipation, temperature dependent viscosity and heat source/sink on a magnetohydrodynamic (MHD)
unsteady Carreaue nanofluid over a cone filled with different alloy nanoparticles. Sulochana et al.
[134] investigated the flow, heat, and mass transfer behavior of magnetohydrodynamic flow over
a vertical rotating cone through a porous medium in the presence of thermal radiation, chemical
reaction and Soret effects. The natural convective flow of an electrically conducting nanofluid
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adjacent to a spinning downward-pointing vertical cone in the presence of a transverse magnetic
field was studied by Mohammad et al. [135], considering three different types of water-based
nanofluid with copper, aluminium oxide (alumina) and titanium dioxide (titania) as nanoparticles.
The laminar free-convective flow and heat transfer of an electrically conducting nanofluid in the
presence of a transverse magnetic field over a rotating down-pointing vertical cone was examined
by Dinarvand and Pop [136].
The present analysis broadens the work by Khan and Aziz [124] in considering the flow over an
isothermal cone with Soret and Dufour effects. The coupled nonlinear partial differential equations
representing the flow are non-dimensionalized and put into the homogeneous form. An authentic
numerical result of highly non-linear partial differential equations is obtained using the paired
quasi-linearization method (PQLM). The PQLM [20, 137] is a numerical method that makes use
of quasilinearization to linearize two functions and their corresponding derivatives from a system of
differential equations. This process effectively decouples the system into smaller subsystems/pairs
that are solved using the spectral collocation method. The convergence and accuracy of the PQLM
is confirmed by performing solution and residual error analysis, respectively. Modification of the
flow, heat and mass transfer by different controlling parameter are presented by means of graphs.
5.2 Mathematical Formulation
Consider two-dimensional steady buoyancy induced Darcy’s flow of a viscous incompressible
nanofluid along an isothermal vertical cone embedded in the porous medium. The x− and y−
axes are taken along and normal to the inclined surface, respectively. The present formulation
permits the angle of inclination to range from 0 to close to pi/2 radians from the horizontal. The
surface of the sheet is maintained at uniform temperature and concentration, Tw and Cw, respec-
tively, and these values are assumed to be greater than the ambient temperature and concentration,
T∞ and C∞, respectively. It is assumed that both the fluid phase and nanoparticles are in a state of
thermal equilibrium. Further, we assume that
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1. the physical properties are constant except for the density variation with the body force,
2. the flow is sufficiently slow that the convective fluid and the porous matrix are in local
thermodynamic equilibrium, and
3. the Boussinesq approximation applies.
Under the given assumptions, the boundary layer equations governing the flow are as follows:
The continuity equation
∂(ru)
∂x
+
∂(rv)
∂y
= 0. (5.1)
The momentum equation
∂u
∂y
=
(1−C∞)ρ f∞g1Kcosγ
µ
(
βT
∂T
∂y
+βC
∂C
∂y
)
− (ρp−ρ f∞)g1Kcosγ
µ
∂φ
∂y
. (5.2)
The energy equation
u
∂T
∂x
+v
∂T
∂y
= α
∂2T
∂y2
+τ
[
DB
∂φ
∂y
∂T
∂y
+
DT
T∞
(
∂T
∂y
)2]
+σDTC
∂2C
∂y2
. (5.3)
The concentration equation
u
∂C
∂x
+v
∂C
∂y
= DSM
∂2C
∂y2
+DCT
∂2T
∂y2
. (5.4)
The nanoparticle concentration equation
u
∂φ
∂x
+v
∂φ
∂y
= DB
∂2φ
∂y2
+
DT
T∞
∂2T
∂y2
, (5.5)
where u and v are velocity components along x and y directions, respectively.
g1,β,K,α,ν,ρ,c,(ρc)p ,(ρc) f ,DB,DT ,τ,Dct ,Dtc and Dsm are, respectively, acceleration due to
gravity, coefficient of thermal expansion, permeability of the porous medium, thermal diffusivity,
kinematic viscosity, mass density, specific heat, effective heat capacity of the nanoparticle material,
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heat capacity of the fluid, Brownian diffusion coefficient, thermophoresis diffusion coefficient, a
parameter defined by (ρc)p /(ρc) f , Soret diffusivity, Dufour diffusivity and solutal diffusivity of
the porous medium.
The associated boundary conditions are
At y = 0 : v = 0; T = Tw; C =Cw, φ= φw, (5.6)
As y→ ∞ : u =U∞; T = T∞; C =C∞; φ= φ∞. (5.7)
Now, we introduce the following group of transformations:
η= (y/x)(Pex)1/2χ−1, χ=
{
1+
(
Rax
Pex
)1/2}−1
,
ψ(x,y) = α(Pex)1/2χ−1S(η,χ),
θ(η,χ) =
T−T∞
Tw−T∞ , h(η,χ) =
C−C∞
Cw−C∞ , g(η,χ) =
φ−φ∞
φw−φ∞ ,

(5.8)
where f (η,χ) is the stream function satisfying continuity equation, θ(η,χ) is dimensionless tem-
perature, g(η,χ) is dimensionless concentration function. m is the mixed convection parameter, η
is the similarity variable,
Rax =
{
(1−φ∞)ρ f∞g1βT K(Tw−T∞)x
}
/(µα) and Pex = U∞x/α are the modified local thermal
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Rayleigh and local Peclet number, respectively. Equations (5.2) − (5.5), under the transforma-
tion (5.8), take the form
∂2S
∂η2
= (1−χ)2
{
∂θ
∂η
+Nc
∂h
∂η
−Nr ∂g
∂η
}
, (5.9)
∂2θ
∂η2
+0.5(1+mχ)S
∂θ
∂η
+Nb
∂g
∂η
∂θ
∂η
+Nt
(
∂θ
∂η
)2
+Nd
∂2h
∂η2
= (5.10)
0.5mχ(1−χ)
{
∂S
∂η
∂θ
∂χ
− ∂θ
∂η
∂S
∂χ
}
,
∂2h
∂η2
+0.5Le(1+mχ)S
∂h
∂η
+Ld
∂2θ
∂η2
= (5.11)
0.5mLeχ(1−χ)
{
∂S
∂η
∂h
∂χ
− ∂h
∂η
∂S
∂χ
}
,
∂2g
∂η2
+0.5Ln(1+mχ)S
∂g
∂η
+
Nt
Nb
∂2θ
∂η2
= (5.12)
0.5mLnχ(1−χ)
{
∂S
∂η
∂g
∂χ
− ∂g
∂η
∂S
∂χ
}
,
and the associated boundary conditions become
(1+mχ)S(0,χ)+mχ(1−χ)∂S(0,χ)
∂χ
= 0, θ(0,χ) = 1, (5.13)
h(0,χ) = 1, g(0,χ) = 1, (5.14)
∂S (∞,χ)
∂η
= χ2, θ(∞,χ) = 0, h(∞,χ) = 0, g(∞,χ) = 0, (5.15)
where
Nr =
(ρp−ρ f∞)(φw−φ∞)
ρ f∞βT (Tw−T∞)(1−φ∞)
,
Nb =
τDB (φw−φ∞)
α
, Ln =
α
DB
, Le =
α
Dsm
,
Nt =
τDT (Tw−T∞)
αT∞
, Ld =
Dct(Tw−T∞)
Dsm(Cw−C∞) ,
Nd =
σDtc(Cw−C∞)
α(Tw−T∞) ,Nc =
βC(Cw−C∞)
βT (Tw−T∞) ,

governing parameters
where Nr,Nb,Nt,Le,Ln,Ld,Nd and Nc are, respectively, buoyancy ratio, Brownian motion pa-
rameter, thermophoresis parameter, Lewis number, nanofluid Lewis number, Dufour-solutal Lewis
number, modified Dufour parameter and regular double diffusive buoyancy parameter.
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The physical quantities of interest, the local skin friction coefficient C fx, the local Nusselt number
Nux, the local Sherwood number Shx, and the local nanofluid Sherwood number Shxn are defined
as:
Nux
(
Pe1/2x +Ra
1/2
x
)−1
= −∂θ
∂η
∣∣∣∣
η=0
, (5.16)
Shx
(
Pe1/2x +Ra
1/2
x
)−1
= − ∂h
∂η
∣∣∣∣
η=0
, (5.17)
Shxn
(
Pe1/2x +Ra
1/2
x
)−1
= − ∂g
∂η
∣∣∣∣
η=0
. (5.18)
5.3 Method of solution
In this section, we discuss the application of the paired quasilinearization method (PQLM) on the
system of partial differential equations (5.9) − (5.12). We express equations (5.9) − (5.12) as
s
′′−(1−χ)2θ′−Nc(1−χ)2h′+Nr(1−χ)2g′ = 0, (5.19)
θ
′′
+0.5(1+mχ)sθ
′
+Nbg
′
θ
′
+Ntθ
′2+Ndh
′′
= (5.20)
0.5mχ(1−χ)
(
s
′ ∂θ
∂χ
−θ′ ∂s
∂χ
)
,
h
′′
+0.5Le(1+mχ)sh
′
+Ldθ
′′
= 0.5mLeχ(1−χ)
(
s
′ ∂h
∂χ
−h′ ∂s
∂χ
)
, (5.21)
g
′′
+0.5Ln(1+mχ)sg
′
+
Nt
Nb
θ
′′
= 0.5mLnχ(1−χ)
(
s
′ ∂g
∂χ
−g′ ∂s
∂χ
)
, (5.22)
and the associated boundary conditions become
(1+mχ)s(0,χ)+mχ(1−χ)∂s(0,χ)
∂χ
= 0, θ(0,χ) = 1, (5.23)
h(0,χ) = 1, g(0,χ) = 1,
s
′
(∞,χ) = χ2, θ(∞,χ) = 0, h(∞,χ) = 0, g(∞,χ) = 0, (5.24)
where s, θ, ,h & g are functions of η and χ, and ′ denotes differentiation with respect to η.
We next present the PQLM numerical scheme for solving the nonlinear system of equations. The
PQLM involves solving two functions from two equations simultaneously and using their updated
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solutions in subsequent equation pairs. Based on findings by Otegbeye and Motsa [137], we apply
linearization on equations (5.19) and (5.20) for s, θ, and their corresponding derivatives. Lineariza-
tion is performed using the Taylor series expansion to the first order and we obtain
s
′′
r+1+(a1)θ
′
r+1 = a2, (5.25)
[b1]s
′
r+1+[b2]sr+1+θ
′′
r+1+[b3]θ
′
r+1 = [b4]
∂sr+1
∂χ
+[b5]
∂θr+1
∂χ
+b6, (5.26)
where
a1 =−1(1−χ)2, a2 = Nc(1−χ)2h′r−Nr(1−χ)2g
′
r,
b1 =−0.5mχ(1−χ)∂θr∂χ , b2 = 0.5(1+mχ)θ
′
r,
b3 = 0.5(1+mχ)sr+Nbg
′
r+2Ntθ
′
r+0.5mχ(1−χ)
∂sr
∂χ
,
b4 =−0.5mχ(1−χ)θ′r, b5 = 0.5mχ(1−χ)s
′
r,
b6 = 0.5(1+mχ)srθ
′
r+Ntθ
′2
r −Ndh
′′
r
−0.5mχ(1−χ)s′r
∂θr
∂χ
+0.5mχ(1−χ)θ′r
∂sr
∂χ
.
We express the second equation pair, (5.21) and (5.22), compactly as
h
′′
r+1+[c1]h
′
r+1 = [c2]
∂hr+1
∂χ
+c3, (5.27)
g
′′
r+1+[e1]g
′
r+1 = [e2]
∂gr+1
∂χ
+e3, (5.28)
where
c1 = 0.5Le(1+mχ)sr+1+ 0.5mLeχ(1−χ)∂sr+1∂χ ,
c2 = 0.5mLeχ(1−χ)s′r+1, c3 =−Ldθ
′′
r+1,
e1 = 0.5Ln(1+mχ)sr+1+0.5mLnχ(1−χ)∂sr+1∂χ ,
e2 = 0.5mLnχ(1−χ)s′r+1, e3 =−
Nt
Nb
θ
′′
r+1.
The linearized system is solved using the Chebyshev spectral method. Boyd [16] gives more
explanation on the implementation of spectral methods.
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To solve the pairs {(5.25) and (5.26)} and {(5.27) and (5.28)}, we begin by transforming the
physical domains of η ∈ [0,∞) and χ ∈ [0,1) to x ∈ [−1,1] and t ∈ [−1,1], respectively. The
solutions of s(x, t), g(x, t), θ(x, t) and h(x, t) are approximated using the Lagrange interpolating
polynomials of the form
s(x, t) =
Mx
∑
i=0
Mt
∑
j=0
s
(
xi, t j
)
Li(x)L j(t),
g(x, t) =
Mx
∑
i=0
Mt
∑
j=0
g
(
xi, t j
)
Li(x)L j(t),
h(x, t) =
Mx
∑
i=0
Mt
∑
j=0
h
(
xi, t j
)
Li(x)L j(t), (5.29)
θ(x, t) =
Mx
∑
i=0
Mt
∑
j=0
θ
(
xi, t j
)
Li(x)L j(t),
where Li and L j are Lagrange cardinal functions defined as
Li(x) =
Mx
∏
i=0,i 6=k
x−xk
xi−xk ,
L j(t) =
Mt
∏
j=0, j 6=k
t−tk
t j−tk , (5.30)
where
Li (xk) = δik =
0 if i 6= k1 if i = k ,
L j (tk) = δ jk =
0 if j 6= k1 if j = k . (5.31)
Gauss-Chebyshev-Lobatto points are selected as grid-points xi and t j, given their smooth conver-
sion of continuous time and spatial derivatives into discrete derivatives. The points are generated
thus:
xi = cos
pii
Mx
, i = 0,1, . . . ,Mx,
t j = cos
pi j
Mt
, i = 0,1, . . . ,Mt (5.32)
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Differentiation matrices (denoted D and d) are used to collocate and are applied in the form
∂s(p)
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Si,
∂s
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jS j,
∂(p)θ
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Θi,
∂θ
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jΘ j,
∂(p)g
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Gi,
∂g
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jG j, (5.33)
∂(p)h
∂x(p)
∣∣∣∣∣
xi,t j
= D(p)Hi,
∂h
∂t
∣∣∣∣
xi,t j
=
Mt
∑
j=0
di jH j,
where S, Θ, G and H are vectors of the form
S =
[
s
(
x0, t j
)
,s
(
x1, t j
)
, . . . ,s
(
xNx , t j
)]T
,
Θ=
[
θ
(
x0, t j
)
,θ
(
x1, t j
)
, . . . ,θ
(
xNx , t j
)]T
,
G =
[
g
(
x0, t j
)
,g
(
x1, t j
)
, . . . ,g
(
xNx , t j
)]T
,
H =
[
h
(
x0, t j
)
,h
(
x1, t j
)
, . . . ,h
(
xNx , t j
)]T
.
Applying the concept given by (5.33) in the system of pairs {(5.25) & (5.26)} and {(5.27) &
(5.28)}, we obtain [
D2
]
Sr+1,i+[(a1)]Θr+1,i = R1,i, (5.34)[
[b1]D+[b2]−[b4]
Ny−1
∑
j=0
di j
]
Sr+1,i+[
D2+[b3]D−[b5]
Ny−1
∑
j=0
di j
]
Θr+1,i = R2,i, (5.35)
and [
D2+[c1]D−[c2]
Ny−1
∑
j=0
di j
]
Hr+1,i = R3,i, (5.36)[
D2+[e1]D−[e2]
Ny−1
∑
j=0
di j
]
Gr+1,i = R4,i, (5.37)
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where
R1,i = a2,
R2,i = b4di,NySNy+b5di,NyΘNy+b6,
R3,i = c2di,NyHNy+c3,
R4,i = e2di,NyGNy+e3,
5.4 Results and Discussion
In this section, we present some numerical results obtained for the system of partial differential
equations using the PQLM. We also investigate the influence of mixed convection, Dufour ef-
fect, thermophoresis, buoyancy ratio and Brownian motion on the respective velocity, temperature,
concentration and nanoparticle concentration profiles. To generate these results, we used 50 grid-
points in space and 20 grid-points in time, because these were found to be adequate in generating
solutions consistent to 9 decimal places. We begin by verifying the convergence, speed of conver-
gence and accuracy of the BPQLM.
5.4.1 Convergence
To display accuracy and convergence, we set m= 0.03, Nc= 0.01, Nr = 0.01, Nb= 0.1, Nt = 0.1,
Nd = 0.02, Le = 5, Ld = 1 and Ln = 4. Table 5.1 below displays the convergence of solutions
after 10 iterations. We observe that the PQLM converges quickly, requiring only 6 iterations to
converge to 9 decimal places. We also observe the computational time to be less than 13 seconds
for 10 iterations which affirms our belief that the method is computationally efficient in dealing
with complex problems.
To further investigate the convergence of our numerical scheme, the solution error norm is calcu-
lated. This is done by the difference between solutions obtained with successive iterations. If the
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Table 5.1: Convergence of s
′′
(χ,0), θ′(χ,0), h′(χ,0) and g′(χ,0) to 9 decimal places and time taken
after 10 iterations
Iterations s
′′
(χ,0) θ′(χ,0) h′(χ,0) g′(χ,0)
1 -0.004961300 -0.500808340 -0.889759470 -1.014471700
2 -0.004538623 -0.450105410 -0.904672420 -1.027788000
3 -0.004529744 -0.449299380 -0.905241910 -1.028334900
4 -0.004529508 -0.449285800 -0.905255780 -1.028348900
5 -0.004529505 -0.449285510 -0.905256110 -1.028349200
6 -0.004529505 -0.449285510 -0.905256110 -1.028349300
...
...
10 -0.004529505 -0.449285510 -0.905256110 -1.028349300
Total Time (sec) 12.73, 12.73, 12.73, 12.73,
error between the solutions gets smaller until a point where further increase in iterations does not
change the error, we say our method converges. The solution error norms are generated thus;
||Ω||∞ = max0≤i≤Ny ||Ωr+1,i−Ωr,i||∞ , (5.38)
where Ω represents S, G, Θ and H.
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(a) Solution error norm of S (b) Solution error norm of Θ
(c) Solution error norm of H (d) Solution error norm of G
Figure 5.1: Effect of iterations on the solution error norms when χ= 0.4
We observe from Figure 5.1 that as the number of iterations increase, the solution error on all four
graphs reduces until the 35th iteration, to a solution error of 10−60. This indicates that the PQLM
converges.
5.4.2 Accuracy
To verify the accuracy of the PQLM, we calculate the residual error by substituting the approxi-
mate solutions obtained into the original system of equations. This shows us the proximity of our
solutions to the analytical solutions of the system of differential equations. We define the residual
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errors as
Res(S) = max
0≤i≤Mt
∣∣∣∣∣∣ s′′i −(1−χ)2θ′i−Nc(1−χ)2 h′i+Nr (1−χ)2 g′i∣∣∣∣∣∣∞ , (5.39)
Res(Θ) = max
0≤i≤Mt
∣∣∣∣∣∣∣∣θ′′i + 12(1+mχ)siθ′i+Nbg′iθ′i+Ntθ′2i +Ndh′′i
−1
2
mχ(1−χ)
(
s
′
i
∂θi
∂χ
−θ′i
∂si
∂χ
)∣∣∣∣∣∣∣∣
∞
, (5.40)
Res(H) = max
0≤i≤Mt
∣∣∣∣∣∣∣∣h′′i + 12Le(1+mχ)sih′i+Ldθ′′i − 12mLeχ(1−χ)
(
s
′
i
∂hi
∂χ
−h′i
∂si
∂χ
)∣∣∣∣∣∣∣∣
∞
, (5.41)
Res(G) = max
0≤i≤Mt
∣∣∣∣∣∣∣∣g′′i + 12Ln(1+mχ)sig′i+ NtNbθ′′i − 12mLnχ(1−χ)
(
s
′
i
∂gi
∂χ
−g′i
∂si
∂χ
)∣∣∣∣∣∣∣∣
∞
. (5.42)
(a) Residual error norm of S (b) Residual error norm of Θ
(c) Residual error norm of H (d) Residual error norm of G
Figure 5.2: Effect of iterations on the residual error norms when χ= 0.4
Figure 5.2 displays the accuracy of the PQLM at a fixed time as number of iterations are increased.
We observe all the accuracies to be around 10−58 which indicates that the PQLM is a highly
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accurate method for solving similar problems.
(a) Residual error norm of S (b) Residual error norm of Θ
(c) Residual error norm of H (d) Residual error norm of G
Figure 5.3: Effect of χ on the residual error norms at the 30th iteration
Figure 5.3 displays the effect of χ on the residual error of the PQLM at the 30th iteration. We
observe that the accuracy is constant for 0 ≤ χ ≤ 1, indicating that for any set of solutions that is
needed at a particular point in that domain, the PQLM gives accurate results.
Figures 5.4 to 5.7 show results used to examine the impact of the mixed convection parameter χ
on fluid velocity s
′
(η,χ), fluid temperature θ(η,χ), mass concentration h(η,χ) and nanoparticle
concentration g(η,χ) when Nb = 0.1, m = 0.03, Nc = 0.01, Nr = 0.01, Nt = 0.1, Nd = 0.02,
Le = 4, Ld = 1 and Ln = 5.
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Figure 5.4: Effect of χ on the velocity profile
0 1 2 3 4 5 6 7
0
0.2
0.4
0.6
0.8
1
Figure 5.5: Effect of χ on the temperature profile
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Figure 5.6: Effect of χ on the concentration profile
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Figure 5.7: Effect of χ on the nanoparticle concentration profile
From the definition of χ given by equation (5.8), t is found that an increase in the value of χ,
close to unity which represent a forced convection regime, means small values of Rax/Pex. On
the other hand, large values of Rax/Pex imply a decrease in the mixed convection parameter χ.
From equation 5.9, it is evident that for pure forced convection (i.e χ= 1) the flow is uncoupled
from thermal, mass and nanoparticle concentration. Figure 5.4 shows that variations in the flow is
insignificant when the values of χ→ 1. Momentum boundary layer thickness decreases for smaller
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values of χ. Fluid temperature decreases with χ. Figure 5.6 and 5.7 depict a slight increase in mass
and nanoparticle concentration as tending to mixed to free convection regime. Similarly, a decrease
in mass and nanoparticle concentration can be interpreted as the system moving from mixed to a
forced convection regime.
Figures 5.8 and 5.9 indicate the influence of the Brownian motion parameter Nb and thermophore-
sis parameter Nt on the fluid temperature when m = 0.03, Nc = 0.01, Nr = 0.01, Nt = 0.1,Nb =
0.01, Nd = 0.02, Le = 4, Ld = 1 and Ln = 5.
Figure 5.8: Effect of Brownian motion parameter Nb on the temperature profile
Figure 5.9: Effect of thermophoresis parameter Nt on temperature profile
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It is observed from Figure 5.8 that an increase in the Brownian motion parameter Nb results in
a corresponding increase in the temperature profile, which is more pronounced near the surface.
We observe from Figure 5.9 that an increase in the thermophoresis parameter Nt results in thick-
ening of thermal boundary layer. The increment in the fluid temperature profiles is due to the
thermophoretic force induced by the temperature gradient and this causes a rapid flow away from
the surface. Consequently, hot fluid moves toward a region having a relatively low temperature.
These results are consistent with the results reported by Chamkha and Rashad [126]. A consequent
reduction in local Nusselt number Nux
(
Pe1/2x +Ra
1/2
x
)−1
for Nb and Nt is perceived.
Figure 5.10 below displays the influence of buoyancy ratio Nr on s
′
(η,χ) when m = 0.03, Nc =
0.01, Nt = 0.1, Nb = 0.1, Nd = 0.02, Le = 4, Ld = 1 and Ln = 5.
Figure 5.10: Effect of buoyancy ratio Nr on the velocity profile
A significant influence of the buoyancy ratio Nr near the surface of cone on fluid velocity is evident
in Figure 5.10. Fluid flow decreases with the increase in Nr. Graphs of θ(η,χ), h(η,χ) and g(η,χ)
are not mentioned here because the impact of Nr on these profiles is not substantial.
Figures 5.11 to 5.14 display the influence of double diffusive buoyancy parameter Nc on s
′
(η,χ),
θ(η,χ), h(η,χ) and g(η,χ) when m = 0.03, Nt = 0.1, Nb = 0.1, Nd = 0.02, Le = 4, Ld = 1 and
Ln = 5.
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Figure 5.11: Effect of Nc on the velocity profile
Figure 5.12: Effect of Nc on the temperature profile
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Figure 5.13: Effect of Nc on the concentration profile
Figure 5.14: Effect of Nc on the nanoparticle profile
We observe that an increase in Nc leads to a decrease in the velocity, temperature, concentration
and nanoparticle concentration profiles.
Figures 5.15 to 5.18 display the influence of Dufour number on s
′
(η,χ), θ(η,χ), h(η,χ) and
g(η,χ) when m = 0.03, Nt = 0.1, Nb = 0.1, Nc = 0.01, Le = 4, Ld = 1 and Ln = 5.
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Figure 5.15: Effect of Dufour number Nd on the velocity profile
Figure 5.16: Effect of Dufour number Nd on the temperature profile
129
Figure 5.17: Effect of Dufour number Nd on the concentration profile
Figure 5.18: Effect of Dufour number Nd on the nanoparticle profile
The Dufour number represents the contribution of concentration gradients to the thermal energy
flux in the flow. It is observed that an increase in Nd increases the velocity and temperature profiles
in Figures 5.15 and 5.16 while the concentration and nanoparticle concentration profiles decrease
in Figures 5.17 and 5.18.
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5.5 Summary
In this chapter, we explored the influence of Brownian motion, Dufour number, mixed convection,
thermophoresis and buoyancy ratio on the hydrodynamic boundary layer flow and heat transfer
past a vertical isothermal cone in a porous medium through an ambient nanofluid. The governing
equations were transformed into highly non-linear partial differential equations using an appropri-
ate transformation, and solved numerically using the paired quasilinearization method (PQLM).
The PQLM was found to be convergent and able to give very accurate results. It was seen that
increasing the mixed convection parameter increased the velocity, temperature, concentration, and
nanoparticle concentration profiles. An increase in the Brownian motion and thermophoresis pa-
rameters increases the thermal boundary layer thickness. Influence of Dufour number is to enhance
velocity and temperature profiles while it retards concentration and nanoparticle concentration in
the boundary layer region. The local Nusselt number decreases with the thermophoresis param-
eter and the Brownian motion parameter whereas it increases slightly with the double diffusive
buoyancy parameter and the buoyancy ratio.
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Chapter 6
A paired quasilinearization method for solv-
ing MHD mixed convection flow of micropo-
lar fluid through a truncated cone in a Non-
Darcy porous medium
6.1 Introduction
Micropolar convection flows have been analyzed by many authors following the seminal work
of Eringen [138], who introduced the micropolar fluid. A subclass of these fluids introduced
by Eringen [104] is the micropolar fluids, which exhibit the micro-rotational effects observed in
colloidal solutions, blood, dielectric fluids, plasmas, liquid crystals etc. Other monographs on the
theory and applications of micropolar fluids has been published by Ariman et al. [139], Ariman
et al. [140], and Lukaszewicz [141]. Industrial applications of micropolar fluids are found in the
purification of crude oil, polymer technologies, centrifugal separation processes, cooling tower
dynamics, chemical engineering, metallurgical drawing out of filaments and solar energy systems,
among others.
Another field of growing importance in many manufacturing and environmental systems, is com-
bined heat and mass transfer in fluid-saturated porous media. Applications include heat exchanger
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devices, petroleum reservoirs, grain storage systems, heat pipes, chemical catalytic reactors, dis-
tillation towers, ion exchange columns, subterranean chemical waste migration, solar power ab-
sorbers. Thorough discussions of such applications are available in the monographs of Ingham and
Pop [111] and Nield et al. [108].
Most studies pertinent to porous media have been based on Darcy’s law, which states that the
volume-averaged velocity is proportional to the pressure gradient. In many practical applications,
for example packed sphere beds, the porous medium, however, is bounded by an impermeable wall,
has high flow rates, and reveals nonhomogeneous porosity variation near the wall; thus, making
Darcy’s law inapplicable [142]. The non-Darcian phenomenon of convective heat transport in
porous media has interested many researchers. Inertial effects on porous media transport have
been generally studied using the Darcy-Forchheimer model, which uses a quadratic impedance
term for inertial drag.
In the literature, flow about a full cone or frustum has been treated quite extensively by Na and
Chiou [143] and Chamkha et al. [115] to mention two. Pullepu et al. [144] studied unsteady
laminar free convection from a vertical cone with uniform surface heat flux. In this numerical
study, they showed that as the semi-vertical angle of the cone increase, so the velocity of the flow
decreases. Mohiddin et al. [145] studied, also numerically, unsteady free convective heat and mass
transfer in a Walters-B viscoelastic flow along a vertical cone. In this study, it was reported that
an increase in Schmidt number significantly decreases both flow velocity and concentration. More
recently, free convection from a truncated cone subject to constant wall heat flux in a micropolar
fluid was examined by Postelnicu [146]. In his analysis, he used results from a local non-similarity
numerical method to complement his previous work [147]. Radiation effects on mixed convection
about a cone embedded in a porous medium filled with a nanofluid were later studied by Chamkha
[128], taking into account the effects of Brownian motion and thermophoresis with Rosseland
diffusion approximation.
Pa˘trulescu et al. [148] considered the development in a nanofluid of the steady mixed convection
boundary layer flow on a vertical impermeable frustum of a cone. They reported the existence
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of dual solutions for opposing flows. It was also reported that the range of the mixed convection
parameter for which the equations’ solution exists increases in the presence of the nanofluids.
In the present analysis, we consider the MHD micropolar chemically-reactive convective heat
and mass transfer over a vertical frustum of a cone embedded in a non-Darcian saturated porous
medium. In this analysis, a system of non-linear partial differential equations governing the prob-
lem are solved numerically using the paired quasilinearization method PQLM [20, 137]. The
convergence and accuracy of the PQLM is verified by analysis of the solution error and residual
error, respectively. The influence of various physical parameters on the velocities, micro-rotation
components, heat and mass transfer are presented in graphical and tabular forms.
6.2 Mathematical formulation of problem
Consider the problem of the chemical reaction effect on mixed convection boundary-layer flow of
MHD incompressible micropolar fluid near a vertical truncated cone as shown in Fig.1. Choose
Figure 6.1: Geometry of the flow
134
the Cartesian coordinate system with the origin O placed at the vertex of the full cone, the x-
axis is taken along the vertical frustum of the cone and y-axis is taken as normal to the surface
of the truncated cone. The truncated cone is either heated or cooled by convection from a fluid
of temperature Tf with Tf > T∞ (heated surface) and Tf < T∞ (cooled surface) respectively. The
solutal concentration is taken to be constant and is given by Cw. Far away from the truncated
cone the velocity in the vertical direction is U∞, while the temperature and concentration are T∞,
and C∞, respectively. Under these assumptions, along with the assumptions of Boussinesq and
boundary layer approximations, the basic equations of micropolar fluid governing the steady mixed
convection boundary layer flow under the influence of a transversely applied magnetic field near
a vertical frustum in a Darcy-Forchheimer saturated porous medium can be written as (Pa˘trulescu
[148] and Chamkha [128]):
∂(ur)
∂x
+
∂(vr)
∂y
= 0, (6.1)
u
∂u
∂x
+v
∂u
∂y
=
µ+κ
ρ
∂2u
∂y2
+g∗[βT (T−T0)+βc(C−C0)]cosΘ+κ∂Γ∂y −σB
2
0u−
ν
Kp
u− b
Kp
u2, (6.2)
ρ j
(
u
∂Γ
∂x
+v
∂Γ
∂y
)
= γ
∂2Γ
∂y2
−2κΓ−κ∂u
∂y
, (6.3)
u
∂T
∂x
+v
∂T
∂y
= α
∂2T
∂y2
+
µ+κ
ρCp
(
∂u
∂y
)2
+
16σ∗
3(ar+σs)ρCp
∂
∂y
(
T 3
∂T
∂y
)
, (6.4)
u
∂C
∂x
+v
∂C
∂y
= D
∂2C
∂y2
−K1(C−C0), (6.5)
where u and v are velocity components in the x and y directions Γ is micro-rotation, ρ is the fluid
density, µ, κ and γ are the material constants (viscosity coefficients), g∗ is the acceleration due to
gravity, Kp is the permeability of the porous medium, σ is electrical conductivity of the fluid, βT
is the coefficient of thermal expansion, βc is the coefficient of solutal expansion, B0 magnetic field
intensity, α thermal diffusivity, σ∗,ar,σs are the Stefan-Boltzmann constant, scattering coefficient,
and the Rosseland mean extinction coefficient, respectively, r is the radius of the vertical frustum
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of a cone (r = xsinΘ), j is the micro-inertia density, Cp is the specific heat, D is the mass diffusiv-
ity and K1 is the chemical reaction parameter.
The boundary conditions are given by
u = v = 0, Γ=−n∂u
∂y
, −k∂T
∂y
= h f (Tf−T ), C =Cw,at y = 0, (6.6a)
u =U∞, Γ= 0, T = T∞, C =C∞,as y→ ∞, (6.6b)
where n = 0 implies the case of micro-elements close to the boundary sticking to the wall, and
n = 1 corresponds to the turbulent boundary layer, k is thermal conductivity of the fluid and h f is
convective heat transfer coefficient.
Applying the following transformations
Ψ= rνRe1/2x f (ζ,η), ζ=
x
x0
=
x−x0
x0
, η=
y
x
Re1/2x ,
Γ=
νRe3/2x
x2
ω(ζ,η), θ(ζ,η) =
T−T∞
Tf−T∞ , φ(ζ,η) =
C−C∞
Cw−C∞ , (6.7)
where Rex = U∞xν is the local Reynolds number, Ψ is the stream function, which is defined as
u = 1r
∂Ψ
∂y and v = −1r ∂Ψ∂x . Substituting equation (6.7) into equations (6.1) − (6.5), we obtain the
following non-dimensional equations
1
1−N f
′′′+
(
ζ
1+ζ
+
1
2
)
f f ′′+
(
N
1−N
)
ω′+ζλ(θ+∆φ)−ζHa
2
Rexo
f ′
−ζ 1
DaRexo
f ′−ζ Fs
Da
f ′2 = ζ
(
f ′
∂ f ′
∂ζ
− f ′′∂ f
∂ζ
)
, (6.8)
2−N
2−2Nω
′′+
(
ζ
1+ζ
+
1
2
)
fω′+
1
2
f ′ω−ζ
(
N
1−N
)
(2ω+ f ′′) = ζ
(
f ′
∂ω
∂ζ
−ω′∂ f
∂ζ
)
, (6.9)
θ′′+Pr
(
ζ
1+ζ
+
1
2
)
fθ′+Prδ
(
1
1−N
)
( f ′′)2+
4
3
RdRexoζ
{
θ′[(H−1)θ+1]3}′ = Prζ( f ′∂θ
∂ζ
−θ′∂ f
∂ζ
)
, (6.10)
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1
Sc
φ′′+
(
ζ
1+ζ
+
1
2
)
fφ′−Kφ= ζ
(
f ′
∂φ
∂ζ
−φ′∂ f
∂ζ
)
, (6.11)
where the primes denote the differentiation with respect to η, λ = Grx0
Re2x0
is the mixed convection
parameter, Gr =
g∗βT (Tf−T∞)x3 cosΘ
ν2 is the thermal Grashof number, Gc =
g∗βc(Cw−C∞)x3 cosΘ
ν2 is the
solutal Grashof number, Rd = 4σ
∗T 3∞
k(ar+σs is the conduction radiation parameter, H =
Tw
T∞
is the sur-
face temperature excess ratio, Ha = σB
2
0d
2
µ is the Hartmann number, Da =
Kp
x20
is the Darcy number,
Fs = bx0 is the Forchheimer number, ∆=
βc(Cw−C∞)
βT (Tf−C∞) is the buoyancy ratio, N =
κ
µ+κ is the coupling
number, λ= GrxoRexo is the mixed convection parameter, Pr =
ν
α is the Prandtl number, δ=
U2∞
Cp(Tf−T∞)
is the viscous dissipation parameter, Sc = νD1 is the Schmidt number, and K =
K1x2o
ν is chemical
reaction parameter.
The boundary conditions now take the form
f (ζ,0) =− ζ
( ζζ+1+
1
2)
∂ f
∂ζ
, f ′(ζ,0) = 0, ω(ζ,0) =−n f ′′(ζ,0), (6.12a)
θ′(ζ,0) =−ζ1/2Bi(1−θ(ζ,0)), φ(ζ,0) = 1,
f ′(ζ,∞) = 1, ω(ζ,∞) = 0, θ(ζ,∞) = 0, φ(ζ,∞) = 0, as η→ ∞, (6.12b)
where Bi = h f xo
kRe1/2xo
is the Biot number.
The non-dimensional skin friction, the Nusselt and Sherwood numbers respectively are given by
C f Re
1/2
x =
(
2
1−N
)
f ′′(ζ,0),
Nux =−Re1/2x θ′(ζ,0), Shx =−Re1/2x φ′(ζ,0). (6.13)
6.3 Numerical Scheme
To solve the non-linear system of partial differential equations (6.8) − (6.11), the recently devel-
oped method of simplifying large systems called paired quasilinearization method (PQLM) [20]
is applied. The PQLM uses the ideas of the popular quasilinearization method (QLM) approach
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of Bellman and Kalaba [38], which seeks to simplify a system of equations through Taylor-series
linearization before discretizing and solving using numerical methods. The essential differential
between the PQLM and the QLM is that the PQLM implements the linearization simultaneously
on a pair of equations instead of simultaneous linearization of the full set of equations, as it is
often done in the standard QLM. The problem under investigation in this study is well suited for
the PQLM because of the nature of the boundary conditions for f (ζ,η,) and ω(ζ,η), which are
also coupled. This coupling suggests that f (ζ,η,) and ω(ζ,η) should be treated as a pair in the
linearization process. Accordingly, an iteration scheme is developed based on the assumption that
when solving for f and ω at the current iteration, the values of the other unknowns θ and φ obtained
from the previous iteration will be used. The iteration scheme is defined as
Ω1[Fr+1,Wr+1,Tr,Pr] = 0, (6.14)
Ω2[Fr+1,Wr+1,Tr,Pr] = 0, (6.15)
Ω2[Fr+1,Wr+1,Tr+1,Pr] = 0, (6.16)
Ω3[Fr+1,Wr+1,Tr+1,Pr+1] = 0. (6.17)
where r+1 and r denotes the current and previous iteration, respectively, and Ω1, Ω2, Ω3 and
Ω4 are non-linear operators that denote equations (6.8), (6.9), (6.10) and (6.11), respectively, and
F,W,T,P are defined as
F =
{
f ,
∂ f
∂η
,
∂2 f
∂η2
,
∂3 f
∂η3
,
∂ f
∂ζ
,
∂2 f
∂ζ∂η
}
, W =
{
ω,
∂ω
∂η
,
∂2ω
∂η2
,
∂ω
∂ζ
}
, (6.18)
T =
{
θ,
∂θ
∂η
,
∂2θ
∂η2
,
∂θ
∂ζ
}
,H =
{
φ,
∂φ
∂η
,
∂2φ
∂η2
,
∂φ
∂ζ
}
. (6.19)
We remark that, at the iteration level r+1, once equations (6.14) and (6.15) have been solved
simultaneously for the unknowns Fr+1 and Wr+1, equations (6.16) and (6.17) will have only the
unknowns Tr+1 and Pr+1, respectively.
The linearization of the equations is applied using the Taylor series expansion of Ωk about some
previous approximation of the solutions denoted by Fr, Tr, Hr, Wr. The assumption used is that the
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difference between the current and previous solution is small. The linearization process gives,
1
1−N f
′′′
r+1+[a1] f
′′
r+1+[a2] f
′
r+1+[a3] fr+1+
(
N
1−N
)
ω
′
r+1 =
[a4]
∂ f ′r+1
∂ζ
+[a5]
∂ fr+1
∂ζ
+a6, (6.20)(
−ζ
(
N
1−N
))
f
′′
r+1+[b1] f
′
r+1+[b2] fr+1+
(
2−N
2−2N
)
ω
′′
r+1
+[b3]ω
′
r+1+[b4]ωr+1 = [b5]
∂ fr+1
∂ζ
+[b6]
∂ωr+1
∂ζ
+b7, (6.21)
[c1]θ
′′
r+1+[c2]θ
′
r+1+[c3]θr+1 = [c4]
∂θr+1
∂ζ
+c5, (6.22)
1
Sc
φ
′′
r+1+[e1]φ
′
r+1+(−K)φr+1 = [e2]
∂φr+1
∂ζ
, (6.23)
where
α1 =
ζ
1+ζ
+
1
2
, α2 =
1
DaRex0
, α3 =
4
3Pr
Rex0 ,
α5 =
4
3
Rex0Rd, Z = H−1,
a1 = α1 fr+ζ
∂ fr
∂ζ
, a2 =−ζHa
2
Rex0
−ζα2−2ζFsDa f
′
r−ζ
∂ f ′r
∂ζ
,
a3 = α1 f
′′
r , a4 = ζ f
′
r, a5 =−ζ f
′′
r ,
a6 = α1 fr f
′′
r −ζλ(θr+∆φr)−ζ
Fs
Da
f
′2
r −ζ f
′
r
∂ f ′r
∂ζ
+ζ f
′′
r
∂ fr
∂ζ
,
b1 =
1
2
ωr−ζ∂ωr∂ζ , b2 = α1ω
′
r, b3 = α1 fr+ζ
∂ fr
∂ζ
,
b4 =
1
2
f
′
r−2ζ
(
N
1−N
)
, b5 =−ζω′r, b6 = ζ f
′
r,
b7 = α1 frω
′
r+
1
2
f
′
rωr−ζ f
′
r
∂ωr
∂ζ
+ζω
′
r
∂ fr
∂ζ
,
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c1 =
1
Pr
+α3ζ
(
1+3Zθr+3Z2θ2r+Z
3θ3r
)
,
c2 = α1 fr+1+α3ζ
(
6Zθ
′
r+12Z
2θrθ
′
r+6Z
3θ2rθ
′
r
)
+ζ
∂ fr+1
∂ζ
,
c3 = α3ζ
(
6Z2θ
′2
r +6Z
3θrθ
′2
r +3Zθ
′′
r+6Z
2θ
′′
rθr+3Z
3θ
′′
rθ
2
r
)
,
c4 = ζ f
′
r+1, e1 = α1 fr+1+ζ
∂ fr+1
∂ζ
, e2 = ζ f
′
r+1,
c5 =
(−Prδ
1−N
)
f
′′2
r+1+3α3ζ
(
Zθ
′2
r +4Z
2θrθ
′2
r +3Z
3θ2rθ
′2
r +
Zθrθ
′′
r+2Z
2θ
′′
rθ
2
r+Z
3θ
′′
rθ
3
r
)
,
R1 = a6, R2 = b7, R3 = c5, R4 = 0.
Equations (6.20) − (6.23) are now linear and can be solved using any numerical method. In
this study, the bivariate spectral method with Chebyshev-Gauss-Lobatto nodes is employed. The
discretization with spectral collocation is applied to both the space η and time ξ domains after
transforming the original domains to [−1,1]×[−1,1]. Linear transformations are used to transform
the physical domains η ∈ [0,η∞] and ζ ∈ [0,ζ∞) to ξ ∈ [−1,1] and τ ∈ [−1,1], respectively. Here
η∞ and ζ∞ are finite values chosen to be large enough to approximate the behaviour of the flow
quantities at a point near infinity. These values are introduced to facilitate the application of the
numerical method at infinity. The discretization nodes are defined as
ξi = cos
(
pii
Nx
)
, τ j = cos
(
pi j
Nτ
)
, i = 0,1, . . . ,Nx; j = 0,1, . . . ,Nτ. (6.24)
The approximate solutions are assumed to be defined in terms of bivariate Lagrange interpolation
polynomial of the form
f (η,ζ)≈
Nx
∑
m=0
Nτ
∑
j=0
f (ξm,τ j)Lm(ξ)L j(τ), (6.25)
which interpolates f (η,ζ) at the Gauss-Lobatto collocation points. Similar expressions are used to
define approximate functions for θ(η,ξ) , φ(η,ξ) and ω(η,ξ).
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The Chebyshev pseudo-spectral method is applied on (6.20) − (6.23) with derivatives of the un-
known functions with respect to η and ζ at the collocation points ξk and τi being defined as:
∂n f
∂η
∣∣∣∣
(ξk,τi)
= DnFi, n = 1,2,3 (6.26)
∂ f
∂ξ
∣∣∣∣
(ξk,τi)
=
Nτ
∑
j=0
di jF j, (6.27)
where di, j = (2/ζe)di, j (i, j = 0,1, . . . ,Nt) with di, j being entries of the standard Chebyshev differ-
entiation matrix d = [di, j] of size (Nτ+1)×(Nτ+1) (see, for example Trefethen [13]). Similarly,
D= (2/ηe)[Dr,s] (r,s= 0,1,2, . . . ,Nx) with [Dr,s] being an (Nx+1)×(Nx+1) Chebyshev derivative
matrix, and the vector Fi is defined as
Fi = [ fi(ξ0), fi(ξ1), . . . , fi(ξNx)]
T . (6.28)
Similar definitions are obtained for the partial derivatives of the other unknown functions.
The discretized form of equations (6.20) - (6.23) are
A(i)1,1Fr+1,i+A
(i)
1,2Wr+1,i+a5
Nτ
∑
j=0
di, jFr+1, j+a4
Nτ
∑
j=0
di, jDFr+1, j = R1,i, (6.29)
A(i)2,1Fr+1,i+A
(i)
2,2Wr+1,i+b5
Nτ
∑
j=0
di, jFr+1, j+b6
Nτ
∑
j=0
di, jWr+1, j = R2,i, (6.30)
A(i)3,3Θr+1,i+c4
Nτ
∑
j=0
di, jΘr+1, j = R3,i, (6.31)
A(i)4,4Φr+1,i+e2
Nτ
∑
j=0
di, jΦr+1, j = R4,i, (6.32)
141
for i = 0,1,2, . . . ,Nτ where the matrix coefficients and right hand side vectors are defined as
A(i)1,1 =
1
1−N D
3+[a1]D2+[a2]D+[a3]−[a4]Ddi,i A(i)1,2 =
N
1−N D,
A(i)2,1 =
(
−ζ
(
N
1−N
))
D2+[b1]D+[b2]−[b5]di,i,
A(i)2,2 =
(
2−N
2−2N
)
D2+[b3]D+[b4]−[b6]di,i,
A(i)3,3 = [c1]D
2+[c2]D+[c3]−[c4]di,ia(1)1,2,
A(i)4,4 =
1
Sc
D2+[e1]D+(−K)I−[e2]di,i,
and where I is an identity matrix of size (Nx+1)×(Nx+1).
6.4 Results and discussion
In this section, we present some numerical results obtained for the system of partial differential
equations using the PQLM. To generate these results, we used 50 grid points in space and 20 grid
points in time; these were found to be adequate to generate solutions consistent to 9 decimal places.
We first investigated the convergence of the numerical scheme using the solution error norm. The
next step was verifying the accuracy of the PQLM. Lastly, the influence of various parameters on
the flow profiles of the system of differential equations were investigated.
To display accuracy and convergence, we set m= 0.03, Nc= 0.01, Nr = 0.01, Nb= 0.1, Nt = 0.1,
Nd = 0.02, Le = 5, Ld = 1 and Ln = 5. To obtain the solution error norm, the infinity norm of the
difference between solutions obtained after successive iterations is calculated. If the error between
the solutions gets smaller until a point is reached where further increase in iterations does not
change the error, we say our method converges. The solution error norms are generated thus
||V||∞ = max0≤i≤Ny ||Vr+1,i−Vr,i||∞ , (6.33)
where V represents F , Ω, Θ and Φ. Figure 6.2 displays the effect of iterations on the solution
errors of the system (6.29) − (6.32).
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Figure 6.2: Effect of iterations on the solution error norms when ξ= 0.4
We observe from Figure 6.2 that as the number of iterations increase, the error reduces until the
35th iteration when it reaches a tolerance level of 10−60. This indicates that the PQLM converges.
To verify the accuracy of the PQLM, we calculate the residual error by substituting the original
system of equations with the approximate solutions obtained. This shows us the closeness of our
solutions to the analytical solutions of the system of differential equations. We define the residual
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errors as
Res(F) = max
0≤i≤Mt
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.
Figure 6.3 displays the accuracy of the PQLM at a fixed time as number of iterations are increased.
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Figure 6.3: Effect of iterations on the residual error norms when ζ= 0.8
We observe from Figure 6.3 that all the accuracies‘ are around 10−58 which indicates that the
PQLM is a highly accurate method for solving similar problems such as in this chapter.
Table 6.1 below displays the effect of mixed convection K, Hartmann number Ha, conduction
radiation Rd and Forchheimer number Fs on the skin friction, Nusselt number and Sherwood
number. The parameter values used in generating the table were Re = 0.5, n = 0.8, λ = 0.2,
∆ = 0.1, Da = ∞(10 when varying Fs), Pr = 0.72, δ = 0.1, H = 1, Sc = 0.22, Z = H−1 and
N = 0.6.
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Table 6.1: Skin friction, Nusselt number and Sherwood number for various parameter values
K Ha Rd Fs 21−N f
′′
(ξ,0) 21−Nω
′
(ξ,0) −Re1/2x θ′(η,0) −Re1/2x φ′(η,0)
0 0.2 0.1 1 0.423174 -0.217633 -0.074370 -0.233213
0.5 0.2 0.1 1 0.420141 -0.216072 -0.074370 -0.389500
1 0.2 0.1 1 0.418374 -0.215164 -0.074370 -0.505174
2 0.2 0.1 1 0.416216 -0.214054 -0.074369 -0.684176
0.1 0 0.1 1 2.477194 1.301483 0.052504 0.200644
0.1 0.1 0.1 1 2.383719 1.243044 0.052537 0.198243
0.1 0.2 0.1 1 2.111914 1.077212 0.052588 0.190891
0.1 0.3 0.1 1 1.689826 0.832990 0.052505 0.178118
0.1 0.2 1 1 2.119285 1.082616 0.052424 0.191096
0.1 0.2 3 1 2.137405 1.096239 0.051610 0.191542
0.1 0.2 5 1 2.154632 1.109190 0.050730 0.191944
0.1 0.2 7 1 2.170410 1.120998 0.049906 0.192305
0.1 0.2 0.1 0 0.257967 -0.132669 -0.073751 -0.231595
0.1 0.2 0.1 0.1 0.237818 -0.122307 -0.073534 -0.225319
0.1 0.2 0.1 0.3 0.223246 -0.114812 -0.073341 -0.220543
0.1 0.2 0.1 0.4 0.192185 -0.098838 -0.072798 -0.209558
We observe from Table 6.1 that as the chemical reaction increases, skin friction decreases and the
Sherwood number increases. There appears to be no visible effect on the Nusselt number. When
the Hartmann number is increased, the skin friction and Sherwood number both decrease, while
the Nusselt number increases. An increase in radiation however increases the skin friction and
Sherwood number while decreasing the Nusselt number. The skin friction, Nusselt number and
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Sherwood number all decrease with an increase in the Forchheimer number.
Figures 6.4a to 6.4d, below, display the effect of time ζ on the velocity, micro-rotation, temperature
and concentration profiles when Re = 0.5, Rd = 0.5, n = 0, N = 0.6, ∆= 0.1, Ha = 0.2, Da = ∞,
Fs = 1, Pr = 0.72, δ= 1, λ= 0.1, H = 1, Sc = 0.22, K = 0.1 Z = H−1, and Bi = ∞.
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We observe from Figure 6.4a that for 0≤ η≤ 5, the velocity profiles increase as time increases but
decrease when η > 5. In the remaining three figures (b to d), however, all the profiles are seen to
decrease as ζ increases.
The influence of conduction-radiation Rd is observed in the Figures 6.4e to 6.4h, given below,
when ζ= 0.7, Re = 0.5, n = 0.8, N = 0.6, ∆= 0.1, Ha = 0.2, Da = ∞, Fs = 1, Pr = 0.72, δ= 1,
λ= 0.1, H = 1, Sc = 0.22, K = 0.1 Z = H−1, and Bi = ∞
147
0 1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
(e) velocity profile
0 1 2 3 4 5 6
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
(f) micro-rotation profile
0 2 4 6 8 10 12 14 16 18 20
0
0.1
0.2
0.3
0.4
0.5
(g) temperature profile
0 1 2 3 4 5 6 7 8 9
0
0.2
0.4
0.6
0.8
1
(h) concentration profile
An increase in conduction-radiation Rd is observed to heat the fluid and thereby facilitate the
upward flow of the fluid in the cone and reducing microrotation. This is seen in Figures 6.4e and
6.4f where the velocity flow increases while microrotation decreases. With an increase in radiation
on the fluid, the fluid heats up thereby increasing temperature within the cone and decreasing
concentration of the fluid as diffusion occurs. We see these trends in Figures 6.4g and 6.4h.
Figures 6.4i to 6.4l display the effect of the local Forchheimer parameter on the velocity, micro-
rotation, temperature profile and concentration profile when ζ = 0.2, Re = 0.5, n = 0.8, N = 0.6,
∆ = 0.1, Ha = 0.2, Da = ∞, Rd = 0.5, Pr = 0.72, δ = 1, λ = 0.1, H = 1, Sc = 0.22, K = 0.1
Z = H−1, and Bi = ∞.
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We observe that the velocity profile decreases as Fs increases with less significant effect close to
the wall in Figure 6.4i. In Figure 6.4j, we see that for 0 ≤ η ≤ 2, Fs increases the micro-rotation
profile and decreases the profile for η > 2. The concentration and temperature profiles in Figures
6.4k and 6.4l are observed to increase as Fs increases.
Figures 6.4m to 6.4p display the effect of increasing chemical reaction on the various flow profiles
when ζ = 0.7, Re = 10, n = 0.8, N = 0.6, ∆ = 0.1, Ha = 0.2, Da = ∞, Rd = 0.5, Pr = 0.72,
δ= 0.1, λ= 10, H = 1, Sc = 0.22, Fs = 0.1 Z = H−1, and Bi = 0.1.
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(p) concentration profile
While increase in K decreases the velocity profile, micro-rotation profile is observed to increase.
Increasing chemical reaction in the cone will effectively heat up the fluid faster and this reaction
will decrease the concentration of the fluid. This expected trend is observed in Figures 6.4o and
6.4p where we observe an increment in the temperature profile and decrease in the concentration
profile as K is increased.
Figures 6.4q to 6.4t, below, show the influence of mixed convection on the various profiles when
ζ = 0.7, Re = 0.5, n = 0.8, N = 0.6, ∆ = 0.1, Ha = 0.2, Da = ∞, Fs = 1, Pr = 0.72, δ = 1,
Rd = 0.1, H = 1, Sc = 0.22, K = 0.1 Z = H−1, and Bi = ∞.
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We observe that as λ increases, the velocity flow profile increases while the micro-rotation flow
profile decreases in Figures 6.4q and 6.4r, respectively. We also observe that temperature and
concentration both decrease with increase in λ.
6.5 Summary
In this study, we have studied the influence of conduction radiation, mixed convection, chemical
reaction and Forchheimer parameter on the mixed convection boundary layer flow of an MHD
incompressible micropolar fluid near a vertical truncated cone. The study has been conducted us-
ing the paired quasilinearization method (PQLM) to generate results. We observe that increased
chemical reaction and radiation both increase the temperature and decrease concentration. While
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increasing radiation increases the velocity profile and decreases the micro-rotation profile, in-
creasing chemical reaction decreases the velocity profile and increases the micro-rotation profile.
We have also discovered that increasing mixed convection decreases micro-rotation, temperature
and concentration profiles while increasing velocity profile. We also observed that increasing the
Forchheimer parameter both increased and decreased the micro-rotation profile over different do-
mains. It increased both temperature and concentration profiles and decreased the velocity profile.
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Chapter 7
Multi-Domain Paired Quasilinearization Method
for solving systems of partial differential equa-
tions
7.1 Introduction
The increasing complexities in modeling fluid flow problems leads to systems of nonlinear dif-
ferential equations that are difficult to solve analytically. This necessitates introducing numerical
methods, which over the years have been developed to take care of nonlinearities of differential
equations used to model the problems more completely. Numerical methods make use of initial
approximations that satisfy the given initial or boundary conditions, or both, which after iterations
achieve convergence to some consistent solution.
Spectral-based numerical methods have been developed comparatively recently and have been
shown to be effective methods for solving fluid flow problems [149]. Both compressible and in-
compressible fluids have been studied extensively by Peyret and Taylor [150] and Hussaini and
Zang [149], who used spectral methods, amongst other numerical methods, to solve several prob-
lems. In both publications, the robustness of spectral-based techniques was noted and it was ob-
served that the method demands fewer collocation points to obtain accurate results when compared
to finite difference, finite element, and finite volume methods. Spectral methods have also been
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established by Colbert-Kelly et al. [151] to be unconditionally stable. Khader and Mziou [152]
also performed an analysis on the convergence of spectral methods and found them to converge
with the use of appropriate approximating functions.
In dealing with nonlinearities in differential equations, spectral methods have been combined with
relaxation, linearization or perturbation techniques with highly positive results. To elaborate,
Turkyilmazoglu [153] combined spectral methods with Newton’s linearization technique, where
a correction term is used when linearizing a nonlinear system of differential equations. It was
noted In Turkyilmazoglu’s study that with the appropriate initial approximation, solutions could
be obtained regardless of the values of parameters involved in the study. This emphasizes the ro-
bustness of the spectral method. Analytical coordinate transformations were used by Sharp and
Trummer [154] with spectral methods in generating solutions to nonlinear differential equations.
They verified that the method was convergent and had high accuracy.
Methods of particular interest to this study, are the spectral local linearization method (SLLM),
spectral quasilinearization method (SQLM) and the paired quasilinearization method (PQLM).
The SLLM, as introduced by Motsa [18], involves the linearization of a function and its derivative
in an equation from a system of nonlinear differential equations and then using updated solutions
from the first equation in subsequent equations. This process effectively decouples the system
of differential equations. By contrast, the SQLM, also introduced by Motsa [18] involves the
linearization of the system of differential equations collectively. Among others, these methods
were found by Motsa [18], to be effective in solving fluid flow problems. It was also discovered
that the SQLM converged faster than the SLLM, but in some instances to lesser accuracy. This
led to the introduction of the PQLM by Motsa and Animasaun [20] that works by linearizing two
functions and their corresponding derivatives in two equations and using their updated solutions
in subsequent equation pairs. This leads to a decoupled system of coupled pairs of differential
equations. The PQLM was found to be effective in solving fluid flow problems and this prompted
Otegbeye and Motsa [137] to conduct a comparative study on the PQLM and the SLLM. It was
observed that when the PQLM was applied to the pairings that contained more nonlinear terms,
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the PQLM converged faster than the SLLM while maintaining the same accuracy level.
Solving systems of partial differential equations that are defined on a large time domain can be
computationally demanding and methods like the SLLM and PQLM do not perform well when
used on such equations. This challenge has prompted the introduction of time-splitting spectral-
based numerical methods. These methods have been successfully implemented and shown to
provide convergent numerical solutions with high accuracy. In particular, methods such as the
multi-domain bivariate spectral quasilinearization method [50, 155, 156] and the bivariate pseudo-
spectral local linearization method [157] have been developed and been shown to be efficient. This
prompts the need to improve the PQLM to solve systems of PDEs using domain-splitting.
In this study, we aim to introduce the multi-domain paired quasilinearization method (MD-PQLM)
which is an extension of the paired quasilinearization method used by Motsa and Animasaun [20]
and Otegbeye and Motsa [137]. We also seek to conduct a comparison test on the different equation
pairings in our proposed method to observe their effect on the speed of convergence or accuracy
of the method. In the case where it does enhance convergence and accuracy, we try to relate the
nonlinearity of the equations modelling the problem to the speed of convergence of the method.
To check if our proposed method improves the convergence speed of the bivariate pseudo-spectral
linearization method, we compare the different schemes of our proposed method to the method.
The speed of convergence is tested using the solution error of the respective methods. The solution
error arises by calculating the difference between successive iterations until a point is reached
where further iterations do not improve the error. We also test the accuracy of the methods using
residual errors. The residual error is generated by rewriting the original set of differential equations
using the approximate solutions obtained. Numerical experimentation is carried out on a system
of PDEs that model the natural convection over the vertical frustum of a cone in a nanofluid and in
the presence of the Soret effect, that had been previously considered by Motsa et al. [157].
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7.2 Description of MD-PQLM
In this section, the numerical scheme for the multi-domain paired quasilinearization method (MD-
PQLM) is presented for a general system of N nonlinear partial differential equations in N un-
knowns. Let us consider a partial differential equation that contains its highest derivative of order
m1 in the form
f (ζ,u1) =
∂u1
∂τ
, ζ ∈ [a,b], τ ∈ [0,T ], (7.1)
where u1 = {u1,u′1, . . . ,um1−11 ,um11 } is a set whose entries are each functions of ζ, u
′
1 =
∂u1
∂ζ is the
first partial derivative with respect to ζ and um11 =
∂m1u1
∂ζm1 is the m
th
1 derivative. We further consider
a system of N partial differential equations in N unknowns of the form
fl (ζ,u1,u2, . . . ,uN) =
∂ul
∂τ
, l = 1,2, . . . ,N (7.2)
which represents a coupled nonlinear system of partial differential equations with each fl, l =
1, . . . ,N, being a nonlinear operator, {u1,u2, . . . ,uN} is a set that contains(
{u(0)1 ,u(1)1 , . . . ,u(m1)1 }, . . . ,{u(0)N ,u(1)N , . . . ,u(mN)N }
)
.
For the purpose of consistency, let ml,q represent the highest partial derivative order of entries in
(u1,u2, . . . ,uN)with respect to ζ in the lth equation. The MD-PQLM involves linearizing equations
from the system (7.2), one pair at a time. To demonstrate how the MD-PQLM is applied on the
general system (7.2), an ordered pairing will be performed, but different combinations may be used.
The initial process in the MD-PQLM involves the decoupling of the original system (7.2) into pairs
with the application of quasilinearization on two sets in {u1,u2, · · · ,uN} and their corresponding fl
equations. If we select u1 and u2 as our first pairing, then quasilinearization is applied to equations
f1 (u1,u2, · · · ,uN) and f2 (u1,u2, · · · ,uN). This process is continued for other pairs using solutions
from previous pairs to update subsequent pairs. To represent this in a general form,
fk (ζ,u1, · · · ,uN) = ∂uk∂τ , k = {1,2},{3,4}, . . . ,{N−1,N} (7.3)
In applying the MD-PQLM to the system (7.3), we use quasilinearization on each set of pairs in
the system for the purpose of linearizing with the application of the Taylor series expansion. To do
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this, initial approximating points (u1,u2, · · · ,uN) are selected and expanded upon such that
fk ((u1,r, . . . ,uN,r)+∆(u1, . . . ,uN))≈ fk (u1,r, . . . ,uN,r)+
mk,k
∑
p=0
∂(p) fk (u1,r, . . . ,uN,r)
∂u(p)k
(
∆u(p)k
)
,
k = {1,2},{3,4}, . . . ,{N−1,N}
(7.4)
where ∆u(p)k = u
(p)
k,r+1−u(p)k,r and each pair
∂(p) fk(uq,r)
∂u(p)k
is a 2×2 Jacobian matrix.
The expansion in (7.4) is expressed fully as
fk ((u1,r, . . . ,uN,r)+∆(u1, . . . ,uN))≈ fk (u1,r, . . . ,uN,r)+
mk,k
∑
p=0
∂(p) fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r+1
)
−
mk,k
∑
p=0
∂(p) fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r
)
,
k = {1,2},{3,4}, . . . ,{N−1,N}
(7.5)
The expansion given in (7.5) is substituted into the system (7.3) and we obtain
mk,k
∑
p=0
∂(p) fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r+1
)
− ∂uk,r+1
∂τ
= Rk
k = {1,2},{3,4}, . . . ,{N−1,N}, τ ∈ [0,T ],
(7.6)
where
Rk =
mk,k
∑
p=0
∂(p) fk (u1,r, . . . ,uN,r)
∂u(p)k
(
u(p)k,r
)
− fk (u1,r, . . . ,uN,r) .
The time interval of the decoupled system of paired equations (7.6) is decomposed into smaller
non-overlapping sub-intervals ρe = [τe−1,τe] , e = 1,2, . . . ,T where τ ∈ ρ, ρ = [0,T ]. This is the
general concept of the multi-domain approach as applied in, amongst others, Motsa et al. [158].
The system (7.6) is solved in each interval [τe−1,τe] in the form
mk,k
∑
p=0
∂(p) fk
(
ue1,r, . . . ,u
e
N,r
)
∂u(p)k
(
u(p)ek,r+1
)
− ∂u
e
k,r+1
∂τ
= Rk
k = {1,2},{3,4}, . . . ,{N−1,N}, τ ∈ [0,T ].
(7.7)
The system (7.7) can be solved using different numerical techniques but due to the advantage
of spectral accuracy needing few grid points, we elect to apply the Chebyshev spectral colloca-
tion method. Numerous researchers have documented the description and implementation of the
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Chebyshev spectral method; for instance Boyd [16], Trefethen [13] and Canuto et al. [17]. In
summary, the idea behind the spectral method is using Gauss-Lobatto points as collocation points,
applying Lagrange polynomials and differentiation matrices in order to seek a solution. It also
involves transforming the physical domains ζ ∈ [a,b] and τ ∈ [0,T ] to x ∈ [−1,1] and y ∈ [−1,1],
respectively.
mk,k
∑
p=0
diag
∂(p) fk
(
ue1, j,r, . . . ,u
e
N, j,r
)
∂u(p)k, j
(U(p)ek,r+1)− Ny∑
q=0
d j,quer+1,k = Rk, j, (7.8)
where
diag
∂(p) fk
(
ue1, j,r, . . . ,u
e
N, j,r
)
∂u(p)k, j
=

∂(p) fk(ue1, j,r(x0,y j),...,ueN, j,r(x0,y j))
∂u(p)k, j
∂(p) fk(ue1, j,r(x1,y j),...,ueN, j,r(x1,y j))
∂u(p)k, j
. . .
∂(p) fk(ue1, j,r(xN ,y j),...,ueN, j,r(xN ,y j))
∂u(p)k, j

(7.9)
and
U(p)ek,r+1 = D
puek,r+1. (7.10)
The coupled linearized system (7.8) can be expressed in matrix form as Aek,k Aek,k+1
Aek+1,k A
e
k+1,k+1
 Uek
Uek+1
=
 Rk, j
Rk+1, j
 , (7.11)
where each entry of Ae{k,k+1},{k,k+1} is a matrix of size Ny (Nx+1)×Ny (Nx+1) and each entry of
both Uek and Rk have Ny (Nx+1) dimensions.
7.3 Example
In this section, the natural convection over the vertical frustum of a cone in a nanofluid in the pres-
ence of the Soret effect, previously studied by Motsa et al. [157] is considered. Motsa et al. [157]
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investigated this problem by representing it with a nonlinear system of partial differential equa-
tions and applying the bivariate pseudo-spectral local linearization method (BPSLLM) to generate
solutions.
f
′′′
+
(
R+
3
4
)
f f
′′− 1
2
f
′2+θ+NcS−Nrγ= ξ
(
f
′ ∂ f ′
∂ξ
− f ′′ ∂ f
∂ξ
)
, (7.12)
1
Pr
θ
′′
+
(
R+
3
4
)
fθ
′
+Nbγ
′
θ
′
+Ntθ
′2 = ξ
(
f
′ ∂θ
∂ξ
−θ′ ∂ f
∂ξ
)
, (7.13)
1
Le
γ
′′
+
(
R+
3
4
)
f γ
′
+
1
Le
Nt
Nb
θ
′′
= ξ
(
f
′ ∂γ
∂ξ
−γ′ ∂ f
∂ξ
)
, (7.14)
1
Sc
S
′′
+
(
R+
3
4
)
f S
′
+STθ
′′
= ξ
(
f
′ ∂S
∂ξ
−S′ ∂ f
∂ξ
)
, (7.15)
with corresponding boundary conditions
f (0,ξ)+
ξ(3
4+R
) ∂ f
∂ξ
= 0, θ(0,ξ) = S(0,ξ) = γ(0,ξ) = 1, (7.16)
f ′(∞,ξ) = S(∞,ξ) = θ(∞,ξ) = γ(∞,ξ) = 0, (7.17)
where Pr is the Prandtl number, Sc the Schmidt number, Le the Lewis number, Nr, Nc the nanofluid
and regular buoyancy ratios, respectively, Nt the thermophoresis parameter, ST the Soret number,
R = ξ1+ξ and prime denotes differentiation with respect to η.
7.3.1 Solution Techniques
In this section, the iteration schemes of the MD-PQLM, BPSLLM and MD-SQLM on the system
(7.12) − (7.15) are fully described.
The pairing of equations in the system (7.12) − (7.15) is performed using different combinations.
1. MD-PQLM Case 1: ({ f ,θ} and {γ,S}) which represents the pairings {(7.12) and (7.13)} and
{(7.14) and (7.15)},
2. MD-PQLM Case 2:({ f ,γ} and {θ,S}) which represents the pairings {(7.12) and (7.14)} and
{(7.13) and (7.15)},
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3. MD-PQLM Case 3: ({ f ,S} and {θ,γ}) which represents the pairings {(7.12) and (7.15)} and
{(7.13) and (7.14)},
4. Case 4: BPSLLM,
Bivariate pseudo-spectral local linearization method (BPSLLM)
In this section, we present the BPSLLM scheme for the system (7.12) − (7.15). The BPSLLM
linearizes equations individually, thereby decoupling a coupled system of equations. Let us con-
sider equation (7.12) that contains the nonlinear terms f f
′′
, f
′2, f
′ ∂ f ′
∂ξ and f
′′ ∂ f
∂ξ . We linearize the
nonlinear terms using the Taylor series expansion and obtain the linearized equations
f
′′′
r+1+
(
R+
3
4
)
fr f
′′
r+1+
(
R+
3
4
)
f
′′
r fr+1−
(
R+
3
4
)
fr f
′′
r − f
′
r f
′
r+1+
1
2
f
′2
r +θr+NcSr−
Nrγr = ξ f
′
r
∂ f ′r+1
∂ξ
+ξ
∂ f ′r
∂ξ
f
′
r+1−ξ f
′
r
∂ f ′r
∂ξ
−ξ f ′′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
f
′′
r+1+ξ f
′′
r
∂ fr
∂ξ
, (7.18)
where terms with r+1− and r−subscripts are at current and previous iteration levels, respectively.
With the solution obtained for equation (7.18), f and its corresponding derivatives are updated and
applied at the current iteration level in subsequent equations. We apply the same procedure for the
functions in equations (7.13)−(7.15) and we obtain
1
Pr
θ
′′
r+1+
(
R+
3
4
)
fr+1θ
′
r+1+Nbγ
′
rθ
′
r+1+2Ntθ
′
rθ
′
r+1−
Ntθ
′2
r = ξ f
′
r+1
∂θr+1
∂ξ
−ξ∂ fr+1
∂ξ
θ
′
r+1, (7.19)
1
Le
γ
′′
r+1+
(
R+
3
4
)
fr+1γ
′
r+1+
1
Le
Nt
Nb
θ
′′
r+1 =
ξ f
′
r+1
∂γ
∂ξ
−ξ∂ fr+1
∂ξ
γ
′
r+1, (7.20)
1
Sc
S
′′
r+1+
(
R+
3
4
)
fr+1S
′
r+1+STθ
′′
r+1 = ξ f
′
r+1
∂Sr+1
∂ξ
−ξ∂ fr+1
∂ξ
S
′
r+1. (7.21)
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The decoupled system (7.18)−(7.21) can be expressed compactly as;
fr+1+[a1] f
′′
r+1+[a2] f
′
r+1+[a3] fr+1 = [a4]
∂ f ′r+1
∂ξ
+[a5]
∂ fr+1
∂ξ
, (7.22)(
1
Pr
)
θ
′′
r+1+[b1]θ
′
r+1 = [b2]
∂θr+1
∂ξ
+b3, (7.23)(
1
Le
)
γ
′′
r+1+[c1]γ
′
r+1 = [c2]
∂γr+1
∂ξ
+c3, (7.24)(
1
Sc
)
S
′′
r+1+[e1]S
′
r+1 = [e2]
∂Sr+1
∂ξ
+e3, (7.25)
where terms in [. . .] and (. . .) are vector and scalar quantities, respectively, and
a1 =
(
R+
3
4
)
fr+ξ
∂ fr
∂ξ
, a2 =− f ′r−ξ
∂ f ′r
∂ξ
, a3 =
(
R+
3
4
)
f
′′
r ,
a4 = ξ f
′
r, a5 =−ξ f
′′
r ,
a6 =
(
R+
3
4
)
fr f
′′
r −
1
2
f
′2
r −θr−NcSr−Nrγr−ξ f
′
r
∂ f ′r
∂ξ
+ξ f
′′
r
∂ fr
∂ξ
,
b1 =
(
R+
3
4
)
fr+1+Nbγ
′
r+2Ntθ
′
r+ξ
∂ fr+1
∂ξ
, b2 = ξ f
′
r+1, b3 = Ntθ
′2
r ,
c1 =
(
R+
3
4
)
fr+1+ξ
∂ fr+1
∂ξ
, c2 = ξ f
′
r+1, c3 =−
Nt
LeNb
θ
′′
r+1,
e1 =
(
R+
3
4
)
fr+1+ξ
∂ fr+1
∂ξ
, e2 = ξ f
′
r+1, e3 =−STθ
′′
r+1.
Applying the multi-domain approach as described previously Chapter 1, the system of decoupled
linear equations (7.22) − (7.25) can be further expressed as
f
′′′(p)
r+1 +
[
a(p)1
]
f
′′(p)
r+1 +
[
a(p)2
]
f
′(p)
r+1+
[
a(p)3
]
f (p)r+1 =
[
a(p)4
] ∂ f ′(p)r+1
∂ξ
+
[
a(p)5
] ∂ f (p)r+1
∂ξ
+
[
a(p)6
]
, (7.26)(
1
Pr
)
θ
′′(p)
r+1 +
[
b(p)1
]
θ
′(p)
r+1 =
[
b(p)2
] ∂θ(p)r+1
∂ξ
+b(p)3 , (7.27)(
1
Le
)
γ
′′(p)
r+1 +
[
c(p)1
]
γ
′(p)
r+1 =
[
c(p)2
] ∂γ(p)r+1
∂ξ
+c(p)3 , (7.28)(
1
Sc
)
S
′′(p)
r+1 +
[
e(p)1
]
S
′(p)
r+1 =
[
e(p)2
] ∂S(p)r+1
∂ξ
+e(p)3 , (7.29)
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where p denotes the particular time sub-interval that the equations are being solved in. We further
apply the Chebyshev spectral collocation method on the decoupled system (7.26) − (7.29) in the
form
[
D3+
[
a(p)1
]
D2+
[
a(p)2
]
D+
[
a(p)3
]]
F(p)r+1−
[
a(p)4
] Ny
∑
k=0
d jkDFr+1,k−
[
a(p)5
] Ny
∑
k=0
d jkF
(p)
r+1,k =
[
a(p)6
]
, (7.30)[(
1
Pr
)
D2+
[
b(p)1
]
D
]
Θr+1, j−
[
b(p)2
]Ny−1
∑
k=0
d jkΘ
(p)
r+1,k = b
(p)
3 , (7.31)[(
1
Le
)
D2+
[
c(p)1
]
D
]
Γr+1, j−
[
c(p)2
]Ny−1
∑
k=0
d jkΓ
(p)
r+1,k = c
(p)
3 , (7.32)[(
1
Sc
)
D2+
[
e(p)1
]
D
]
Sr+1, j−
[
e(p)2
]Ny−1
∑
k=0
d jkS
(p)
r+1,k = e
(p)
3 , (7.33)
where [. . .] denotes a diagonal matrix and the differentiation matrix D = 2LD. We further represent
the decoupled system of linear equations (7.30) − (7.33) as
A1Fr+1, j = R1, j, (7.34)
A2Θr+1, j = R2, j, (7.35)
A3Γr+1, j = R3, j, (7.36)
A4Sr+1, j = R4, j, (7.37)
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where the diagonal and off-diagonal entries of the matrices A1, A2, A3 and A4 are given as
A1{ j, j} = D3+
[
a(p)1
]
D2+
[
a(p)2
]
D+
[
a(p)3
]
−
[
a(p)4
]
d j jD−
[
a(p)5
]
d j j,
A1{ j,k} =]−
[
a(p)4
]
d jkD−
[
a(p)5
]
d jk, (7.38)
A2{ j, j} =
(
1
Pr
)
D2+
[
b(p)1
]
D−
[
b(p)2
]
d j j,
A2{ j,k} =−
[
b(p)2
]
d jk, (7.39)
A3{ j, j} =
(
1
Le
)
D2+
[
c(p)1
]
D−
[
c(p)2
]
d j j,
A3{ j,k} =−
[
c(p)2
]
d jk, (7.40)
A4{ j, j} =
(
1
Sc
)
D2+
[
e(p)1
]
D−
[
e(p)2
]
d jk,
A4{ j,k} =−
[
e(p)2
]
d jk, (7.41)
and the right-hand sides are defined thus
R1,r, j =
[
a(p)4
]
d jNyDF
(p)
Ny,r+
[
a(p)5
]
d jNyF
(p)
Ny,r+a
(p)
6, j , (7.42)
R2,r, j =
[
b(p)2
]
d jNyΘ
(p)
Ny,r+b
(p)
3, j , (7.43)
R3,r, j =
[
c(p)2
]
d jNyΓ
(p)
Ny,r+c
(p)
3, j , (7.44)
R4,r, j =
[
e(p)2
]
d jNyS
(p)
Ny,r+e
(p)
3, j . (7.45)
Multi-domain paired quasilinearization method-CASE 1
We describe the implementation of the paired quasilinearization method on the system (7.12) −
(7.15). In section 7.3.1, we described the application of linearization on one function and its corre-
sponding derivatives in one equation and updating its solution in subsequent equations. In the case
of the MD-PQLM, however, we apply quasilinearization on two functions and their corresponding
derivatives in two equations and update their solutions in subsequent equations. This brings about
"pairing" or coupling of equations but at the same time effectively decoupling the large system.
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For the first case, we apply quasilinearization to equations (7.12) and (7.13) to obtain the pair
f
′′′
r+1+
(
R+
3
4
)
fr f
′′
r+1+
(
R+
3
4
)
f
′′
r fr+1−
(
R+
3
4
)
fr f
′′
r − f
′
r f
′
r+1+
1
2
f
′2
r +θr+1+NcSr
−Nrγr = ξ f ′r
∂ f ′r+1
∂ξ
+ξ
∂ f ′r
∂ξ
f
′
r+1−ξ f
′
r
∂ f ′r
∂ξ
−ξ f ′′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
f
′′
r+1+ξ f
′′
r
∂ fr
∂ξ
, (7.46)
1
Pr
θ
′′
r+1+
(
R+
3
4
)
frθ
′
r+1+
(
R+
3
4
)
θ
′
r fr+1−
(
R+
3
4
)
frθ
′
r+Nbγ
′
rθ
′
r+1+2Ntθ
′
rθ
′
r+1
−Ntθ′2r = ξ f
′
r
∂θr+1
∂ξ
+ξ
∂θr
∂ξ
f
′
r+1−ξ f
′
r
∂θr
∂ξ
−ξθ′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
θ
′
r+1+ξθ
′
r
∂ fr
∂ξ
. (7.47)
Updated solutions for f , θ and their corresponding derivatives are used in the second pair of
equations (7.14) and (7.15) which leads to the linear coupled pair
1
Le
γ
′′
r+1+
(
R+
3
4
)
fr+1γ
′
r+1+
1
Le
Nt
Nb
θ
′′
r+1 = ξ f
′
r+1
∂γr+1
∂ξ
−ξ∂ fr+1
∂ξ
γ
′
r+1, (7.48)
1
Sc
S
′′
r+1+
(
R+
3
4
)
fr+1S
′
r+1+STθ
′′
r+1 = ξ f
′
r+1
∂Sr+1
∂ξ
−ξ∂ fr+1
∂ξ
S
′
r+1. (7.49)
The pairs {(7.46) & (7.47)} and {(7.48) & (7.49)} represent a decoupled system of coupled equa-
tions and can be expressed compactly as
f
′′′
r+1+[a1] f
′′
r+1+[a2] f
′
r+1+[a3] fr+1+θr+1 = [a4]
∂ f ′r+1
∂ξ
+[a5]
∂ fr+1
∂ξ
+a6, (7.50)
[b1] f
′
r+1+[b2] fr+1+
1
Pr
θ
′′
r+1+[b3]θ
′
r+1 = [b4]
∂ fr+1
∂ξ
+[b5]
∂θr+1
∂ξ
+b6, (7.51)
and
1
Le
γ
′′
r+1+[c1]γ
′
r+1 = [c2]
∂γr+1
∂ξ
+c3, (7.52)
1
Sc
S
′′
r+1+[e1]S
′
r+1 = [e2]
∂Sr+1
∂ξ
+e3, (7.53)
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where
a1 =
(
R+
3
4
)
fr+ξ
∂ fr
∂ξ
, a2 =− f ′r−ξ
∂ f ′r
∂ξ
,
a3 =
(
R+
3
4
)
f
′′
r , a4 = ξ f
′
r, a5 =−ξ f
′′
r ,
a6 =−12 f
′2
r +
(
R+
3
4
)
fr f
′′
r −NcSr+Nrγr−ξ f
′
r
∂ f ′r
∂ξ
+ξ f
′′
r
∂ fr
∂ξ
,
b1 =−ξ∂θr∂ξ , b2 =
(
R+
3
4
)
θ
′
r, b3 =
(
R+
3
4
)
fr+Nbγ
′
r+2Ntθ
′
r+ξ
∂ fr
∂ξ
,
b4 =−ξθ′r, b5 = ξ f
′
r, b6 =
(
R+
3
4
)
frθ
′
r+Ntθ
′2
r −ξ f
′
r
∂θr
∂ξ
+ξθ
′
r
∂ fr
∂ξ
,
c1 =
(
R+
3
4
)
fr+1+ξ
∂ fr+1
∂ξ
, c2 = ξ f
′
r, c3 =−
1
Le
Nt
Nb
θ
′′
r+1,
e1 =
(
R+
3
4
)
fr+1+ξ
∂ fr+1
∂ξ
, e2 = ξ fr+1, e3 =−STθ′′r+1.
The multi-domain approach is applied on the pairs in the form
f
′′′(p)
r+1 +
[
a(p)1
]
f
′′(p)
r+1 +
[
a(p)2
]
f
′(p)
r+1+
[
a(p)3
]
f (p)r+1+θ
(p)
r+1 =
[
a(p)4
] ∂ f ′(p)r+1
∂ξ
+
[
a(p)5
] ∂ f (p)r+1
∂ξ
+a(p)6 ,
(7.54)[
b(p)1
]
f
′(p)
r+1+
[
b(p)2
]
f (p)r+1+
1
Pr
θ
′′(p)
r+1 +
[
b(p)3
]
θ
′(p)
r+1 =
[
b(p)4
] ∂ f (p)r+1
∂ξ
+
[
b(p)5
] ∂θ(p)r+1
∂ξ
+b(p)6 , (7.55)
and
1
Le
γ
′′(p)
r+1 +
[
c(p)1
]
γ
′(p)
r+1 =
[
c(p)2
] ∂γ(p)r+1
∂ξ
+c(p)3 , (7.56)
1
Sc
S
′′(p)
r+1 +
[
e(p)1
]
S
′(p)
r+1 =
[
e(p)2
] ∂S(p)r+1
∂ξ
+e(p)3 . (7.57)
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The Chebyshev spectral collocation method is used to integrate the decoupled pairs and we get
[
D3+
[
a(p)1
]
D2+
[
a(p)2
]
D+
[
a(p)3
]]
F(p)r+1−
[
a(p)4
] Ny
∑
k=0
d jkDF
(p)
r+1,k
−
[
a(p)5
] Ny
∑
k=0
d jkF
(p)
r+1,k+[I]Θ
(p)
r+1 = a
(p)
6 , (7.58)[[
b(p)1
]
D+
[
b(p)2
]]
F(p)r+1−
[
b(p)4
] Ny
∑
k=0
d jkF
(p)
r+1,k+
[
1
Pr
D2+
[
b(p)3
]
D
]
Θ(p)r+1
−
[
b(p)5
] Ny
∑
k=0
d jkΘ
(p)
r+1,k = b
(p)
6 , (7.59)
and
[
1
Le
D2+
[
c(p)1
]
D
]
Γ(p)r+1−
[
c(p)2
] Ny
∑
k=0
d jkΓ
(p)
r+1,k = c
(p)
3 , (7.60)[
1
Sc
D2+
[
e(p)1
]
D
]
S(p)r+1−
[
e(p)2
] Ny
∑
k=0
d jkS
(p)
r+1,k = e
(p)
3 . (7.61)
The pairs are solved in the form
A11 A12
A21 A22
×
Fr+1
Θr+1
=
R1,r, j
R2,r, j
 , (7.62)
and
B11 B12
B21 B22
×
Γr+1
Sr+1
=
R3,r, j
R4,r, j
 , (7.63)
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where the matrices Al,k and Bl,k l,k = 1,2 consists of different entries on the diagonal and off-
diagonal defined thus:
A11{ j, j} = D3+
[
a(p)1
]
D2+
[
a(p)2
]
D+
[
a(p)3
]
−
[
a(p)4
]
d j jD−
[
a(p)5
]
d j j,
A11{ j,k} =−
[
a(p)4
]
d jkD−
[
a(p)5
]
d jk,
A12{ j, j} = I,
A21{ j, j} =
[
b(p)1
]
D+
[
b(p)2
]
−
[
b(p)4
]
d j j,
A21{ j,k} =−
[
b(p)4
]
d jk,
A22{ j, j} =
1
Pr
D2+
[
b(p)3
]
D−
[
b(p)5
]
d j j,
A22{ j,k} =−
[
b(p)5
]
d jk,
B21{ j, j} =
1
Le
D2+
[
c(p)1
]
D−
[
c(p)2
]
d j j,
B21{ j,k} =−
[
c(p)2
]
d jk,
B22{ j,k} =
1
Sc
D2+
[
e(p)1
]
D−
[
e(p)2
]
d j j,
B22{ j,k} =−
[
e(p)2
]
d jk,
A12{ j,k} = B12 = B21 = 0,
and;
R1, j,r =
[
a(p)4
]
d jNyDF
(p)
Ny +
[
a(p)5
]
d jNyF
(p)
Ny +a
(p)
6 , (7.64)
R2, j,r =
[
b(p)4
]
d jNyF
(p)
Ny +
[
b(p)5
]
d jNyΘ
(p)
Ny +b
(p)
6 , (7.65)
R3, j,r =
[
c(p)2
]
d jNyΓ
(p)
Ny +c
(p)
3 , (7.66)
R4, j,r =
[
e(p)2
]
d jNyS
(p)
Ny +e
(p)
3 . (7.67)
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Multi-domain paired quasilinearization method-CASE 2
Pairing is performed on equations (7.12) and (7.14) by linearizing the nonlinear functions f , γ and
their corresponding derivatives and we obtain the pair
f
′′′
r+1+
(
R+
3
4
)
fr f
′′
r+1+
(
R+
3
4
)
f
′′
r fr+1−
(
R+
3
4
)
fr f
′′
r − f
′
r f
′
r+1+
1
2
f
′2
r −Nrγr+1+
NcSr+θr = ξ f
′
r
∂ f ′r+1
∂ξ
+ξ
∂ f ′r
∂ξ
f
′
r+1−ξ f
′
r
∂ f ′r
∂ξ
−ξ f ′′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
f
′′
r+1+ξ f
′′
r
∂ fr
∂ξ
, (7.68)
1
Le
γr+1+
(
R+
3
4
)
frγ
′
r+1+
(
R+
3
4
)
γ
′
r fr+1−
(
R+
3
4
)
frγ
′
r+
1
Le
Nt
Nb
θ
′′
r
= ξ f
′
r
∂γr+1
∂ξ
+ξ
∂γr
∂ξ
f
′
r+1−ξ f
′
r
∂γr
∂ξ
−ξγ′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
γ
′
r+1+ξγ
′
r
∂ fr
∂ξ
. (7.69)
Updated solutions for f , γ and their corresponding derivatives are used in the second pair of equa-
tions and we obtain
1
Pr
θ
′′
r+1+
(
R+
3
4
)
fr+1θ
′
r+1+Nbγ
′
r+1θ
′
r+1+2Ntθ
′
rθ
′
r+1 = ξ f
′
r+1
∂θr+1
∂ξ
−ξ∂ fr+1
∂ξ
θ
′
r+1, (7.70)
1
Sc
S
′′
r+1+
(
R+
3
4
)
fr+1S
′
r+1+STθ
′′
r+1 = ξ f
′
r+1
∂Sr+1
∂ξ
−ξ∂ fr+1
∂ξ
S
′
r+1. (7.71)
The pairs {7.68 & 7.69} and {7.70 & 7.71} represent coupled sub-systems of a decoupled large
system and can be expressed compactly as
f
′′′
r+1+[a1] f
′′
r+1+[a2] f
′
r+1+[a3] fr+1+(−Nr)γr+1 =
[a4]
∂ f ′r+1
∂ξ
+[a5]
∂ fr+1
∂ξ
+a6, (7.72)
[b1] f
′
r+1+[b2] fr+1+
1
Le
γ
′′
r+1+[b3]γ
′
r+1 = [b4]
∂ fr+1
∂ξ
+[b5]
∂γr+1
∂ξ
+b6, (7.73)
and
1
Pr
θ
′′
r+1+[c1]θ
′
r+1 = [c2]
∂θr+1
∂ξ
+c3, (7.74)
(ST )θ
′′
r+1+
1
Sc
S
′′
r+1+[e1]S
′
r+1 = [e2]
∂Sr+1
∂ξ
, (7.75)
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where
a1 =
(
R+
3
4
)
fr+ξ
∂ fr
∂ξ
, a2 =− f ′r−ξ
∂ f ′r
∂ξ
,
a3 =
(
R+
3
4
)
f
′′
r , a4 = ξ f
′
r, a5 =−ξ f
′′
r ,
a6 =−12 f
′2
r +
(
R+
3
4
)
fr f
′′
r −θr−NcSr−ξ f
′
r
∂ f ′r
∂ξ
+ξ f
′′
r
∂ fr
∂ξ
,
b1 =−ξ∂γr∂ξ , b2 =
(
R+
3
4
)
γ
′
r, b3 =
(
R+
3
4
)
fr+ξ
∂ fr
∂ξ
,
b4 =−ξγ′r, b5 = ξ f
′
r, b6 =
(
R+
3
4
)
frγ
′
r−ξ f
′
r
∂γr
∂ξ
+ξγ
′
r
∂ fr
∂ξ
,
c1 =
(
R+
3
4
)
fr+1+Nbγ
′
r+1+2Ntθ
′
r+ξ
∂ fr+1
∂ξ
, c2 = ξ f
′
r+1, c3 = Ntθ
′2
r+1,
e1 =
(
R+
3
4
)
fr+1+ξ
∂ fr+1
∂ξ
, e2 = ξ f
′
r+1,
Implementing multi-domain on the pairs, we obtain
f
′′′(p)
r+1 +
[
a(p)1
]
f
′′(p)
r+1 +
[
a(p)2
]
f
′(p)
r+1+
[
a(p)3
]
f (p)r+1+(−Nr)γ(p)r+1 =[
a(p)4
] ∂ f ′(p)r+1
∂ξ
+
[
a(p)5
] ∂ f (p)r+1
∂ξ
+a(p)6 , (7.76)[
b(p)1
]
f
′(p)
r+1+
[
b(p)2
]
f (p)r+1+
1
Le
γ
′′(p)
r+1 +
[
b(p)3
]
γ
′(p)
r+1 =[
b(p)4
] ∂ f (p)r+1
∂ξ
+
[
b(p)5
] ∂γ(p)r+1
∂ξ
+b(p)6 , (7.77)
and
1
Pr
θ
′′(p)
r+1 +
[
c(p)1
]
θ
′(p)
r+1 =
[
c(p)2
] ∂θ(p)r+1
∂ξ
+c(p)3 , (7.78)
(ST )θ
′′(p)
r+1 +
1
Sc
S
′′(p)
r+1 +
[
e(p)1
]
S
′(p)
r+1 =
[
e(p)2
] ∂S(p)r+1
∂ξ
, (7.79)
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where p denotes the sub-interval of the time-domain. Chebyshev spectral collocation method is
applied on the decoupled system of equations (7.76) − (7.79) and we obtain[
D3+
[
a(p)1
]
D2+
[
a(p)2
]
D+
[
a(p)3
]]
F(p)r+1−
[
a(p)4
] Ny
∑
k=0
d jkDFr+1,k−
[
a(p)5
] Ny
∑
k=0
d jkFr+1,k+[(−NrI)]Γ(p)r+1 = a(p)6 , (7.80)[[
b(p)1
]
D+
[
b(p)2
]]
F(p)r+1−
[
b(p)4
] Ny
∑
k=0
d jkFr+1,k+
[
1
Le
D2+
[
b(p)3
]
D
]
Γ(p)r+1−
[
b(p)5
] Ny
∑
k=0
d jkΓr+1,k = b
(p)
6 , (7.81)
and [
1
Pr
D2+
[
c(p)1
]
D
]
Θ(p)r+1−
[
c(p)2
] Ny
∑
k=0
d jkΘr+1,k = c
(p)
3 , (7.82)
[
(ST )D2
]
Θ(p)r+1+
[
1
Sc
D2+
[
e(p)1
]
D
]
S(p)r+1−
[
e(p)2
] Ny
∑
k=0
d jkSr+1,k = 0. (7.83)
Multi-domain paired quasilinearization method-CASE 3
In this section, we linearize equations (7.12) and (7.15) to obtain
f
′′′
r+1+
(
R+
3
4
)
fr f
′′
r+1+
(
R+
3
4
)
f
′′
r fr+1−
(
R+
3
4
)
fr f
′′
r − f
′
r f
′
r+1+
1
2
f
′2
r −Nrγr+
NcSr+1+θr = ξ f
′
r
∂ f ′r+1
∂ξ
+ξ
∂ f ′r
∂ξ
f
′
r+1−ξ f
′
r
∂ f ′r
∂ξ
−ξ f ′′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
f
′′
r+1+ξ f
′′
r
∂ fr
∂ξ
, (7.84)
1
Sc
Sr+1+
(
R+
3
4
)
frS
′
r+1+
(
R+
3
4
)
S
′
r fr+1−
(
R+
3
4
)
frS
′
r+STθ
′′
r (7.85)
= ξ f
′
r
∂Sr+1
∂ξ
+ξ
∂Sr
∂ξ
f
′
r+1−ξ f
′
r
∂Sr
∂ξ
−ξS′r
∂ fr+1
∂ξ
−ξ∂ fr
∂ξ
S
′
r+1+ξS
′
r
∂ fr
∂ξ
. (7.86)
Updated solutions for f , S and their corresponding derivatives are used in the second pair of equa-
tions and we obtain
1
Pr
θ
′′
r+1+
(
R+
3
4
)
fr+1θ
′
r+1+Nbγ
′
r+1θ
′
r+1+2Ntθ
′
rθ
′
r+1 = ξ f
′
r+1
∂θr+1
∂ξ
−ξ∂ fr+1
∂ξ
θ
′
r+1, (7.87)
1
Le
γ
′′
r+1+
(
R+
3
4
)
fr+1γ
′
r+1+
1
Le
Nt
Nb
θ
′′
r+1 = ξ f
′
r+1
∂γr+1
∂ξ
−ξ∂ fr+1
∂ξ
γ
′
r+1, (7.88)
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The pairs (7.84) & (7.86) and (7.87) & (7.88) are compactly expressed as
f
′′′(p)
r+1 +
[
a(p)1
]
f
′′(p)
r+1 +
[
a(p)2
]
f
′(p)
r+1+
[
a(p)3
]
f (p)r+1+(Nc)S
(p)
r+1 =
[
a(p)4
] ∂ f ′(p)r+1
∂ξ
+
[
a(p)5
] ∂ f (p)r+1
∂ξ
+a(p)6 ,
(7.89)[
b(p)1
]
f
′(p)
r+1+
[
b(p)2
]
f (p)r+1+
1
Sc
S
′′(p)
r+1 +
[
b(p)3
]
S
′(p)
r+1 =
[
b(p)4
] ∂ f (p)r+1
∂ξ
+
[
b(p)5
] ∂S(p)r+1
∂ξ
+b(p)6 (7.90)
and
1
Pr
θ
′′(p)
r+1 +
[
c(p)1
]
θ
′(p)
r+1+
[
c(p)2
]
γ
′(p)
r+1 =
[
c(p)3
] ∂θ(p)r+1
∂ξ
+c(p)4 , (7.91)(
1
Le
Nt
Nb
)
θ
′′(p)
r+1 +
1
Le
γ
′′(p)
r+1 +
[
e(p)1
]
γ
′(p)
r+1 =
[
e(p)2
] ∂γ(p)r+1
∂ξ
, (7.92)
where p denotes the time sub-interval and
a1 =
(
R+
3
4
)
fr+ξ
∂ fr
∂ξ
, a2 =− f ′r−ξ
∂ f ′r
∂ξ
,
a3 =
(
R+
3
4
)
f
′′
r , a4 = ξ f
′
r, a5 =−ξ f
′′
r ,
a6 =−12 f
′2
r +
(
R+
3
4
)
fr f
′′
r −θr+Nrγr−ξ f
′
r
∂ f ′r
∂ξ
+ξ f
′′
r
∂ fr
∂ξ
,
b1 =−ξ∂Sr∂ξ , b2 =
(
R+
3
4
)
S
′
r, b3 =
(
R+
3
4
)
fr+ξ
∂ fr
∂ξ
,
b4 =−ξS′r, b5 = ξ f
′
r, b6 =
(
R+
3
4
)
frS
′
r−ξ f
′
r
∂Sr
∂ξ
+ξS
′
r
∂ fr
∂ξ
,
c1 =
(
R+
3
4
)
fr+1+Nbγ
′
r+1+2Ntθ
′
r+ξ
∂ fr+1
∂ξ
, c2 = Nbθ
′
r, c3 = ξ f
′
r, c4 = Ntθ
′2
r+1+Nbγ
′
rθ
′
r,
e1 =
(
R+
3
4
)
fr+1+ξ
∂ fr+1
∂ξ
, e2 = ξ f
′
r+1.
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The Chebyshev spectral collocation method is applied on the decoupled system of paired equations
in the form
[
D3+
[
a(p)1
]
D2+
[
a(p)2
]
D+
[
a(p)3
]]
F(p)r+1−
[
a(p)4
] Ny
∑
k=0
d jkDFr+1,k−
[
a(p)5
] Ny
∑
k=0
d jkFr+1,k+[(NcI)]S
(p)
r+1 = a
(p)
6 , (7.93)[[
b(p)1
]
D+
[
b(p)2
]]
F(p)r+1−
[
b(p)4
] Ny
∑
k=0
d jkFr+1,k+
[
1
Sc
D2+
[
b(p)3
]
D
]
S(p)r+1−
[
b(p)5
] Ny
∑
k=0
d jkSr+1,k = b
(p)
6 (7.94)
and
[
1
Pr
D2+
[
c(p)1
]
D
]
Θ(p)r+1−
[
c(p)2
] Ny
∑
k=0
d jkΘr+1,k = c
(p)
3 , (7.95)[(
1
Le
Nt
Nb
)
D2
]
Θ(p)r+1+
[
1
Le
D2+
[
e(p)1
]
D
]
Γ(p)r+1−
[
e(p)2
] Ny
∑
k=0
d jkΓr+1,k = 0, (7.96)
where I is an identity matrix of size (Nx+1)×(Nx+1).
7.4 Results and Discussion
In this section, we discuss the results obtained using the multi-domain paired quasilinearization
method cases and compare them against those obtained using the bivariate pseudo-spectral local
linearization method. To perform error and residual analysis on the different numerical schemes,
unless specified differently, we set parameter values to Nc = 0.5, Nr = 0.5, Pr = 1, Nb = 0.2,
Nt = 0.3, Le = 10, Sc = 0.6, and St = 1. We also fix the number of grid-points in time and space,
respectively, to be Nt = 10 and Nx = 30 as these were found to be sufficient to give accurate and
convergent solutions.
172
7.4.1 Convergence
Table 7.1 below displays the number of iterations needed for each method to give solutions that
were converged to 9 decimal places. To further show how fast the MD-PQLM converges, we com-
pare it against the multi-domain spectral quasilinearization method that is documented to converge
quadratically and with few iterations.
Table 7.1: Convergence of skin friction f
′′
(ξ,0) to 9 decimal places and time taken to attain con-
vergence using the MD-PQLM cases, MDSQLM and BPSLLM.
ξ BPSLLM MDSQLM MD−PQLM CASE 1 MD−PQLM CASE 2 MD−PQLM CASE 3
6 1.035143700 1.035143700 1.035143700 1.035143700 1.035143700
12 1.021716500 1.021716500 1.021716500 1.021716500 1.021716500
18 1.016593900 1.016593900 1.016593900 1.016593900 1.016593900
Total Time (sec) 84.14 135.22 101.26 102.36 105.44
Convergence speed 21 4 10 13 9
Convergence time (sec) 54.97 17.66 32.2 42.30 29.74
where total time is the time taken for all the methods to perform 20 iterations while convergence
time is the time taken for the solutions to converge.
We observe from the data in Table 7.1 that the multi-domain spectral quasilinearization method
(MDSQLM) converges fastest, that is after just 4 iterations, while the BPSLLM requires 21 itera-
tions for convergence. This implies the MD-PQLM schemes all converge faster than the BPSLLM;
in particular we observe that case 3 converges after only 9 iterations, while cases 1 and 2 converge
after 10 and 13 iterations, respectively. Due to the coupling nature of the MDSQLM, it is observed
that the total computational time is much higher than for the other methods, but because it takes
only 4 iterations to converge, it has the shortest convergence time. In practice however, we need
to allow a numerical scheme to run for a certain number of iterations, hence the advantage of the
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MD-PQLM. The total computational time for the MD-PQLM is more than for the BPSLLM, but
the time needed for it to attain convergence is smaller for all three cases than for the BPSLLM.
The more rapid convergence of the MD-PQLM in comparison with that of the BPSLLM is further
supported by the solution error graphs.
The solution error test is performed by obtaining the difference between successive iterations until
a point where consistency in the error is attained. At this point, convergence has been achieved.
We note that our solution set is a vector, so we elect to choose the maximum error to be given as
||Ω||∞ = max0≤i≤Ny ||Ωr+1,i−Ωr,i||∞ , (7.97)
where Ω represents F , S, Θ and Γ. Figures 7.1 to 7.4 below display the solution errors obtained
using the different numerical schemes.
Figure 7.1: Effect of iterations on the solution error norm for F when ξ= 1.5
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Figure 7.2: Effect of iterations on the solution error norm for Θ when ξ= 1.5
Figure 7.3: Effect of iterations on the solution error norm for Γ when ξ= 1.5
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Figure 7.4: Effect of iterations on the solution error norm for S when ξ= 1.5
We observe in the four figures above that the solution error decreases with an increase in iterations
until consistency is achieved. Linearizing the large system in pairs is observed to significantly im-
prove the speed of convergence of MD-PQLM cases 2 and 3 as both are seen to converge faster than
the BPSLLM. This signifies that the MD-PQLM improves the convergence speed of the BPSLLM.
7.4.2 Accuracy
To test accuracy of the approximate solutions, we make use of the residual error obtained using
the different numerical schemes. We use the residual error to determine the proximity of the
approximate solution to the actual solution. We note that this is not the same as the actual error
between the exact solution and approximate solution. As noted earlier, with the solutions being
vector sets, we choose to extract the maximum error, which explains the choice of the infinity norm
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in defining the residual error. We define the residual error as
Res(F) = max
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Figures 7.5 to 7.8 display the residual error obtained using the different numerical schemes.
Figure 7.5: Effect of iterations on the residual error norm for F when ξ= 1.5
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Figure 7.6: Effect of iterations on the residual error norm for Θ when ξ= 1.5
Figure 7.7: Effect of iterations on the residual error norm for Γ when ξ= 1.5
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Figure 7.8: Effect of iterations on the residual error norm for S when ξ= 1.5
We observe in Figures 7.5 to 7.8 that as iterations increase, the methods display better accuracy
until convergence is attained. In Figures 7.7 and 7.8, we observe that the BPSLLM shows an error
of 10−40 at all iteration levels. This is due to equations (7.14) and (7.15) being linear. In Figures
7.5 and 7.6, it is seen that the MD-PQLM cases 2 and 3 converge to an error of 10−40 quicker than
does the BPSLLM.
7.5 Summary
In this study, we have described the multi-domain paired quasilinearization method for a general
system of partial differential equations. We found the MD-PQLM to be convergent and accurate.
From the results obtained and following observation by Otegbeye and Motsa [137], it was shown
that the pairings that gave high nonlinearities converged faster than the BPSLLM. We also noted
that the accuracy of the MD-PQLM was the same as for the BPSLLM. The computational effi-
ciency of the MD-PQLM is also displayed as it reduces the time taken for generating solutions.
In summary, the MD-PQLM has been shown to be an accurate and convergent method that works
better with pairings that have the most nonlinear terms.
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Chapter 8
Conclusion
This thesis has presented new and innovative approaches for solving nonlinear fluid flow problems
that are modeled using ordinary and partial differential equations. Using the local linearization
methods and pairings of functions within a system of differential equations, we introduced some
numerical schemes that we could show numerically to be convergent and accurate. We also per-
formed comparative studies with a method that was already in existence and obtained some results.
We demonstrated the application of the methods on generalized systems of ordinary and partial
differential equations. These methods include the paired quasilinearization method (PQLM) for
ordinary differential equations, paired quasilinearization method (PQLM) for partial differential
equations and the multi-domain paired quasilinearization method (MD-PQLM). Highlights of the
results obtained in each chapter include;
1 In Chapter 2, the paired quasilinearization method for solving ordinary differential equations
was found to converge faster than the spectral local linearization method and to be equally as
accurate. Time taken to attain convergence of solutions was also observed to be comparable
to the SLLM.
2 Chapter 3 was largely based on a comparative study of the paired quasilinearization method
that had been recently introduced. The PQLM solved partial differential equations in space
and time using a spectral method. The comparative study showed that the pairings that had
the most number of nonlinear terms generally converged fastest and they also converged
faster than the bivariate spectral local linearization method (BSLLM) while maintaining the
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same high accuracy level.
3 Chapter 4 focused on the effect of Hall, ion-slip and radiation on the MHD free convective
heat generating flow past a semi-infinite vertical flat plate, as modeled by a system of partial
differential equations. We used the PQLM to investigate how varying parameter values
influenced the various flow profiles. Based on the findings, we were able to ascertain that
the PQLM is an effective method for solving equations that describe flow properties.
4 In Chapter 5, we considered a new problem that modeled the combined influence of radia-
tion, Hall and ion effects on MHD free convective heat generating flow past a semi-infinite
vertical flat plate. Using the PQLM from the previous chapter, we successfully investigated
the effect of certain parameters on the various profiles of the problem and it further validated
the applicability of the method.
5 In Chapter 6, the influence of conduction radiation, mixed convection, chemical reaction and
Forchheimer parameters on a mixed convection boundary layer flow of an MHD incompress-
ible micropolar fluid near a vertical truncated cone were examined using the PQLM. This
study showed the robustness of the PQLM as it was able to handle fluid problems of different
variations. The analysis carried out generated interesting results that clearly displayed the
effects of various parameters.
6 Chapter 7 saw the introduction of the multi-domain paired quasilinearization method (MD-
PQLM) for solving systems of partial differential equations. It was observed that the MD-
PQLM converged faster, and took less computational time to converge, than did than the
BPSLLM. It was also noted that the method was very accurate while generating solutions.
We observe that the numerical schemes are all easy to implement and they all provide high
accuracy. We also observe that a small number of grid points are needed in obtaining numerical
solutions compared to methods like finite difference. To test the paired approach more, there is
the need to delve into solving elliptic differential equations and fractional differential equations.
Success in those areas will further show the approach of pairing equations to be truly robust.
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