] are a first-order axiomatization of the theory of quadratic forms. In Section 2 we investigate reduced special groups (RSG) which are a lattice under their natural representation partial order (for motivation see Open Problem 1, Introduction); we show that this lattice property is preserved under most of the standard constructions on RSGs; in particular finite RSGs and RSGs of finite chain length are lattice ordered. We prove that the lattice property fails for the RSGs of function fields of real algebraic varieties over a uniquely ordered field dense in its real closure, unless their stability index is 1 (Section 3). We show that Open Problem 1 (a strong local-global principle) has a positive answer for the RSG of the field Q(X) (Theorem 4.1). In the final section we explore the meaning of Open Problem 1 for formally real fields, in terms of their orders and real valuations; we introduce (and employ) the notion of "parameter-rank" of a positive-primitive first-order formula of the language for special groups.
Introduction
The notion of a special group (SG) was introduced in [5] as an abstract, firstorder axiomatization of the theory of quadratic forms, comprising all known versions of the theory of quadratic forms over fields of characteristic = 2; cf. [11, 12, 20] . The monographs [5] and [16] will be references of constant use here, as far as background, notation and results is concerned.
The primary motivation underlying our results in this paper is the following open problem in the reduced theory of quadratic forms:
Open Problem 1. Given a reduced special group (RSG), G, let F denote the family of all saturated subgroups of finite index in G (cf. [5] , Chapter 2, Section 2). Let ι : G −→ ∆∈F G/∆ be the canonical SG-embedding ι(g) = g/∆ | ∆∈F (g ∈ G).
The question is, then, whether the map ι reflects positive-existential sentences of the language L SG = {· , 1, −1, ≡} for special groups (cf. [5] , Chapter 11) with parameters in G, from ∆∈F G/∆ down to G. The same question can be meaningfully posed for other, "smaller" RSGs as well, e.g. the projective limit of the G/∆ (∆ ∈ F ).
In other words, the problem poses the question of the validity of a very general and highly abstract "local-global principle", that is known to hold in a number of particular cases, viz. the Isotropy Theorem of [14] , Theorem 1.4-which itself generalizes previously known local-global principles for isotropy of quadratic forms over fields, and even more general statements ( [15] , Theorem 2.1). Other significant problems, some of them open even in the case of fields, fall under the same pattern; [17] gives an account of them.
As stated above the question seems far too general to admit a positive answer; but even partial answers may be of interest, insofar as many significant mathematical properties of RSGs are known to be expressed by positive-existential sentences in the language L SG and, in many cases, are known to hold for finite RSGs.
Our first main result in this paper shows, in particular, that there is no hope to get a positive answer to stronger versions of the open problem above. We show that the L SG -sentence (without parameters) expressing the property that an RSG is a lattice for its representation partial order holds in any product of finite RSGs, but fails, among many other examples, for G red (Q(X)), the RSG associated with the field of rational functions in one variable with rational coefficients. Remark that, in contrast, G red (R(X)) is a classical example of a Boolean algebra in the representation partial order, as R(X) is a SAP field. Note that the L SG -sentence expressing lattice-orderedness is ∀∃∀.
In fact, in Section 3 we prove a far more general result (Corollary 3.5): if F is the function field of a real algebraic variety over a uniquely ordered field k which is dense in its real closure, then G red (F) is lattice-ordered if and only if it has stability index 1 (iff it is a Boolean algebra). If k is real closed, this condition just means that the variety with field F has dimension 1. If k = Q, then G red (F) is not lattice-ordered for any variety of positive dimension (cf. [1] , Proposition VI.3.5, p. 156). The key to the proof is the fact (Theorem 3.4) that in an RSG of type G red (F), the meet of two elements a, b, for the representation partial order exists if and only if the four-dimensional quadratic form 1, a, b, −ab is isotropic; the proof of this result is essentially geometric.
After some preliminaries (Section 1), this leads us to treat, in Section 2, the general question of preservation of lattice-orderedness under various special group constructions. We prove that extension, arbitrary products, reduced products, *-sum, and the operation "C", all preserve lattice-orderedness. In particular, all RSGs of finite type-herein the finite ones-as well as the pseudo-finite RSGs and the profinite RSGs, are lattice ordered in their representation partial orders.
In Section 4 we give an affirmative answer to Open Problem 1 in the case G = G red (Q(X)) (Theorem 4.1). The proof relies on the well known and very simple structure of the real valuations of Q(X) and the orders compatible with them, but otherwise is done "by hand". For fields having a more complex set of real valuations-e.g. R(X, Y )-the problem seems to be of an entirely different level of difficulty.
In Section 5 we explore the meaning of Open Problem 1 in the case of formally real fields. This question naturally raises the problem of the validity of a certain "local-global principle" for positive-existential (or positive-primitive, pp-) formulas of the language L SG , formulated in terms of the orders and of certain valuations of the base field F (cf. Open Problem 2). This principle is akin to the Isotropy Principle proved in [12] , Theorem 18.2 (p. 134) in the sense that the validity of a given pp-formula in G red (F) needs to be checked at the real closures of F and at the henselization of (only) those valuations of F which strictly decrease the "parameter rank" of certain "residue formulas" (see Section 5.2). Theorem 5.1 below shows that a positive answer to Open Problem 1 entails a positive answer to Open Problem 2. We do not know whether the converse holds, but it does if the base field F has stability index 2.
Preliminaries and notation

An alternative axiom system for reduced special groups
The theory of special groups (SG) is axiomatized by seven axioms formulated in the first-order language L SG , consisting of the group operation · with identity 1, a distinguished element −1, and a 4-placed relation ≡; the latter axiomatizes the notion of isometry of binary quadratic forms; cf. [5] , Section 1, pp. 2-3. As usual, the representation relation is defined by:
In the important case of the special group G(F) =Ḟ/Ḟ 2 associated with a field F (char(F) = 2), representation is defined by: for a, b ∈Ḟ and a = a/Ḟ 2 ,
Note. a ∈ D (1, b) is the notation customary in quadratic form theory. Here we shall also use a b. Conversely, binary isometry is definable in terms of the representation:
In this paper we shall be concerned with reduced special groups (abbreviated RSG), i.e., SGs verifying the additional axioms:
(**)
The SG G(F) associated with a field F is reduced iff F is Pythagorean (any sum of squares is a square). If in (*) we replace the squares by sums of squares-or, more generally, by elements of a fixed preorder of F-the resulting SG is automatically reduced, whenever F is formally real; cf. [5] , Chapter 1, Section 3. The representation relation G is a partial order only in the event that the special group G is reduced. In fact, antisymmetry of is equivalent to the (second clause of the) reduction axiom (**); this axiom also guarantees that is transitive (this may fail otherwise; for example, 2 ∈ D G(Q) (1, 1) 
Note. The first to notice-in the context of preordered fields-that the representation relation is a partial order seems to have been Lam; cf. [18] , Chapter 8, p. 223.
It will be helpful for later reference to have the axioms for RSGs written down in terms of the binary relation . 
Here V is the primitive binary predicate of PQFSs.
Next, within the axiom system PQFS one can construct a theory of characters with values in {±1} so that the following separation theorem holds:
A V -character of G |= PQFS is a group homomorphism σ : G → ± 1 sending −1 to −1 and such that
Let X G denote the set of all V -characters of G, and let G be the image of G under the evaluation map ev :
Then, the separation property [Sep] implies:
is an abstract order space (in the sense of [16] ).
The proof of this is not difficult, using the following consequence of
The value set D G is defined by D(x, y) = x · V (x y), while the value set D X G is defined, in terms of X G , as in [16] , p. 22.
To prove [Sep] use Zorn's lemma to construct a saturated subgroup ∆ of G containing b which is maximal subject to a ∈ ∆ (here saturated means c ∈ ∆ ⇒ V G (c) ⊆ ∆). Then verify that (G : ∆) = 2, so that ∆ determines a V -character of G. This verification requires some simple properties of representation by forms of arbitrary dimension (as defined in [10] , Definition 1.2).
The proof of Proposition 1.2 yields: Corollary 1.3. The Pythagorean quadratic form schemes of [10] coincide with the reduced special groups.
In view of Theorem 1.23(4) and Proposition 1.6(b) of [5] this Corollary generalizes Theorem 4.1 of [10] by showing that the finiteness assumption in the latter is unnecessary. G v ) of (X, G); see [12] , Definition 3.9, p. 24, or [16] , Theorem 3.6.1(4), p. 54. X v consists of all orderings σ of F such that 1 + M v ⊆ σ , where M v is the maximal ideal of the valuation ring A v of v. The associated preordering is
(c) The Baer-Krull theorem ( [12] , Theorem 3.10, pp. 24-25; [5] , Theorem 1.33, p. 26 ff.) gives rise to a natural short exact sequence
) is the space of orderings of the residue field F v .
(d) With each real algebraic number α ∈ Q we associate two orderings α + , α − , of Q(X). Since P/Q ∈ σ iff P Q ∈ σ for any order σ , it suffices to define α + , α − on polynomials. Let π ∈ Q[X] be the minimal (monic) polynomial of α. Any P ∈ Q[X] \ {0} can be factored as P = π k Q, with k ≥ 0 and π | Q.
(d.1) Set:
These are exactly the orderings compatible with the valuation v π , i.e., X π = {α
If m > 1, these are the connected components of χ(Q(X)) of cardinality > 1 in the sense of [16] , Definition, p. 66. The four-element fans of χ(Q(X)) are the sets {α
3) The orderings ∞ + , ∞ − , of Q(X) compatible with the valuation v ∞ are:
even and P has positive leading coefficient] or [deg(P) odd and P has negative leading coefficient].
Lattice-ordered reduced special groups
In this paper we shall be concerned with RSGs whose representation order is a lattice, i.e., every pair of elements has a greatest lower bound (glb or meet) and a least upper bound (lub or join). We will call these RSGs lattice-ordered. By the involution axiom [R2], the existence of meets entails that of joins, and conversely.
Warning. In [5] , Chapter 4, we showed that any RSG, G, is canonically embedded in a certain Boolean algebra B G , its Boolean hull. The representation order G is the restriction of the order of B G (which is identical to the representation order of B G when this is seen as an RSG). Of course, B G contains the meet and the join of every pair of elements of G (and of B G ). However, even if G is lattice ordered, meets and joins in the order G do not coincide, in general, with those in B G ; that is, B G "creates" new meets and joins of elements in G. Any fan F of cardinality ≥ 8 is an example of this situation (cf. [5] , 
Proposition 2.1. Let G be an RSG and let ∆ be a group of exponent 2. Then, G is lattice ordered if and only if G[∆] is.
Proof. Without risk of confusion we shall denote meets and joins in both G and G [∆] by the same symbols. It suffices to prove the existence of meets.
then from the first of these representations we get g ∈ D G (1, g 1 ) and e = 1, and from the second either (g, e) = (1, 1) or (g, e) = (g 2 , d); cf [5] , Example 1.10. The assumption d = 1 excludes the last alternative; hence g = 1, as required.
2 ) and d 1 , d 2 = 1 exclude every combination of these four conditions except g = 1, e = 1. This proves (c).
. Since g i = −1, we have e = 1. Straightforward checking shows that g is the glb of g 1 and g 2 for the order G .
The extension construction is a source of examples of non-modular lattice-ordered RSGs. 
Proposition 2.2. Let G be a lattice-ordered RSG having a proper 4-element chain
1≺ G g 1 ≺ G g 2 ≺ G −1. Let ∆ be a non-trivial group of exponent 2. Then G[∆]
is a non-modular lattice. For example, every non-trivial extension of a Boolean algebra of cardinality ≥ 8 is a non-modular lattice-ordered RSG.
Thus, we have the N 5 configuration; explicitly:
Next we consider the product operation:
an arbitrary (possibly infinite) collection of RSGs. Then, i∈I G i is lattice ordered if and only if each G i (i ∈ I ) is.
Proof. Straightforward. Since representation is coordinatewise defined in a product, the meet of two elements is obtained coordinatewise. Conversely, if a product is lattice ordered, the meet of two elements in any factor is the corresponding coordinate of the meet (in the product) of the elements obtained by setting 1 in all the remaining coordinates. Proof. Obviously, every lattice-ordered set has the interpolation property. By 2.5 the representation order on any finite RSG has interpolation.
Next, observe that interpolation can be expressed by a pp-formula of L SG on parameters a i , b j , as in Definition 2.6, having only one quantified variable.
Finally, remark that pp-formulas of this type reflect from ∆∈F G/∆ down to G, for any RSG, G. This is a particular case of the generalization of the isotropy principle proved in [15] , Theorem 2.1, p. 728: given forms ϕ 1 , . . . , ϕ n over G, if the formula n i=1 D( ϕ i ) = ∅ holds in every finite subspace of X G (equivalently, any finite reduced quotient of G), then it holds in X G (resp., G).
The following notion gives a way to considerably enlarge the scope of Corollary 2.5 above; its motivation is to be found in the theory of fields. Note that any finite RSG is pseudo-finite. Any ultraproduct of finite RSGs is also pseudofinite (Łoś theorem). Since there are finite RSGs of arbitrarily large cardinality, any nonprincipal ultraproduct of them is an infinite, pseudo-finite RSG. Similar remarks apply upon replacing "finite" by "finite chain length".
Since the property of being lattice ordered is expressed by a first-order L SG -sentence, Corollary 2.5 yields at once: Corollary 2.9. Pseudo-finite and pseudo-FCL RSGs are lattice ordered.
Remark. We do not know whether finite chain length RSGs are pseudo-finite, i.e. whether the class of pseudo-FCL RSGs is strictly larger than that of pseudo-finite RSGs.
In [5] , Definition 5.27, pp. 93-94 we introduced the *-sum of RSGs. Since representation is defined coordinatewise for this operation, a slight variant of the argument proving Proposition 2.3 also shows:
is lattice ordered if and only if each G i is.
Recall from [5] , Chapter 6, that the set C(X, G) of continuous functions from a Boolean space X to a SG (resp. RSG), G, endowed with the discrete topology, is itself a SG (resp. RSG) with pointwise defined group operation · , relation , and constants 1, −1. Another variant of the pointwise argument proving Propositions 2.3 and 2.10 yields:
Proposition 2.11. Let G be an RSG and let X be a Boolean space. Then C(X, G) is lattice ordered if and only if G is.
Proof. Recall that f : X −→ G is continuous iff it is locally finite, that is, there is a finite partition P of X into clopen sets such that f is constant on each set of P. (⇒) This implication is trivial by considering constant functions. (⇐) Let f, g ∈ C(X, G) = H . The partitions of X given by the continuity of f and g, as above, have a common refinement Q such that both f and g are constant on each member of Q; for Q ∈ Q, let x Q , y Q be such that (with an obvious abuse of notation) f Q = x Q and g Q = y Q . Set:
Clearly we have f ∧ g H f, g. Routine verification shows that f ∧ g is the glb of f and g for the order
for all x ∈ X; let R be a finite partition of X into clopens which refines Q and the partition given by the continuity of h.
for all x ∈ R and all R ∈ R, proving that h H f ∧ g, as required.
Now we turn to the reduced product operation. Routine verification shows that the class of special groups (resp., RSGs) is closed under reduced products; cf. [6] , Lemma 1.3. 
Proof. To ease notation we set
cf. [5] , Proposition 2.23, p. 43; the Claim below implies that the map f is regular. By Proposition 2.13 below it suffices to prove: Claim: For every g, g 0 , g 1 ∈ G such that
Proof of Claim. For j = 0, 1, let
The following Proposition gives a necessary and sufficient condition for a quotient of a lattice-ordered RSG to be lattice ordered. (1) G/∆ is lattice ordered and π is a lattice homomorphism. (1, g 2 ) . Then, g G g i , i = 1, 2, and hence g G g 1 ∧ g 2 . Using again that π is a SG-homomorphism,
This shows that π(g 1 ∧ g 2 ) is the glb of π(g 1 ) and π(g 2 ) for the representation partial order of G/∆, proving (1). (1, π(g 0 )) . By the definition of isometry, hence of representation, in a quotient G/∆ (cf. [5] , Definition 2.13, p. 39, and Proposition 2.28, p. 45), there are
Since π is a lattice homomorphism,
as required.
For our last result we need: 
Since any ultraproduct of lattice-ordered RSGs is lattice ordered (2.12, or 2.9, or Łoś theorem) the Proposition follows from Lemma 2.14.
Note. The first (and, as far as we know, the only previous) explicit study of order-theoretic properties of the representation relation was done in [18] 
Special groups of function fields
Although the main interest in this section is in the case of a formally real function field over a real closed field, it is convenient to consider at the same time a slightly more general situation so as to include, for example, function fields over Q. We fix the following notation: we suppose F is a formally real function field over a formally real field k where k is uniquely ordered. We represent F as the field of quotients of k[X]/p where p is a prime ideal of the polynomial ring
Since F is formally real, the prime p is real ( [3] , Lemma 4.1.6). We denote by R the real closure of k and by V the associated algebraic set in R n , i.e., the set of zeros of p in R n . V need not be irreducible in general, although V will be irreducible if k is real closed, the latter fact being a consequence of [3] , Theorem 4.1.4.
We make use of the following geometric criterion for representability by a Pfister form. This criterion can be viewed as a generalization of [3] , Theorem 6.1.9, which, in turn, is a generalization of Hilbert's 17th Problem. For f, g 1 , . . . , g s non-zero elements of k[X]/p, the following are equivalent:
Proof. (1) ⇔ (2) is a particular case of a general fact true for any reduced special group.
(3) ⇒ (2). Since every α ∈ Spec r k[X] corresponds uniquely to a ring homomorphism into a real closed field, using the uniqueness of the real closure of k, α extends uniquely to a β ∈ Spec r R [X] . Further, if α has support p and q denotes the support of β, then
The set of zeros of q in R n is an irreducible component W of V of maximal dimension. According to [3] , Proposition 7.6.2(i), β satisfies the first order formula defining a regular point of W so, if (3) holds then, by the Tarski Transfer Principle, 
. , g s are non-zero elements of k[X]/p. Then for f, g, h non-zero elements of k[X]/p, the following are equivalent: (1) f ∈ D(g, h) holds in G T (F). (2) For each regular point a of each irreducible component W of V of maximal dimension
, g 1 (a) > 0 ∧ · · · ∧ g s (a) > 0 ⇒ ( f (a)g(a) ≥ 0 or f (a)h(a) ≥ 0).
Proof. Use the fact (true for any Pfister quotient of any reduced special group) that
We show now that if k is dense in its real closure, then the reduced special group G red (F) is not lattice ordered except in the special case when the stability index is 1, i.e., when G red (F) is a Boolean algebra. Refer to [1] , Chapter 6 for the calculation of the stability index. If k is real closed, then the stability index of G red (F) is equal to d, the transcendence degree of F over k, [1] We actually prove more. For any reduced special group G, a sufficient condition for a ∧ b to exist is that the quadratic form 1, a, b, −ab is isotropic. In fact, if this is the case, then a ∧ b = c where c is the unique element satisfying 1, a, b, −ab ≡ 1, −1, c, c (i.e., a ∧ b coincides with the meet of a and b in the Boolean hull B G ). This is easily verified. For the reduced special group of a function field over a uniquely ordered field k, assuming k is dense in its real closure, this sufficient condition is also necessary: f ∧ g exists iff the quadratic form 1, f , g, − f g is isotropic. This is a consequence of the following: 1, f , g, − f g is anisotropic in G red (F) . Then for every p ∈ D (1, f ) ∩ D(1, g) there exists q ∈ D(1, f ) ∩ D(1, g) 
Lemma 3.3. Suppose k is dense in its real closure. Suppose f, g are non-zero elements of k[X]/p such that the quadratic form
). By Theorem 3.1 there exists some regular point a in some irreducible component W of V of maximal dimension such that f (a) < 0, g(a) < 0 and p(a) > 0. Use the density of k in R to pick b ∈ k n sufficiently close to a and > 0 in k so that the ball with center b and radius contains a and is contained in the set {c ∈ R n :
Theorem 3.4. Suppose F is a function field over a uniquely ordered field k which is dense in its real closure. For f , g ∈ G red (F), the following are equivalent:
Proof. As noted earlier, the implication (2) ⇒ (1) holds for an arbitrary reduced special group. The implication (1) ⇒ (2) follows from Lemma 3.3.
Using a standard characterization of the stability index, for a reduced special group G, 1, a, b, −ab is isotropic for every choice of a, b ∈ G iff G has stability index 1 ([5] , Proposition 7.17, p. 153). Consequently we have the following: Corollary 3.5. For a function field F over a uniquely ordered field k which is dense in its real closure the following are equivalent:
Notes 3.6. (1)
The simplest example of a function field F such that the lattice property fails is F = Q(X), the rational function field in one variable over the field Q. Another basic example is F = R(X 1 , X 2 ), the rational function field in two variables over a real closed field R. In both of these examples, the stability index is 2.
(2) For arbitrary F, the Isotropy Theorem ( [12] , Theorem 18.2) provides a local-global criterion for deciding when the quadratic form (1, f , g, − f g ) is isotropic. In cases where the valuations on F are well understood, e.g., in the case of F = Q(X), this is easy to apply. In this regard, the reader might also wish to refer to Theorem 4.1 below.
(3) Lemma 3.3 and Theorem 3.4 still hold with G red (F) replaced by G T (F), where T is an arbitrary finitely generated preordering of F. The proof is a simple modification of the proof above.
(4) Theorem 3.4 shows that for a function field F over a uniquely ordered field k which is dense in its real closure, the elementary formula ' f ∧ g exists' (a ∃ ∀-formula with a quantifier-free matrix involving negations) is equivalent to the pp-formula ' (1, f , g, − f g ) is isotropic'.
(5) At the same time, in the general theory of reduced special groups, the elementary formula 'a ∧ b exists' cannot be equivalent to a pp-formula.
A local-global principle for the field Q(X) Q(X) Q(X)
Our aim in this section is to show that the Open Problem 1 stated in the Introduction has a positive solution in the case where G = G red (Q(X)) is the reduced special group of the field Q(X). In fact, we prove a stronger result: to check the validity of a given pp-formula at G one needs only check its validity at a certain finite set of (real) valuations, depending on the formula. This result is achieved thanks to the simple, and well-understood nature of the real valuations and the orderings on Q(X). The notation set up in Section 1 will be of constant use.
Our result is: 
Remark that it suffices to prove the theorem for positive-primitive (pp-) formulas, that is, formulas of the form ∃v 1 , . . . , v n ψ(v 1 , . . . , v n ), where ψ(v) is a conjunction of atomic formulas. Indeed, any positive-existential formula (in any language) is logically equivalent to a disjunction of conjunctions of pp-formulas.
Secondly, any atomic L SG -formula on free variables v 1 , . . . , v n and parameters is equivalent, modulo (some of) the axioms for special groups, to an equality of type
where ε i , µ i ∈ {0, 1}, v 0 = 1, v 1 = v, and a, b are parameters (with notation as in Theorem 4.1, a, b are products of ±1 and some of the C i ). Since we only deal with reduced special groups, equalities can be subsumed under formulas of type (*), since
We begin by analyzing the atomic formulas of type (*).
Lemma 4.2. Let F, P ∈ Q[X] \ {0} be square-free polynomials. Let π ∈ Q[X] be a (monic) irreducible polynomial with at least one real root.
(A) The following are equivalent:
(B) The following are equivalent:
such that at least one of F or P is positive on the interval (a, +∞), and at least one of F or P is positive on (−∞, −a).
Proof. (A)
Since X π is the space of orderings of G π , (i) ⇔ (ii) is just Lemma 2.1.2 of [15] , p. 20. Item (iii) is just a restatement of (ii) using the fact that every ordering of Q(X) compatible with v π is either α + or α − for some real root α of π.
(B) The proof is similar and we omit it. 
(2) ⇒ (1). Corollary 3.2 implies that (1) is equivalent to:
(1 ) For all x ∈ R, F(x) ≥ 0 or P(x) ≥ 0. Let α 1 < · · · < α k be the real roots of all the polynomials in S; let α 0 = −∞, α k+1 = +∞. Since F(α i ) = 0 or P(α i ) = 0 for i = 1, . . . , k, in order to prove (1 ) we need only worry about the signs of F and P on the intervals
First fix i ∈ {1, . . . , k}, and let π ∈ S be the polynomial such that π(α i ) = 0. Assumption (2) and item (A.iii) in Lemma 4.2 imply that one of F or P is in α + i , i.e., positive on (α i , α i + ε) for some ε > 0. Since none of F or P change sign on (α i , α i+1 ), one of them is positive on this interval. The same reasoning applies in the case i = 0, by considering the order −∞ instead of α + i and using 4.2(B.iii), instead of (A.iii).
Proof of Theorem 4.1. The implication (1) ⇒ (2) is clear, since g π : G → G π is a SGhomomorphism (π ∈ S ∪ {∞}).
For the non-trivial implication (2) ⇒ (1), let (Y , H ) denote the subspace of (X, G) generated by the subspaces (X π , G π ), for π ∈ S ∪ {∞}. By duality ( [5] , Theorem 3.19, p. 57), H is a quotient of G; let f : G → H denote the quotient map. By the approximation theorem for independent valuations (see, e.g., [19] , Theorem A.5.12, pp. 234-235), (Y , H ) is the direct sum of the (X π , G π ); equivalently, H = π∈S∪{∞} G π . H |= ∃vψ(v, f (C 1 ), . . . , f (C k )) . Lifting witnesses to G via f , we get square-free polynomials
Assumption (2) gives
, where T i0 is the product of those π ∈ S which divide T i . Since the π ∈ S are assumed monic, T i1 has the same leading coefficient as T i . We modify each T i as T i = T i0 · T i1 , as follows. For = 0, . . . , m, let I = (α , α +1 ) , where α 0 = −∞, α m+1 = +∞, and α 1 < · · · < α m are the real roots of all the polynomials in S . For i = 1, . . . , n and = 
) (with obvious meaning at ±∞). Since no π ∈ S divides any of the T i1 , these polynomials do not vanish at any α , and For i = 1, . . . , n, set:
where τ i is the leading coefficient of T i and
Proof of Claim. By Lemma 4.3 it suffices to prove
for every monic irreducible factor π of the polynomials T i and C j , and for π = ∞, i.e., for every π ∈ S ∪ {∞} ∪ {X − r | = 0, . . . , m}. Case 1. π ∈ S ∪ {∞}. Straightforward computation (which we omit) shows that the condition (1) To prove (1) note that, by the choice of the exponents p i , the polynomial T i1 changes sign from α to α +1 if and only if T i1 does. Since
an easy (descending) induction proves (1) .
If π = ∞, the validity of ( †) follows from the fact, just proved, that T i1 and T i1 have the same sign at +∞ and −∞, and hence:
(2) The degrees of T i1 and T i1 are congruent modulo 2.
The T i1 do not change sign on (α , r ) and on (r , α +1 ), and the T i0 and the C j do not change sign on (α , α +1 ). It follows that for any atomic conjunct 1 Proof. With notation as in 1.4(b), Theorem 4.1 asserts that the embedding
A field-theoretic local-global principle
The main result to be proved in this section is The proof of this result requires some preliminaries with which we now deal. We begin with:
Parameter rank and residue formulas
(1) Let G be a special group. We call rank of a finite set C ⊆ G, denoted by rk(C), the F 2 -dimension of the subgroup of G generated by C ∪ {−1}. The parameter rank of a L SG -formula ϕ with parameters in G, denoted by rk( ϕ ), is the rank of its set of parameters. (2) Next we define the residue formulas of a pp-formula with parameters in G, where
is an extension of the SG H .
Note first that, trivially, any embedding ι : ∆ −→ Γ of groups of exponent 2 has a section, i.e., a retract p : Let n be the number of quantified variables in a pp-sentence ϕ with parameters in G.
n there will be a residue sentence ϕ δ with parameters in H . Roughly speaking, ϕ δ is obtained as follows. Firstly, make the change of variables v i = δ i u i in each atomic conjunct of ϕ . Secondly, "project" the formula thus obtained onto H ; that is, "translate" it into a formula over H according to the recipe defining representation in 
Remark. The notion of residue pp-formula is somewhat different from the notion of residue form commonly used in quadratic form theory; cf. [12] , p. 33ff. In practice, in cases where the answer to Open Problem 2 is known to be 'yes' one would hope to be able to prove (say by induction on the parameter rank of ϕ , or by induction on the stability index of (X, G)) that the answer to Open Problem 1 is positive for each of the residue pp-formulas. This is the case, for example, if (X, G) has stability index 2: 
