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A NOTE ON MULTIPLE SUMMING OPERATORS AND APPLICATIONS
N. ALBUQUERQUE, G. ARAU´JO, D. PELLEGRINO, AND P. RUEDA
Abstract. We prove a new result on multiple summing operators and among other results applications,
we provide a new extension of Littlewood’s 4/3 inequality to m-linear forms.
1. Introduction
Let K be the real scalar field R or the complex scalar field C. As usual, for a positive integer N we
define ℓN∞ = {(xn)∞n=1 ⊂ K bounded }, c0 = {(xn)∞n=1 ⊂ K : limxn = 0} and ej represents the canonical
vector of c0 with 1 in the j-th coordinate and 0 elsewhere. Littlewood’s 4/3 inequality [16], proved in
1930, asserts that 
 ∞∑
i,j=1
|U(ei, ej)|
4
3


3
4
≤
√
2 ‖U‖
for every continuous bilinear form U : c0 × c0 → K or, equivalently,
 N∑
i,j=1
|U(ei, ej)|
4
3


3
4
≤
√
2 ‖U‖
for every positive integer N and all bilinear forms U : ℓN∞ × ℓN∞ → K.
It is well known that the exponent 4/3 is optimal and it was recently shown in [13] that the constant√
2 is also optimal for real scalars. For complex scalars, the constant
√
2 can be improved to 2/
√
π,
although it seems to be not known if this value is optimal. The natural step further is to investigate sums
 N∑
i1,...,im=1
∣∣U(ei1 , . . . , eim)∣∣r


1
r
for m-linear forms U : ℓN∞ × · · · × ℓN∞ → K. The exponent 4/3 need to be increased to have a similar
inequality for multilinear forms; this is what the H.F. Bohnenblust and E. Hille discovered in 1931 ([8],
and also [10]). More precisely, the Bohnenblust–Hille inequality asserts that for every positive integer m
there is a constant Cm ≥ 1 so that
(1.1)

 N∑
i1,...,im=1
∣∣U(ei1 , . . . , eim)∣∣ 2mm+1


m+1
2m
≤ Cm ‖U‖
for all positive integers N and all m-linear forms U : ℓN∞ × · · · × ℓN∞ → K; moreover, the exponent
2m/ (m+ 1) is sharp. Another natural question is:
Is it possible to obtain multilinear versions of Littlewood’s 4/3 inequality keeping the exponent 4/3?
This problem was treated at least in two recent papers (we state the results for complex scalars but
the case of real scalars is similar, with slightly different constants):
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• ([1]) For all positive integers N and all m-linear forms U : ℓN∞ × · · · × ℓN∞ → C we have
 N∑
i,j=1
|U(ei, ..., ei, ej , ..., ej)|
4
3


3
4
≤ 2√
π
‖U‖ .
• ([3]) For all positive integers N and all m-linear forms U : ℓN∞ × · · · × ℓN∞ → C we have
 N∑
i1,...,im=1
∣∣U(ei1 , . . . , eim)∣∣ 43


3
4
≤

 m∏
j=2
Γ
(
2− 1
j
) j
2−2j

N m−24 ‖U‖
and the exponent m−24 is optimal.
In this paper we investigate this problem from a different point of view. More precisely, as a conse-
quence of our main result we show that for all positive integers m ≥ 3 and bijections σ1, . . . , σm−2 from
N× N to N we have 
 ∞∑
i,j=1
∣∣U (ei, ej , eσ1(i,j), . . . , eσm−2(i,j))∣∣ 43


3
4
≤
√
2‖U‖
for every continuous m-linear form U : c0 × · · · × c0 → K.
We prefer to begin with the theory of multiple summing operators and state our main result in this
context; then the above result (among others) will be just simple consequences of the main result.
2. Multiple summing operators
Let E,E1, ..., Em and F denote Banach spaces over K and let BE∗ denote the closed unit ball of the
topological dual of E. If 1 ≤ q ≤ ∞, by q∗ we represent the conjugate of q. For p ≥ 1, by ℓp(E) we mean
the space of absolutely p–summable sequences in E; also ℓwp (E) denotes the linear space of the sequences
(xj)
∞
j=1 in E such that (ϕ (xj))
∞
j=1 ∈ ℓp for every continuous linear functional ϕ : E → K. The function∥∥∥(xj)∞j=1∥∥∥
w,p
= sup
ϕ∈BE∗
∥∥∥(ϕ (xj))∞j=1∥∥∥
p
defines a norm on ℓwp (E). The space of all continuous m-linear operators T : E1 × · · · × Em → F , with
the sup norm, is denoted by L (E1, ..., Em;F ).
The notion of multiple summing operators, introduced independently by Matos and Pe´rez-Garc´ıa
([17, 19]), is a natural extension of the classical notion of absolutely summing linear operators (see [14]).
But multiple summing operators is certainly one of the most fruitful approaches (see [22, 23, 24] for recent
papers). For different approaches we mention, for instance [9, 11, 18, 20, 21].
Definition 1. Let 1 ≤ q1, ..., qm ≤ p < ∞. A multilinear operator T ∈ L (E1, ..., Em;F ) is multiple
(p; q1, ..., qm)–summing if there exists a C > 0 such that
 ∞∑
j1,...,jm=1
∥∥∥T (x(1)j1 , ..., x(m)jm )
∥∥∥p


1
p
≤ C
m∏
k=1
∥∥∥∥(x(k)jk )∞jk=1
∥∥∥∥
w,qk
for all
(
x
(k)
j
)∞
j=1
∈ ℓwqk (Ek), k ∈ {1, ...,m}. We represent the class of all multiple (p; q1, ..., qm)–summing
operators from E1, ...., Em to F by Πmult(p;q1,...,qm) (E1, ..., Em;F ) and πmult(p;q1,...,qm) (T ) denotes the
infimum over all C as above.
The main result of this section is the following theorem. Its proof is inspired in arguments from [5, 9].
Theorem 1. Let n > m ≥ 1 be positive integers and E1, ..., En, F Banach spaces. If
(2.1) Πmult(p;q1,...,qm) (E1, ..., Em;F ) = L (E1, ..., Em;F ) ,
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then there is a constant C > 0 (not depending on n) such that

 ∞∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , ..., x(n)i1···im)
∥∥∥p


1
p
≤ C‖U‖∏mk=1 ∥∥∥(x(k)i )∞
i=1
∥∥∥
w,qk
∏n
k=m+1
∥∥∥∥(x(k)i1···im)∞i1,...,im=1
∥∥∥∥
w,1
,
for all n-linear forms U : E1 × · · · × En → F .
Proof. The case m = 1 is known (see [9, Corollary 3.3]). For m ≥ 2 let us proceed by induction on n.
First we will show that the result holds for n = m+ 1. Let N be a positive integer and x
(m+1)
i1···im
∈ Em+1.
By the Hahn–Banach theorem we can choose norm one functionals ϕi1···im such that
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im )
∥∥∥ = ϕi1···im (U(x(1)i1 , ..., x(m)im , x(m+1)i1···im ))
for all i1, ..., im = 1, . . . , N .
A duality argument gives us non-negative real numbers αi1···im such that
N∑
i1,...,im=1
αp
∗
i1···im
= 1,
where p∗ is the conjugate number of p, i.e., 1p +
1
p∗ = 1, and

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im )
∥∥∥p


1
p
=
N∑
i1,...,im=1
αi1···im
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im )
∥∥∥
=
N∑
i1,...,im=1
αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
i1···im
)
)
.
Let rj1···jm be the Rademacher functions indexed on N×· · ·×N (the order is not important). We have
∫ 1
0
N∑
i1,...,im=1
ri1···im(t)αi1···imϕi1···im

U(x(1)i1 , ..., x(m)im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)

 dt
=
N∑
i1,...,im=1
N∑
j1,...,jm=1
αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
j1···jm
)
)∫ 1
0
ri1···im(t)rj1···jm(t) dt
=
N∑
i1,...,im=1
αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
i1···im
)
)
=

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im )
∥∥∥p


1
p
.
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Hence

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im )
∥∥∥p


1
p
≤
∫ 1
0
∣∣∣∣∣∣
N∑
i1,...,im=1
ri1···im(t)αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)
)∣∣∣∣∣∣ dt
≤ sup
t∈[0,1]
∣∣∣∣∣∣
N∑
i1,...,im=1
ri1···im(t)αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)
)∣∣∣∣∣∣
≤ sup
t∈[0,1]
N∑
i1,...,im=1
αi1···im
∥∥∥U(x(1)i1 , ..., x(m)im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)∥∥∥
≤

 N∑
i1,...,im=1
αp
∗
i1···im


1
p∗
· sup
t∈[0,1]

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)
∥∥∥p


1
p
≤ sup
t∈[0,1]
π(p;q1,...,qm)
(
U(·, ..., ·,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)
) m∏
k=1
∥∥∥∥(x(k)i )Ni=1
∥∥∥∥
w,qk
where in the last inequality we have used (2.1). From (2.1) it follows from the Open Mapping Theorem
that there is a constant C > 0 such that π(p;q1,...,qm)( · ) ≤ C‖ · ‖. Then

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im )
∥∥∥p


1
p
≤ sup
t∈[0,1]
C
∥∥∥∥∥∥U(·, ..., ·,
N∑
j1,...,jm=1
rj1···jm(t)x
(m+1)
j1···jm
)
∥∥∥∥∥∥
m∏
k=1
∥∥∥∥(x(k)i )Ni=1
∥∥∥∥
w,qk
≤ C‖U‖ sup
t∈[0,1]
∥∥∥∥∥∥
N∑
i1,...,im=1
ri1···im(t)x
(m+1)
i1···im
∥∥∥∥∥∥
m∏
k=1
∥∥∥∥(x(k)i )Ni=1
∥∥∥∥
w,qk
≤ C‖U‖
(
m∏
k=1
∥∥∥∥(x(k)i )Ni=1
∥∥∥∥
w,qk
)∥∥∥∥(x(m+1)i1···im)Ni1,...,im=1
∥∥∥∥
w,1
.
The proof is completed by an induction argument, as follows. Suppose that the result is valid for a
positive integer n ≥ m + 1. Let N be a positive integer and En+1 a Banach space. Let x(n+1)i1···im ∈ En+1
and norm one functionals ϕi1···im such that
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n+1)i1···im)
∥∥∥
= ϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
i1···im
, . . . , x
(n+1)
i1···im
)
)
,
for all i1, ..., im = 1, . . . , N . A duality argument gives us non-negative real numbers αi1···im such that
N∑
i1,...,im=1
αp
∗
i1···im
= 1
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and

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n+1)i1···im)
∥∥∥p


1
p
=
N∑
i1,...,im=1
αi1···im
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n+1)i1···im)
∥∥∥
=
N∑
i1,...,im=1
αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
i1···im
, . . . , x
(n+1)
i1···im
)
)
.
We also have
∫ 1
0
N∑
i1,...,im=1
ri1···im(t)αi1···im
× ϕi1···im

U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n)i1···im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(n+1)
j1···jm
)

 dt
=
N∑
i1,...,im=1
N∑
j1,...,jm=1
αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
i1···im
, . . . , x
(n)
i1···im
, x
(n+1)
j1···jm
)
)
×
∫ 1
0
ri1···im(t)rj1···jm(t) dt
=
N∑
i1,...,im=1
αi1···imϕi1···im
(
U(x
(1)
i1
, ..., x
(m)
im
, x
(m+1)
i1···im
, . . . , x
(n+1)
i1···im
)
)
=

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n+1)i1···im)
∥∥∥p


1
p
.
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Hence using the induction hypothesis
 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n+1)i1···im)
∥∥∥p


1
p
≤
∫ 1
0
∣∣∣∣∣∣
N∑
i1,...,im=1
ri1···im(t)αi1···im
×ϕi1···im

U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n)i1···im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(n+1)
j1···jm
)


∣∣∣∣∣∣ dt
≤ sup
t∈[0,1]
N∑
i1,...,im=1
αi1···im
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n)i1···im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(n+1)
j1···jm
)
∥∥∥
≤

 N∑
i1,...,im=1
αp
∗
i1···im


1
p∗
· sup
t∈[0,1]

 N∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , . . . , x(n)i1···im ,
N∑
j1,...,jm=1
rj1···jm(t)x
(n+1)
j1···jm
)
∥∥∥p


1
p
≤ sup
t∈[0,1]
C
∥∥∥U(·, ..., ·, N∑
j1,...,jm=1
rj1···jm(t)x
(n+1)
j1···jm
)∥∥∥
×
(
m∏
k=1
∥∥∥(x(k)i )N
i=1
∥∥∥
w,qk
)(
n∏
k=m+1
∥∥∥(x(k)i1···im)Ni1,...,im=1
∥∥∥
w,1
)
≤ C ‖U‖
(
m∏
k=1
∥∥∥∥(x(k)i )Ni=1
∥∥∥∥
w,qk
)(
n+1∏
k=m+1
∥∥∥∥(x(k)i1···im)Ni1,...,im=1
∥∥∥∥
w,1
)
.
Now we just make N →∞. 
Example 1. If F is a Banach space with cotype 2 it is well known that Πmult(2;2,...,2) (
mc0;F ) =
L (mc0;F ) . From the above theorem we conclude that
 ∞∑
i1,...,im=1
∥∥∥U(x(1)i1 , ..., x(m)im , x(m+1)i1···im , ..., x(n)i1···im)
∥∥∥2


1
2
≤ C‖U‖∏mk=1 ∥∥∥(x(k)i )∞
i=1
∥∥∥
w,2
∏n
k=m+1
∥∥∥∥(x(k)i1···im)∞i1,...,im=1
∥∥∥∥
w,1
,
regardless of the Banach space E and regardless of the n-linear operator U : c0×m times· · · ×c0×E×· · ·×E →
F .
Remark 1. The constant C that appears in the above theorem can be chosen as the constant from the
Open Mapping Theorem used in the coincidence (2.1).
Remark 2. The case F = K and m = 1 with q = p = 1 recovers the Defant-Voigt Theorem (see [2]).
Remark 3. Theorem 1 is in some sense optimal. In fact it was recently proved in [4] that the Defant-
Voigt Theorem is optimal in the following sense: every continuous m-linear form is absolutely (1; 1, ..., 1)-
summing and this result can not be improved to (p; 1, ..., 1)-summing with p < 1.
3. Some applications
In this section we show how the result proved in the previous section is connected to the problem
stated in the introduction of this note.
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3.1. Variations of Littlewood’s 4/3 theorem and Bohnenblust–Hille inequality. We begin by
proving the result stated in the Introduction:
Theorem 2. Let m ≥ 3 be an integer and σ1, . . . , σm−2 be bijections from N× N to N. Then
(3.1)

 ∞∑
i,j=1
∣∣U (ei, ej , eσ1(i,j), . . . , eσn−2(i,j))∣∣ 43


3
4
≤
√
2‖U‖
for all continuous m-linear forms U : c0 × · · · × c0 → K.
Proof. From Littlewood’s 4/3 theorem we know that Πmult(4/3;1,1)
(
2c0;K
)
= L (2c0;K) and the constant
involved is
√
2 (or 2/
√
π for complex scalars). By choosing x
(k)
ij = eσk(i,j), since
∥∥∥(eσk(i,j))∞ij=1
∥∥∥
w,1
= 1
the proof is done. 
The same argument of the previous theorem can be used to prove the following more general result:
Theorem 3. Let n > m ≥ 1 be positive integers and σk : Nm → N be bijections for all k = 1, ..., n−m.
Then there is a constant LKm ≥ 1 such that
 ∞∑
i1,...,im=1
∣∣U(ei1 , ..., eim , eσ1(i1,...,im), . . . , eσn−m(i1,...,im))∣∣ 2mm+1


m+1
2m
≤ LKm ‖U‖
for every bounded n-linear form U : c0 × · · · × c0 → K.
Remark 4. As a matter of fact, the constants LKm can be estimated. From the proof of Theorem 1 it is
simple to see that LKm can be chosen as the best known constants of the Bohnenblust–Hille inequality. So,
using the estimates of [6], we know that
(3.2)
LCm ≤
m∏
j=2
Γ
(
2− 1
j
) j
2−2j
,
LRm ≤ 2
446381
55440 −
k
2
k∏
j=14

Γ
(
3
2 − 1j
)
√
π


j
2−2j
, for m ≥ 14,
LRm ≤
(√
2
)∑k−1
j=1
1
j
, for 2 ≤ m ≤ 13.
The above estimates can be rewritten as (see [6])
LCm < m
0.21139,
LRm < 1.3×m0.36482,
The extension of the Bohnenblust–Hille inequality to ℓp spaces in the place of ℓ∞ spaces is divided in two
cases: m < p ≤ 2m and p ≥ 2m. The case p ≥ 2m, sometimes called Hardy–Littlewood/Praciano-Pereira
inequality (see [15, 25]) states that there exists a (optimal) constant CKm,p ≥ 1 such that, for all positive
integers N and all m-linear forms T : ℓNp × · · · × ℓNp → K,
(3.3)

 N∑
i1,...,im=1
|T (ei1 , . . . , eim)|
2mp
mp+p−2m


mp+p−2m
2mp
≤ CKm,p ‖T ‖ .
4. Final remark
When m < p ≤ 2m the Hardy–Littlewood inequality is also known as Hardy–Littlewood/Dimant-
Sevilla–Peris inequality ([12, 15]). It reads as follows:
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Theorem 4 (Hardy–Littlewood/Dimant–Sevilla-Peris). For m < p ≤ 2m, there is a constant CK,m,p ≥ 1
such that 
 N∑
i1,...,im=1
|T (ei1 , . . . , eim)|
p
p−m


p−m
p
≤ CK,m,p ‖T ‖
for all positive integers N and all m-linear form T : ℓNp × · · · × ℓNp → K. Moreover the exponent pp−m is
optimal.
In this case we can prove the following (optimal) result, which does not depend on the results developed
in the previous sections:
Proposition 1. Let m > n ≥ 1 be positive integers, let m < p ≤ 2m and σk : Nn → N be bijections for
all k = 1, ...., n. Then there is a constant CK,m,n,p ≥ 1 such that
 N∑
i1,...,in=1
∣∣U(ei1 , ..., ein , eσ1(i1,...,in), . . . , eσm−n(i1,...,in))∣∣ pp−m


p−m
p
≤ CK,m,n,p ‖U‖
for all positive integers N ≥ 1 and all continuous m-linear form U : ℓNp × · · · × ℓNp → K. Moreover, the
exponent p/(p−m) is optimal.
Proof. For the sake of simplicity we suppose n = 2. The general case is similar. Note that, using Theorem
4 we have 
 N∑
i,j=1
∣∣U(ei, ej , eσ1(i,j), . . . , eσm−2(i,j))∣∣ pp−m


p−m
p
≤

 ∞∑
i1,...,im=1
|U(ei1 , . . . , eim)|
p
p−m


p−m
p
≤ CK,m,p ‖U‖ .
The optimality of the exponent pp−m is proved next using the same argument of the proof of the theorem
of Hardy–Littlewood/Dimant-Sevilla-Peris (see [12, 15]). Consider the m-linear form
U : ℓp × · · · × ℓp → K
given by
U(x(1), ..., x(m)) =
N∑
i=1
x
(1)
i x
(2)
i x
(3)
σ1(i,i)
· · ·x(m)σm−2(i,i).
From Ho¨lder’s inequality we have
‖U‖ ≤ N p−mp .
If the theorem is valid for a power s, then(
N∑
i=1
∣∣U (ei, ei, eσ1(i,i), . . . , eσm−2(i,i))∣∣s
) 1
s
=

 N∑
i,j=1
∣∣U (ei, ej , eσ1(i,j), . . . , eσm−2(i,j))∣∣s


1
s
≤ CK,m,p ‖U‖ ≤ CK,m,pN
p−m
p
and thus
N
1
s ≤ CK,m,pN
p−m
p
and hence
s ≥ p
p−m.

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It is important to recall that a somewhat similar inequality due to Zalduendo asserts that(
n∑
i=1
|T (ei, . . . , ei)|
p
p−m
) p−m
p
≤ ‖T ‖
for all positive integers n and all m-linear forms T : ℓnp × · · · × ℓnp → K and the exponent pp−m is optimal.
Note that Zalduendo’s result and Proposition 1 are slightly different.
5. Appendix: a variation of the Kahane–Salem–Zygmund and applications
In this section we follow a method of [7] to prove this. Let us denote by ψ2(x) := exp(x
2)−1 for x ≥ 0.
Let (Ω,A,P) be a probability measure space and let us consider the Orlicz space Lψ2 = Lψ2(Ω,A,P)
associated to ψ2 formed by all real-valued random variables X on (Ω,A,P) such that E (ψ2 (|X |/c)) <∞
for some c > 0. The associated Orlicz norm ‖ · ‖ψ2 is given by
‖X‖ψ2 := inf{c > 0 ; E (ψ2 (|X |/c)) ≤ 1},
and (Lψ2 , ‖ · ‖ψ2) is a Banach space. We shall use the following lemma, which was suggested to us by F.
Bayart.
Lemma 1. Let M be a metric space and let (X(ω, x)) a family of random variables defined on (Ω,A,P)
and indexed by M . Assume that there exists A > 0 and a finite set F ⊂M such that
i. For any x ∈M , ‖X(·, x)‖ψ2 ≤ A;
ii. For any x ∈M , there exists y ∈ F such that
sup
ω∈Ω
|X(ω, x)−X(ω, y)| ≤ 1
2
sup
z∈M
|X(ω, z)|.
Then for any R > 0 with card(F )ψ2(R/A) < 1, there exists ω ∈ Ω satisfying
sup
x∈M
|X(ω, x)| ≤ 2R.
Proof. This is exactly what is done in [7], Step 2 and Step 3 of the proof of Theorem 3.1, in an abstract
context. For the sake of completeness, we give the details. Given x ∈M , condition (ii) provides us y ∈ F
such that
sup
ω∈Ω
|X(ω, x)−X(ω, y)| ≤ 1
2
sup
z∈M
|X(ω, z)|.
From
|X(ω, x)| ≤ |X(ω, x)−X(ω, y)|+ |X(ω, y)| ≤ 1
2
sup
z∈M
|X(ω, z)|+ sup
w∈F
|X(ω,w)|
we get that, for any ω ∈ Ω,
(5.1) sup
x∈M
|X(ω, x)| ≤ 2 sup
w∈F
|X(ω,w)|.
Let us fix R > 0. As in the Step (3) of [7, Theorem 3.1] we have
P ({ω ∈ Ω ; |X(ω, x)| > R}) = P
({
ω ∈ Ω ; ψ2
( |X(ω, x)|
A
)
> ψ2
(
R
A
)})
The Markov inequality leads us to
P ({ω ∈ Ω ; |X(ω, x)| > R}) ≤ E (ψ2 (|X(ω, x)|/A))
ψ2(R/A)
.
Condition (i) provides ‖X(·, x)‖ψ2 ≤ A, thus the definition of ‖·‖ψ2 assures that E (ψ2 (|X(ω, x)|/A)) ≤ 1.
Consequently, we get that for any ω ∈ Ω,
P ({ω ∈ Ω ; |X(ω, x)| > R}) ≤ 1
ψ2(R/A)
.
Since F ⊂M is finite,
P
({
ω ∈ Ω ; sup
w∈F
|X(ω,w)| > R
})
≤ cardF
ψ2(R/A)
.
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Combining this with (5.1) we get
P
({
ω ∈ Ω ; sup
x∈M
|X(ω, x)| > 2R
})
≤ cardF
ψ2(R/A)
.
Thus, if we take R > 0 such that
card(F )
ψ2(R/A)
< 1, then
P
({
ω ∈ Ω ; sup
x∈M
|X(ω, x)| ≤ 2R
})
> 0.
Therefore, there exists ω ∈ Ω satisfying
sup
x∈M
|X(ω, x)| ≤ 2R.

The previous approach can be applied in the following situation: let N ≥ 1 and let (εi)i∈{1,...,N}k be
a sequence of independent Bernoulli variables defined on the same probability space (Ω,A,P). Let M be
the unit ball of (ℓN∞)
n (endowed with the sup norm). For x = (x(1), . . . , x(n)) in M we define for positive
integers n1 + · · ·+ nk = n and jl = n1 + · · ·+ nl, l = 1, . . . , k
X(ω, x) =
∑
i∈{1,...,N}k
εi(ω)x
(1)
i1
· · ·x(j1)i1 x
(j1+1)
i2
· · ·x(j2)i2 · · ·x
(jk−1+1)
ik
· · ·x(jk)ik
For a fixed value of x, the L2-norm of this random process can be majorized, using the Khinchin inequality:
‖X(·, x)‖2 =

∫
Ω
|X(w, x)|2 dP


1/2
=

∫
Ω
∣∣∣∣∣∣
∑
i∈{1,...,N}k
εi(ω)x
(1)
i1
· · ·x(j1)i1 x
(j1+1)
i2
· · ·x(j2)i2 · · ·x
(jk−1+1)
ik
· · ·x(jk)ik
∣∣∣∣∣∣
2
dP


1/2
≤

 ∑
i∈{1,...,N}k
∣∣∣x(1)i1 · · ·x(j1)i1 x(j1+1)i2 · · ·x(j2)i2 · · ·x(jk−1+1)ik · · ·x(jk)ik
∣∣∣2


1/2
≤ ‖
(
x
(j1)
i1
)N
i1=1
‖2 · · · ‖
(
x
(jk)
ik
)N
ik=1
‖2
≤ Nk/2.
Since the ψ2-norm of a Rademacher process is dominated by its L
2-norm, we get
‖X(·, x)‖ψ2 ≤ CNk/2 := A
for some absolute constant C > 0.
Now, let δ > 0. For a fixed value of ω, for any x, y in M with ‖x− y‖ < δ, the multilinearity of X(ω, ·)
ensures that
|X(ω, x)−X(ω, y)| ≤ nδ sup
z∈M
|X(ω, z)|.
We set again δ = 12n and so
|X(ω, x)−X(ω, y)| ≤ 1
2
sup
z∈M
|X(ω, z)|.
Repeating the previous argument and we observe that there exists a δ-net F ofM with cardinal less than(
1 + 2δ
)2nN
= (1+ 4n)2nN (the product nN is the dimension of (ℓN∞)
n). Setting R = λN (k+1)/2 for some
large λ (not depending on N but eventually depending on n), we obtain
card(F )
ψ2(R/A)
=
(1 + 4n)2nN
e
(
λN(k+1)/2
CNk/2
)2
− 1
=
(1 + 4n)2nN
e
(
λ2N
C2
)
− 1
< 1
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and from the lemma there exists ω0 ∈ Ω such that, for any x ∈M ,
|X(ω0, x)| ≤ 2R = 2λN
k+1
2 ,
i.e.,
‖X(ω0, ·)‖ ≤ 2λN
k+1
2 .
Now consider an n-linear operator U : c0 × · · · × c0 → K and if
 N∑
i1,...,im=1
∣∣U (en1i1 , . . . , enkik )∣∣r


1
r
≤ C ‖U‖
for all U and all positive integers N , where
(
en1i1 , . . . , e
nk
ik
)
means (ei1 ,
n1 times. . . , ei1 , . . . , eik ,
nk times. . . , eik), we
have
N
k
r =

 ∑
i∈{1,...,N}k
∣∣∣εi(ω)x(1)i1 · · ·x(j1)i1 x(j1+1)i2 · · ·x(j2)i2 · · ·x(jk−1+1)ik · · ·x(jk)ik
∣∣∣r


1
r
≤ C ‖X(ω0, x)‖
≤ 2CλN k+12 .
Making N → ∞ we conclude that r ≥ 2k/(k + 1). This result provides the optimality, for instance, of
[1, Corollary 2.5]. We also recall that the case k = n recovers the classical Kahane–Salem–Zygmund–
Inequality.
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