Abstract. In this paper we investigate the geometry of undirected graphical models of trees when all the variables in the system are binary and some of them are hidden. We obtain a full description of those models which is given by polynomial equations and inequalities and give exact formulas for their parameters in terms of the marginal probability over the observed variables. We also show how correlations link to tree metrics considered in phylogenetics. Finally, a new system of coordinates is given that is intrinsically related to the phylogenetic tree models and which allows us to classify phylogenetic invariants.
Introduction
Graphical models became a very popular tool in the statistical analysis of multivariate problems (see e.g. [24] ). In the case when all the variables in the system are manifest they are characterized by a great flexibility and modularity. In particular it is possible to estimate all the conditional probabilities that parametrize such models. If we include hidden variables the marginalization usually makes the model highly complicated ( [19] , [34] ). For the discrete data it can be shown that in the observable case the model is described by polynomial equations in the ambient model space. However, the models with hidden data usually impute additional inequality constraints. The main problem with the geometric analysis of these models is that the exact semi-algebraic structure is generally hard to obtain even for very simple examples (see [14, Section 4.3] , [18, Section 7] ).
Our original motivation was to study phylogenetic tree models for a binary data. Phylogenetic analysis is based on Bayesian networks on rooted trees which have the property that all the inner nodes in the tree are hidden. Since the maximum likelihood methods are usually difficult one uses alternatively other methods like for example the method of phylogenetic invariants introduced by Lake [23] , and Cavender and Felsenstein [7] (see also [1] ). The idea behind that is that when a given phylogenetic model holds expected frequencies of the observable variables must satisfy certain algebraic relations. These relations are given as zeros of a set of polynomial equations. Since the problem is algebraic in nature it has been recently studied by algebraic geometers [2] [16] [38] . The substantial progress in the understanding of these invariants may result in their greater applicability in the statistical analysis [6] .
However there are still two main technical problems related to phylogenetic invariants. First, in general it is hard to obtain them. Second, the phylogenetic invariants do not give a full geometric description of the model. There are some nontrivial polynomial inequalities which have to be satisfied.
Example 1 (A simple binary naive Bayes model). Let T be a tripod tree, i.e. a tree with one inner node representing a hidden variable H and three leaves representing observable variables X 1 , X 2 , X 3 . The model is of codimension zero in the ambient probability space. Consequently there are no equations defining the model. However not all the probability distributions lie in the model. Settimi and Smith [33] showed that they must satisfy Cov(X 1 , X 2 )Cov(X 1 , X 3 )Cov(X 2 , X 3 ) > 0. Hence doing inference based only on the phylogenetic invariants introduces a systematic error.
The example motivates investigating the semi-algebraic geometry of the models. So far inequality constraints for tree models with hidden variables have been largely neglected. A solution in the case of a naive Bayes model was given by Auvray et al. [3] . Matsen [27] gave a set of inequalities for group-based phylogenetic models using the Fourier transformation of the raw probabilities. Here we address this issue for the general case using ideas based on Settimi and Smith [34] that those constraints can be much easier expressed by relations among the central moments like in the example above. We develop a new parametrization based on higher order correlations. When expressed in this new parametrization, the underlying geometry of the models under consideration becomes transparent. The inequalities defining the model are just simple restrictions of the second-order correlations between observable variables. We also obtain the exact formulas for the parameters of the models in terms of the marginal distribution of the observed variables extending results proved in [9] [34] .
The paper is organized as follows. In Section 2 we provide elementary definitions and introduce some notation. In Section 3 we briefly introduce independence models on trees. In Section 4 we introduce a convenient coordinate system which allows us to prove our main structural theorem about the geometry of tree models. In Theorem 3 we will give a full set of inequalities which have to be added to supplement phylogenetic invariants. All the inequalities have a specific interpretation in terms of graph theory and tree metrics, which will be shown in Section 6. In Section 7 we construct a further, more intrinsic coordinate system for the class of binary tree models. In the new coordinate system, the parametrization of the model becomes monomial and the equations binomial. The exact form of the defining equations will be given in Section 8. As a result we can speculate about performance of specific phylogenetic invariants, which is an important practical issue in phylogenetic analysis. In Section 9 we provide two simple examples: the tripod tree model and the hidden Markov model.
Basic conventions and definitions
2.1. Notation. We write [n] for the set {1, 2, . . . , n}. Let X = (X 1 , . . . , X n ) be a vector of binary random variables, then for any A ⊂ [n] X A = (X a ) a∈A is a subvector of X. For two subsets A, B ⊂ [n] we will write AB instead of A ∪ B. For a singleton {a} we write just a.
In this paper we consider models with some of the random variables hidden. The letter Y refers to all the random variables in the system, while if we want to differentiate between manifest and hidden variables we will use respectively letters X and H. For a non-degenerate random variable X by U X we denote its normalized version, i.e. U X = (X − EX)/ Var(X). If not otherwise stated we always assume the random variables are binary.
For three random vectors X A , X B , X C we write X A ⊥ ⊥ X B |X C if X A is independent of X B given X C with respect to some probability distribution. Sometimes we simply write A ⊥ ⊥ B|C.
2.2.
Polynomial rings. This paper sometimes uses algebraic terminology to describe the phylogenetic tree models in terms of polynomials with real coefficients. The ring of all polynomials with real coefficients is denoted by R[x 1 , . . . , x n ]. If a polynomial is of the form a x
and a ∈ R we call it a monomial. If it is of a form a x α − b x β we call it a binomial. A subset I ⊂ R[x 1 , . . . , x n ] which is closed under addition and under multiplication by an element of the ring is called an ideal. We will be interested in zero loci of polynomials. Note that if f, g ∈ R[x 1 , . . . , x n ] such that f = 0 and g = 0 on V ⊂ R n then f + g = 0 on V and for any h ∈ R[x 1 , . . . , x n ] we have that h f = 0 on V . Consequently the set of all polynomials vanishing on V form an ideal which is denoted by I(V ).
We are particularly interested in subsets which can be parametrized by polynomials by which we mean that V is such that there exists a polynomial map
. The ideal I(V ) usually defines a subset of R n larger than V itself because when a polynomial vanishes on V this sometimes implies that it also vanishes on a larger subspace. For example a polynomial in R[x] vanishing on [0, ∞) must be the zero polynomial, i.e. it must vanish on the whole real line. The zero set of I(V ) is called a Zariski closure of V . See [10] , [36] for more details.
Graphs and trees.
A graph G is an ordered pair (V, E) consisting of a nonempty set V of vertices and a set E of edges each of which is an element of V × V . An edge (u, v) ∈ E is undirected if (v, u) ∈ E as well. Otherwise it is directed. Graphs with only (un)directed edges are called (un)directed. If e = (u, v) is an edge of a graph G, then u and v are called adjacent or neighbours and e is said to be incident with u and v. Let v ∈ V , the degree of v is denoted by deg(v), and is the number of edges incident with v. The graph obtained from G by identifying the ends of e and then deleting e, denoted G/e, is said to be obtained from G by contracting e. If v is a vertex of G, then G \ v denotes the graph obtained from G by removing v and all edges incident with v.
A clique is a graph in which each pair of distinct vertices is joined by an edge. A path in a graph G is a sequence of distinct vertices v 1 , v 2 , . . . , v k such that, for all i = 1, . . . , k, v i and v i+1 are adjacent. If, in addition, v 1 and v k are adjacent then the path is called a cycle. A graph is connected if each pair of vertices in G can be joined by a path. For any three disjoint subsets A, B, C of the set of leaves we say that C separates A and B in G, denoting it by A ⊥ G B|C, if each path from a vertex in A to a vertex B crosses C.
A tree T = (V, E) is a connected graph with no cycles. A vertex of T of degree at most one is called a leaf. A vertex of T that is not a leaf is called an interior vertex. An edge of T is interior if both of its ends are interior vertices. We denote the set of interior vertices and interior edges by int(V ) and int(E), respectively. The set of leaves will be denoted by bd(V ). A connected subgraph of T is a subtree of T . For a subset V of V , we let T (V ) denote the minimal connected subgraph of T that contains the vertices in V and we say T (V ) is the minimal subtree of T induced by V . A tree is trivalent if every interior vertex has degree three.
A rooted tree is a directed tree that has exactly one distinguished vertex called the root which we denote by the letter r and all the edges are directed away from r. We say that v is a descendant of u if there exists a directed path from u to v (otherwise it is called a non-descendant). The set of all non-descendants is denoted by nd(v). Moreover, for every vertex v of a rooted tree T we denote by pa(v) the vertex directly preceding v and we call it a parent of v. 
The set of all these polynomials forms an ideal which is denoted by I global (see [18] [37, Section 8.1]). This allows us to use tools from algebraic geometry to investigate this kind of models.
The main focus is on the models with hidden variables for which the algebraic analysis is much harder. We will consider two cases. If all the variables in the system are observable then the model is denoted by M T . If all the variables related to the inner nodes of T are hidden then the model is denoted by M T . We call M T a general Markov model. 
Using standard results in the theory of graphical models we get that the Markov process on T is equal to M T . This follows from the fact that T r has a uniquely defined root so we can equivalently define the model by global Markov properties for the undirected version of T . By Theorem 3.27 in [24] the parametrization of a Markov process on T defines exactly the same model. Note in passing that by Theorem 6 in [18] the underlying ideals of both models are the same as well.
This gives us a parametric formulation of M T based on (2)
where H are all possible states of the vector of hidden variables, i.e. the sum is over (y n+1 , . . . , y m ) ∈ {0, 1} m−n . The name "general Markov model" for M T comes from the theory of phylogenetic tree models. By definition these are models for the rooted tree T r defined by (3) . Since these two models are equivalent the term is justifiable. Note that in particular by using M T we do not distinguish the root in any sense, which agrees with the fact that the choice of the root is irrelevant to the analysis of general Markov models (e.g. [32, Section 8.2] ).
Higher order correlations
Let X 1 , . . . , X n be binary random variables. Then we can obtain formulas relating moments of these variables to the probability distribution defining them. For each α ∈ {0, 1} n (4)
where 1 denotes here the vector of ones and α ≤ β means α i ≤ β i for all i = 1, . . . , n.
Moreover we can relate the central moment µ α in terms of non-central moments
where e 1 , . . . , e n are unit vectors in R n and |β| = i β i . The inverse formula can be written as follows
For random variables X 1 , . . . , X n the n-th order correlation between them (see e.g. [11] ) is given as
where U i = (X i − EX i )/ Var(X i ). A formula for the higher order correlations in terms of the non-central moments is given after normalization of Equation (5). The higher order correlations are always well-defined whenever the variables in the system have non-zero variance which is equivalent to the marginal probabilities satisfying 0 < λ ei < 1 for i = 1, . . . , n. For any subset A ⊆ [n] of indices we will denote the correlation between variables in the vector X A as ρ(X A ) or ρ A so that ρ A = E( a∈A U a ). Note the change of notation -instead of α ∈ {0, 1} n as above, we use {i ∈ [n] :
The models in the previous section are defined in terms of probabilities. We investigate the models under the change of variables. The same approach is presented in [34] , [20] . Let ∆
be a subset of the probability simplex such that the underlying random variables are non-degenerate and let R n be a space of all possible higher order correlations for the binary random vector (X 1 , . . . , X n ) plus all the means EX i . Normalization of (5) gives us a formula for the higher order correlations in terms of the raw probabilities. The reparametrization map φ : ∆ o 2 n −1 → R n is one-to-one. The inverse is given by the Bahadur's representation [4] 
where
In this paper instead of a mean EX i we will use the skewness ρ iii = ρ(X i , X i , X i ), which is just a one-to-one transformation of EX i . Indeed by simple algebra calculations we can show that (8) ρ(X, . . . , X k times
where θ = P(X = 1). Using ρ(X i , X i , X i ) instead of EX i in a coordinate system enables us not only to obtain invariance with respect to any particular choice of the values for the variables in the system (changing the state space from {0, 1} to {a, b} always affects the means but not the skewness) but also simplifies the parametric formulation of the model -see Section 7. Note also that ρ(X, X, X) is not bounded as a function of θ ∈ (0, 1). The basic condition on independence (see e.g. Feller [17] , p 136) implies that if
But we have also a converse result which states that if
Indeed, the definition of the independence states that X A ⊥ ⊥ X B if and only if Cov(f (X A ), g(X B )) = 0 for any L 2 functions f and g. Since our variables are binary all the functions of X A and X B are just polynomials with square-free monomials. Settimi and Smith [34] concluded that the independence holds if and only if Cov(X We will also define a conditional correlation
conditionally on the event E. Of course ρ(X i ) for i = 1, . . . , n is always zero but ρ(X i |E) is usually not. Let A, B, C be three disjoint subsets of [n], then ρ(X B |X C ) will be denoted by ρ B|C . If X A ⊥ ⊥ X B |X C then ρ AB|C = ρ A|C ρ B|C . Note that this concept generalizes the concept of the partial correlation (see e.g. [22, Chapter 27] ).
Let X = (X 1 , . . . , X n ) be a vector of binary random variables with values in {0, 1} and let f : R n → R be any function in n variables. Then
n and c α and d α are some real coefficients. Using the above fact and writing a conditional expectation given a binary variable Y as its function we can show that
In particular if X, Y are two random variables then ρ X|Y = ρ XY U Y .
We can also derive a condition analogous to the one derived for X A ⊥ ⊥ X B earlier in this section (c.f. [34] ). Let X A , X B be two vectors of binary variables. We have X A ⊥ ⊥ X B |Y if and only if for all nonempty I ⊂ A, J ⊂ B (10)
The geometry of tree models
In the previous section we defined a reparametrization map φ 1 : ∆ o 2 n −1 → R n of the model space. The next step is to reparametrize the parameter space for the tree models. Let T = (V, E) be a tree. Fix a rooting of T . By Equations (2) and (3) the parameters of M T and M T are given by the root distribution and conditional probabilities for each of the edges. Let
be the transformation from this set of parameters to the set of parameters given by ρ uv (u, v) ∈ E and ρ iii for i ∈ V . Note that for a tree 1 + 2|E| = |V | + |E| is always true. The map is defined as follows. For the edges adjacent to the root r
Note that for any node i ∈ V the marginal distribution P(Y i ) can be obtained using the root distribution and the conditional distributions given as parameters. Using this fact we can compute all ρ iii and slightly changing (11) we obtain all ρ ij for all (i, j) ∈ E. The inverse formula can be obtained in a similar manner. From now on we implicitly transform the model space using φ 1 and the parameter space using φ 2 . We will define a new parametrization of M T as a polynomial map obtained from the one given in (3) by reparametrization maps φ 1 and φ 2 above, φ
). The exact formula for the parametrization is in general difficult to obtain explicitly. For a tripod tree it is given below by Equation (12) .
There are two immediate advantages of using the new coordinate system. First, as it is shown later for each leaf i ∈ bd(V ) ρ iii is both in the set of coordinates and in the set of parameters. Moreover, all the other coordinates are independent of them. It means that for any tree T with n leaves both M T and M T will always have a trivial component R n being a projection on the n coordinates ρ iii for i = 1, . . . , n. So we can focus on the non-trivial component. Second, in the raw probabilities to move from M T to the underlying general Markov model M T we have to marginalize the model. In ρ's we have to project onto these correlations involving only the manifest variables.
Let M 3 be a general Markov model for a tripod tree. Denote by H the variable represented by the inner node h. Since the model is defined by X 1 ⊥ ⊥ X 2 ⊥ ⊥ X 3 |H using Equation (10) it can be shown that P ∈ M 3 if and only if: (12) ρ ij = ρ ih ρ jh for all i = j ∈ {1, 2, 3} and ρ 123 = ρ hhh ρ 1h ρ 2h ρ 3h . Using the same argument we can show a more general statement. Let i, j be any two nodes representing variables Y i , Y j and let i − k 1 − k 2 − · · · − k l − j be the unique path joining them in T . Then
for each probability distribution in M T .
The following lemma shows that in some sense we are not interested in the models for trees with vertices of degree two. Lemma 2. Let T be a tree. Let r be a vertex of degree two and let e 1 = (u, r), e 2 = (r, v) be the edges incident with r. Then P ∈ M T if and only if P ∈ M (T /e1)/e2 .
Proof. To prove this lemma consider once again the parametrization in terms of the conditional probabilities. Assume that the directions of the edges are as follows: r → u and r → v. The argument is similar for all other cases. In each summand of (3) the product contains an expression like P(Y r )P(Y u |Y r )P(Y v |Y r ) which by the fact that
We can sum over all possible values of Y r since it is the only place in the product it arises. We obtain P(Y u , Y v ) = P(Y v )P(Y u |Y v ) and the parametrization is the same although we neglected r and rooted tree in v. Now we formulate a theorem which gives an inequality description of M T given the polynomial equations defining the Zariski closure of the image of parametrization φ ρ T . The set defined by the equations will be denoted by M T . For example in the case of a tripod model M 3 is just the whole probability simplex, which follows from the formulas in (12) . 
Proof. Note that by Lemma 2 we can assume that each of the inner nodes has the degree higher than two. Let P ∈ φ ρ T (R |V |+|E| ) satisfy (I) and (II). We will show that (φ
|E| starting with the correlations ρ ipa(i) for i = 1, . . . , n. Since the degree of pa(i) is at least three, we can find two other leaves j, k in the tree such that pa(i) separates i, j and k in T . For example directly by marginalization of (3) one can see that the marginal submodel X i ⊥ ⊥ X j ⊥ ⊥ X k |H pa(i) holds. Equations (12) give us the parametric form of the submodel which implies that (14) ρ 2 ipa(i) = ρ ij ρ ik ρ jk and it does not depend on the choice of j and k. If (I) and (II) hold then ρ ipa(i) is a valid correlation. Indeed, by (II) the right hand side is positive so ρ ipa(i) is a real number and by (I) we have |ρ ipa(i) | ≤ 1 (take two of the four leaves as equal).
To compute the inner edges correlations ρ ab for (a, b) ∈ int(E) note that we get at least four subsets of the set of leaves such that for any four random variables each from a different subset we have a marginal quartet model (see Figure 1) . Denote the four chosen leaves as i, j, k, l. We can use Equation (13) obtaining
As in the case of the pendant edges by (I) and (II) we have |ρ ab | ≤ 1. For every inner node h representing a hidden variable H (since the degree of h is at least three) we can find i, j, k ∈ [n] such that X i ⊥ ⊥ X j ⊥ ⊥ X k |H and then by Equation (12) we have ρ ijk = ρ hhh ρ ih ρ jh ρ kh . However, by Equation (8) ρ hhh is an unbounded and one-to-one function of EH.
Hence the equation ρ hhh = ρ ijk ρ ih ρ jh ρ kh does not impute any further inequality constraints. Consequently, the preimage of
|E| . Now let us assume that P ∈ M T . For any three leaves i, j, k we can find a unique inner node h such that X i ⊥ ⊥ X j ⊥ ⊥ X k |H, so by Equation (14) we get ρ ij ρ jk ρ ik ≥ 0. For any four leaves consider a marginal quartet tree model. By Equation (15) we know that additionally
which is equivalent to |ρ ik ρ jl | = |ρ il ρ jk | ≤ |ρ ij ρ kl |, which of course implies that |ρ ij ρ kl | ≥ min{|ρ ik ρ jl |, |ρ il ρ jk |}. This finishes the proof.
As a corollary we get the main result of the first part of this paper.
Corollary 4. Let M T be a general Markov model for a binary data. Then the equations defining M T can be obtained using results in Allman, Rhodes [2] . By Theorem 3 we obtain a full algebraic description of the model.
Proof. The theorem of Allman and Rhodes gives the description of the (complex) algebraic variety containing M T . However, in Theorem 3 we could assume P ∈ φ ρ T (C |V |+|E| ) obtaining the same result. Consequently, the real positive part (i.e. acceptable from the point of view of probability spaces) of the variety defined in the new coordinates is exactly the image of the real positive part of the parameter space.
Remark 5. If all inner nodes of T have degree at least 3 then M T is identifiable (up to the switching of labels of the hidden variables) and the proof of Theorem 3 gives the explicit formulas for the parameters. The identifiability of M T was proved in a more general case in [9] .
Relation to tree metrics
The relation between the distance based methods used in phylogenetics and the correlation between variables in the binary case has been already pointed out for example by Cavander [8] . In this section we show that our geometric description of M T has an interesting interpretation in terms of tree metrics.
Following lines of [32, Section 7] we introduce basic definitions related to tree metrics. Let T = (V, E) be a tree and suppose that w : E → R is a map that assigns real-valued weights to the edges of T . This edge-weighting of T induces the following map from V × V into R. For all u, v ∈ V , let P (T ; u, v) denote the (unique) path in T from u to v. We define the map d (T ;w) : V × V → R by setting, for all u, v ∈ V ,
) if there exists a phylogenetic tree with n leaves T and a positive real-valued weighting
The main theorem characterizing tree metrics uses the following definition.
Definition 7 (Buneman [5]). A function δ : [n] × [n] → R satisfies the four-point condition if, for every four (not necessarily distinct) elements
It is equivalent to saying that from the three sums δ(i, j) + δ(k, l), δ(i, k) + δ(j, l), δ(i, l) + δ(j, k) two are equal and not less than the third.
Note that since the elements i, j, k, l ∈ [n] need not be distinct, every map satisfying the four-point condition defines a metric on [n]. We say that two phylogenetic trees are isomorphic if there exists a bijection of the vertices inducing a bijection on the edges such that it is consistent with the labeling of the leaves (c.f. [32, Section 2.1]). . . , n since ρ ii = 1. If P ∈ M T then by Equation (13) we can define like at the beginning of this section
otherwise. So there is a tree-metric structure in the parametrization of M T restricted to the second order correlations. The four-point condition in Definition 7 in terms of the correlations translates to |ρ ij ρ kl | ≥ min {|ρ ik ρ jl |, |ρ il ρ jk |} , which is exactly (I) in Theorem 3.
It can be also checked that (II) is the condition assuring that there exists a choice of signs for the correlations of all the edges consistent with the observed correlations.
Tree-based cumulants
In the previous sections we focused on the inequality description of the tree models. The rest of the paper investigates algebraic structure of the general Markov models. We define another set of coordinates for the ambient space of the model which in some sense is intrinsically linked to the given tree. The model in this coordinate system admits a monomial parametrization in the parameters given as in Section 5 and the structure of the defining equations becomes more transparent. The coordinates link to the concept of cumulants which are essentially model-free (see e.g. [28, Section 2], [29] ). Our idea here is to develop some tree-based cumulants (denoted by κ) to obtain as simple parametric form of the model as possible.
For any tree T with n leaves, Π T will denote a partially ordered set of partitions of [n] induced by subsequent splits (T -induced partitions of [n]). A split is a division of the set of leaves into two subsets obtained by deleting an inner edge of T . Given any two inner edges, we obtain a division into three subsets. Any other edge refines this division or does not change it. An important fact is that edge deletions are commutative operations so deleting e and then e leads to the same partition as deleting e and then e. For x, y ∈ Π T we write x ≤ y if and only if there is a sequence of splits of y such that x is obtained. For example consider two non-isomorphic trivalent trees on six leaves The posets Π T for both trees are as follows. Sometimes we will be interested in a partition of some subset of nodes of T (possibly including the inner edges). In this case we write Π T (I) for I ⊆ V .
Definition 9. Let T = (V, E) be a tree with n leaves. Then define
For each subset I of the set of leaves [n] the definition of κ I will be the same but instead of E and int(V ) we put the sets of edges and inner nodes of the induced subtree T (I).
In what follows we assume that T is a trivalent tree. We will show that there is an invertible polynomial change of coordinates from {ρ I } I⊆[n] to {κ I } I⊆ [n] . By Equations (12) and (13) we have that ρ ij = κ ij and ρ ijk = κ ijk . Moreover, κ ij and κ ijk are just normalized cumulants.
Lemma 10. Let T be a trivalent phylogenetic tree with n leaves. Then for each
where the product is over all blocks of the partition.
Proof. See Appendix A.
Note that the above reparametrization is a diffeomorphism. Order the variables in such a way that κ I precedes κ J as long as I ⊂ J. Then it can be checked that the Jacobian matrix is lower triangular with 1's on the diagonal.
Corollary 11. Let T = (V, E) be phylogenetic tree for binary data. Then dim M T = |E| + |V |.
Proof. The parametrization in Definition 16 is injective. Its image is isomorphic to M T by Lemma 10.
We can also obtain an inverse formula using the Möbius inversion.
Lemma 12 (Möbius Inversion, [30] ). Let Π be a finite poset. If α and β map elements of Π to elements of an abelian group then
for all y ∈ Π if and only if
The following lemma is a direct consequence of the two above.
Lemma 13. Let T be a trivalent phylogenetic tree on n leaves. Define two functions on
This result gives us a restatement of Definition 9 in terms of our original coordinates in the case when T is a trivalent tree. Theorem 14. Let T be a trivalent tree with n leaves and let1 denote the trivial partition of Π T . Define µ(π) := µ(π,1) where µ is the Möbius function of Π T then
Proof. We only need to show that the κ's from the statement are exactly those in Lemma 10. By Lemma 13
so we can use the Möbius Inversion formula obtaining
In particular
To get a general formula for any (not necessarily trivalent) tree T given in Definition 9 note that any other tree such that all its inner edges have degree larger than two can be obtained from the trivalent one by identifying adjacent inner nodes (contracting some edges). If we identify two inner nodes a, b then we set ρ ab = 1 and ρ aaa = ρ bbb . Theorem 14 justifies the name for the tree-based cumulant. One of the alternative definitions of cumulants is as follows. Let P([n]) denote the set of all partitions of [n]. Then
when the product is over all blocks of π and |π| denotes the number of blocks in π. This is essentially the same as Equation 18 but with a different defining poset.
Phylogenetic invariants
Our new coordinates allow us to prove several useful results related to the structure of phylogenetic ideals defining M T . In this section we will consider only a non-normalized version of κ's, i.e. based on central moments and not on the higher order correlations, which we denote by ν. We have
So in particular since (17) can be multiplied on the both sides by Var(X 1 ) · · · Var(X n ) we obtain (20) µ
Another notational convention in this section is to use interchangeably the usual notation ν I for I ⊂ [n] and the notation ν α for α ∈ {0, 1} n where α i = 1 if i ∈ I and it is zero otherwise.
Note that from Theorem 14 we can also obtain a formula for ν's in terms of µ's. Note that this is a polynomial change of coordinates. Moreover since µ's and the raw probabilities are related by a polynomial map as well, there exists a polynomial change of coordinates from the raw probabilities to ν's.
Definition 15. Let X = (X 1 , . . . , X n ) be a vector of binary random variables and let P = (p α ) α∈{0,1} n be a joint distribution of X. Let A, B be two disjoint subsets of [n] such that A ∪ B = [n]. Then the flattening of P induced by a split (A)(B) is a matrix of the distribution of X A and X B
|B| where p αβ = P(X A = α, X B = β). Let T = (V, E) be a phylogenetic tree. Then for e ∈ E we obtain an induced split of the set of leaves. The resulting flattening is called an edge flattening and it is denoted by P e .
Each of the flattenings is just a matrix representation of the joint distribution P and contains essentially the same probabilistic information. However, these different representations contain important geometric information about the model. In fact, the ideal defining a phylogenetic model for a trivalent tree T is known to be generated by all the edge flattenings of T (see [2, Theorem 4] ) plus the trivial invariant α p α = 1. As we show sometimes it is better to include the trivial invariant from the beginning and then to investigate generators of this ideal. The following results show that after a reparametrization to ν's the defining equations become binomial. Proof. See Appendix A.
As an immediate corollary we get the following theorem.
Theorem 17. Let T = (V, E) be a trivalent tree then M T is defined by the following set of equations: for each split (A)(B) consider any four sets I 1 , I 2 ⊂ A, J 1 , J 2 ⊂ B then equations of the form ν I1J1 ν I2J2 = ν I1J2 ν I2J1 generate the phylogenetic ideal defining M T .
This result gives us also a better understanding of the statistical inference with phylogenetic invariants. Nicholas Eriksson in [15] noted that some of invariants usually prove to be better in distinguishing between trees than the others. His simulations showed that the invariants related to the four-point condition were especially powerful. The argument for that is that in general estimates of the higherorder moments (cumulants) are sensitive to outliers and their variance generally grows with the order of the moment. Letμ be a sample estimator of the central moments µ and let f be one of the equations in Theorem 17. Then using the delta method we have
Consequently, the higher order of the correlations involved the higher variability of the invariant (see [28, Section 4.5] ).
Examples
The phylogenetic tree models are Stratified Exponential families [19] . The parametrization defined in this paper gives a geometric understanding of different strata. A nice form of the parametrization (16) show that the dimension drops if one of the parameters is set to zero. In this section we give some interesting examples.
9.1. A tripod tree. The new parametrization allows us to get an in-depth understanding of the geometry of the tripod model. Note that the trivial component is . In addition it can be checked that ρ 123 can be any real number as well. So we can restrict ourselves to the second-order correlations. By considerations of Section 6 modulo the signs we can equivalently deal with the cone of all possible tree metrics on three leaves. By the four-point condition a triple ( and corresponds to the trivial component of M T . Proceeding like this we can understand all the submodels induced by the boundary points of C.
9.2.
A binary hidden Markov model. Let (X i , H i ) n i=1 be a sequence of binary random variables. The hidden Markov model is given by a caterpillar tree, which is not trivalent since there are two inner nodes of degree two (see the picture below). In this case it is not a problem, though. We will just consider a tree given by disregarding the first and the last inner node and by joining the first and the last leaf with inner nodes as on the picture.
In this case it is easy to give explicit formulas for κ's in terms of ρ's given by Theorem 14. Indeed, we can find the Möbius function in Theorem 14 since for the caterpillar trees the poset Π T is particularly easy. If T has exactly n leaves than Π T is isomorphic to the set of all subsets of [n − 1]. It follows that the Möbius function is given by µ(π,1) = (−1)
for each subtree of T . If the process relating the hidden variables is a homogeneous Markov chain as this is usually the case then it can be checked that ρ hi−1hi = a for some a ∈ [−1, 1] and each i = 1, . . . , n. Moreover, if the transmission matrix is the same for each time we also have ρ hixi = b for some b ∈ [−1, 1] and each i = 1, . . . , n. If we assume that the tree is rooted in H 1 and the root distribution is the stationary distribution for the Markov chain then in addition ρ hihihi = c for some c ∈ R and each i = 1, . . . , n. In this simple case κ 1···n = a n−1 b n c n−2
. This shows that this model is relatively simple with only three free parameters and nice monomial parametrization.
Discussion
The change of the coordinate system allowed us to get a better insight into geometry of phylogenetic tree models for binary data. The nice form of the parametrization we obtained may be used to obtain some generalizations of the formulas for Bayesian information criteria in [31] . We also believe that it can be used to derive asymptotic distributions of certain likelihood ratio statistics (c.f. [13] [25] [26] [35] ).
The link with tree metrics may possibly extend tools for analyzing this type of models. An extension for more general models is also possible. In a straightforward way we can consider models of trees such that only some of the inner nodes are hidden. Since the crucial assumption was that the hidden variables are binary probably we could also obtain similar results in the case when the observable variables are not binary.
Since M T forms a quadratic exponential family (see [24] ) its geometry is relatively simple [19] , [21] and in some sense similar to tree models for Gaussian variables (see [12] ). This partly explains why some of our results mirror the results obtained in [39] . It may be an interesting problem to understand in a better way the relationship between those two situations.
Appendix A. Proofs
Proof of Lemma 10. We will prove the lemma for I = [n]. The general result obviously follows by restriction to the subtree T (I).
The lemma is true for n = 3 by Equation (12) since ρ 123 = ρ hhh ρ 1h ρ 2h ρ 3h = κ 123 , where h denotes an inner node separating the leaves. Now let us assume the theorem is true for all k ≤ n − 1 and let T be a trivalent tree with n leaves. We can always find two leaves separated from all the other leaves by an inner node. Denote the leaves by 1, 2 and the inner node by a. Since T is trivalent, then a is a leaf in T (a{3, . . . , n}). Note that the global Markov properties give that (X 1 , X 2 ) ⊥ ⊥ (rest)|H a so using Equation (10) we have (21) ρ 12···n = ρ 12 ρ 3···n + ρ 12a ρ a3···n , and directly from Definition 9 we have (22) κ 12A = ρ 1a ρ 2a ρ aaa κ aA = ρ 12a κ aA , for each nonempty A ⊂ {3, 4, . . . , n}.
By the induction assumption ρ 3···n and ρ a3···n can be written in the form of (17) . Using (21) we write But Π a is in one-to-one correspondence with partitions in Π T not containing (1, 2) as one of the blocks (denote it by Π 2 ), so Proof of Proposition 16. We will show that using elementary operations not changing the determinant we can obtain from the flattening matrix P = [p αβ ] the matrix
n−r such that F 00 = 1, F α0 = 0, F 0β = 0 and F αβ = ν αβ for all α ∈ {0, 1} Consequently, it suffices we can get F from Λ using elementary operations.
One way to prove our claim is to show that there exist matrices U ∈ R . Then setting u αα = 0 for α ≤ α and v ββ if β ≥ β and ordering the rows and the columns lexicographically (0 > 1) the matrices are down-and upper-triangular respectively and hence det U = det V = 1.
From Equation (24) and restrictions on the form of the matrix F we have u α0 = λ α0 and v 0β = λ 0β for all α ∈ {0, 1} r , β ∈ {0, 1} n−r . Hence we need to show that (25) λ αβ = λ α0 λ 0β + 0<α ≤α 0<β ≤β u αα ν α β v β β .
On the other side combining Equation (6) and (20) the first summand in (27) after using (6) becomes λ α0 λ 0β . By Equation 25 the only thing to show is that the second summand can be represented in the form 0<α ≤α 0<β ≤β u αα ν α β v β β . It suffices to show that if π (α )(β ) then in the product γ∈π ν γ there is exactly one γ such that γ · α = 0, γ · β = 0. Indeed, otherwise splitting π in the edge inducing the flattening we would increase the number of blocks by two, which leads to contradiction. This shows that we can write in form (24) .
