In the present paper a new generalized 'useful' mean codeword length is defined and characterized a new generalized information measure by obtaining bounds ofa new generalized 'useful' mean codeword length in terms of a new generalized information measure using Lagrange's Multiplier method. The Shannon's Noiseless coding theorem is verified by considering Huffman and Shannon -Fano coding schemes on taking empirical data..
Introduction
Information theory has ideas that are widely applicable to situations remote from its original inspiration. The applicability of ideas is not exact; however, they are very useful. One of the best applications of information measure is in noiseless coding theorem which gives the bounds for suitable encoding of information in terms of information measure. Let a finite set of n source symbols with equality if and only if
. This is Shannon's noiseless coding theorem for a noiseless channel.
Shannon-Fano coding is less efficient than Huffman coding, but we have an advantage that we can go directly from the probability i p to the codeword length i l . Belis and Guiasu [2] observed that a source is not completely specified by the Probability distribution P over the source alphabet X, in the absence of qualitative character. So it can be assumed that the source alphabet letters are weighted according to their importance or utilities. Belis and Guiasu [2] introduced the "quantitative -qualitative" measure of infor-  , respectively and satisfy the Kraft's inequality (1.1). They introduced the following 'useful' mean length of code by attaching utility distribution with probability distribution of a set of source symbols:
(1.5)
Further they derived a lower bound for (1.5). However Longo [10] interpreted (1.5) as the average transmission cost of letters i x and derived the bounds for this cost function.
Campbell [3] introduced the exponentiated mean codeword length given by
Where Taneja et al. [12] defined the 'useful' average code lengths of order t as given below:
Evidently, when 0  t , (1.9) reduces to (1.5). They derived the bounds for the cost function (1.9) in terms of a generalized 'useful' information measure. Hooda and Bhaker [7] have studied one of its generalizations in terms of  and  given as below:
They have studied the lower and upper bounds of codeword length (1.7) in term of generalized measure. Aczel and Daroczy [1] generalized entropy of order  and type  is given by:
It may be noted (1.11) was also characterized by Kapur [8] following different method.
In the present paper we define a new generalized 'useful' mean codeword length andobtain the generalized 'useful' measure of information by using Lagrange's multiplier method in section 2. In section3 we verify the Shannon's noiseless coding theorem on average codeword lengthin cases of Huffman and Shannon-Fano coding schemes on taking empirical data.
A Generalized 'Useful' Mean Code Word Length and its Bounds
In this section we define a new generalized 'useful' mean codeword length as follows:
  Thus we have to minimize (2.6) subject to the following constraint:
we can obtain the minimum value of
by applying the Lagrange's multiplier method. Let us consider the corresponding Lagrangian as given below:
Differentiating w.r.t. (2.14)
Hence from (2.11) and (2.14), we get
Hence by using optimization technique we get the new generalized'useful' information measure given by (2.3).
Illustration
In this section we illustrate the veracity of the theorem 2.1 by taking empirical data as given in table (3.1) and (3.2) on the lines of Hooda et al. [6] . 
Conclusion
The various authors have characterized the generalized information measures by different methods, but we have introduced a new generalized 'useful' mean codeword length and studied its bounds in terms of the new generalized measure of information by optimization technique.
Further, we have established the Shannon's Noiseless Coding theorem with the help of two different coding techniques by taking experimental data and prove that Huffman coding scheme is more efficient than Shannon-Fano coding scheme.
