Koyck Distributed Lag Model undergoing a possible multiple structural changes occurring at unknown positions in time is analyzed using Bayesian approach. The posterior distribution of the number of change points and the positions of the structural change points are derived using filtering recursions similar to forward-backward algorithms. The segments are assumed to be independent, and so are the priors. Normal and gamma priors are used for lag weights and variance, respectively. The priors used for number of change points and position of change points are binomial and uniform discrete distributions, respectively. Only the parameter β's (lag weights) are allowed to change.
Introduction
Over a long period of time, the assumption of at most a single-break point is mostly unrealistic and restrictive. Hence, the problem of multiple structural changes has received an increasing attention for both statistics and economics fields. Andrews and Ploberger (1994) considered class of optimal test in the linear models with known variance. Garcia and Perron (1996) used the sup Wald test in analyzing two break points in dynamic series. Perron (1998, 2003) used sup Wald tests to test the presence of changes and a test for testing the null hypothesis of l changes against the alternative hypothesis of l + 1 changes.
Hutblad and Karlsson (2008) studied the detection of structural change and detection of lag lengths using the Bayesian approach. They derived the marginal posterior distributions of both lag lengths and number of breaks and drew more robust conclusions. Cheon and Kim (2010) proposed Bayesian multiple change-point models for multivariate means. The models were from multivariate normal distributions with truncated Poisson prior for the number of change points and conjugate priors for the distributional parameters.
Sumobay and Supe (2014) studied structural change on Koyck distributed lag model through Bayesian approach. Simulation results showed that the interval estimate for the change point consistently and efficiently captures the break point.
In this article, the Bayesian approach is used in analyzing the Koyck distributed lag models undergoing multiple structural change. The method is based on the set of recursions introduced by Fearnhead (2006) and used by Meligkotsidou, Tzavalis and Vrontos (2006) . This method has an advantage over some Bayesian analysis since it does not undergo MCMC.
This paper derives the posterior distribution of the number of change points and the posterior distribution of the position of breaks using the method of Fearnhead (2006) . We assess the peformance of the proposed method using the simulated data by estimating the number of change points and the position of breaks from their respective posterior distributions.
Koyck DLM undergoing Multiple Stuctural Change
For a given series of T consecutive observations (
we consider m breakpoints at times 0 < c 1 < c 2 < · · · < c m < T and we set c 0 = 0 and c m+1 = T . These defines m + 1 disjoint segments. We let (Z, X) t:s denote the observations from time t to time s inclusive. Then, the observations in the jth segment, that is the observations (Z, X) c j−1 +1:c j , are modelled by the following linear representation of the Koyck distributed lag model(DLM), given by
where Z t = y t − λy t−1 , β 0 = (1 − λ)φ, µ t = t − λ t−1 , φ and 0 < λ < 1 are constant, and t ∼ N(0, σ 2 ). We assume that the m + 1 disjoint segments are independent. Since the model is a partial structural change model, τ and β o remain unchanged. Let Θ = (θ 1 , θ 2 , . . . , θ m+1 ) and c = (c 1 , c 2 , . . . , c m ). The likelihood function of Θ given the sample observations (Z, X) 1:T is given by
where
. . .
Prior Distributions
The parameters in different segments, θ j , j = 1, 2, . . . , , m + 1 are assumed to be independent, and the priors used are:
2. The prior distribution of τ is gamma with parameter a > 0 and b > 0, that is,
3. The prior distribution of of number of breakpoints m is Binomial (N, p), that is,
where N is the specified maximum number of change points.
4. The prior distribution of the last breakpoint, f o (c m ), and the conditional prior distribution of the jth breakpoint given the (j + 1)th breakpoint, f o (c j |c j+1 ), are discrete uniform priors. This means that all candidates of break point c j have equal chance of being a changepoint.
Filtering Set of Recursions.
Following the work of Fearnhead (2006) , for the time s ≥ t, we define
is the marginal density of the data (Z, X) t:s given that time points t to s are in the same segment under the Koyck DLM. ) and Gamma(a, b), respectively, then
where U = X t:s Λ 
We now show how the marginal density of the (Z, X) 1:T , on the condition that there are m structural breaks, can be calculated using a given set of recursions. For j = 1, 2, . . . , m and for t = j + 1, . . . , T − m + j, we define Q (m,k) j (t) = Pr((Z, X) t:T |c j = t − 1, m breakpoints, under Koyck DLM). (7) Q (m,k) j (t) is the probability of (Z, X) t:T given that there are m breakpoints under Koyck DLM. Here, it is assumed that every segment follows a Koyck distributed lag model with probability 1.
Theorem 2.2 Define the probabilities Q
(m,k) j (t) and P k (t, s) as (7) and (5), respectively, then for t = m + 1, ..., T,
and, for j = 1, 2, . . . , m − 1, and t = j + 1, . .
The calculation of the marginal density of (Z, X) 1:T with m breaks, and the inference on the positions of the breaks will be based on the following set of recursions above. The marginal density of (Z, X) 1:T , given there are m breakpoints, is given by
Main Results
Theorem 3.1 If the number of change points m has a binomial(N, p) prior distribution, then the posterior distribution of m is
Theorem 3.2 If the prior distribution of the position of break points are uniform discrete, then the posterior distribution of jth break point is (11) is just equal to P ((Z, X) 1:T |m, k).
Simulation Results.
In the simulation study, we designed three Koyck DLM situations with different number of break points m = 2, 3. The following schemes are specified as follows: 
Average Probabilities for Number of Break Points
Number of Break Points Probability Figure 1 : The estimates of the number of change points in each scheme Figure 1 shows the peak of each graph is at m = 2, and m = 3, respectively. This means that the proposed method, on the average, detects the true number of change points in each scheme. Figure 2 : Estimates for break points in scheme 1 and scheme 2 Lines in Figure 2 shows the connected estimates for the break points of the proposed method. Since (in the left graph of Figure 2 ) the two vertical lines are at time points t = 50 and t = 105, the capturing rate of the method for the two breaks is 100%. On the other hand, for scheme 2 (right graph), estimates for the second break form a crooked line. This means that some second breaks were either one lag advanced or one lag delayed. But on the average, the true change points c = (50, 105, 55) were still detected. This suggests that the proposed method has higher detecting rate for both 2-change point model (scheme 1) and 3-change point model (scheme 2).
Positions of Break Points

Conclusion
In this article, we used the method of Fearnhead (2006) to derive the posterior distribution for the number of change points and the posterior distribution for the position of change points in the inference of Koyck Distributed lag models undergoing multiple structural change. The advantage of this method is that it does not employ the MCMC procedure unlike the other Bayesian approach to multiple structural change.
Simulation study showed that the proposed method has a high capturing rate in detecting and estimating number of change points and positions of breaks for the data following Koyck distributed lag model.
The proposed method is not only applicable in economics but also to the other fields such as biology, medecine, and any field where time series and spatial data were observed.
