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Abstract
In this paper we deﬁne the De Bruijn digraphs B(D,m) and the Kautz digraphsK(D,m) of a
digraph D in such a way that we recover the original deﬁnitions when the digraph D is a path. We
establish some general properties of the De Bruijn digraph and the Kautz digraph of a digraph D. We
also determine the structure of such digraphs when D is a rooted tree.
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1. Introduction
The De Bruijn and Kautz digraphs have been extensively studied in the literature and
have been applied in many contexts. See [4] and the references therein.
The De Bruijn digraph B(n,m) has the words of length n1 over an alphabet of size
m1 as vertices and the adjacency rules are given by: x1x2 . . . xny1y2 . . . yn if and only
if yi = xi+1, for i = 1, . . . , n− 1.
The Kautz digraph K(n,m), m2, is deﬁned as the subdigraph of B(n,m) induced by
the words with different consecutive symbols.
Consider the alphabet [m] = {1, 2, . . . , m}. Let Pn be the directed path of order n. Now
the vertices of B(n,m) are labellings of the vertices of Pn with labels from [m]. If we let
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the labels travel along the arcs of Pn and put a new one in the vertex with in-degree 0, then
we recover the adjacency rule of B(n,m).
In this paper, we deﬁne a new family of digraphs that generalizes the De Bruijn and Kautz
digraphs by replacing Pn by an arbitrary digraph D in the above discussion.
The paper is organized as follows. In Section 2 we give the deﬁnition of the De Bruijn
and Kautz digraphs of a digraph. In Section 3 we establish some basic properties on the
connectedness and automorphisms, study the line digraph of a De Bruijn digraph and the
endo-circularity of the De Bruijn digraph of a rooted tree. Finally, in Section 4 we determine
the general structure of the De Bruijn digraph of a rooted tree.
For the deﬁnitions and notation on digraphs, we will follow [3].All the graphs considered
in this paper are directed graphs or digraphs and may contain loops, but not multiple arcs.
Given n1, Pn andCn denote the directed path of order n and the directed cycle of order n,
respectively. IfD = (V ,A) is a digraph and u, v ∈ V are vertices, we will use the notation
uv or (u, v) ∈ A to denote that u is adjacent to v in D.
2. Deﬁnitions
Deﬁnition 1. Let D = (V ,A) be a digraph and m1 an integer. We deﬁne the De Bruijn
digraphB(D,m) of D as the digraph whose vertices are mappings (or labellings):
x : V → [m]
and if x and y are two such mappings, then x is adjacent to y if and only if for every vertex
v ∈ V such that d−(v)1, there is some vertex uv in D such that y(v)= x(u).
That is, the labels travel along the arcs and new labels enter in the vertices with in-degree
0. If several labels could enter in a vertex, we choose one at a time, giving rise to several
adjacencies. See Example 5.
Analogously, we can deﬁne the Kautz digraph and the permutation digraph of a digraph
D over an alphabet.
Deﬁnition 2. Let D = (V ,A) be a digraph and m(D), where (D) is the chromatic
number of D. The Kautz digraphK(D,m) is the induced subdigraph of B(D,m) whose
vertices are the labellings x : V (D)→ [m] such that x(u) = x(v) whenever uv in D.
That is, the vertices ofK(D,m) correspond to the m-colorings of D.
Deﬁnition 3. If n is the order of D and ifmn, then the permutation digraphP(D,m) is
the induced subdigraph ofB(D,m) whose vertices are the injective labellings. That is, the
n-permutations of [m].
Remark 4. In general, we could have different sets of labels, one at every vertex of the
digraph. Suppose we are given:
• a ﬁnite set (or a ﬁnite group, or a ﬁnite dimensional vector space over a ﬁnite ﬁeld, etc.)
Xu, for every vertex u ∈ V ,
• amappingf(u,v) : Xu → Xv (preserving the additional structure), for every arc (u, v)∈A.
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Fig. 1. Digraph of Example 5.
Let X= {Xu, f(u,v) : u, v ∈ V, (u, v) ∈ A}. Deﬁne the De Bruijn digraph B(D,X) of
D with respect to the systemX as follows:
• the vertices are the families {xu}u∈V , such that xu ∈ Xu for every u ∈ V ,
• the arcs are given by: xy inB(D,X) if and only if yv = f(u,v)(xu), for some uv in
D, whenever d−(v)1.
Analogously, we can deﬁne the Kautz digraphK(D,X) ofDwith respect to the systemX.
However, in this paper we will use the Deﬁnition 1.
Example 5. Consider the digraph D = (V ,A) illustrated in Fig. 1. Let us denote by x =
(x1, x2, x3, x4) a labelling x : V → [m].
(a) The adjacencies inB(D,m) are given by the rules:
x(a, x1, x2, b), x(a, x1, x4, b), x(a, x3, x2, b), x(a, x3, x4, b),
where a, b ∈ [m].
(b) The adjacencies inK(D,m) are given by the rules:
x(a, x1, x2, b), a = x1, b = x2,
x(a, x1, x4, b), a = x1, b = x4 (whenever x1 = x4),
x(a, x3, x2, b), a = x3, b = x2,
x(a, x3, x4, b), a = x3, b = x4.
(c) The adjacencies inP(D,m) are given by the rules:
x(a, x1, x2, b), a = b, a, b = x1, x2,
x(a, x1, x4, b), a = b, a, b = x1, x4,
x(a, x3, x2, b), a = b, a, b = x3, x2,
x(a, x3, x4, b), a = b, a, b = x3, x4.
Example 6. (a)B(Pn,m)= B(n,m).
(b) If m(Pn)= 2,K(Pn,m)=K(n,m).
(c)B(Cn,m) is the disjoint union of
1
n
∑
d|n
(d)mn/d ,
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cycles (De Bruijn necklaces) and it is a spanning subdigraph of B(Pn,m). See [7], for
instance. Here  is the Euler function.
(d) If n is even and m2, thenK(Cn,m) is the disjoint union of
1
n
∑
d|n
(d)(m− 1)n/d ,
cycles (Kautz necklaces). See [8].
(e) If n3 is odd and m3, thenK(Cn,m) is the disjoint union of
1
n
∑
d|n
(d)(m− 1)n/d − (m− 1),
cycles (Kautz necklaces). See [8].
(f)P(Pn,m)=P(m, n)∪P(Cn,m), where P(m, n) is the digraph of the n-permutations
of [m] with arcs x1x2 . . . xnx2 . . . xnz, with z = xi , 1 in. See [1].
3. Properties of the De Bruijn digraphs
3.1. Connectedness properties
Recall that the categorical product of the digraphsDi = (Vi, Ai), i = 1, 2, is the digraph
D1×D2 with vertex set V1×V2 and if (u1, u2), (v1, v2) ∈ V1×V2, then (u1, u2)(v1, v2)
if and only if u1v1 in D1 and u2v2 in D2.
Proposition 7. Let D be a digraph and letD1, . . . , Dt be its weak connected components.
Then
B(D,m)=B(D1,m)× · · · ×B(Dt ,m),
where × is the categorical product of digraphs. An analogous result holds forK(D,m)
andP(D,m).
Let −(D) denote the minimum in-degree of D.
Proposition 8. Let D be a digraph of order n and −(D)1. If m2, then B(D,m) is
not strongly connected.
Proof. If D has no vertices with in-degree 0, then inB(D,m) the out-degree of a constant
labelling is 1 (that is, it is a loop). In fact, if D has no vertices with in-degree 0, then
y(V ) ⊂ x(V ), for any arc (x, y) ofB(D,m). Hence, if y(V ) is strictly contained in x(V ),
then there is no path from y to x in B(D,m), and consequently B(D,m) is not strongly
connected. 
Remark 9. LetBnc(D,m) be the induced subdigraph ofB(D,m) whose vertices are the
nonconstant labellings. This subdigraph may be strongly connected in some cases. For
example,Bnc(D, 2) is strongly connected when D is the digraph of Fig. 2.
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Fig. 2. The nonconstant binary labellings of this digraph form a strongly connected subdigraph of its binary De
Bruijn digraph.
Fig. 3. The De Bruijn digraphB(D,m) of this digraph is strongly connected for all m.
We say that a vertex v in a digraph is reachable from another vertex u if there is a path
from u to v.
Proposition 10. Let D be a weakly connected digraph with −(D)=0. Suppose that every
vertex v ∈ V (D) with d−(v)1 is reachable from some vertex r with d−(r) = 0. Then
B(D,m) is weakly connected.
Proof. Let x ∈ V (B(D,m)). We claim there is a path from x to any constant labelling of
D. Therefore we deduce thatB(D,m) is weakly connected.
The idea is to let a given label propagate through D.
Let j be the constant labelling deﬁned by j(v) = j , where j ∈ [m] and v ∈ V (D). If
x = j, then there is a labelling y such that xy, and y(s) = j , for all vertices s ∈ V (D)
with d−(s)= 0, and y(V )− {j}x(V ). If y = j, then we can ﬁnd another labelling z such
that yz, z(s)= j , for all vertices s ∈ V with d−(s)= 0, and z(V )y(V ); and so on. As
every vertex in D can be reached from some vertex with in-degree 0, we eventually arrive
to the constant labelling j after a suitable long path inB(D,m). 
Example 11. Let D be one of the digraphs of Figs. 1 or 3. In both digraphs, every vertex
with in-degree greater than 0 can be reached from some vertex with in-degree 0. Conse-
quently, B(D,m) is weakly connected. Moreover, B(D,m) is also strongly connected in
both cases.
Remark 12. (a)A rooted treeT has the root r of in-degree zero and it is oriented towards the
leaves. If T is a rooted tree, then there is a path from the root to any other vertex. Therefore,
B(T ,m) is weakly connected. However, it can be seen, as a corollary of Theorem 30, that
B(T ,m) is never strongly connected, unless T is a path (and then B(T ,m) is the classical
De Bruijn digraph, which is strongly connected, see [4]).
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(b) LetC(D,m) be the induced subdigraph ofB(D,m)whose set of vertices consists of
the constant labellings and all the vertices belonging to any path between two constant la-
bellings. IfD satisﬁes the hypothesis of Proposition 10, thenC(D,m) is strongly connected.
For example, C(Pn,m)=B(Pn,m), that is strongly connected, as mentioned above.
3.2. Automorphisms
Recall that the automorphism group of the classical De Bruijn digraph B(n,m) is the
symmetric group Sm of the alphabet [m] [4,5]. For a general digraph D, every permutation
of the alphabet also yields an automorphism ofB(D,m), but we have to take into account
the automorphisms of D too.
Proposition 13. Let D be a digraph and m1 an integer. Let Sm be the symmetric group
of the alphabet [m]. Then the mapping:
Aut(D)× Sm → Aut(B(D,m)),
(, ) → (x →  ◦ x ◦ −1)
is a group monomorphism.
Proof. The proof is lengthy but straightforward and we omit it. 
In general, it does not seem easy to determine the automorphism group of B(D,m) for
an arbitrary digraph D.
Example 14. B(C4, 2) has order 1536, whereas Aut(C4)× S2 has 8 elements.
3.3. The line digraph of a De Bruijn digraph
It is well known [4,5] that:
L(B(n− 1,m))  B(n,m), L(K(n− 1,m))  K(n,m), (1)
where L(D) denotes the line digraph of the digraph D. These relations have been useful,
for example, in constructing families of digraphs with many vertices and given degree and
diameter [5]. In this section, we investigate to what extent this type of isomorphisms is true
for the De Bruijn and the Kautz digraphs of an arbitrary digraph.
Observe that B(n− 1,m)=B(Pn−1,m),K(n− 1,m)=K(Pn−1,m) and that Pn−1 =
L(Pn). Thus, we can write the isomorphisms (1) as:
L(B(L(Pn),m))  B(Pn,m), L(K(L(Pn),m)) K(Pn,m).
Now, the following question arises: for which digraphs D does the isomorphism:
L(B(L(D),m))  B(D,m) (2)
hold? And analogously for the Kautz digraph.
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For example, the line digraph of Cn is isomorphic to itself. As B(Cn,m) is a disjoint
union of cycles, we have:
L(B(L(Cn),m))  B(Cn,m).
And an analogous isomorphism holds for the Kautz digraph of Cn.
Theorem 15. Let D be a digraph such that:
(1) d−(v) ∈ {0, 1}, for each v ∈ V (D);
(2) if d−(v)= 0, then d+(v)= 1.
Then:
L(B(L(D),m))  B(D,m), L(K(L(D),m)) K(D,m). (3)
Proof. A vertex of L(B(L(D),m)) is an arc (,) of B(L(D),m). That is, a pair of
mappings:
, : A(D)→ [m]
such that for every arc b ∈ A(D), (b) = (a), for some arc a ∈ A(D) incident to b, if
there are such arcs.
If D satisﬁes the hypothesis of the theorem, then for every b ∈ A(D), there is at most
one arc a ∈ A(D) such that ab in L(D).
Given (,) as above, we deﬁne a labelling x of D as follows:
x(v)=
{
(a) if d−(v)= 1 and a = (u, v) ∈ A(D),
(a) if d−(v)= 0 and a = (v,w) ∈ A(D).
Then we claim that
f : L(B(L(D),m))→ B(D,m),
(,) → x
is an isomorphism.
Let (,)(, ) in L(B(L(D),m)) and let f (,)= x, and f (, )= y. We have to
prove that xy inB(D,m). Let v ∈ V (D) such that d−(v)= 1 and (u, v) ∈ A. Then:
y(v)= (u, v)=
{
x(u) if d−(u)= 0,
(w, u)= x(u) if d−(u)= 1 and wu.
That is, xy inB(D,m). So f is a homomorphism of digraphs.
Consider the map given by
g(x)= (,),
where (a)= x(v), (a)= x(u), if a= (u, v) ∈ A(D). It is easy to see that g is the inverse
homomorphism of f.
The same proof applies to Kautz digraphs. 
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Remark 16. The digraphs satisfying the hypothesis are:
• rooted trees with root r such that d+(r)= 1,
• strongly connected directed cycles and, in general,
• a strongly connected directed cycle with rooted trees attached at the vertices and with the
roots at the cycle.
Another way to look at the isomorphism (2) for rooted trees is as follows. Let S be the
right inverse of the line-digraph operator deﬁned on the class of rooted trees:
L(S(T ))= T ,
for every rooted tree T. If r is the root of T = (V ,A), then:
S(T )= (V ∪ {s}, A ∪ {(s, r)}),
with s /∈V (T ).
Then the rooted tree S(T ) satisﬁes the hypothesis of the theorem. Thus, we can write the
isomorphism (2) as
L(B(T ,m))  B(S(T ),m). (4)
That is, the line digraph of the De Bruijn digraph of a rooted tree is the De Bruijn digraph
of another rooted tree.
3.4. Endo-circularity of the De Bruijn digraph of a rooted tree
We recall the deﬁnition of an endo-circulant digraph [2]. Let G be a ﬁnite abelian group,
 : G → G an endomorphism and 	 ⊂ G. The vertices of the endo-circulant digraph
associated to the data (G,	,) are the elements ofG and the arcs are given by: (g,(g)+a),
where g ∈ G and a ∈ 	.
Consider a rooted tree Twith root r. The vertex setZVm of the De Bruijn digraphB(T ,m)
of T can be given the structure of an the abelian group. The characteristic functions of the
vertices of T form a Zm-basis of ZVm. Let  be the endomorphism of ZVm whose matrix in
this basis is the adjacency matrix of T. Finally, let 	 be the set of mappings x ∈ ZVm such
that x(v)= 0, if v = r .
Proposition 17. The De Bruijn digraphB(T ,m) is the endo-circulant digraph associated
to data (ZVm,	,) described above.
4. The De Bruijn digraph of a rooted tree
Let T = (V ,A) be a rooted tree of order n and height h. Let r ∈ V be the root of T. If
v ∈ V is a vertex, then its level, denoted by %(v), is the distance from the root r to v. If
u, v ∈ V are vertices of T, then we will denote by dT (u, v) the distance from u to v in the
underlying tree T of T.
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In the case of a rooted tree T with root r, the adjacency rule in B(T ,m) takes the form:
xy if and only if for every vertex v = r , y(v)= x(u), where u is the parent of v.
The main observation to determine the structure ofB(T ,m) is the following: if a vertex
x ∈ V (B(T ,m)) has in-degree at least 1, then all pairs of siblings in T must have the same
labelling. Hence, any x ∈ V (B(T ,m)) with a pair of siblings with distinct labelling must
have in-degree 0. In this way, if we consider a suitable long path in B(T ,m), then the last
vertex of this path takes the same value in all the vertices in the same level of T. We will
see that such a vertex belongs to a subdigraph of B(T ,m) isomorphic to the classical De
Bruijn digraph B(h+ 1,m) (see Theorem 25).
4.1. The operator P
Let i0 be an integer. We deﬁne the relation ≈i on the set V as follows:
u≈iv ⇐⇒ %(u)= %(v) and dT (u, v)2i. (5)
That is, two vertices of T are equivalent under≈i if they are in the same level and the closest
common ancestor is at T -distance less or equal than i. Thus, for instance, u≈0v if and only
if u= v; and u≈1v if and only if either u= v or u and v are siblings.
It is readily seen that the relations ≈i are equivalence relations on V. Moreover, the
relation ≈i is ﬁner than ≈i+1 in the sense that each equivalence class of ≈i+1 is a union of
equivalence classes of ≈i .
Deﬁnition 18. Given a rooted tree T and an integer i0, we deﬁne P i(T ) as the quotient
digraph of T by the relation ≈i :
P i(T )= T/≈i . (6)
That is, the vertices of P i(T ) are the equivalence classes u¯ by ≈i and (u¯, v¯) is an arc of
P i(T ) if and only if there are vertex representatives u′ ∈ u¯ and v′ ∈ v¯ such that u′v′ in T.
It is easy to see that P i(T ) is also a rooted tree whose root is the equivalence class r¯ = {r}
of the root r.
Lemma 19. Let u, v ∈ V be such that %(u)= %(v) and dT (u, v)= 2j . Then:
d
P i(T )
(u¯, v¯)=
{
0 if j i,
2j − 2i if j > i,
where u¯, v¯ are the images of u and v in P i(T ), respectively.
Proposition 20. (1) P 0(T )= T , for each rooted tree T.
(2) There are natural isomorphisms:
P i(P j (T ))  P i+j (T ).
(3) There exists a minimum integer 
= 
(T )0 such that:
P 
(T )  Ph+1,
where h is the height of T. Consequently, P k(T )= Ph+1, for k
(T ).
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T P (T) P2 (T)
Fig. 4. Example of the operator P. For this tree, 
(T )= 2 and h(T )= 3.
Proof. The ﬁrst two properties are direct consequences of the deﬁnition. For the third, let’s
observe that each pair of vertices in the same level have a common ancestor at T -distance
less or equal than the height of T, so Ph(T )  Ph+1. 
Proposition 21. If T is a rooted tree, then:

(T )= /2, (7)
where  is the maximum distance in T between two vertices in the same level of T.
Proof. Let u, v ∈ V be two vertices such that %(u) = %(v). Then a common ancestor of
both u and v is at maximum distance of /2. Moreover, there is no such a pair with a closer
common ancestor. So in the tree P /2(T ) we have u¯ = v¯. That is, all the vertices of T in
the same level are mapped to the same vertex of P /2(T ). Hence P /2(T ) = Ph+1 and

(T )= /2. 
Example 22. (1) P(Pm)= Pm. That is, 
(Pm)= 0.
(2) If T = Ph+1 is a rooted tree with only one internal vertex in every level, then
P(T ) = Ph+1, where h is the height of T; that is, 
(T ) = 1. And conversely, a rooted tree
T = Ph+1 that has 
(T )= 1 must have only one internal vertex in every level (Fig. 4).
Proposition 23. Let u, v ∈ V be such that %(u)= %(v) and dT (u, v)= 2
(T ). Then either
u or v is a leaf of T.
Proof. Straightforward. 
4.2. The ﬁltration ofB(T ,m)
We begin by stating a result concerning the behavior of the De Bruijn digraphs with
respect to homomorphisms. See [6] for the concept of homomorphism of digraphs and its
basic properties. We recall here the relevant deﬁnitions.
Let D1 = (V1, A1) and D2 = (V2, A2) be digraphs. A homomorphism from D1 to D2
is a mapping f :V1 → V2 such that (u′, u) ∈ A1 implies that (f (u′), f (u)) ∈ A2. An
epimorphism (resp. monomorphism) of digraphs is a homomorphism that is a surjective
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(resp. injective) mapping.A homomorphism is faithful if there is an arc from some vertex in
f−1(w′) to some vertex in f−1(w) whenever w′, w ∈ f (V1) and (w′, w) ∈ A2. A faithful
homomorphism is full if, moreover, there is an arc from every vertex in f−1(w′) to every
vertex in f−1(w).
We will say that a faithful homomorphism is almost-full if given a vertex u ∈ f−1(w),
there is some vertex u′ ∈ f−1(w′)with u′u, wheneverw′, w ∈ f (V1) and (w′, w) ∈ A2.
Lemma 24. If f :D1 → D2 is an almost-full epimorphism of digraphs, then the induced
map between the corresponding De Bruijn digraphs
B(f,m):B(D2,m)→ B(D1,m), B(f,m)(x)= x ◦ f
is an injective homomorphism of digraphs, where x ◦f denotes the composition of f with x.
Proof. A mapping f :V (D1)→ V (D2) induces a mapping
B(f,m):V (B(D2,m))→ V (B(D1,m)), x → B(f,m)(x)= x ◦ f .
That is, if x:V (D2) → [m] is a vertex of B(D2,m), then x ◦ f :V (D1) → [m] is the
vertex ofB(D1,m) deﬁned as (x ◦f )(u)= x(f (u)), for u ∈ V (D1). It is easily seen that a
surjective f induces an injectiveB(f,m). So let us see thatB(f,m) is also a homomorphism
of digraphs.
Let x, y ∈ V (B(D2,m)) such that xy.Wewant to prove that x◦fy◦f inB(D1,m).
Let u ∈ V (D1) be a vertex such that d−(u)1. We want to see that there is a vertex
u′ ∈ V (D1) such that u′u, and y(f (u))= x(f (u′)).
Consider the vertex f (u) of D2. Then d−(f (u))1. As x is adjacent to y inB(D2,m),
we have
y(f (u))= x(w)
for some vertex w ∈ V (D2) such that wf (u). As f is an almost-full epimorphism, there
exists a vertex u′ ∈ f−1(w) adjacent to u in D1. Hence:
y(f (u))= x(w)= x(f (u′))
and u′u in D1.
That is, y ◦ f is adjacent to x ◦ f inB(D1,m). 
We say that a sequence
D =D0 ⊃ D1 ⊃ · · · ⊃ Dk
is a ﬁltration of the digraph D if each Di is a subdigraph of Di−1, for i = 1, . . . , k.
Theorem 25. The De Bruijn digraphB(T ,m) of a rooted tree T of height h has a ﬁltration
by subdigraphs:
B(T ,m)=B0 ⊃ B1 ⊃ · · · ⊃ B
, (8)
where 
 = 
(T ) and each Bi is the De Bruijn digraph of a rooted tree, concretely Bi 
B(P i(T ),m), andB
  B(h+ 1,m), the classical De Bruijn digraph.
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Proof. The natural quotient map
V (P i(T ))→ V (P i+1(T ))
induces an epimorphism of digraphs P i(T ) → P i+1(T ), because each equivalence class
is an independent set in P i(T ) [6, Corollary 2.10]. Moreover, it is a faithful epimorphism,
and as the in-degree of each vertex distinct from the root is one, this epimorphism is also
almost-full. Therefore, Lemma 24 applies.
Consider the trees P i(T ) and the corresponding sequence of canonical faithful and
almost-full epimorphisms:
T = P 0(T )→ P 1(T )→ · · · → P 
(T )= Ph+1.
From these epimorphisms, by (24), we get a sequence of monomorphisms of digraphs:
B(T ,m)← B(P (T ),m)← · · · ← B(P 
(T ),m)
and correspondingly a ﬁltration ofB(T ,m) by subdigraphs:
B(T ,m)=B0 ⊃ B1 ⊃ · · · ⊃ B
,
whereBi is the image of the monomorphismB(P i(T ),m) ↪→ B(T ,m). 
Observe that a vertex x ∈ V (B(T ,m)) belongs to V (Bi ) if and only if x is constant on
every equivalence class of the relation ≈i , so that x : V → [m] can be factored through
V/≈i and can then be considered a vertex of B(P i(T ),m). In other words, x ∈ V (Bi ) if
and only if for each pair u, v ∈ V (T ), we have x(u) = x(v), whenever %(u) = %(v) and
dT (u, v)2i.
Remark 26. The subdigraphB
 is the subdigraph C(T ,m) deﬁned in Section 3.1.
4.3. Description of the arcs: the slices
Consider the ﬁltration ofB(T ,m) given by Theorem 25:
B(T ,m)=B0 ⊃ B1 ⊃ · · · ⊃ B
,
whereBi is the image of the monomorphism:
B(P i(T ),m) ↪→ B(T ,m).
Deﬁne the slice of level i ofB(T ,m) as
Vi = V (Bi )\V (Bi+1) if 0 i
− 1,
V
 = V (B
), (9)
soV= V (B(T ,m)) is the disjoint union:
V= V (B(T ,m))=V0 ∪V1 ∪ · · · ∪V
.
J.L. Ruiz, M. Mora / Discrete Mathematics 293 (2005) 219–236 231
Proposition 27. A vertex x ∈ V (B(T ,m)) belongs to the sliceVi of level i if and only if
the following two conditions hold:
(a) x(u)= x(v), whenever %(u)= %(v) and dT (u, v)2i; and
(b) there exist two vertices ux, vx such that %(ux)=%(vx), dT (ux, vx)=2i+2 and x(ux) =
x(vx).
We will call the vertices ux, vx a distinguishing pair for x. Thus, x ∈ Vi if and only if
x ∈ V (Bi ) and has a distinguishing pair.
Proposition 28. (1) If 0 i
− 1, then two vertices inVi are never adjacent:
+(Vi ) ⊂ V (Bi+1).
Moreover, +(V
)=V
.
(2) If x ∈Vi , y ∈Vj and xy, then +(x) ⊂Vj , j i + 1.
Proof. (1) Suppose that x ∈Vi and xy. Let u, v ∈ V be two vertices such that %(u)=
%(v) and dT (u, v)2i + 2, and let u′u, v′v be their parents. Then %(u′) = %(v′) and
dT (u
′, v′)2i; hence x(u′)= x(v′) and:
y(u)= x(u′)= x(v′)= y(v).
Thus y ∈ V (Bi+1).
(2) Let x ∈Vi , xy and suppose y ∈Vj , for some j > i. Then it is easy to see that
+(x)= {z ∈V: z(v)= y(v), v = r},
and so +(x) ⊂Vj . 
Deﬁnition 29. We say that a vertex x ∈ V (B(T ,m)) is of type (i, j), 0 i < j
, if
x ∈Vi and +(x) ⊂Vj .
We will denote byVi,j the set of vertices of type (i, j). That is
Vi,j = {x ∈Vi :+(x) ⊂Vj }. (10)
By Proposition 28, every vertex inVi is of some type (i, j). Thus, we have
Vi =

⊔
j=i+1
Vi,j . (11)
Theorem 30. Let T be a rooted tree that is not a path. Suppose thatB(T ,m) has vertices
of type (i, j), for 0 i < j
(T ). Then the subdigraph of B(T ,m) induced by the set
Vi,j ∪+(Vi,j ) is a disjoint union of oriented complete bipartite graphs Kfij (m),m, for a
suitable polynomial fij (m) of m depending only on P i(T ) and the indices i and j.
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Proof. Let x ∈Vi,j and xy, y ∈Vj . Consider the sets:
U1 = {z ∈V: z(v)= x(v), for d+(v)1},
U2 = {t ∈V: t (v)= y(v), for v = r}.
That is, the elements of U1 are all the labellings that take the same value than x at all the
vertices of T, except maybe at the leaves; and U2 contains all the labellings that take the
same value than y at all the vertices of T, except maybe at the root.
Then it is readily seen that U1 ⊂Vi,j , U2 ⊂Vj and that U1 and U2 are the stable sets
of an oriented bipartite graphKm′,m (the out-degree of a vertex inB(T ,m) ism). The exact
value of m′ depends on the conditions imposed upon x to belong toVi,j (see Lemma 32),
but it only depends on i and j and, obviously, on T. 
Corollary 31. Let T be a rooted tree that is not a path. ThenB(T ,m) is weakly connected
but not strongly connected.
It remains to establish the conditions under which B(T ,m) has vertices of type (i, j),
for 0 i < j
.
Lemma 32. Let x ∈Vi .
(1) If i
(T )− 2, then x is a vertex of type (i, i + 1) if and only if x has a distinguishing
pair composed of internal vertices of T. Hence, the vertex x is of type (i, j), for some
j i + 2, if and only if x has a distinguishing pair composed of at least a leaf of T.
(2) If j i + 2, then x is a vertex of type (i, j) if and only if the following conditions
hold:
(i) x(u)=x(v),whenever u and v are internal vertices such that %(u)=%(v), dT (u, v)
2j − 2;
(ii) there exist two internal vertices u′, v′ ∈ V such that %(u′)=%(v′), dT (u′, v′)=2j+2
and x(u′) = x(v′); and
(iii) every distinguishing pair of x is composed of at least a leaf of T.
In other words, a vertex x ∈Vi has type (i, j), with j i + 2, if x behaves like an
element ofVj−1, except for the values at certain leaves of T.
Proof. We give only the proof of the ﬁrst part of the Lemma. The second part can be proved
in a similar way.
Let 0 i
(T )− 2. Suppose that x ∈Vi , and let ux, vx ∈ V be a distinguishing pair
for x. Let u′, v′ be their respective parents: u′ux , v′vx . Then:
%(u′)= %(v′), dT (u′, v′)= dT (ux, vx)− 2= 2i,
and then x(u′)= x(v′). If xy, then we know that:
y(ux)= x(u′)= x(v′)= y(vx);
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that is, y ∈ V (Bi+1). We want to see that y /∈V (Bi+2). Let u′′ and v′′ be the respective
children of ux and vx : uxu′′, vxv′′. Then:
(a) %(u′′)= %(v′′),
(b) dT (u′′, v′′)= dT (ux, vx)+ 2= 2i + 4, and
(c) y(u′′)= x(ux) = x(vx)= y(v′′).
Hence, u′′, v′′ is a distinguishing pair for y. That is y ∈Vi+1.
Suppose now that x ∈Vi is a vertex of type (i, i + 1) and let y ∈ +(x). Then x ∈Vi
and y ∈Vi+1. Let us consider a distinguishing pair uy, vy ∈ V for y:
(a) %(uy)= %(vy),
(b) dT (uy, vy)= 2i + 4, and
(c) y(u) = y(vy).
Then the parents u′, v′ of uy and vy , respectively, form a distinguishing pair for x and
moreover are internal vertices of T. 
Proposition 33. Let T be a rooted tree that is not a path.
(1) The digraphB(T ,m) has always vertices of type (i, i + 1), for 0 i
− 1.
(2) There are vertices of type (i, j), j i + 2, in B(T ,m) if and only if there are two
vertices in the same level at a T -distance 2i + 2 and one of them is a leaf.
Proof. (1) If x ∈V
−1, then x has always type (
,
− 1). That is,V
−1 =V
−1,
.
Now, suppose that 
(T )2 and let 0 i
 − 2. Then neither P i(T ) nor P i+1(T ) is
the path Ph+1, so there is a pair of siblings internal vertices in P i(T ). From such a pair we
can construct a pair u, v ∈ V of internal vertices in T at T -distance 2i + 2, by Lemma 19.
Now, we can deﬁne a labelling x of T such that x ∈ V (Bi ) and x(u) = x(v). Clearly, x has
type (i, i + 1).
(2) Let j i + 2. Suppose that x is a vertex of type (i, j). Then, by the third part of
Lemma 32, every distinguishing pair of x is composed of at least a leaf of T. Then such a
pair is the pair sought.
Conversely, suppose that T has two vertices u, v in the same level such that dT (u, v) =
2i + 2 and u is a leaf. Let y be a labelling of type (j − 1, j) (such labellings always exist,
by the ﬁrst part of this Proposition). Now deﬁne a new labelling x as follows:
x(w)= y(w), if w = u,
and x(u) = x(v). Then, x ∈ V (Bi ), because ≈i is ﬁner than ≈j−1; but x /∈V (Bi+1),
because the vertices u and v form a distinguishing pair of x. Moreover, it is clear that
+(x) ⊂Vj . That is, x is a vertex of type (i, j). 
Remark 34. Observe that the second condition of the Proposition 33 does not depend on j.
Example 35. Let k2, h1 be integers. Deﬁne the rooted tree Pk,h as the tree obtained
by identifying the roots of k disjoint copies of the path Ph+1. Then Pk,h has order kh+ 1,
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0|01|00
0|01|01
0|01|10
0|01|11
0|10|00
0|10|01
0|10|10
0|10|11
1|01|00
1|01|01
1|01|10
1|01|11
1|10|00
1|10|01
1|10|10
1|10|11
0|00|01
0|00|10
0|11|01
0|11|10
1|00|01
1|00|10
1|11|01
1|11|10
0|00|00
0|00|11
0|11|00
0|11|11
1|00|00
1|00|11
1|11|00
1|11|11
Fig. 5. The binary De Bruijn digraph of P2,2, where the labels are grouped by levels.
height h and 
(Pk,h)= h. Then the De Bruijn digraphB(Pk,h,m) has only vertices of type
(i, i + 1), 0 ih− 1. A vertex x is in the setVi =Vi,i+1 if and only if x is constant on
every level of Pk,h up to the ith but not on the level i + 1; thus:
|Vi,i+1| = (mk −m)mi+1mk(h−i−1), |Vh| =mh+1.
The polynomial fi,i+1(m) of Theorem 30 is
fi,i+1(m)=
{
mk if i < h− 1,
mk −m if i = h− 1,
so the subdigraph generated byVi ∪ +(Vi ) is a disjoint union of digraphs isomorphic
to Kmk,m, if i < h − 1, and isomorphic to Kmk−m,m, if i = h − 1. The binary De Bruijn
digraph of P2,2 is shown in Fig. 5.
Moreover, we have
P i(Pk,h)= Si(Pk,h−i ), 0 ih− 1.
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Hence, by (4), the family {Pk,h}h satisﬁes the relations:
B(Pk,h,m) ⊃ B(P (Pk,h),m)= L(B(Pk,h−1,m)).
5. The Kautz digraph of a digraph
In this sectionweuse the results onDeBruijn digraphs of the previous section to determine
the structure of the Kautz digraph of a rooted tree.
Theorem 36. Let T be a rooted tree of height h and m2 an integer.
(a) K(T , 2) is a digon.
(b) If m3, thenK(T ,m) has a ﬁltration:
K(T ,m)=K0 ⊃K1 ⊃ · · · ⊃K
,
where 
= 
(T ) andKi K(P i(T ),m). In particular,K
  K(h+ 1,m).
Proof. A tree has only two 2-colorings and they are adjacent to each other in the Kautz
digraph.
Let m3. Consider the ﬁltration ofB(T ,m) of Theorem 25 and deﬁne:
Ki =Bi ∩K(T ,m). 
We can also deﬁne the slices ofK(T ,m) in a similar way, and we have the following
result.
Theorem 37. Letm3. SupposeB(T ,m) has vertices of type (i, j). Then the subdigraph
ofK(T ,m) generated by the set of vertices:
(Vi,j ∩K(T ,m)) ∪ +(Vi,j ∩K(T ,m))
is a disjoint union of oriented complete bipartite graphs Kgij (m),m−1, where gij (m) is a
polynomial depending only on P i(T ) and the indices i, j.
6. Conclusions
The De Bruijn digraphs introduced in this paper represent a general framework for di-
graphs based on alphabets. By conveniently choosing the base digraphs, we can get families
of De Bruijn digraphs with good properties.
Several digraphs of a De Bruijn digraph have been deﬁned such as the Kautz digraph and
the permutation digraph of a base digraph. The Kautz digraph over an alphabet of size m
represents a new interesting way of looking at the m-colorings of a digraph.
In this paper we have studied the structure of the De Bruijn and Kautz digraphs of rooted
trees extending the classical theory of the De Bruijn and Kautz digraphs.
These results are part of the ﬁrst author’s Ph.D., still under development.
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