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Abstract
While Support Vector Regression, SVR, is one of the algorithms of choice in modeling
problems, construction of its error intervals seems to have received less attention. In
addition, general noise cost functions for SVR have been recently proposed and proved to
be more effective when a noise distribution that fits the data is properly chosen.
Taking these two factors into account, this thesis has five main goals: First, describe
a direct approach to build error intervals, based on the assumption of residuals following
some probability distribution, how to fit these noise models and how to estimate their
parameters. Second, give a comparison between intervals resulting from this method, with
and without prior use of k-means and other methods to split the data, versus intervals
built using a Bayesian approach. Third, study which distribution assumption provides
better intervals in real-world problems, such as wind and solar energy forecasting, medical
regression problems and prediction of sporting events outcome. Fourth, analyze if inter-
vals result of this approach can be used as a detector of the distribution of errors, and
hence become a good way to choose the noise assumption in a general noise model. And
finally, give explicit formulations for SVR models using loss functions corresponding to
different assumptions of noise distribution in the data, such as the Laplace or the Weibull
distirbution.
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Chapter 1
Introduction
Extracting useful information from data has been a vital task in many studies and appli-
cations, both academic and corporate, for many years. The first expert systems, computer
systems that emulates the decision-making ability of a human expert [1], appeared in the
1970s and clearly dominated the field of artificial intelligence during the 1980s. In these
systems, the decision-making algorithm is explicitly coded, primarily as if-then rules. In
contrast to expert systems, machine learning [2], ML, try to infer from the data the best
algorithm to model the problem and give a solution to it, whether it is a division into clus-
ters, a classification into previously specified groups or the prediction of a real number. In
ML the dependence on and need of expert knowledge is lessened, although not completely
removed. Furthermore, more general and less ad hoc applications can be built using ML
models. These and others advantages have made machine learning a very popular tool and
one that has been widely studied and used in a variety of problems in recent years. Its
popularity has been strengthened by the recent rise in importance of big data problems.
1.1 Machine Learning
Machine learning is a scientific discipline that aims to build computer systems that
automatically improve with experience, exploring the construction and study of algorithms
that can learn from data.
This field covers a broad range of learning tasks, such as:
• Design of unmanned aerial vehicles, UAVs, that learn to navigate and interact with
other UAVs from their own experience.
• How to use historical medical records to learn which people could suffer from some
particular disease, such as alzheimer or parkinson, or which patients will respond
best to which treatments.
• Recommender systems, or how to build search engines that automatically customize
to their users interests using their information and past actions.
• Business intelligence, BI, that aims to transform data from companies into meaningful
and useful information for business analysis purposes.
• Forecasting of wind, solar or other type of energy production in different geographic
areas learning from past productions and weather information.
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• Prediction of sporting events outcome using past results, statistics and information
from other sources such as social networks.
In [2] this definition of learning is given: “A machine learns with respect to a particular
task T, performance metric P, and type of experience E, if the system reliably improves
its performance P at task T, following experience E”. Using wind energy prediction as an
example, wind energy production forecast using weather information would be task T, past
data of weather and energy production would form experience E and the performance P of
the system would be measured using a particular metric, such as the mean absolute error,
MAE, or the mean squared error, MSE, defined as:
MAE =
1
N
N∑
i=1
|fˆ(Xi)− yi| (1.1.1)
MSE =
1
N
N∑
i=1
(fˆ(Xi)− yi)2 , (1.1.2)
where {Xi}Ni=1 = {(x1, x2, ..., xd)T }Ni=1, is the weather information used as input data, fˆ(X)
is the forecast outputted by the machine learning model given input x, {yi}Ni=1 is the real
wind energy production or target, N is the number of instances or samples and d is the
number of variables, or dimensions, in the data.
As said earlier, ML encompasses a wide variety of problems. In [3] and [4] these tasks
are divided into three main groups:
1. Supervised Learning: In supervised learning, a labeled training dataset is used
to train the model. Labels can be categorical, representing the belonging of a partic-
ular instance to a specific class, being 0 and 1 standard labels for a 2-class problem,
or a discrete label in the form of a real number. In the first case, the task is called
a classification problem and in the second case a regression problem. In both
cases, the principles of the machine learning cycle are the same, but algorithms and
objective functions used are different for each type of problem. Parameters of the
model are chosed to minimize a particular objective function for this training set.
The model built from this training process is then used to predict the class or value
of new instances belonging to a labeled test dataset. Prediction errors result of this
process are used as a measure of the model accuracy.
Additionaly, a third set of labeled data, called validation dataset, can be used
to select the best hyperparameters for the ML model. Frequently, this third dataset
is not used and, instead, a technique called cross-validation, CV, [5] is employed to
find the optimal hyperparameters. When this method is used, the training dataset
is divided into k subsets, then the model is trained using k − 1 of these subsets
and the remaining one is used as validation set. This process is repeated k times
until all subsets have performed the role of validation set. The errors result of these
k iterations are then averaged and used as validation error. In both cases, fixed
validation dataset or CV, hyperparameters chosen are the ones that minimize this
validation error.
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One of the key factors in supervised learning models is the bias-variance tradeoff
to avoid overfitting and underfitting of the model to the data. In the first case, the
model has too high variance, adjusting too much to the variations in the data set.
In the second case, the model has too much bias, remaining mainly unaffected by
changes in the input data. To deal with this, normally a regularization or penalty
term is added to the usual error measure or loss function to form the objective
function that will be minimized to build the model. One example is ridge regression
[6], a model that has as objective function
1
N
N∑
i=1
(XTi β + β0 − yi)2 +
λ
2
||β||2 , (1.1.3)
where fˆ(Xi) = Xiβ + β0 is the output of the model, β0 is a constant called the bias
of the model and β = (β1, β2, ..., βd)
T are the parameters or coefficients of the model.
2. Unsupervised Learning: In unsupervised learning there is no labels in the data
and the goal is to find hidden structure in this unlabeled data, whether it is to cluster
data into different groups, estimate the distribution of the data or build latent
variable models.
In this type of tasks, there is no error or reward signal to evaluate a potential
solution. Sometimes, unsupervised learning techniques are employed prior to apply-
ing supervised learning models as a data pre-processing step. In this case, goodness
of unsupervised learning methods can be measured by their impact on the accuracy
of the corresponding supervised learning model.
3. Reinforcement Learning: In this type of tasks the concern is the problem of
finding suitable actions to take in a given situation in order to maximize a reward.
Here the learning model is not given labels of optimal outputs, in contrast to
supervised learning, but must instead discover them using an iterative process of
trial and error. Usually, there is a sequence of states and actions in which the
model is interacting with its environment, and frequently the current action not only
has an impact on the immediate reward but also affects the reward at all subsequent
time steps. Only at the end of this process the reward signal, positive or negative, is
received.
Finding a balance between exploration, in which the system tries out new kinds of
actions to see how effective they are, and exploitation, in which the system makes use
of actions that are known to yield a high reward, is vital in these learning algorithms.
This is called the exploration-exploitation trade-off.
This thesis focuses its attention on supervised learning problems, although some unsu-
pervised learning techniques are applied as a preprocessing step to divide data into clusters.
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Usually, the design of a supervised learning system entails a iterative cycle composed of
several steps, where some of these steps are carried out again in each iteration. Although
different divisions of this process into steps have been described, normally there are five
stages:
1. Data collection: Consists in gathering the data needed to train, validate and test
the model. Sometimes it is a very costly stage, so a tradeoff between the volume
of data collected and the cost of this gathering process must be made. It is also
important to keep in mind the complexity of the problem and of the model chosen to
decide when we have an adequately large amount of data for a particular problem.
2. Feature choice: There are two different methods to carry out feature choice. Fea-
ture selection pick a subset of the original features and discard the rest, while feature
extraction generates derived variables from the original ones. Both techniques achieve
a dimensionality reduction of the data, where features selected are intended to be
informative and non redundant.
Dimensionality reduction can be made to improve the accuracy of the ML model,
reducing the risk of overfitting, although for complex models with a regularization
term this is not really necessary and feature choice is done implicitly by the model.
In addition, dimensionality reduction can also provide a significant decrease in com-
putational cost, vital in many real-world ML systems, particularly in those that need
to be able to give a real time response, such as fraud detection in banking systems.
3. Model choice: There is a wide variety of ML models for supervised learning prob-
lems, ranging from a simple linear regression to deep learning techniques such as deep
neural networks.
The optimal model for a particular problem depends on factors as the nature of
the problem and its complexity, data available and its dimensions and the presence
of noise in the data. These factors must be taking into account when choosing
the model to use and the common mistake of choosing a particular model for some
personal preference and not for being the most suitable for the problem should be
avoided when opting for a model to solve a real-world problem.
4. Train and validation: This step comprise the use of the training and validation
datasets as described earlier to choose the optimal parameters and hyperparameters,
respectively, for the model selected in the previous step.
5. Evaluation: Once training and validation of the model is done, its performance
over the test dataset is evaluated through some particular accuracy measure. Typical
choices for regression problems are MAE (1.1.1) and MSE (1.1.2), and for classifica-
tion problems the following ones are common measures:
Precision =
TP
TP + FP
(1.1.4)
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Recall =
TP
TP + FN
(1.1.5)
FPR =
FP
FP + TN
(1.1.6)
F1 =
2TP
2TP + FP + FN
, (1.1.7)
where TP are true positives, i.e. instances classified as positive by the model that
are in fact positive, FP are false positives, instances classified as positive that are in
fact negative, TN are true negatives, instances classified as negative that are in fact
negative and FN are false negatives, instances classified as negative that are in fact
positive.
Precision vs recall and ROC or FPR vs recall curves are also frequently used as
evaluation measures for classification problems.
Figure 1.1.1: Design cycle for supervised learning systems.
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1.2 Big Data
Big data is a rather new concept but one that has grow in importance very quickly
in recent years in the field of computer science, swiftly becoming a key concept in many
studies and applications. Despite its name, big data is not only related to the volume of
raw information. For years, there has not exist a formal and consensual definition of what
should be considered big data and what not. In 2012, the American firm Gartnet gave this
definition [7]:
1.1. Big data is high volume, high velocity, and/or high variety information assets that
require new forms of processing to enable enhanced decision making, insight discovery and
process optimization.
A more recent and consensual definition of big data [8] states that
1.2. Big Data represents the information assets characterized by such a high Volume,
Velocity and Variety to require specific Technology and Analytical Methods for its transfor-
mation into Value
Both definitions mention the three main properties of a big data problem, called the
3Vs [9], that are:
1. Volume: Refers to the quantity of data in the problem. It is very important in this
context and the name big data itself contains a term which is related to size.
2. Variety: The second of the 3 Vs of big data is the variety of the data. It makes
reference to the diversity of the data and variance among the sources where it is
collected. Usually, raw data is unstructured or has different structures depending on
its source, so an appropiate pre-processing step is key.
3. Velocity: The term velocity in this context refers to the speed of generation of data
and how fast the data must be processed to meet the demands and challenges of a
particular task.
Other additional Vs have been proposed in recent years. An article from 2013 by Mark
van Rijmenam adds four more, reaching a total of 7Vs. Apart from the three mentioned
above, these are:
1. Variability: Refers to data whose meaning is changeable. This is particularly the
case when gathering data relies on language processing. Words do not have static def-
initions, and their meaning can vary wildly depending on context. Thus, programmes
which can process context and decode the precise meaning of words through it have
to be developed.
2. Veracity: Data is virtually worthless if it is not accurate, and in very seldom cases
data available is noise free. Hence, it is again vital a good pre-processing stage
that takes into account the usually noisy nature of data and produces a sufficiently
accurate dataset before analysis can start.
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3. Visualization: Once it has been processed and analyzed, you need a way of present-
ing the data in a manner that is readable and accessible, and this is what visualization
refers to. Visualizations can contain tens, hundreds of even thousands of samples and
variables, and finding a way to present this information that makes the findings clear
is one of the challenges of big data.
4. Value: The potential value of big data is huge. However, the cost generated by the
use of poor data is also really significant. In essence, data on its own is virtually
worthless, the value of big data lies in rigorous analysis of accurate data, and the
information and insights this provides to company and academic researchers.
Figure 1.2.1: Big data main topics in existing research. Image from [8].
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1.3 Machine Learning and Big Data. The Perfect Marriage
Machine learning and big data are two concepts that have extremely close ties, both
benefiting from one another.
On the one hand, the potential of ML models to give accurate outputs is boosted with
bigger (volume) and more diverse (variety) available datasets to train and validate them,
providing that the data is accurate and meaningful (veracity and value). The raise of
big data in recent years has provided ML scientists with more information to insert into
their models and hence their potential have been enhanced very significantly.
On the other hand, big data problems have changed the entire way of thinking about
knowledge extraction and interpretation. Traditionally, data science has always been dom-
inated by trial-and-error analysis, an approach that becomes impossible when datasets are
large and heterogeneous as occurs when big data comes into play. Ironically, availability of
more data usually leads to fewer options in constructing predictive models, because very
few tools allow for processing large datasets in a reasonable amount of time. In addition,
traditional statistical solutions typically focus on static analytics that is limited to the
analysis of samples that are frozen in time, which often results in surpassed and unreliable
conclusions. Machine learning techniques allow researchers to overcome those problems
and to build systems that can provide online learning, models updated after the arrival
of new datapoints. ML models can also be used to build real-time systems, programs
that must guarantee response within specified time constraints (velocity).
To help researchers to combine the use of ML and big data, several software have been
developed in recent years. In addition to supercomputers and RPC architectures, the recent
appearance of open frameworks that make easier computations for big data ML problems,
such as Apache Hadoop [10], Cloudera [11], Apache Mahout [12] and Apache Spark [13],
has boosted investigation in this line of research.
Figure 1.3.1: The Hadoop Ecosystem.
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Also other non-open software, such as SAS High-Performance Analytics, make big data
models for machine learning less computationally expensive, allowing analysts to try dif-
ferent and more complex options to deal with the problems in hand.
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Chapter 2
Support Vector Machines
Support vector machines, SVMs, are one of the most powerful and popular techniques
among machine learning models. It has been proved to perform well in real-world situa-
tions, giving excellent results in a wide variety of problems, such as stock market [14], wind
energy [15] or solar radiation [16] forecasting.
This chapter starts with an explanation of the classical formulations for SVM in Section
2.1, both the -SVM version and the ν-SVM one. Sequential minimal optimization, or
SMO, an algorithm for solving the quadratic programming problem that arises during the
training of support vector machines, is then described in 2.2. Then, a Bayesian framework
for SVR models is detailed in Section 2.3. Finally, we present in Section 2.4 a general noise
version of the SVM for regression, or SVR, where a particular noise distribution for the
data is assumed and plugged into the model.
2.1 Classical SVM
Here, an in-depth description of the classical formulation for SVM is given. First, we de-
tailed the classification problem, which can be divided in two cases: a linear separable case
and a linear non-separable case. Then, the section deals with the problem of non-linearity,
introducing the key concept of the kernel trick. Afterwards, the regression problem is
described. This case encompasses two versions of the same optimization problem, usually
called -SVR and ν-SVR. For the first one, an explanation is given, both for the L1 and
L2 versions. For the second one, a less thorough description is given, focusing on the
non-linear case for regression tasks.
2.1.1 L1--SVM. Classification
This section focus on the 2-class problem. For tasks with more classes, one SVM for each
class, which will decide what are the samples of the dataset that belong to that particular
class, have to be build.
Our training data consists of N pairs (x1, y1), (x2, y2), ..., (xN , yN ), with xi = (xi1, xi2, ..., xip)
T ∈
Rp the variables or input data and yi ∈ {−1, 1} the labels of the classes or target.
Define a hyperplane, H, by
H = {x : f(x) = xTi β + β0 = 0} , (2.1.1)
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where β = (β1, β2, ..., βp)
T is a unit vector, ||β|| = 1, representing the parameters of the
model, and β0 is the bias of the model.
f(x) induces a classification rule given by
G(x) = sign(xTi β + β0) . (2.1.2)
The aim of Support Vector Classification is to obtain the best separating hyperplane
possible. Three different cases are possible:
1. Linear Separable Case. Hard Margin Classification
This case seldom appears in real problems, although its explanation is interesting to
introduce the SVM principles.
Since the classes are separable, we can find a function f(x) = xTi β + β0 with yif(xi) >
0, ∀i. Hence, we are able to find the hyperplane that creates the biggest margin between
the training points for class 1 and -1 (see Figure 2.1.1). This is computed solving the
following optimization problem
max
β,β0
M
subject to yi(x
T
i β + β0) ≥M, i = 1, ...N
||β|| = 1 .
(2.1.3)
As stated in [17] we can get rid of the ||β|| = 1 constraint by replacing the conditions in
(2.1.3) with
1
||β||yi(x
T
i β + β0) ≥M, i = 1, ...N , (2.1.4)
which leads to a redifinition of β0.
This can be equivalently expressed as
yi(x
T
i β + β0) ≥M ||β||, i = 1, ...N . (2.1.5)
For any β and β0 satisfying these inequalities, any positively scaled multiple satisfies
them too, so we can arbitrarily set ||β|| = 1/M and get
max
β,β0
M
subject to yi(x
T
i β + β0) ≥ 1, i = 1, ...N ,
(2.1.6)
or equivalently,
min
β,β0
||β||
subject to yi(x
T
i β + β0) ≥ 1, i = 1, ...N .
(2.1.7)
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For convenience to compute derivatives, usually the following equivalent form of (2.1.7)
is used:
min
β,β0
1
2
||β||2
subject to yi(x
T
i β + β0) ≥ 1, i = 1, ...N .
(2.1.8)
In practice, the problem solved is the dual formulation derived using standard La-
grangian techniques [18]. To obtain it, first we get the Lagrange primal problem,
which is
min
β,β0
LP =
1
2
||β||2 −
N∑
i=1
αi[yi(x
T
i β + β0)− 1]
subject to αi ≥ 0, i = 1, ...N .
(2.1.9)
Computing the derivatives in (2.1.9) we obtain
∂LP
∂β
= β −
N∑
i=1
αiyixi (2.1.10)
∂LP
∂β0
= −
N∑
i=1
αiyi , (2.1.11)
and setting the derivatives (2.1.10) and (2.1.11) to zero we get:
β =
N∑
i=1
αiyixi (2.1.12)
N∑
i=1
αiyi = 0 . (2.1.13)
Plugging (2.1.12) and (2.1.13) into (2.1.9) we finally obtain the dual problem, with the
called Karush-Kuhn-Tucker, KKT, conditions as constraints:
max
αi
LD =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαjyiyjx
T
i xj
subject to yi(x
T
i β + β0) ≥ 1, i = 1, ...N
αi ≥ 0, i = 1, ...N
β =
N∑
i=1
αiyixi
N∑
i=1
αiyi = 0
αi[yi(x
T
i β + β0)− 1] = 0 .
(2.1.14)
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Figure 2.1.1: Support vector classifier for the separable case. The band in the figure is M
units away from the hyperplane on either side, and hence 2M units wide. It is called the
margin. Image from [5].
Thus, from (2.1.12) we see that the solution for β has the form
βˆ =
N∑
i=1
αˆiyixi , (2.1.15)
where
αˆi > 0⇒ yi(xTi β + β0)− 1 = 0 , (2.1.16)
due to the KKT condition αi[yi(x
T
i β + β0)− 1] = 0.
These observations are called the support vectors and give name to the model, since
βˆ is represented only in terms of these points.
Finally, from the KKT condition αi[yi(x
T
i β + β0)− 1] = 0 we can see that any of these
support vectors can be used to solve for β0, which solution has the form
βˆ0 =
1− yixTi βˆ
yi
. (2.1.17)
Usually an average of the solutions for each support vector point is used for numerical
stability.
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2. Linear Non-Separable Case. Soft Margin Classification
In real-world problems, usually finding a hyperplane which separates perfectly the data
is not possible. Figure 2.1.2 is an example of this type of dataset.
Figure 2.1.2: Linearly Separable (left) vs. Linearly Non-Separable (right). Image from
[5].
Even if it is, it might not be desirable because the probability of the model overfitting
the data, due to the noise or outliers present in the dataset, is rather high and normally
a decision boundary that ignores some points of the dataset which do not represent the
general behavior of the problem is preferred. An example of this problem, where a hard
margin hyperplane suffers from overfitting due to one only noisy or outilier point, is shown
in 2.1.3
Figure 2.1.3: Hard Margin Classification overfitting.
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To deal with the overlap, the idea is to still maximize the margin, M , but allowing some
points of the dataset to be on the wrong side of the margin. Defining the slack variables
ξ = (ξ1, ξ2, ..., ξN ), one natural way to modify the constraint in (2.1.3) will be
yi(x
T
i β + β0) ≥M − ξi, i = 1, ...N , (2.1.18)
where the value ξi is the absolute value of the amount by which the prediction f(xi) =
xTi β + β0 is on the wrong side of its margin.
Although this choice seems very natural, since it measures overlap in actual distance
from the margin M , it results in a nonconvex optimization problem, so uniqueness of
the solution cannot be assured. To find a convex optimization problem, where any local
minimum of the unconstrained optimization problem is a global minimum and hence the
solution is unique 1, the following modification is used:
yi(x
T
i β + β0) ≥M −Mξi = M(1− ξi), i = 1, ...N , (2.1.19)
where now ξi is the relative value with respect to M by which the prediction f(xi) =
xTi β + β0 is on the wrong side of its margin.
With this formulation, misclassifications occur when Mξi > M , i.e. ξi > 1. Thus,
bounding
∑N
i=1 ξi at a value λ sets the upper bound of the total number of training mis-
classifications to be λ
Plugging (2.1.19) into (2.1.3) we get
max
β,β0
M
subject to yi(x
T
i β + β0) ≥M(1− ξi), i = 1, ...N
||β|| = 1
ξi ≥ 0, i = 1, ...N
N∑
i=1
ξi ≤ λ .
(2.1.20)
As we did in the separable case, we can drop the norm constraint on β of (2.1.20), define
M = 1||β|| , and write the equation in the equivalent form
min
β,β0
1
2
||β||2
subject to yi(x
T
i β + β0) ≥ 1− ξi, i = 1, ...N
ξi ≥ 0, i = 1, ...N
N∑
i=1
ξi ≤ λ .
(2.1.21)
1Recall that existence of the solution is guaranteed by the quadratic nature of the objective function.
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As described in [5], computationally it is convenient to re-express (2.1.21) in the equiv-
alent form
min
β,β0
1
2
||β||2 + C
N∑
i=1
ξi
subject to yi(x
T
i β + β0) ≥ 1− ξi, i = 1, ...N
ξi ≥ 0, i = 1, ...N ,
(2.1.22)
where the parameter C, often called the cost, replaces λ in (2.1.21). It is easy to see that
the hard margin case corresponds to C = ∞ that leads to ∑Ni=1 ξ = 0, i.e., not a single
point is allowed to be on the wrong side of the margin M .
Equation in (2.1.22) is quadratic with linear inequality constraints, hence it is a convex
optimization problem. As for the separable case, the problem solved in practice is the
dual formulation derived using Lagrangian techniques. First, we get the Lagrange primal
problem, that in this case has the form
min
β,β0,ξi
LP =
1
2
||β||2 + C
N∑
i=1
ξi
−
N∑
i=1
αi[yi(x
T
i β + β0)− (1− ξi)]−
N∑
i=1
µiξi
subject to αi ≥ 0, i = 1, ...N
µi ≥ 0, i = 1, ...N .
(2.1.23)
Computing the derivatives in (2.1.23) we obtain
∂LP
∂β
= β −
N∑
i=1
αiyixi (2.1.24)
∂LP
∂β0
= −
N∑
i=1
αiyi (2.1.25)
∂LP
∂ξi
= C − αi − µi, i = 1, ...N , (2.1.26)
and setting the derivatives (2.1.24), (2.1.25) and (2.1.26) to zero we get:
β =
N∑
i=1
αiyixi (2.1.27)
N∑
i=1
αiyi = 0 (2.1.28)
αi = C − µi, i = 1, ...N . (2.1.29)
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Plugging (2.1.12) and (2.1.13) into (2.1.9) we finally obtain the dual problem, with the
called Karush-Kuhn-Tucker, KKT, conditions as constraints:
max
αi
LD =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαjyiyjx
T
i xj
subject to yi(x
T
i β + β0) ≥ 1− ξi, i = 1, ...N
ξi ≥ 0
αi ≥ 0, i = 1, ...N
µi ≥ 0, i = 1, ...N ⇒ αi ≤ C, i = 1, ...N
β =
N∑
i=1
αiyixi
N∑
i=1
αiyi = 0
αi[yi(x
T
i β + β0)− (1− ξi)] = 0
µiξi = 0, i = 1, ...N ⇒ (C − αi)ξi = 0 .
(2.1.30)
Thus, from (2.1.30) we see that, as in the case of the hard margin classificator, the
solution for β has the form (2.1.15). In this case we have that support vectors are the
points with αi > 0, characterized by
αˆi > 0⇒ yi(xTi β + β0)− (1− ξi) = 0 , (2.1.31)
due to the KKT condition αi[yi(x
T
i β + β0)− (1− ξi)] = 0
Some of these support vectors will lie on the edge of the margin, i.e. ξˆi = 0, and the
remainder will be characterized by
ξˆi > 0⇒ αˆi = C , (2.1.32)
due to the KKT condition (C − αi)ξi = 0.
Finally, from the KKT condition αi[yi(x
T
i β + β0)− (1− ξi)] = 0 we can see that the so-
lution for β0 can be obtained using any of the margin points and is given again by (2.1.17)
3. Non-Linear Non-Separable Case
The support vector classifier previously described finds linear boundaries in the input
feature space. We can enlarge the feature space using basis expansions such as polynomials
or splines, for example. Generally linear boundaries in the enlarged space achieve better
class separation, and translate to nonlinear boundaries in the original feature space. Figure
2.1.4 is an example of this.
Once the basis functions {hm(x)}Mm=1 are selected, the procedure is the same as before.
We fit the SVM using this time as input features {h(xi)}Ni=1 = {(h1(xi), h2(xi), ..., hM (xi))}Ni=1
instead of the original {xi}Ni=1, and produce the function
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Figure 2.1.4: Non-linear SVM. Image from [19].
fˆ(x) = h(x)T βˆ + βˆ0 , (2.1.33)
where this time fˆ(x) is a non-linear function.
Replacing {xi}Ni=1 for the new input features {h(xi)}Ni=1 in (2.1.30) we get the following
dual function
LD =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαjyiyjh(xi)
Th(xj) . (2.1.34)
Doing the same replacement in (2.1.27) we have
βˆ =
N∑
i=1
αˆiyih(xi) . (2.1.35)
Furhermore, plugging (2.1.35) into (2.1.33) we obtain
fˆ(x) =
N∑
i=1
αˆiyih(x)
Th(xi) + βˆ0 . (2.1.36)
Looking at (2.1.34) and (2.1.36) we can see that h(x) is involved only through inner
products, i.e. the expression h(x)Th(xi). Thus, we do not need to specify explicitly the
transformation h(x), needing only to know the kernel function
K(x, x′) = h(x)Th(x′) . (2.1.37)
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Thus, we can reformulate (2.1.34) and (2.1.36) as
LD =
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αiαjyiyjk(xi, xj) (2.1.38)
fˆ(x) =
N∑
i=1
αˆiyik(x, xi) + βˆ0 . (2.1.39)
where the basis functions do not appear explicitly, but only through their inner product
defined by the kernel k. This important property of support vector machines is often called
the kernel trick.
Mercer’s theorem gives the condition, known as Mercer’s condition, that is sufficient
for a function to be used as a kernel function:
Theorem 1. Mercer’s Theorem.
If a scalar function k(xi, xj) is positive semi-definite,i.e.∫
k(xi, xj)g(xi)g(xj)dxidxj ≥ 0 ∀ g ∈ L2
then there is a mapping function
φ : Rd → F
with F a Hilbert space and it can always be decomposed as an inner product
K(xi, xj) =< φ(xi)φ(xj) >
where φ(x) ∈ F
Thus, a function needs only to verify Mercer’s condition, i.e. to be positive semi-definite,
to be a valid kernel function.
One of the most popular functions used as kernel for SVM models is the Radial basis or
Gaussian Kernel:
K(x, x′) = e−γ||x−x
′||2 . (2.1.40)
This kernel trick allows us to make the dimension of the enlarged space very large,
infinite in some cases, only defining a suitable kernel function. It might seem that the
computational costs would become prohibitive and that, since perfect separation is often
achievable in these enlarged spaces, overfitting would occur. Here is when the role of the
cost parameter C is clearer. A large value of C will discourage any positive ξi, and lead to
an overfit wiggly boundary in the original feature space, while a value of C too small will
encourage a small value of ||β||2 , which in turn causes f(x) and hence the hyperplane to
have less variance, tending to underfit the model. Figure 2.1.5 shows this phenomenon.
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Figure 2.1.5: Low C values, (left) vs. High C values (right).
As mentioned in Section 1.1, a bias-variance tradeoff equilibrium between too low com-
plexity, leading to too much bias and underfitting, and too high complexity, leading to
too much variance and overfitting, must be reached. This is controlled through the pa-
rameter C, with large values of C producing high complexity models and small ones lower
complexity models.
2.1.2 L1--SVM. Regression
The support vector method can also be applied to the case of regression, maintaining all
the main features that characterise the maximal margin algorithm. This method is called
support vector regression, SVR. This section describe first the linear case and then this
case is expanded to non-linear regressors using the analogous of the kernel trick described
for classification.
1. Linear Case
In this case, the linear regression model is considered:
f(x) = xTβ + β0 . (2.1.41)
For SVR an objective function analogous to the one described in (1.1.3) is minimized,
but this time with other loss function different to the quadratic error. The loss function
used here is called the –insensitive loss function, or ILF
l(δ) =

−δ − , δ < −
0, δ ∈ [−, ]
δ − , δ > 
. (2.1.42)
The ILF function provides robustness against outliers. However, it is not only a robust
cost function because of its linear behavior outside the interval [−, ], but also ignores
the errors within a certain distance, , to the target value, yi, assigning zero cost to errors
22 Chapter 2. Support Vector Machines
smaller than  ,giving SVR a property known as sparseness. This can be seen in Figure
2.1.6.
Figure 2.1.6: The –insensitive loss function. Image from [5].
The quadratic loss function is well justified under the assumption of Gaussian additive
noise. However, the noise model underlying the choice of the ILF is not so clear. In [20],
the use of the ILF is justified under the assumption that the noise is additive and Gaussian,
where the variance and mean of the Gaussian are random variables.
This loss fuction is employed in combination with the ridge regression penalty to get the
objective function and the optimization problem used in SVR:
min
β,β0
H(β, β0) =
N∑
i=1
l(yi − f(x)) + λ
2
||β||2 . (2.1.43)
As stated in [5] and [17] this problem is equivalent to the following problem
min
β,β0,ξi,ξˆi
1
2
||β||2 + C
N∑
i=1
(ξ + ξˆi)
subject to ξi, ξˆi ≥ 0, i = 1, ...N
f(xi)− yi ≤ + ξi, i = 1, ...N
yi − f(xi) ≤ + ξˆi, i = 1, ...N .
(2.1.44)
where ξi quantifies the errors above the -band, and ξˆi the errors below the -band.
The Lagrange primal problem corresponding to 2.1.44 is
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min
β,β0,ξi,ξˆi
LP =
1
2
||β||2 + C
N∑
i=1
(ξi + ξˆi)
−
N∑
i=1
αi(yi − f(xi) + + ξi)
−
N∑
i=1
α∗i (f(xi)− yi + + ξˆi)
−
N∑
i=1
µiξi −
N∑
i=1
µ∗i ξˆi
subject to αi, α
∗
i ≥ 0, i = 1, ...N
µi, µ
∗
i ≥ 0, i = 1, ...N .
(2.1.45)
Computing the derivatives in (2.1.45) we obtain
∂LP
∂β
= β +
N∑
i=1
αixi −
N∑
i=1
α∗i xi = β +
N∑
i=1
(αi − α∗i )xi (2.1.46)
∂LP
∂β0
=
N∑
i=1
(αi − α∗i ) (2.1.47)
∂LP
∂ξi
= C − αi − µi, i = 1, ...N (2.1.48)
∂LP
∂ξˆi
= C − α∗i − µ∗i , i = 1, ...N , (2.1.49)
and setting the derivatives (2.1.46), (2.1.47), (2.1.48) and (2.1.49) to zero we get:
β =
N∑
i=1
(α∗i − αi)xi (2.1.50)
N∑
i=1
(αi − α∗i ) = 0 (2.1.51)
αi = C − µi, i = 1, ...N (2.1.52)
α∗i = C − µ∗i , i = 1, ...N . (2.1.53)
Plugging (2.1.50), (2.1.51), (2.1.52) and (2.1.53) into (2.1.45) we get the dual problem,
with the KKT conditions as constraints:
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max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)xTi xj − 
N∑
i=1
(α∗i + αi)
subject to f(xi)− yi ≤ + ξi, i = 1, ...N
yi − f(xi) ≤ + ξˆi, i = 1, ...N
ξi, ξˆi ≥ 0
αi, α
∗
i ≥ 0, i = 1, ...N
αi, α
∗
i ≤ C, i = 1, ...N
β =
N∑
i=1
(α∗i − αi)xi
N∑
i=1
(α∗i − αi) = 0
αi(yi − f(xi) + + ξi) = 0
α∗i (f(xi)− yi + + ξˆi) = 0
(C − αi)ξi = 0
(C − α∗i )ξˆi = 0 .
(2.1.54)
The solution for β has the form
βˆ =
N∑
i=1
(αˆ∗i − αˆi)xi . (2.1.55)
In this case we have that support vectors are the points where (α∗i − αi) 6= 0. This is
equivalent to stating that the support vector points are the ones where α∗i > 0 or αi > 0,
as both values cannot be different from zero for the same point, i.e. αiα
∗
i = 0, due to the
conditions in (2.1.54).
Thus, the solution function can be shown to have the form
fˆ(x) =
N∑
i=1
(αˆ∗i − αˆi)xTxi + βˆ0 . (2.1.56)
Finally, the solution for β0 can be obtained using any of the points where ξi = 0 or
ξˆi = 0 and the KKT conditions αi(yi − f(xi) + + ξi) = 0 and α∗i (f(xi)− yi + + ξˆi) = 0
respectively, and has the form
βˆ0 =

yi + − xTi βˆ ∀i with αi ∈ (0, C)
yi − − xTi βˆ ∀i with α∗i ∈ (0, C)
. (2.1.57)
Figure 2.1.7 shows an example of a one dimensional linear regression function with an
–insensitive band.
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Figure 2.1.7: Linear SVR. Image from [17].
2. Non-linear Case. Kernel Trick
As in the classification case, we can enlarge the feature space to large dimensions, even
infinite, through basis expansions. Replacing the original input features, {xi}Ni=1, with
their corresponding features in the enlarged space, {h(xi)}Ni=1, in (2.1.54) we get the dual
function
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)h(xi)Th(xj)− 
N∑
i=1
(α∗i + αi) .
(2.1.58)
Moreover, applying the same replacement approach to (2.1.56) we obtain
fˆ(x) =
N∑
i=1
(αˆ∗i − αˆi)h(x)Th(xi) + βˆ0 . (2.1.59)
Once again, the values h(x) only appear through their inner products, so using a func-
tion k(xi, xj) = < h(xi), h(xj) > satisfying Mercer’s condition we can get the following
equivalent equations to (2.1.58) and (2.1.59)
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)k(xi, xj)− 
N∑
i=1
(α∗i + αi) (2.1.60)
fˆ(x) =
N∑
i=1
(αˆ∗i − αˆi)k(x, xi) + βˆ0 , (2.1.61)
with no need of explicit definition of the basis functions {hm(x)}Mm=1.
Figure 2.1.8 shows an example of a one dimensional non-linear regression function with
an –insensitive band.
26 Chapter 2. Support Vector Machines
Figure 2.1.8: Non-linear SVR. Image from [17].
2.1.3 L2-SVR
Similarly to the definition in (2.1.42) for the ILF, the quadratic -insensitive loss function,
or L2-ILF, is defined as follows
l2(δ) =

(−δ − )2, δ < −
0, δ ∈ [−, ]
(δ − )2, δ > 
. (2.1.62)
Figure 2.1.9 shows how this loss function looks. It has the same sparseness property as
the standard ILF, or L1-ILF, since values in the interval [−, ] all are given zero value.
Nonetheless, in contrast to the L1-ILF, this loss function is not robust to outliers, since
a quadratic penalty is given to errors with absolute value greater than . This lack of
robustness may suppose an important drawback for some problems, so appropriateness of
the election of L2-SVR must be carefully considered.
Figure 2.1.9: Quadratic -insensitive loss function. Image from [17].
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Using this L2-ILF instead of the L1-ILF, we get the following Lagrange primal problem:
min
β,β0,ξi,ξˆi
LP =
1
2
||β||2 + C
N∑
i=1
(ξ2i + ξˆ
2
i )
−
N∑
i=1
αi(yi − f(h(xi)) + + ξi)
−
N∑
i=1
α∗i (f(h(xi))− yi + + ξˆi)
−
N∑
i=1
µiξi −
N∑
i=1
µ∗i ξˆi
subject to αi, α
∗
i ≥ 0, i = 1, ...N
µi, µ
∗
i ≥ 0, i = 1, ...N .
(2.1.63)
Computing the derivatives in (2.1.63) we obtain
∂LP
∂β
= β +
N∑
i=1
αih(xi)−
N∑
i=1
α∗i h(xi) = β +
N∑
i=1
(αi − α∗i )h(xi) (2.1.64)
∂LP
∂β0
=
N∑
i=1
(αi − α∗i ) (2.1.65)
∂LP
∂ξi
= 2Cξi − αi − µi, i = 1, ...N (2.1.66)
∂LP
∂ξˆi
= 2Cξˆi − α∗i − µ∗i , i = 1, ...N , (2.1.67)
and setting the derivatives (2.1.64), (2.1.65), (2.1.66) and (2.1.67) to zero we get:
β =
N∑
i=1
(α∗i − αi)h(xi) (2.1.68)
N∑
i=1
(αi − α∗i ) = 0 (2.1.69)
αi = 2Cξi − µi, i = 1, ...N (2.1.70)
α∗i = 2Cξˆi − µ∗i , i = 1, ...N . (2.1.71)
Plugging (2.1.68), (2.1.69), (2.1.70) and (2.1.71) into (2.1.63) we get the dual problem,
with the KKT conditions as constraints:
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max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)(k(xi, xj) +
1
C
δij)− 
N∑
i=1
(α∗i + αi)
subject to f(h(xi))− yi ≤ + ξi, i = 1, ...N
yi − f(h(xi)) ≤ + ξˆi, i = 1, ...N
ξi, ξˆi ≥ 0
αi, α
∗
i ≥ 0, i = 1, ...N
αi = 2Cξi, i = 1, ...N
α∗i = 2Cξˆi, i = 1, ...N
β =
N∑
i=1
(α∗i − αi)h(xi)
N∑
i=1
(α∗i − αi) = 0
αi(yi − f(h(xi)) + + ξi) = 0
α∗i (f(h(xi))− yi + + ξˆi) = 0
(2Cξi − αi)ξi = 0
(2Cξˆi − α∗i )ξˆi = 0 .
(2.1.72)
The support vectors are again the points with (α∗i − αi) 6= 0, or equivalently the ones
where α∗i > 0 or αi > 0. The solutions for βˆ, βˆ0 and fˆ(x) have the same form described
for L1-SVR in (2.1.55), (2.1.57) and (2.1.56) respectively.
2.1.4 ν-SVR
As it is difficult to select an appropiate value for the metaparameter  in the L1--SVR,
in [21] and [22] a new parameter, ν, which lets one control the number of support vectors
and training errors, is introduced, replacing  in the dual formulation. Parameter  is
optimized automatically in this model.
This parameter ν is an upper bound on the fraction of margin errors and a lower bound
on the fraction of support vectors as proved in [21]. Thus, we can establish a priori a value
for C, and then change ν to trade off the control model complexity.
The optimization problem is in this case
min
β,β0,ξi,ξˆi,
1
2
||β||2 + C(ν+ 1
N
N∑
i=1
(ξi + ξˆi))
subject to ξi, ξˆi ≥ 0, i = 1, ...N
 ≥ 0, i = 1, ...N
f(xi)− yi ≤ + ξi, i = 1, ...N
yi − f(xi) ≤ + ξˆi, i = 1, ...N .
(2.1.73)
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The corresponding primal problem for ν-SVR has the following form:
min
β,β0,ξi,ξˆi,
LP =
1
2
||β||2 + C(ν+ 1
N
N∑
i=1
(ξi + ξˆi)
−
N∑
i=1
αi(yi − f(h(xi)) + + ξi)
−
N∑
i=1
α∗i (f(h(xi))− yi + + ξˆi)
−
N∑
i=1
µiξi −
N∑
i=1
µ∗i ξˆi
− Γ
subject to αi, α
∗
i ≥ 0, i = 1, ...N
µi, µ
∗
i ≥ 0, i = 1, ...N
Γ ≥ 0 .
(2.1.74)
Computing the derivatives in (2.1.74) we obtain
∂LP
∂β
= β +
N∑
i=1
αih(xi)−
N∑
i=1
α∗i h(xi) = β +
N∑
i=1
(αi − α∗i )h(xi) (2.1.75)
∂LP
∂β0
=
N∑
i=1
(αi − α∗i ) (2.1.76)
∂LP
∂ξi
=
C
N
− αi − µi, i = 1, ...N (2.1.77)
∂LP
∂ξˆi
=
C
N
− α∗i − µ∗i , i = 1, ...N (2.1.78)
∂LP
∂
= Cν −
N∑
i=1
(αi + α
∗
i )− Γ , (2.1.79)
and setting the derivatives (2.1.75), (2.1.76), (2.1.77), (2.1.78) and (2.1.79) to zero we get:
β =
N∑
i=1
(α∗i − αi)h(xi) (2.1.80)
N∑
i=1
(αi − α∗i ) = 0 (2.1.81)
αi =
C
N
− µi, i = 1, ...N (2.1.82)
α∗i =
C
N
− µ∗i , i = 1, ...N (2.1.83)
N∑
i=1
(αi + α
∗
i ) = Cν − Γ . (2.1.84)
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Plugging (2.1.80), (2.1.81), (2.1.82), (2.1.83) and (2.1.84) into (2.1.74) we get the dual
problem, with the KKT conditions as constraints:
max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)k(xi, xj)
subject to f(xi)− yi ≤ + ξi, i = 1, ...N
yi − f(xi) ≤ + ξˆi, i = 1, ...N
ξi, ξˆi ≥ 0
αi, α
∗
i ≥ 0, i = 1, ...N
αi, α
∗
i ≤
C
N
, i = 1, ...N
β =
N∑
i=1
(α∗i − αi)h(xi)
N∑
i=1
(α∗i − αi) = 0
N∑
i=1
(αi + α
∗
i ) ≤ Cν
αi(yi − f(xi) + + ξi) = 0
α∗i (f(xi)− yi + + ξˆi) = 0
(
C
N
− αi)ξi = 0
(
C
N
− α∗i )ξˆi = 0 .
(2.1.85)
In [23] authors show that the inequality constaint
∑N
i=1 (αi + α
∗
i ) ≤ Cν can be replaced
by an equality.
The support vectors are again the points with (α∗i −αi) 6= 0. The solutions for βˆ, βˆ0 and
fˆ(x) are exactly equals to the ones described for L1--SVR in (2.1.55), (2.1.57) and (2.1.56)
respectively, but in the ν-SVR the tuning of  dissapears and this parameter is replaced
by ν, that might have a more clear interpretation, useful if parameter optimization is not
carried out through and automatized process.
If we take the quadratic –insensitive loss instead of the ILF function, following an
analogous process to the one described for the L2--SVR we can obtain the L2-ν-SVR,
which dual is identical to (2.1.85) except for three aspects:
• The quadratic term is changed to−12
∑N
i=1
∑N
j=1 (α
∗
i − αi)(α∗j − αj)(k(xi, xj) + NC δij).
• The Lagrangian coefficients αi and α∗i are now equal to 2CN ξi and 2CN ξˆi respectively.
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2.2 SMO
Maximizing the dual problems is a simpler convex quadratic programming problem than
their corresponding primal problems, and can be solved with standard techniques. Usually
the algorithm chosen for these problems is Sequential Minimal Optimization, or SMO
[24].
2.2.1 SMO Description
Training a SVM model usually requires the solution of a very large quadratic program-
ming, QP, optimization problem. SMO breaks this large QP problem into a series of
smallest possible QP problems. These small QP problems are solved analytically, which
avoids using a time-consuming numerical QP optimization as an inner loop, as was the
case in methods previous to the appearance of SMO.
In particular, for the standard SVM QP classification problem, the smallest possible
optimization problem involves two Lagrange multipliers, because the Lagrange multipliers
must obey the following linear equality constraint{ −αi + αj = γ , yi 6= yj
αi + αj = γ , yi = yj
. (2.2.1)
For the -SVR case, the smallest possible optimization problem implicates four Lagrange
multipliers, satisfying this linear equality constraint:
(αi − α∗i ) + (αj − α∗j ) = γ . (2.2.2)
The Lagrange multipliers must fulfill all the constraints of the full problem, which means
adding inequality constraints to the linear equality constraint already described. Tables
2.2.1 and 2.2.2 summarize all these constraints for the classification and regression case
respectively. Table 2.2.2 has four cells, taking into account the fact that there are only
four different possible pairs of nonzero variables since αiα
∗
i = αjα
∗
j = 0
Table 2.2.1: Boundary of feasible regions for classification.
yi = yj yi 6= yj
Lclas = max(0,−C + γ) , Hclas = min(C, γ) Lclas = max(0, γ) , Hclas = min(C,C + γ)
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Table 2.2.2: Boundary of feasible regions for regression.
αj 6= 0 α∗j 6= 0
αi 6= 0 Lreg = max(0,−C + γ) , Hreg = min(C, γ) Lreg = max(0, γ) , Hreg = min(C,C + γ)
α∗i 6= 0 Lreg = max(0,−γ) , Hreg = min(C,C − γ) Lreg = max(0,−C − γ) , Hreg = min(C,−γ)
Figure 2.2.1 shows the boundaries detailed before for the classification case. The in-
equality constraints cause the Lagrange multipliers to lie in a box. The linear equality
constraint causes them to lie on a diagonal line. Therefore, combining them, one step of
SMO must find an optimum of the objective function on a diagonal line segment.
Figure 2.2.1: Boundary of feasible regions for classification. Image from [24].
At every step, SMO chooses two, for classification, or four, for regression, Lagrange
multipliers to jointly optimize, finds the optimal values for these multipliers, and updates
the SVM to reflect the new optimal values. In each step, Lagrange multipliers must lie in
the feasible regions described before.
The advantage of SMO with respect to previous methods lies in the fact that solving
for the smallest possible optimization problem can be done analytically. Thus, numerical
QP optimization is avoided entirely. Even though in total more optimization sub-problems
are solved in the course of SMO, each sub-problem is so fast that the overall QP problem
requires less computational time to be solved.
In addition, SMO requires no extra matrix storage at all. Thus, working with large scale
SVM training datasets, typical in big data problems, is more feasible with this algorithm
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and requires less powerful computing systems. Furthermore, because no matrix algorithms
are used in SMO, it is less susceptible to numerical precision problems.
There are two main components to SMO: an analytic method for solving the small-
est possible optimization problem, and a heuristic for choosing which subset of Lagrange
multipliers to optimize.
2.2.2 Analytic Solution to the Smallest Possible Optimization Problem
A) Classification
We denote α1 and α2 the subset of Lagrange multipliers to optimize in a particular step
of the algorithm. For convenience, all quantities that refer to the first multiplier will have
a subscript 1, while all quantities that refer to the second multiplier will have a subscript
2. Without loss of generality, the algorithm first computes the new value of the second
Lagrange multiplier, αnew2 and then uses it to obtain α
new
1 .
The second derivative of the objective function along the diagonal line can be expressed
as:
η = K(x1, x1) +K(x2, x2)− 2K(x1, x2) . (2.2.3)
Under normal circumstances, η will be greater than zero. In this case, SMO computes
the minimum along the direction of the constraint
αnew,noclipped2 = α2 +
y2(φ1 − φ2)
η
, (2.2.4)
where φi = fˆ(xi)− yi is the error on the ith training example.
Now, the constrained minimum is found by clipping the unconstrained minimum to the
end of the line segment:
αnew2 =

Hclas , α
new,noclipped
2 ≥ Hclas
αnew,noclipped2 , Lclas < α
new,noclipped
2 < Hclas
Lclas , α
new,noclipped
2 ≤ Lclas
. (2.2.5)
Finally, αnew1 is computed from α
new
2 through the following expression
αnew1 = α1 + s(α2 − αnew2 ) , (2.2.6)
where s = y1y2.
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Under unusual circumstances, η will not be positive. A negative η will occur only if the
kernel K does not obey Mercer’s condition. Thus, we will not consider this case, although
a version of SMO with application to non-positive kernels is described in [25]. However, a
zero η can occur even with a correct kernel satisfying Mercer’s condition, if more than one
training example has the same input vector x. In any event, SMO will work even when η
is not positive, in which case the objective function LD should be evaluated at each end of
the line segment through the following computations:
g1 = y1(φ1 + β0)− α1K(x1, x1)− sα2K(x1, x2)
g2 = y2(φ2 + β0)− α2K(x2, x2)− sα1K(x1, x2)
L1 = α1 + s(α2 − Lclas)
H1 = α1 + s(α2 −Hclas)
LLD = L1g1 + Lclasg2 +
1
2
L21K(x1, x1) +
1
2
L2clasK(x2, x2) + sL1LclasK(x1, x2)
LHD = H1g1 +Hclasg2 +
1
2
H21K(x1, x1) +
1
2
H2clasK(x2, x2) + sH1HclasK(x1, x2) .
(2.2.7)
SMO will move the Lagrange multipliers to the end point that has the lowest value of
the objective function. If the objective function is the same at both ends then the joint
minimization cannot make progress.
B) Regression
In this case, we have four Lagrange multipliers: α1, α
∗
1, α2 and α
∗
2, to optimize in a
particular step of the algorithm. Again, for convenience all quantities that refer to the ith
multiplier will have a subscript i. Without loss of generality, the algorithm first computes
the new value of α
(∗)
2 , and then uses them to obtain α
(∗)
1
new
These new values are obtained using the following steps, analogous to (2.2.4), (2.2.5)
and (2.2.6) 
α2
new,noclipped = α2 +
φ1−φ2
η , α1 6= 0 , α2 6= 0
α∗2
new,noclipped = α∗2 +
φ1−φ2+2
η , α1 6= 0 , α∗2 6= 0
α2
new,noclipped = α∗2 +
φ1−φ2−2
η , α
∗
1 6= 0 , α2 6= 0
α∗2
new,noclipped = α2 +
φ1−φ2
η , α
∗
1 6= 0 , α∗2 6= 0
(2.2.8)
α
(∗)
2
new
=

Hreg , α
(∗)
2
new,noclipped ≥ Hreg
α
(∗)
2
new,noclipped
, Lreg < α
(∗)
2
new,noclipped
< Hreg
Lreg , α
(∗)
2
new,noclipped ≤ Lreg
(2.2.9)
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
αnew1 = α1 + (−α2new + α2) , α1 6= 0 , α2 6= 0
αnew1 = α1 + (α
∗
2
new − α∗2) , α1 6= 0 , α∗2 6= 0
α∗1
new = α∗1 + (−α2new + α2) , α∗1 6= 0 , α2 6= 0
α∗1
new = α∗1 + (α∗2
new − α∗2) , α∗1 6= 0 , α∗2 6= 0
. (2.2.10)
As in the classification case, zero η can occur even with a correct kernel satisfying
Mercer’s condition. In this case, the optimal value lies on the boundaries Hreg or Lreg .
One can find out which one of the endpoints to take by looking at the gradient or simply
by computing the value of the objective function at the endpoints as we described for the
classification case.
2.2.3 Heuristic for Choosing Subset of Lagrange Multipliers
In order to speed convergence, SMO uses heuristics to choose which subset of Lagrange
multipliers to jointly optimize. We will describe here one possible choice for these heuris-
tics. Other choices for the heuristics to use can be found in [26].
A) Classification
In [24], heuristics for the classification case are proposed. There are two separate choice
heuristics: one for the first Lagrange multiplier and one for the second. Without loss of
generality, we set α2 to be the first Lagrange multiplier and α1 the second
The choice of the first heuristic provides the outer loop of the SMO algorithm. The
outer loop first iterates over the entire training dataset, determining whether each example
violates the KKT conditions and thus is eligible for optimization. After one pass through
the entire training set, the outer loop iterates over all non-bound instances, i.e. those
whose Lagrange multipliers are neither 0 nor C. Again, each example is checked against
the KKT conditions and violating examples are marked as eligible for optimization. The
outer loop makes repeated passes over the non-bound examples until all of them obey the
KKT conditions within a certain threshold τ , with the value of τ typically chosen to be
10−3. The outer loop then goes back and iterates over the entire training set again. The
outer loop keeps alternating between single passes over the entire training set and multiple
passes over the non-bound subset until the entire training set obeys the KKT conditions
within τ .
Thus, the first choice heuristic concentrates the CPU time on the non-bound subset
examples, that are most likely to violate the KKT conditions. As the SMO algorithm
progresses, examples that are at the bounds are likely to stay there, while examples that
are not at the bounds will move as other examples are optimized. The SMO algorithm will
thus iterate over the non-bound subset until that subset is self-consistent, with all examples
verifying the KKT conditions, and then SMO will scan the entire data set to search for any
bound examples that have become KKT violated due to optimizing the non-bound subset.
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Once a first Lagrange multiplier is chosen, SMO chooses the second Lagrange multiplier
to maximize the size of the step, ∆, taken during joint optimization
∆ = |y2(φ1 − φ2)
η
| . (2.2.11)
Sometimes, in order to avoid the costly computation of K to obtain η, the following
approximation, proposed in [24], of the step size is used instead
∆ˆ = |φ1 − φ2| . (2.2.12)
Under unusual circumstances, SMO cannot make positive progress using the second
choice heuristic described above. For example, as described before, positive progress can-
not be made if the first and second training examples share identical input vectors x,
which causes the objective function to become semi-definite. When this occurs, SMO uses
a hierarchy of second choice heuristics until it finds a pair of Lagrange multipliers that
can be make positive progress. Positive progress can be determined by making a non-zero
step size upon joint optimization of the subset of Lagrange multipliers. In this case, the
Lagrange multiplier with next maximum step size can be chosen. Other option is to choose
any Lagrange multiplier that can make positive progress, searching first in the non-bound
examples and then in the bound ones, with both the iteration through the non-bound
examples and the iteration through the entire training set starting at random locations,
in order not to bias SMO towards the examples at the beginning of the training set. In
extremely degenerate circumstances, none of the examples will make an adequate second
example. When this happens, the first Lagrange multiplier chosen is skipped and SMO
continues with another choice of α2.
B) Regression
For the regression case, we will mimic the reasoning described for classification. The
outer loop is exactly the same as the one for the classification problem. Again, once a first
Lagrange multiplier is chosen, SMO chooses the second Lagrange multiplier to maximize
the size of the step, ∆, taken during joint optimization
∆ =

|φ1−φ2η | , α1 6= 0 , α2 6= 0
|φ1−φ2+2η | , α1 6= 0 , α∗2 6= 0
|φ1−φ2−2η | , α∗1 6= 0 , α2 6= 0
|φ1−φ2η | , α∗1 6= 0 , α∗2 6= 0
, (2.2.13)
or its approximated value
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∆ˆ =

|φ1 − φ2| , α1 6= 0 , α2 6= 0
|φ1 − φ2 + 2| , α1 6= 0 , α∗2 6= 0
|φ1 − φ2 − 2| , α∗1 6= 0 , α2 6= 0
|φ1 − φ2| , α∗1 6= 0 , α∗2 6= 0
. (2.2.14)
2.2.4 Parameters Update
After each joint optimization of a subset of Lagrange multipliers, the parameters β and
β0 must be updated. This computation depends on the nature of the problem:
A) Classification
The weight vector update is easy, due to the linearity of the SVM:
βnew = β + y1(α
new
1 − α1)h(x1) + y2(αnew2 − α2)h(x2) . (2.2.15)
For β0, the following value is valid when α
new
1 is not at the bounds
βa0 = β0 + φ1 + y1(α
new
1 − α1)K(x1, x1) + y2(αnew2 − α2)K(x1, x2) , (2.2.16)
and the following one is valid when αnew2 is not at the bounds
βb0 = β0 + φ2 + y2(α
new
2 − α2)K(x2, x2) + y1(αnew1 − α1)K(x1, x2) . (2.2.17)
When both βa0 and β
b
0 are valid, they are equal. When both new Lagrange multipliers
are at bound and if L is not equal to H, then the whole interval between βa0 and β
b
0 consists
of thresholds that are consistent with the KKT conditions and typically the value chosen
is
βa0+β
b
0
2 .
In fact, the value we want to compute is fˆnew(x) = h(x)T βˆnew+βˆ0
new
, where βˆ0
new
= βa0
or βˆ0
new
= βb0, and therefore, again, in the computation carried out the basis functions do
not appear explicitly, but only through their inner product defined by the kernel k.
B) Regression
In this case, the computations required to update the model parameters depends on
which is the pair of non-zero Lagrange multipliers:
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
βnew = β − (αnew1 − α1)h(x1)− (αnew2 − α2)h(x2) , α1 6= 0 , α2 6= 0
βnew = β − (αnew1 − α1)h(x1) + (α∗2new − α2)h(x2) , α1 6= 0 , α∗2 6= 0
βnew = β + (α∗1
new − α1)h(x1)− (αnew2 − α2)h(x2) , α∗1 6= 0 , α2 6= 0
βnew = β + (α∗1
new − α1)h(x1) + (α∗2new − α2)h(x2) , α∗1 6= 0 , α∗2 6= 0
. (2.2.18)
To compute the new value of β0, if at least one of the variables α
(∗)
i and α
(∗)
j is inside
the boundaries, one can exploit (2.1.57). In the rare case that this does not happen, again
there exists a whole interval of admissible thresholds and typically the halfway value is
chosen.
As before, the value we want to compute is fˆnew(x) = h(x)T βˆnew + βˆ0
new
, where the
basis functions do not appear explicitly, but only through their inner product defined by
the kernel k.
2.3 Bayesian SVR
In [27] and [28], Bayesian interpretations of SVR, or BSVR, are described. Using a
Bayesian framework, these papers present a method to determine parameters in SVR by
maximizing an evidence function, and at the same time derive a probability interval for
prediction.
In this section the focus is on the computation of optimal parameters for BSVR models.
Calculation of probability intervals using this Bayesian framework will be discussed in
Section 3.1.
2.3.1 Bayesian Framework
In the Bayesian Approach the data of the regression problem, D = {(xi, yi)|xi ∈ Rn, yi ∈
R, i = 1...N}, is supposed to be collected from the model:
yi = f(xi) + δi , (2.3.1)
where δi are independent and identically distributed random noises and f = [f(x1), ..., f(xN )]
is the realization of a random field with a known prior probability. The posterior proba-
bility of f given the training data D can then be derived by Bayes’ theorem:
P (f |D) = P (D|f)P (f)
P (D)
, (2.3.2)
where P (f) is the prior probability of the random field and P (D|f) is the conditional
probability of the data D given the function values f .
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In [28], the prior is assumed to be a zero mean Gaussian process with covariance matrix,
K, with elements:
Kxi,xj = κ0 exp(−
κ
2
||xi − xj ||2) + κb , (2.3.3)
where κ > 0, κb > 0 denotes the variance of the offset to the function f(x) and κ0 > 0
denotes the average power of f(x).
Therefore, inserting (2.3.3) into the probability density function of a multivariate normal
distribution, we can express the prior probability as:
P (f) = (2pi)
N
2 |K|− 12 exp (−1
2
fTK−1f) . (2.3.4)
As the additive noise δi in (2.3.1) is supposed to be i.i.d with probability distribution
P (δi), the probability P (D|f), or likelihood, can be evaluated by:
P (D|f) =
N∏
i=1
P (yi − f(xi)) =
N∏
i=1
P (δi) . (2.3.5)
P (δi) is often assumed to be of the exponential form such that:
P (δi) ∝ exp (−C · l(δi)) , (2.3.6)
where C > 0 and l is a given loss function.
Inserting (2.3.6) into (2.3.5) we obtain:
P (D|f) =
N∏
i=1
P (δi) ∝ exp (−C ·
N∑
i=1
l(δi)) = exp (−C ·
N∑
i=1
l(yi − f(xi))) . (2.3.7)
As loss function, [28] proposes the use of a novel loss function called the soft insensitive
loss function, SILF:
l,β(δ) =

−δ − , δ ∈ ∆C∗
(δ+(1−β))2
4β , δ ∈ ∆M∗
0, δ ∈ ∆0
(δ−(1−β))2
4β , δ ∈ ∆M
δ − , δ ∈ ∆C
, (2.3.8)
where 0 < β ≤ 1,  > 0, ∆C∗ = (−∞,−(1 + β)), ∆M∗ = [−(1 + β),−(1 − β)],
∆0 = (−(1− β), (1− β)), ∆M = [(1− β), (1 + β)] and ∆C = ((1 + β),+∞)
The purpose of using SILF as loss function is to combine in a single loss function two
properties:
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• The sparseness of the -insensitive loss function, which means that training samples
with small noise that fall in the flat zero region are not involved in the representation
of regression functions and therefore the computational cost is reduced.
• The smoothness similar to that of the quadratic and Huber’s loss functions, that
allows appropriate approximations to be used in the Bayesian approach.
2.3.2 Hyperparameter Selection
The parameters in the prior and the likelihood, θ = (κ, κ0, κb, C, ), are called hyper-
parameters. The optimal values of hyperparameters θ can be inferred by maximizing the
posterior probability P (θ|D):
P (θ|D) = P (D|θ)P (θ)
P (D)
. (2.3.9)
In the approach proposed in [28], a flat distribution is assumed for P (θ), i.e., P (θ) is
supposed to be greatly insensitive to the values of the hyperparameters θ. Thus, P (D|θ)
can be used to assign a preference to alternative values of θ. Therefore, hyperparameters
θ can be optimized by maximizing the evidence function
P (D|θ) =
∫
P (D|f, θ)P (f |θ)df . (2.3.10)
2.3.3 Bayesian Support Vector Regression
Now, maximizing the posterior probability in (2.3.2) is equivalent to maximize the nu-
merator, so we have the following optimization problem:
max
f
P (D|f)P (f) . (2.3.11)
Plugging (2.3.7), (2.3.4) and (2.3.8) into (2.3.11) we get:
max
f
exp (−C ·
N∑
i=1
l,β(yi − f(xi)))(2pi)
N
2 |K|− 12 exp (−1
2
fTK−1f) = (2.3.12)
max
f
exp (−C ·
N∑
i=1
l,β(yi − f(xi))− 1
2
fTK−1f) = (2.3.13)
max
f
exp (−S(f)) = (2.3.14)
min
f
S(f) , (2.3.15)
where S(f) = C ·∑Ni=1 l,β(yi − f(xi)) + 12fTK−1f .
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As usual, by introducing two slack variables ξi and ξ
∗
i , (2.3.15) can be restated as the
following equivalent optimization problem, known as the primal problem:
min
f,ξi,ξ∗i
S(f, ξi, ξ
∗
i ) = C
N∑
i=1
(ψ(ξi) + ψ(ξ
∗
i )) +
1
2
fTK−1f
subject to yi − f(xi) ≤ (1− β)+ ξi
f(xi)− yi ≤ (1− β)+ ξ∗i
ξi ≥ 0, i = 1, ...N
ξi ≥ 0, i = 1, ...N ,
(2.3.16)
where
ψ(pi) =

pi2
4β , pi ∈ [0, 2β)
pi − β, pi ∈ [2β,+∞)
. (2.3.17)
As in classical SVR, in practice the problem solved is the dual formulation, obtained
using Lagrangian techniques:
min
α,α∗
S(α, α∗) =
β
C
N∑
i=1
(α2i + α
∗
i
2) +
N∑
i=1
(αi + α
∗
i )(1− β)
+
1
2
N∑
i=1
N∑
j=1
(αi − α∗i )(αj − α∗j )K(xi, xj)−
N∑
i=1
(αi − α∗i )yi
subject to 0 ≤ αi <= C, i = 1, ...N
0 ≤ α∗i <= C, i = 1, ...N .
(2.3.18)
2.4 General Noise SVR. Proposed Approach
As explained before, the use of the –insensitive loss function in the classical SVR im-
plies the assumption of a particular error distribution in the data [20]. However, it has
been observed that the noise in some real-world applications, such as wind power fore-
casting, satisfies other distributions, including the Beta distribution [29],[30], the Weibull
distribution [31] or the Laplacian distribution [32], to name a few.
In this section, we look to build a general noise formulation for SVR, where a particular
distribution, p, for the noise is assumed, the optimal loss function for that distribution
is computed and then plugged into the model to obtain a p − SV R formulation for that
distribution assumption.
2.4.1 General Noise Optimization Problem
In 2002, an –SVR for a general noise model was proposed in [33]. This general SVR can
be used with any particular loss function c(xi, yi, f(x)), such as the gaussian loss function
c(xi, yi, f(x)) = (f(xi)− yi)2. Its optimization problem is described as:
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min
β,β0,ξi,ξˆi
1
2
||β||2 + C
N∑
i=1
(ci(ξi) + ci(ξˆi))
subject to ξi, ξˆi ≥ 0, i = 1, ...N
f(xi)− yi ≤ i + ξi, i = 1, ...N
yi − f(xi) ≤ ∗i + ξˆi, i = 1, ...N ,
(2.4.1)
where i, 
∗
i are chosen such that c(xi, yi, yi + ξ) = 0 , ∀ ξ ∈ [−∗i , i], ci(ξi) = c(xi, yi, yi +
i + ξ) and ci(ξˆi) = c(xi, yi, yi − ∗i − ξˆ).
Note that ci is the -clipped version of the original loss function.
2.4.2 Optimal Loss Function
Now, we want to obtain the optimal cost function in a maximum likelihood sense for a
particular choice of error distribution in the data. Following [30], the general approach is
to minimize
H[f ] =
N∑
i=1
c(ξi) + λΦ[f ] , (2.4.2)
where λ is a positive number and Φ[f ] is a smoothness functional.
We assume the noise is additive
yi = f(xi) + ξi, i = 1, ...N , (2.4.3)
where ξi are independent and identically distributed, i.i.d., random variables.
A probabilistic approach is now taken, and the function f is regarded as the realization of
a random field with a known prior probability distribution, P [f ]. The goal is to maximize
the posterior probability of f given the data D, P [f |D]. Using the Bayes Theorem we
arrived to the following form for this probability
P [f |D] = P [D|f ]P [f ]
P [D]
∝ P [D|f ]P [f ] , (2.4.4)
where P [D|f ] is the conditional probability of the data D given the function f .
P [D|f ] is essentially a model of the noise, and if this noise is assumed to be additive, as
in (2.4.3), and i.i.d. with probability distribution P (ξi), this conditional probability can
be written as
P [D|f ] =
N∏
i=1
P (ξi) . (2.4.5)
As explained in [30] and detailed in Section 2.3, the prior is often written as
P [f ] ∝ e−λΦ[f ] . (2.4.6)
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Now, replacing (2.4.6) and (2.4.5) into (2.4.4) we have
P [f |D] ∝ e−λΦ[f ]
N∏
i=1
P (ξi) . (2.4.7)
We want to maximize P [f |D] or equivalently to minimize − log (P [f |D])
− log (P [f |D]) ∝ − log (e−λΦ[f ]
N∏
i=1
P (ξi)) =
= − log (e−λΦ[f ])− log (
N∏
i=1
P (ξi)) =
= λΦ[f ]−
N∑
i=1
logP (ξi) .
(2.4.8)
Combining equations (2.4.2) and (2.4.8) we arrive to the conclusion that the optimal
loss function in a maximum likelihood sense for a given error distribution, P (ξi), is
c(ξi) = − logP (ξi) = − logP (yi − f(xi)) . (2.4.9)
Thus, we can obtain now the optimal loss function for a given choice of noise distribution.
However, the cost function resulting from this reasoning might be nonconvex. In this case,
one may have to find a convex proxy in order to deal with the optimization problem or use
a non-convex optimization method, such as the one proposed in [34] for SVMs.
In this work, we focus on the following distributions:
1. Zero-mean Laplace
The error distribution is assumed to be:
P (ξi) =
1
2σ
e−
|ξi|
σ , (2.4.10)
where σ > 0.
Replacing (2.4.10) into (2.4.9) we get
c(ξi) = − log ( 1
2σ
e−
|ξi|
σ ) =
= − log ( 1
2σ
)− log (e− |ξi|σ ) =
= K +
|ξi|
σ
.
(2.4.11)
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As K is independent of ξi and therefore a constant for any error value, we ignore it from
now on and work with the following expression
c(ξi) =
|ξi|
σ
. (2.4.12)
2. General Laplace
The error distribution is assumed to be:
P (ξi) =
1
2σ
e−
|ξi−µ|
σ , (2.4.13)
where σ > 0 and µ ∈ (−∞,∞).
Replacing (2.4.13) into (2.4.9) we get
c(ξi) = − log ( 1
2σ
e−
|ξi−µ|
σ ) =
= − log ( 1
2σ
)− log (e− |ξi−µ|σ ) =
= K +
|ξi − µ|
σ
.
(2.4.14)
K is again independent of ξi so we ignore it and work with the following expression
c(ξi) =
|ξi − µ|
σ
. (2.4.15)
3. Zero-mean Gaussian
The error distribution is assumed to be:
P (ξi) =
1√
2piσ
e−
ξ2i
2σ2 , (2.4.16)
where σ2 > 0.
Replacing (2.4.16) into (2.4.9) we get
c(ξi) = − log ( 1√
2piσ
e−
ξ2i
2σ2 ) =
= − log ( 1√
2piσ
)− log (e−
ξ2i
2σ2 ) =
= K +
ξ2i
2σ2
.
(2.4.17)
K is again independent of ξi so we ignore it and work with the following expression
c(ξi) =
ξ2i
2σ2
. (2.4.18)
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4. General Gaussian
The error distribution is assumed to be:
P (ξi) =
1√
2piσ
e−
(ξi−µ)2
2σ2 , (2.4.19)
where σ2 > 0 and µ ∈ (−∞,∞).
Replacing (2.4.19) into (2.4.9) we get
c(ξi) = − log ( 1√
2piσ
e−
(ξi−µ)2
2σ2 ) =
= − log ( 1√
2piσ
)− log (e−
(ξi−µ)2
2σ2 ) =
= K +
(ξi − µ)2
2σ2
.
(2.4.20)
K is again independent of ξi so we ignore it and work with the following expression
c(ξi) =
(ξi − µ)2
2σ2
. (2.4.21)
5. Beta
The error distribution is assumed to be:
P (ξi) =
Γ(α+ β)
Γ(α)Γ(β)
ξα−1i (1− ξi)β−1 , (2.4.22)
where α, β > 0 and Γ(x) the gamma function.
Replacing (2.4.22) into (2.4.9) we get
c(ξi) = − log Γ(α+ β) + log Γ(α)Γ(β)− log ξα−1i − log (1− ξi)β−1 =
= log Γ(α) + log Γ(β)− log Γ(α+ β)− (α− 1) log ξi − (β − 1) log (1− ξi) =
= K + (1− α) log ξi + (1− β) log (1− ξi) .
(2.4.23)
K is again independent of ξi so we ignore it and work with the following expression
c(ξi) = (1− α) log ξi + (1− β) log (1− ξi) . (2.4.24)
6. Weibull
The error distribution is assumed to be:
P (ξi) =

κ
λ(
ξi
λ )
κ−1e−(
ξi
λ
)κ , ξi > 0
0 , ξi ≤ 0
, (2.4.25)
where λ, κ > 0
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Replacing the equation for ξi > 0 in (2.4.25) into (2.4.9) we get
c(ξi) = − log κ
λ
− log (ξi
λ
)κ−1 − log e−( ξiλ )κ =
= − log κ+ log λ− (κ− 1) log ξi + (κ− 1) log λ+ (ξi
λ
)κ =
= K + (1− κ) log ξi + (ξi
λ
)κ .
(2.4.26)
K is again independent of ξi so we ignore it and work with the following expression
c(ξi) =

(1− κ) log ξi + ( ξiλ )κ , ξi > 0
0 , ξi ≤ 0
. (2.4.27)
A summary of the loss functions we have detailed until now can be seen in Table 2.4.1
Table 2.4.1: Loss functions corresponding to several error distributions.
Error Distribution Loss Function
ILF c(ξi) =

−δ − , δ < −
0, δ ∈ [−, ]
δ − , δ >  .
SILF c(ξi) =

−δ − , δ ∈ ∆C∗
(δ+(1−β))2
4β , δ ∈ ∆M∗
0, δ ∈ ∆0
(δ−(1−β))2
4β , δ ∈ ∆M
δ − , δ ∈ ∆C ,
Zero-mean Laplace c(ξi) =
|ξi|
σ
Laplace c(ξi) =
|ξi−µ|
σ
Zero-mean Gaussian c(ξi) =
ξ2i
2σ2
Gaussian c(ξi) =
(ξi−µ)2
2σ2
Beta c(ξi) = (1− α) log ξi + (1− β) log (1− ξi)
Weibull c(ξi) =
 (1− κ) log ξi + (
ξi
λ )
κ , ξi > 0
0 , ξi ≤ 0
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2.4.3 General Noise Dual Problem
Now, we are ready to use (2.4.1) in combination with the loss functions in Table 2.4.1
to obtain the corresponding dual formulations for each error distribution assumption.
For some of these loss functions we will use (2.4.1) and make all the computations neces-
sary to obtain the dual formulation. For conciseness, for the Beta and Weibull distributions
we will use the following dual general problem derived from (2.4.1) .
max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)K(xi, xj)
−
N∑
i=1
iαi −
N∑
i=1
∗iα
∗
i
+ C
N∑
i=1
(Ti(ξi) + T
∗
i (ξˆi))
subject to f(xi)− yi ≤ i + ξi, i = 1, ...N
yi − f(xi) ≤ ∗i + ξˆi, i = 1, ...N
ξi, ξˆi ≥ 0
αi, α
∗
i ≥ 0, i = 1, ...N
N∑
i=1
(α∗i − αi) = 0
αi, α
∗
i ≤ C
∂c(ξ)
∂ξ
, i = 1, ...N
αi(yi − f(xi) + i + ξi) = 0
α∗i (f(xi)− yi + ∗i + ξˆi) = 0
(C
∂c(ξ)
∂ξ
− αi)ξi = 0
(C
∂c(ξ)
∂ξ
− α∗i )ξˆi = 0 ,
(2.4.28)
where
Ti(ξi) = c(ξi)− ξi∂c(ξ)
∂ξ
(2.4.29)
T ∗i (ξi) = c(ξˆi)− ξˆi
∂c(ξˆ)
∂ξ
. (2.4.30)
The proof for this general dual formulation can be found in [35].
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1. SILF
The loss function here is
c(xi, yi, f(xi)) =

−(f(xi)− yi)− , (f(xi)− yi) ∈ ∆C∗
((f(xi)−yi)+(1−ρ))2
4ρ , (f(xi)− yi) ∈ ∆M∗
0, (f(xi)− yi) ∈ ∆0
((f(xi)−yi)−(1−ρ))2
4ρ , (f(xi)− yi) ∈ ∆M
(f(xi)− yi)− , (f(xi)− yi) ∈ ∆C ,
, (2.4.31)
where 0 < ρ ≤ 1,  > 0, ∆C∗ = (−∞,−(1 + ρ)), ∆M∗ = [−(1 + ρ),−(1 − ρ)], ∆0 =
(−(1− ρ), (1− ρ)), ∆M = [(1− ρ), (1 + ρ)] and ∆C = ((1 + ρ),+∞)
Using the conditions detailed in Section 2.4.1 we get
c(xi, yi, yi + ξ) = 0 , ∀ ξ ∈ [−∗i , i]⇒ ∗i = i = (1− ρ) . (2.4.32)
Using (2.4.32) and conditions in Section 2.4.1 we get
c(ξi) = c(xi, yi, yi + i + ξi) = c(xi, yi, yi − ∗i − ξˆi) = c(ξˆi) =
=

ξ2i
4ρ , ξi ∈ [0, 2ρ)
ξi − ρ , ξi ∈ [2ρ,∞)
.
(2.4.33)
Thus, inserting (2.4.32) and (2.4.33) into (2.4.1) we arrive to the following formulation
of the problem
min
β,β0,ξi,ξˆi
1
2
||β||2 + C
N∑
i=1
(c(ξi) + c(ξˆi))
subject to ξi, ξˆi ≥ 0, i = 1, ...N
f(xi)− yi ≤ (1− ρ)+ ξi, i = 1, ...N
yi − f(xi) ≤ (1− ρ)+ ξˆi, i = 1, ...N .
(2.4.34)
The Lagrangian for the primal problem corresponding to (2.4.34) is
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min
β,β0,ξi,ξˆi
LP =
1
2
||β||2 + C
N∑
i=1
(c(ξi) + c(ξˆi))
−
N∑
i=1
αi(yi − f(xi) + (1− ρ)+ ξi)
−
N∑
i=1
α∗i (f(xi)− yi + (1− ρ)+ ξˆi)
−
N∑
i=1
µiξi −
N∑
i=1
µ∗i ξˆi
subject to αi, α
∗
i ≥ 0, i = 1, ...N
µi, µ
∗
i ≥ 0, i = 1, ...N .
(2.4.35)
Computing the derivatives in (2.4.35) we obtain
∂LP
∂β
= β +
N∑
i=1
αih(xi)−
N∑
i=1
α∗i h(xi) = β +
N∑
i=1
(αi − α∗i )h(xi) (2.4.36)
∂LP
∂β0
=
N∑
i=1
(αi − α∗i ) (2.4.37)
∂LP
∂ξi
= C
∂c(ξ)
∂ξ
− αi − µi, i = 1, ...N (2.4.38)
∂LP
∂ξˆi
= C
∂c(ξˆ)
∂ξ
− α∗i − µ∗i , i = 1, ...N , (2.4.39)
and setting the derivatives (2.4.36), (2.4.37), (2.4.38) and (2.4.39) to zero we get:
β =
N∑
i=1
(α∗i − αi)h(xi) (2.4.40)
N∑
i=1
(αi − α∗i ) = 0 (2.4.41)
αi = C
∂c(ξ)
∂ξ
− µi, i = 1, ...N (2.4.42)
α∗i = C
∂c(ξˆ)
∂ξ
− µ∗i , i = 1, ...N . (2.4.43)
Plugging (2.4.40), (2.4.41), (2.4.42) and (2.4.43) into (2.4.35) we get the dual problem,
with the KKT conditions as constraints:
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max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)K(xi, xj)
− (1− ρ)
N∑
i=1
(αi + α
∗
i )
+ C
N∑
i=1
(c(ξi) + c(ξˆi)− ξi∂c(ξ)
∂ξ
− ξˆi∂c(ξˆ)
∂ξ
)
subject to f(xi)− yi ≤ (1− ρ)+ ξi, i = 1, ...N
yi − f(xi) ≤ (1− ρ)+ ξˆi, i = 1, ...N
ξi, ξˆi ≥ 0
αi, α
∗
i ≥ 0, i = 1, ...N
αi, α
∗
i ≤ C
∂c(ξ)
∂ξ
, i = 1, ...N
β =
N∑
i=1
(α∗i − αi)h(xi)
N∑
i=1
(α∗i − αi) = 0
αi(yi − f(xi) + (1− ρ)+ ξi) = 0
α∗i (f(xi)− yi + (1− ρ)+ ξˆi) = 0
(C
∂c(ξ)
∂ξ
− αi)ξi = 0
(C
∂c(ξˆ)
∂ξ
− α∗i )ξˆi = 0 .
(2.4.44)
As shown in [28], the terms involving ξi and ξˆi can be simplified through easy steps,
and the following equivalent dual form is obtained
max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)K(xi, xj)
− (1− ρ)
N∑
i=1
(αi + α
∗
i )
− ρ
C
N∑
i=1
(α2i + α
∗
i
2) ,
(2.4.45)
where the constraints are the same as in (2.4.44) with the exception of the Lagrangian
coefficients αi and α
∗
i now being upper bounded by the hyperparameter C, i.e.:
αi, α
∗
i ≤ C i = 1, ...N . (2.4.46)
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2. Zero-mean Laplace
The loss function here is
c(xi, yi, f(xi)) =
|f(xi)− yi|
σ
. (2.4.47)
Using the conditions detailed in Section 2.4.1 we get
c(xi, yi, yi + ξ) = 0 , ∀ ξ ∈ [−∗i , i]⇒ ∗i = i = 0⇒
⇒
 c(ξi) = c(xi, yi, yi + i + ξi) =
|yi+i+ξi−yi|
σ =
|ξi|
σ =
ξi
σ
c(ξˆi) = c(xi, yi, yi − ∗i − ξˆi) = |yi−
∗
i−ξˆi−yi|
σ =
|−ξˆi|
σ =
ξˆi
σ
.
(2.4.48)
Thus, inserting (2.4.48) into (2.4.1) we arrive to the following formulation of the problem
min
β,β0,ξi,ξˆi
1
2
||β||2 + C
σ
N∑
i=1
(ξi + ξˆi)
subject to ξi, ξˆi ≥ 0, i = 1, ...N
f(xi)− yi ≤ ξi, i = 1, ...N
yi − f(xi) ≤ ξˆi, i = 1, ...N .
(2.4.49)
The Lagrangian for the primal problem corresponding to (2.4.49) is
min
β,β0,ξi,ξˆi
LP =
1
2
||β||2 + C
σ
N∑
i=1
(ξi + ξˆi)
−
N∑
i=1
αi(yi − f(xi) + ξi)
−
N∑
i=1
α∗i (f(xi)− yi + ξˆi)
−
N∑
i=1
µiξi −
N∑
i=1
µ∗i ξˆi
subject to αi, α
∗
i ≥ 0, i = 1, ...N
µi, µ
∗
i ≥ 0, i = 1, ...N .
(2.4.50)
Computing the derivatives in (2.4.50) we obtain
∂LP
∂β
= β +
N∑
i=1
αih(xi)−
N∑
i=1
α∗i h(xi) = β +
N∑
i=1
(αi − α∗i )h(xi) (2.4.51)
∂LP
∂β0
=
N∑
i=1
(αi − α∗i ) (2.4.52)
∂LP
∂ξi
=
C
σ
− αi − µi, i = 1, ...N (2.4.53)
52 Chapter 2. Support Vector Machines
∂LP
∂ξˆi
=
C
σ
− α∗i − µ∗i , i = 1, ...N , (2.4.54)
and setting the derivatives (2.4.51), (2.4.52), (2.4.53) and (2.4.54) to zero we get:
β =
N∑
i=1
(α∗i − αi)h(xi) (2.4.55)
N∑
i=1
(αi − α∗i ) = 0 (2.4.56)
αi =
C
σ
− µi, i = 1, ...N (2.4.57)
α∗i =
C
σ
− µ∗i , i = 1, ...N . (2.4.58)
Plugging (2.4.55), (2.4.56), (2.4.57) and (2.4.58) into (2.4.50) we get the dual problem,
with the KKT conditions as constraints:
max
αi,α∗i
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)K(xi, xj)
subject to f(xi)− yi ≤ ξi, i = 1, ...N
yi − f(xi) ≤ ξˆi, i = 1, ...N
ξi, ξˆi ≥ 0
αi, α
∗
i ≥ 0, i = 1, ...N
αi, α
∗
i ≤
C
σ
, i = 1, ...N
β =
N∑
i=1
(α∗i − αi)h(xi)
N∑
i=1
(α∗i − αi) = 0
αi(yi − f(xi) + ξi) = 0
α∗i (f(xi)− yi + ξˆi) = 0
(
C
σ
− αi)ξi = 0
(
C
σ
− α∗i )ξˆi = 0 .
(2.4.59)
Following an analogous procedure, we can get the dual problem formulation for the non-
zero-mean Laplace loss function choice.
2.4. General Noise SVR. Proposed Approach 53
3. Zero-mean Gaussian
The loss function for this case is
c(xi, yi, f(xi)) =
(f(xi)− yi)2
2σ2
. (2.4.60)
Following the approach proposed in [36] for the gaussian case, we use a slightly different
formulation of (2.4.1), changing the slack variables to
ξi = yi − f(xi)−  . (2.4.61)
This allows for negative slack values, so it is not necessary to add variables ξˆi. Thus, the
problem in (2.4.1) is reformulated as
min
β,β0,ξi
1
2
||β||2 + C
N∑
i=1
c(ξi)
subject to yi − f(xi) = ξi, i = 1, ...N .
(2.4.62)
Using the conditions detailed in Section 2.4.1 we get
c(xi, yi, yi + ξ) = 0 , ∀ ξ ∈ [−∗i , i]⇒ ∗i = i = 0⇒
⇒ c(ξi) = c(xi, yi, yi + i + ξi) = (yi + i + ξi − yi)
2
2σ2
=
ξ2i
2σ2
.
(2.4.63)
Thus, inserting (2.4.63) into (2.4.62) we arrive to the following formulation of the problem
min
β,β0,ξi
1
2
||β||2 + C
2σ2
N∑
i=1
ξ2i
subject to yi − f(xi) = ξi, i = 1, ...N .
(2.4.64)
The Lagrangian for the primal problem corresponding to (2.4.64) is
min
β,β0,ξi,ξˆi
LP =
1
2
||β||2 + C
2σ2
N∑
i=1
ξ2i
−
N∑
i=1
αi(f(xi)− yi + ξi)
subject to αi ≥ 0, i = 1, ...N .
(2.4.65)
Computing the derivatives in (2.4.65) we obtain
∂LP
∂β
= β −
N∑
i=1
αih(xi) (2.4.66)
∂LP
∂β0
= −
N∑
i=1
αi (2.4.67)
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∂LP
∂ξi
=
C
σ2
ξi − αi, i = 1, ...N , (2.4.68)
and setting the derivatives (2.4.66), (2.4.67) and (2.4.68) to zero we get:
β =
N∑
i=1
αih(xi) (2.4.69)
N∑
i=1
αi = 0 (2.4.70)
αi =
C
σ2
ξi, i = 1, ...N . (2.4.71)
Plugging (2.4.69), (2.4.70) and (2.4.71) into (2.4.65) we get the dual problem, with the
KKT conditions as constraints:
max
αi
LD =
N∑
i=1
yi(α
∗
i − αi)−
1
2
N∑
i=1
N∑
j=1
(α∗i − αi)(α∗j − αj)(K(xi, xj) +
δijσ
2
C
)
subject to yi − f(xi) = ξi, i = 1, ...N
αi ≥ 0, i = 1, ...N
β =
N∑
i=1
αih(xi)
N∑
i=1
αi = 0
αi =
C
σ2
ξi, i = 1, ...N
αi(f(xi)− yi + ξi) = 0 .
(2.4.72)
Following an analogous procedure, we can get the dual problem formulation for the non-
zero-mean Gaussian loss function choice.
4. Beta
In this case, the loss function is
c(ξi) = (1− α) log (ξi) + (1− β) log (1− ξi) . (2.4.73)
For conciseness, for this case we will plug (2.4.73) directly into (2.4.28). For the beta
distribution we have
∂c(ξ)
∂ξ
=
1− α
ξi
− 1− β
1− ξi . (2.4.74)
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Replacing (2.4.73) and (2.4.74) into equations (2.4.29) and (2.4.30) we get
Ti(ξi) = c(ξi)− ξi∂c(ξ)
∂ξ
=
= (1− α) log (ξi) + (1− β) log (1− ξi)− ξi(1− α
ξi
− 1− β
1− ξi )
(2.4.75)
T ∗i (ξi) = c(ξˆi)− ξˆi
∂c(ξˆ)
∂ξ
=
= (1− α) log (ξˆi) + (1− β) log (1− ξˆi)− ξˆi(1− α
ξˆi
− 1− β
1− ξˆi
) .
(2.4.76)
Finally, plugging (2.4.75) and (2.4.76) into (2.4.28) we can obtain the dual formulation
for the beta error asumption case.
5. Weibull
In this case, the loss function is
c(ξi) =
 (1− κ) log (ξi) + (
ξi
λ )
κ , ξi > 0
0 , ξi ≤ 0
. (2.4.77)
As in the beta case, for conciseness we will plug (2.4.77) directly into (2.4.28). For the
weibull distribution we have
∂c(ξ)
∂ξ
=

1−κ
ξi
+ κλ(
ξi
λ )
κ−1 , ξi > 0
0 , ξi ≤ 0
. (2.4.78)
Replacing (2.4.77) and (2.4.78) into equations (2.4.29) and (2.4.30) we get
Ti(ξi) = c(ξi)− ξi∂c(ξ)
∂ξ
=
 (1− κ) log ξi + (
ξi
λ )
κ − ξi(1−κξi + κλ(
ξi
λ )
κ−1) , ξi > 0
0 , ξi ≤ 0
(2.4.79)
T ∗i (ξi) = c(ξˆi)− ξˆi
∂c(ξˆ)
∂ξ
=
 (1− κ) log ξˆi + (
ξˆi
λ )
κ − ξˆi(1−κξˆi +
κ
λ(
ξˆi
λ )
κ−1) , ξi > 0
0 , ξi ≤ 0
,
(2.4.80)
Finally, plugging (2.4.79) and (2.4.80) into (2.4.28) we can obtain the dual formulation
for the Weibull error asumption case.
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Recall that this methodology can only be applied when the objective function to minimize
is convex. If this is not the case, a proxy loss function or non-convex optimization method
must be applied.
Chapter 3
Uncertainty Estimates
Support vector regression, SVR, [37] has been widely used in regression problems such
as stock market [14], wind energy [15] and solar radiation [16] forecasting. Classical SVR,
however, does not give probability intervals to address the uncertainty in the predictions
and, in fact, error interval estimation for SVR has received a somewhat limited attention
in the literature. Notice that here approaches such as the well known ones for linear
regression under Gaussian models completely break down, not only by the difficulty of
ensuring normal random variables but, above all, by the fact that the familiar analytic
estimates of the linear coefficients are simply impossible in SVR and, of course, less so any
asymptotic analysis.
In [28], a Bayesian interpretation of SVR is described and then used to propose methods
to, first, determine SVR parameters by maximizing an evidence function and, second,
derive probability intervals for predictions. A drawback of these methods is that they
modify the classical SVR formulation of the problem to solve, and hence existing SVR
software, such as the popular LIBSVM [38], cannot be used, at least without modifying it
first.
A more direct approach is proposed in [32], which assumes prediction errors to follow
a specific probability distribution that, in turn, is used to define probability intervals for
them. Zero-mean Gaussian and Laplace families are proposed as noise models and fitted by
maximum likelihood estimation, MLE, [39] using out-of-sample residuals of SVR models;
optimal SVR parameters are obtained simply by cross validation. In this thesis, we follow
this methodology to give probability intervals under the assumption of both zero-mean
Laplace and Gaussian distributions, as well as for their non–zero mean counterparts plus
the Beta and Weibull distributions.
As described before, general error models for SVR other than the well known –insensitive
loss have been proposed in [30]. This suggests that noise distribution might be different
across particular problems and it should be reflected in the particular SVR model to
be used. If the assumption is true and the underlying noise distribution is accurately
estimated, one should expect a reduction in interval prediction errors. We study if the
proposed method can estimate this noise distribution. To this end, we detail in this chapter
a test for testing distribution hypotheses to be used as accuracy benchmark.
A difficulty with the method proposed in [32] is that it assumes the residual distribution
to be independent of the predicted value and, therefore, probability intervals have exactly
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the same width for all input instances. To lessen the impact of this drawback, we propose
to use clustering methods to split the data into several groups and build different intervals
for each one of them. In this chapter we describe k -means, one of the standard clustering
algorithms.
3.1 Bayesian SVR
In Section 2.3 we described Bayesian interpretations of SVR. Here we show to obtain
error intervals for these models.
The prediction error interval for δi = yi − fˆ(xi) is (−ps, ps), where ps is the upper
sth percentile of the corresponding probability distribution of Ψ(= y − fˆ(x))) and fˆ =
(α− α∗)TK is the solution of (2.3.18).
As shown in [28], given a pre-specified probability 1− 2s, if we denote pΨ as the density
of Ψ we have
1− s =
∫ ps
−∞
pΨ(z)dz =
∫ +∞
−∞
∫ ps−f
−∞
p(δ)dδpf |D(f)df (3.1.1)
p(δ) =
exp (−C · lβ,(δ))∫
exp (−C · lβ,(δ))dδ , p(f(x)|D) =
1√
2piσt
exp (−(f(x)− fˆ)
2
2σ2t
) , (3.1.2)
where σ2t = K(x, x) − KTF,xK−1F,FKF,x and KF,x the vector containing all K(xi, x), with
i ∈ F = {i|0 < αi < C or 0 < α∗i < C} and KF,F the corresponding submatrix.
Here, the distribution of Ψ depends on the input value x, and so does ps . Thus, the
numerical integration needed to solve (3.1.1) must be carried out for each test instance.
3.2 Proposed Approach
In [32] a different and simpler way of obtaining probability estimates for SVR is pre-
sented. They propose to model the distribution of Ψ based on a set of out-of-sample
residuals {ψi}li=1. These residuals are the result of conducting a k -fold cross-validation
over the training data D to get the estimated function fˆj , j = 1, ..., k, and then setting
ψi ≡ fˆj(xi)− yi for (xi, yi) in the jth fold of the training data.
In this research the authors assume that the conditional distribution of y given x depends
on x only through fˆ(x). In theory, the distribution of Ψ may depend on the input x, and
therefore the length of the predictive interval with a pre-specified coverage probability may
vary from one example to another, reflecting the fact that the prediction variances vary
with different input values. However, they claim that despite the fact that their interval Ψ
is not influenced by x, so does not reflect this property, it can be justified if we consider the
probability to be taken over all possible input values. To reduce the loss of accuracy that
this assumption can provoke when working with data whose distribution strongly depends
on variables, we propose to cluster data into different groups and apply the proposed
technique on each group.
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The authors propose to model ψi by zero-mean Gaussian and Laplace distributions
because residuals of data studied in their work seem to be simmetric about zero and both
Gaussian and Laplace captured their shape reasonably well. Here we describe how to
model ψi using these distributions following the method proposed in [32] and add to them
four more: Gaussian and Laplace distributions having mean not zero, Beta distribution
and Weibull distribution. We choose these distributions because previous works, such as
[29] for Beta distribution and [31] for Weibull distribution, have shown their usefulness to
model real-world problems such as wind speed and wind power production.
For Laplace and Gaussian distributions, the ψi’s are generated by cross-validation over
the training set or using a fixed validation set . For the beta distribution, values are scaled
so ψi ∈ (0, 1) and for the Weibull distribution residuals are set to ψi ≡ |fˆ(xi)− yi|
3.2.1 Parameter Estimation
Assuming that ψi are independent, we can estimate the distributions parameters by
maximizing the likelihood L. If ψi are independent we have L(θ;ψ1...ψn) =
∏n
i=1 f(ψi|θ)
and, denoting l the logarithm of the likelihood, l(θ;ψ1...ψn) =
∑n
i=1 log f(ψi|θ), where f
represents the density function of the distribution of ψi. Maximizing l is equivalent to
maximize L.
1. Zero Mean Laplace
l(θ;ψ1...ψn) =
n∑
i=1
log
1
2σ
e−
|ψi|
σ =
=
n∑
i=1
log
1
2σ
−
n∑
i=1
|ψi|
σ
= −n log 2− n log σ − 1
σ
n∑
i=1
|ψi| . (3.2.1)
Now, in the maximum the first derivative must be zero, so:
∂l
∂σˆ
= −n 1
σˆ
+
1
σˆ2
n∑
i=1
|ψi| = 0 . (3.2.2)
Solving (3.2.2) we obtain:
σˆ =
∑n
i=1 |ψi|
n
, (3.2.3)
i.e. the mean absolute error, MAE.
2. Non-zero Mean Laplace
l(θ;ψ1...ψn) =
n∑
i=1
log
1
2σ
e−
|ψi−µ|
σ
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Following the same steps as for the zero-mean Laplace we get:
σˆ =
∑n
i=1 |ψi − µ|
n
. (3.2.4)
And we set the mean to be:
µ = mδi , (3.2.5)
where mδi denotes the median of the δi residuals
3. Zero Mean Gaussian
l(θ;ψ1...ψn) =
n∑
i=1
log
1√
2piσ
e−
ψ2i
2σ2 =
=
n∑
i=1
log
1√
2piσ
−
n∑
i=1
ψ2i
2σ2
= −n log
√
2pi − n log σ − 1
2σ2
n∑
i=1
ψ2i . (3.2.6)
Setting the derivative to zero:
∂l
∂σˆ
= −n 1
σˆ
+
1
σˆ3
n∑
i=1
ψ2i = 0 . (3.2.7)
Solving (3.2.7) we obtain:
σˆ =
∑n
i=1 ψ
2
i
n
, (3.2.8)
i.e. the mean squared error, MSE.
4. Non-zero Mean Gaussian
l(θ;ψ1...ψn) =
n∑
i=1
log
1√
2piσ
e−
(ψi−µ)2
2σ2
Following the same steps as for the zero-mean Gaussian we get:
σˆ =
∑n
i=1 (ψi − µ)2
n
, (3.2.9)
and we set the mean to be:
µ =
n∑
i=1
ψi
n
. (3.2.10)
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5. Beta
l(θ;ψ1...ψn) =
n∑
i=1
log
Γ(α+ β)
Γ(α)Γ(β)
ψα−1i (1− ψi)β−1 =
=
n∑
i=1
log
Γ(α+ β)
Γ(α)Γ(β)
+
n∑
i=1
logψα−1i +
n∑
i=1
log (1− ψi)β−1 =
= n(log Γ(α+ β)− log Γ(α)− log Γ(β)) + (α− 1)
n∑
i=1
logψi + (β − 1)
n∑
i=1
log (1− ψi) .
(3.2.11)
Setting the derivatives to zero we get:
∂l
∂αˆ
= n(
Γ′(α+ β)
Γ(α+ β)
− Γ
′(α)
Γ(α)
) +
n∑
i=1
logψi = 0 (3.2.12)
∂l
∂βˆ
= n(
Γ′(α+ β)
Γ(α+ β)
− Γ
′(β)
Γ(β)
) +
n∑
i=1
log (1− ψi) = 0 . (3.2.13)
Denoting φ(x) = Γ
′(x)
Γ(x) in (3.2.13) we end with the following system of two equations:∑n
i=1 logψi
n
= φ(α)− φ(α+ β)
∑n
i=1 log (1− ψi)
n
= φ(β)− φ(α+ β) . (3.2.14)
The expressions on the right-hand sides of the equations in (3.2.14) may be denoted
F1(α, β) and F2(α, β) respectively, and the equations rewritten as:∑n
i=1 logψi
n
= F1(α, β)
∑n
i=1 log (1− ψi)
n
= F2(α, β) . (3.2.15)
Iterative methods may be employed for the numerical solution of the equations (3.2.15).
Newton-Raphson’s method, involving the linearization of F1 and F2 in the neighborhood
of the root, leads to the following iterative scheme:
∑n
i=1 logψi
n
= F1(αj , βj) + (αj+1 − αj)
(
∂F1
∂α
)
(αj ,βj)
+ (βj+1 − βj)
(
∂F1
∂β
)
(αj ,βj)
∑n
i=1 log (1− ψi)
n
= F2(αj , βj) + (αj+1 − αj)
(
∂F2
∂α
)
(αj ,βj)
+ (βj+1 − βj)
(
∂F2
∂β
)
(αj ,βj)
.
(3.2.16)
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The initial values (α0, β0) are pivotal for the efficient convergence of Newton-Raphson’s
method. We use the values proposed in [40], obtained using moment estimates:
α0 =
m1(m1 −m2)
m2 −m21
, β0 =
α0(1−m1)
m1
. (3.2.17)
6. Weibull 1
l(θ;ψ1...ψn) =
n∑
i=1
log
(
κ
λ
(
ψi
λ
)κ−1
e
−
(
ψi
λ
)κ)
=
=
n∑
i=1
log
k
λ
+
n∑
i=1
log
(
ψi
λ
)κ−1
−
n∑
i=1
(
ψi
λ
)κ
=
= n log κ− n log λ+ (κ− 1)n
n∑
i=1
logψi − (κ− 1)n log λ− 1
λk
n∑
i=1
ψki . (3.2.18)
Setting the derivatives to zero we get:
∂l
∂λˆ
= −n
λ
− κn− n
λ
+
κ
λκ+1
n∑
i=1
ψκi = 0 (3.2.19)
∂l
∂κˆ
=
n
κ
+ n
n∑
i=1
logψi − n log λ−
n∑
i=1
(
ψi
λ
)κ
log
ψi
λ
= 0 . (3.2.20)
Solving (3.2.19) we obtain:
λ =
(
1
n
n∑
i=1
ψκi
) 1
κ
. (3.2.21)
Putting (3.2.21) into (3.2.20) we get:∑n
i=1 logψi
n
=
∑n
i=1 ψ
κ
i logψi∑n
i=1 ψ
κ
i
− 1
κ
. (3.2.22)
Denoting the expression on the right-hand side of (3.2.22) as G(κ) the equation can be
rewritten as: ∑n
i=1 logψi
n
= G(κ) . (3.2.23)
1We only consider the case z ≥ 0 because Weibull distribution is zero for negative values, so they do not
affect the log-likelihood function.
3.2. Proposed Approach 63
The existence and uniqueness of the solution of (3.2.23) can be proved. A simple proof
is provided in Appendix A. As in the beta case, we use Newton-Raphson’s method to solve
(3.2.23), obtaining the following iterative scheme:∑n
i=1 logψi
n
= G(κj) + (κj+1 − κj)
(
∂G
∂κ
)
(κj)
. (3.2.24)
This time the initial value κ0 is chosen empirically through experimentation. In our case
κ0 = 1 seems to ensure a fast convergence.
3.2.2 Probability Intervals
Given a pre-specified probability 1 - 2s, we want to obtain the prediction error interval,
(a, b), for each instance (xi, yi) in the test set. As stated before, the conditional distribution
of y given x is assumed to depend on x only through the prediction value fˆ(x) and therefore
the value of this interval is the same for each test instance.
1. Zero Mean Laplace and Gaussian: We need to compute the upper sth percentile,
ps, of the corresponding probability distribution of Ψ(= fˆ(x)− y). For a zero-mean
symmetric variable with density p(z), we can obtain ps just by solving
1− s =
∫ ps
−∞
p(z)dz . (3.2.25)
The prediction error interval is (−ps, ps) in this case.
2. Non-Zero Mean Laplace and Gaussian: For a non-zero mean Laplace or Gaus-
sian distribution the percentile ps is determined as before:
1− s =
∫ ps
−∞
p(z)dz . (3.2.26)
However, as in this case the distribution is centered at µ and not zero, the prediction
error interval is (µ− (ps − µ), µ+ (ps − µ)).
3. Beta: For a beta distribution z ≥ 0, so we obtain ps by solving
1− s =
∫ ps
0
p(z)dz . (3.2.27)
The prediction error interval is (0, ps).
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4. Weibull: As stated before, for the Weibull distribution we only consider the case
z ≥ 0, so we determine the prediction error interval the same way as for the beta
distribution.
3.3 Test for Testing Distribution Hypotheses
As a way of validating the proposed approach usefulness as a mechanism to detect the
distribution of errors, we will compare in Section 4 its results against the ones obtained
using a test for testing hypotheses about the distribution of random variables.
The test we use is described in [41], where it is stated that if Z1, Z2, ..., Zt are a random
sample from a distribution with density
1
σt
p(
z1
σ
)p(
z2
σ
)...p(
zt
σ
) , (3.3.1)
we can define the statistic
T (p0, p1, {zi}ti=1) =
∫∞
0 τ
t−1p1(τz1)p1(τz2)...p1(τzt)dτ∫∞
0 τ
t−1p0(τz1)p0(τz2)...p0(τzt)dτ
. (3.3.2)
The most powerful test among all tests which are invariant under scale transformation
for testing hypothesis H0 : p = p0 against hypothesis H1 : p = p1 rejects H0 when
T (p0, p1, {zi}ti=1) > cα , (3.3.3)
where cα is a threshold associated to a given significance level α. At a certain value of cα,
when H0 is true the probability of rejecting this hypothesis is α, i.e., cα is determined so
that the probability of rejecting H0 is α when H0 is actually true. Thus, it holds that
P0(T (p0, p1, {zi}ti=1) > cα) = α , (3.3.4)
where P0 is the probability under H0 and typically, the standard value α = 0.05 is the one
used as significance level.
We solve (3.3.2) by numerical integration. See implementation details in 4.3.
3.4 Clustering. K -means
As explained before, the proposed approach to build intervals takes the assumption that
the prediction error interval is not influenced by the input values {xi}Ni=1, so the interval
is constant for all instances in the test dataset. To try to limit the loss of accuracy that
this assumption can cause, we propose to cluster data into different groups and apply the
proposed technique on each group. Two approaches will be followed:
• Use of empirical clusterings based on prior knowledge of the particular prediction
problem analyzed.
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• Use of standard clustering techniques. K -means algorithm will be our choice.
Empirical techniques designed specifically for a particular problem will be described in
section 4.1. Here we describe the K -means algorithm.
3.4.1 K -means Goal and Initialization Methods
In [42] and [43], the K -means algorithm is proposed. His aim is to divide M points in
N dimensions into K clusters so that the within-cluster sum of squares is minimized. In
other words, its objective is to find:
min
S
K∑
i=1
∑
x∈si
||x− Ci||2 , (3.4.1)
where S = {s1, s2, ..., sK} are the different clusters created and Ci is the centroid of si.
The algorithm requires as input a matrix of M points in N dimensions and a matrix
of K initial cluster centroids in N dimensions, C0 = {C1, C2, ..., CK}. The solution found
by K -means depends on the choice of C0, i.e. this is not an unique solution problem.
Commonly used initialization methods to choose C0 are Forgy and Random Partition:
• The Forgy method: This method randomly chooses K observations from the data
set and uses them as the initial cluster centroids.
• The Random Partition: Here, a cluster is assigned randomly to each observation
and then the initial mean of the points allocated to each cluster is used as the centroid
of the clusters.
As there is not an unique solution and the K -means algorithm can get stuck at a bad
local minimum, it is recommendable to run the algorithm for different initial centroids
values and choose the solution that gives a smaller within-cluster sum of squares among
all executions.
The Forgy method tends to spread the initial means out, while Random Partition places
all of them close to the center of the data set. According to [44], the Random Partition
method is generally preferable for algorithms such as the k-harmonic means and fuzzy K -
means. For expectation maximization and standard K -means algorithms as the one used
here, the Forgy method of initialization is preferable and will be the one applied in our
experiments.
3.4.2 Iterative Steps and Convergence
Given an initial set of cluster centroids C0, the K -means algorithm proceeds by iterating
two steps:
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• Assignment step: Assign each observation, xi, to the cluster sw with the minimum
euclidean distance between its centroid, Cw, and the observation, i.e. xi is assigned
to cluster sw where
min
w
||xi − Cw|| . (3.4.2)
• Update step: Compute the mean of all points in each cluster and set it to be the
new cluster centroid.
Ci =
1
|si|
∑
x∈si
x , i = 1, ...K , (3.4.3)
where |si| is the total number of points in cluster i.
These two steps are iterated until some criterion of convergence is reached. As a result
of the previous loop, the K centroids may change their position in a step by step manner.
Eventually, a situation will be reached where the centroids do not move anymore, i.e.
Ci = Ci−1. This signifies the convergence criterion for clustering and hence at this point
the iterations stop and the resulting clusters are the final solution given by the K -means
algorithm. Thus, at least one iteration of the algorithm is needed to reach convergence, as
it is necessary to observe no change in the centroids between the beginning of an iteration
and its end for the converge criterion to be reached.
3.4.3 Selection of K. Algorithm’s Goodness
In some cases, the choice of value for K, i.e. into how many clusters we are looking
to split the data, is directly defined by the problem. For instance, we may want to split
customers of a particular retailer into high-value clients and low-value ones, and therefore
the value of K has to be 2 to solve this problem.
When this is not the case and there is no direct choice of K, some technique must be used
to make this decision. How to automatically select the value of K, has been the subject
of different studies and various methods have been suggested, as for instance the elbow
method or elbow rule. [45] gives a review on these proposed methods.
However, typically the K -means algorithm is employed as a previous step to a posterior
application of other algorithm or model, as is the case in this work, where we use K -
means prior to the use of our proposed approach to build prediction error intervals, aiming
to improve their accuracy. In these cases, it may be preferable to select the value of K
according to its positive or negative impact in this posterior goal. In our case, K is chosen
as the value that produces the greatest improvement in the error intervals accuracy.
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Algorithm 1: K -means algorithm.
1 Initialization of centroids: We use the Forgy method
2 while Ci ! = Ci−1 do
3 Assignment step
4 Update step
end
5 return S = {s1, s2, ..., sK}
3.4.4 Algorithm Summary
Gathering together all steps earlier described, the K -means algorithm can be summa-
rized as Algorithm 1. A visualization of a K -means algorithm execution is shown in the
following figures.
(a) Initial data. (b) Initialization step using the Forgy method.
(a) Assignment step of iteration 1. (b) Update step of iteration 1.
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(a) Assignment step of iteration 2. (b) Update step of iteration 2.
Figure 3.4.4: Centroids do not change in posterior iterations. Convergence.
Chapter 4
Experiments
This chapter is divided into five sections. First, a detailed description is given in 4.1
of the different experiments carried out, explaining which are the datasets analyzed and
the models employed in each one of them. In Section 4.2, metrics used to measure the
accuracy of the error intervals built are described. Implementation details of the code
needed to perform these experiments can be found in 4.3. Section 4.4 presents an analysis
of the results obtained in each experiment. Tables containing these results can be found
in Section 4.5.
4.1 Experiments Description
4.1.1 Artificial Data
The goal of the first experiment is to test the usefulness of the fixed intervals proposed
as a detector of noise in the input data, to see if these intervals could be a good tool to
choose what noise distribution should be used in general noise SVR models, as the ones
described in Section 2.4. To this purpose, we create an artificial dataset with targets as
follows:
yi = 2 cosxi + 3 sin(2xi) , (4.1.1)
where xi are uniformly distributed over [0, 2pi).
These targets are then corrupted with noise of four forms:
1. Laplace noise with zero mean, µ, and unit scale, σ.
2. Gaussian noise with zero mean, µ, and unit variance, σ.
3. Beta noise with α = 1 and β = 2.
4. Weibull noise with unit scale, λ, and shape, κ, equal to 5.
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A total of 5000 (xi, yi) pairs are generated. 4000 are used as train set and 1000 as test set.
Then for each of these four corrupted artifical datasets, a SVR model is trained applying
5-fold cross-validation and out-of-sample residuals ψi are obtained. SVR parameters used
are the ones obtaining lower CV error through a grid search. The details of this grid
search are given in 4.3. The resultant residuals are used after that to generate the different
prediction error intervals and their results are compared to see which ones yields better
accuracy. Finally, we check if the distribution that gives the best results is the same as the
one that the test described in 3.3 indicates as the best suited to the data.
As an example, the histograms of errors for the original artificial test set and the one
corrupted with Laplace noise are shown in 4.1.1a and Figure 4.1.1b respectively. It is
clear that a Laplace distribution fits better the latter distribution and, therefore, it is to
be expected that the interval corresponding to this distribution is the one that achieves
greatest accuracy. Results in 4.5 will confirm this hypothesis.
(a) Histogram of test errors for data without
noise.
(b) Histogram of test errors for data corrupted
with Laplace noise.
Figure 4.1.1: Errors for data without noise vs Errors for data corrupted with Laplace
noise.
In this experiment and the next ones, we test the different intervals explained in Section
3.2. In addition, in [32] the authors show that in some cases for the Laplace interval is
better to discard the extreme ψi values. The ψi we classify as extremes are the ones that
exceed ±MS, where M ranges from 3 to 5 depending on the problem and S is the standard
deviation of the distribution of errors. We will refer to this as LAP* interval from now on.
Thus, we test the following intervals:
1. LAP: Zero mean Laplace interval.
2. LAP*: Zero mean Laplace interval discarding extreme ψi values.
3. LAPm: General Laplace interval.
4. GAU: Zero-mean Gaussian interval.
5. GAUm: General Gaussian interval.
6. BET: Beta interval.
7. WEI: Weibull interval.
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4.1.2 Public Datasets
The following public datasets are analyzed in this experiment:
1. abalone: From the Statlog collection [46]. 3177 instances used as train set and 1000
as test.
2. space ga: From the StatLib collection [47]. 2107 instances used as train set and
1000 as test.
3. add10: From the Delve archive [48]. 8792 instances used as train set and 1000 as
test.
4. cpusmall: From the Delve archive [48]. 7192 instances used as train set and 1000
as test.
Using these datasets the accuracy of three different approaches to build prediction error
intervals are compared:
1. Fixed intervals as proposed in Section 3.2 using as SVR parameters the ones obtained
by grid search using CV.
2. Fixed intervals as proposed in Section 3.2 using as SVR parameters the ones obtained
by the Bayesian approach described in Section 2.3.
3. Bayesian intervals result of solving (3.1.1).
4.1.3 Wind Energy
The next experiment has as goal to apply the different techniques proposed to a real
problem of wind energy prediction.
To this purpose, we use day ahead numerical weather prediction, NWP, surface wind,
temperature, pressure and 100 meter wind forecasts provided by the European Centre
for Medium-Range Weather Forecasts, ECMWF, in its 0.25◦ resolution model. At this
resolution, the NWP grid for the Iberian peninsula and nearby coastal area has 1,995
points. Currently NWP updates are given at most every 6 hours, with two of them being
the most accurate: forecasts at base hours 00 and 12. Since the ECMWF forecasts are
given at three hour intervals we interpolate them linearly to hourly values. The target to
predict is the hourly total wind energy production over the Iberian peninsula.
We use as dataset NWP forecasts ranging from January 1st 2011 to October 31th 2013.
In our experience for both wind and solar energy prediction the use of a fixed validation
set yields better results than applying cross-validation over the training set, so we use data
from January 1st 2011 to December 31th 2011 as train, January 1st 2012 to October 31th
2012 as validation set and January 1st 2013 to October 31th 2013 as test1. Sliding training
1As data from November and December 2013 were not at our disposal when we carried out this experi-
ment, we opted to leave data from 2012 corresponding to these months out of the validation dataset.
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and validation sets as proposed in [16], where to build a model for month m, we use as
validation subset month m − 1 and months m − 13 to m − 2 as the training set, would
probably give better predictions, but it would also make the process more computationally
complex and as the goal is not to give the best predictions but to compare the different
probability intervals, this simpler approach was preferred.
Using these datasets, six different approaches to build prediction error intervals have
been followed:
1. MCs=1 : Obtain residuals ψi for the validation set using as SVR parameters the ones
obtained after a grid search using the fixed validation set previously described. Em-
ploying these residuals use method proposed in Section 3.2 to get a unique interval
for all instances in the test set.
2. MCs=2: Obtain residuals ψi as in M
C
s=1. Split instances of validation set into s = 2
groups, each with the most equal number of instances possible. Instances (xvali , y
val
i )
of the validation dataset are divided in ascending order of their predicted value,
fˆ(xvali ), i.e., group 1, V1, has instances with the lowest predicted values above all
instances in the validation set. Thus, we set
Vm = {(xvali , yvali )|fˆ(xvali) ∈ (pm−1, pm]},m = 1...s , (4.1.2)
where {pj}sj=1 are the 100js th percentiles of {fˆ(xvali )}Ni=1 and p0 = 0
After that, divide residuals ψi into s = 2 groups, {Rm}sm=1, where
Rm = {ψi|(xvali , yvali ) ∈ Vm},m = 1...s . (4.1.3)
Use method proposed in Section 3.2 to get s = 2 different intervals, {Im}sm=1, one
corresponding to each Rm. Then divide test set into s = 2 groups, Tm
Tm = {(xtesti , ytesti )|fˆ(xtesti ) ∈ (pm−1, pm]},m = 1...k , (4.1.4)
where {pj}sj=0 are as in (4.1.2)
Finally, test Im over Tm
3. MCs=3: Same method as in M
C
s=2 but this time with s = 3
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4. MCk=2: Obtain residuals ψi for the validation set using as SVR parameters the ones
obtained after a grid search using the fixed validation set previously described. Split
instances of validation set into k groups, {Vm}km=1, using k-means. Set {Rm}km=1
and {Im}km=1 as in MCs=2. Divide test instances into k groups, {Tm}km=1, assigning
each instance (xtesti , y
test
i ) to Tm if centroid of cluster m is the closest to x
test
i . Test
Im over Tm. k = 2 is chosen because it yields the best results among values ranging
from 2 to 10.
5. MBC : Obtain residuals ψi for the validation set using as SVR parameters the ones
obtained by the Bayesian approach described in Section 2.3. Employing these resid-
uals use method proposed in Section 3.2 to get a unique interval for all instances in
the test set.
6. MBB : Compute uncertainty intervals using the Bayesian procedure in [28] in its
entirety, i.e. intervals result of solving (3.1.1).
Notice that procedure MCs=1 yields a constant uncertainty interval for all input patterns
x, while methods MCs=2 and M
C
s=3 yield either two or three intervals depending on the
predicted value fˆ(xi). In principle, these intervals adjusted to the magnitude of energy
forecasts are a rather sensible choice in wind energy predictions, as the prediction errors are
very dependent on forecast values. A comparison between MCs=1 and M
C
s=2 intervals with
s = 0.1 for January 2013 is shown in Figures 4.1.2a and 4.1.2b respectively. It is clearly
observed that MCs=1 has a fixed width for all instances while for M
C
s=2 it varies between
low and high values of fˆ(xi), allowing this interval to adjust better to the error curve.
(a) MCs=1 uncertainty intervals. (b) M
C
s=2 uncertainty intervals.
Figure 4.1.2: MCs=1 and M
C
s=2 uncertainty intervals for January 2013 data of wind energy
problem with s = 0.1. Figure shows real production (prod), prediction given by the model
(pred), lower bound of prediction interval (pred-a) and upper bound (pred+b).
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4.1.4 Solar Energy
This experiment is analogous to the one for wind energy prediction but now applied to
the problem of solar energy prediction.
For this problem the NWP variables used as data are total cloud cover, TCC, and solar
radiation directed downward at the surface, SSRD. These ECMWF variables are given as
3-hour accumulated values but this time no linear interpolation is employed. The reason
for this is that in [16] models using disaggregated data yield worse results than the ones
applied directly to the accumulated values. Thus, now the target to predict is the 3-hour
accumulated solar energy production over the Iberian peninsula. Only hours ranging from
6 to 21, i.e. aggegated values 6, 9, 12, 15, 18 and 21, are considered.
We employ as dataset NWP ranging from December 1st 2012 to May 31th 2014. Data
from December 1st 2012 to November 31th 2013 is used as train, December 1st 2013 to
February 28th 2014 as validation set, and March 1st 2014 to May 31th 2014 as test. Again,
sliding training and validation sets would probably give more accurate predictions but this
simpler approach was preferred for the purpose of this paper.
Using these datasets, eight different approaches to build prediction error intervals have
been followed. Most of them are equivalent to the ones detailed for the wind energy
experiment but we added three models. The reason for this is that several studies show
that in the particular case of solar energy prediction differentiating between different hours
when building models is notably beneficial, so division of datasets similar to the ones
proposed in [49] are applied:
1. MCs=1 .
2. MCs=2 .
3. MCs=3 .
4. MCk=3: Analogous to M
C
k=2 but this time k = 3 yielded the best results among values
ranging from 2 to 10.
5. MCtri1: Obtain residuals ψi as in M
C
s=1. Split validation and test sets into 3 groups,
{Vm}3m=1 and {Tm}3m=1 respectively, where group 1 corresponds to low radiation
hours 6 and 21, group 2 to medium radiation hours 9 and 18 and group 3 to high
radiation hours 12 and 15. Set {Rm}3m=1 and {Im}3m=1 as in MCs=2 and test Im over
Tm.
6. MCtri2: Same as M
C
tri1 but with group 1 corresponding to morning hours 6 and 9,
group 2 to middle day hours 12 and 15, and group 3 to night hours 18 and 21.
7. MBC .
8. MBB .
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4.1.5 Solar Energy Using Clear Sky Smoothing
A particularly important problem in solar energy prediction is the great difference exist-
ing between the central hours of the day versus morning and night hours. This difficulty
is aggravated by the assumption taken in the proposed approach that the prediction error
interval is not influenced by the input values {xi}Ni=1, so the interval is constant for all
instances of the test dataset. To try to soften these negative effects, in this experiment we
compute a clear sky curve for each day of the year, and then we divide each 3-hour accu-
mulated production by its corresponding clear sky value in order to smooth the production
curve.
Following an approach similar to the one proposed in [49] or [50], to compute the clear
sky value, CSD,H , for a particular day, D = d, and hour, H = h, we simply calculate the
maximum solar radiation, SRD,h, for that hour h among the interval of days ranging from
five days before d to five days after d, i.e.:
CSd,h = max(SRD,h), D ∈ [d− 5, d+ 5] . (4.1.5)
There are many other methods to compute clear sky curves [51], but this simpler ap-
proach has been chosen for its ease and because from our previous experience it gives
similar, or even better, results for our purpose here.
Thus, the datasets used in this experiment for training, validation and test are exactly
the same as the ones in the previous solar energy experiment described in 4.1.4, but with
the target divided by its related clear sky values.
Using these datasets, we replicate the models tested in Subsection 4.1.4. This time mod-
els MBC and M
B
B are not analyzed because they yielded clearly worse results in the previous
experiment and, furthermore, they do not assume independence between prediction error
interval and input values {xi}Ni=1.
4.1.6 Solar Energy Using Three SVR Models
Until now, only one SVR model has been trained using all the points in the training
dataset. However, as will be explained in 4.4.4 and 4.4.5, clearly the approach that yields
the best results for the solar energy problem is MCtri1, i.e. splitting validation and test sets
into 3 groups, where group 1 corresponds to hours 6 and 21, group 2 to hours 9 and 18
and group 3 to hours 12 and 15. Thus, it looks like a logical next step to try splitting the
train dataset into three groups using the same methodology and then fit a different SVR
model to each one of these groups of train points.
Datasets used for training, validation and test are exactly the same as the ones in 4.1.4.
For this experiment, only the model MCtri1 is tested, as it is the one that yielded the best
results in 4.1.4 and the one that is used to define how the train points are splitted and
then used to train different SVR models.
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4.1.7 Sporting Events Prediction
The prediction of sporting events outcome has been the subject of study in different
works, such as [52] for the NFL2 and [53] for the English Premier League3. Computing
confidence intervals is particularly useful for this real-world problem, as it can be used for
automatic decision-making regarding the placing of bets in sports betting systems or at
least as a supporting tool for expert knowledge to make the decision of betting or not in
a specific market. Here is essential to give probabilities to predictions, so we can choose
to bet if our predicted probability for a particular outcome is bigger than the one given
by the market. Furthermore, betting markets use this kind of techniques to determine its
odds for a particular event.
In this experiment we focus our attention in the prediction of NBA4 games outcome. To
this purpose, we built a dataset D = {(xi, yi)}Ni=1 for the 2014-2015 regular season where
each instance i corresponds to a specific game, there are N = 1230 games in the regular
season, yi is the number of points scored by the home team minus the points scored by the
away team, and xi is a vector with the following statistics:
1. Statistics regarding standings and number of victories for home and away team.
2. Statistics regarding home and away victories for home and away team.
3. Basic offensive and defensive statistics for home and away team.
4. Advanced offensive and defensive statistics for home and away team.
5. Whether the game went to overtime or not.
Information regarding point 2 was gathered from http://www.nba.com. Values 1, 3,
4 and 5 described before were collected from http://www.basketball-reference.com.
Figure 4.1.3 shows an example of the data collected from the latter site. After removing
redundant variables and those with low correlation with the target, we end with a total of
27 variables, most of them corresponding to group 4, i.e. advanced statistics.
Figure 4.1.3: NBA games data in http://www.basketball-reference.com.
2National Football League, professional American football league.
3English professional league for men’s association football clubs at the top of the English football league
system.
4National Basketball League, pre-eminent men’s professional basketball league in North America.
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Values of xi for each team correspond to the current ones by February 4th, where 728
games have been played. These games are used for training and validation, using 5-fold
cross-validation. The remaining 502 games, for which no statistical data of the teams is
included in xi, are utilized for testing purposes.
For this experiment, we use models MCs=1, M
C
s=2, M
C
s=3 and M
C
k=2. Again, we do not
consider models MBC and M
B
B because they produced clearly worse results in previous
experiments.
4.1.8 Cancer Prediction
Our proposed approach is tested in this experiment on a dataset corresponding to an
important real-world medical problem. Here we try to predict trachea, bronchus and
lung cancer death rates country by country using past tobacco consumption data of their
corresponding populations. This experiment has a double goal: First, to check the goodness
of our method in a different kind of problem, one related to public health, and show its
utility on this vital area. And second, to test how the proposed approach deals with the
problem of having only a small sample of data to train the model and build the prediction
error intervals.
Data for this problem is divided into two datasets:
1. Train/Validation dataset: 125 instances, each one corresponding to a different
country. Input values, xi, are the prevalence in 2000 of smoking any tobacco prod-
uct among people aged 15 years or more5, distinguishing between male and female
individuals. Each target value, yi, represents the sum of trachea, bronchus and lung
cancer death rates in 2002 for a particular country.
2. Test dataset: Analogous to the train/validation dataset, but with smoking preva-
lence indicators of 2005 employed to predict 2008 trachea, bronchus and lung cancer
death rate by country.
Thus, we have a dataset consisting of a 250x3 matrix, where 125 examples are used for
train and validation through a 5-fold cross-validation approach, and 125 for testing. These
datasets are collected from public data available at http://www.who.int6. Figure 4.1.4
shows an example of the data gathered from this site.
In this experiment, input vectors xi only have two dimensions, one for the male popula-
tion and other for the female population, so the suitability of using a SVR model for this
problem instead of a simpler model like non-linear least squares regressor is not clear, but
the former model has been chosen to keep consistency with previous experiments described
in this work.
We test models MCs=1, M
C
s=2, and M
C
k=2. Results for models with greater values for s
and k have not been shown because splitting into two groups already caused a decrease in
accuracy, presumably because of the lack of enough data for this experiment, and results
when dividing data into more groups were even worse.
5The smoking prevalence indicator estimates the age-standardized proportion of people age 15 years and
older who are current smokers (daily or occasional cigarette smokers).
6World Health Organization web.
78 Chapter 4. Experiments
Figure 4.1.4: Smoking prevalence data in http://www.who.int.
4.2 Metrics
For cross validation and validation over a fixed set we use MAE
MAE =
∑ |fˆ(xi)− yi|
N
. (4.2.1)
To test the error, errMs , of the error intervals estimated according to a certain noise
model, M , that corresponds to a pre–specified probability, 1− 2s, we compare, as is done
in [32], the percentage of the residuals δtesti lying in the estimated error interval I
M
s derived
using M with the expected number, (1− 2s)×N ′, with N ′ the test sample size, i.e.,
errMs =
100
N ′
|# of δtesti ∈ IMs − (1− 2s)×N ′| . (4.2.2)
We choose an absolute error as accuracy measure over one with weights for positive or
negative errors because preference towards a positive or negative error, i.e. which one is
considered less detrimental of the two, is problem-dependent and here we opt to use a more
universal measure.
4.3 Implementation Details
• For searching the best parameters by cross-validation or validation over a fixed set and
then training and applying classical SVR, we use the software LIBSVM [38], available
at http://www.csie.ntu.edu.tw/~cjlin/libsvm/. In our experience gaussian ker-
nel yields the best results for wind and energy prediction problems, so we use it as
kernel for the experiments.
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Algorithm 2: Algorithm to select SVR parameters.
1 Set (C, , γ) = (C0, 0, γ0) as the parameters obtained after using the cherkassky’s
approach [54].
2 for i = 1 to nzooms do
3 Select as grid points
[C0 − 50002i , C0, C0 + 50002i ]× [0 − 5002i , 0, 0 + 5002i ]× [γ0 − 12i , γ, γ + 12i ], train SVR
with each one of these points and apply models over validation set or using CV.
4 Set (C, , γ) as the grid point with lowest MAE over validation set or after CV.
end
5 Set final parameters as (C, , γ).
• To select the SVR parameters we compute a grid search using Algorithm 2. The value
we use for nzooms depends on the dataset and the computational cost of training a
SVR with it.
• For Bayesian Support Vector Regression, BSVR, the implementation from [28] is
adopted.
• To implement the k -means algorithm we use scipy.cluster.vq package for python.
• For numerical integration, we use the SAGE function sage.gsl.integration.numerical integral
with its default values, i.e. adaptive integration and absolute and relative error tol-
erances equal to 10−6.
• The rest of implementation needed, including code for the test described in 3.3,
computing intervals detailed in Section 3.2, and splitting the data as described in
4.1.3, was developed for this paper.
4.4 Analysis
4.4.1 Artificial Data
In this experiment the goal is to study the usefulness of intervals proposed in Section 3.2
as a detector of noise distribution in the data. Results in Table 4.5.1 show that indeed for
each of the four corrupted datasets the interval with the best results is the one correspond-
ing to the distribution of the noise inserted in the data. Furthermore, the distribution
corresponding to the best interval coincides with the one, or one of them, the test in 3.3 is
in favour of, i.e. the one pointed out as the most likely distribution, even in the case of the
data without noise. In fact, for some of the datasets, the test marks a pair of distributions
as the most probable ones but finds it difficult to identify only one distribution of the two
as the most probable with a low α value, while in the case of our proposed intervals the
best choice of distribution has clearly the best results.
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4.4.2 Public Datasets
Results of the different intervals proposed in Section 3.2 using CV parameters and the
ones using parameters found by applying the BSVR approach explained in Section 2.3
are given in Table 4.5.2 and Table 4.5.3 respectively. Results for error bars computed by
BSVR, i.e those coming from solving equation (3.1.1), are also shown in Table 4.5.3. A
comparison of the best intervals for each case can be seen in Table 4.5.4.
The best accuracy is clearly achieved with the intervals result of computing SVR with
CV parameters as the information in Table 4.5.4 shows. It is also interesting to note that
indeed the new intervals added at the ones proposed in [32], detailed in Section 3.2, namely
non-zero mean laplace and gaussian, beta and weibull intervals, are useful and yield good
levels of accuracy, specially the first two. In fact, the overall winner, or one of them, for
each of the four datasets belongs to this group of new proposed intervals.
4.4.3 Wind Energy
Several conclusions can be drawn from this experiment, whose results are summarized
in Table 4.5.5:
• Accuracy of the proposed intervals in Section 3.2 is considerably high, clearly better
than the one achieved with BSVR intervals.
• Non-zero mean Gaussian intervals produce the best overall results, although the
Weibull distribution is the winner for some of the models proposed.
• Splitting data into two groups based on prediction values, MCs=2, causes a notably
improvement in accuracy and is the overall winner of all models.
• On the contrary, dividing the dataset into 3 groups, MCs=3, prompts accuracy to
decrease. Among the possible reasons for this effect are that there could be not
enough data to create 3 consistent groups and that this approach forces a division
into too many groups when there is not enough distinguishing common patterns in
the data to do it.
• A separation using K -means, MCk=2, also enhances accuracy but less than MCs=2. It
could be interesting to see if in the case of more data available, greater values of k
could give even better results.
• CV parameters give higher accuracy than Bayesian parameters but intervals built
following the approach described in Section 3.2 using Bayesian parameters are still
preferable to BSVR intervals, i.e. the ones result of solving (3.1.1)
The extended table with accuracies of all combinations tested in this experiment can be
found in Table B.0.11 of Appendix B.
4.4.4 Solar Energy
As in the wind energy problem, results of intervals proposed for this problem, shown in
Table 4.5.6, yield notably high accuracy, even better than for wind energy prediction.
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This time the most suited intervals for the data are clearly the ones corresponding to
the zero-mean Laplace distribution, or its LAP* version, the winner for all the models
proposed, with the only exception of MCs=2.
As also was the case in the wind energy experiment, CV parameters give the best results
and again splitting the data into different groups is beneficial. However, this time a simple
division based on prediction values is not enough to achieve the best results, and a more
fine separation of the data is needed. K -means seems to be a good option but from the
results obtained the conclusion is that the best one for this problem is to split the data
taking into account the hour of the day corresponding to each instance of the dataset.
Specifically, the best results are obtained for MCtri1, i.e., when the data is divided into 3
groups, one corresponding to hours 6 and 21, other to hours 9 and 18 and the last one to
hours 12 and 15. This is consistent with what have been reported in previous experiments,
as in [49], where this kind of division of the data gives the best prediction results for solar
energy over the Iberian peninsula.
The extended table with accuracies of all combinations tested in this experiment can be
found in Table B.0.12 of Appendix B.
4.4.5 Solar Energy Using Clear Sky Smoothing
As can be seen comparing results for this experiment, Table 4.5.7, versus results for the
previous experiment, 4.5.6, using the clear sky smoothing on the target visibly improves
accuracy of the model MCs=1 and, although lower, the rise in accuracy is also significant for
MCk=3.
The remaining models, namely MCs=2, M
C
s=3, M
C
tr1 and M
C
tri2, have much lower, almost
unnoticeable, or non-existent improvements, and MCs=2 even suffers a slight decrease in
accuracy for its best interval, the one corresponding to the Weibull distribution. The
reason for this is probably that models MCs=2, M
C
s=3, M
C
tr1 and M
C
tri2 already take into
account the difference between the various hours of the day by how they split validation
and test datasets to build separate intervals for each group of test points.
As in experiment 4.1.4, the best model is again MCtr1.
The extended table with accuracies of all combinations tested in this experiment can be
found in Table B.0.13 of Appendix B.
4.4.6 Solar Energy Using Three SVR Models
Results for this experiment are shown in Table 4.5.8. The use of three separate models,
one used to fit hours 6 and 21, other to hours 9 and 18 and the third model to predict hours
12 and 15, instead of working with only one model for all points in the dataset, clearly
provokes a rise in accuracy in the prediction error intervals.
This is an important result, as it suggests that an appropiate splitting of data and the
use of different models for each cluster of points can significantly mitigate the negative
effect of independence assumption between error interval and input vectors {xi}Ni=1 taken
in the proposed approach, and this way achieve a notably improvement in the intervals
accuracy.
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These results agree with the ones presented in [49] and [50], where the suitability of
splitting day hours and fitting separate models to each group of instances in order to
obtain better solar energy predictions is shown.
4.4.7 Sporting Events Prediction
As shown in Table 4.5.9, accuracy of intervals built for these models, although still
considerably high, is lower than for the previous experiments described. This could be
explained by two factors: First, sporting events prediction have presented to be a difficult
task in past studies. The human factor behind a sporting event outcome shows to be more
hard to predict for a model than problems defined by a natural phenomenon dependant on
underlying physics principles, as is the case for the wind and solar energy cases. Second,
the target here is an integer in a delimited range, so errors are more condensed in a small
area of values, which complicates the building of accurate error intervals.
This time, in contrast to what happened in the wind energy experiment, a simple divi-
sion into two groups based on the magnitude of prediction values is not enough to obtain a
significant improvement on accuracy. In contrast, splitting of data using the K -means al-
gorithm yields great improvements in accuracy, appearing to better capture distinguishing
patterns in the games. This may be explained because the correlation between predictions
of high magnitude and high or low errors is not so clear here, as low magnitude targets
corresponds to small differences between the number of points scored by each team and
therefore to evenly matched games, more difficult to predict. They have small targets and
potentially small errors, but normally the model will find more hard to predict these games
so the relative error, yi−fˆ(xi)yi , will be higher. Moreover, division into three groups reduces
accuracy, probably because of the lack of enough data available to create three separate
clusters.
The best interval here shows to be the one corresponding to the Weibull distribution.
It seems that a more extreme distribution like the Weibull better captures the underlying
noise distribution for this problem.
The extended table with accuracies of all combinations tested in this experiment can be
found in Table B.0.14 of Appendix B.
4.4.8 Cancer Prediction
Despite the small number of instances forming the dataset for this experiment, the
proposed method still gives intervals with high levels of accuracy, as results in Table 4.5.10
show. Nonetheless, this lack of data appears to have a significant negative effect when
splitting approaches are tested, as can be seen in the accuracy decrease for models MCs=2
and MCk=2, where it seems that more examples are needed to separate the dataset into
self-consisting groups for error intervals building.
Lap* intervals give the best results. This may be caused again by the small sample of
data available causing a few outliers to have a big impact on the overall accuracy results
of the error intervals.
The extended table with accuracies of all combinations tested in this experiment can be
found in Table B.0.15 of Appendix B.
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Table 4.5.1: Interval errors for the artificial data set with s=0.1.
Noise Test LAP LAP* LAPm GAU GAUm BET WEI
Noise free GAUm/WEI 3.1 3.1 3 1.5 1.4 2.5 1.1
Laplace LAP/LAPm 0.4 0.4 0.4 1.4 1.4 1.0 1.5
Gaussian GAUm/WEI 2.8 2.8 2.9 0.2 0.1 1.2 0.5
Beta BET 3.0 3.0 3.0 1.1 1.2 0.2 0.8
Weibull WEI 3.5 3.5 3.7 1.6 1.4 1.3 0.2
Table 4.5.4: Summary of interval errors and best noise models for public datasets.
Dataset CV BAYESIAN BSVR
abalone Best LAP/WEI LAP* -
Mean 1.70 3.55 4.95
add10 Best LAPm WEI -
Mean 0.55 1.40 4.00
space ga Best GAUm GAUm -
Mean 1.35 2.00 1.80
cpusmall Best LAPm LAPm -
Mean 0.20 1.75 2.5
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Table 4.5.2: Interval errors for SVR models with CV parameters for public datasets.
Dataset s LAP LAP* LAPm GAU GAUm BET WEI
abalone s=0.1 2.8 3.8 4.0 9.2 12 3.2 2.9
s=0.05 0.6 0.0 0.8 1.9 0.8 1.6 0.5
Mean 1.7 1.9 2.4 5.55 6.4 2.4 1.7
add10 s=0.1 0.4 0.4 0.2 0.6 0.8 0.4 3.0
s=0.05 0.9 0.9 0.9 1.9 1.9 1.7 1.8
Mean 0.65 0.65 0.55 1.25 1.35 1.05 2.4
space ga s=0.1 9.4 9.0 9.0 3.4 2.2 8.6 6.8
s=0.05 3.0 3.9 2.0 0.7 0.5 3.9 4.3
Mean 6.2 6.45 5.5 2.05 1.35 6.25 5.55
cpusmall s=0.1 7.0 6.4 0.2 14.2 14.8 0.8 4.3
s=0.05 4.1 3.9 0.2 6.9 6.5 0.2 2.7
Mean 5.55 5.15 0.2 10.55 12.15 0.5 3.5
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Table 4.5.3: Accuracy of intervals with Bayesian parameters for public datasets.
Dataset s LAP LAP* LAPm GAU GAUm BET WEI BSVR
abalone s=0.1 5.8 6.2 12 13.6 9.8 6.8 5.8 7.0
s=0.05 1.5 0.9 0.7 3.2 1.3 2.2 1.3 2.9
Mean 3.65 3.55 6.35 8.4 5.55 4.5 3.55 4.95
add10 s=0.1 1.0 1.0 1.8 1.2 1.6 1.2 1.0 5.5
s=0.05 1.9 1.9 1.8 2 1.8 2.3 1.8 2.5
Mean 1.45 1.45 1.8 1.6 1.7 1.75 1.4 4.0
space ga s=0.1 9.7 9.3 9.3 3.9 2.5 8.1 7.5 2.4
s=0.05 3.1 4.2 2.0 1.2 1.5 4.1 4.2 1.2
Mean 6.4 6.75 5.65 2.55 2.0 6.1 5.85 1.8
cpusmall s=0.1 6.5 6.5 2.5 11.2 11.7 2.8 5.6 3.8
s=0.05 4.0 4.7 1.0 7.1 7.3 1.5 3.9 1.2
Mean 5.25 5.6 1.75 8.65 9.5 2.15 4.75 2.5
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Table 4.5.5: Summary of best interval errors for wind energy prediction.
MCs=1 M
C
s=2 M
C
s=3 M
C
k=2 M
B
C M
B
B
Best WEI GAUm GAUm GAU WEI -
s=0.1 4.5 2.2 7.0 3.6 5.5 6.9
s=0.05 3.2 1.0 5.2 3.7 4.4 5.7
Mean 3.85 1.6 6.1 3.65 4.95 6.3
Table 4.5.6: Summary of best interval errors for solar energy prediction.
MCs=1 M
C
s=2 M
C
s=3 M
C
k=3 M
C
tri1 M
C
tri2 M
B
C M
B
B
Best LAP WEIB LAP LAP LAP LAP* LAP -
s=0.1 1.5 2.0 2.5 1.4 0.4 0.9 3.3 6.4
s=0.05 0.3 1.3 0.8 0.3 0.3 0.8 0.8 3.6
Mean 0.9 1.65 1.65 0.85 0.35 0.85 2.05 5.0
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Table 4.5.7: Summary of best interval errors for solar energy prediction using clear sky
smoothing.
MCs=1 M
C
s=2 M
C
s=3 M
C
k=3 M
C
tri1 M
C
tri2
Best LAP LAP* LAP LAP LAP LAP*
s=0.1 0.9 2.2 2.4 0.8 0.4 0.8
s=0.05 0.3 1.4 0.8 0.4 0.3 0.6
Mean 0.60 1.80 1.60 0.60 0.35 0.70
Table 4.5.8: Accuracy of intervals for solar energy with 1 model vs 3 models.
model s LAP LAP* LAPm GAU GAUm BET WEI
1model 0.1 0.4 3.3 6.8 1.4 7.1 2.6 0.9
0.05 0.3 1.9 3.2 0.8 6.1 3.1 4.2
Mean 0.35 2.60 5.00 1.10 6.60 2.85 2.55
3models 0.1 0.3 0.8 1.3 0.7 7.0 2.7 0.9
0.05 0.2 0.2 1.2 0.5 6.2 2.1 1.2
Mean 0.25 0.50 1.25 0.60 6.60 2.40 1.05
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Table 4.5.9: Accuracy of intervals for NBA prediction.
MCs=1 M
C
s=2 M
C
s=3 M
C
k=2
Best WEIB WEIB Gaum WEIB
s=0.1 5.2 5.0 5.2 2.6
s=0.05 3.4 3.4 4.0 1.4
Mean 4.30 4.20 4.60 2.00
Table 4.5.10: Accuracy of intervals for cancer prediction.
MCs=1 M
C
s=2 M
C
k=2
Best LAP* LAP* LAPm
s=0.1 1.6 4.8 6.4
s=0.05 0.8 4.0 4.0
Mean 1.20 4.40 5.20
Chapter 5
Conclusions and Further Work
Support Vector Regression, SVR, is one of the most used tools in non–linear regression
and modeling problems and, as such, uncertainty estimates of SVR predicted values are of
great importance. A particularly clear example is, for example, SVR–based wind energy
prediction, whose intermittency and wide fluctuations make necessary to define appropriate
levels of rolling reserve; good uncertainty estimates are an obvious tool for this.
In this work, we have broadly followed the approach in [32], considering noise model
distributions that are fitted to the residuals of SVR models whose C,  and γ parameters
are found directly by CV or validation over a fixed set, or under a Bayesian perspective; as
in [32], we have also considered the full Bayesian approach to define uncertainty intervals
proposed in [28]. We have enlarged this set up by adding to the noise models considered
in [32] non–zero mean Gaussian and Laplace noise, as well as Beta and Weibull variants.
A first general conclusion is that, in agreement with [32], purely Bayesian interval es-
timates are poorer than those obtained by fitting noise distributions to residual values;
moreover, interval error estimates are more accurate when SVR parameters are chosen by
CV or validation over a fixed set. Since this is SVR specific only to the extent that SVRs are
the underlying model, it suggests that direct residual–based fitting of error models should
also be a useful approach when non–linear regressors are built under other alternative
paradigms.
Intervals, detailed in Section 3.2, added at the two proposed in [32] produce considerably
good levels of accuracy and their usefulness to give error prediction intervals seems to be
notably high. Maybe other distributions, such as Cauchy distribution, Logistic distribution
or Voigt distribution could also give good results for suitable datasets.
Moreover, we have shown over a synthetic example how this approach is able to resolve
the true underlying noise model; this is the case for the four noise distributions considered,
even when taking into account that the –insensitive SVR loss does not entirely corresponds
to any of them. This mark them as a good tool to choose the noise assumption in a general
noise SVR model. It would be interesting in future studies to verify if indeed a general
noise SVR model assuming as distribution of data noise the one that gives better accuracy
in the proposed intervals yields better results than if other distributions are chosen.
Of course, the true noise model depends entirely on the sample data and not, in principle,
on the loss function used. On the other hand, the loss function somehow addresses a
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particular noise structure, which suggests that perhaps loss functions other than the –
insensitive one should be considered to build an SVR model to test if intervals that yield
the best accuracy remain the same.
Non-zero mean Gaussian and Weibull distributions, depending on the model applied to
build the intervals, give the best error prediction intervals for wind energy prediction and
Laplace does it for solar energy. Weibull intervals are the best for the NBA games prediction
problem and Laplace is the best choice for the medical data regression experiment. As
stated before, checking if these distributions give the best predictions for these problems
when used in a general noise SVR model could be a desirable idea for future research.
A drawback of the residual fitting approach is that error intervals are built independently
of the fˆ(x) regressor values. This is particularly so in problems such as wind energy pre-
diction, where model errors are usually much higher for large energy values. Nevertheless,
proposed intervals are shown to be a good option to build prediction intervals for problems
such as wind and solar energy regression, specially when suitable splitting of the data is
carried out. For wind energy a simple division based on the magnitude of prediction values
is enough to achieve a great improvement on accuracy. However, this is still rather coarse
and a finer grain split of the sample residuals into four regimes but using a single SVR
model gives worse results. This also happens in the cancer prediction experiment, were the
lack of data impose hard restrictions on the possibility of splitting the data. If there were
more data available, it would be interesting to test if dividing the dataset into a larger
number of groups produces even better results. For solar energy a more specific separation
taking into account which hour of the day correspond to each instance is preferable. Ap-
plying the clear sky smoothing to the solar production curve shows to be other useful tool
to reduce the impact of the independence assumption between error intervals and input
vectors. Nonetheless, in other problems, such as sporting events prediction, a standard
clustering algorithm, K -means, shows to be the best option for splitting the data.
It is also worth noting that the experiment performed where different SVR models are
trained for each division of the data yields notably best results than when an unique SVR
model is employed for all the dataset. This suggests that a good practice when using
the proposed approach is to split the data, either by standard clustering techniques or by
’empirical’ methods based on previous knowledge of the problem, and then train a different
model for each one of the groups of points created.
The proposed approach gives notably good results when applied to a wide variety of
real-world problems and dataset dimensions, ranging from solar and wind energy forecast
to sporting events or medical predictions, suggesting that its use may be recommended for
general purposes, and not only for problems belonging to the same topic or verifying some
kind of common underlying characteristics.
The proposed technique for building error intervals is not exclusive for SVR approaches,
with the method being independent of the model chosen to solve the regression problem
and the noise assumptions presumed by this model. Thus, testing accuracy of intervals
result of applying other regression models could be another line of further work.
We are currently working on these and other related issues.
Appendices
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Appendix A
Appendix: Existence and
Uniqueness of Solution to
G(κ) =
∑n
i=1 logψi
n
Denoting H(κ) = G(κ) −
∑n
i=1 logψi
n we want to prove the existence and uniqueness of
the root of H(κ) = 0.
For κ > 0 and any ψi ∈ R+ the image of H(κ) contains both positive and negative values
and the function is continuous, so the existence of a root can be assured.
Now, to prove the uniqueness of this root we only need to show the global monotonicity
of H(κ) and this is equivalent to demonstrate ∂H∂κ > 0. The derivative takes the form:
∂H
∂κ
=
1
κ2
+
(
n∑
i=1
1
ψκi
)2 n∑
i=1
ψκi log
2 ψi
n∑
i=1
ψki −
(
n∑
i=1
ψκi logψi
)2 (A.0.1)
1
κ2
and
(∑n
i=1
1
ψκi
)2
will always take positive values, so we focus on:
I(κ, n, ψi) =
n∑
i=1
ψκi log
2 ψi
n∑
i=1
ψki −
(
n∑
i=1
ψκi logψi
)2
(A.0.2)
If n = 1:
I(κ, 1, ψi) = ψ
κ
1ψ
k
1 log
2 ψ1 − ψ2κ1 log2 ψ1 = 0 (A.0.3)
If n = 2:
I(κ, 2, ψi) = ψ
κ
1ψ
κ
2 (logψ2 − logψ1)2 ≥ 0 (A.0.4)
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∑n
i=1 logψi
n
For n ≥ 3, if we suppose I(κ, n− 1, ψi) ≥ 0 then:
I(κ, n, ψi) = I(κ, n− 1, ψi) + ψκn
n−1∑
i=1
ψκi (logψn − logψi)2 ≥ 0 (A.0.5)
This prove the global monotonicity of H(κ) and consequently the uniqueness of the root
of H(κ) = 0.
Appendix B
Appendix: Extended Tables
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Table B.0.11: Accuracy of intervals for wind energy.
model s LAP LAP* LAPm GAU GAUm BET WEI BSVR
MCs=11 0.1 6.0 5.9 5.0 5.6 5.5 5.0 4.5 -
0.05 5.4 5.3 3.9 3.3 3.4 3.8 3.2 -
Mean 5.7 5.6 4.45 4.45 4.45 4.4 3.85 -
MCs=2 0.1 5.1 4.8 2.4 3.2 2.2 4.7 2.6 -
0.05 5.4 5.3 3.8 2.9 1.0 2.3 2.7 -
Mean 5.25 5.05 3.1 3.05 1.6 3.5 2.65 -
MCs=3 0.1 8.5 8.1 7.2 7.6 7.0 8.3 7.8 -
0.05 7.7 7.3 5.4 6.7 5.2 6.0 6.2 -
Mean 8.1 7.7 6.3 7.15 6.1 7.15 7.0 -
MCk=2 0.1 6.2 5.7 5.2 3.6 5.6 4.4 4.0 -
0.05 7.6 7.6 7.6 3.7 5.0 4.2 3.8 -
Mean 6.9 6.65 6.4 3.65 5.3 4.3 3.9 -
MBC 0.1 8.2 8.1 7.8 6.1 5.8 6.9 5.5 -
0.05 7.8 7.7 5.5 4.5 4.3 5.2 4.4 -
Mean 8.0 7.9 6.65 5.3 5.05 6.05 4.95 -
MBB 0.1 6.9
0.05 5.7
Mean 6.3
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Table B.0.12: Accuracy of intervals for solar energy.
model s LAP LAP* LAPm GAU GAUm BET WEI BSVR
MCs=1 0.1 1.5 2.0 4.1 4.3 4.2 4.3 3.2 -
0.05 0.3 0.8 4.4 1.5 2.0 2.7 1.0 -
Mean 0.9 1.4 4.25 2.9 3.1 3.5 2.1 -
MCs=2 0.1 2.1 1.5 4.4 5.1 5.8 5.3 2.0 -
0.05 1.8 2.0 2.3 1.4 1.4 1.2 1.3 -
Mean 2.0 1.75 3.35 3.25 3.6 3.25 1.65 -
MCs=3 0.1 2.5 2.7 5.1 8.2 7.0 7.3 4.1 -
0.05 0.8 0.8 2.0 0.9 1.8 3.0 3.2 -
Mean 1.65 1.75 3.55 4.55 4.4 5.15 3.65 -
MCk=3 0.1 1.4 2.2 4.7 1.7 3.1 2.6 3.1 -
0.05 0.3 1.0 4.0 1.6 1.5 1.9 0.4 -
Mean 0.85 1.6 4.35 1.65 2.3 2.25 1.75 -
MCtri1 0.1 0.4 3.3 6.8 1.4 7.1 2.6 0.9 -
0.05 0.3 1.9 3.2 0.8 6.1 3.1 4.2 -
Mean 0.35 2.6 5.0 1.1 6.6 2.85 2.55 -
MCtri2 0.1 1.5 0.9 4.1 1.5 3.3 5.2 2.6 -
0.05 0.5 0.8 2.0 1.2 1.5 1.8 1.0 -
Mean 1.0 0.85 3.05 1.35 2.4 3.5 1.8 -
MBC 0.1 3.3 3.3 4.7 4.3 4.6 6.9 3.2 -
0.05 0.8 1.0 5.6 3.0 3.7 3.7 1.2 -
Mean 2.05 2.15 5.15 3.65 4.15 5.3 2.2 -
MBB 0.1 6.4
0.05 3.6
Mean 5.0
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Table B.0.13: Accuracy of intervals for solar energy using clear sky smoothing.
model s LAP LAP* LAPm GAU GAUm BET WEI
MCs=1 0.1 0.9 0.9 3.1 4.2 3.8 3.5 3.3
0.05 0.3 0.8 2.1 1.8 1.7 2.3 2.1
Mean 0.60 0.85 2.60 3.00 2.75 2.90 2.70
MCs=2 0.1 2.1 2.2 3.4 5.8 5.8 3.7 2.6
0.05 1.9 1.4 2.0 2.4 2.0 1.5 1.3
Mean 2.00 1.80 2.7 4.1 3.9 2.60 1.95
MCs=3 0.1 2.4 2.6 3.1 6.2 6.1 5.1 4.3
0.05 0.8 0.8 1.7 1.9 2.1 2.7 2.0
Mean 1.60 1.70 2.40 4.05 4.10 3.90 3.15
MCk=3 0.1 0.8 1.2 2.7 2.0 2.1 2.1 2.1
0.05 0.4 0.8 1.9 2.1 2.0 1.9 1.4
Mean 0.60 1.00 2.30 2.05 2.05 2.00 1.75
MCtri1 0.1 0.4 1.3 2.8 2.4 6.1 1.9 1.6
0.05 0.3 1.1 2.2 1.0 3.1 2.2 1.1
Mean 0.35 1.20 2.50 1.70 4.60 2.05 1.35
MCtri2 0.1 1.3 0.8 2.1 1.4 2.3 2.2 2.0
0.05 0.5 0.6 2.0 1.6 1.7 1.5 0.9
Mean 0.90 0.70 2.05 1.50 2.00 1.85 1.45
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Table B.0.14: Accuracy of intervals for NBA prediction.
model s LAP LAP* LAPm GAU GAUm BET WEI
MCs=1 0.1 6.6 6.6 6.2 5.8 5.4 5.6 5.2
0.05 5.6 5.8 4.8 4.4 3.4 4.0 3.4
Mean 6.10 6.20 5.50 5.10 4.40 4.80 4.30
MCs=2 0.1 6.2 6.6 6.0 5.4 5.4 5.2 5.0
0.05 5.6 5.6 4.6 4.0 3.6 3.4 3.4
Mean 5.90 6.10 5.30 4.80 4.50 4.30 4.20
MCs=3 0.1 6.4 6.2 6.8 5.8 5.2 6.4 6.0
0.05 5.6 5.4 4.8 4.4 4.0 5.2 3.6
Mean 6.00 5.80 5.80 5.10 4.60 5.80 4.80
MCk=2 0.1 4.2 4.2 3.8 3.0 2.8 3.0 2.6
0.05 3.2 3.4 2.8 2.0 2.0 1.8 1.4
Mean 3.70 3.80 3.30 2.50 2.40 2.40 2.00
Table B.0.15: Accuracy of intervals for cancer prediction.
model s LAP LAP* LAPm GAU GAUm BET WEI
MCs=1 0.1 2.4 1.6 3.2 4.8 4.0 4.0 5.6
0.05 2.4 0.8 2.4 4.0 3.2 4.0 4.8
Mean 2.40 1.20 2.80 4.40 3.60 4.00 5.20
MCs=2 0.1 5.6 4.8 4.8 6.4 5.6 4.8 7.2
0.05 4.8 4.0 4.8 4.8 5.6 4.8 5.6
Mean 5.20 4.40 4.80 5.60 5.60 4.80 6.40
MCs=3 0.1 8.0 8.0 6.4 8.8 8.0 7.2 9.6
0.05 4.8 3.2 4.0 4.8 4.8 5.6 6.4
Mean 6.40 5.60 5.20 6.80 6.40 6.40 8.00
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