Effect of Membrane Microheterogeneity and Domain Size on Fluorescence Resonance Energy Transfer  by Towles, Kevin B. et al.
Effect of Membrane Microheterogeneity and Domain Size on Fluorescence
Resonance Energy Transfer
Kevin B. Towles, Angela C. Brown, Steven P. Wrenn, and Nily Dan
Department of Chemical and Biological Engineering, Drexel University, Philadelphia, Pennsylvania
ABSTRACT Studies of multicomponent membranes suggest lateral inhomogeneity in the form of membrane domains, but the
size of small (nanoscale) domains in situ cannot be determined with current techniques. In this article, we present a model that
enablesextractionofmembranedomain size from time-resolvedﬂuorescence resonanceenergy transfer (FRET)data.Weexpand
upon a classic approach to the inﬁnite phase separation limit and formulate a model that accounts for the presence of disklike
domains of ﬁnite dimensions within a two-dimensional inﬁnite planar bilayer. Themodel was tested against off-lattice Monte Carlo
calculations of a model membrane in the liquid-disordered (ld) and liquid-ordered (lo) coexistence regime. Simulated domain size
was varied from 5 to 50 nm, and two ﬂuorophores, preferentially partitioning into opposite phases, were randomly mixed to obtain
the simulated time-resolved FRET data. The Monte Carlo data show clear differences in the efﬁciency of energy transfer as a
function of domain size. Themodel ﬁt of the data yieldedgoodagreement for the domain size, especially in caseswhere thedomain
diameter is,20 nm. Thus, data analysis using the proposedmodel enablesmeasurement of nanoscalemembrane domains using
time-resolved FRET.
INTRODUCTION
Membrane structures, referred to as lipid rafts, are thought to
play a role in cellular processes such as signal transduction,
protein stabilization, protein and lipid sorting, and membrane
fusion (1). Systematic studies of complex native membranes
are difﬁcult (1,2), leading to interest in the study of relevant
model systems constructed of binary or ternary mixtures
of cholesterol, saturated lipid, and/or unsaturated lipid (2).
Techniques used to detect membrane domains, such as ﬂuo-
rescent microscopy (3), differential scanning calorimetry (4),
nuclear magnetic resonance (5), ﬂuorescent correlation spec-
troscopy (6), small-angle neutron scattering (7), and ﬂuores-
cent resonance energy transfer (FRET) (8) provide evidence
for lateral organization on two distinct length scales—microns
and nanometers (3,7,9,10). Yet, despite intensive efforts,
little is known regarding the presence and properties of
nanoscale domains in either cellular (2,9,11) or model
(2,3,12) membranes. Thus, there is a critical need for quan-
titative tools that can resolve lipid organization on nano-
meter length-scales.
FRET has been used for decades to probe atomic length-
scales (13) by measuring the difference between donor ﬂuo-
rophore decays in the presence and absence of an acceptor
ﬂuorophore. The sensitivity of FRET to distances that range
from 1 to 10 nm in bulk, and slightly extended values in a
planar geometry such as a bilayer (9,14), has been exploited
to study protein conformational changes (15), protein com-
plexation (16,17), and structural transitions in membranes
(18) (for additional applications; see, for example, (19,20)).
Preferential sequestering of one probe, of a donor-acceptor
pair, into bilayer structures or domains, should lead to a re-
duction in energy transfer, whose magnitude reﬂects the de-
gree of probe partitioning and the domain size. Recent studies
have demonstrated this effect in model membranes (9,21,22).
However, while analytical expressions exist for populations
of homogeneously distributed ﬂuorophores (13,23) and dis-
tributions with excluded volume (24), there are currently no
analytical models that can be used to correlate the ﬂuores-
cence decay proﬁle to the size of ﬁnite membrane domains.
In this article, we develop a quantitative model to enable
the analysis of time-resolved ﬂuorescence decay proﬁles
within lipid bilayers that display two-phase coexistence, with
the goal of determining characteristic domain size. The model
accounts for the random distribution of donor and acceptor
molecules (subject to probe partition coefﬁcients) both inside
and outside domains. Using the classic approach developed
by Wobler and Hudson (23) and expanding upon previous
work (9,23–25) using the so-called inﬁnite phase separation
limit, we obtain an analytical approximation for the case of
ﬁnite domains. Combining our approximation with numer-
ical ﬁts of simulated acceptor distributions, we develop a pow-
erful tool for the analysis of time-resolved FRET data that is
theoretically applicable to any donor-acceptor pair.
Evaluation of the model applicability requires testing on
data from membranes with well-characterized domains.
Since direct, noninvasive techniques for measuring domain
size are, as yet, unavailable, we chose to apply our model to
data from off-lattice Monte Carlo calculations. These Monte
Carlo calculations, which have been widely used to produce
FRET data (8,13) and have even been able to reproduce ex-
perimental data (see, for example, (26)), are of a static lipid bi-
layer and should not be confused withMonte Carlo simulations
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used to estimate membrane thermodynamic properties (see,
for example, (27)). The parameters chosen for the Monte
Carlo calculations are representative of model membranes
that display coexistence between liquid-disordered (ld) and
liquid-ordered (lo) domains (see Fig. 1).
The Monte Carlo calculated FRET efﬁciencies clearly
show high sensitivity to domain sizes in the range of 5–50
nm. Applying our analytical model to the data obtained from
the Monte Carlo calculation yields values for the domain di-
ameter that are within ;20% of the input value for domains
of diameter less than four times the Fo¨rster radius of the
donor-acceptor pair (which typically ranges between 1 and
10 nm). Thus, analysis of FRET data using our model can
provide an accurate method for determining the size of mem-
brane domains of order,40 nm, which could not be probed,
in situ, by other techniques.
RESONANCE ENERGY TRANSFER
Fluorescence resonance energy transfer, or resonance energy
transfer, describes a process in which a donor ﬂuorophore is
excited by incident light and undergoes a nonradiative decay
to a nearby acceptor ﬂuorophore (19). The term ﬂuorescence
resonance energy transfer can actually be somewhat mis-
leading because, when FRET occurs, the donor does not ac-
tually emit a photon; instead, the energy absorbed from the
incident photon is transferred via a dipole-dipole interaction
to a nearby acceptor. Actually, the theory of energy transfer
was developed by treating a ﬂuorophore as an oscillating
dipole that can interact with other nearby oscillating dipoles
with similar resonance frequencies (19) (a classic metaphor
is two swinging pendulums connected by a spring). The dis-
tance at which this transfer is 50% efﬁcient is called the
Fo¨rster distance, R0, and the rate of energy transfer is gov-
erned by the dipole-dipole interaction and scales as r6,
where r is the donor-acceptor distance (28). This strong
distance-dependence gives FRET its sensitivity to nanometer
distances, and the ﬂuorescence decay contains a wealth of
structural information regarding the environment of the donor-
acceptor pair (19). While characterizing FRET between a sin-
gle donor-acceptor pair is quite simple, complex expressions
are required to describe FRET among populations of
ﬂuorophores interacting in restricted geometries.
MODEL
In this section, we present a model for FRET in a phase-
separated lipid bilayer system containing ﬁnite domains. Two
types of FRET probes, one donor and one acceptor, partition
in an unequal manner between the bilayer domains, as has
been shown experimentally (8,21). Due to its inherent com-
plexity, we present the model in two subsections. The ﬁrst
subsection brieﬂy outlines the tenets of the model and de-
scribes the general ﬂow of how one might use it to determine
the intensity decay of donors in the presence of a heteroge-
neous acceptor distribution and ultimately obtain informa-
tion regarding the size of domains. For those interested in
the complete details, the second subsection provides a step-
by-step derivation.
OVERVIEW
The major contribution of this study is to provide a method
for estimating donor decays in the presence of heterogeneous
acceptor distributions. To do so, we essentially take two key
steps forward: ﬁrst, we derive new analytical expressions for
donor decay to heterogeneously distributed acceptors, and,
second, we approximate heterogeneous acceptor populations
for donors inside/outside domains of different sizes.
Analytical expressions exist for estimating the donor de-
cay with an exclusion zone of radius Re (whenRe is of the same
order as R0) within which acceptors are not found (9,23,24).
We modiﬁed existing expressions to estimate the contribu-
tion of acceptors conﬁned to a shell, or annulus. Assuming
the density of acceptors in that shell is constant, we can es-
timate the contribution to the decay from acceptors within
that shell at a given density. Summing up the contributions
from shells over all space (from both inter- and intraplanar
acceptors), we arrive at an expression for the intensity decay
for a donor with a known acceptor density proﬁle.
The ﬁrst step in estimating acceptor distributions was to ob-
tain an expression for the probability of ﬁnding a domain at
some distance, r. We make use of a mean-ﬁeld approximation
FIGURE 1 Phase diagram for the DMPC/cholesterol system plotted as a
function of the overall cholesterol mol fraction, xchol (30). The shaded area is
the two-phase, lo 1 ld, coexistence region, and the dashed line within this
region is the tie-line (30C) on which all calculations in this study were
conducted.
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to numerically estimate the average probability of ﬁnding a
domain at some distance r from a random point of origin.
While the probability of ﬁnding domains at large distances
from the origin should converge to the bulk surface coverage
of domains, the behavior near the point of origin depends
strongly on whether the origin lies inside or outside a domain
and its proximity to nearby domains. Therefore, we obtain
independent approximations for points (donors) originating
inside or outside domains. Numerically obtained proﬁles are
ﬁt with a decaying exponential as a function of the dimen-
sionless distance r/Dd for each surface coverage. The result is
an approximation for the mean-ﬁeld probability of ﬁnding a
domain as a function of distance, Æs(r)æ, for any domain size
and surface coverage. Since we can calculate the acceptor
density both inside and outside domains from the partition
coefﬁcients, estimating the mean-ﬁeld acceptor distribution
is a simple weighting of acceptor densities in each phase by
the probability of ﬁnding a domain at any particular distance.
Finally, we sum the weighted contributions (as set by the
donor partition coefﬁcient) of donors both inside and outside
domains to obtain a ﬁnal expression for the intensity decay as
a function of the surface coverage and domain diameter.
Once we have an expression for the intensity decay, we can
easily estimate the efﬁciency of energy transfer or ﬁt existing
decay proﬁles to obtain an estimate of the domain diameter.
DERIVATION
The model presented here is applicable assuming the follow-
ing can all be estimated: the phase boundaries and compo-
sitions in each phase (for binary systems, this is relatively
simple; however, estimating compositions in ternary systems
is more complex), the area per lipid in each phase, the posi-
tion of the donor/acceptor chromophore relative to the lipid-
water interface, and the Fo¨rster radius, R0. The implications
of these assumptions and a discussion of error related to them
are expanded upon in Discussion and Conclusions.
The FRET-related function for in-plane decay (see Fig. 2)
of the donor species in the presence of acceptors with an
excluded radius for acceptors, Re in an inﬁnite, homogeneous
planar bilayer where all components are randomly distrib-
uted in both leaﬂets has been previously derived (9,23,24) as
rcisðtÞ¼ exp pR20ng
2
3
;
R0
Re
 6
ðt=tÞ
" #
ðt=tÞ1=3
(
1pR2en 1 exp 
R0
Re
 6
ðt=tÞ
" # !)
; (1)
where R0 is the Fo¨rster radius, n is the surface density of
acceptors, t is the lifetime-weighted quantum yield given as
(19)
t ¼ +
i
aiti; (2)
and the incomplete Gamma function is deﬁned as
gðx; yÞ ¼
Z y
0
z
x1
expðzÞ dz: (3)
The donor decay to the opposite leaﬂet (see Fig. 2) in the
presence of acceptors is given by (9,23,24)
rtransðtÞ¼ exp 
2c
Gð2=3Þb

Z w=ðw21R2e Þ1=2
0
½1 expðtb3a6Þa3 da
)
; (4)
where b ¼ ðR0=wÞ2=t1=3, G is the complete Gamma func-
tion, w is the interplanar donor-acceptor distance, and
c ¼ Gð2=3ÞnpR20t1=3: (5)
Equations 1 and 4 assume that the Fo¨rster radius is in-
variant; in fact, the value of R0 may vary among donor and
acceptor pairs in the membrane due to its dependence on sev-
eral factors including the rotational freedom of the ﬂuoro-
phores, the refractive index of the medium, spectral overlap,
and the quantum yield of the donors. However, as will be
discussed later, variations in the value of R0, and conse-
quently error in the model itself, can be minimized through
thoughtful experimental design.
In the case of a single phase, the donor decay in the pre-
sence of acceptors becomes
iDAðtÞ ¼ iDðtÞrcisðtÞrtransðtÞ; (6)
where the donor decay in the absence of acceptors is given
by a single exponential decay as iD(t) ¼ exp(t/t). In the
case of no domains, the distance of closest approach, Re, is
deﬁned as the sum of the van der Waals radii of the acceptor-
donor pair. Therefore, estimating the decay of a donor in the
ld phase is a straightforward application of Eqs. 1–6. How-
ever, if the membrane consists of two coexisting phases (e.g.,
lo and ld), then the donor decay function can be estimated in
the presence and absence of acceptors as a weighted average
of the contributions of each phase as
FIGURE 2 Cross-sectional cartoon of a phospholipid and cholesterol lipid
bilayer containing liquid-ordered, lo, lateral heterogeneity. Resonance en-
ergy transfer from the donor to an in-plane acceptor is denoted by cis, and
transfer to an acceptor in the opposite leaﬂet is denoted trans.
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iDAðtÞ ¼ +
l
PliDlðtÞrcis;lðtÞrtrans;lðtÞ; (7)
iDðtÞ ¼ +
l
PliDlðtÞ; (8)
where Pl is the mole fraction of donors in phase l, iDl(t) is the
decay of the donor in the absence of acceptor in phase l, and
both rcis, l(t) and rtrans, l(t) are calculated as a single phase sit-
uation (with appropriate parameters speciﬁc to each phase).
Eq. 7 is the inﬁnite phase separation approximation, which
essentially treats the two donor populations (one in each phase)
as independent, isolated populations. For a two-phase, lo and
ld bilayer, we deﬁne two partition coefﬁcients, kA and kD for
the acceptor and donor, respectively, as
kAðDÞ ¼ Plo=Xlo
Pld=ð1 XloÞ; (9)
where Plo and Pld are the fractions of the probe in the lo and ld
phases, respectively, such that Plo 1 Pld ¼ 1, and Xlo is the
mole fraction of the membrane that is in the lo phase. The
area fraction of the membrane in the liquid-ordered phase is
written as
sN ¼ Alo3Xlo
Alo3Xlo1Aldð1 XloÞ; (10)
where Alo and Ald are the area per lipid of the liquid-ordered
and -disordered phases, respectively. The density of accep-
tors in the bulk, and the relative densities in each phase are
nN ¼ xA
Alo3Xlo1Aldð1 XloÞ; (11)
nlo ¼ xA3 kA
Aloð1 Xloð1 kAÞÞ; (12)
nld ¼ xA
Aldð1 XloÞ1Ald3Xlo3 kA; (13)
where xA is the mole fraction of acceptors in the system.
Here we revise this model to account for the formation of
monodisperse domains of diameter Dd as one of the two
phases. In the case of domain formation, the bilayer contains
two separate phases with different probe partitioning that exist
simultaneously; consequently, two different populations of
acceptors must be considered to determine the decay of a
donor in such a domain accurately. A donor existing within a
domain has a distance of closest approach for an acceptor in
the same phase equivalent to that of the single phase case;
however, the distance of closest approach to an acceptor in
the phase outside that domain is dependent on the location
of the donor relative to the domain. One way of taking these
boundary effects into account is to describe the system in
terms of ensemble average behavior and look at discrete dis-
tances from an average donor within that system.
We modify the approach of Loura et al. (8,9) to calculate
the contribution to the donor decay of acceptors populating a
shell of thickness d at any distance r  d/2 # r # r 1 d/2
from the donor. Recall that the contributions of the acceptors
in both leaﬂets are calculated as the product of the two in-
dividually. In the same manner, the donor decay in the pres-
ence of acceptors conﬁned to that shell can be estimated as
iDAðtÞshell ¼ iDðtÞ
½rcisðtÞrtransðtÞRe¼rd=2
½rcisðtÞrtransðtÞRe¼r1d=2
; (14)
where the density, n, is now the density of acceptors within
that shell, nshell. The donor decay for an inﬁnite series of such
shells becomes
iDAðtÞ ¼ iDðtÞ
YN
i¼1
½rcisðtÞrtransðtÞRe¼di
½rcisðtÞrtransðtÞRe¼dði11Þ
; (15)
where the concentration in each shell is given by ni. Now that
we have an expression for the donor decay that is effectively
dependent on the concentration of acceptors as a function of
distance from the donor, we need to develop expressions for
the distribution of acceptors at any distance, ni(r) for donors
inside or outside domains.
First, we approximate the radial distribution function
(RDF), which is related to the probability of ﬁnding a do-
main at some distance, of an average donor for a system con-
taining monodisperse domains of diameter, Dd. Analytical
expressions for the average RDF of a donor placed randomly
either inside or outside one of these domains are, to the best
of our knowledge, not available, and their derivation is cer-
tainly nontrivial. Therefore, the RDFs for donors in a planar
geometry containing nonoverlapping randomly placed mon-
odisperse domains of diameter, Dd, were obtained numeri-
cally (for details of the RDF simulations and subsequent ﬁts,
see Supplementary Material). The ensemble-averaged RDF
for donors inside and outside domains, Ægin(r)æ and Ægout(r)æ,
are related to the average surface coverage as
ÆsinðrÞæ ¼ 1 ð1 sNÞ3 ÆginðrÞæ; (16)
ÆsoutðrÞæ ¼ sN3 ÆgoutðrÞæ; (17)
where the average surface coverage, s(r), corresponds to the
probability of ﬁnding a domain at some distance r from a
donor located either inside or outside a domain. Now that we
have expressions for the ensemble-averaged surface cover-
age as a function of distance from donors either inside or out-
side domains, we can estimate the acceptor density as function
of distance from a donor as
ÆnðrÞæ ¼ nlo3 ÆsðrÞæ1 nldð1 ÆsðrÞæÞ; (18)
which can be applied for donors either inside or outside their
domains, as long as the corresponding average surface cov-
erage is used. The above formula is used to estimate the
acceptor density within the shell as the acceptor density at
the center of that shell. This formula is general for any value
of probe partitioning; the acceptor partitioning is accounted
for through the deﬁnitions of nlo and nld as in Eqs. 12 and 13,
and the donor partitioning sets the relative amounts of donor
in each phase (see Eq. 7). Therefore, combination of Eqs. 1–10,
and 12–18 provides a closed set of equations for the decay
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function of donors in the presence and absence of acceptors
in a bilayer containing ﬁnite domains for any probe parti-
tioning. The efﬁciency of energy transfer can then be cal-
culated as
E ¼ 1
Z N
0
iDAðtÞdt
 Z N
0
iDðtÞdt: (19)
MONTE CARLO CALCULATIONS
Off-lattice calculations using a Monte Carlo method are con-
ducted on a system modeled after mixtures of phospholipid
and cholesterol, which are proposed to exhibit coexistence
between liquid-disordered and liquid-ordered domains (see
Fig. 1). The model system contains four membrane compo-
nents: cholesterol, phospholipid, donor, and acceptor; how-
ever, since the donor and acceptor are the only interacting
components and each of these represents a relatively small
portion of the membrane (,;1 mol %), we consider both
cholesterol and phospholipid as inert species with only
volume-packing and mass-balancing properties. Therefore,
the calculations consider an effective two-component system
comprised of only donor and acceptor probes.
Lattice models have been used to describe lateral distri-
bution of membrane components (8,22); however, the re-
stricted geometry of a lattice system precludes the existence
of truly circular domains and makes approximations regard-
ing the size of individual components. Therefore, we apply
an off-lattice approach to model a square section of a bilayer
assuming planar geometry and periodic boundary conditions
(although it seems likely that the planar geometry may not
apply to small vesicles, it has been shown that even highly
curved bilayers produce nearly identical transfer efﬁciencies
to their planar counterparts (29)). The system is illustrated in
Fig. 3, where the inner box represents the actual box size.
The box size is calculated for each acceptor density and
domain radius pair. In keeping with the periodic boundary
conditions, all acceptors within four-times the Fo¨rster radius
of the donor-acceptor pair (a distance at which 99.98% of all
decay occurs) of the box perimeter were kept to ensure
proper interactions for donors within the box area. Calcu-
lation results were identical for cases where this distance was
increased severalfold. The relative number of donors and
acceptors in each phase is set by the partition coefﬁcient (Eq.
9). The placement of lo domains, donors, and acceptors were
all completely random subject to only two constraints:
nonoverlap of domains and nonoverlap of probes. Domains
are assumed symmetric and vertically coupled in the two
leaﬂets of the bilayer. All calculations contain at least 103
probes of each type in the bilayer, and time-resolved data are
then averaged over tens of runs.
Since the locations of all donors and acceptors are known,
calculating the time-resolved decay data is trivial, as detailed
in the series of equations below (28). The ﬂuorescence decay
function for a single donor, j, located in phase i in the pre-
sence of multiple acceptors is given as
rijDAðtÞ ¼ exp
t
ti
 YNA
k¼1
exp
t
ti
 
R0i
Rjk
 6" #
; (20)
where ti is the ﬂuorescence lifetime of the unquenched donor
in phase i, NA is the total number of acceptors, R0i is the
Fo¨rster radius for the donor-acceptor pair in phase i, Rjk is the
pair distance from donor j to acceptor k, and t is time. We
assume that the Fo¨rster radius is independent of phase and no
homo-transfer occurs among donors, implying that no sig-
niﬁcant spectral shift occurs for probes between phases, the
probes are in the dynamic averaging limit, and the Stoke’s
shift of the donor is large enough to avoid overlap of the
donor absorption and emission spectra (additional discussion
regarding these assumptions can be found in Discussion and
Conclusions). Summing over all of the donors, the average
donor decay function in the presence of acceptors becomes
iDAðtÞ ¼ 1
ND
+
i
+
NDi
j¼1
rijDAðtÞ; (21)
where NDi is the number of donors in phase i and the ND is
the total number of donors deﬁned as +
i
NDi. The average
ﬂuorescent decay function for a single donor in the complete
absence of acceptors is an average of the decay functions in
each phase written as
FIGURE 3 This is a top-down view of the simulated bilayer with Xlo ¼
0.25, and the actual calculation box is the area within the inner square outline.
All acceptors within the cutoff range of the box edge (4 R0) are retained.
Domains appear as the large light-shaded circles (Dd¼ 30 nm), acceptors the
small, light-shaded circles, and donors the small, darkest circles. Probes in
both leaﬂets of the bilayer are shown so there may appear to be overlap, but
within each leaﬂet there is none (scale bar ¼ 30 nm).
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iDðtÞ ¼ 1
ND
+
i
NDi exp
t
ti
 
: (22)
The efﬁciency of energy transfer is then calculated by
integrating the ratio of the donor decay function in the pre-
sence and absence of acceptors over all time as previously
deﬁned in Eq. 19.
RESULTS
One of the goals of this article is to develop a quantitative
model that relates domain size to FRET in heterogeneous
planar bilayers (Eq. 15). However, we ﬁrst must determine
whether FRET in heterogeneous membranes can distinguish
between different domain sizes, and, if that is indeed the case,
determine the range of domain sizes that FRET can assess
within reasonable accuracy. Note that these issues are not spe-
ciﬁc to the analytical model presented here but are general
features of time-resolved FRET experiments. Once it is clear
that FRET is sensitive to membrane domain sizes, our ana-
lytical model must be tested by application to FRET data
where the domain size is known by some other means.
Optimally, testing the model should be carried out on FRET
data obtained experimentally from a system with known do-
main size. However, although several studies ﬁnd a reduc-
tion in FRET efﬁciency in the two-phase region (8,9), we are
not aware of an investigation where the domain size was
determined, independently, using some other technique. In-
deed, the main driving force for this current work is the difﬁ-
culty in measuring domains whose size is ;100 nm or less.
Thus, to test FRET as a tool for measuring domain size and
the validity and limits of our analytical model, we use data
obtained from off-lattice Monte Carlo calculations. These
calculations, which have been previously applied to such sys-
tems with great success (23), produce time-resolved decay
data for donors both in the presence and absence of accep-
tors. To ensure that the parameters used in the calculations
are consistent and applicable to model membranes, we chose
a typical phase diagram based onDMPC and cholesterol mix-
tures, as shown in Fig. 1 (30). It should be noted that there is
currently a debate whether a two-component membrane can
truly exhibit phase coexistence (see, for example, (12)). How-
ever, since the goal of our calculations is to provide FRET
data that is representative of bilayers composed of two types
of domains, this issue is not relevant to our calculations.
The area/lipid of the two phases in our DMPC/cholesterol
system were taken from previous estimates to be 0.488 and
0.601 nm2 (30C) for the lo and ld phases, respectively (8).
Due to the lack of experimental data relating the thickness of
the bilayer to cholesterol content, the thickness was set at 3.9
nm in both phases (8). All of the calculations are carried out
at a ﬁxed system temperature of 30C; according to the phase
diagram for the DMPC/cholesterol system shown in Fig. 1,
at 30C the cholesterol mole fractions are 0.08 and 0.28 in
the ld and lo phases respectively. The fraction of the system
that is in the lo phase is determined by the inverse lever rule
(e.g., an overall cholesterol mole fraction of 0.13 corre-
sponds to a lo fraction of Xlo ¼ 1=4). It should be noted that
we have assumed throughout this study that the lo phase is
the domain phase; however, it is likely that at large fractions
of Xlo, an inverted scenario dominates, where the ld phase
becomes the minority, domain phase. Calculations were car-
ried out for domain diameters ranging from 5 to 50 nm for 10
different cholesterol loadings.
We assume typical values for the Fo¨rster radius, 5.0 nm for
both phases (19,20), and lifetime-weighted quantum yields in
the ﬂuid and gel phases, 0.8 and 1.32 ns, respectively (24), for
all studies discussed here. The acceptor partition coefficient
was held constant at kA¼1/4 to represent a typical membrane
probe that prefers the ld phase (8). The donor partition
coefﬁcient was varied from 3/2 to 4 to represent a probe that
favors the lo phase; for comparison, according to the phase
diagram in Fig. 1, cholesterol’s partition coefﬁcient is 7/2 for
the DMPC/cholesterol system at 30C. A summary of sim-
ulated input parameters appears in Table 1.
To examine whether FRET data can distinguish between
different domain sizes, we plot in Fig. 4 the efﬁciency of
energy transfer as calculated from the Monte Carlo data, as a
function of the mole fraction of the liquid-ordered domain
phase (equivalent to the cholesterol content). We see that at
any of the examined values of Xlo, the efﬁciency decreases
signiﬁcantly with increasing domain size. For example, at
Xlo ¼ 0.291 (sN ¼ 0.25), the efﬁciency of energy transfer is
;0.45 for the largest possible domain, and 0.65 for 5-nm
domains. As may be expected, the sensitivity to domain size
is small when the fraction of the minority phase is small (e.g.,
Xlo , 0.1), since in such systems most probes are in the
continuous majority phase. For a given domain size, we ﬁnd
that the efﬁciency of energy transfer displays a minimum as a
function of the minority phase fraction (Fig. 4 A). This
behavior may be explained by recalling the deﬁnition of the
partition coefﬁcient given in Eq. 9: the ratio of probe fraction
in each phase, Plo/Pld, scales as Xlo=ð1 XloÞ. Therefore, as
Xlo increases, the balance between the increase in domain
density and the increasing probe fraction in the lo phase (for
both probes) can lead to a minimum in the transfer efﬁciency.
Indeed, such minima were observed experimentally for sev-
eral different probes and acceptor concentrations (9).
It may seem reasonable that the size of membrane domains
may be determined from ﬁts to plots of E as a function of Xlo,
since the depth of the minimum seems to be correlated to
the domains size (see, for example, Fig. 4 A). While this ap-
pears feasible, in many cases the domain size may vary as a
TABLE 1 Range of simulated FRET parameters
Dd 5.0, 7.5, 10, 15, 20, 30, 40, 50
sN 0.05–0.5 (every 0.05)
kD 1.5, 2, 4
kA 0.25
xA 0.005
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function of membrane composition. For example, consider a
trajectory whereby at low liquid-order phase fraction (e.g.,
Xlo ¼ 0.1) the domains are of ;5 nm and increase in size
with increasing Xlo (e.g., 15 nm at Xlo ¼ 0.3). Since such a
trajectory (see Fig. 4 B) yields one that is qualitatively sim-
ilar to the trajectory obtained in the case of constant domains
size (Fig. 4 A), obtaining domain size from E-versus-Xlo plots
is unreliable unless additional information regarding the sys-
tem is available. Thus, while the Monte Carlo calculations
clearly indicate that FRET data is indeed sensitive to domain
sizes in the range of 5–50 nm, a speciﬁc model is required to
obtain the domain size.
To examine the accuracy and applicability of our analyt-
ical model, we ﬁrst compare the FRET efﬁciency as pre-
dicted by the model to the Monte Carlo calculations (Fig. 4).
We see that the efﬁciency predicted by the analytical model
is nearly identical to that of the Monte Carlo calculations for
smaller domains (,20 nm) but overpredicts the efﬁciency in
systems with larger domains, thus suggesting that the model
will be a useful analysis tool for smaller domains, but may
yield less reliable values for larger domains.
By deﬁnition, the FRET efﬁciency is an average over
decays of donors in both the presence and absence of donors,
and, consequently, contains less information than the time-
resolved decay proﬁle. Therefore, estimating the domain
diameter by ﬁtting the time-resolved data is a fundamentally
better method. In Fig. 5, we plot the time-resolved ﬂuores-
cence intensity, comparing the analytical model (lines) to the
Monte Carlo data (points). The qualitative agreement be-
tween the model and simulated data is apparent for both
cases of donors in the presence and absence of acceptors. As
in the case of E, the quantitative agreement is strong for the
smaller domains, and decreases for larger domain diameters.
It should be noted that many such tests to verify the appli-
cability of Eq. 15 were conducted, with similar success.
So far we have shown (Figs. 4 and 5) that our analytical
model, Eq. 15, yields results that are similar to the Monte
Carlo data. However, our goal is to use the analytical model
to extract membrane domain size from FRET data. Thus, we
need to apply the analytical model to the measured decay pro-
ﬁle, extract the model-determined domain size, and compare
it to the true value as set in the Monte Carlo calculation.
FIGURE 4 (A) Simulated efﬁciency of energy transfer is plotted as a
function of liquid-ordered fraction, Xlo for domain diameters ranging from
5 to 40 nm. As domain diameter increases, the efﬁciency of energy transfer
decreases at each value of Xlo. The thick solid line represents the inﬁnite
phase separation limit (see Eq. 7). Data points with error bars represent the
simulated efﬁciency with the associated standard deviation at each point, and
the dashed lines are splines of the model predictions for the same set of
domain diameters. (B) The thick dashed line is a hypothetical trajectory for
the same system shown in panel A; following the line from left to right il-
lustrates that, as the liquid-ordered fractional coverage increases, the domain
size may also be increasing, moving from a vesicle with many small do-
mains to one with fewer, larger domains (kD ¼ 4, kA ¼ 0.25, tlo ¼ 1:32 ns,
and tld ¼ 0:8 ns).
FIGURE 5 Time-resolved ﬂuorescence intensity data is shown for both
calculation (points) and model (lines) for domain diameters from 5 to 40 nm.
The solid line is the decay of the donors in the absence of acceptors, iD(t),
and is therefore independent of domain size. The inset is a magniﬁed portion
of the same graph, which clearly shows the good ﬁt achieved by the model.
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Determining the domain size, using our model, from time-
resolved FRET data can be conducted in two ways; in sys-
tems where the probe parameters are known, the ﬁt can be
conducted with a single variable—the domain size. How-
ever, in most cases, parameters related to the probe photo-
physics (e.g., donor lifetimes) are unknown, thereby requiring
a multiparameter ﬁt. Here we focus on the single parameter
ﬁt to evaluate the model potential, since, if the single param-
eter ﬁt is not successful, the model is not usable.
We performed a least-squares ﬁt of the analytical model to
the Monte Carlo data using software based on the Levenberg-
Marquardt algorithm (31). The values of Xlo and xA are
assumed to be known (ﬁxed at their Monte Carlo calculation
value), since those are indeed known in most experiments.
All model parameters (kA; kD; tlo; tld) are set at their known
Monte Carlo values, except for one—the domain diameter.
In all ﬁts the shell thickness, d, is assumed to be half the
average diameter of the two lipid species, a value that cor-
responds to the largest thickness found to not affect the ﬁt-
ting results.
Table 2 reports the model-predicted domain size for ﬁts to
several Monte Carlo input parameters, where sN ¼ 0.25,
0.50. We present only a representative fraction of the cases
studied that captures the basic qualitative and quantitative
features of our results. We ﬁnd that the single parameter ﬁt
provides domain sizes that are within ;20% of the calcu-
lation value for domain diameters up to ;15 nm, with an
average error of ;10%. This error steadily increases with
domain diameter $4 R0. However, since the model overes-
timates the domain diameter in every case for the larger do-
main sizes, model-extracted values may be used as an upper
bound in these cases.
There are three possible causes leading to error in model
determination of the domain size. First, error in the ﬁtting of
the RDF was found to be a signiﬁcant factor for larger do-
main sizes. The RDF is cast in terms of the dimensionless
distance, r/Dd, and is therefore independent of domain size;
however, most of the decay occurs within 2 R0 which, for
large domains, corresponds to the steepest portion of the
RDF (r/Dd , 1). The second possible source of error could
be in the calculation of acceptor concentration at ﬁnite in-
tervals; this was investigated using a smaller shell thickness
and was found to be insigniﬁcant (results not shown). Fi-
nally, the ﬁnite size of the Monte Carlo sample could be
another possible source of error. We found that in cases
where the number of simulated domains greatly exceeds
;103, the single parameter ﬁts were consistently better than
in systems with a smaller number of larger domains. This
discrepancy is likely due to the fact that the analytical model
is based on an overall average of the system. Practically,
while the sample size of the Monte Carlo calculation is lim-
ited by computational time, such limitations on sample size
are unlikely to arise is any experimental system, thereby elimi-
nating this contribution to the model error.
While the results in Table 2 are given in absolute di-
mensions, the important underlying scale in the system is the
Fo¨rster distance, R0. In our case, R0 ¼ 5 nm, but R0 is known
to vary from 1 to 10 nm for typical probe pairs (19). Thus, we
may conclude that the single parameter ﬁt is relatively accu-
rate for domains up to ;4 R0.
It seems reasonable to assume that the size of membrane
domains can be determined with greater accuracy when the
decay proﬁles, and similarly the FRET efﬁciency, are most
sensitive to domain size. Although changing probe charac-
teristics such as the Fo¨rster distance is difﬁcult, their con-
centration is easily controlled. In the case of donors that do
not undergo homo-transfer, intensity measurements, and con-
sequently the efﬁciency of transfer, are theoretically inde-
pendent of donor concentration. However, the concentration
of acceptor molecules may affect the efﬁciency of transfer,
and thus measurement accuracy.
In Fig. 6 we examine the effect of acceptor concentration
on FRET sensitivity to domain size, deﬁned by the differ-
ence, or drop in efﬁciency between very small domains
(5 nm) and the inﬁnite phase separation limit; the larger the
difference, the more sensitive the measurement should be to
domain size. The three lines represent model prediction at
different values of Xlo. We ﬁnd an obvious maximum in DE
for each Xlo, which occurs at xA; 0.0055–0.0075. This trend
was found for a wide range of kD, kA, tlo, and tld (results not
shown); while the magnitude of DE varied for each case,
the optimal value of xA seems independent of all of these
TABLE 2 Best ﬁt domain diameters
sN ¼ 0.25 sN ¼ 0.5
Best ﬁt Dd* (nm) Best ﬁt Dd* (nm)
Dd (nm) kD ¼ 1.5 kD ¼ 2 kD ¼ 4 Dd (nm) kD ¼ 1.5 kD ¼ 2 kD ¼ 4
5.0 4.64 3.90 4.14 5.0 5.20 5.11 4.53
7.5 7.03 7.77 7.33 7.5 7.40 7.78 7.94
10.0 9.89 10.5 10.5 10.0 10.9 11.3 10.6
15.0 16.5 17.6 15.9 15.0 17.7 20.0 17.7
20.0 24.3 23.4 22.2 20.0 29.1 28.8 26.1
30.0 41.4 35.1 32.7 30.0 41.9 38.8 40.0
40.0 46.3 44.7 48.8 40.0 61.7 55.2 51.9
50.0 67.1 63.8 57.0 50.0 63.3 76.6 87.8.
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parameters. We therefore conclude that there is indeed an
optimal range of xA, which would yield the highest reso-
lution of ﬁt parameters. An approximate optimal range is
shown as the shaded region in Fig. 6.
Our model also allows us to reevaluate the limitations of
the so-called inﬁnite phase separation limit, which assumes
that the relative number of probes at the interface is insig-
niﬁcant compared to those within the domain. The maximum
achievable domain size in any given vesicle is limited by the
vesicle diameter, Vd, and scales as Vd  s1=2N . Fig. 7 A plots the
maximum domain diameter within vesicles of size Vd ¼ 100,
200, or 500 nm; Fig. 7 B plots the corresponding model
efﬁciency as a function of Xlo for each vesicle size. These
results indicate that the inﬁnite phase separation limit for
FRET in bilayers is applicable only in vesicles on the order
of microns. In vesicles of order ,1 mm, the ﬁnite size of the
maximal single domain must be taken into account.
The single parameter ﬁt is obviously an idealized case.
Although a detailed analysis of the multiparameter ﬁt is out-
side the scope of this article, preliminary results from the
multiparameter ﬁt (K.B.T. and N.D., unpublished) suggest
that the accuracy of the single parameter ﬁt can be repro-
duced even in cases where the probe characteristics are not
known a priori. An essential feature of the multiparameter ﬁt
is global analysis of donor decay data both in the presence
and absence of acceptors. Global analysis is the simultaneous
analysis of both donor signals, effectively conﬁning three of
the common parameters: kD, tlo, and tld. Generally, global
analysis makes convergence to a single global minimum
more likely. To more accurately represent real experimental
data, we convoluted the intensity decays with a hypothetical
instrument response function and added Poisson noise. Fig. 8
A shows one such convolution for the donor in both the
absence and presence of acceptors, iD and iDA, respectively.
A practical application of global analysis of FRET signals
was done previously by Loura et al. (32); here we will brieﬂy
present results of one such ﬁt to prove the practical appli-
cability of our model.
A global ﬁt was performed on our simulated experimental
data assuming known partition coefﬁcients, but leaving all
other variables as free ﬁt parameters (tlo, tld, Dd, and the
amplitude of each signal). The ﬁt is shown as the solid lines
in Fig. 8 A and the corresponding weighted residuals, a mea-
sure of the deviation at each data point, are shown in Fig. 8, B
and C, for iD and iDA, respectively. A complete statistical
FIGURE 6 The drop in efﬁciency from small domains (5.0 nm) to the
inﬁnite phase separation limit is plotted as a function of the overall mole
fraction of acceptors, xA. The lines represent the model predictions, and the
points represent the efﬁciency drop at the investigated xA ¼ 0.005. An
approximate optimal range is shown as the shaded region, where all DE
are near their maximum values (kD ¼ 4, kA ¼ 0.25, tlo ¼ 1:32 ns, and
tld ¼ 0:8 ns).
FIGURE 7 Vesicles on the order of 100 nm have different phase sep-
aration limits. (A) The maximum domain diameter achieved if all of the
lo phase exists as a single domain is plotted as a function of liquid-ordered
fraction, Xlo, for vesicle diameters of 100, 200, and 500 nm, and (B) model
estimates of the phase separation limit for the same vesicles are also shown
as a function of Xlo. These phase separation limits represent the lowest
possible energy transfer efﬁciency for a given vesicle diameter (kD ¼ 4,
kA ¼ 0.25, tlo ¼ 1:32 ns, and tld ¼ 0:8 ns).
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analysis of the results of hundreds of such ﬁts appears
elsewhere (33), although the best practical method for ob-
taining domain size estimates and their appropriate conﬁ-
dence levels for the case of unknown probe partitioning is
not, as yet, obvious. However, it seems clear that even poor
estimates of the probe partitioning yield similar sensitivity to
the domain diameter, and the resulting predictions are dis-
tributed about the true domain diameter. Also, to encourage
further study we will provide the Mathematica (Wolfram
Research, Champaign, IL) code used for ﬁtting such data
freely to any interested researchers upon request.
DISCUSSION AND CONCLUSIONS
The ability to accurately determine the presence and di-
mensions of nanoscale membrane domains is of signiﬁcant
interest for understanding biological membranes. Although
several studies indicate the occurrence of nanoscale domains
in multicomponent model and cellular membranes (see, for
example, (6,7,9,34)), due to experimental limitations little is
known regarding the characteristic size of membrane domains
or their dependence on system parameters (e.g., temperature
or composition).
The sensitivity of FRET to the distance between probes
and the tendency of ﬂuorescent probes to partition hetero-
geneously between different membrane phases suggest that
this technique may yield a measure of domain size in situ.
Indeed, several studies utilized FRET to detect nanoscale
membrane domains (8,9,16,17,22), while Loura and co-
workers (8) used FRET to estimate domain dimensions based
on the inﬁnite phase separation approximation. Unfortunately,
due to the limitations of this approximation their analysis
cannot yield a robust quantitative measure of domain size.
The goal of this article is twofold: to establish the sen-
sitivity of time-resolved FRET to the presence and size of
membrane domains, and to develop a quantitative model that
can be used to extract domain size from such data for bilayers
containing multiple acceptor populations.
Using off-lattice Monte Carlo calculations of heterogeneous
membranes containing monodisperse, disklike domains we
establish that FRET is sensitive to the presence of nanoscale
domains with characteristic dimensions ranging from 5 to 50
nm; the efﬁciency of energy transfer decreases (a consequence
of probe partitioning) with domain size at any given liquid-
ordered mole fraction, as shown in Fig. 4 A. Although FRET
is most sensitive when the domains are relatively small,
signiﬁcant differences in the efﬁciency of energy transfer are
found in larger domains (for example, the difference in
efﬁciency at Xlo ¼ 0.291 and s ¼ 0.25 for domains of 50 and
500 nm is 3%). This is quite surprising, since such large
domains correspond to diameters of$10 R0, where the effect
of the domain size may be expected to be negligible. The
sensitivity of FRET to such large domains must therefore be
taken into account in smaller vesicles, where such dimensions
FIGURE 8 Global analysis ﬁt of the intensity decay of
donors in the presence and absence of acceptors, iD and
iDA, respectively, after convolution with an instrument
response function and the addition of Poisson noise. The
data were produced assuming a peak count of 30,000 and
channel width of 0.025 ns. (A) The ﬁt appears as the solid
lines, and the corresponding (B) weighted residuals for iD
and (C) iDA. The data shown are for a system with s ¼ 0.1
for monodisperse domains of size 5.0 nm (kD¼ 4, kA¼ 0.25,
tlo ¼ 1:32 ns, and tld ¼ 0:8 ns).
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may correspond to the maximal size of a (single) domain,
namely, inﬁnite phase separation.
The use of FRET to measure membrane domain size
requires a model that accounts for heterogeneous acceptor
populations in membranes. Here we develop a theoretical
model that quantitatively determines the size of membrane
domains from FRET data, based on the one developed by
Davenport et al. (25). We ﬁnd that the model enables de-
termination of the size of domains with diameter of ,4 R0
with a high degree of accuracy (;,20% error). In the case
of larger domains, the model-extracted values consistently
overestimate domains diameters (;,50% error), thereby
providing an upper bound for the domain size. Although the
work presented here focused on determining the domain size
by assuming that other parameters (i.e., partition coefﬁcients,
donor decay time) are known, preliminary results suggest that
the domain size may be determined with similar accuracy
also in cases where the multiparameter ﬁt is utilized.
Although several simplifying assumptions were made in
this work, we expect their effect on the model applicability to
be minor. Although noncircular domains are known to form
at high temperatures near the critical point (10), our assump-
tion of disklike domains should hold at biologically relevant
temperatures where the line tension between the membrane
phases is signiﬁcant. Moreover, in highly asymmetric domains
such as two-dimensional ribbons, the transfer efﬁciency would
be dominated by the smaller dimension (width), for which
our analysis can be easily modiﬁed. Neglecting bilayer curva-
ture is reasonable, since FRET has been shown to be insen-
sitive to membrane curvature even in highly curved bilayers
(29). Polydispersity may affect the accuracy of our results, as
in any measurement; however, our preliminary data indicate
that, at least in moderately polydisperse systems, FRET
could yield a reasonable measure of domain size.
The nature of the FRET measurement raises other ques-
tions regarding the nature of the probed domains. The typical
decay time for FRET probes (nanoseconds (19)) is rapid
when compared to the diffusion rate of lipids in the bilayer
(order 108 cm2/s (35)). Thus, FRET captures a snapshot of
membrane organization. It may be argued that 5 nm scale
domains observed over such short timescales are due to tem-
porary compositional ﬂuctuations rather than to thermo-
dynamic phase separation. However, distinguishing between
these should be simple, since, unlike phase-separated do-
mains, compositional ﬂuctuations are random in size and
composition. Also, it is not clear whether the lever rule ap-
plies to such small domains, a question that relates to the (as
yet unknown) mechanism of domain formation: If domains
form through a classical (albeit two-dimensional) nucleation
and growth mechanism, the composition of the domain should
remain constant with time, ﬁxed at the optimal thermody-
namic value even when the domain is the size of the critical
cluster (;5 nm or less) (36). If the domains form through
spinodal decomposition, the composition of both domains
and the surrounding media will continuously change with
time until reaching the thermodynamic value, regardless of
the domain size (see, for example, (37,38)). It should be noted
that, since the FRET signal is an ensemble measurement
obtained from a volume containing numerous vesicles, small
local ﬂuctuations in composition would not signiﬁcantly
affect the measurement results. Consequently, conservation
of mass will ensure that, on average, the lever rule will apply.
Both the Monte Carlo calculations and the model analysis
show that FRET experiments must be planned carefully to
enable quantitative measurement of domain size; this topic
has also been discussed in a recent review by Loura et al.
(14). A number of assumptions, outlined in the model sec-
tion, necessitate estimates of important membrane parame-
ters. One governing parameter that should be discussed is the
estimate of the Fo¨rster radius as any error will inevitably
effect the scaling of the domain diameter prediction. Typi-
cally, the value of R0 is calculated from
R0 ¼ 0:211 ½k2 n4 QD JðlÞ1=6 ðin A˚Þ; (23)
where k2 is the orientation factor, n is the refractive index of
the medium, QD is the donor quantum yield, and J(l) is the
overlap integral in units of M1 cm1 nm4 with the wave-
length, l, in nm (19). The value of k2 ranges from 0 to 4
depending on the orientation of donor and acceptor, and it
is typically assumed to be 2/3, the value corresponding to
dynamic random averaging (19). Estimating k2 is notori-
ously difﬁcult; however, under typical conditions, error in
the estimation of k2 leads to ,10% error in R0 for many
FRET pairs (for an excellent discussion of the orientation
factor, see Lakowicz (19)). The possibility that R0 is different
for each phase could also introduce error. Previous calcu-
lations (8) suggest that the change in the overlap integral
alone results in differences of only a few A˚ngstroms; how-
ever, changes in the rotational freedom could potentially
cause more signiﬁcant deviations. It is difﬁcult to deﬁnitively
state how rotational changes in one phase would affect trans-
fer to probes in the opposite phase; however, considering that
changes in k2 can result in a maximum of 35% error in R0
when assuming dynamic random averaging (19), it is
expected that only severe changes in the rotational freedom
would lead to large error in the estimated R0, and even then,
only the probes in or near domains would be affected. There-
fore, in the limit of low surface coverage, such deviations
should be relatively small. On the other hand, large de-
viations in rotational freedom may invalidate the model in
the limit of high surface coverage. In fact, any error in the
estimation of R0 may dominate the analysis of domain sizes;
while we have not explicitly examined this effect here, there
is most certainly a nonlinear dependence of error in the esti-
mation of R0 on model error. Preliminary results indicate that
estimations of R0 with as little as 5% error yield absolute size
estimations with error approaching 100%; however, these
results also indicate that the sensitivity to changes in size is
comparable to cases where R0 is known exactly. Thus, im-
portant information regarding the evolution of domain size
Modeling FRET and Membrane Heterogeneity 665
Biophysical Journal 93(2) 655–667
as a function of domain coverage remains intact. Errors in
the estimation of R0 of.10% may completely invalidate the
model; therefore, great care should be taken when obtaining
experimental estimates of R0.
Researchers interested in absolute determinations of domain
size should be aware of such issues related to the estimation
of the Fo¨rster distance. Appropriate choice of ﬂuorophore-
labeled probes should minimize the inﬂuence of many of
these factors. Choosing probes with head-labeled lipids linked
with one single or double bond would likely minimize many
issues relating to Fo¨rster distance estimation (avoid probes
with multiple linkage sites between ﬂuorophore and lipid).
For example, probes that are head-labeled with one single
bond linkage will inherently be more free to rotate than those
buried in the lipid bilayer, and they will also likely exhibit
larger Stoke’s shifts, thereby reducing the inﬂuence of homo-
transfer. Researchers should always investigate the steady-
state absorption and emission spectra of the chosen probes to
verify the impact of homo-transfer. Another way to minimize
homo-transfer, apart from wise choice of donor probes, is to
use acceptor concentrations that are a few fold larger than
that of the donor (e.g., a donor concentration of 0.1 mol %
and acceptor concentration of 0.5 mol % (8,14)). Even in
cases where small amounts of homo-transfer are unavoidable,
the effect could be taken into account through the model by
including a second acceptor population with R0 equal to that
calculated from the donor emission/absorption spectra. Also,
it seems that donors and acceptors with fundamental aniso-
tropies below 0.4, due to overlapping electronic transitions,
further constrain the error in the estimation of Fo¨rster dis-
tances (19,39). Even so, methods for estimating the maximum
and minimum k2 exist and may be used to better understand
the implications for speciﬁc systems (19,40,41). Caution
must also be taken in choosing appropriate FRET pairs;
recent experimental evidence indicates that lipid analogs can
exhibit inverse partitioning preference to that of the lipid
they mimic (42). Consequently, probe partitioning should be
estimated before detailed analysis is carried out. Moreover,
the random distribution/aggregation behaviors of the chosen
FRET pair should be investigated, although it seems that such
effects can be minimized by keeping acceptor and donor
concentrations sufﬁciently below;1.0% (14). This observa-
tion is concurrent with recent discussions of impurities byVeatch
et al. (3), which indicate addition of even small amounts
(1–3 mol %) of impurities (in the form of proteins, peptides,
ﬂuorophores, etc.) can drastically alter membrane properties.
Another important issue is the need, when applying our
model, for a priori knowledge of the phase diagram and tie
lines. This requirement becomes more complicated as the
number of membrane components is increased, although a
recent study by Veatch et al. (12) demonstrated the use of nu-
clear magnetic resonance to estimate both tie-lines and phase
compositions in a highly quantitative manner. The area per
lipid in each phase is also important for estimating the surface
coverage of domains and hence the acceptor distribution.
In conclusion, we show that resonance energy transfer
may theoretically be used to accurately determine the size of
extremely small membrane domains, of ;1–4 R0 (typically
,40 nm), an observation that has been postulated for some
time (23,43), but has never been quantitatively exploited as
done here. Larger domains (up to ;10 R0) may also be
investigated using this technique, although with a somewhat
reduced degree of accuracy. While our model is developed
for membrane domains, it may also be applied to any type of
membrane heterogeneity—for example, the distribution of
membrane components near embedded proteins.
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