In this paper, we study the problem of designing in-place algorithms for finding the maximum clique in the intersection graphs of axis-parallel rectangles and disks in R 2 . First, we propose an O(n 2 log n) time in-place algorithm for finding the maximum clique of the intersection graph of a set of n axis-parallel rectangles of arbitrary sizes. For the intersection graph of fixed height rectangles, the time complexity can be slightly improved to O(n log n + nK), where K is the size of the maximum clique. For disk graphs, we consider two variations of the maximum clique problem, namely geometric clique and graphical clique. The time complexity of our algorithm for finding the largest geometric clique is O(m log n + n 2 ) where m is the number of edges in the disk graph, and it works for disks of arbitrary radii. For graphical clique, our proposed algorithm works for unit disks (i.e., of same radii) and the worst case time complexity is O(n 2 + m(n + K 3 )); m is the number of edges in the unit disk intersection graph and K is the size of the largest clique in that graph. It uses O(n 3 ) time in-place computation of maximum matching in a bipartite graph, where the vertices are given in an array, and the existence of an edge between a pair of vertices can be checked by an oracle on demand (from problem specification) in O(1) time. This problem is of independent interest. All these algorithms need O(1) work space in addition to the input array.
Introduction
Geometric intersection graphs are very interesting to study both from geometric and graph theoretic point of view. The geometric intersection graph G = (V, E) of a set of geometric objects S is a graph whose nodes V correspond to the set of objects in S. Between a pair of nodes v i and v j , there is an edge (v i , v j ) if the corresponding objects in S intersect. The intersection of a pair of objects is defined depending on the problem specification. For example, sometimes proper containment is considered to be an intersection and sometimes it is not.
In sophisticated database query and VLSI physical design, several optimization problems are formulated using the intersection graph of axis-parallel rectangles [2] . Similarly, the disk graphs play important role in formulating different problems in mobile ad hoc network [15] . From now onwards, by rectangle intersection graph we will mean the intersection graph of axis-parallel rectangles.
Lee and Preparata [14] proposed the first polynomial time algorithm for finding the maximum clique in a rectangle intersection graph in R 2 . The best known algorithm for this problem runs in O(n log n) time and O(n) space [12, 21] . The best known algorithm for finding the maximum clique among a set of axis-parallel rectangles in R d runs in O(n d−1 ) time [13] . Since axis-parallel rectangles satisfy Helly property 2 , the members of a clique in the rectangle intersection graph have a non-empty intersection [12] .
Let us consider the intersection graph of a set of disks. Let C be a subset of disks such that each pair of members in C intersect. In the aforesaid graph, the nodes corresponding to C define a clique. However, the members of C may not have a common intersection region. Thus, a clique in a disk graph is usually referred to as a graphical clique. For demonstration, see Figure 1 . In particular, if the members in a clique have common intersection region, then that clique is referred to as a geometric clique. Clark et al. [8] proposed an O(n 4.5 ) time algorithm for computing the largest (graphical) clique in a unit disk graph. Later the time complexity of the problem was improved to O(n 3.5 log n) [3] . Given a set of points in R 2 , the problem of finding the position of a unit disk to contain maximum number of points can be mapped to finding the maximum geometric clique of a unit disk graph. Using the plane sweep method, this problem can also be solved in O(n 2 ) time using O(n) extra-space [6] . In this paper, we study the problem of computing the largest clique for some classes of geometric intersection graphs in the in-place model, where the geometric specification of the objects are given. In this model, the following constraints are maintained: (i) the input objects are given as array elements, (ii) during the execution of the algorithm, swapping of the elements in the input array is permissible, (iii) after the execution, all the input elements should be present in the array (may be in some different permutation), and (iv) only O(1) extra-space (each of O(log n) bits) usage during the execution.
In-place algorithms have many profound advantages compared to traditional algorithms where the main stress is on running time. As apart from the array containing the input data, only O(1) extra-space is used during the execution, a larger part of the data can be kept in the faster memory. As a result of which the number of slower memory access is very less. Thus, they practically perform faster than the traditional algorithms. In mission critical applications, the traditional algorithms may fail because of out of memory in runtime; whereas the in-place algorithms are less prone to failure [4] . As in-place algorithms use only constant amount of extra-space apart from the input, it is a big advantage for handling big data where one can not afford too much extra memory space apart from the input. A detailed survey on the in-place algorithms for the geometric optimization and search problems is available in [5] .
Our results
First, we propose an in-place O(n log n) time algorithm for computing the maximum clique of an intersection graph of a set of n intervals on a real line. We use this algorithm to design an in-place algorithm for finding the maximum clique of the intersection graph of a set of n axis-parallel rectangles of arbitrary size in O(n 2 log n) time. For fixed height rectangles, the time complexity can be improved to O(n log n + nK), where K is the size of the largest clique.
Next, we consider the maximum clique problem for the disk graph. Our proposed in-place algorithm for computing the largest geometric clique of the intersection graph of a set of disks of arbitrary radii needs O(m log n + n 2 ) time, where m is the number of edges in this disk graph, which may be O(n 2 ) in the worst case. However, if this disk graph is a sphere of influence graph [24, 25, 26] for a set of points in R 2 , then m = O(n) [23] . For graphical clique, our in-place algorithm works for unit disks only, and it runs in O(n 2 + m(n + K 3 )) time, where n and m are the number of vertices and edges in the unit disk graph, and K is the size of the maximum clique in that graph.
To compute the largest graphical clique of unit disk graph, we need the maximum matching of a bipartite graph (see [8] ). In this context, we propose an O(n 3 ) time in-place algorithm for computing maximum matching in a bipartite graph G = (V 1 , V 2 , E) where the two sets of nodes V 1 and V 2 are stored in two arrays, and the existence of an edge between a pair of nodes can be checked on demand by an oracle in O(1) time. Table 1 summarizes the results presented in the paper along with the comparative study with the best known algorithm available in the literature. Notice that, the (time × extraspace) is less than or equal to the best-known results for all the problems we have considered excepting the last one. 
We also show that the 2-approximation algorithm by Agarwal et al. [1] for computing the maximum independent set of a set of axis-parallel rectangles of fixed height can be made inplace easily, and it runs in O(n log n) time using O(1) extra-space. This follows from the fact that if we split the plane into strips of height δ using horizontal lines, where δ is the height of the rectangles, then each rectangle intersect exactly one horizontal line. Similarly, the 5-approximation algorithm of Marathe et al. [16] for computing the maximum independent set of a set of disks of arbitrary radii can also be made in-place, and it runs in O(n 2 ) time. A minor modification of the algorithm produces a 3-approximation solution for disks with unit radii.
Importance of bipartite matching result
We believe that our in-place algorithm for the bipartite matching problem is itself of independent interest. In [7] , it was shown that the problem of checking the existence of a perfect matching is known to be hard for N L (the complexity class containing decision problems which can be solved by a non-deterministic Turing machine using a logarithmic amount of extra memory space where reading/writing is permissible, assuming that the input is given in a read-only memory). Recently, researchers explore the possibility of getting space efficient algorithms for different restricted versions of this problem where the input graph is given in read-only memory. Datta et al. [10] showed that if a bipartite graph can be embedded on the surface of a constant genus, then both (i) existence of a perfect matching and (ii) computation of maximum matching can be performed in polynomial time using O(log n) extra bits [10] . For bipartite planar graphs, the problem of checking the existence of a perfect matching is in U L (the class of problems decidable by an unambiguous, nondeterministic, log-space bounded machine) [9] . In the same paper, it is also shown that checking the existence of perfect matching in a general bipartite planar graph is in SP L (the class of problems which are log-space reducible to the problem of checking whether the determinant of a matrix is 0 or not under the promise that the determinant is either 0 or 1).
To the best of our knowledge, no algorithm for computing the maximum matching in a bipartite graph is known in the literature where the graph is given in the read-only memory and the algorithm takes O(n) extra-space where n is the number of vertices in the graph. The most useful O(n 2.5 ) time algorithm using max-flow [22] uses O(m) extra-space to store the flow values, where m is the number of edges of the graph. The O(n 2.37 ) time algorithm based on Gaussian elimination [20] needs the inverse of the incidence matrix, which also needs O(n 2 ) space to compute and store. If the incidence matrix is given in a read-only (bit-)matrix of dimension O(|V 1 | × |V 2 |), then using an array of size O(|V 1 | + |V 2 |) as extra-space, our proposed algorithm can compute the maximum matching. Here each array element stores the identity of a node which may be log(|V 1 | + |V 2 |) bits long.
Maximum clique for interval graph
A set of intervals I = {I 1 , I 2 , . . . , I n } is given in an array. Each element I i of the array is an ordered pair ( i , r i ), that represents the coordinates of the left and right end points of I i on the real line. The goal is to design an in-place algorithm for finding the maximum clique of the interval graph corresponding to the intervals in I. In other words, we need to compute a point on the real line at which maximum number of intervals in I overlap. From now onwards, I will denote the array containing the given set of intervals.
We maintain a list L and a max-heap H in the same array I during the execution. The list L contains a subset of intervals in I sorted in increasing order of their -values, and the max-heap H contains a subset of intervals in I in order of their r-values. More specifically, the array I has three parts: (i) the heap H, (ii) the list L, and (iii) the list D containing the elements that are deleted from both L and H. • After the deletion of the root element from H, λ is reduced by 1.
• We delete an element from L by (i) incrementing λ and µ, Initially, I contains the ordered list L; the heap H and the array D are empty. We use two scalar variables χ and π to store the size and the point on the real line representing the maximum clique. The elements in L are considered for processing in increasing order of their -values. Each time the first element of L and the element stored at the root of H are considered; the one having minimum key value (r-value for the element in H and -value for the element in L) is processed. When an element in L (say I i = ( i , r i )) is processed, it is deleted from L, and inserted in H with respect to r i . When an element (the root) of H corresponding to an interval (say I j = ( j , r j )) is processed, a maximal clique is observed at r j . Now, if |H| = n − λ > χ, then χ and π are set with |H| and r j . Observe that I j will never contribute to any other clique; thus I j needs to be deleted from the data structure. Also note that I j is already deleted from L; we delete I j from H and move it to D. This phase of the algorithm terminates after considering all the elements in L. Finally, another scan of all the intervals in I is needed to report the members in I that contain π to form the maximum clique.
Observe that we have used only constant number of variables, and after sorting the intervals with respect to their -values, the processing of each element needs O(log n) time for inserting it once and deleting it once in the heap H. Thus, we have the following result: Theorem 1. For a given set of n intervals, a clique of maximum size can be found in an in-place manner in O(n log n) time using O(1) extra-space.
Maximum clique for rectangles of arbitrary size
A set {R 1 , R 2 , . . . , R n } of n axis-parallel rectangles of arbitrary size in R 2 is given in an array, called R. The objective is to find a point in R 2 on which maximum number of rectangles overlap. Each rectangle R i is specified by an ordered pair (α i , β i ), where α i = (x α i , y α i ) and β i = (x β i , y β i ) are the coordinates of the top-left and bottom-right corners of R i .
The plane sweep algorithm for finding the maximum clique of a set of axis-parallel rectangles works as follows [12, 21] . Sweep a horizontal line from top to bottom. When the sweep line encounters the top boundary of a rectangle R i , it becomes active. When the bottom boundary of R i is faced by the line , we consider the active rectangles which overlap on the bottom boundary of R i . Each of these rectangles defines an interval corresponding to its portion of overlap with the bottom boundary of R i . Compute the maximum clique of those intervals. Now, R i becomes inactive. The sweep continues until all the bottom boundaries are processed.
We implement the aforesaid line sweep algorithm in an in-place manner. We execute n iterations to consider the rectangles in R in a top-to-bottom order of their bottom boundaries as stated below. We use a variable γ to store the y-coordinate of the last processed bottom boundary. In each (i-th) iteration, we do the following:
1. Compare the bottom boundaries of all the rectangles in R with γ to identify those rectangles which are not yet processed, and among them, identify the one, say R[k], having maximum y-coordinate.
Swap R[k] and R[1].
3. Inspect all the rectangles in R to identify the rectangles that overlap on the bottom boundary of R [1] , and move them at the beginning of the array R. If there are d i such rectangles, they will occupy the positions R[2, . . . ,
4. Each of these d i rectangles define an interval on the bottom boundary of R [1] . We compute the clique of maximum size in the corresponding interval graph using the algorithm proposed in Section 2 in O(
The fact that
leads to the following theorem stating the time complexity result of our proposed algorithm.
Theorem 2. The maximum clique of the intersection graph of a set of n axis-parallel rectangles can be computed in an in-place manner in O(n 2 log n) time using O(1) extraspace.
Maximum clique for fixed height rectangles
Now, we consider a constrained version of the maximum clique problem on rectangle intersection graph, where the height of all the rectangles in R are same, say δ. Here, each rectangle R i is represented by an ordered triple (α(R i ), β(R i ), ω(R i )); α(R i ) and β(R i ) represent the x-coordinates of left and right vertical boundaries of R i respectively, and ω(R i ) is the y-coordinate of the top boundary of R i . First, we split the region into horizontal strips satisfying Observation 1. Next, we compute the maximum clique in each strip, and note the one having maximum size. We maintain two global counters χ and π during the execution. These store the size of the largest clique and a point in the region representing the clique. At the beginning, we sort the members in R with respect to their ω-values. The elements stabbed by the top (resp. bottom) boundary of a strip are stored in consecutive locations of R. We now describe the method of processing a strip.
Figure 2: (a) Arrangement of Rt ∪ R b in the array R, and (b) processing of Case 3
Processing of a strip S
Let R t and R b denote the two sub-arrays of R that contain all the rectangles stabbed by the top and bottom boundaries of the strip S respectively. We can designate the sub-arrays R t and R b in R using two (integer valued) ordered pairs (m 1 , m 2 ) and (n 1 , n 2 ), respectively.
We consider each rectangle ρ ∈ R t ∪ R b , and compute the largest clique on right boundary of ρ. While processing the strip S, the largest clique is maintained in a scalar location C S .
While processing the right boundary of a rectangle ρ, let {R * 1 , R * 2 , . . . , R * k } ⊆ R t and {R 1 , R 2 , . . . , R } ⊆ R b be the set of all rectangles whose left boundaries are to the left of the right boundary of ρ and right boundaries are to the right of right boundary of ρ. In other words, for each member
. . , R * k } form a clique at a point on the top boundary of S, and {R 1 , R 2 , . . . , R } form a clique at a point on the bottom boundary of S. Thus, we have the following result.
We process the members in R t ∪ R b in increasing order of their α-values (left boundaries). This needs sorting the members of R t and R b in increasing order of their α-values. During the execution, we arrange the rectangles in R t (resp. R b ) into three parts as stated below (see Figure 2( 
a)).
A: All the rectangles whose both left and right boundaries are processed. This part stays at the left side of R t (resp. R b ),
The rectangles whose left boundary is processed but the right boundary is not yet processed. This part stays at the middle of R t (resp. R b ) in decreasing order of their ω-values. C: The rectangles whose both left and right boundaries are not processed. This part stays at the end of R t (resp. R b ) in increasing order of their α-values.
We maintain four index variables i t , i b , j t and j b , where i t and j t (i t ≤ j t ) indicate the part B of the array R t , and i b and j b (i b ≤ j b ) indicate the part B of the array R b . We use ρ t and ρ b to denote the rectangle having leftmost right boundary (β-value) among the members in the part B of R t and R b respectively.
Initially, the elements of R t and R b are sorted in increasing order of their α-values, i t , i b , j t , j b are all set to 1. Thus, the part A of R t and R b are empty; the part B of each of R t and R b contains exactly one element;
. The other elements in R t (resp. R b ) form its part C.
Next, we start processing the elements of R t and R b . In each step 3 , we compare α(
, β(ρ t ) and β(ρ b ). Here any one of the following four situations may arise,
R t [j t +1] is moved from part C to the appropriate position of part B of R t with respect to its ω-value using a sequence of swap operations. If the β(
. Finally, j t is incremented by 1.
This situation is handled as in Case 1. 
Processing of Case 3
As mentioned earlier, all the rectangles in the part B of R t (i.e., R t [i t , i t + 1, . . . , j t ]) overlap at the point of intersection a of the right boundary of ρ t and the top-boundary of the strip S (See Figure 2(b) ). Thus, they form a clique. We initialize a variable clique count with (j t − i t + 1). Next, we process the members of the sub-array B of R t (i.e., from the index position i t to j t ), and the members of the sub-array B of R b (i.e., from the index position i b to j b ) together in decreasing order of their ω-values. We initialize two index variables θ t and θ b with i t and i b respectively. At each step, we do the following: • clique count is increased by one [i.e., θ b -th rectangle in the B part of R b enters in the clique];
• if clique count > χ, then χ is set to clique count, and π is set with the point of intersection of ρ t and the rectangle R b [θ b ];
• θ b is incremented.
The process terminates when any one of the followings is attained:
Here condition (i) implies all the rectangles of the part B of R b are processed; conditions (ii) and (iii) imply that the desired boundary of the processed element is below the bottom boundary of ρ t . Now, if clique count exceeds C S then C S is updated with clique count.
At the end of processing ρ t , we do the following:
(i) move ρ t from part B to part A of R t (i.e., to the i t -th position of R t ) using a sequence of swap operations,
(ii) identify the new ρ t by sequentially inspecting the members in R t from index position (i t + 1) to j t , and
See Figure 2 (b) for the demonstration of processing the right boundary of the rectangle ρ t .
Lemma 2. The time complexity of processing a strip S is O(n S log n S + n S |C S |), where n S = |R t | + |R b | and C S is the largest clique in the strip S.
Proof. While processing a strip S, initial sorting of the members in R t (resp. R b ) with respect to their α-values need O(|R t | log |R t |) (resp. O(|R b | log |R b |)) time. Each occurrence of Case 1 (resp. Case 2) needs at most O(j t − i t ) (resp. O(j b − i b )) swaps. By Lemma 1, the sizes of the part B of both R t and R b are at most O(|C S |) at any instant of time during the processing of strip S. We now analyze the time complexity of processing an instance of Case 3, i.e., the right boundary of a rectangle ρ t ∈ R t .
While computing the largest clique along the right boundary of ρ t , we inspect the members of R t from index position i t to j t , and the members of R b from index position i b to j b whose top boundaries are above the bottom boundary of ρ t . This needs O(|C S |) time (by Lemma 1). Moving ρ t to the end of the part A of R t needs at most (j t − i t ) swaps. The resetting of ρ t with the existing members of the part B of R t for further processing in strip S needs another j t − i t time. Thus, the total time complexity for processing the right boundary of ρ t is O(|C S |). The same arguments hold for processing the right boundary of a member in R b . Thus, processing the entire strip S needs O(n S log n S + n S |C S |) time, where
Note that each rectangle appears in exactly two strips, and if K be the size of the largest clique then K ≥ |C S | for all strips S. Now, we have the following theorem.
Theorem 3. For a given a set of n fixed height rectangles, a clique of maximum size can be computed in an in-place manner in O(n log n + nK) time using O(1) extra-space.
Geometric clique for disks of arbitrary radii
Here the input is an array containing a set of disks C = {C 1 , C 2 , . . . , C n }. Each element C i ∈ C is an ordered triple (α i , β i , r i ), where (α i , β i ) is the coordinate of the center of C i and r i is its radius. The disk graph G = (V, E) corresponding to the set of disks C has nodes V corresponding to the members in C. An edge e ij = (v i , v j ) ∈ E if the disks C i and C j intersect. The objective is to design an in-place algorithm to compute the maximum clique of the disk graph G such that all the members in that clique have a common intersection region. In other words, we need to find a point on the plane where maximum number of disks in C overlap.
In this section, we will consider the disks of arbitrary radii. We use the same method as in Section 2 to compute a geometric clique of maximum size among these disks. Let us consider a disk C i ∈ C; ∆(C i ) be the boundary (circumference) of C i . Each disk in C \ {C i } that properly intersects C i , contributes a non-closed arc along ∆(C i ). If a disk C j ∈ C \ {C i } properly contains C i , then it contributes a closed arc along ∆(C i ). In Figures   3(a) and 3(b) , the closed and non-closed arcs around C i are shown. If a disk C j ∈ C \ {C i } is properly contained in C i , it does not contribute any arc along ∆(C i ). Thus, after considering all the disks in C that intersect or contain C i , we have a circular arc graph G i with the arcs around ∆(C i ) (see Figure 3(c) ). Observation 2 says that the maximum geometric clique of the disk graph with the set of disks C corresponds to the maximum clique of the circular-arc graph G i for some i ∈ {1, 2, . . . , n}. We consider each disk C i ∈ C, and compute η i , the size of the maximum clique of the circular-arc graph G i . Finally we report η = max n i=1 η i .
5.1.
Finding maximum clique of the circular-arc graph on ∆(C i )
While processing C i , it is swapped with the first element of the array C. Next, a scan among the elements in C is performed to accumulate all the disks that properly intersect C i . Let us name this set of disks as C i , n i = |C i |. These are all placed in the locations C[2 . . . n i ]. During this traversal, we count the number µ i of disks that properly contain C i . Next, we compute ν i = the size of the maximum clique of the circular-arc graph of the non-closed arcs contributed by the disks in C i on ∆(C i ) as stated below. Finally, we compute η i = µ i + ν i .
We fix a point θ on ∆(C i ). For each disk C ∈ C i , the left and right end-points (κ lef t and κ right ) of the arc generated by C on ∆(C i ) is computed as follows:
If θ ∈ C, then κ lef t (resp. κ right ) is the point of intersection of C and C i in anti-clockwise (resp. clockwise) direction from θ.
If θ ∈ C, then κ lef t (resp. κ right ) is the closest (resp. farthest) point of intersection of C and C i from θ in the clockwise direction.
We sort the members of C i in clockwise order of their left end-points (κ lef t ). Note that we do not store the arcs along ∆(C i ). While comparing a pair of arcs, we compute the points of intersection of the corresponding disks with C i . Next, we process the end-points of the arcs in an ordered manner as in Section 2, implementing both a heap H and a list L in the portion C i of the array C along with a list of elements D deleted from both H and L. However unlike Section 2, after processing all the left end-points, if H contains some non-deleted elements, the algorithm does not stop. It again sorts all the deleted elements in D in clockwise order of their left end-point, and continues the processing considering this list as L. From now onwards, if an element of L is deleted, it is not inserted in H.
The processing continues until all the elements of H are processed. Thus, η i = size of the maximum clique around C i , is computed.
Thus, the computation of maximum clique in the circular arc graph generated around ∆(C i ) can be done in an in-place manner using O(n i log n i + n) time and O(1) extra-space, where n i = |C i |, or in other words, the degree of the vertex corresponding to the disk C i in the intersection graph of the disks in C. This leads to the following result.
Theorem 4. The geometric clique of maximum size among a set of n disks of arbitrary radii can be computed in an in-place manner in O(m log n+n 2 ) time using O(1) extra-space, where m is the number of edges in the intersection graph of the disks in C.
Finding maximum geometric clique in sphere of influence graph
A useful variant of disk graph is the sphere of influence graph (SIG), introduced by Toussaint [24, 25, 26] , for capturing the underlying structures of dot patterns in computer vision and pattern recognition. It is defined as follows:
Let P be a set of n points in R 2 . For a point p i ∈ P , let p j ∈ P be its nearest neighbor. Define a disk C i = (α i , β i , r i ), where (α i , β i ) is the center of p i and r i = the Euclidean distance of p i and p j . The sphere of influence graph is the intersection graph defined with the disks C = {C i |p i ∈ P }.
There are several nice properties of SIG. For a detailed survey on SIG, see [18, 19] . Michael and Quint [17] showed that for any metric M, the size of the largest clique of a SIG is upper bounded by µ, where µ is the largest number such that a complete graph with µ vertices (K µ ) is a SIG under the metric M. Soss [23] proved that the upper bound on the number of edges of an SIG for a point set of size n in R 2 under the Euclidean metric is 15n. This leads to the following result as a corollary of Theorem 4.
Corollary 4.1. The geometric clique of maximum size in the sphere of influence graph (SIG) of a set of n points in R 2 under Euclidean distance metric can be computed in an in-place manner in O(n 2 ) time using O(1) extra-space.
Graphical clique for unit disk graph
Let C = {C 1 , C 2 , . . . , C n } be a set of unit disks stored in an array C of size n. Each element C i ∈ C stores the coordinate of its center c i = (α i , β i ). We show that the algorithm proposed in [8] for computing the largest clique in the intersection graph G = (C, E) of a set of unit disks can be made in-place. Here the vertices in G correspond to the members in C; (C i , C j ) ∈ E if and only if the disks C i and C j intersect, i.e., the distance d(c i , c j ) ≤ 1.
Figure 4: Demonstration of Rij
Let C * ⊆ C be a set of disks forming the largest clique, and c i , c j be the farthest pair of centres among the disks in χ. All the centres of the members in C * lie in the region R ij , formed by the intersection of circles D i and D j , centred at c i and c j respectively and with radius d(c i , c j ). In Figure 4 , C i and C j are drawn using thin lines, D i and D j are drawn using dark lines. We use R 1 ij and R 2 ij to denote the parts of R ij lying in two different sides of the line segment [c i , c j ], and C 1 ij and C 2 ij to denote the circles of C whose centres lie in R 1 ij and R 2 ij , respectively. Note that the Euclidean distance between each pair of centres in C k ij ∪ {C i , C j } is less than or equal to 1 for both k = 1, 2. Thus, if we form a bipartite graph G B ij = (C 1 ij , C 2 ij , E ij ), where an edge between a pair of vertices implies that the corresponding disks do not intersect (i.e., the distance of the centres of the corresponding disks is greater than 1), then the set C * corresponds to the maximum independent set in the graph G B ij . Note that C k ij itself forms an independent set in G B ij for both k = 1, 2. We use χ to store the size of the largest clique obtained so far. Initially, χ is set to 0. The algorithm considers each pair of disks C i , C j ∈ C. If C i and C j intersect, then it computes C 1 ij and C 2 ij . If |C 1 ij ∪ C 2 ij ∪ {C i , C j }| ≤ χ, then the disks centred at R ij will not produce a clique of size greater than χ. Otherwise, we accumulate the centres of all the members , k = µ + 1, µ + 2, . . . , m}. We compute the maximum matching of the graph G B ij , and use it to compute the maximum independent set I of G B ij as follows:
For each unmatched vertex in C 1 ij ,
• report it,
• discard its neighbors in C 2 ij (these are all matched vertices; otherwise matching can be further augmented),
• for each discarded vertex in C 2 ij , report its mate in C 1 ij . Note that these reported vertices are not connected with any unmatched vertex of C 2 ij (because in that case, there is an augmenting path).
Execute the similar steps for each unmatched vertex of the other set C 2 ij .
The disks corresponding to the members in I will form a graphical clique in the unit disk graph G since they are pairwise intersecting. If M denotes the set of matched edges in the maximum matching of G B ij , then |I| = |C 1 ij ∪ C 2 ij | − |M |. If |I| > χ, then replace χ by |I|, and remember i, j in a pair of integer locations i * , j * . Here two things need to be mentioned:
(i) We need to systematically choose (C i , C j ) among the members in C using a pair of index variable i and j as follows:
• Choose each C i among the members in C in lexicographic order of their (x, y)-coordinates.
• For each C i , choose C j from the set of disks C \ {C i } in increasing order of the distance of their centres from c i . As soon as C i and a chosen disk C j do not intersect in some step, stop considering the next member from C \ {C i }.
• For each pair of intersecting disks (C i , C j ), we need to compute the largest clique among the disks in C whose centres lie in R ij .
(ii) After considering all the pairs of disks in C, we need to execute the same algorithm with the pair of disks (C i * , C j * ) to report the largest clique in the unit disk graph G.
In the next subsection, we will show how to compute maximum matching in the bipartite graph G B ij in an in-place manner.
Maximum matching in the bipartite graph G B ij
Matching of a graph G = (V, E) is a set of edges E (E ⊆ E) such that no two edges in E share a common vertex. Maximum matching is a matching M containing maximum number of edges. All the edges in E are called matched edges and all the vertices incident to E are called matched vertices. The vertices other than the matched vertices are denoted as exposed vertices and the edges other than the matched edges are called free edges. For any edge (u, u ) ∈ E , u and u are mate of each other with respect to the matching E . A path p = (u 1 , u 2 , u 3 , . . . , u k ), where u i ∈ V for all i = 1, 2, . . . , k, is called an alternating path if (u 1 , u 2 ), (u 3 , u 4 ), . . . are free edges and (u 2 , u 3 ), (u 4 , u 5 ), . . . are matched edges. An alternating path is an augmenting path if it starts and ends at exposed vertices, i.e., if both u 1 and u k are exposed vertices. Observe that if an augmenting path exists, then one can increase the size of the matching by reversing the role of free edges and matched edges of that augmenting path.
As mentioned in the previous section, In this section, we show how to compute maximum matching in the bipartite graph G B ij in an in-place manner. We will use the well-known augmenting path algorithm for computing maximum matching in the bipartite graph [22] . This algorithm repeatedly finds augmenting path with respect to present matching and increments the size of the matching by 1 in each step. It stops when no augmenting path is found.
At any instant of time, we use A 1 ij (resp. A 2 ij ) to denote the set of matched vertices, and B 1 ij (resp. B 2 ij ) to denote the set of exposed vertices in ij , A 2 ij , B 1 ij and B 2 ij . However, for the ease of presentation, we will use these notations.
Let |B 1 ij | ≤ |B 2 ij |. We consider each exposed vertex w = C[k] ∈ B 1 ij (i.e., k ∈ {α + 1, . . . , µ}) and try to compute an augmenting path with a sequence of matched and free edges that starts at w, and ends at an exposed vertex w = C[ ] ∈ B 2 ij (i.e., ∈ {µ + α + 1, . . . , m}). If an augmenting path is found, the matching is augmented. The cardinality of both A 1 ij and A 2 ij are increased by one, and the cardinality of both B 1 ij and B 2 ij are decreased by one; w is positioned in A 1 ij along with its mate in A 2 ij . Otherwise, w becomes an useless exposed vertex in the sense that no augmenting path is possible starting from this exposed vertex (see Theorem 10.5 of [22] ), and we move w at the end of the list B 1 ij . We use a variable γ (γ ≤ µ) such that the nodes of
, are useless exposed vertices. Initially, γ is set with µ + 1. The algorithm stops when there does not exist augmenting path starting from any exposed vertex in B 1 ij , i.e., γ = α + 1. Thus, we need to execute m 2 number of iterations in the worst case, where m is the number of vertices in the graph G B ij . The procedures for finding an augmenting path from an exposed vertex and updating the matching are stated in the next subsection.
Computing an augmenting path from an exposed vertex
Let w ∈ B 1 ij be an exposed vertex, which is stored in C[α + 1] 4 . Here, we show how to compute an augmenting path (if any) starting from w.
First, we test whether there exists an exposed vertex v ∈ B 2 ij such that (w, v) ∈ E B ij . If such a vertex exists (say at location C[j], µ + α < j ≤ m), then move w and v in A 1 ij and A 2 ij , respectively, by incrementing α by 1 and executing swap(C[j], C[µ + α]) (see Figure  5 (a)). If no such vertex is found, then we search for an augmenting path of length greater than 1. So, we test whether w has an edge with any member of A 2 ij . If no such vertex is observed, then w is an useless exposed vertex (as mentioned earlier). We move w at the end of the list B 1 ij by decrementing γ by 1, and executing swap(
ij is observed such that (w, u) ∈ E B ij , then w → u → u is an alternating path, where u = C[ ] ∈ A 1 ij , and (u, u ) is a matched edge 5 . We move u and u at the beginning of the array A 2 ij and A 1 ij , respectively. We use a scalar variable β, initialized as 0. To store the matched edge (u, u ) on the alternating path, we increment β by 1, and store u(= C 
is an alternating path (see Figure 5(c) ).
For the vertex u = C[β], first, we try to finish the augmenting path by searching an exposed vertex w * ∈ B 2 ij such that (u , w * ) ∈ E ij as we did at the beginning. If such a vertex is found, then we have discovered an augmenting path w → u → u → w * . If no such w * is found, then we search for a vertex 
is reached and it is observed that there is no edge from u to any of the exposed vertex or to any general matched vertex, then the existence of any augmenting path starting from w and containing u implies the existence of another augmenting path starting from w and not containing u .
Proof. Let p = (w, u 1 , u 1 , u 2 , u 2 . . . , u i , u i , u, u , u j , u j , u j+1 , u j+1 , . . . , u k , u k , w * ) be an augmenting path starting from w and containing u (see Figure 6 (a) for illustration). As there is no edge from u to any of the general matched vertices and exposed vertices, so u j , u j must be an useful edge (
is an alternating path (see Remark 1) and we have an augmenting path p = (w,
Lemma 3 motivates us to define the following.
Definition 3 (Useless matched vertex).
While finding an augmenting path from an exposed vertex w ∈ B 1 ij , if we observe that no edge is possible from u = C[β] to any exposed vertex as well as to any general matched vertex, then the vertex u is considered as useless matched vertex for the rest of the execution of computing an augmenting path from the exposed vertex w.
We store the useless matched vertices at the end of the lists A 1 ij and A 2 ij by maintaining an index variable δ. At the beginning of processing the exposed vertex w, δ is initialized as α + 1. When we observe that from the current useful matched vertex u = C[β], no edge is possible to any of the exposed vertex and general matched vertex, then we mark Next, we try to extend the alternating path from the current useful matched vertex C[β] to any of the exposed vertices. If it fails, then we explore possibility of edges from C[β] to any of the general matched vertices. If it also fails, then we mark C[β] as useless matched vertex by following the same above mentioned three steps. This action is justified by Lemma 3 and the following lemma. Proof.
. . , u k , u k , w * ) be an augmenting path starting from w and containing u (see Figure 6 (b) for an illustration). Note that at this moment no edge to the exposed vertex w * is possible from any of the useless matched vertices and any of the useful matched vertices. So, (u k , u k ) must be a general matched edge. Let u t , u t , u t+1 , u t+1 , . . . , u k , u k be the largest sub-path of p which ends at w * and contains only general matched vertices. Note that t is strictly greater than j because no edge is possible from u to the general matched vertex u t . As no edge to a general matched vertex is possible from any useless matched vertices, the only possibility of u t−1 , u t−1 is useful edge.
Without loss of generality, assume that (
, where 1 ≤ < β. Thus, we have another augmenting path p = (w,
. . , u k , u k , w * ) which does not contain any useless matched vertex and u .
Note that whenever a useless matched vertex is observed, β is decremented. Finally, if β = 0 is observed, we explore another neighbor of w in A 2 ij , which is a general matched vertex. If no such vertex is found, it implies that there does not exist any augmenting path starting from w. Thus, w is considered to be a useless exposed vertex and it is moved at the end of the array B 1 ij as explained earlier. However, if we can complete an augmenting path from the exposed vertex w, say w =
where w ∈ B 1 ij and w * ∈ B 2 ij (see Figure 7 The time complexity follows from the fact that the matching is augmented at most O(m) times. As we use only constant number of variables apart from the input array, the space complexity follows.
Complexity analysis
Theorem 5. The largest (graphical) clique in the intersection graph G of a given set C of n unit disks in R 2 can be computed in O(n 2 + m(n + K 3 )) time using O(1) extra-space, where m is the number of edges in G and K is the size of the largest clique in G.
Proof. The members of the array C gets permuted after each evocation of the maximum matching algorithm. So, (i) the time needed for choosing each C i ∈ C in increasing lexicographic order of the (x, y)-coordinates of the members of C needs a linear scan among the members in C.
(ii) Similarly, for a C i , choosing each C j so that C i ∩ C j = ∅ needs a linear scan among the members in C.
(iii) Prior to the execution of bipartite matching algorithm for a pair (C i , C j ), C i ∩ C j = ∅, accumulation of the centres of all the disks in C that lie in R ij at the beginning of the array C needs another linear scan among the members in C.
The time complexity of in-place computation of maximum matching in the graph G B ij is O(|C 1 ij ∪ C 2 ij | 3 ) (see Lemma 5) . As all the disks in C 1 ij (resp. C 2 ij ) form the clique, the size of the maximum clique K in the unit disk graph G must be at least max{|C 1 ij |, |C 2 ij |} ≥
In other words, |C 1 ij ∪ C 2 ij | ≤ 2K. Thus, the time complexity of the maximum matching in the graph G B ij for any pair of intersecting disks (C i , C j ) is O(K 3 ).
The first term of the complexity result corresponds to the total time needed for executing
Step (i) for all the members in C, which is O(n 2 ).
The second term follows from the fact that m is the number of edges in the graph G, and the total time needed for Steps (ii), (iii) and computing the maximum matching for all the intersecting pair of disks (C i , C j ) ∈ C, is O(m(n + K 3 )).
Maximum independent set
Independent set of a graph G = (V, E) is a set I ⊆ V such that no two members of I have an edge. The optimization problem is to maximize the size of the independent set.
For interval graph, we can compute the maximum independent set by adopting the same technique for computing the maximum clique of the interval graph. Here the sub-arrays D, H and L are maintained at the beginning, middle and end of the input array I using two index variables λ and µ. While scanning the intervals from left, after getting a few left-endpoints (from L), when a right-end-point (from H) is observed, that interval is reported as a member of the independent set, all the elements of H are moved to D by setting λ = µ − 1. The process continues until all the intervals in L are considered. The time and extra-space complexity will remain same as that of Theorem 1.
For rectangle intersection graph of fixed height rectangles, the 2-factor approximation algorithm of Agarwal et al. [1] for finding the maximum independent set of the rectangles in R can easily be made in-place using the in-place method of computing the maximum independent set of a set of intervals on a real line, as stated above. The running time and extra-space requirement of the algorithm will be O(n log n) and O(1) respectively.
It is easy to see that the 5-factor approximation algorithm of Marathe et al. [16] for computing the maximum independent set of disks with arbitrary radii can easily be made in-place by choosing the smallest disk, including it in the independent set, removing it and all the disks that overlap on it (moving them at the end of the array), and then repeating the same process until all the disks are removed. Similarly, for intersection graph of unit disks, we can get an in-place algorithm for getting a 3-factor approximation result for the maximum independent set problem of unit disk graph [16] by choosing the disk having center with minimum x-coordinate, including it in the independent set, removing it and all the disks that overlap on it, and then repeating the same process until all the disks are removed. Both the algorithms need O(n 2 ) time and O(1) extra-space.
Conclusion
In this paper, we have proposed in-place algorithms for computing the maximum clique of some geometric intersection graphs. For each problem, the input objects are given in an array with minimum amount of space. At the end of the execution, the elements in the array may change their positions, but all the objects are available in the array in some different permutation. For all the problems we have used only O(1) extra locations apart from the input array.
Our proposed in-place algorithm for bipartite matching problem is of independent interest. To the best of our knowledge there does not exist any space-efficient algorithm for computing the maximum matching in a general bipartite graph in the literature. Our proposed algorithm can be used in the following two environments.
1. Given a bipartite graph G = (V 1 , V 2 , E) whose edges are given in the form of a bitmatrix E of size |V 1 |×|V 2 | in read-only memory, we can get the maximum matching in time O(n 3 ) time using O(n) extra-space (or equivalently O(n log n) extra bits), where n = |V 1 | + |V 2 |. The reason is that we can test the existence of an edge between a pair of vertices u ∈ V 1 and v ∈ V 2 in O(1) time from the matrix E.
2. The in-place method for computing the maximum matching of the bipartite graph may be used to compute the maximum independent set among a set of axis-parallel line segments in R 2 [12] with O(1) extra storage.
