We demonstrate how to construct three-dimensional compact hyperbolic polyhedra using Newton's Method. Under the restriction that the dihedral angles are non-obtuse, Andreev's Theorem [5, 6] provides as necessary and sufficient conditions five classes of linear inequalities for the dihedral angles of a compact hyperbolic polyhedron realizing a given combinatorial structure C. Andreev's Theorem also shows that the resulting polyhedron is unique, up to hyperbolic isometry. An error in Andreev's original proof of existence was found by the author while writing the computer program described in this paper and corrected by the author in a joint publication with Hubbard, and Dunbar in [12, 18] . Our construction uses Newton's method and a homotopy method to explicitly follow the existence proof presented in [12, 18] .
Statement of Andreev's Theorem
Andreev's Theorem [5, 6] provides a complete characterization of compact hyperbolic polyhedra having non-obtuse dihedral angles. In [12, 18] , we explain an error in Andreev's proof found while writing the computer program described in this paper and we provide a correction of Andreev's proof. Other approaches to Andreev's Theorem can be found by Rivin and Hodgson [15, 9] , Thurston [24] , Marden and Rodin [14] , and Bowers and Stephenson [8] . In this paper we show that the proof from [12, 18] is constructive when combined with Newton's Method for solving nonlinear equations.
Combinatorial descriptions of hyperbolic polyhedra that are relevant to Andreev's Theorem fall into three classes, simple, truncated, and compound, all defined later in this section. The proof in [12, 18] provides an explicit continuous path in the space of polyhedra deforming a given simple polyhedron P to one of two which are easily constructed by hand: the N -faced prism P r N and the N -faced split prism D N . We use Newton's method to follow such a path backwards deforming a computer realization of P r N or D N to a computer realization of the desired polyhedron P . This technique, which has been well studied in the literature, is known as the homotopy method [4, 7, 20, 21, 22, 23] . We illustrate the construction of simple polyhedra in Sections 7, 8, and 9. A similar deformation, again using Newton's method, allows us to construct truncated polyhedra from simple polyhedra. We demonstrate this deformation in Section 10. In Section 11 we show how to construct a compound polyhedron as a gluing of two appropriate truncated polyhedra.
The computer program and associated Geomview [3] files are availible on the author's website [19] .
We hope that the constructions in this paper make clearer the proof of Andreev's Theorem and we believe that such constructions can be used for future study of many questions about volumes and geodesic lengths in 3-dimensional hyperbolic manifolds and orbifolds. Another potential application would be to explore the space of compact hyperbolic polyhedra with some obtuse dihedral angles, a complicated situation studied by Rivin and Hodgson [15] . . In this paper, we work in the hyperbolic space H 3 given by the component of the subset of E 3,1 given by .
Let
Both of these models are isomorphic to H 3 . Hyperbolic planes in these models correspond to Euclidean hemispheres and Euclidean planes that intersect the boundary perpendicularly. Furthermore, these models are conformally correct, that is, the hyperbolic angle between a pair of such intersecting hyperbolic planes is exactly the Euclidean angle between the corresponding spheres or planes.
Combinatorial polyhedra and Andreev's Theorem
A compact hyperbolic polyhedron P is topologically a 3-dimensional ball, and its boundary a 2-sphere S 2 . The face structure of P gives S 2 the structure of a cell complex C whose faces correspond to the faces of P .
Considering only hyperbolic polyhedra with non-obtuse dihedral angles simplifies the combinatorics of any such C: See [12, 18] .
The fundamental axioms of incidence place the following, obvious, further restrictions on the complex C:
• Every edge of C belongs to exactly two faces.
• A non-empty intersection of two faces is either an edge or a vertex.
• Every face contains not fewer than three edges.
Any trivalent cell complex C on S 2 that satisfies the three conditions above is an abstract polyhedron. Since C must be a trivalent cell complex on S 2 , its dual, C * , has only triangular faces and the three above conditions ensure that it is a simplicial complex on S 2 . The figure below shows an abstract polyhedron C drawn in the plane (i.e. with one of the faces corresponding to the region outside of the figure.) The dual complex is also shown, in dashed lines.
We call a simple closed curve Γ formed of k edges of C * a k-circuit and if all of the endpoints of the edges of C intersected by Γ are distinct, we call such a circuit a prismatic k-circuit. The figure below shows the same abstract polyhedron as above, except this time the prismatic 3-circuits are dashed, the prismatic 4-circuits are dotted, and the dual complex is not shown.
We say that a combinatorial polyhedron C is simple if it has no prismatic 3-circuits, truncated if C has prismatic 3-circuits and each surrounds on one side a single triangular face, and otherwise we call C compound. The combinatorial polyhedron shown in the two above diagrams is compound.
Theorem 1.2 Andreev's Theorem
Let C be an abstract polyhedron with more than 4 faces and suppose that nonobtuse angles a i are given corresponding to edge e i of C. There is a compact hyperbolic polyhedron P whose faces realize C with dihedral angle a i at each edge e i if and only if the following five conditions all hold:
1. For each edge e i , a i > 0.
2. Whenever 3 distinct edges e i , e j , e k meet at a vertex, a i + a j + a k > π.
3. Whenever Γ is a prismatic 3-circuit intersecting edges e i , e j , e k , a i + a j + a k < π.
4. Whenever Γ is a prismatic 4-circuit intersecting edges e i , e j , e k , e l , then For a given C, let E be the number of edges of C. The subset of (0, π/2] E satisfying these linear inequalities will be called the Andreev Polytope, A C . Since A C is determined by linear inequalities, it is convex. Notice that the only combinatorial polyhedron having N = 4 faces, hence not covered by Andreev's Theorem, is the tetrahedron, which is discussed in [16] . Corollary 1.3 If C is simple, i.e. has no prismatic 3-circuits, there exists a unique hyperbolic polyhedron realizing C with dihedral angles 2π/5.
In this paper we explain the implimentation of a computer program whose input is the combinatorial polyhedron C and a dihedral angle vector a ∈ A C and whose output is a hyperbolic polyhedron realizing the pair (C, a).
Much attention has been focused on Andreev's Theorem from the viewpoint of circle packings and circle patterns. Given a polyhedron P in the upper halfspace model of H 3 , the planes supporting the faces of P intersect the boundary at infinity x 3 = 0 in a pattern of circles (and straight lines) each with an orientation specifying "on which side" is the polyhedron P . Similarly, from such a pattern of circles and orientations one can re-construct a polyhedron P .
The works of Thurston [24] , Marden and Rodin [14] , and Bowers and Stephenson [8] all follow this approach to Andreev's Theorem. In fact, there is a beautiful computer program known as Circlepack, written by Stephenson, that computes circle packings and patterns of circles with specified angles of overlap. (However, to this author's knowledge, Circlepack does not compute patterns corresponding to compact polyhedra.) All of the proofs from this point of view use the conformal structure of the Riemann sphereĈ = ∂ ∞ H 3 and use the correspondence between conformal automorphisms ofĈ with isometries of H 3 . Instead of using the conformal structure on ∂ ∞ H 3 , in this paper we will work specifically with the metric structure of H 3 .
An example
The following figure shows an explicit example of the data (C, a) and the resulting polyhedron displayed in the conformal ball model using the computer program Geomview [3] .
3 Outline of the proof of Andreev's Theorem
In this section, we recall the major steps from the proof of Andreev's Theorem that were presented in [12, 18] . Let C be a trivalent abstract polyhedron with N faces. We say that a hyperbolic polyhedron P ⊂ H 3 realizes C if there is a cellular homeomorphism from C to ∂P (i.e., a homeomorphism mapping faces of C to faces of P , edges of C to edges of P , and vertices of C to vertices of P ). We will call each isotopy class of cellular homeomorphisms φ : C → ∂P a marking on P .
We defined P C to be the set of pairs (P, φ) so that φ is a marking with the equivalence relation that (P, φ) ∼ (P ′ , φ ′ ) if there exists an automorphism ρ : H 3 → H 3 such that ρ(P ) = P ′ , and both φ ′ and ρ • φ represent the same marking on P ′ .
Proposition 3.1
The space P C is a manifold of dimension 3N − 6 (perhaps empty).
The proof is relatively standard and can be found in [12, 18] . Since the edge graph of C is trivalent, the number E of edges of C is the same as the dimension of P C . Given any P ∈ P C , let α(P ) = (a 1 , a 2 , a 3 , ...) be the E-tuple consisting of the dihedral angles of P at each edge (according to some fixed numbering of the edges of C). This map α is obviously continuous with respect to the topology on P C , which it inherits from its manifold structure.
We let P 0 C be the subset of P C consisting of polyhedra with non-obtuse dihedral angles. To establish Andreev's Theorem, we proved the following statement: There were two major steps:
We checked that α(P 0 C ) ⊂ A C by showing that conditions (1)-(5) are necessary. A modification of Cauchy's rigidity for Euclidean polyhedra showed that α : P C → R E is injective, hence it is a local homeomorphism by invariance of domain.
We then showed that α : P 0 C → A C is proper, which amounts to showing that if a sequence of polyhedra P i in P 
Proposition 3.4 If
The second step was much more difficult because for each C with non-empty A C one needed to construct some polyhedron realizing C (with non-obtuse dihedral angles). Andreev's proof has the correct idea, but has an error in it. This error was found while attempting to write the computer program described in this paper.
In fact the proof of Proposition 3.4 outlines a scheme for how to construct a polyhedron realizing C. The remainder of this paper outlines how to follow this scheme explicitly on the computer using Newton's Method and a homotopy method.
Representing polyhedra on the computer
All the calculations in this paper are done using Matlab [1] or the Free Software Foundation alternative Octave [2] , and all of the polyhedra are displayed in Geomview [3] . When doing calculations, we represent a hyperbolic polyhedron P having N faces by specifying
Although such a list of N vectors is sufficient to specify P , in order to avoid repeated computation of the combinatorial structure of P from these vectors we additionally specify the adjacency matrix and a list of all plane triples meeting at a vertex. These three items are described in a Matlab struct P , with P.faces, P.adjacency, and P.vert holding the data mentioned above, respectively.
For example, the data for the polyhedron shown in Section 2 is stored in Matlab as: We display the polyhedra in Geomview using the hyperbolic mode and specifying the conformal ball model. The file format most convenient for our use is the Object File Format, "New poly.off." The first line of an Object format file specifies the number of vertices, the number of faces, and the number of edges of P in that order: num vert num faces num edges.
The next block of data is a list of the coordinates of vertices as points in the unit ball. (In fact, these are the coordinates of points in the Projective Model for H 3 , not the Poincaré ball model which we describe in the introduction.) The last block of data is a list of the faces with each face given by vertex 1 vertex 2 ... vertex n colorspec, where the faces is spanned by vertex 1 vertex 2 ... vertex n and colorspec is an integer telling Geomview what color to assign to the face. Something is lacking when viewing the polyhedra displayed in the twodimensional images shown in this paper. To alleviate this difficulty, the Matlab and OFF files associated to each polyhedron that is constructed in this paper are included as supplementary materials on the website [19] . The reader is encouraged to view these files in Geomview so that he or she can rotate and translate the polyhedron. To display the polyhedra in Geomview, one must set the space to be hyperbolic and the camera, which is under the "inspect" menu, to be conformal. See the website [3] for full details. (Please also notice that you may need to rotate some of the polyhedra in order for them to appear as shown in this paper.) The enthusiastic reader is encouraged to use the Matlab files to check that the faces shown in the polyhedra do in fact satisfy the stated dihedral angles, and to possibly do further calculations with them. We have also included the program described in this paper among the supplementary materials. Please see the README file for instructions on how to use the program.
Newton's Method and Homotopy methods
The proof of Andreev's Theorem gives that α C : P 0 C → A C is a homeomorphism so the problem of constructing a polyhedron P realizing (C, a) can be expressed as the problem of finding a solution P to the equation α C (P ) = a.
Instead of working in P 0 C , we write the desired polyhedron as a solution of a system of 4N quadratic equations in 4N variables, where N is the number of faces of C. Our solution is N vectors v 1 , · · · , v N ∈ E 3,1 satisfying
if faces i and j are adjacent in C and their common edge is assigned dihedral angle a i,j .
These equations impose E + N conditions on 4N variables, where C has N faces and E edges. As mentioned in Section 3, we have E = 3N − 6, so we have imposed 4N − 6 conditions on 4N variables. We impose 6 additional conditions in order to have the same number of equations and unknowns. We normalize by requiring that a chosen vector v i perpendicular to one of the faces agree with some given v (where v is chosen so that v, v = 1.) We then require that one of the vertices on the face perpendicular to v i is at a given point w in the plane P v and that a vertex adjacent to this vertex be on a given line l in P v through w. One can check that these normalizations provide 3, 2, and 1 additional equations respectively. (Notice that the six equations for this normalization are each linear.) We denote the normalization by a triple (v, w, l).
We denote the resulting quadratic map by
. Typically we will only mention the normalization when necessary. We denote the conditions described above for the right hand side of the equations F (x) = y as (a, 0), where the a from this pair is shorthand for the conditions v i , v i = 1 and v j , v j = − cos(α i,j ) if faces i and j are adjacent in C, and the 0 represents the fact that the normalization (v, w, l) is satisfied.
Andreev's Theorem asserts that if a ∈ A C , there is a real solution to
realizes the pair (C,a). Our goal in this paper is to explain how to use Newton's Method to obtain the solution corresponding to a compact polyhedron of this equation, given any (C, a) with a ∈ A C . Given two vector spaces V and W of the same dimension and a mapping F : V → W , the associated Newton map N F : V → V is given by the formula
If the roots of F are non-degenerate, i.e. DF (r i ) is invertible for each root r i of F , then the roots of F corresponds bijectively to super-attracting fixed points of N F . Kantorovich's Theorem [13] gives a precise lower bound on the size of the basin of attraction for a root.
and if the inequality
is satisfied, then the equation F (x) = 0 has a unique solution in U 0 , and Newton's Method with initial guess a 0 converges to it.
For a proof of Kantorovich's Theorem see [11] or the original source [13] . While the dynamics near a fixed point can be easily understood by Kantorovich's Theorem, the global dynamics of Newton's Method can be very complicated, with loci of indeterminacy, and critical curves where DN is not injective. In fact, the dynamics of Newton's method to solve for the common roots of a pair of quadratic polynomials in C 2 is a field of active research [10, 17] . We expect that the global dynamics of the Newton map to solve F C,(v,w,l) (x) = (a, 0) is even significantly more complicated than those in [10, 17] . In particular, we have no reason to expect that a general initial condition in R 4N will converge under iteration of N F to any solution of F C,(v,w,l) (x) = (a, 0) nor to the specific solution representing a convex compact polyhedron P .
An approach that can sometimes be used to avoid the difficulties with the global dynamics of Newton's Method is the homotopy method. Suppose that you want to solve g(x) = y. The idea is to replace this equation by a family that depends continuously on a single variable: g t (x t ) = y t so that g 1 is the same function as g and y 1 = y, while g 0 (x) = y 0 is an equation for which you already know a solution x 0 .
Choose k points 0 = t 1 , t 2 , . . . t k = 1. If k is sufficiently large, then x t1 may be in the basin of attraction of the Newton's method for f t2 (x) = y t2 . In this case, you can solve for x t2 and can attempt to solve for x t3 using Newton's Method for f t3 (x) = y t3 with initial condition x t2 . Repeating this procedure, if possible, leads to the solution x 1 = x t k .
While this is obviously a very powerful method, there are many difficulties choosing appropriate paths g t (x t ) = y t and appropriate subdivisions 0 = t 1 , t 2 , . . . , t k = 1. It is necessary to check that the conditions for Kantorovich's Theorem are satisfied by x tj for the equation f tj+1 (x) = y tj+1 . The biggest difficulty is to avoid the situation where the derivative ∂ ∂x f t is singular for some t. Such points are described as being in the discriminant variety and choosing paths that avoid the discriminant variety is a big program of research. These difficulties are discussed extensively by many authors including Shub and Smale in [7, 4, 20, 21, 22, 23] .
The proof of Andreev's Theorem in [12, 18] provides an explicit path that we can use for a homotopy method to construct any simple polyhedron P as a continuous deformation of either the prism P r N or the split prism D N , both of which can be easily constructed "by hand". We will use this path for our homotopy method: repeatedly using a polyhedron realizing a point on the path as initial condition and solving for a polyhedron slightly further on the path, chosen so that the dynamics of Newton's method converges to the correct solution of F .
With a similar path we can use the homotopy method again to construct any truncated polyhedron for which A C = ∅. We take a continuous deformation of a simple polyhedron until the vertices to be truncated pass ∂ ∞ H 3 , and then add a finite number of additional triangular faces intersecting the appropriate triples of faces perpendicularly. Compound polyhedra are then constructed as gluings of a finite number of truncated polyhedra.
Proposition 5.2 The quadratic equation F has a uniform Lipschitz constant on R
4N depending only on the combinatorics C.
Proof: The proof is merely the observation that F is quadratic so each of the second derivatives are constant.
While we have checked that F is Lipschitz, we make no effort to bound the norm of the derivative [DF ] away from zero (hence avoiding the discriminant variety). In fact, for a typical problem this is very hard to do. Instead, we merely try the homotopy method with the path mentioned in the preceding paragraph and we show that the method works for all of the constructions that we attempt. It may be interesting to provide a more rigorous basis for our use of Newton's Method and the current choice of path.
6 Deforming a given polyhedron using Newton's Method
Given a polyhedron P realizing C with dihedral angles a ∈ A C , it is easy to use Newton's method to deform P into a new polyhedron P ′ having any other angles a ′ ∈ A C . Since A C is a convex polytope, choose the line segment between a and a ′ and subdivide this segment into K equally distributed points a = a 0 , a 1 , a 2 , · · · a K−1 = a ′ . Then we use Newton's method with initial condition corresponding to P to solve for a polyhedron P 1 with dihedral angles a 1 . We then repeats, using P 1 as initial condition for Newton's method to solve for a polyhedron P 2 with dihedral angles a 2 , and continue until reaching P ′ realizing a ′ . If the homotopy method has worked, then each step of Newton's method converges; otherwise we can try a larger number of subdivisions K, or attempt to check if the path has hit the discriminant variety.
In all of the calculations within this paper, when deforming the angles of a given polyhedron P within A C , we use K = 100 subdivisions, although this is often a significant overkill. In many cases very few subdivisions are necessary.
We consider it sufficient to show how to use Newton's method to construct some polyhedron P with non-obtuse dihedral angles for every C that has A C = ∅. In the next sections we will see how to connect individual paths in A C1 , · · · , A C k so as to construct compact polyhedra realizing C 1 a a sequence of deformations of a compact polyhedron realizing C k .
Simple polyhedra and Whitehead moves
Recall that if C is simple then ∈ A C . The goal of this section and the following is to demonstrate the construction of a polyhedron P realizing any simple C with these dihedral angles.
Andreev's Theorem provides a sequence of elementary changes (Whitehead moves) to the reducing the combinatorics C to one of two the combinatorial polyhedra D N or P r N depicted below.
Splitprism with 11 faces Prism with 10 faces
In this section we show how to create polyhedra realizing D N and P r N and how to do the Whitehead moves using Newton's method. Construction: Construct a regular polygon with N − 2 sides in the disc model for H 2 . (N − 2 ≥ 3, since N ≥ 5.) We can do this with the angles arbitrarily small. Now view H 2 as the equatorial plane of H 3 , and consider the hyperbolic planes perpendicular to the equatorial plane containing the sides of the polygon. In Euclidean geometry these are hemispheres with centers on the boundary of the equatorial disc. The dihedral angles of these planes are the angles of the polygon.
Consider two hyperbolic planes close to the equatorial plane, one slightly above and one slightly beneath, both perpendicular to the z-axis. These will intersect the previous planes at angles slightly smaller than π/2. The region defined by these N planes makes a hyperbolic polyhedron realizing the cell structure of the prism. Note that our construction completes the proof of Proposition 3.3, for the special case C = P r N , N ≥ 5. For N > 7 we will construct D N by cutting it into two prisms each with N − 1 faces and the dihedral angles shown below. These angles satisfy Andreev's conditions (1) -(5) so we can use Newton's method to deform the prism constructed in the previous paragraph to have these angles. Gluing this prism is to its mirror image, the edges labeled π/2 on the outside disappear as edges, and the edges labeled on the outside by π/4 glue together becoming an edge with dihedral angle π/2. Hence, we have constructed a polyhedron realizing D N , assuming N > 7. Notice that when N ≤ 7 the combinatorics of D N coincides with that of P r N .
Assume that the two vertices incident at an edge e are trivalent. A Whitehead move W h(e) on edge e is given by the local change of the abstract polyhedron described in the following diagram. The Whitehead move in the dual complex is dashed. Often we will find it convenient to describe the Whitehead move entirely in terms of the dual complex, in which case we write W h(f ). The following lemma appears in [12] :
Lemma 7.2 Let the abstract polyhedron C ′ be obtained from the simple abstract polyhedron C by a Whitehead move W h(e). Then if
The proof constructs a sequence of polyhedra realizing C with dihedral angles chosen so that the edge e converges to a single point at infinity. A carefully chosen small perturbation of this limiting configuration results in a compact polyhedron realizing C ′ with non-obtuse dihedral angles. Suppose that we have a polyhedron realizing C with all dihedral angles equal to 2π 5 , and choose a small ǫ > 0. To implement a Whitehead move using the computer, we assign dihedral angle ǫ to the the edge e and dihedral angle π 2 to the four edges sharing an endpoint with e. Leaving the dihedral angles of the remaining edges the same, the resulting set of angles is in A C and hence we can use Newton's Method to deform P into a polyhedron P 1 realizing C with these new angles.
If ǫ was chosen small enough, P 1 will be in the basin of attraction for a polyhedron realizing C ′ with the edge e ′ replacing e, the dihedral angle at e ′ equal to ǫ, and all other dihedral angles as in P 1 . We call the resulting polyhedron P 2 . Since C ′ is simple we can deform P 2 to have all dihedral angles If we can find a sequence of combinatorial Whitehead moves reducing a given simple abstract polyhedron C to either P r N or D N via a sequence of simple abstract polyhedra C 1 , · · · , C N , we can use Newton's method to perform this sequence of Whitehead moves in the reverse order, constructing geometric polyhedra that realize C N , C N −1 , · · · , C 1 , and finally C. Before explaining why such a sequence always exists, we demonstrate this process for the dodecahedron. We can then use Newton's Method to do the reverse sequence of Whitehead moves W h (8, 11) , W h(4, 11), W h(1, 2), W h(9, 11), W h(2, 4), W h(1, 6), W h (7, 11) , W h(6, 9), W h(1, 5), and W h(1, 4) geometrically, constructing the dodecahedron from D 12 . The following diagram shows this process. 
A Lemma on Whitehead Moves
The following lemma from [5] and [12] is necessary to prove Andreev's Theorem and for our construction of simple polyhedra doing Whitehead moves geometrically with Newton's Method. Theorem 6 in Andreev's original paper contains our Lemma 8.1. Andreev's original proof of Theorem 6 provides an algorithm to produce the Whitehead moves needed for this lemma, but the algorithm contains a glitch . An error was detected when the author tried to impliment it as a computer program. The algorithm failed on the first test, when given a dodecohedron.
In the instead using W h(6, 9) for the fifth Whitehead move of the sequence described in the previous section, Andreev's algorithm uses either W h(2, 6) or W h(2, 5). In both cases it produces an abstract polyhedron which had a prismatic 3-circuit, see below: In combination with the computer-implimented Whitehead move described in the previous section, the sequence of Whitehead moves given in the proof of Lemma 8.1 gives us the path that we will use for our homotopy method when constructing simple polyhedra. We provide an outline of the proof here that is sufficient to describe the sequence of Whitehead moves. Those who wish to see a complete proof may refer to [12, 18] .
Outline of the Proof of Lemma 8.1:
We assume that C = P r N is a simple abstract polyhedron with N > 7 faces. We will construct a sequence of Whitehead moves that change C to D N , so that no intermediate complex has a prismatic 3-circuit.
Find a vertex v ∞ of C * which is connected to the greatest number of other vertices. We will call the link of v ∞ , a cycle of k vertices and k edges, the outer-polygon. Most of the work is to show that we can do Whitehead moves to increase k to N − 3 without introducing any prismatic 3-circuits during the process. Once this is completed, it is easy to change the resulting complex to D * N by additional Whitehead moves.
Let us set up some notation. Draw the dual complex C * in the plane with the vertex v ∞ at infinity, and the outer polygon P surrounding the remaining vertices and triangles. We call the vertices inside of P interior vertices. All of the edges inside of P which do not have an endpoint on P are called interior edges.
Note that the graph of interior vertices and edges is connected, since C * is simple. An interior vertex which is connected to only one other interior vertex will be called an endpoint.
Throughout this proof we will draw P and the interior edges and vertices of C * in black. The connections between P and the interior vertices will be grey. Connections between P and v ∞ will be black, if shown at all.
The link of an interior vertex v intersects P in a number of components F 1 v , · · · , F n v (possibly n = 0.) See the above figure. We say that v is connected to P in these components. Notice that since C * is simple, an endpoint is always connected to P in exactly one such component.
Move 1 Suppose that there is a vertex A of C * which is connected to P in exactly one component consisting of exactly two consecutive vertices Q and R. The Whitehead move Wh(QR) results in an abstract polyhedron with an outerpolygon that has increased in length by one. The resulting abstract polyhedron is the dual of a simple polyhedron.
Move 2 Suppose that there is an interior vertex A that is connected to P in a component consisting of M consecutive vertices Q 1 , · · · , Q M of P (and possibly other components).
If A is not an endpoint and M > 2, the sequence of Whitehead moves
W h(AQ M ), . . . , W h(AQ 3 ) results in a complex in which A is connected to the same component of P in only Q 1 and Q 2 . These moves leave P unchanged, and introduce no prismatic 3-circuit.
If A is an endpoint and M > 3, the sequence of Whitehead moves
W h(AQ M ), . . . , W h(AQ 4 ) results in a complex in which A is connected to the same component of P in only Q 1 , Q 2 , and Q 3 . These moves leave P unchanged and introduce no prismatic 3-circuits.
Note: In both parts (1) and (2), each of the Whitehead moves W h(AQ M ) transfers the connection between A and Q M to a connection between the neighboring interior vertex E and Q M−1 . This is helpful in case 2 later.
Move 3 Suppose that there is an interior vertex A connected to P in two vertices X and Y . Then there are Whitehead moves that eliminate all the components of connections of A to P that do not contain X or Y , without introducing any new prismatic 3-circuit.
A A
X X Y Y
Here A is connected to P in four components containing six vertices. We can eliminate connections of A to all of the components except for the single-point components X and Y .
The proof that this move does not introduce any new prismatic 3-circuit is rather technical and depends essentially on the fact that A is connected to P in at least two other vertices X and Y . Andreev describes a nearly identical process to move 3 in his paper [5] on pages 333-334. However, he merely assumes that A is connected to P in at least one component in addition to the components being eliminated. He does not require that A is connected to P in at least two vertices outside of the components being eliminated. Andreev then asserts: "It is readily seen that all of the polyhedra obtained in this way are simple..." In fact, the Whitehead move demonstrated in Figure 8 creates a prismatic 3-circuit.
Having assumed this stronger (and incorrect) version of move 3, the remainder of Andreev's proof is relatively easy. Unfortunately, the situation pictured in Figure 8 is not uncommon (as we will see in Case 3 below!) Restricted to the weeker hypotheses of Move 3 we will have to work a little bit harder.
Using Move 1, Move 2, and Move 3 we check that if the length of P is less than N − 3, then there is a sequence of Whitehead moves that increases the length of P by one without introducing any prismatic 3-circuits.
Case 1: An interior vertex that is not an endpoint connects to P in a component with two or more vertices, and possibly in other components.
Apply Move 2 decreasing this component to two vertices. We can then apply Move 3, eliminating any other components since this component contains two vertices. Finally, apply Move 1 to increase the length of the outer polygon by 1.
Case 2: An interior vertex that is an endpoint is connected to more than three vertices of P .
We assume that each of the interior vertices that are not endpoints are connected to P in components consisting of single vertices, otherwise we are in Case 1.
Let A be the endpoint which is connected to more than three vertices of P . By Move 2, part (2), there is a Whitehead move that transfers one of these connections to the interior vertex E that is next to A. Now, one of the components in which E is connected to P has exactly two vertices. The vertex E is not an endpoint since k < N −3 implies that there are at least three interior vertices. Once this is done, we can apply Case 1.
Case 3: Each interior vertex that is an endpoint is connected to exactly three vertices of P and each interior vertex which is not an endpoint is connected to P in components each consisting of a single vertex.
First, notice that if the interior vertices and edges form a line, the restriction on how interior vertices are connected to P results in the prism, contrary to the assumption that C is not the prism. However, there are many complexes satisfying the hypotheses of this case which have interior vertices and edges forming a graph more complicated than a line:
For such complexes we need a very special sequence of Whitehead moves to increase the length of P .
Pick an interior vertex that is an endpoint, and label it I 1 . Denote by P 1 , P 2 , and P 3 the three vertices of P to which I 1 connects. I 1 will be connected to a sequence of interior vertices I 2 , I 3 , · · · I m , m ≥ 2, with I m the first interior vertex in the sequence that is connected to more than two other interior vertices. Vertex I m must exist since we are assuming that the interior vertices do not form a line, a configuration that was ruled out above. By hypothesis, I 2 , · · · , I m can only connect to P in components which each consist of a vertex, hence each must be connected to P 1 and to P 3 . Similarly, there is an interior vertex (call it X) which connects both to I m and to P 1 and another vertex Y which connects to I m and P 3 . Vertex I m may connect to other vertices of P and other interior vertices, as shown on the left side of the following diagram. Now we describe a sequence of Whitehead moves that can be used to connect I m to P in only P 1 and P 2 . This will allow us to use Move 1 to increase the length of P by one.
First, using Move 3 we can eliminate all possible connections of I m to P in places other than P 1 and P 3 . Next, we do the move W h(I m P 3 ) so that I m connects to P only in P 1 . 
P3 I l+1
After this sequence of Whitehead moves we obtain the first diagram below, with I m connected to P exactly at P 1 and P 2 , so that we can apply Move 1 to increase the length of P by the move W h(P 1 P 2 ), below. Since C * must belong to one of these cases, we have seen that if the length of P is less than N − 3, we can do Whitehead moves to increase it to N − 3 without creating prismatic 3-circuits. Hence we can reduce to the case of two interior vertices, both of which must be endpoints. Then we can apply Move 2 part (b) to decrease the number of connections between one of these two interior vertices and P to exactly 3. The result is the complex D N , as shown to the right below. We illustrate the algorithm described in the previous section by constructing a hyperbolic polyhedron realizing an abstract polyhedron for which Case 3 from the proof of Lemma 8.1 is necessary, and hence is particularly difficult.
Case 3 from the proof of Lemma 8.1 is done in sub-figures (1)- (7). Case 1 follows in sub-figures (7)- (9) and again (for a different edge of P )
(10) (11) W h(6, 13), W h(6, 9), W h(3, 6), W h(9, 12), W h(6, 15), W h(6, 16), W h(6, 17), W h(6, 7), W h (6, 8) ,
We did this sequence of Whitehead moves geometrically, using Newton's Method. The result, starting with D 18 , and realizing R 18 is shown in Figure 9 . Each polyhedron is displayed in the conformal ball model.
Truncation of vertices
We have seen an outline of how to construct simple polyhedra. We now show how to construct all truncated polyhedra, except for the triangular prism, which we constructed in Section 7. Proof: Simply check that if a ∈ A C , then the entire straight line path to (π/3, π/3, . . . , π/3), excluding the final point is in A C .
Thus we can assume that a is arbitrarily close to (π/3, π/3, · · · , π/3), because once we have a polyhedron realizing C with non-obtuse dihedral angles, we can deform it to have any dihedral angles in A C , as described in Section 6. Specifically, choose some 0 < δ < π 18 and assume that each component of a is within δ of Letâ be the angles from a corresponding to the edges from C that are in C and let β = (â 1 + 2δ,â 2 + 2δ, · · ·). (If C is the prism, re-number the edges so that the three edges forming the prismatic cycle are the first three, and choose β = (â 1 ,â 2 ,â 1 ,â 5 + 2δ,â 5 + 2δ, · · ·).)
Note that δ was chosen so that β ∈ A C . Then, the straight line path a(t) joining β toâ (parameterized by t ∈ (0, 1)) will remain in A C except that the sum of the dihedral angles of edges meeting at each of the vertices v tr i will decrease past π at some time t i ∈ (0, 1).
In [12, 18] the authors use the path a(t) to construct a sequence of polyhedra P = P 0 , P 1 , · · · , P N −1 = P where P realizes C, and P i is obtained from P i−1 truncating the vertices that become ideal when t = t i . (The truncation is done using a small perturbation.) Realizing P proves that P 0 C = ∅, as needed for the proof of Andreev's Theorem.
Because the proof from [12, 18] gives us a priori knowledge that compact polyhedra exist realizing each of the intermediate combinatorial structures exist, we can use Newton's method to deform the planes forming P to realize the angles in the entire path a(t) without truncating each vertex once it meets ∂ ∞ H 3 . We can then solve independently for the planes corresponding to the triangles in C so that each intersects the three appropriate planes at the three appropriate angles.
We illustrate this construction belowfor the following pair (C, a), which has three truncations labeled f In this case, the diagram on the left is that for the polyhedron that we constructed in the previous section. The diagram on the right is that of the truncated triangular prism, which can also be easily constructed.
We require that the new triangular faces F and F obtained by cutting along γ be perpendicular to each of the other faces that they intersect. Then each face angle equals the dihedral angle outside of F , or F , that leads to that vertex. Because we obtained the two diagrams by cutting the original diagram along γ, the dihedral angles on the edges leading to F and F are the same and we naturally obtain that F and F have the same face angles, but are mirror images of each other.F F These two polyhedra glue perfectly together to form a polyhedron realizing (C, a) as shown in the following figure. 
Conclusion
There are a number of potential applications of this program. Having an explicitly computed polyhedron allows for the computations of lengths and volumes. In fact, given an abstract polyhedron C and a right angled compact polyhedron P realizing C (when allowed by Andreev's Theorem), let Γ be the group of reflections on all of the faces. If Γ ′ is the subgroup of Γ consisting of words of even length, it is a Kleinian group and, O C = H 3 /Γ ′ is a compact hyperbolic orbifold. If one further takes the torsion-free subgroup Γ ′′ , M C = H 3 /Γ ′′ is a compact hyperbolic manifold. Using some care, one can compute the volume and the length of the shortest geodesics in O C and M C from the polyhedron P . We expect that computations of right angled polyhedra using this program will yield many interesting examples of compact hyperbolic manifolds and orbifolds for which we can have explicit knowledge of the volumes and geodesic lengths.
The computer program that was used to construct these polyhedra is a functional but somewhat rough collection of Matlab [1] (or Octave [2]) scripts. Using a single command the program produces a polyhedron realizing a simple abdtract polyhedron C with all dihedral angles 2π 5 . However, one must do a little bit more work to construct a polyhedron realizing (C, a) of truncated or compound type. These later steps are not as automatic in the program, but one can do them following their descriptions in this paper. Please see the README file enclosed with the program for instructions on how to get started working with it. this program and for providing an outline for using the homotopy method in combination with Andreev's proof. It was this suggestion that led to the discovery of the error in Andreev's proof [12, 18] and eventually to a working program. The author has greatly benefitted from many discussions with William D. Dunbar and he also thanks Rodrigo Perez and Travis Waddington for providing suggestions about the manuscript and attached computer files.
