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Abstract
In this paper, we study the differentiability of the solutions of stochastic differential equa-
tions driven by the G-Brownian motion with respect to the initial data and the parameter.
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1 Introduction
Motivated by statistic model uncertainty, risk measures, superhedging in finance and g-expectation,
Peng (see [5], [7], [8], [9] and [10]) introduced a type of nonlinear expectation–G-expectation. To-
gether with the notion of the G-expectation, Peng introduced the related G-normal distribution
and the G-Brownian motion and established an Itoˆ calculus for the G-Brownian motion.
In the framework of G-expectations, many interesting facts that are rather different from
classical cases have been studied. The G-Brownian motion has a very rich and interesting new
structure which non-trivially generalizes the classical one. A very interesting new phenomenon
of the G-Brownian motion B is that its quadratic process 〈B〉 is a stochastic process and has
independent and stationary increments which are identically distributed.
Peng (see [5], [7], [8], [10]) derived the existence and uniqueness of the solution to stochastic
differential equations with Lipschitz coefficients on the coefficients driven by the G-Brownian
motion. Recently, Gao [2] studied pathwise properties and homeomorphic flows for stochastic
differential equations driven by the G-Brownian motion. Lin [4] obtained the continuity of
stochastic integrals with respect to theG-Brownian motion and solutions of stochastic differential
equations depending on parameters driven by the G-Brownian motion.
The purpose of this paper is to investigate the differentiability of solutions of stochastic
differential equations driven by the G-Brownian motion with respect to the initial data and the
parameter, which has some potential applications, e.g., to go further to obtain the maximum
principle for stochastic optimal control systems driven by a G-Brownian motion.
The rest of the paper is organized as follows. In Section 2, we introduce some notations and
preliminaries, which we will need in what follows. In Section 3, we study the differentiability
of the solutions of SDEs driven by the G-Brownian motion with respect to the initial data.
In Section 4, we study the differentiability of the solutions of SDEs driven by the G-Brownian
motion with respect to the parameter.
∗
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1
2 Notations and preliminaries
The objective of this section is to briefly recall the theory of the G-expectation and the related
G-stochastic analysis (see Peng [5], [7], [8] and [9] for more details).
Let Ω be a given nonempty set and H be a linear space of real functions defined on Ω such
that if x1, · · ·, xm ∈ H then ϕ(x1, · · ·, xm) ∈ H, for each ϕ ∈ Cl,lip(Rm), where Cl,lip(Rm) denotes
the linear space of functions ϕ satisfying
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|n + |y|n)|x− y|, for all x, y ∈ Rm,
for some C > 0 and n ∈ N, both depending on ϕ. The space H is considered as a set of random
variables.
Definition 2.1 A Sublinear expectation Eˆ on H is a functional Eˆ : H 7→ R, which satisfies
the following properties: for all X,Y ∈ H, we have
(i) Monotonicity: If X ≥ Y , then Eˆ[X] ≥ Eˆ[Y ].
(ii) Constant preserving: Eˆ[c] = c, for all c ∈ R.
(iii) Self-dominated property: Eˆ[X]− Eˆ[Y ] ≤ Eˆ[X − Y ].
(iv) Positive homogeneity: Eˆ[λX] = λEˆ[X], for all λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space.
Definition 2.2 In a sublinear expectation space (Ω,H, Eˆ), a random vector Y = (Y1, · · · , Yn), Yi ∈
H, is said to be independent under Eˆ from another random vector X = (X1, · · · ,Xm),Xi ∈ H,
if for each test function ϕ ∈ Cl,lip(Rm+n), we have
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 2.3 (G-normal distribution) Let be given two reals σ, σ with 0 ≤ σ ≤ σ. A
random variable ξ in a sublinear expectation space (Ω,H, Eˆ) is called Gσ,σ-normal distributed,
denoted by ξ ∼ N (0, [σ2, σ2]), if for each ϕ ∈ Cl,lip(R), the following function defined by
u(t, x) := Eˆ[ϕ(x+
√
tξ)], (t, x) ∈ [0,∞)× R,
is the unique continuous viscosity solution with the polynomial growth of the following parabolic
partial differential equation :

∂tu(t, x) = G(∂
2
xxu(t, x)), (t, x) ∈ [0,∞) × R,
u(0, x) = ϕ(x).
Here G = Gσ,σ is the following sublinear function parameterized by σ and σ:
G(α) =
1
2
(σ2α+ − σ2α−), α ∈ R
(Recall that α+ = max{0, α} and α− = −min{0, α}). For simplicity, we suppose that σ = 1 and
σ = σ, 0 ≤ σ ≤ 1, in what follows.
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Throughout this paper, we let Ω = C0(R
+) be the space of all real valued continuous functions
(ωt)t∈R+ with ω0 = 0, equipped with the distance
ρ(ω1, ω2) =
∞∑
i=1
2−i
[
(max
t∈[0,i]
|ω1t − ω2t |) ∧ 1
]
, ω1t , ω
2
t ∈ Ω.
For each T > 0, we consider the following space of random variables:
L0ip(FT ) :=
{
X(ω) = ϕ(ωt1 · · · , ωtm) | t1, · · · , tm ∈ [0, T ], for all ϕ ∈ Cl,lip(Rm), m ≥ 1
}
.
We notice that X,Y ∈ L0ip(Ft) implies X · Y ∈ L0ip(Ft) and |X| ∈ L0ip(Ft). We further define
L0ip(F) =
∞⋃
n=1
L0ip(Fn).
We will work on the canonical space Ω and set Bt(ω) = ωt, t ∈ [0,∞), for ω ∈ Ω. We now
recall a sublinear expectation Eˆ defined on H0T = L0ip(FT ) as well as on H0 = L0ip(F). For this,
we consider the function G(a) = 12(a
+ − σ2a−), a ∈ R (with σ2 = 1, σ2 = σ2 ∈ [0, 1]), and we
apply the following procedure: for each X ∈ H0 with
X = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1)
for some m ≥ 1, ϕ ∈ Cl,lip(Rm) and 0 = t0 ≤ t1 ≤ · · · ≤ tm <∞, we set
Eˆ[ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1)]
= E˜[ϕ(
√
t1 − t0ξ1,
√
t2 − t1ξ2, · · · ,
√
tm − tm−1ξm)],
where (ξ1, ξ2, · · · , ξm) is an m-dimensional G-normal distributed random vector in a sublinear
expectation space (Ω˜, H˜, E˜) such that ξi ∼ N (0, [σ2, 1]) and ξi+1 is independent from (ξ1, · · · , ξi)
for each i = 1, 2, · · · ,m− 1.
The related conditional expectation of X = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1) under
H0tj is defined by
Eˆ[X|H0tj ] = Eˆ[ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1)|H0tj ]
= ψ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btj −Btj−1),
where
ψ(x1, x2, · · · , xj) = E˜[ϕ(x1, x2, · · · , xj ,
√
tj+1 − tjξj+1, · · · ,
√
tm − tm−1ξm)],
(x1, x2, · · · , xj) ∈ Rj, 0 ≤ j ≤ m.
For p ≥ 1, ‖X‖p = Eˆ
1
p [|X|p], X ∈ L0ip(F), defines a norm on L0ip(F). Let H = LpG(F)
(resp. Ht = LpG(Ft)) be the completion of L0ip(F) (resp. L0ip(Ft)) under the norm ‖ · ‖p.
Then the space (LpG(F), ‖ · ‖p) is a Banach space and the operators Eˆ[·] (resp. Eˆ[·|Ht]) can
be continuously extended to the Banach space LpG(F) (resp. LpG(Ft)). Moreover, we have
L
p
G(Ft) ⊆ LpG(FT ) ⊂ LpG(F), for all 0 ≤ t ≤ T <∞.
Definition 2.4 The expectation Eˆ : LpG(F) 7→ R defined through the above procedure is called
G-expectation.
3
Proposition 2.5 For all t, s ∈ [0,∞), we list the properties of Eˆ[·|Ht] that hold for all X,Y ∈
L
p
G(F) :
(i) If X ≥ Y , then Eˆ[X|Ht] ≥ Eˆ[Y |Ht];
(ii) Eˆ[η|Ht] = η, for all η ∈ LpG(Ft);
(iii) Eˆ[X|Ht]− Eˆ[Y |Ht] ≤ Eˆ[X − Y |Ht];
(iv) If Eˆ[Y |Ht] = −Eˆ[−Y |Ht], then Eˆ[X + Y |Ht] = Eˆ[X|Ht] + Eˆ[Y |Ht];
(v) Eˆ[Eˆ[X|Ht]|Hs] = Eˆ[X|Ht∧s], and, in particular, Eˆ[Eˆ[X|Ht]] = Eˆ[X].
For p ≥ 1 and arbitrary but fixed 0 < T < ∞, we first consider the following space of step
processes:
M
p,0
G (0, T ) =
{
η : ηt =
N−1∑
j=0
ξjI[tj ,tj+1), 0 = t0 < t1 < · · · < tN = T,
ξj ∈ LpG(Ftj ), j = 0, · · · , N − 1, for all N ≥ 1
}
,
and we define the following norm in Mp,0G (0, T ):
‖ η ‖p=
(
1
T
∫ T
0
Eˆ
[
|ηt|p
]
dt
) 1
p
=
(
1
T
N−1∑
j=0
Eˆ
[
|ξj |p
]
(tj+1 − tj)
) 1
p
Finally, we denote by MpG(0, T ) the completion of M
p,0
G (0, T ) under the norm ‖ · ‖p .
Definition 2.6 A process B = {Bt, t ≥ 0} in a sublinear expectation space (Ω,H, Eˆ) is called a
G-Brownian motion if for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn < ∞, Bt1 , · · · , Btn ∈ H and the
following property satisfied:
(i) B0 = 0;
(ii) For each t, s ≥ 0, the difference Bt+s −Bt is N (0, [σ2s, s])-distributed and is independent
from (Bt1 , · · · , Btn), for all n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t.
Remark 2.7 The canonical process (Bt)t≥0 in (Ω,H), Ω = C0(R+), endowed with the G-
expectation Eˆ is a G-Brownian motion.
Remark 2.8 In [5], [7], [8] and [10], Peng established a stochastic calculus of Itoˆ’s type with
respect to the G-Brownian motion and its quadratic variation process. Peng derived an Itoˆ’s
formula and moreover, he obtained the existence and uniqueness of the solution to stochastic
differential equations with Lipschitz coeffcients driven by the G-Brownian motion.
In order to simplify notations, we will only consider one dimensional stochastic differential
equations driven by the G-Brownian motion. Multidimensional stochastic differential equations
driven by the G-Brownian motion can be studied in a similar way.
In what follows, we let T be an arbitrarily fixed time horizon and {Bt, 0 ≤ t ≤ T} a one
dimensional G-Brownian motion, and we consider the following stochastic differential equation:
Xxt = x+
∫ t
0
b(s,Xxs )ds+
∫ t
0
σ(s,Xxs )dBs +
∫ t
0
h(s,Xxs )d〈B〉s, t ∈ [0, T ], (2.1)
where the initial condition x ∈ R is given and b(·, ·), σ(·, ·), h(·, ·) : [0, T ] × R→ R. Let us make
the following assumption:
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(H) There exists a positive constant L such that, for all x, x′ ∈ R, t ∈ [0, T ],
|b(t, x)− b(t, x′)|+ |σ(t, x)− σ(t, x′)|+ |h(t, x) − h(t, x′)| ≤ L|x− x′|.
Lemma 2.9 Under the assumption (H), there exists a unique solution X ∈ M2G(0, T ) of the
stochastic differential equation (2.1).
Lemma 2.10 For every p ≥ 2, there exists a positive constant Cp such that, for any T > 0 and
η ∈MpG(0, T ),
Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsds|p
]
≤ T p−1
∫ T
0
Eˆ
[
|ηs|p
]
ds,
Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsd〈B〉s|p
]
≤ T p−1
∫ T
0
Eˆ
[
|ηs|p
]
ds,
Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsdBs|p
]
≤ CpT
p
2
−1
∫ T
0
Eˆ
[
|ηs|p
]
ds.
3 Differentiability of solutions of SDEs driven by the G-Brownian
motion with respect to the initial data
The objective of this section is to study the differentiability of the solutions of stochastic differ-
ential equations driven by the G-Brownian motion with respect to the initial data. We first give
a definition of continuity and differentiability as follows:
Definition 3.1 A process {Yt}t∈[0,T ] is said to be continuous in L2G if
lim
h→0
Eˆ[|Yt − Yt+h|2] = 0.
Definition 3.2 Let g(x) = g(x1, · · · , xn) and f(x) = f(x1, · · · , xn) be random functions. For
some 1 ≤ i ≤ n, if
lim
h→0
Eˆ[|g(x1, · · · , xi−1, xi, xi+1, · · · , xn)− g(x1, · · · , xn)
h
− f(x1, · · · , xn)|2] = 0.
then we define the partial derivative of g(x1, · · · , xn) with respect to xi as f(x1, · · · , xn). We
write
∂g(x1, · · · , xn)
∂xi
= gxi(x1, · · · , xn) = f(x1, · · · , xn).
We also need the following propositions.
Proposition 3.3 Under the assumption (H), for all p ≥ 0, we have the following estimate for
the solution X of SDE (2.1): for all r ∈ [0, T ],
Eˆ[ sup
t∈[0,r]
|Xxt |p] ≤ C < +∞.
Here the constant C = C(p, x, r, L).
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Proof: We give the proof in three steps.
Step 1. For p ≥ 2, by equation(2.1) we have
|Xxt |p ≤ 4p−1
(
|x|p + |
∫ t
0
b(s,Xxs )ds|p + |
∫ t
0
σ(s,Xxs )dBs|p + |
∫ t
0
h(s,Xxs )d〈B〉s|p
)
.
From the subadditivity of the G-expectation it follows that
Eˆ[ sup
t∈[0,r]
|Xxt |p] ≤ 4p−1
(
|x|p + Eˆ
[
sup
t∈[0,r]
|
∫ t
0
b(s,Xxs )ds|p
]
+Eˆ
[
sup
t∈[0,r]
|
∫ t
0
σ(s,Xxs )dBs|p
]
+ Eˆ
[
sup
t∈[0,r]
|
∫ t
0
h(s,Xxs )d〈B〉s|p
])
.
Thus, from (H), Lemma 2.10 it follows that
Eˆ[ sup
t∈[0,r]
|Xxt |p] ≤ C
[
|x|p + rp−1
∫ r
0
(
Eˆ[|b(s, 0)|p] + Eˆ[|Xxs |p]
)
ds
+r
p
2
−1
∫ r
0
(
Eˆ[|σ(s, 0)|p] + Eˆ[|Xxs |p]
)
ds
+rp−1
∫ T
0
(
Eˆ[|h(s, 0)|p] + Eˆ[|Xxs |p]
)
ds
]
≤ C
(
1 +
∫ r
0
Eˆ[|Xxs |p]ds
)
≤ C
(
1 +
∫ r
0
Eˆ[ sup
s′∈[0,s]
|Xxs′ |p]ds
)
.
Then Gronwall’s inequality yields
Eˆ[ sup
t∈[0,r]
|Xxt |p] ≤ C < +∞.
Step 2. For all 1 ≤ p < 2, from Ho¨lder inequality under the G-expectation and Step 1 it
follows that
Eˆ[ sup
t∈[0,r]
|Xxt |p] ≤ Eˆ[ sup
t∈[0,r]
|Xxt |2p]
1
2 ≤ C < +∞.
Step 3. For all 0 < p < 1, since
|Xxt |p ≤ |Xxt |p1{|Xxt |p≤1} + |Xxt |p1{|Xxt |p≥1} ≤ 1 + |Xxt |1+p,
then from Step 2, we have
Eˆ[ sup
t∈[0,r]
|Xxt |p] ≤ Eˆ[1 + sup
t∈[0,r]
|Xxt |1+p] ≤ C < +∞.
The proof is complete. 
Similar to the proof of Proposition 3.3, we have the following proposition.
Proposition 3.4 Let us assume (H). Then for every p ≥ 2, there exists a positive constant C
such that
Eˆ[|Xxt −Xyt |p] ≤ C|x− y|p, for all t ∈ [0, T ],
where C depends only on p, T .
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We have the following differentiability result with respect to the initial data.
Theorem 3.5 For all t ∈ [0, T ], if bx(t, ·), σx(t, ·), hx(t, ·) ∈ Cl,lip(R) and are bounded, then Xxt
is differentiable in L2G with respect to x. Moreover, Y
x
t :=
∂Xxt
∂x
satisfies the following stochastic
differential equation
Y xt = 1 +
∫ t
0
bx(s,X
x
s )Y
x
s ds+
∫ t
0
σx(s,X
x
s )Y
x
s dBs +
∫ t
0
hx(s,X
x
s )Y
x
s d〈B〉s, t ∈ [0, T ]. (3.1)
Proof: Let h 6= 0 be small. For simplicity, we put
Xt := X
x
t , Yt := Y
x
t , X˜t := X
x+h
t , Z
h
t :=
X˜t −Xt
h
.
Then we have
Zht = 1 +
1
h
∫ t
0
[b(s, X˜s)− b(s,Xs)]ds + 1
h
∫ t
0
[σ(s, X˜s)− σ(s,Xs)]dBs
+
1
h
∫ t
0
[h(s, X˜s)− h(s,Xs)]d〈B〉s. (3.2)
Since bx(t, ·), σx(t, ·), hx(t, ·) ∈ Cl,lip(R), t ∈ [0, T ], we have
Zht = 1 +
∫ t
0
∫ 1
0
bx(s,Xs + θ(X˜s −Xs))dθZhs ds
+
∫ t
0
∫ 1
0
σx(s,Xs + θ(X˜s −Xs))dθZhs dBs
+
∫ t
0
∫ 1
0
hx(s,Xs + θ(X˜s −Xs))dθZhs d〈B〉s
.
= 1 + I1 + I2 + I3. (3.3)
Therefore, for some k ∈ N,
Eˆ[ sup
t∈[0,T ]
|I1 −
∫ t
0
bx(s,Xs)Ysds|2]
≤ 2Eˆ[(
∫ T
0
∫ 1
0
|bx(s,Xs + θ(X˜s −Xs))|dθ|Zhs − Ys|ds)2]
+2Eˆ[(
∫ T
0
∫ 1
0
|bx(s,Xs + θ(X˜s −Xs))− bx(s,Xs)|dθ|Ys|ds)2]
≤ CEˆ[
∫ T
0
|Zhs − Ys|2ds]
+CEˆ[(
∫ T
0
(|X˜s −Xs|+ |X˜s −Xs|k+1 + |Xs|k|X˜s −Xs|)|Ys|ds)2].
For all ε > 0, from 2ab ≤ 1
ε
a2 + εb2, a, b ≥ 0, it follows that
Eˆ[ sup
t∈[0,T ]
|I1 −
∫ t
0
bx(s,Xs)Ysds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds+ Cε
∫ T
0
Eˆ[|Ys|4]ds.
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+
C
ε
∫ T
0
Eˆ[|X˜s −Xs|4 + |X˜s −Xs|4k+4 + |Xs|4k|X˜s −Xs|4]ds.
Then by virtue of Proposition 3.3 and Proposition 3.4, we obtain
Eˆ[ sup
t∈[0,T ]
|I1 −
∫ t
0
bx(s,Xs)Ysds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds+ Cε+
C
ε
(h4 + h4k+4). (3.4)
Using similar arguments, we obtain that for some m ∈ N,
Eˆ[ sup
t∈[0,T ]
|I2 −
∫ t
0
σx(s,Xs)YsdBs|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds+ Cε+
C
ε
(h4 + h4m+4). (3.5)
and for some n ∈ N,
Eˆ[ sup
t∈[0,T ]
|I3 −
∫ t
0
hx(s,Xs)Ysd〈B〉s|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds+ Cε+
C
ε
(h4 + h4n+4). (3.6)
Then (3.1), (3.3), (3.4), (3.5) and (3.6) yield
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds +Cε+
C
ε
(h4 + h4k+4 + h4m+4 + h4n+4),
and from Gronwall’s inequality it follows that
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2] ≤ Cε+
C
ε
(h4 + h4k+4 + h4m+4 + h4n+4).
Letting h→ 0, we get
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2] ≤ Cε.
Therefore,
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2] = 0. (3.7)
The proof is complete. 
Remark 3.6 We can check that the following holds true, which we will use in what follows.
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|4] = 0.
Theorem 3.7 Under the conditions of Theorem 3.5,
∂Xxt
∂x
is continuous with respect to t in L2G.
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Proof: We use the same notations as those in the proof of Theorem 3.5. For all t ∈ [0, T ],
by the condition of b, σ, h and Proposition 3.4 we have
Eˆ[|Zht |2] ≤ 4 +
4
h2
Eˆ[|
∫ t
0
[b(s, X˜s)− b(s,Xs)]ds|2] + 4
h2
Eˆ[|
∫ t
0
[σ(s, X˜s)− σ(s,Xs)]dBs|2]
+
4
h2
Eˆ[|
∫ t
0
[h(s, X˜s)− h(s,Xs)]d〈B〉s|2]
≤ 4 + 4t
h2
∫ t
0
Eˆ[|b(s, X˜s)− b(s,Xs)|2]ds+ 4
h2
∫ t
0
Eˆ[|σ(s, X˜s)− σ(s,Xs)|2]ds
+
4t
h2
∫ t
0
Eˆ[|h(s, X˜s)− h(s,Xs)|2]ds
≤ 4 + C
h2
∫ t
0
Eˆ[|X˜s −Xs|2]ds
≤ C,
where C is a constant depending on T and the Lipschitz constant of b, σ, h. Therefore, from
(3.7) we have
Eˆ[|Yt|2] ≤ 2Eˆ[|Yt − Zht |2] + 2Eˆ[|Zht |2] ≤ K <∞.
Without loss of generality, we suppose that 0 ≤ r ≤ t ≤ T . By (3.2) we have
Eˆ[|Zht − Zhr |2] ≤
3
h2
Eˆ[|
∫ t
r
[b(s, X˜s)− b(s,Xs)]ds|2] + 3
h2
Eˆ[|
∫ t
r
[σ(s, X˜s)− σ(s,Xs)]dBs|2]
+
3
h2
Eˆ[|
∫ t
r
[h(s, X˜s)− h(s,Xs)]d〈B〉s|2].
Then by virtue of Lipschitz condition of b and Proposition 3.4, we obtain
1
h2
Eˆ[|
∫ t
r
[b(s, X˜s)− b(s,Xs)]ds|2]
≤ t− r
h2
∫ t
r
Eˆ[|b(s, X˜s)− b(s,Xs)|2]ds
≤ C(t− r)
h2
∫ t
r
Eˆ[|X˜s −Xs|2]ds
≤ C(t− r)2,
where C is a constant which is independent of t, s. Using similar arguments we obtain
1
h2
Eˆ[|
∫ t
r
[σ(s, X˜s)− σ(s,Xs)]dBs|2] ≤ C(t− r),
and
1
h2
Eˆ[|
∫ t
r
[h(s, X˜s)− h(s,Xs)]d〈B〉s|2] ≤ C(t− r)2.
Then from the above inequalities, we have
Eˆ[|Zht − Zhr |2] ≤ C(t− r). (3.8)
Therefore, by (3.7) and (3.8) we have
Eˆ[|Yt − Ys|2] ≤ 3Eˆ[|Yt − Zht |2] + 3Eˆ[|Zht − Zhs |2] + 3Eˆ[|Zhs − Ys|2]
≤ 3Eˆ[|Yt − Zht |2] +C(t− r) + 3Eˆ[|Zhs − Ys|2].
Letting h→ 0 and t→ s, we get the desired result. The proof is complete. 
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Theorem 3.8 Under the conditions of Theorem 3.5, and for t ∈ [0, T ], if bxx(t, ·), σxx(t, ·), hxx(t, ·) ∈
Cl,lip(R) and are bounded, then
∂Xxt
∂x
is continuously differentiable in L2G with respect to x. More-
over, P xt :=
∂2Xxt
∂x2
satisfies the following stochastic differential equation
P xt =
∫ t
0
bxx(s,X
x
s )(Y
x
s )
2ds+
∫ t
0
σxx(s,X
x
s )(Y
x
s )
2dBs +
∫ t
0
hxx(s,X
x
s )(Y
x
s )
2d〈B〉s
+
∫ t
0
bx(s,X
x
s )P
x
s ds+
∫ t
0
σx(s,X
x
s )P
x
s dBs +
∫ t
0
hx(s,X
x
s )P
x
s d〈B〉s, t ∈ [0, T ],
where Y xt is defined in Theorem 3.5.
Proof: Let h 6= 0 be small. We use the same notations as Theorem 3.5. For simplicity, we
also put
Pt := P
x
t , Y˜t := Y
x+h
t , Q
h
t :=
Y˜t − Yt
h
.
Then we have
Qht =
1
h
∫ t
0
[bx(s, X˜s)Y˜s − bx(s,Xs)Ys]ds + 1
h
∫ t
0
[σx(s, X˜s)Y˜s − σx(s,Xs)Ys]dBs
+
1
h
∫ t
0
[hx(s, X˜s)Y˜s − hx(s,Xs)Ys]d〈B〉s.
Since bxx(t, ·), σxx(t, ·), hxx(t, ·) ∈ Cl,lip(R), for all t ∈ [0, T ], we have
Qht = I1 + I2 + I3, (3.9)
where
I1 =
∫ t
0
bx(s, X˜s)Q
h
sds+
∫ t
0
∫ 1
0
bxx(s,Xs + θ(X˜s −Xs))dθZhs Ysds,
I2 =
∫ t
0
σx(s, X˜s)Q
h
sdBs +
∫ t
0
∫ 1
0
σxx(s,Xs + θ(X˜s −Xs))dθZhs YsdBs,
I3 =
∫ t
0
hx(s, X˜s)Q
h
sd〈B〉s +
∫ t
0
∫ 1
0
hxx(s,Xs + θ(X˜s −Xs))dθZhs Ysd〈B〉s.
Since bx(t, ·) ∈ Cl,lip(R), t ∈ [0, T ], and is bounded, we have, for some k ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
bx(s, X˜s)Q
h
sds−
∫ t
0
bx(s,Xs)Psds|2]
≤ 2Eˆ[(
∫ T
0
|bx(s, X˜s)||Qhs − Ps|ds)2]
+2Eˆ[(
∫ T
0
|bx(s, X˜)− bx(s,Xs)||Ps|ds)2]
≤ CEˆ[
∫ T
0
|Qhs − Ps|2ds]
+CEˆ[(
∫ T
0
(|X˜s −Xs|+ |X˜s −Xs|k+1 + |Xs|k|X˜s −Xs|)|Ps|ds)2].
For all ε > 0, from 2ab ≤ 1
ε
a2 + εb2, a, b ≥ 0, it follows that,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
bx(s, X˜s)Q
h
sds−
∫ t
0
bx(s,Xs)Psds|2]
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≤ CEˆ[
∫ T
0
|Qhs − Ps|2ds] + Cε
∫ T
0
Eˆ[|Ps|4]ds
+
C
ε
∫ T
0
Eˆ[|X˜s −Xs|4 + |X˜s −Xs|4k+4 + |Xs|4k|X˜s −Xs|4]ds.
Then by virtue of Proposition 3.3 and Proposition 3.4, we obtain
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
bx(s, X˜s)Q
h
sds−
∫ t
0
bx(s,Xs)Psds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds + Cε+
C
ε
(h4 + h4k+4). (3.10)
Since bxx(t, ·) ∈ Cl,lip(R), t ∈ [0, T ] and is bounded, we have, for some l ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxx(s,Xs + θ(X˜s −Xs))dθZhs Ysds−
∫ t
0
bxx(s,Xs)Y
2
s ds|2]
≤ 2Eˆ[(
∫ T
0
∫ 1
0
|bxx(s,Xs + θ(X˜s −Xs))|dθ|Zhs Ys − Y 2s |ds)2]
+2Eˆ[(
∫ T
0
∫ 1
0
|bxx(s,Xs + θ(X˜s −Xs))− bxx(s,Xs)|dθY 2s ds)2]
≤ CEˆ[(
∫ T
0
|Zhs Ys − Y 2s |ds)2]
+CEˆ[(
∫ T
0
(|X˜s −Xs|+ |X˜s −Xs|l+1 + |Xs|l|X˜s −Xs|)Y 2s ds)2].
For all ε > 0, from 2ab ≤ 1
ε
a2 + εb2, a, b ≥ 0, it follows that
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxx(s,Xs + θ(X˜s −Xs))dθZhs Ysds−
∫ t
0
bxx(s,Xs)Y
2
s ds|2]
≤ C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + Cε
∫ T
0
Eˆ[|Ys|4]ds
+
C
ε
∫ T
0
Eˆ[|X˜s −Xs|4 + |X˜s −Xs|4l+4 + |Xs|4l|X˜s −Xs|4]ds.
Then by means of Proposition 3.3 and Proposition 3.4, we obtain
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxx(s,Xs + θ(X˜s −Xs))dθZhs Ysds−
∫ t
0
bxx(s,Xs)Y
2
s ds|2]
≤ C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + Cε+
C
ε
(h4 + h4l+4). (3.11)
From (3.10) and (3.11) it follows that
Eˆ[ sup
t∈[0,T ]
|I1 −
∫ t
0
bx(s,Xs)Psds−
∫ t
0
bxx(s,Xs)Y
2
s ds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds+ Cε+
C
ε
(h4 + h4k+4 + h4l+4) +
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4].
Using similar arguments we obtain, for some m,n ∈ N,
Eˆ[ sup
t∈[0,T ]
|I2 −
∫ t
0
σx(s,Xs)PsdBs −
∫ t
0
σxx(s,Xs)Y
2
s dBs|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds + Cε+
C
ε
(h4 + h4m+4 + h4n+4) +
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4].
and for some p, q ∈ N,
Eˆ[ sup
t∈[0,T ]
|I3 −
∫ t
0
hx(s,Xs)Psd〈B〉s −
∫ t
0
hxx(s,Xs)Y
2
s d〈B〉s|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds +Cε+
C
ε
(h4 + h4p+4 + h4q+4) +
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4].
Then the above inequalities yield
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds +
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4]
+Cε+
C
ε
(h4 + h4k+4 + h4l+4 + h4m+4 + h4n+4 + h4p+4 + h4q+4),
and Gronwall’s inequality yields
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2] ≤ Cε+
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4]
+
C
ε
(h4 + h4k+4 + h4l+4 + h4m+4 + h4n+4 + h4p+4 + h4q+4).
By Remark 3.6 we get
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2] ≤ Cε.
Therefore,
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2] = 0. (3.12)
The proof is complete. 
4 Differentiability of solutions of SDEs driven by the G-Brownian
motion with respect to the parameter
The aim of this section is to study the differentiability of solutions of stochastic differential
equations driven by the G-Brownian motion with respect to the parameter. We consider the
following stochastic differential equation depending on the parameter:
Xαt = x(α) +
∫ t
0
b(α, s,Xαs )ds +
∫ t
0
σ(α, s,Xαs )dBs +
∫ t
0
h(α, s,Xαs )d〈B〉s, t ∈ [0, T ], (4.1)
where the initial condition α 7→ x(α) : R 7→ R is given. Let us make the following assumptions:
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(H4.1) The functions x, b, σ, h : R × [0, T ] × R 7→ R are Lipschitz in x and α, uniformly with
respect to t ∈ [0, T ].
Proposition 4.1 Under the assumption (H4.1), {Xαt } is continuous in L2G with respect to α.
Proof: Let α, β ∈ R, and t ∈ [0, T ]. From the stochastic differential equation (4.1), Lemma
2.10, the subadditivity of G-expectation and (H4.1), we have
Eˆ[|Xαt −Xβt |2] ≤ 4
(
|x(α) − x(β)|2 + Eˆ
[
|
∫ t
0
[
b(α,Xαs )− b(β,Xβs )
]
ds|2
]
+Eˆ
[
|
∫ t
0
[
σ(α,Xαs )− σ(β,Xβs )
]
dBs|2
]
+Eˆ
[
|
∫ t
0
[
h(α,Xαs )− h(β,Xβs )
]
d〈B〉s|2
])
≤ C
(
|α− β|2 +
∫ t
0
Eˆ
[
|Xαs −Xβs |2
]
ds
)
.
Thanks to Gronwall’s inequality we get
Eˆ[|Xαt −Xβt |2] ≤ C|α− β|2, t ∈ [0, T ], (4.2)
then we get the desired result. 
Proposition 4.2 Under the assumption (H4.1), we have the following estimate for the solution
X of SDE (4.1): for all p ≥ 0 and r ∈ [0, T ],
Eˆ[ sup
t∈[0,r]
|Xαt |p] ≤ C < +∞.
Here, the constant C = C(p, r, α, L).
Proposition 4.3 Let us assume (H4.1). Then for every p ≥ 2, there exists a positive constant
C such that
Eˆ[ sup
t∈[0,T ]
|Xαt −Xβt |p] ≤ C|α− β|p, for all t ∈ [0, T ].
Here C = C(p, T, L).
The proofs of the above propositions are similar to the proof of Proposition 3.3. We omit it
here.
Theorem 4.4 For t ∈ [0, T ], if bx(·, t, ·), σx(·, t, ·), hx(·, t, ·), bα(·, t, ·), σα(·, t, ·), hα(·, t, ·) ∈ Cl,lip(R2),
bx(·, t, ·), σx(·, t, ·), hx(·, t, ·) are bounded and x(·) is differentiable, then Xαt is differentiable in
L2G with respect to α. Moreover, for all t ∈ [0, T ], Y αt := ∂X
α
t
∂α
satisfies the following stochastic
differential equation
Y αt = x
′(α) +
∫ t
0
bx(α, s,X
α
s )Y
α
s ds +
∫ t
0
σx(α, s,X
α
s )Y
α
s dBs +
∫ t
0
hx(α, s,X
α
s )Y
α
s d〈B〉s
+
∫ t
0
bα(α, s,X
α
s )ds+
∫ t
0
σα(α, s,X
α
s )dBs +
∫ t
0
hα(α, s,X
α
s )d〈B〉s.
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Proof: Let h 6= 0 be small. For simplicity, we put
Xt := X
α
t , Yt := Y
α
t , X˜t := X
α+h
t , Z
h
t :=
X˜t −Xt
h
.
Then we have
Zht =
x(α+ h)− x(α)
h
+
1
h
∫ t
0
[b(α+ h, s, X˜s)− b(α, s,Xs)]ds
+
1
h
∫ t
0
[σ(α + h, s, X˜s)− σ(α, s,Xs)]dBs
+
1
h
∫ t
0
[h(α + h, s, X˜s)− h(α, s,Xs)]d〈B〉s (4.3)
=
x(α+ h)− x(α)
h
+ I1 + I2 + I3,
where
I1 =
1
h
∫ t
0
[b(α+ h, s, X˜s)− b(α, s, X˜s)]ds+ 1
h
∫ t
0
[b(α, s, X˜s)− b(α, s,Xs)]ds,
I2 =
1
h
∫ t
0
[σ(α+ h, s, X˜s)− σ(α, s, X˜s)]dBs + 1
h
∫ t
0
[σ(α, s, X˜s)− σ(α, s,Xs)]dBs,
I3 =
1
h
∫ t
0
[h(α+ h, s, X˜s)− h(α, s, X˜s)]d〈B〉s + 1
h
∫ t
0
[h(α, s, X˜s)− h(α, s,Xs)]d〈B〉s.
Since bx(·, t, ·), bα(·, t, ·) ∈ Cl,lip(R2), t ∈ [0, T ], we have
I1 =
∫ t
0
∫ 1
0
bα(α+ θh, s, X˜s)dθds+
∫ t
0
∫ 1
0
bx(α, s,Xs + θ(X˜s −Xs))dθZhs ds.
Therefore, for some k ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bα(α+ θh, s, X˜s)dθds−
∫ t
0
bα(α, s,Xs)ds|2]
≤ CEˆ[
∫ T
0
∫ 1
0
|bα(α + θh, s, X˜s)− bα(α, s, X˜s)|2dθds]
+CEˆ[
∫ T
0
|bα(α, s, X˜s)− bα(α, s,Xs)|2ds]
≤ C(h2 + h2k+2)
+C
∫ T
0
Eˆ[(|X˜s −Xs|+ |X˜s −Xs|k+1 + |Xs|k|X˜s −Xs|)2]ds,
and by Proposition 4.2 and Proposition 4.3 we obtain
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bα(α+ θh, s, X˜s)dθds−
∫ t
0
bα(α, s,Xs)ds|2]
≤ C(h2 + h2k+2).
Using the argument similar to the proof of Theorem 3.5, we get for some l ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bx(α, s,Xs + θ(X˜s −Xs))dθZhs ds−
∫ t
0
bx(α, s,Xs)Ysds|2]
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≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds+ Cε+
C
ε
(h4 + h4l+4).
Consequently,
Eˆ[ sup
t∈[0,T ]
|I1 −
∫ t
0
bα(α, s,Xs)ds−
∫ t
0
bx(α, s,Xs)Ysds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds +Cε+
C
ε
(h4 + h4l+4) + C(h2 + h2l+2).
By similar arguments, we have for some m,n ∈ N,
Eˆ[ sup
t∈[0,T ]
|I2 −
∫ t
0
σx(s,Xs)YsdBs −
∫ t
0
σα(α, s,Xs)dBs|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds + Cε+
C
ε
(h4 + h4n+4) + C(h2 + h2m+2).
and for some p, q ∈ N,
Eˆ[ sup
t∈[0,T ]
|I3 −
∫ t
0
hx(s,Xs)Ysd〈B〉s −
∫ t
0
hα(α, s,Xs)d〈B〉s|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds + Cε+
C
ε
(h4 + h4q+4) + C(h2 + h2p+2).
Then the above inequalities yield
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Zhr − Yr|2]ds + Cε+
C
ε
(h4 + h4l+4 + h4n+4 + h4q+4)
+C(h2 + h2k+2 + h2m+2 + h2p+2).
Therefore, from Gronwall’s inequality it follows that
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2] ≤ Cε+
C
ε
(h4 + h4l+4 + h4n+4 + h4q+4)
+C(h2 + h2k+2 + h2m+2 + h2p+2).
Letting h→ 0, we get
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2] ≤ Cε.
Therefore,
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|2] = 0. (4.4)
The proof is complete. 
Remark 4.5 We can check that the following holds true in the proof of the above theorem,
which we will use in what follows.
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Zht − Yt|4] = 0.
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Proposition 4.6 Under the conditions of Theorem 4.4, if x(·) is continuously differentiable,
then
∂Xαt
∂α
is continuous with respect to t in L2G.
Proof: We use the same notations as those in the proof of Theorem 4.4. For all t ∈ [0, T ],
by the condition of b, σ, h and Proposition 4.3, we have
Eˆ[|Zht |2] ≤ 4 +
4
h2
Eˆ[|
∫ t
0
[b(α+ h, s, X˜s)− b(α, s,Xs)]ds|2]
+
4
h2
Eˆ[|
∫ t
0
[σ(α + h, s, X˜s)− σ(α, s,Xs)]dBs|2]
+
4
h2
Eˆ[|
∫ t
0
[h(α + h, s, X˜s)− h(α, s,Xs)]d〈B〉s|2]
≤ 4 + 4t
h2
∫ t
0
Eˆ[b(α+ h, s, X˜s)− b(α, s,Xs)]2]ds
+
4
h2
∫ t
0
Eˆ[|σ(α + h, s, X˜s)− σ(α, s,Xs)|2]ds
+
4t
h2
∫ t
0
Eˆ[|h(α + h, s, X˜s)− h(α, s,Xs)|2]ds
≤ 4 + C
h2
∫ t
0
Eˆ[|X˜s −Xs|2]ds
≤ C,
where C is a constant depending on T and Lipschitz constant of b, σ, h. Therefore, from (4.4)
we have
Eˆ[|Yt|2] ≤ 2Eˆ[|Yt − Zht |2] + 2Eˆ[|Zht |2] ≤ C <∞.
Without loss of generality, we suppose that 0 ≤ r ≤ t ≤ T . By (4.3) we have
Eˆ[|Zht − Zhr |2] ≤
3
h2
Eˆ[|
∫ t
r
[b(α+ h, s, X˜s)− b(α, s,Xs)]ds|2]
+
3
h2
Eˆ[|
∫ t
r
[σ(α+ h, s, X˜s)− σ(α, s,Xs)]dBs|2]
+
3
h2
Eˆ[|
∫ t
r
[h(α+ h, s, X˜s)− h(α, s,Xs)]d〈B〉s|2].
Then by virtue of Lipschitz condition of b and Proposition 4.3, we obtain
1
h2
Eˆ[|
∫ t
r
[b(α+ h, s, X˜s)− b(α, s,Xs)]ds|2]
≤ t− r
h2
∫ t
r
Eˆ[|b(α + h, s, X˜s)− b(α, s,Xs)|2]ds
≤ C(t− r)
h2
∫ t
r
Eˆ[|X˜s −Xs|2 + h2]ds
≤ C(t− r)2,
where C is a constant which is independent of t, r. By a similar argument we obtain
1
h2
Eˆ[|
∫ t
r
[σ(α+ h, s, X˜s)− σ(α, s,Xs)]dBs|2] ≤ C(t− r),
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and
1
h2
Eˆ[|
∫ t
r
[h(α + h, s, X˜s)− h(α, s,Xs)]d〈B〉s|2] ≤ C(t− r)2.
Then the above inequalities yield
Eˆ[|Zht − Zhr |2] ≤ K(t− r). (4.5)
Therefore, by (4.4) and (4.5) we have
Eˆ[|Yt − Ys|2] ≤ 3Eˆ[|Yt − Zht |2] + 3Eˆ[|Zht − Zhs |2] + 3Eˆ[|Zhs − Ys|2]
→ 0,
as t→ s. The proof is complete. 
Proposition 4.7 Under the conditions of Theorem 4.4, if x(·) is continuously differentiable,
then
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Y αt − Y α+ht |2] = 0.
Proof: Let h 6= 0 be small. For simplicity, we put
Xt := X
α
t , X˜t := X
α+h
t , Yt := Y
α
t , Y˜t := Y
α+h
t .
Then we have
Y˜t − Yt = x′(α+ h)− x′(α) + I1 + I2 + I3,
where
I1 =
∫ t
0
[bx(α+ h, s, X˜s)Y˜s − bx(α, s,Xs)Ys]ds+
∫ t
0
[bα(α + h, s, X˜s)− bα(α, s,Xs)]ds,
I2 =
∫ t
0
[σx(α+ h, s, X˜s)Y˜s − σx(α, s,Xs)Ys]dBs +
∫ t
0
[σα(α+ h, s, X˜s)− σα(α, s,Xs)]dBs,
I3 =
∫ t
0
[hx(α+ h, s, X˜s)Y˜s − hx(α, s,Xs)Ys]d〈B〉s +
∫ t
0
[hα(α+ h, s, X˜s)− hαα, s,Xs)]d〈B〉s.
For all ε > 0, from 2ab ≤ 1
ε
a2 + εb2, a, b ≥ 0, it follows that for some k ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
[bx(α+ h, s, X˜s)Y˜s − bx(α, s,Xs)Ys]ds|2]
≤ 2Eˆ[|
∫ T
0
[bx(α+ h, s, X˜s)(Y˜s − Ys)]ds|2]
+2Eˆ[|
∫ T
0
[bx(α+ h, s, X˜s)− bx(α, s,Xs)]Ysds|2]
≤ CEˆ
[ ∫ T
0
|Y˜s − Ys|2ds
]
+ C(h2 + h2k+2)
∫ T
0
Eˆ[|Ys|2]ds+ Cε
∫ T
0
Eˆ[|Ys|4]ds
+
C
ε
∫ T
0
Eˆ[|X˜s −Xs|4 + |X˜s −Xs|4k+4 + |Xs|4k|X˜s −Xs|4]ds.
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Then by virtue of Proposition 4.2 and Proposition 4.3, we obtain
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
[bx(α+ h, s, X˜s)− bx(α, s,Xs)]ds|2]
≤ CEˆ[
∫ T
0
|Y˜s − Ys|2ds] + C(h2 + h2k+2) + Cε+ C
ε
(h4 + h4k+4).
On the other hand, for some l ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
[bα(α+ h, s, X˜s)− bα(α, s,Xs)]ds|2]
≤ C(h2 + h2l+2) + C
∫ T
0
Eˆ[|X˜s −Xs|2 + |X˜s −Xs|2l+2 + |Xs|2l|X˜s −Xs|2]ds
≤ C(h2 + h2l+2).
Therefore,
Eˆ[ sup
t∈[0,T ]
|I1|2] ≤ CEˆ[
∫ T
0
|Y˜s − Ys|2ds] + C(h2 + h2k+2 + h2l+2) + Cε+ C
ε
(h4 + h4k+4).
Similarly, we have for some m,n ∈ N,
Eˆ[ sup
t∈[0,T ]
|I2|2] ≤ CEˆ[
∫ T
0
|Y˜s − Ys|2ds] + C(h2 + h2m+2 + h2n+2) + Cε+ C
ε
(h4 + h4m+4),
and for some p, q ∈ N,
Eˆ[ sup
t∈[0,T ]
|I2|2] ≤ CEˆ[
∫ T
0
|Y˜s − Ys|2ds] + C(h2 + h2p+2 + h2q+2) + Cε+ C
ε
(h4 + h4p+4).
Thus,
Eˆ[ sup
t∈[0,T ]
|Y˜t − Yt|2] ≤ CEˆ[
∫ T
0
sup
r∈[0,s]
|Y˜r − Yr|2ds] + C
ε
(h4 + h4k+4 + h4m+4 + h4p+4)
+C(h2 + h2k+2 + h2l+2 + h2m+2 + h2n+2 + h2p+2 + h2q+2)
+Cε+ |x′(α+ h)− x′(α)|2.
Due to Gronwall’s inequality we get
Eˆ[ sup
t∈[0,T ]
|Y˜t − Yt|2] ≤ C
ε
(h4 + h4k+4 + h4m+4 + h4p+4) + Cε+ |x′(α+ h)− x′(α)|2
+C(h2 + h2k+2 + h2l+2 + h2m+2 + h2n+2 + h2p+2 + h2q+2).
Letting h→ 0, we get
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Y˜t − Yt|2] ≤ Cε.
Consequently,
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Y˜t − Yt|2] = 0.
The proof is complete. 
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Theorem 4.8 Under the condition of Theorem 4.4, x(·) is twice differentiable and for all
t ∈ [0, T ], bxx(·, t, ·), bxα(·, t, ·), σxx(·, t, ·), σxα(·, t, ·), hxx(·, t, ·), hxα(·, t, ·) ∈ Cl,lip(R2) and are
bounded, then
∂Xαt
∂α
is continuously differentiable in L2G with respect to α. Moreover, P
α
t :=
∂2Xαt
∂α2
satisfies the following stochastic differential equation
Pαt = x
′′(α) +
∫ t
0
bxx(α, s,X
α
s )(Y
α
s )
2ds+
∫ t
0
σxx(α, s,X
α
s )(Y
α
s )
2dBs
+
∫ t
0
hxx(α, s,X
α
s )(Y
α
s )
2d〈B〉s +
∫ t
0
bx(α, s,X
α
s )P
α
s ds+
∫ t
0
σx(α, s,X
α
s )P
α
s dBs
+
∫ t
0
hx(α, s,X
α
s )P
α
s d〈B〉s + 2
∫ t
0
bxα(α, s,X
α
s )Y
α
s ds
+2
∫ t
0
σxα(α, s,X
α
s )Y
α
s dBs + 2
∫ t
0
hxα(α, s,X
α
s )Y
α
s d〈B〉s
+
∫ t
0
bαα(α, s,X
α
s )ds+
∫ t
0
σαα(α, s,X
α
s )dBs +
∫ t
0
hαα(α, s,X
α
s )d〈B〉s, (4.6)
where Y αt is defined in Theorem 4.4.
Proof: Let h 6= 0 be small. We use the same notations as Theorem 4.4. For simplicity, we
also put
Pt := P
α
t , Q
h
t :=
Y˜t − Yt
h
.
Then we have
Qht =
x(α+ h)− x(α)
h
+ I1 + I2 + I3,
where
I1 =
1
h
∫ t
0
[bx(α+ h, s, X˜s)Y˜s − bx(α, s,Xs)Ys]ds
+
1
h
∫ t
0
[bα(α+ h, s, X˜s)− bα(α, s,Xs)]ds,
I2 =
1
h
∫ t
0
[σx(α+ h, s, X˜s)Y˜s − σx(α, s,Xs)Ys]dBs
+
1
h
∫ t
0
[σα(α+ h, s, X˜s)− σα(α, s,Xs)]dBs,
I3 =
1
h
∫ t
0
[hx(α+ h, s, X˜s)Y˜s − hx(s,Xs)Ys]d〈B〉s
+
1
h
∫ t
0
[hα(α+ h, s, X˜s)− hα(α, s,Xs)]d〈B〉s.
We divide the proof into several steps.
Step 1: Since bxα(·, t, ·) ∈ Cl,lip(R2), for all t ∈ [0, T ], we have
1
h
∫ t
0
[bx(α+ h, s, X˜s)Y˜s − bx(α, s, X˜s)Y˜s]ds =
∫ t
0
∫ 1
0
bxα(α+ θh, s, X˜s)dθY˜sds.
Then for some k ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxα(α+ θh, s, X˜s)dθY˜sds −
∫ t
0
bxα(α, s,Xs)Ysds|2]
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≤ 2Eˆ[(
∫ T
0
∫ 1
0
|bxα(α+ θh, s, X˜s)|dθ|Y˜s − Ys|ds)2]
+2Eˆ[(
∫ T
0
∫ 1
0
|bxα(α+ θh, s, X˜s)− bxα(α, s,Xs)|dθ|Ys|ds)2]
≤ CEˆ[
∫ T
0
|Y˜s − Ys|2ds] + C(h2 + h2k+2)
∫ T
0
Eˆ[|Ys|2]ds
+CEˆ[(
∫ T
0
(|X˜s −Xs|+ |X˜s −Xs|k+1 + |Xs|k|X˜s −Xs|)|Ys|ds)2].
For all ε > 0, from 2ab ≤ 1
ε
a2+ εb2, a, b ≥ 0, Proposition 4.2 and Proposition 4.3, it follows that
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxα(α+ θh, s, X˜s)dθY˜sds −
∫ t
0
bxα(α, s,Xs)Ysds|2]
≤ CEˆ[ sup
s∈[0,T ]
|Y˜s − Ys|2] + C(h2 + h2k+2) + Cε+ C
ε
(h4 + h4k+4).
Step 2: Since
1
h
∫ t
0
[bx(α, s, X˜s)Y˜s − bx(α, s, X˜s)Ys]ds =
∫ t
0
bx(α, s, X˜s)Q
h
sds,
then we have for some l ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
bx(α, s, X˜s)Q
h
sds−
∫ t
0
bx(α, s,Xs)Psds|2]
≤ CEˆ[
∫ T
0
|bx(α, s, X˜s)|2|Qhs − Ps|2ds]
+CEˆ[
∫ T
0
|bx(α, s, X˜s)− bx(α, s,Xs)|2|Ps|2ds]
≤ CEˆ[
∫ T
0
|Qhs − Ps|2ds] +Cε
∫ T
0
Eˆ[|Ps|4]ds
+
C
ε
∫ T
0
Eˆ[|X˜s −Xs|4 + |X˜s −Xs|4l+4 + |Xs|4l|X˜s −Xs|4]ds.
Thus, by virtue of Proposition 4.2 and Proposition 4.3, we obtain
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
bx(α, s, X˜s)Q
h
sds−
∫ t
0
bx(α, s,Xs)Psds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds + Cε+
C
ε
(h4 + h4l+4).
Step 3: Since
1
h
∫ t
0
[bx(α, s, X˜s)Ys − bx(α, s,Xs)Ys]ds =
∫ t
0
∫ 1
0
bxx(α, s,Xs + θ(X˜s −Xs))dθYsZhs ds,
then we have for some m ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxx(α, s,Xs + θ(X˜s −Xs))dθZhs Ysds−
∫ t
0
bxx(α, s,Xs)Y
2
s ds|2]
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≤ 2Eˆ[(
∫ T
0
∫ 1
0
|bxx(α, s,Xs + θ(X˜s −Xs))|dθ|Zhs Ys − Y 2s |ds)2]
+2Eˆ[(
∫ T
0
∫ 1
0
|bxx(α, s,Xs + θ(X˜s −Xs))− bxx(α, s,Xxs )|dθY 2s ds)2]
≤ CEˆ[(
∫ T
0
|Zhs Ys − Y 2s |ds)2]
+CEˆ[(
∫ T
0
(|X˜s −Xs|+ |X˜s −Xs|m+1 + |Xs|m|X˜s −Xs|)Y 2s ds)2].
For all ε > 0, from 2ab ≤ 1
ε
a2 + εb2, a, b ≥ 0, it follows that
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxx(α, s,Xs + θ(X˜s −Xs))dθZhs Ysds−
∫ t
0
bxx(α, s,Xs)Y
2
s ds|2]
≤ C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + Cε
+
C
ε
∫ T
0
Eˆ[|X˜s −Xs|4 + |X˜s −Xs|4m+4 + |Xs|4m|X˜s −Xs|4]ds.
Using again Proposition 4.2 and Proposition 4.3, we obtain
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxx(α, s,Xs + θ(X˜s −Xs))dθZhs Ysds−
∫ t
0
bxx(α, s,Xs)Y
2
s ds|2]
≤ C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + Cε+
C
ε
(h4 + h4m+4).
Step 4: Since
1
h
∫ t
0
[bα(α+ h, s, X˜s)− bα(α, s, X˜s)]ds =
∫ t
0
∫ 1
0
bαα(α+ θh, s, X˜s)dθds,
then we have for some n ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bαα(α+ θh, s, X˜s)dθds−
∫ t
0
bαα(α, s,Xs)ds|2]
≤ CEˆ[
∫ T
0
∫ 1
0
|bαα(α+ θh, s,Xs)− bαα(α, s,Xs)|2dθds]
≤ C(h2 + h2n+2).
Step 5: Since
1
h
∫ t
0
[bα(α, s, X˜s)− bα(α, s,Xs)]ds =
∫ t
0
∫ 1
0
bxα(α, s, (Xs + θ(X˜s −Xs)))dθZhs ds,
then we have for some k ∈ N,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
∫ 1
0
bxα(α, s, (Xs + θ(X˜s −Xs)))dθZhs ds−
∫ t
0
bxα(α, s,Xs)Ysds|2]
≤ 2Eˆ[(
∫ T
0
∫ 1
0
|bxα(α, s, (Xs + θ(X˜s −Xs)))|dθ|Zhs − Ys|ds)2]
+Eˆ[(
∫ T
0
∫ 1
0
|bxα(α, s, (Xs + θ(X˜s −Xs))) − bxα(α, s,Xs)|dθYsds)2]
21
≤ C(h2 + h2k+2).
From Step 1-Step 5 it follows that
Eˆ[ sup
t∈[0,T ]
|I1 − 2
∫ t
0
bxα(α, s,Xs)Ysds −
∫ t
0
bx(α, s,Xs)Psds
−
∫ t
0
bαα(α, s,Xs)ds −
∫ t
0
bxx(α, s,Xs)Y
2
s ds|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds+ Cε+
C
ε
(h4 + h4l+4 + h4m+4 + h4k+4)
+
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + C(h2 + h2n+2 + h2k+2) + CEˆ[ sup
s∈[0,T ]
|Y˜s − Ys|2].
Using similar arguments we obtain that for some k1, l1,m1, n1 ∈ N,
Eˆ[ sup
t∈[0,T ]
|I2 − 2
∫ t
0
σxα(α, s,Xs)YsdBs −
∫ t
0
σx(α, s,Xs)PsdBs
−
∫ t
0
σαα(α, s,Xs)dBs −
∫ t
0
σxx(α, s,Xs)Y
2
s dBs|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds+ Cε+
C
ε
(h4 + h4l1+4 + h4m1+4 + h4k1+4)
+
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + C(h2 + h2n1+2 + h2k1+2) + CEˆ[ sup
s∈[0,T ]
|Y˜s − Ys|2].
and for some k2, l2,m2, n2 ∈ N,
Eˆ[ sup
t∈[0,T ]
|I3 − 2
∫ t
0
hxα(α, s,Xs)Ysd〈B〉s −
∫ t
0
hx(α, s,Xs)Psd〈B〉s
−
∫ t
0
hαα(α, s,Xs)d〈B〉s −
∫ t
0
hxx(α, s,Xs)Y
2
s d〈B〉s|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds+ Cε+
C
ε
(h4 + h4l2+4 + h4m2+4 + h4k2+4)
+
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + C(h2 + h2n2+2 + h2k2+2) + CEˆ[ sup
s∈[0,T ]
|Y˜s − Ys|2].
Then (4.6) and the above inequalities yield
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2]
≤ C
∫ T
0
Eˆ[ sup
r∈[0,s]
|Qhr − Pr|2]ds+
C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] +Cε
+
C
ε
(h4 + h4l+4 + h4m+4 + h4k+4 + h4l1+4 + h4m1+4 + h4k1+4 + h4l2+4 + h4m2+4 + h4k2+4)
+C(h2 + h2n+2 + h2k+2 + h2n1+2 + h2k1+2 + h2n2+2 + h2k2+2) + CEˆ[ sup
s∈[0,T ]
|Y˜s − Ys|2].
Thus, from Gronwall’s inequality it follows that
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2]
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≤ C
ε
Eˆ[ sup
t∈[0,T ]
|Zhs − Ys|4] + Cε+ C(h2 + h2n+2 + h2k+2 + h2n1+2 + h2k1+2 + h2n2+2 + h2k2+2)
+
C
ε
(h4 + h4l+4 + h4m+4 + h4k+4 + h4l1+4 + h4m1+4 + h4k1+4 + h4l2+4 + h4m2+4 + h4k2+4)
+CEˆ[ sup
s∈[0,T ]
|Y˜s − Ys|2].
Then by Remark 4.5 and Proposition 4.7, we get
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2] ≤ Cε.
Therefore,
lim
h→0
Eˆ[ sup
t∈[0,T ]
|Qht − Pt|2] = 0.
The proof is complete. 
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