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Abstrat
An optimal ontrol problem for time-varying, nonlinear dierential equations with state-
dependent ontrol onstraints is onsidered, the data may be nonsmooth. A weak maximum
priniple is derived in ase of equality mixed onstraints and pointwise set onstraints im-
posed only on some omponents of the ontrol variable. This result is then applied to derive
another weak maximum priniple for problems with both equality and inequality mixed on-
straints. The essential assumption is a full rankness ondition imposed on the onstraints.
Additionally, a lemma shows how the results are related to previous ontributions.
Key words and phrases: Optimal ontrol, mixed onstraints, maximum priniple, nonsmooth anal-
ysis, weak minimizers.
1 Introdution
Optimality onditions for ontrol problems with mixed state-ontrol onstraints have been the
fous of attention for a long time. In partiular, the subjet of neessary onditions in the form
of maximum priniples have been addressed by a number of authors; see for example [1℄, [2℄, [3℄,
[4℄, to name but a few. Weak maximum priniples, whih apply to weak loal solutions, overing
problems with possibly nonsmooth data, have been onsidered in [5℄ and, in a more general
setting, in [3℄. For nonsmooth problems, strong maximum priniples, whih in turn apply to
\strong" loal solutions, have also reeived some attention reently (see [6℄ and [7℄).
Various reent results, inluding those of the present paper, an be aptured as speial ases
of the following optimal ontrol problem with mixed onstraints, also known as state-dependent
1
ontrol onstraints:
(P)
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
Minimize l(x(a); x(b))
subjet to
_x(t) = f(t; x(t); u(t); v(t)) for a.a. t 2 [a; b℄
0 = b(t; x(t); u(t); v(t)) for a.a. t 2 [a; b℄
0  g(t; x(t); u(t); v(t)) for a.a. t 2 [a; b℄
(u(t); v(t)) 2 U(t) V (t) for a.a. t 2 [a; b℄
(x(a); x(b)) 2 C
where l : R
n
 R
n
! R, f : [a; b℄  R
n
 R
k
u
 R
k
v
! R
n
, b : [a; b℄  R
n
 R
k
u
 R
k
v
! R
m
b
,
g : [a; b℄R
n
R
k
u
R
k
v
! R
m
g
, U : [a; b℄! R
k
u
and V : [a; b℄! R
k
v
are given multifuntions
and C  R
n
 R
n
a given set. Throughout this paper we assume that k
u
+ k
v
 m
b
+m
g
.
We seek optimality neessary onditions in the form of a weak maximum priniple whih apply
to various speial ases of problem (P ). We are partiularly interested in generalizing lassial
results (see [1℄ and [2℄) to over problems with possibly nonsmooth data.
Usually one has m
b
 1, m
g
 1 and, for all t 2 [a; b℄, U(t)  R
k
u
or V (t)  R
k
v
. However,
we allow for m
b
, m
g
= 0, U(t) = R
k
u
, or V (t) = R
k
v
to signify the ase where there are no
expliit equality or inequality state-ontrol onstraints or no pointwise set onstraints on some
omponents of the ontrol variable.
Weak loal solutions are dened as follows.
Denition 1.1 A proess (x; u; v) of (P), i.e., a triple of an absolutely ontinuous funtion
x : [a; b℄  ! R
n
and Lebesgue measurable funtions u : [a; b℄  ! R
k
u
, v : [a; b℄  ! R
k
v
satisfying the onstraints of (P), is alled a weak loal minimizer if, and only if, there exists
some " > 0, suh that it minimizes the ost over all proesses (x; u; v) of (P) whih satisfy
(x(t); u(t); v(t)) 2 T
"
(t); for a.a. t 2 [a; b℄;
where
T
"
(t) =
 
x(t) + "

B


 
U(t) \ (u(t) + "

B)


 
V (t) \ (v(t) + "

B)

; (1.1)
and

B denotes the losed unit ball. 2
A standard approah to obtain neessary onditions for optimal ontrol problems involving mixed
onstraints in the form of inequalities is as follows. Derive onditions for problems with only
equality onstraints whih are then applied to an \auxiliary problem" assoiated with (P) where
inequalities are transformed into equalities by ontrol augmentation. In fat, the inequality
g(t; x(t); u(t))  0
2
an be replaed by equality onstraints and pointwise set onstraints on the ontrol variable by
g
 
t; x(t); u(t)

+ v(t) = 0 and v(t)  0:
Neessary onditions have previously been derived assuming that a ertain matrix F (t) has full
rank in the sense that detF (t)F (t)
T
 L for a.a. t 2 [a; b℄, for some L > 0. The full rankness
ondition has been imposed on the Jaobi matrix (see [1℄ and [2℄)
r
u
[b; g℄(t; x(t); u(t); v(t)) (1.2)
or on the matrix (see [8℄)
(t) =
"
b
u
(t; x(t); u(t); v(t))
g
I

(t)
u
(t; x(t); u(t); v(t))
#
;I

(t) =

i 2 f1; : : : ;m
g
g


g
i
(t; x(t); u(t); v(t))   
	
; (1.3)
where  > 0 and g
I

(t)
u
 
t; x(t); u(t); v(t)

denotes the matrix we obtain after removing from
g
u
(t; x(t); u(t); v(t)) all the rows of index i =2 I

(t).
Suh rankness onditions, together with onditions enforing ontinuity of the data with respet
to t, permit the appliation of lassial Impliit Funtion theorems, thereby allowing the removal
of the state-dependent ontrol onstraints.
An exeption is to be found in a paper by Pales and Zeidan [3℄. They prove a multiplier rule
for an abstrat nonsmooth problem with mixed and pure onstraints, and then derive neessary
onditions. In the absene of pure state onstraints, the weak maximum priniple obtained in
this way is validated with the full rankness imposed on
(t) =
"
b
u
(t; x(t); u(t); v(t)) 0
g
u
(t; x(t); u(t); v(t)) diag f g
i
(t; x(t); u(t); v(t))g
i2f1;:::;m
g
g
#
: (1.4)
In the present paper we prove, rst, a weak maximum priniple for optimal ontrol problems
with equality mixed onstraints (m
g
= 0) and pointwise set onstraints imposed only on some
omponents of the ontrol variable (U(t) = R
k
u
, k
v
 1) following the standard approah. Sine
a previous weak maximum priniple for nonsmooth problems involving equality onstraints
[5℄ holds in the absene of pointwise set onstraints in the ontrol variable, we extend suh
result to treat problems for whih some pointwise set ontraints on the ontrol are also present.
Dierent to previous work, we assume only measurability of the data with respet to t. Thus,
a sharpened variant of the Impliit Funtion Theorem, a Uniform Impliit Funtion Theorem
previously obtained in [9℄, must be used. Seondly, we provide a weak maximum priniple for
the partiular ase that U(t) = R
k
u
in (P ) under the full rankness ondition of the matrix (1.4)
as in [3℄. By ontrast, we onsider pointwise set onstraints in some omponents of the ontrol
variable w = (u; v) and relax some of the smoothness assumptions on the dynamis.
Finally, a tehnial lemma is given and used to ompare the dierent full rankness onditions
3
on the literature. In the presene of both inequality and equality state-ontrol onstraints, a
restrition on the generality of our results is the assumption that U(t) = R
k
u
. Nonetheless ,
these problems are of interest when higher order onditions are onsidered.
A notable feature of the proofs in this paper is that they provide a simple and transparent
derivation of neessary onditions, whih might also be worth knowing for lassial seond order
onditions.
2 Preliminaries
The notation r  0 means that eah omponent r
i
of r 2 R
r
is nonnegative. h; i denotes the
Eulidean salar produt on nite dimensional vetor spae R
k
, j  j=
p
h; i the Eulidean
norm, and j  j the indued matrix norm on R
mk
. We set
R
m
0
=

x 2 R
m


x
i
 0 for i = 1; : : : ;m
	
and R
m
0
aordingly. The Eulidean distane funtion with respet to A  R
k
is
d
A
: R
k
! R; y 7! d
A
(y) = inf fjy   xj : x 2 Ag:
We will often refer to the ontrol variable as being w whenever we do not want to distinguish
between omponents. In that ase, a weak loal minimizer will be denote by (x; w), the ontrol
set will be W (t)  R
k
, k = k
u
+ k
v
, and the set (1.1) will be written as
T
"
(t) =
 
x(t) + "

B


 
W (t) \ ( w(t) + "

B)

:
The linear spaeW
1;1
([a; b℄;R
p
) denotes the spae of absolutely ontinuous funtions, L
1
([a; b℄;R
p
)
the spae of integrable funtions and L
1
([a; b℄;R
p
) the spae of essentially bounded funtions
from [a; b℄ to R
p
, respetively.
The following variant of a Uniform Impliit Funtion Theorem says that if (t; x
0
(t); u
0
(t)) = 0
almost everywhere, then an impliit funtion '(t; u) exists and the same neighborhood of u
0
an
be hosen for all t. This will be essential in our setup.
Proposition 2.1 (Uniform Impliit Funtion Theorem) ([9℄)
Consider a set T  R
k
, a number  > 0, a family of funtions f 
a
: R
m
 R
n
! R
n
g
a2T
and a
point (u
0
; v
0
) 2 R
m
 R
n
suh that  
a
(u
0
; v
0
) = 0 for all a 2 T . Assume that:
(i)  
a
is ontinuously dierentiable on (u
0
; v
0
) + B for all a 2 T .
(ii) There exists a monotone inreasing funtion  : (0;1) ! (0;1) with (s) # 0 as s # 0
suh that, for all a 2 T , (u
0
; v
0
); (u; v) 2 (u
0
; v
0
) + B,
j r 
a
(u
0
; v
0
) r 
a
(u; v) j  
 
j (u
0
; v
0
)  (u; v) j

:
4
(iii) r
v
 
a
(u
0
; v
0
) is nonsingular for eah a 2 T and there exists  > 0 suh that, for all a 2 T ,
j [r
v
 
a
(u
0
; v
0
)℄
 1
j  :
Then there exist Æ  0 and a family of ontinuously dierentiable funtions
f
a
: u
0
+ ÆB ! v
0
+ Bg
a2T
;
whih are Lipshitz ontinuous with ommon Lipshitz onstant k, suh that, for all a 2 T ,
v
0
= 
a
(u
0
)
 
a
(u; 
a
(u)) = 0 for all u 2 u
0
+ ÆB
r
u

a
(u
0
) =  [r
v
 
a
(u
0
; v
0
)℄
 1
r
u
 
a
(u
0
; v
0
):
The numbers Æ and k depend on ,  and  only.
Furthermore, if T is a Borel set and a 7!  
a
(u; v) is a Borel measurable funtion for eah
(u; v) 2 (u
0
; v
0
) + B, then a 7! 
a
(u) is a Borel measurable funtion for eah u 2 u
0
+ ÆB. 2
We make use of the following onepts from nonsmooth analysis.
Denition 2.2 Let A  R
k
be a losed set and x 2 A. p 2 R
k
is a limiting normal to A at x
if, and only if, there exist p
i
! p and x
i
! x, and a sequene of positive salars fM
i
g
i2N
, suh
that
hp
i
; x  x
i
i  M
i
j x  x
i
j
2
for all x 2 A and for eah i 2 N
(i.e., limiting normals are limits of vetors whih support A at points near x, to seond-order).
The limiting normal one to A at x, written N
A
(x), is the set of all limiting normals to A at x.
Given a lower semiontinuous funtion f : R
k
! R [ f+1g and a point x 2 R
k
suh that
f(x) < +1, the limiting subdierential of f at x, written f(x), is the set
f(x) :=




( 1; ) 2 N
epi ffg
(f(x); x)
	
;
where epi ffg =

(; x)


  f(x)
	
denotes the epigragh set . 2
The above onepts of limiting normal one and limiting subdierential were rst introdued in
[10℄. The full alulus for these onstrutions in nite dimensions are desribed in [11℄ and [12℄.
In the ase that the funtion f is Lipshitz ontinuous near x, the onvex hull of the limiting
subdierential, o f(x), oinides with the (Clarke) generalized gradient, whih may be de-
ned diretly. Properties of generalized gradients (upper semi-ontinuity, sum rules, et.), are
desribed in [13℄.
Throughout this paper we will refer to the following set of hypotheses whih make referene to
a proess (x; w) of (P) and some salar " > 0:
5
(H1) f(; x; w) is measurable for eah (x;w) and f(t; ; ) is Lipshitz ontinuous with Lipshitz
onstant k
f
(t) on T
"
(t) for almost all t 2 [a; b℄ and k
f
is an L
1
-funtion.
(H2) The ost l is Lipshitz ontinuous on a neighborhood of (x(a); x(b)) and C is losed.
(H3) graph W () is Borel measurable and W (t)
T
 
w(t) + "

B

is losed for almost all t 2 [a; b℄.
The following weak maximum priniple for optimal ontrol problems, provided in [14℄, will be
of importane in our analysis.
Proposition 2.3 Let " > 0 and (x; w) denote a weak loal minimizer for (P) with restritions
m
b
= m
g
= k
v
= 0. If (H1)-(H3) are satised and H(t; x; p; u) = hp; f(t; x; u)i denes the
Hamiltonian, then there exist   0, p 2 W
1;1
([a; b℄;R
n
) and  2 L
1
([a; b℄;R
k
u
) suh that, for
almost all t 2 [a; b℄,
+ k p() k
L
1
6= 0
(  _p(t);
_
x(t); (t)) 2 o H(t; x(t); p(t); u(t))
(t) 2 o N
U(t)
(u(t))
(p(a); p(b)) 2 N
C
(x(a); x(b)) + l(x(a); x(b));
where H denotes the subgradient in the (x; p; u) variables. 2
3 Main Results
To simplify notation,

(t) will denote the evaluation of a funtion  at (t; x(t); u(t); v(t)), where
 may be f , b, g or its derivatives.
Let I
a
(t) be the set of indexes of the ative onstraints, i.e.,
I
a
(t) =

i 2 f1; : : : ;m
g
g


g
i
(t; x(t); u(t); v(t)) = 0
	
and its omplement, the set of indexes of the inative onstraints,
I

(t) = f1; : : : ;m
g
g n I
a
(t):
q
a
(t) denotes the ardinal of I
a
(t) and q

(t) be the ardinal of I

(t). Let
g
I
a
(t)
u
 
t; x(t); u(t); v(t)

2 R
q
a
(t)k
u
(if q
a
(t) = 0, then the latter holds vauously) denote the matrix we obtain after removing from
g
u
(t; x(t); u(t); v(t)) all the rows of index i 2 I

(t).
We shall invoke the following additional hypotheses on (P ):
6
(H4) b(; x; u; v) and g(; x; u; v) are measurable for eah (x; u; v). For almost all t 2 [a; b℄,
b(t; ; ; ) and g(t; ; ; ) are ontinuously dierentiable funtions on (x; (t); u(t); v(t)) + "

B.
There exists an inreasing funtion
~
 : R
+
! R
+
,
~
(s) # 0 as s # 0, suh that, for all
(x
0
; u
0
; v
0
),(x; u; v) 2 (x; (t); u(t); v(t)) + "

B and for almost all t 2 [a; b℄,


r
x;u;v
[b; g℄(t; x
0
; u
0
; v
0
) r
x;u;v
[b; g℄(t; x; u; v)



~


j (x
0
; u
0
; v
0
)  (x; u; v) j

:
There exists K
b;g
> 0 suh that, for almost all t 2 [a; b℄,


r
x
[b; g℄
 
t; x(t); u(t); v(t)



+


r
u
[b; g℄
 
t; x(t); u(t); v(t)



+


r
v
[b; g℄
 
t; x(t); u(t); v(t)



 K
b;g
:
(H5) There exists K > 0 suh that
det

(t)
T
(t)
	
 K; for almost all t 2 [a; b℄;
where (t) is dened in (1.4).
The hypotheses (H4) and (H5) permit the appliation of a Uniform Impliit Funtion theorem
as presented in Proposition 2.1. Hypothesis (H4) mainly states that the derivatives of b and g
with respet to state and ontrol must be uniformly ontinuous on a tube around the optimal
solution and be bounded along the optimal solution. A full rankness ondition is ensured by
(H5). Further illustration of (H5) will be given in Lemma 3.3.
Theorem 3.1 (Weak Maximum Priniple for (P) without inequality ontraints)
Let (x; u; v) be a weak loal minimizer for
(P
=
)
8
>
>
>
>
>
<
>
>
>
>
>
>
:
Minimize l(x(a); x(b))
subjet to
_x(t) = f(t; x(t); u(t); v(t)) for a.a. t 2 [a; b℄
0 = b(t; x(t); u(t); v(t)) for a.a. t 2 [a; b℄
(u(t); v(t)) 2 R
k
u
 V (t) for a.a. t 2 [a; b℄
(x(a); x(b)) 2 C:
Assume that, for some " > 0, hypotheses (H1)-(H5) are satised. Note that the matrix (t) in
(H5) simplies to (t) = b
u
(t; x(t); u(t); v(t)) and the Hamiltonian is
H(t; x; p; q; u; v) = hp; f(t; x; u; v)i + hq; b(t; x; u; v)i:
Then there exist p 2 W
1;1
([a; b℄;R
n
),  2 L
1
([a; b℄;R
k
v
) and   0 suh that, for almost all
t 2 [a; b℄,
(i) k p k
L
1
+ 6= 0;
(ii) (  _p(t); 0; (t)) 2 o 
x;u;v
H(t; x(t); p(t); q(t); u(t); v(t));
(iii) (t) 2 oN
V (t)
(v(t));
(iv) (p(a); p(b)) 2 N
C
(x(a); x(b)) + l(x(a); x(b)):
7
Furthermore, there exists an M > 0 suh that



 
(t)(t)
T

 1



M for a.a. t 2 [a; b℄; (3.1)
and
jq(t)j  k
f
(t) M K
b;g
jp(t)j for a.a. t 2 [a; b℄: (3.2)
2
The proof of Theorem 3.1 is given in Setion 4.
We now turn to optimal ontrol problems with mixed state-ontrol onstraints in the form of
equalities and inequalities and we assume that U(t) = R
k
u
.
Theorem 3.2 (Weak Maximum Priniple for (P) with U(t) = R
k
u
)
Let (x; u; v) be a weak loal minimizer for (P) with U(t) = R
k
u
. Assume that, for some " > 0,
hypotheses (H1)-(H5) are satised and that g(; x(); u(); v()) is bounded on [a; b℄. Then there
exist p 2W
1;1
([a; b℄;R
n
), (t) 2 L
1
([a; b℄;R
k
v
) and   0 suh that, for almost all t 2 [a; b℄,
(i) k p k
L
1
+ 6= 0;
(ii) (  _p(t); 0; (t)) 2 o 
x;u;v
H(t; x(t); p(t); q(t); r(t); u(t); v(t));
(iii) (t) 2 oN
V (t)
(v(t));
(iv) hr(t); g(t; x(t); u(t); v(t))i = 0 and r(t)  0;
(v) (p(a); p(b)) 2 N
C
(x(a); x(b)) + l(x(a); x(b)):
Furthermore, there exists an M > 0 suh that
j(q(t); r(t))j  k
f
(t) M K
b;g
jp(t)j for a.a. t 2 [a; b℄: (3.3)
2
The proof of Theorem 3.2 is given in Setion 4.
If k
v
= 0 and g and b do not depend on x, we reover the weak Maximum Priniple for standard
Optimal Control with pointwise set onstraints in the ontrol variable
u(t) 2 U(t) =
n
u 2 R
k



b
i
(t; u) = 0 and g
j
(t; u)  0; i; j = 1; : : : ;m
g
o
for a.a. t 2 [a; b℄.
The following lemma and remark will be used in larifying the meaning of (H5) and other
assumptions made in the literature.
Lemma 3.3 Let k; n 2 N suh that, for all t 2 [a; b℄, m(t); q(t); l(t) 2 N
0
, m(t) + q(t) = n  k,
and onsider
J(t) :=
"
A(t) 0 0
N(t) 0 B(t)
#
2 R
n(k+l(t)+q(t))
;
8
with
A(t) 2 R
m(t)k
; N(t) 2 R
q(t)k
; B(t) 2 R
q(t)q(t)
:
Then the following onditions
(i) 9 
A
> 0 : det A(t)A(t)
T
 
A
for a.a. t 2 [a; b℄
(ii) 9 
B
> 0 : det B(t)B(t)
T
 
B
for a.a. t 2 [a; b℄
(iii) 9  > 0 : det J(t)J(t)
T
  for a.a. t 2 [a; b℄
are related as follows
 (i), (ii) ^ N 2 L
1
=) (iii),
 (iii) =) (i),
 (iii)
i:g:
6=) (ii). 2
Remark 3.4 In what follows, we assume that the data satises (H4).
(a) Using the abbreviations introdued at the beginning of Setion 3, we set
A(t) =
"
b
u
(t; x(t); u(t); v(t))
g
I
a
(t)
u
(t; x(t); u(t); v(t))
#
2 R
(m
g
+q
a
(t))k
u
;
N(t) = g
I

(t)
u
 
t; x(t); u(t); v(t)

2 R
q

(t)k
u
; B(t) = diag f g
i
(t)g
i2I

(t)
2 R
q

(t)q

(t)
;
and m
g
= q
a
(t) + q

(t).
If the omponents of g are permuted in suh a way that the ative ontraints ome rst,
then (t) as dened in (1.4) and J(t) as in Lemma 3.3 oinide and we have
(t) = J(t) =
2
6
4
b
u
(t; x(t); u(t); v(t))
g
I
a
(t)
u
(t; x(t); u(t); v(t))
0 0
g
I

(t)
u
 
t; x(t); u(t); v(t)

0 diag f g
i
(t)g
i2I

(t)
3
7
5
2 R
(m
b
+m
g
)(k
u
+m
g
)
:
Note that the permutaion of the omponents of g depends on t but does not hange a full
rankness ondition. Suppose there exists some L > 0 suh that
det

r
u
[b; g℄(t; x(t); u(t); v(t))r
u
[b; g℄(t; x(t); u(t); v(t))
T
	
 L for a.a. t 2 [a; b℄:
Then
r
u
[b; g℄(t; x(t); u(t); v(t)) =
"
A(t)
N(t)
#
and an appliation of Weyl's Theorem (see e.g. [15℄) yields ondition (iii) of Lemma 3.3,
or equivalently (H5).
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(b) If there exists some L > 0 suh that
det

(t)(t)
T
	
 L for a.a. t 2 [a; b℄;
where (t) is dened in (1.3), then we show that ondition (iii) of Lemma 3.3 also follows:
Set
~
I

(t) = f1; : : : ;m
g
g n I

(t) and, using the notation of Lemma 3.3,
A(t) =
"
(t)
0
diag f g
i
(t; x(t); u(t); v(t))g
i2I

(t)
#
;
N(t) = [g
~
I

(t)
u
 
t; x(t); u(t); v(t)

; 0℄; B(t) = diag f g
i
(t)g
i2
~
I

(t)
;
Applying again Weyl's Theorem to A(t)A(t)
T
and invoking the full rankness ondition of
(t) shows that A(t) satises (i) of Lemma 3.3. By denition of
~
I

(t), B(t) satises (ii)
of Lemma 3.3. Sine N 2 L
1
we onlude that (iii) of Lemma 3.3.
() SuÆient onditions for (H5) to hold are given in (a) and (b) above. Conversely, if (H5),
or equivalently ondition (iii) of Lemma 3.3, is satised, then ondition (i) of Lemma 3.3
holds true. However, there are systems for whih (i) of Lemma 3.3 holds but (iii) does not.
Sine, by (H4), N 2 L
1
, andidates are systems, for whih (iii) is not valid. In Example 3.5
we provide suh an optimal ontrol problem for whih ondition (i) of Lemma 3.3 holds
but not (iii). The interest of the example resides on the simple observation that the data
of the problem does not satisfy (H5) but, nevertheless, Theorem 3.2 provides a nontrivial
set of multipliers assoiated with the optimal solution of it. This does not ome as a
surprise. In fat, sine the omponents of the multiplier r are zero when i 2 I

(t), the
derivative with respet to u of the orresponding omponents of g do not take any part in
the determination of the multipliers. One ould then onjeture that Theorem 3.2 would
hold when (H5) is replaed by merely the full rankness of A(t) as dened above in (a). To
our knowledge, derivation of optimality onditions for (P) under merely suh assumption
(the full rankness of the derivative with respet to u of the ative onstraints only) is an
open problem.
Example 3.5 Consider the problem of minimizing x(1) subjet to
_x(t) = u
2
1
+ u
2
2
+ u
2
3
for a.a. t 2 [0; 1℄
0  u
1
+ u
2
u
3
for a.a. t 2 [0; 1℄
0  tu
1
+ u
2
u
3
  t for a.a. t 2 [0; 1℄
x(0) = 0:
It is easy to hek that (x = 0; (u
1
; u
2
; u
3
) = 0) is a minimizer for suh problem and
I
a
(t) =
(
f1g if t 6= 0
f1; 2g if t = 0:
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Using the notation of Lemma 3.3 we have,
A(t) =
8
>
>
<
>
:
[1; 0; 0℄; t 2 (0; 1℄
"
1 0 0
0 0 0
#
; t = 0
N(t) =
(
[t; 0; 0℄; t 2 (0; 1℄
does not exist, t = 0
; B(t) =
(
 t; t 2 (0; 1℄
does not exist, t = 0:
Note that A(t), N(t), and B(t) may hange formats, but
J(t) =
8
>
>
>
<
>
>
>
:
"
1 0 0 0 0 0
t 0 0 0 0  t
#
; t 2 (0; 1℄
"
1 0 0 0 0 0
0 0 0 0 0 0
#
; t = 0
does not. (i) of Lemma 3.3 is satised sine
det A(t)A(t)
T
=
(
1; t 2 (0; 1℄
0; t = 0:
(ii) and (iii) do not hold sine t 7! J(t) is ontinuous and
det B(t)B(t)
T
= det J(t)J(t)
T
= t
2
for all t 2 (0; 1℄:
Appliation of Theorem 3.2 to this problem provides a set of multipliers assoiated with it. 2
4 Proofs of main results
Theorem 3.1 is proved rst. There is a parallel here with the weak maximum priniple for
optimal ontrol problems involving dierential algebrai equations of index 1 proved in [9℄ in
that the proof of Theorem 3.1 is similar to Theorem 3.2 in [9℄. The main step onsists in rewriting
the onstraints so that a Uniform Impliit Funtion theorem, Proposition 2.1, applies. Observe
that a sharpened version of an Impliit Funtion theorem is needed, sine we work under the
assumption that the data is merely measurable with respet to t. Then we assoiate with (P
=
)
an \auxiliary problem". This problem is a standard optimal ontrol problem, but we must apply
the nonsmooth Maximum Priniple Proposition of 2.3 to yield the required onditions for (P).
Proof of Theorem 3.1: We proeed in several steps. Let " > 0 be as in Theorem 3.1.
Step 1: We show that the hoie of  : [a; b℄  (R
n
 R
k
u
 R
k
v
) R
m
b
! R
m
b
given by

 
t; (; u; v); 

:= b

t; x(t) + ; u(t) + u+(t)
T
; v(t) + v

11
asserts, for some  2 (0; "), Æ 2 (0; "), the existene of a Borel set T = [a; b℄ n S, where S is of
measure zero, and an impliit map
d : T  B  B  B  ! ÆB
suh that d(; ; u; v) is a measurable funtion for xed (; u; v), the funtions fd(t; ; ; )j t 2 Tg
are Lipshitz ontinuous with ommon Lipshitz onstant, d(t; ; ; ) is ontinuously dierentiable
for xed t 2 T ,
d(t; 0; 0; 0) = 0 for a.a. t 2 [a; b℄
(t; (; u; v); d(t; ; u; v)) = 0 for a.a. t 2 [a; b℄ and all (; u; v) 2 B  B  B
suh that
 
d

; d
u
; d
v

(t; 0; 0; 0) =  [(t)(t)
T
℄
 1
 

b
x
(t);

b
u
(t);

b
v
(t)

for a.a. t 2 [a; b℄: (4.1)
Reall that the abbreviation of

b
x
(t) and similar was introdued at the beginning of Setion 3.
Choose S
0
 [a; b℄ to be the largest subset suh that eah of the onditions in (H1), (H4) and
(H5) do not hold for every t 2 S
0
. By assumption, S
0
is of Lebesgue measure zero. It follows
from page 309 in [16℄ that there exists a Borel set S, whih is the intersetion of a ountable
olletion of open sets, suh that S
0
 S and S n S
0
has measure zero. Thus S is a Borel set
of measure zero. We dene T = [a; b℄ n S, a Borel set of full measure, and identify ((; u; v); )
with (u; v) in Proposition 2.1.
Observe that


(t; 0; 0; 0; 0) = (t)(t)
T
:
By (H5), (t)(t)
T
is a real symmetri positive denite matrix with determinant uniformly
bounded away from the origin for all t 2 T and thus, together with (H4), there exists M > 0
suh that (3.1) holds.
In order to apply Proposition 2.1, we identify t with a,  with  , (0; 0; 0) with u
0
, (; u; v) with
u, and  with v, and so there exists an impliit map  whih here we denote by d.
Choose 
1
; Æ
1
> 0 suh that

1
2 (0;minf; "=2g) ; Æ
1
2 (0;minfÆ; "=2g) ; 
1
+K
b;g
Æ
1
2 (0; "=2) ; (4.2)
where  and Æ are as above and K
b;g
is given by (H5).
In what follows and without loss of generality, we onsider the impliit funtion d dened on
[a; b℄ 
1
B  
1
B  
1
B and taking values in Æ
1
B.
Step 2: We show that if (x; u; v) is a weak loal minimizer for (P
=
), then (x; u; v) is a weak
12
loal minimizer for the auxiliary optimal ontrol problem
(P
aux
=
)
8
>
>
>
<
>
>
>
>
:
Minimize l(x(a); x(b))
subjet to
_x(t) = (t; x(t); u(t); v(t)) for a.a. t 2 [a; b℄
(u(t); v(t)) 2 U

1
(t) V

1
(t) for a.a. t 2 [a; b℄
(x(a); x(b)) 2 C;
in whih
(t; x; u; v) = f

t; x; u+(t)
T
d
 
t; x  x(t); u  u(t); v   v(t)

; v

;
U

1
(t) = u(t) + 
1
B;
V

1
(t) = V (t) \ (v(t) + 
1
B):
Suppose that (~x; ~u; ~v) is a solution of (P
aux
=
) with lesser ost, i.e., l(~x(a); ~x(b)) < l(x(t); x(b)).
Set
u^(t) = ~u(t) + (t)
T
d
 
t; ~x(t)  x(t); ~u(t)  u(t); ~v(t)  v(t)

;
(t) = ~x(t)   x(t);
u
1
(t) = ~u(t)   u(t);
v
1
(t) = ~v(t)   v(t):
>From (4.2) and the denition of d it follows that
j u^(t)  u(t) j  j~u(t)  u(t)j + K
b;g
Æ
1
 
1
+ K
b;g
Æ
1
< ";
j ~v(t)  v(t) j  
1
< ":
By the denition of d, for almost all t 2 [a; b℄,

 
t; ((t); u
1
(t); v
1
(t)); d(t; (t); u
1
(t); v
1
(t)

= b(t; ~x(t); u^(t); ~v(t)) = 0:
We onlude that (~x; u^; ~v) is a solution of (P
=
) with lesser ost, ontraditing the optimality of
(x; u; v).
Step 3: We apply Proposition 2.3 to (P
aux
=
).
It is easy to see that the suppositions of Proposition 2.3 are satised. Thus, there exist p 2
W
1;1
([a; b℄;R
n
) and   0 suh that, for almost all t 2 [a; b℄,
(  _p(t);
_
x(t); 0; 0)
2 o 
x;p;u;v
hp(t); (t; x(t); u(t); v(t))i  

f0g  f0g  o N
U

(t)
(u(t)) o N
V

(t)
(v(t))

and
(p(a); p(b)) 2 N
C
(x(a); x(b)) + l(x(a); x(b)):
13
We dedue from the nonsmooth hain rule (see Theorem 2.3.9 in [13℄) and the dierentiability
properties of d the following estimate
o 
x;p;u;v
hp; (t; x; u; v)i = o 
x;p;u;v


p(t); f
 
t; x; u+(t)
T
d(t; x  x(t); u  u(t); v   v(t)); v
 

n
(    (t)

b
x
(t); ;    (t)

b
u
(t);     (t)

b
v
(t))



(; ; ; ) 2 o 
x;p;u;v
hp; fi
o
;
where
 (t) := 
T
(t)[(t)(t)
T
℄
 1
:
Appealing to an appropriate seletion theorem, we dedue existene of measurable funtions ,
, ,  and (
1
; 
2
) satisfying, for almost all t 2 [a; b℄,
((t); (t); (t); (t)) 2 o 
x;p;u;v
hp(t); f(t; x(t); u(t); v(t)i
(
1
(t); 
2
(t)) 2 o N
U

(t)
(u(t)) o N
V

(t)
(v(t))
and
(  _p(t);
_
x(t); (
1
(t); 
2
(t))) =
 
(t) + q(t)

b
x
(t); (t); (t) + q(t)

b
u
(t); (t) + q(t)

b
v
(t)

;
where
q(t) =  (t)(t)
T
[(t)(t)
T
℄
 1
:
Under the hypotheses , , ,  and (
1
; 
2
) are all integrable funtions, and so is q.
Step 4: We show (i)-(iv).
Sine N
U

(t)
(u(t)) = f0g, we see that, for (t) := 
2
(t) and for almost all t 2 [a; b℄,
(  _p(t); 0; (t)) 2 o 
x;u;v
H(t; x(t); p(t); q(t); u(t); v(t))
(t) 2 o N
V

(t)
(v(t)):
This proves that , p, q and  satisfy (i)-(iv).
(H1) and (3.1) yield that, for all t 2 T ,
jq(t)j  jp(t)j k
f
(t) j[b; g℄
u
(t)j M;
and hene (3.2) follows from (H4). This ompletes the proof. 2
Proof of Lemma 3.3: LetM [a; b℄ to be the largest set suh that (i)-(iii) hold for all t 2M.
To simplify the notation, dene for sequenes ft
i
g
i2N
M and f(x
i
; y
i
)g
i2N
 R
m(t
i
)q(t
i
)
,
'
i
: =

x
T
i
; y
T
i

"
A(t
i
) 0 0
N(t
i
) 0 B(t
i
)
#"
A(t
i
) 0 0
N(t
i
) 0 B(t
i
)
#
T
"
x
i
y
i
#
= j A(t
i
)
T
x
i
+N(t
i
)y
i
j
2
+ j B(t
i
)
T
y
i
j
2
:
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\(i), (ii) & N 2 L
1
=) (iii)": Seeking a ontradition, suppose there exists a sequene
ft
i
g
i2N
M and
f(x
i
; y
i
)g
i2N
 R
m(t
i
)q(t
i
)
with


(x
T
i
; y
T
i
)


= 1 for all i 2 N; (4.3)
suh that
lim
i!1
'
i
= 0 (4.4)
Suppose there are only nitely many q(t
i
)  0. If neessary, extrat a subsequene (we do not
relabel) ft
i
g
i2N
so that (4.3) and (4.4) hold and q(t
i
) = 0 for all i 2 N. It follows that
lim
i!1
'
i
= lim
i!1
j A(t
i
)
T
x
i
j= 0 and jx
i
j = 1 for all i 2 N:
This violates (i) and yields a ontradition.
If there exist innitely many i 2 N with q(t
i
)  1, then extrat a subsequene (again we do
not relabel) ft
i
g
i2N
suh that q(t
i
)  1 for all i 2 N. If fjy
i
jg
i2N
is bounded away from 0,
then, by (ii) we have lim
i!1
y
i
= 0, ontraditing the boundedness of fjy
i
jg
i2N
away from zero.
If, however, fjy
i
jg
i2N
is not bounded away from 0, then we may extrat a further subsequene
ft
i
g
i2N
suh that lim
i!1
y
i
= 0. In this ase (4.4) gives lim
i!1
A(t
i
)
T
x
i
+ N(t
i
)y
i
= 0, and,
sine N is bounded along the subsequene, we dedue that lim
i!1
A(t
i
)
T
x
i
= 0, whene, by (i),
lim
i!1
x
i
= 0. This ontradits j(x
T
i
; y
T
i
)j = 1 for all i 2 N, and thus the rst part of the proof
is omplete.
\(iii) =) (i)": One again, seeking a ontradition, suppose that there exists a sequene
ft
i
g
i2N
M suh that
lim
i!1
A(t
i
)
T
x
i
= 0 and jx
i
j = 1 for all i 2 N:
Then, for
(x
T
i
; y
T
i
) =
(
(x
T
i
; 0); if q(t
i
)  1
x
T
i
; if q(t
i
) = 0
it follows that
lim
i!1
'
i
= 0 and j(x
T
i
; y
T
i
)j = 1:
This ontradits (iii) and ompletes the seond part of the proof.
\(iii)
i:g:
6=) (ii)": The onstant matries A = [0; 1℄, N = [1; 0℄ and B = 0 satisfy
"
A 0 0
N 0 B
#"
A 0 0
N 0 B
#
T
=
"
1 0
0 1
#
;
and hene (iii) is ertainly satised but not (ii). 2
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Now we are in a position to prove Theorem 3.2 by applying Theorem 3.1 to a suitable auxiliary
problem.
Proof of Theorem 3.2: In order to apply Theorem 3.1, we dene an auxiliary optimal ontrol
problem.
Let ;  : [a; b℄! R
m
g
be measurable funtions. Dene two matries
E(t) = diag f g
i
(t; x(t); u(t); v(t))g
i2f1;:::;m
g
g
;
Z(t) = diag

z
1
(t); : : : ; z
m
g
(t)
	
; z
i
(t) =
(
1 if i 2 I
a
(t)
0 if i 2 I

(t):
For " 2 (0; 1) and a weak loal minimizer (x; u; v) for (P) with U(t) = R
k
u
, we onsider the
optimal ontrol problem
(P
aux
)
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
:
Minimize l(x(a); x(b))
subjet to
_x(t) = f(t; x; u; v) for a.a. t 2 [a; b℄
0 = b(t; x; u; v) for a.a. t 2 [a; b℄
0 = g(t; x; u; v) +E(t)(t) + Z(t)(t) for a.a. t 2 [a; b℄
(u(t); v(t); (t); (t)) 2 R
k
u
 V (t) R
m
g
 R
m
g
0
for a.a. t 2 [a; b℄
(x(a); x(b)) 2 C;
and proeed in several steps.
Step 1: We show that (x; u; v; ;

) is a weak loal minimizer for (P
aux
) where


i
(t) =  g
i
(t; x(t); u(t); v(t)) and 
i
(t) = 1 for i = 1; : : : ;m
g
:
Suppose that there exists an admissible solution (~x; ~u; ~v; ~;
~
) for (P
aux
) with lesser ost. For
any i 2 I
a
(t), we have g
i
 
t; ~x(t); ~u(t); ~v(t)

+
~

i
(t) = 0, and sine
~

i
(t)  0, it follows that
g
i
 
t; ~x(t); ~u(t); ~v(t)

 0. Taking into aount that any ~ is suh that ~(t) 2 (t) + "

B and that
" < 1, we also dedue that g
i
(t; ~x(t); ~u(t); ~v(t))  0, for all i 2 I

(t). This means that (~x; ~u; ~v) is
a solution for (P ) with lesser ost, ontraditing the optimality of (x; u; v).
Step 2: We prove that the data of (P
aux
) satises the hypotheses under whih Theorem 3.1 is
appliable, i.e., (H1)-(H5) for
 (t; x(t); u(t); v(t); (t); (t)) =
 
b(t; x; u; v)
g(t; x; u; v) +E(t)(t) + Z(t)(t)
!
2 R
m
b
+m
g
;
(u; ) and (v; ) taking the role of b, u and v, respetively, are satised.
(H1)-(H3) are immediate. To see (H5) note that the derivative of

 with respet to u and  is,
in terms of (1.4),

 
u;
(t) =  
u;
(t; x(t); u(t); v(t); (t);

(t)) = (t):
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It remains to show (H4). By presupposition there exists an inreasing funtion
~
 : R
+
! R
+
,
~
(s) # 0 as s # 0, suh that, for all (x
0
; (u
0
; 
0
); (v
0
; 
0
)); (x; (u; ); (v; )) 2 (x(t); u(t); (t); v(t);

(t))+
"

B and for almost all t 2 [a; b℄,


r
x;(u;);(v;)
 (t; x
0
; (u
0
; 
0
); (v
0
; 
0
)) r
x;(u;);(v;)
 (t; x; (u; ); (v; ))


=


 
r
x
[b; g℄(t; x; u; v)  r
x
[b; g℄(t; x
0
; u
0
; v
0
);r
u
[b; g℄(t; x; u; v)  r
u
[b; g℄(t; x
0
; u
0
; v
0
); 0;
r
v
[b; g℄(t; x; u; v)  r
v
[b; g℄(t; x
0
; u
0
; v
0
); 0




~

 
j (x
0
; u
0
; v
0
)  (x; u; v) j


~

 
j (x
0
; (u
0
; 
0
); (v
0
; 
0
))  (x; (u; ); (v; )) j

:
It remains to prove the uniform bound in (H4). Note that, for almost all t 2 [a; b℄,


r
x
 
 
t; x(t); u(t); (t); v(t);

(t)



+


r
u;
 
 
t; x(t); u(t); (t); v(t);

(t)



+


r
v;
 
 
t; x(t); u(t); (t); v(t);

(t)






r
x
[b; g℄(t; x(t); u(t); v(t))


+


r
u
[b; g℄(t; x(t); u(t); v(t))


+


E(t)


+


r
v
[b; g℄g(t; x(t); u(t); v(t))


+


Z(t)


 K
 
;
where the existene of K
 
> 0 is due to the fat that


Z(t)


= 1, t 7! g(t; x(t); u(t)) is uniformly
bounded by assumption whih yields uniform boundedness of E(t). This ompletes the proof of
(H4).
Step 3: Finally we apply Theorem 3.1 to prove (i)-(iv).
By Step 2, Theorem 3.1 is appliable to (P
aux
) and therefore there exist p 2 W
1;1
([a; b℄;R
n
),
(
1
; 
2
) 2 L
1
([a; b℄;R
k
v
 R
m
g
) and   0 suh that, for almost all t 2 [a; b℄,
(  _p(t); 0; 
1
(t); 0; 
2
(t)) 2 o 
x;u;v;;
H(t; x(t); p(t); q(t); r(t); u(t); v(t); (t);

(t)) (4.5)
(
1
(t); 
2
(t)) 2 o N
V (t)
(v(t)) o N
Z
(

(t)) (4.6)
(p(a); p(b)) 2 N
C
(x(a); x(b)) + l(x(a); x(b)); (4.7)
where Z = R
m
g
0
and
H(t; x; p; q; r; u; v; ; ) = hp; f(t; x; u; v)i+hq; b(t; x; u; v)i+
D
r; g(t; x; u; v)+E(t)(t)+Z(t)(t)
E
:
Observe that N
Z
(

(t)) = R
m
g
0
. Sine


i
(t) =  g
i
(t; x(t); u(t)) = 0 if i 2 I
a
(t), and


i
(t) > 0 if
i 2 I

(t), we dedue from (4.5) and (4.6) that
r
i
(t) = 0; if g
i
(t; x(t); u(t); v(t)) < 0; and r
i
(t)  0; if g
i
(t; x(t); u(t); v(t)) = 0:
Hene ,  = 
1
, p, q and r satisfy (ii)-(v). Note that

 
u;
(t) and (q(t); r(t)) take the role of
(t) and q(t) in Theorem 3.1, respetively. Now by Step 2 and (H4) there exists an M > 0 suh
that (3.1) holds. Applying (3.2) yields (3.3). This ompletes the proof. 2
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