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ON ANALYTIC SOLUTIONS OF THE PRANDTL EQUATIONS WITH
ROBIN BOUNDARY CONDITION IN HALF SPACE
YUTAO DING AND NING JIANG
Abstract. The existence and uniqueness of the analytic solutions to the nonlinear Prandtl
equations with Robin boundary condition on a half space are proved, based on an application
of abstract Cauchy-Kowalewski theorem. These equations arise in the inviscid limit of incom-
pressible Navier-Stokes equations with Navier-slip boundary condition in which the slip length
is square root of viscosity, as formally derived in [26].
1. introduction
The nonlinear Prandtl equations in the half space {(x, Y ) : x ∈ R, Y ∈ R+} are the following
system of the tangential component of the velocity uP and the normal component of velocity
vP :
∂tu
P + uP∂xu
P + vP∂Y u
P − ∂Y Y uP + ∂xp =0 ,
∂xu
P + ∂Y v
P =0 ,
∂Y p =0 .
(1.1)
In this paper, we impose the Prandtl equations (1.1) with Robin boundary condition:
(uP − ∂Y uP )|Y=0 =0,
vP |Y=0 =0,
lim
Y→∞
uP (x, Y, t) =U(x, t) ,
(1.2)
and initial data:
uP (x, Y, t)|t=0 = uP0 (x, Y ) . (1.3)
The third equation in (1.1) implies that the pressure p does not depend on Y . Furthermore, U
satisfies the Bernoulli equation:
∂tU + U∂xU + ∂xp = 0 , (1.4)
which is the matching condition to the inner layer governed by incompressible Euler equation,
i.e U(x, 0) = uE(x, y, 0)|y=0. Throughout the paper, we use the notation Y = y√ν , where ν is
the viscosity of the Navier-Stokes equations.
This paper addresses the well-posedness of initial boundary problems (1.1)-(1.4) for analytic
data. The main theorem is:
Main Theorem: If U(x, t) and uP0 (x, Y ) are analytic, then the Prandtl equations with Robin
boundary condition (1.1)-(1.4) have a unique analytic solution.
The more detail statement of the main theorem, in particular the functional spaces of U(x, t),
uP0 (x, Y ) and the solutions will be given later. First we recall some history of the mathematical
theory of Prandtl equations.
Nonlinear Prandtl equations arise in the zero viscosity limit for the incompressible Navier-
Stokes equations in a domain with boundary, due to the disparity of the boundary conditions
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between Navier-Stokes and Euler equations. A thin region, the so-called boundary layer comes
out near the boundary in which the values of the unknown functions change drastically in this
zero viscosity limit. For the case of non-slip boundary condition, by rescaling the variable normal
to the boundary with the scale of the square root of the viscosity, Ludwig Prandtl [23] proposed
the so-called Prandtl equations in 1904. Although the Prandtl equations have been simplified
to a great extent, as compared with the original Navier-Stokes equations, they are still difficult
from the mathematical point of view.
Under the monotone condition ∂yu
P > 0, the Crocco transformation, introduced by Crocco
[6], reduces the boundary layer equations to a single degenerate quasilinear parabolic equation.
Based on this transformation, Oleinik and Samokhin [22] proved the local in time well-posedness.
Xin and Zhang [29] proved the existence of global weak solutions. See also [1, 11, 19] for other
results under this monotonic assumption.
For the case without the monotone condition, the well-posedness in the usual Sobelev space,
even local in time remains a widely open problem so far. If the data is analytic, Sammartino and
Caflisch [24] proved the short time existence and uniqueness. Sammartino improved in [15] where
analyticity is required only in the x-axis direction, using the regularizing effect of the viscosity.
This result was reproved and only assumed algebraic decay rate of uP−U by Kukavica and Vicol
in [14] using energy-based method. More recently, Ge´rard-Varet and Masmoudi proved the local
well-posedness for the data that belongs to the Gevrey class 7/4 in the horizontal variable x. On
the other hand, there are also some ill-posedness results for the general Prandtl equations, for
example, [4, 7, 8, 9]. Furthermore, Sammartino and Caflisch [25] justified the convergence from
the solutions of Navier-Stokes equations to the Euler equation with Prandtl equations as the
error term, when the data are analytic. More recently, Maekawa [20] proved this convergence
when the vorticity vanished near the boundary.
All above works on the Prandtl equations are about Dirichlet boundary condition, i.e. the
first two conditions in (1.2) are replaces by uP |Y=0 = vP |Y=0 = 0. In view of experimental
facts, besides the non-slip boundary condition, some slip conditions can be also imposed on
the Navier-Stokes equations. In [21], Navier proposed the slip boundary condition which is
now called Navier boundary condition. The boundary layer phenomenon is much weaker for
this case, comparing to the slip boundary case, which makes the inviscid limit problem is more
accessible mathematically. Recently, there have been many studies about the vanishing viscosity
limit problem for Navier boundary condition, see [2, 3, 5, 16, 12, 13, 18, 27, 28]. Note that in
these works, the slip length is independent of viscosity.
In [26], Wang-Wang-Xin studied the asymptotic behavior of the solutions to the Navier-Stokes
equations with Navier boundary condition in which the slip length depending on the viscosity.
More specifically, they consider the incompressible Navier-Stokes equation of uν = (uν , vν) in
Ω ⊂ R2, where Ω is a bounded domain or half space.
∂tu
ν + uν ·∇xuν +∇xpν = ν∆xuν , in Ω× R+ ,
divuν = 0 , in Ω× R+ , (1.5)
with the boundary conditions
uν ·n = 0 , [σ(uν)n + ν−γuν]tan = 0 , on ∂Ω , (1.6)
where ν is the viscosity and σ(uν) = 12 (∇xuν + (∇xuν)T ) is the rate of the strain tensor, with n
the normal vector on the boundary ∂Ω.
In [26], by using multi-scale analysis, Wang-Wang-Xin discovered that the behavior of the
vanishing viscosity limit for the problem (1.5) with the boundary condition (1.6) is influenced
by the amplitude of the slip length, in other words, by the value of γ. They formally deduce
that γ = 12 is critical in determining the boundary layer behavior. When γ is super-critical,
i.e. γ > 12 , the leading boundary layer profile satisfies the same boundary problem for the
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nonlinear Prandtl equations as in the non-slip case. In the critical case γ = 12 , the boundary
layer profile also satisfies the nonlinear Prandtl equations but with a Robin boundary condition
for the tangential velocity profile. When γ is sub-critical, i.e. γ < 12 , the boundary layer profile
appears in the order O(ε1−2γ) terms of solutions, and satisfies a boundary value problem for
linearized Prandtl equations.
It remains a big challenging problem to rigorously justify the formal analysis in [26] in Sobolev
spaces, in particular for the critical and super-critical cases, because for those cases the leading
boundary layer equations are nonlinear Prandtl equations for which the well-posedness is far
from well-understood. Even for the case γ < 12 , although the leading boundary layer obeys a
linearized Prandtl equation, the vorticity is unbounded, which makes the justification of the
expansion of uν with respect to the viscosity ν nontrivial.
Our aim in this program is to consider a simpler problem: to justify the the inviscid limit
proposed in [26] for analytic data. In other words, we seek for the analogue of Sammartino-
Caflisch’s result for the Navier-slip boundary condition. The first step is to prove the well-
posedness of the corresponding Prandtl equation. In this paper, we study the boundary layer
equation derived in [26] for the critical case γ = 12 , i.e. the Prandtl equation with Rodin
boundary condition. Furthermore, we focus on the simplest case: uν(x, y) = (uν(x, y), vν(x, y)),
Ω = R × R+, and the initial data is analytic. More specifically, we consider the 2-dimensional
Navier-Stokes equations with Navier boundary condition on a half-space:
∂tu
ν + uν∂xu
ν + vν∂yu
ν + ∂xp
ν = ν△uν ,
∂tv
ν + uν∂xv
ν + vν∂yv
ν + ∂yp
ν = ν△vν ,
∂xu
ν + ∂yv
ν = 0,
(uν −√ν∂yuν)|y=0 = 0,
vν |y=0 = 0,
where (x, y) ∈ R×R+, uν is the tangential components of velocity to the boundary Γ = {(x, 0) :
x ∈ R}, and vν is the normal components. We may formally write (uν , vν , pν)(t, x, y) as:
uν(t, x, y) = uE(t, x, y) + uB(t, x, y√
ν
),
vν(t, x, y) = vE(t, x, y) +
√
νvB(t, x, y√
ν
), (1.7)
and
pν(t, x, y) = pE(t, x, y) + pB(t, x, y√
ν
).
Denote by Y = y√
ν
, and we define:
uP (t, x, Y ) := uE(t, x, 0) + uB(t, x, Y ),
vP (t, x, Y ) := Y ∂yv
E(t, x, 0) + vB(t, x, Y ) . (1.8)
In [26], it was formally derived that as ν tends to zero, (uE , vE) satisfies the incompressible
Euler equations, and (uP , vP ) satisfies approximately the nonlinear Prandtl equation with Robin
boundary condition, (1.1)-(1.4), with U(x, t) = uE(x, 0, t), as stated in the beginning of the
paper.
In the present paper, we show the existence and the uniqueness of (1.1)-(1.4) in the analytic
data. The main strategy is basically the same as [24]. We first introduce a new variable for
which the Prandtl equations can be rewritten as a nonlinear heat equation with Robin boundary
condition. Then we invert the heat operator, taking into account boundary and initial conditions.
After estimating some bounds for this heat operators, we can verify that the Abstract Cauchy-
Kowalewski theorem is applicable. Comparing to [24], the main novelty of this paper is that
since the boundary condition at Y = 0 is mixed type for which the formula for the heat kernel
is not easy to derive. We introduce a further new variable to transfer the Robin condition to
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Neumann boundary condition. As a price, a new first order Y -derivative term appears which
need some new estimates. We emphasize that in our next paper in this program, i.e. justifying
the inviscid limit of the Navier-Stokes equations with the Navier-slip boundary condition in
which the slip length is the square root of the viscosity, this first order Y -derivative term will
introduce more serious difficulty.
This paper is organized as follows: the next section will devoted to the introduction of
functional spaces in which the theorem will be proved, the statement of the version of ab-
stract Cauchy-Kowalewski theorem we will use, and the main theorem of the existence of the
Prandtl equations. In Section 3 we estimate the heat operator. Applying the abstract Cauchy-
Kowalewski theorem to prove the main theorem is in Section 4.
2. The Main Result
2.1. Function Spaces. In this section, we introduce the function spaces used in the proof of
the existence and uniqueness of the Prandtl equations. These function space were defined and
used in [24] and [25]. We first define the following strip and angular sector in the complex plane.
D(ρ) = {z ∈ C : ℑz ∈ (−ρ, ρ)},
Σ(θ) = {z ∈ C : ℜz ≥ 0, |ℑz| ≤ ℜz tan θ} ,
where ℜz and ℑz denote the real and imaginary parts of the complex number z respectively.
We also define for b ∈ R
Γ(b) = {z ∈ C : ℑz = b}.
For a family of Banach spaces {Xρ}0≤ρ≤ρ0 , we denote Bkβ([0, T ],Xρ) as the space of all Ck
functions from [0, T ] to Xρ with the norm
|f |k,ρ,β =
k∑
j=0
sup
0≤t≤T
|∂jt f(t)|ρ−βt.
Next, we introduce some functional spaces. The first is a space of the functions of x-variable.
Definition 2.1. The space H l,ρ is defined as the set of all complex functions f(x) such that f
is analytic in D(ρ), ∂αx f ∈ L2(Γ(ℑx)) for ℑx ∈ (−ρ, ρ), α ≤ l, and with the norm
|f |l,ρ =
∑
α≤l
sup
ℑx∈(−ρ,ρ)
‖∂αx f(·+ iℑx)‖L2(Γ(ℑx)) <∞.
The next is a space of functions depending on x and Y ,
Definition 2.2. The space K l,ρ,θ,µ with µ > 0 is the set of all complex functions f(x, Y ) such
that f is analytic inside D(ρ)×∑(θ), ∂α1Y ∂α2x f(x, Y ) ∈ C0(∑(θ);H0,ρ) for α1 ≤ 2, α1 + α2 ≤ l
and with the norm
|f |l,ρ,θ,µ =
∑
α1≤2
∑
α2≤l−α2
sup
Y ∈Σ(θ)
eµℜY |∂α1Y ∂α2x f(· , Y )|0,ρ <∞.
We also need the next two function spaces depending on t:
Definition 2.3. The space K l,ρβ,T is defined as
K l,ρβ,T =
1⋂
j=0
Bjβ([0, T ],H
l−j,ρ)
with the norm
|f |l,ρ,β,T =
1∑
j=0
∑
α≤l−j
sup
0≤t≤T
|∂jt ∂αx f(t , ·)|0,ρ−βt <∞ .
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Definition 2.4. The space K l,ρ,θ,µβ,T is defined as the set of functions f(x, Y, t) such that
f ∈ C0([0, T ],K l,ρ,θ,µ), ∂t∂αx f ∈ C0([0, T ],K0,ρ,θ,µ), withα ≤ l − 2,
with the norm
|f |l,ρ,θ,µ,β,T =
∑
α1≤2
∑
α1+α2≤l
sup
0≤t≤T
|∂α1Y ∂α2x f(· , Y, t)|0,ρ−βt,θ−βt,µ−βt
+
∑
α≤l−2
sup
0≤t≤T
|∂t∂αx f(· , · , t)|0,ρ−βt,θ−βt,µ−βt <∞.
The following Sobolev inequality is useful and its proof could be found in [24].
Proposition 2.1. [24] Let f ∈ K l,ρ,θ,0β,T , g ∈ K l,ρ,θ,µβ,T and l ≥ 3. Then f · g ∈ K l,ρ,θ,µβ,T , and
|f · g|l,ρ,θ,µ,β,T ≤ C|f |l,ρ,θ,0,β,T |g|l,ρ,θ,µ,β,T . (2.9)
The following two lemmas is the Cauchy estimate of H l,ρ and K l,ρ,θ,µ which have been used
in [24].
Lemma 2.2. [24] Let f ∈ H l,ρ′′ . If ρ′ < ρ′′ then
|∂xf |l,ρ′′ ≤ C
|f |l,ρ
ρ′′ − ρ′ . (2.10)
Lemma 2.3. [24] Let f ∈ K l,ρ′,θ′′,µ′′ . Then
|χ(Y )∂Y f |l,ρ′,θ′,µ′ ≤ C(
|f |l,ρ′,θ′′,µ′
θ′′ − θ′ + µ
′|f |l,ρ′,θ′,µ′), (2.11)
|Y ∂Y f |l,ρ′,θ′,µ′ ≤ C(
|f |l,ρ′,θ′′,µ′
θ′′ − θ′ + µ
′ |f |l,ρ′,θ′,µ′′
µ′′ − µ′ + |f |l,ρ′,θ′,µ′). (2.12)
where χ(Y ) is analytic in Σ(θ′), χ(0) = 0, and ∂jY χ(Y ) is bounded in Σ(θ
′) for j ≤ 2.
2.2. The Abstract Cauchy-Kowalewski Theorem. Next, we state the abstract Cauchy-
Kowalewski theorem (briefly denoted as ACK ) of the following version, for the proof see [15].
Theorem 2.4. Let {Xρ : 0 < ρ ≤ ρ0} be a family of Banach spaces with norm | · |ρ, such that
Xρ′ ⊂ Xρ′′ and | · |ρ′′ ≤ | · |ρ′ for 0 < ρ′′ ≤ ρ′ ≤ ρ0. Consider the equation
u+ F (t, u) = 0, t ∈ [0, T ]. (2.13)
Suppose that there exists R > 0, ρ0 > 0 and β0 > 0 such that if 0 < t ≤ ρ0β0 , the following
properties hold:
• For any 0 < ρ′ < ρ ≤ ρ0−β0T, and u satisfying {u(t) ∈ Xρ, and |u(t)|ρ ≤ R, 0 ≤ t ≤ T},
the map F (t, u) : [0, T ] 7→ Xρ′ is continuous.
• For any 0 < ρ < ρ0−β0T the function F (t, 0) : [0, ρ0β0 ] 7→ {u ∈ Xρ : sup0≤t≤T |u(t)|ρ ≤ R}
is continuous and
|F (t, 0)|ρ0−β0t ≤ R0 < R. (2.14)
• For any 0 < ρ′ < ρ(s) < ρ0 − β0s and for any u1, u2 ∈ {u ∈ Xρ : sup0≤t≤T |u(t)|ρ−β0t ≤
R},
|F (t, u1)− F (t, u2)|ρ′ ≤ C
∫ t
0
ds(
|u1 − u2|ρ(s)
ρ(s)− ρ′ +
|u1 − u2|ρ′√
t− s ) (2.15)
Then there exists β > β0, ρ¯ < ρ0, such that for any 0 < ρ < ρ¯− βt, the equation (2.13) has a
unique solution u(t) ∈ Xρ, with t ∈ [0, ρ¯β ], satisfying
sup
t∈[0, ρ¯
β
]
|u(t)|ρ¯−βt ≤ C. (2.16)
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This theorem is also applicable if the parameter ρ is replaced by a vector of parameters
(ρ, θ, µ), and the right side of (2.15) should be changed into
∫ t
0
ds(
|u1 − u2|ρ(s),θ′,µ′
ρ(s)− ρ′ +
|u1 − u2|ρ′,θ(s),µ′
θ(s)− θ′
+
|u1 − u2|ρ′,θ′,µ(s)
µ(s)− µ′ +
|u1 − u2|ρ′,θ′,µ′√
t− s ),
(2.17)
and this case will be used in the proof of our main theorem.
2.3. The Statement of the Main Result. Now we are ready to state the main theorem of
this paper.
Theorem 2.5. Let U(x, t) ∈ K l,ρβ,T for l ≥ 3, and uP0 with uP0 − U(x, 0) ∈ K l,ρ,θ,µ satisfies the
compatibility conditions
(∂Y u
P
0 − uP0 ) |Y=0= 0 , and lim
Y→∞
uP0 (x, Y, t) = U(x, t) .
Then there exists a unique solution uP of the Prandtl equations (1.1)-(1.4). This solution can
be written as
uP (x, Y, t) = u˜P + U(x, t), (2.18)
where u˜P ∈ K l,ρ1,θ1,µ1β1,T for 0 < ρ1 < ρ, 0 < θ1 < θ, 0 < µ1 < µ and β1 > β. Furthermore, this
solution satisfies the estimate in K l,ρ1,θ1,µ1β1,T :
|u˜P |l,ρ1,θ1,µ1,β1,T ≤ C(|uP0 − U(x, 0)|l,ρ,θ,µ + |U(x, t)|l,ρ,β,T ). (2.19)
Following the same procedure used in [24], we shall recast the Prandtl equations in a form
suitable for the application of the ACK theorem. First, to get rid of the pressure, we introduce
the new variable u˜P :
u˜P = uP − U(x, t), (2.20)
we have that
vP = −
∫ Y
0
∂xu
PdY ′ = −
∫ Y
0
∂xu˜
P dY ′ − Y ∂xU. (2.21)
Then from (1.1), (1.2) and (1.4), u˜P satisfies:
(∂t − ∂Y Y )u˜P =− (u˜P∂xu˜P + u˜P∂xU + U∂xu˜P )
+ (
∫ Y
0
∂xu˜
P dY ′ + Y ∂xU)∂Y u˜P ,
lim
Y→+∞
u˜P =0,
u˜P − ∂Y u˜P =− U(x, t) , on Y = 0 ,
u˜P |t=0=u˜P0 ,
(2.22)
where u˜P0 = u
P
0 − U(x, 0).
The main difference of this paper with [24] is that the boundary condition in (2.22) is mixed
type, which causes new difficulty, in particular that heat kernel with Robin boundary condition
is not easy to derive explicitly. To overcome this difficulty, we introduce the following variable
to change the Robin boundary condition into Neumann boundary condition. Let
u = e−Y u˜P , (2.23)
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then u solves the following equations:
(∂t − ∂Y Y )u =− (eyu∂xu+ u∂xU + U∂xu) + u
+ (
∫ Y
0
eY ∂xudY
′ + Y ∂xU)(∂Y u+ u) + 2∂Y u
.
=K(u, t) + 2∂Y u,
lim
Y→+∞
u =0,
∂Y u =U(x, t) , on Y = 0 ,
u |t=0=u0,
(2.24)
where u0 = e
−Y u˜P0 . The equation (2.24) is a heat equation with nonlinear source term, and the
boundary condition is inhomogeneous Neumann at Y = 0., which allows us to use the explicit
formula of the heat kernel. However, (2.24) includes a first order Y - derivative term 2∂Y u, which
gives a new difficulty in the estimates. Handling this term is the main difference of this paper
with [24].
Theorem 2.5 is a corollary of the following proposition.
Proposition 2.6. Assume that u0 ∈ K l,ρ,θ,µ+1, U(x, t) ∈ K l,ρβ,T , l ≥ 3, ∂Y u0 |Y=0= U, and let
0 < ρ1 < ρ, 0 < θ1 < θ, 0 < µ1 < µ, β1 > β. Then there exists a unique solution u ∈ K l,ρ1,θ1+1,µ1β1,T
of equation system (2.24), and u satisfies:
|u|l,ρ1,θ1,µ1+1,β1,T ≤ C(|u0|l,ρ,θ,µ+1 + |U(x, t)|l,ρ,β,T ). (2.25)
3. The Estimates of Heat Operator
This section is devoted to some estimates of heat equation in the spaces introduced in the
last section.
3.1. The Heat Kernel. To solve Prandtl equations, we introduce the heat kernel
E(Y, t) =
1√
4pit
e−
Y 2
4t , (3.26)
and
H(Y, t) =
Y
t
1√
4pit
e−
Y 2
4t . (3.27)
We define the operator E1 as the convolution of E(Y, t) with the even extension to Y < 0
with the function u0(x, Y ), that is
E1(t)u0 =
∫ ∞
0
[E(Y − Y ′, t) + E(Y + Y ′, t)]u0(x, Y ′) dY ′ , (3.28)
E1(t)u0 solves the equation
(∂t − ∂Y Y )E1(t)u0 = 0,
∂Y E1(t)u0 |Y=0 = 0,
E1(t)u0 |t=0 = u0(x, Y ).
(3.29)
The operator E2 is defined as
E2φ = −
∫ ∞
Y
∫ t
0
H(Y ′, t− s)φ(x, s) ds dY ′ . (3.30)
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It solves the equation
(∂t − ∂Y Y )E2φ = 0,
∂Y E2φ |Y=0 = φ(x, t),
E2φ |t=0 = 0.
(3.31)
The operator E3 is defined as:
E3ϕ =
∫ t
0
∫ ∞
0
[E(Y − Y ′, t− s) +E(Y + Y ′, t− s)]ϕ(Y ′, s) dY ′ ds . (3.32)
It solves the equation
(∂t − ∂Y Y )E3ϕ = ϕ(x, Y, t),
∂Y E3ϕ |Y=0 = 0,
E3ϕ |t=0 = 0.
(3.33)
3.2. Estimates of E1.
Lemma 3.1. Let u ∈ K l,ρ,θ,µ with ∂Y u |Y=0= 0, then we have that E1(t)u ∈ K l,ρ,θ,µ for all
t > 0, and
sup
0≤t≤T
|E1(t)u|l,ρ,θ,µ ≤ C|u|l,ρ,θ,µ. (3.34)
Proof. For α ≤ l, set η = Y ′−Y√
4t
, ζ = Y
′+Y√
4t
, we have that
sup
Y ∈Σ(θ)
eµℜY |∂αxE1(t)u|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |E1(t)∂αxu|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
0
(
1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂αxu(x, Y
′)dY ′|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
− Y√
4t
e−η
2
∂αxu(x, Y +
√
4tη)dη +
∫ ∞
Y√
4t
e−ζ
2
∂αxu(x,−Y +
√
4tζ)dζ|0,ρ
≤ sup
Y ∈Σ(θ)
|
∫ ∞
− Y√
4t
eµ(Y+
√
4tη)e−η
2−µ√4tη∂αxu(x, Y +
√
4tη)dη|0,ρ
+ sup
Y ∈Σ(θ)
|
∫ ∞
Y√
4t
eµ(−Y+
√
4tζ)e−η
2−µ√4tη+2µY ∂αxu(x, Y +
√
4tζ)dζ|0,ρ
≤ sup
Y ∈Σ(θ)
eµℜY |∂αxu(x, Y )|0,ρ(
∫ ∞
− Y√
4t
e−η
2−µ√4tηdη +
∫ ∞
Y√
4t
e−η
2−µ√4tη+2µY dζ)
≤C sup
Y ∈Σ(θ)
eµℜY |∂αxu(x, Y )|0,ρ,
(3.35)
Here we use the fact that for θ ≤ pi/6, there exists a constant c, such that |e−η2 | ≤ E−cℜη2 , then
we deduce that
|
∫ ∞
− Y√
4t
e−η
2−µ√4tηdη +
∫ ∞
Y√
4t
e−η
2−µ√4tη+2µY dζ |≤ C, (3.36)
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where C is independent on Y . For α ≤ l − 1,
sup
Y ∈Σ(θ)
eµℜY |∂Y ∂αxE1(t)u|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
0
∂Y (
1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂αxu(x, Y
′)dY ′|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
0
∂Y ′(− 1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂αxu(x, Y
′)dY ′|0,ρ
= sup
Y ∈Σ(θ)
eµℜY | −
∫ ∞
0
(− 1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂Y ′∂
α
xu(x, Y
′)dY ′|0,ρ
≤C sup
Y ∈Σ(θ)
eµℜY |∂Y ∂αxu|0,ρ,
(3.37)
For α ≤ l − 2, we have that
sup
Y ∈Σ(θ)
eµℜY |∂Y Y ∂αxE1(t)u|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
0
∂Y Y (
1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂αxu(x, Y
′)dY ′|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
0
∂Y ′∂Y (− 1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂αx u(x, Y
′)dY ′|0,ρ
= sup
Y ∈Σ(θ)
eµℜY | −
∫ ∞
0
∂Y ′(
1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂Y ′∂
α
xu(x, Y
′)dY ′|0,ρ
= sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
0
(
1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )∂Y ′Y ′∂
α
xu(x, Y
′)dY ′|0,ρ
≤C sup
Y ∈Σ(θ)
eµℜY |∂2Y ∂αxu|0,ρ,
(3.38)
the last equality was established because the boundary term vanished due to the condition
∂Y u |Y=0= 0. Then we complete the proof of this lemma by the definition of the norm of
K l,ρ,θ,µ. 
Note that ∂tE1(t)u = ∂Y Y u, the definition of the norm of K
l,ρ,θ,µ
β,T and the above estimate, we
have the following estimates:
Lemma 3.2. Let u ∈ K l,ρ,θ,µ with ∂Y u |Y=0= 0, then for any β > 0, and T > 0, we have that
E1(t)u ∈ K l,ρ,θ,µβ,T and
|E1(t)u|l,ρ,θ,µ,β,T ≤ C|u|l,ρ,θ,µ. (3.39)
Lemma 3.3. Let u ∈ K l,ρ,θ,µ, f ∈ H l,ρ satisfy ∂Y u |Y=0= f, then E1(t)(u−Y f)+Y f ∈ K l,ρ,θ,µ
and
|E1(t)(u− Y f) + Y f |l,ρ,θ,µ ≤ C(|u|l,ρ,θ,µ + |f |l,ρ). (3.40)
This implies that for any β > 0, and T > 0, E1(t)(u− Y f) + Y f ∈ K l,ρ,θ,µβ,T and
|E1(t)(u− Y f) + Y f |l,ρ,θ,µ,β,T ≤ C(|u|l,ρ,θ,µ + |f |l,ρ). (3.41)
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Proof. First, we check that E1(t)Y = Y :
E1(t)Y =
∫ ∞
0
(
1√
4pit
e−
(Y−Y ′)2
4t +
1√
4pit
e−
(Y+Y ′)2
4t )Y ′dY ′
=
1√
pi
∫ ∞
− Y√
4t
e−η
2
(
√
4tη + Y )dη +
1√
pi
∫ ∞
Y√
4t
e−η
2
(
√
4tη − Y )dη
=
1√
pi
∫ +∞
−∞
e−η
2
(
√
4tη + Y )dη − 2 1√
pi
∫ − Y√
4t
−∞
e−η
2
(
√
4tη + Y )dη
=Y −
√
4t√
pi
e
−( Y√
4t
)2 − 2√
pi
Y
∫ − Y√
4t
−∞
e−η
2
dη.
(3.42)
Thus,
E1(t)(u− Y f) + Y f
=E1(t)(u− Y e−(µ+1)Y f) + E1(t)(Y e−(µ+1)Y )
+
2√
pi
(√
te
−( Y√
4t
)
+ Y
∫ − Y√
4t
−∞
e−η
2
dη
)
f.
(3.43)
As ∂Y (u− Y e−(µ+1)Y f) |Y=0= 0, we have
|E1(t)(u− Y e−(µ+1)Y f)|l,ρ,θ,µ ≤ C(|u|l,ρ,θ,µ + |f |l,ρ), (3.44)
and it is easy to check that
| 2√
pi
(√
te
−( Y√
4t
)
+ Y
∫ − Y√
4t
−∞
e−η
2
dη
)
f |l,ρ,θ,µ ≤ C|f |l,ρ, (3.45)
and
|E1(t)(Y e−(µ+1)Y f)|l,ρ,θ,µ ≤ C|f |l,ρ, (3.46)
then we establish (3.40). 
3.3. Estimate of E2.
Lemma 3.4. Let φ ∈ K l,ρβ,T with φ |t=0= 0, then E2φ ∈ K l,ρ,θ,µβ,T and it satisfies
|E2φ|l,ρ,θ,µ,β,T ≤ C|φ|l,ρ,β,T . (3.47)
Proof. As
sup
Y ∈Σ(θ)
e2µℜY |
∫ t
0
Y
t− s
e
− Y 2
4(t−s)√
4pi(t− s)φ(s)ds|
= sup
Y ∈Σ(θ)
e2µℜY |
∫
Y√
4t
dηφ(t − Y
2
4η2
)e−η
2 |
≤C sup
t
|φ(t)|,
(3.48)
then we could also have
sup
Y ∈Σ(θ)
eµℜY |
∫ ∞
Y
dY ′
∫ t
0
Y ′
t− s
e
− Y ′2
4(t−s)√
4pi(t− s)φ(s)ds|
≤C sup
t
|φ(t)|,
(3.49)
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and by φ(0) = 0, it can be show that
sup
Y ∈Σ(θ)
eµℜY |
∫ t
0
∂Y
Y
t− s
e
− Y 2
4(t−s)√
4pi(t− s)φ(s)ds|
=2 sup
Y ∈Σ(θ)
eµℜY |
∫
Y√
4t
dηφ(t− Y
2
4η2
)e−η
2 Y
η2
|
≤C sup
t
|φ′(t)|,
(3.50)
the above estimate and the fact that ∂tE2φ = ∂Y Y E2φ show that
|E2φ|l,ρ,θ,µ,β,T
≤C
∑
α1≤2
∑
α2≤l−α1
sup
0≤t≤T
sup
Y ∈Σ(θ−βt)
e(µ−βt)ℜY |∂α1Y ∂α2x E2φ|0,ρ−βt
≤C
∑
α1≤2
∑
α2≤l−α1
sup
0≤t≤T
sup
Y ∈Σ(θ−βt)
e(µ−βt)ℜY ∂α1Y E2|∂α2x φ|0,ρ−βt
≤C|φ|l,ρ,β,T .
(3.51)

3.4. The Estimate of E3. First, we get the estimate of E3(t)∂Y u. This term arises when we
transfer the Robin boundary condition into the Neumann Boundary condition. For some case,
we need to transfer the derivative with respect to Y to the heat kernel.
Lemma 3.5. Assume that u(t) ∈ K l,ρ−βt,θ−βt,µ−βt, for 0 ≤ t ≤ T. Then for any ρ′ < ρ−βt, θ′ <
θ − βt, µ′ < µ− βt, we have that
|E3(t)∂Y u|l,ρ′,θ′,µ′ ≤ C
∫ t
0
ds
1√
t− s |u(s)|l,ρ′,θ′,µ′ . (3.52)
Proof.
sup
Y ∈Σ(θ′)
eµ
′ℜY |∂α1Y ∂α2x
∫ t
0
ds
∫ ∞
0
[E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]∂Y ′u(x, Y ′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
∂α1Y [E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]∂α2x ∂Y ′u(x, Y ′, s)dY ′|0,ρ′
.
=I.
(3.53)
When α1 = 0, we have that:
12 Y-T. DING AND N. JIANG
I = sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
(
−
∫ ∞
0
∂Y ′ [E(Y − Y ′, t− s) + E(Y + Y ′, t− s)]
· ∂α2x u(x, Y ′, s)dY ′ − 2E(Y, t− s)∂α2x u(x, 0, s)
)
|0,ρ′
≤ sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
1√
4pi(t− s)
−(Y − Y ′)
2(t− s) e
− (Y−Y ′)2
4(t−s) ∂α2x u(x, Y
′, s)dY ′|0,ρ′
+ sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
1√
4pi(t− s)
−(Y + Y ′)
2(t− s) e
− (Y+Y ′)2
4(t−s) ∂α2x u(x, Y
′, s)dY ′|0,ρ′
+ 2 sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
1√
pi(t− s)e
− Y 2
4(t−s)∂α2x u(x, 0, s)|0,ρ′
.
=I1 + I2 + 2I3,
(3.54)
where
I1 = sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
1√
4pi(t− s)
−(Y − Y ′)
2(t− s) e
− (Y−Y ′)2
4(t−s) ∂α2x u(x, Y
′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
1√
t− s
∫ ∞
− Y√
4(t−s)
ηe−η
2
∂α2x u(x,
√
4(t− s)η + Y, s)dη|0,ρ′
= sup
Y ∈Σ(θ′)
|
∫ t
0
ds
1√
t− s
∫ ∞
− Y√
4(t−s)
ηe−η
2−µ′
√
4(t−s)ηeµ
′(
√
4(t−s)η+Y )
∂α2x u(x,
√
4(t− s)η + Y, s)dη|0,ρ′
≤C
∫ t
0
ds
1√
t− s supY ∈Σ(θ′)
|eµ′Y ∂α2x u(x, Y, s)|0,ρ′ |
∫ ∞
− Y√
4(t−s)
ηe−η
2−µ′
√
4(t−s)ηdη|
≤C
∫ t
0
ds
1√
t− s |u(s)|l,ρ′,θ′,µ′ ,
(3.55)
I2 = sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
1√
4pi(t− s)
−(Y + Y ′)
2(t− s) e
− (Y+Y ′)2
4(t−s) ∂α2x u(x, Y
′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
1√
t− s
∫ ∞
Y√
4(t−s)
ηe−η
2
∂α2x u(x,
√
4(t− s)η − Y, s)dη|0,ρ′
= sup
Y ∈Σ(θ′)
|
∫ t
0
ds
1√
t− s
∫ ∞
Y√
4(t−s)
ηe−η
2−µ′
√
4(t−s)η+2µY eµ
′(
√
4(t−s)η−Y )
∂α2x u(x,
√
4(t− s)η − Y, s)dη|0,ρ′
≤C
∫ t
0
ds
1√
t− s supY ∈Σ(θ′)
|eµ′Y ∂α2x u(x, Y, s)|0,ρ′ |
∫ ∞
Y√
4(t−s)
ηe−η
2−µ′
√
4(t−s)η+2µ′Y dη|
≤C
∫ t
0
ds
1√
t− s |u(s)|l,ρ′,θ′,µ′ ,
(3.56)
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I3 = sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
1√
pi(t− s)e
− Y 2
4(t−s)∂α2x u(x, 0, s)|0,ρ′
≤C
∫ t
0
ds
1√
t− s |∂
α2
x u(x, 0, s)|0,ρ′ sup
Y ∈Σ(θ′)
|eµ′Y e− Y
2
4(t−s) |
≤C
∫ t
0
ds
1√
t− s |∂
α2
x u(x, 0, s)|0,ρ′
≤C
∫ t
0
ds
1√
t− s |u(s)|l,ρ′,θ′,µ′ .
(3.57)
When α1 = 1, we do not need to transfer the derivative with respect to Y , then we could have
that
I = sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
∂Y [E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]∂Y ′∂α2x u(x, Y ′, s)dY ′|0,ρ′
≤C
∫ t
0
ds
1√
t− s |u(s)|l,ρ′,θ′,µ′ .
(3.58)
when α1 = 2,
I = sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
∂2Y [E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]∂Y ′∂α2x u(x, Y ′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
∂Y ′∂Y [−E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]∂Y ′∂α2x u(x, Y ′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
(
−
∫ ∞
0
∂Y [−E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]∂2Y ′∂α2x u(x, Y ′, s)dY ′
)
|0,ρ′
≤C
∫ t
0
ds
1√
t− s |u(s)|l,ρ′,θ′,µ′ ,
(3.59)
here the boundary term vanishes because of the two factors of E. Then we complete the proof
of this lemma. 
Next, we estimate E3(t)u.
Lemma 3.6. Assume that u(t) ∈ K l,ρ−βt,θ−βt,µ−βt, for 0 ≤ t ≤ T, satisfying ∂Y u |Y=0= 0.
Then ∀ρ′ < ρ− βt, θ′ < θ − βt, µ′ < µ− βt, we have that
|E3(t)u|l,ρ′,θ′,µ′ ≤
∫ t
0
ds|u(s)|l,ρ′,θ′,µ′ ≤ C|u|l,ρ,θ,µ,β,T . (3.60)
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Proof.
sup
Y ∈Σ(θ′)
eµ
′ℜY |∂α1Y ∂α2x
∫ t
0
ds
∫ ∞
0
[E(Y − Y ′, t− s)
+ E(Y + Y ′, t− s)]u(x, Y ′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
[E(Y − Y ′, t− s)
+E(Y + Y ′, t− s)]∂α1Y ∂α2x u(x, Y ′, s)dY ′|0,ρ′
(3.61)
for α1 = 1, the boundary term vanishes because of the two factors of E, for α1 = 2, the boundary
term vanishes because of the condition ∂Y u |Y=0= 0. Then
sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
E(Y − Y ′, t− s)∂α1Y ∂α2x u(x, Y ′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
0
1√
4pi(t− s)e
− (Y−Y ′)2
4(t−s) ∂α1Y ∂
α2
x u(x, Y
′, s)dY ′|0,ρ′
= sup
Y ∈Σ(θ′)
eµ
′ℜY |
∫ t
0
ds
∫ ∞
− Y√
4(t−s)
ηe−η
2
∂α2x u(x,
√
4(t− s)η + Y, s)dη|0,ρ′
≤ sup
Y ∈Σ(θ′)
|
∫ t
0
ds
∫ ∞
− Y√
4(t−s)
ηe−η
2−µ′
√
4(t−s)ηeµ
′(
√
4(t−s)η+Y )∂α2x u(x,
√
4(t− s)η + Y, s)dη|0,ρ′
≤C
∫ t
0
ds|u(s)|l,ρ′,θ′,µ′ .
(3.62)
Similarly, we could get the estimate of the other factor of E3, and complete the proof of this
lemma. 
By the definition of the norm of K l,ρ,θ,µβ,T and the fact that ∂tE3(t)u = ∂Y YE3(t)u + u, we
could have the following estimate:
Lemma 3.7. Let u ∈ K l,ρ,θ,µβ,T , then E3(t)u ∈ K l,ρ,θ,µβ,T , and
|E3(t)u|l,ρ,θ,µ,β,T ≤ C|u|l,ρ,θ,µ,β,T (3.63)
4. Proof of proposition 4.2
The solution u of (2.24) can be written as:
u =E1(t)u0 + E2(U(x, t)) + E3(t)(K(u, t) + 2∂Y u)
=E1(t)(u0 − Y U(x, 0)) + Y U(x, 0) + E2(U(x, t) − U(x, 0))
+ E3(t)(K(u, t) + 2∂Y u)
.
=U + E3(t)(K(u, t) + 2∂Y u)
.
=F (u, t).
(4.64)
The rest is devoted to proving that F (u, t) satisfies all the conditions of the ACK Theorem
with X = K l,ρ,θ,µ+1.
It is obvious that F satisfies the first condition of the ACK theorem which says that F has
some continuation with respect to time t. The following proposition shows that F satisfies the
second condition (2.14) of the ACK theorem.
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Proposition 4.1. Assume that u0(x, Y ) ∈ K l,ρ,θ,µ+1, U ∈ K l,ρβ,T , satisfy ∂Y u0 |Y=0= U(x, 0),
then we have that U ∈ K l,ρ,θ,µ+1β,T satisfying
|U|l,ρ,θ,µ+1,β,T ≤ C(|u0|l,ρ,θ,µ+1 + |U |l,ρ,β,T ). (4.65)
As
U = E1(t)(u0 − Y U(x, 0)) + Y U(x, 0) + E2(U(x, t)− U(x, 0)), (4.66)
then by Lemma 3.3 and Lemma 3.4, we could obtain this proposition.
Next we shall prove that the operator F satisfies the last condition (2.15) of the ACK Theorem.
That is the following proposition.
Proposition 4.2. 0 < ρ′ < ρ(s) ≤ ρ0 − β0s, 0 < θ′ < θ(s) ≤ θ0 − β0s, 0 < µ′ + 1 < µ(s) + 1 ≤
µ0 + 1− β0s, and ∀u1(t), u2(t) ∈ K l,ρ−β0t,θ−β0t,µ+1−β0t, satisfy
sup
0≤t≤T
|uj |l,ρ0−β0t,θ0−β0t,µ0+1−β0t ≤ R, j = 1, 2, (4.67)
we have
|F (t, u1)− F (t, u2)|l,ρ′,θ′,µ′+1
≤C
∫ t
0
ds(
|u1 − u2|ρ(s),θ′,µ′+1
ρ(s)− ρ′ +
|u1 − u2|ρ′,θ(s),µ′+1
θ(s)− θ′
+
|u1 − u2|ρ′,θ′,µ(s)+1
µ(s)− µ′ +
|u1 − u2|ρ′,θ′,µ′+1√
t− s ).
(4.68)
Proof: As
F (u, t) = U + E3(t)(K(u, t)) + 2E3(t)∂Y u, (4.69)
one can check that ∂Y F (u, t) |Y=0= U(x, t). We can get the solution of u = F (u, t) by iteration
on the set of functions satisfying ∂Y u |Y=0= U(x, t). As a result, we could assume that(
K(u1, t)−K(u2, t)
) |Y=0= 0. (4.70)
Then Proposition 4.2 is a direct conclusion of Lemma 3.5, Lemma 3.6 and the following Cauchy
estimate of the operator K.
Proposition 4.3. Suppose u1(t), u2(t) ∈ K l,ρ0−β0t,θ0−β0t,µ0−β0t, for 0 ≤ t ≤ T. Then ∀ρ′ < ρ′′ <
ρ0 − β0t, θ′ < θ′′ < θ0 − β0t, µ′ < µ′′ < µ0 − β0t, we have that
|K(u1, t)−K(u2, t)|l,ρ′,θ′,µ′
≤C
( |u1 − u2|ρ′′,θ′,µ′+1
ρ′′ − ρ′ +
|u1 − u2|ρ′,θ′′,µ′+1
θ′′ − θ′
+
|u1 − u2|ρ′,θ′,µ′′+1
µ′′ − µ′ + |u1 − u2|ρ′,θ′,µ′+1
)
.
(4.71)
This proposition could be proved by using Proposition 2.1, Lemma 2.2 and Lemma 2.3. The
proof is the same as the proof of Proposition 5.7 in [24], only noticing the fact that eY u ∈ K l,ρ,θ,µ
if u ∈ K l,ρ,θ,µ+1. We omit the details here.
Then by the ACK Theorem, there exists a unique solution u of the equation satisfies
|u(t)|l,ρ1−β1t,θ1−β1t,µ1−β1t ≤ C, (4.72)
By the equation (2.24),we have
∂tu = ∂Y Y u+K(u, t) + 2∂Y u, (4.73)
then we obtain u ∈ K l,ρ1,θ1+1,µ1β1,T and complete the proof of Proposition 2.6.
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