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Abstract
In this paper, we assume that the filtration F is generated by a d-dimensional
Brownian motion W = (W1, · · · ,Wd)
′ as well as an integer-valued random measure
µ(du, dy). The random variable τ˜ is the default time and L is the default loss. Let
G = {Gt; t ≥ 0} be the progressive enlargement of F by (τ˜ , L), i.e, G is the smallest
filtration including F such that τ˜ is a G-stopping time and L is Gτ˜ -measurable. We
parameterize the conditional density process, which allows us to describe the survival
process G explicitly. We also obtain the explicit G-decomposition of a F martingale
and the predictable representation theorem for a (P,G)-martingale by all known pa-
rameters. Formula parametrization in the enlarged filtration is a useful quality in
financial modeling.
Key words: default time and default loss, progressive enlargement of filtration, con-
ditional density, parametrization, canonical decomposition, martingale representation.
1 Introduction
In this paper, we assume that the filtration F is generated by a d-dimensional Brownian
motion W = (W1, · · · ,Wd)
′ as well as an integer-valued random measure µ(du, dy). It
is the fact that once the default happens, the default loss immediately generated, we let
τ˜ ≥ 0 be the default time and L be the default loss, which are random variables. We are
interest in the enlarged filtration G = {Gt; t ≥ 0} which is the smallest filtration including
F such that τ˜ is a G-stopping time and L is Gτ˜ -measurable, G is called the progressive
enlargement of F by (τ˜ , L). We can easily see that
Gt =
⋂
u>t
G
0
u , where G
0
u = Fu ∨ σ(τ˜ ∧ u) ∨ σ(LIτ˜≤u).
The similar progressive enlargement of filtration can also be found in Dellacherie and
Meyer(1978)[7], Pham(2010)[23], Kchia, Larsson and Protter(2011) [21] [22]. It is notable
that the progressive enlargement filtration G in this paper is slightly different from the tra-
ditional progressive enlargement of filtration in the literature, see e.g. in Jeulin(1980)[19],
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of Shanghai(no.13ZR1422000) and Shanghai 085 Project.
†The corresponding author, his Email is tkrp1980@sjtu.edu.cn.
Jacod(1987)[13], Jeanblanc, Yor and Chesney(2009) [15], El Karoui, Jeanblanc and Jiao(2010)[10],
Jeanblanc and Le Cam(2009)[16], Jeanblanc and Song(2011)[17], Callegaro, Jeanblanc and
Zargari(2010)[6] and Jeanblanc and Song(2012)[18], among many others. TheG-decomposition
of a (P,F) martingale and the representation of a G-martingale are the fundamental
problems in the enlargement of filtration, which have been widely studied, see in [6],
[7], [10], [16], [17], [18], and which have many applications in mathematical finance, see
Duffie and Huang(1986)[8], Karatzas and Pikovsky(1996)[24], Amendinger, Becherer and
Schweizer(2003)[2], Ankirchner, Dereichner and Imkeller(2005)[3], Jiao and Pham(2009)[20]
and Eyraud-Loisel(2010)[9], etc.
It is well known that for a general enlargement of filtration, a (P,F)-martingale might
not be a (P,G)-semimartingale. here we adapt the stronger Jacod’s hypothesis (see in
Jacod(1987)[13], Amendinger(1999)[1], Callegaro, Jeanblanc and Zargari(2010)[6]) as the
following:
Assumption 1.1. i) Let η(ds, dl) be the law of (τ˜ , L) and the F-regular conditional law
of (τ˜ , L) is equivalent to the law of (τ˜ , L), i.e
P (τ˜ ∈ ds, L ∈ dl|Ft) ∼ η(ds, dl), for every t ≥ 0;
ii) η(ds, dl) has no atoms.
From Assumption 1.1 and similarly to Jacod(1987)[13] or Amendinger(1999)[1], there
also exists a so-called conditional density pt(s, l) which is a (P,F)-martingale to describe
F-regular conditional law of (τ˜ , L), such that for every (s, l) ∈ R+ × R, p(s, l) is a ca`dla`g
(P,F)-martingale and for any B ∈ B(R+ × R),
P ((τ˜ , L) ∈ B|Ft) =
∫
B
pt(s, l)η(ds, dl), for every t ≥ 0, P -a.s.
then p0(s, l) = 1, for any t ≥ 0, l ∈ R.
Assuming 1.1 is a foundmental assumption, see [6], [10] and more recently [22]. Ifm is a
(P,F) martingale, we know from [22] that mGt := mt−
∫ t∧τ˜
0
d〈m,µ〉s + dJs
Gs−
Iτ˜>t−
∫ t
t∧τ˜
dAs
is a (P,G)-martingale (see Theorem 3 in [22]), where µ is the martingale part of the
conditional survive process Gt = P (τ˜ > t|Ft) and J is the dual predictable projection of
∆Mτ˜ I[[τ˜ ,∞[[ onto G, from which one can obtain the decomposition of m in G. However
in practice, seeking µ, 〈m,µ〉 and A are very troublesome and it is hard to get this
decomposition. Although this formula is good, it is very inconvenient to calculate, which
limits its application.
In this paper we will investigate {pt(s, l); t ≥ 0} more deeply, and rewrite the condi-
tional density pt(s, l) into the following form
pt(s, l) = E[ps(s, l)
∣∣Ft]It<s + ps(s, l)It≥s + ∫ t
0
pu−(s, l)θ1(u; s, l)
′
Iu>sdW (u)
+
∫ t
0
∫
E
pu−(s, l)θ2(u, y; s, l)Iu>s{µ(du, dy) − ν(du, dy)},
where θ1(·; s, l) is an R
d-valued F-predictable process with θ1(·; s, l) ∈ L
2
loc(W ) and θ2(·, ·; s, l)
is a P˜(F)-measurable function with θ2(·, ·; s, l) ∈ Gloc(µ). We show in Theorem 2.7 that
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ps(s, l), θ1(u; s, l) and θ2(u, y; s, l) must satisfy the following condition∫ ∞
0
∫
R
ps(s, l)η(ds, dl) = 1−
∫ ∞
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ ∞
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)}.
(1.1)
where
Z
θ1,θ2
s,l (t) := exp
{∫ t
s
θ1(u; s, l)
′dW (u)−
1
2
∫ t
s
‖θ1(u; s, l)‖
2du
}
× exp
{∫ t
s
∫
E
{
ln(1 + θ2(u, y; s, l))
}
µ(du, dy) −
∫ t
s
∫
E
θ2(u, y; s, l)ν(du, dy)
}
is a (P,F) martingale determined by θ1 and θ2. We view ps(s, l), θ1 and θ2 as the parame-
ters of the conditional density. Inversely, given any parameters {ps(s, l), θ1, θ2} satisfying
(2.4), we can construct a new“conditional density”, which may have applications in fi-
nance.
Based on the parameters {ps(s, l), θ1, θ2}, we can give the Doob-Meyer’s decomposition
of the survival process Gt explicitly as the following
Gt = 1−
∫ t
0
∫
R
ps(s, l)η(ds, dl)
−
∫ t
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ t
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)}.
(1.2)
Then we consider theG-decomposition of a (P,F) local martingale and give aG-decomposition
explicitly depending on ps(s, l), θ1(u; s, l)Iu>s and θ2(u, y; s, l)Iu>s. We also obtain the pre-
dictable representation theorems both for a (P,G)-martingale and a (P ∗,G)-martingale,
which reveals the relationship between the structure of (P,G)-martingale and these pa-
rameters.
In short, the main results are:
1). An analysis of the conditional density process pt(s, l), it is underlined that pt(s, l)
is completely determined by three parameters pt(s, l), θ1 and θ2.
2). An explicit expression of the survival process Gt in terms of the three parameters
pt(s, l), θ1 and θ2.
3). Theorem 3.4: The so-called enlargement filtration formula is proved. This is the
formula which gives the G semimartingale decompositions for the F local martingales.
4). Theorem 4.3, where the (weak) martingale representation formula in G is proved
and formula parametrization is obtained.
The paper is organized as follows: In Section 2, we characterize the conditional density
process and obtain a more explicit form of the Doob-Meyer’s decomposition of the survival
process. In Section 3, we will first prove Lemma 3.1 and then explicitly describe the G-
decomposition of a (P,F)-martingale. In section 4, we obtain the martingale representation
theorem for a (P,G)-martingale. Conclusions are given in the end.
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2 The setup and notations
We assume that F = {Ft; t ≥ 0} is a filtration on (Ω,F , P ) carrying an d-dimensional
Brownian motion W = (W1, · · · ,Wd)
′ as well as an integer-valued random measure
µ(du, dy) on R+ × E, where (E,E ) is some auxiliary Blackwell space.
Assumption 2.1. The filtration F = {Ft; t ≥ 0} is the natural filtration generated by W
and µ, i.e.,
Ft = σ
{
W (s), µ([0, s] ×A), B; 0 ≤ s ≤ t, A ∈ B, B ∈ N
}
where N is the collection of P -null sets from F .
In the following, let P(F) be the family of all F-predictable processes and P˜(F) =
P(F)⊗E . We assume that the compensator of µ(du, dy) is given by ν(du, dy) = Fu(dy)du,
where Fu(dy) is a transition kernel from (Ω × R
+,P(F)) to into (E,E ). It is known
that (y2 ∧ 1) ∗ ν ∈ A +loc, i.e, there exists a sequence of increasing stopping time Tn with
limn→∞ Tn = ∞ a.s., such that E(
∫ Tn
0
∫
E
(y2 ∧ 1)Fu(dy)du) < ∞. Furthermore, for any
local (P,F)-martingale M has the unique representation property
Mt =M0 +
∫ t
0
f1(u)
′dW (u) +
∫ t
0
∫
E
f2(u, y)(µ(du, dy) − ν(du, dy)),
where f1(u) is an R
d-valued F-predictable process with f1 ∈ L
2
loc(W ) and f2(u, y) is a
P˜(F)-measurable function with f2 ∈ Gloc(µ) (see Lemma 4.24 in page 185 of Jacod and
Shiryaev(1987) [14] for more details).
Remark. For simply, here we only assume that W is an d-dimensional Brownian motion
In fact,W can be relaxed to any continuous local martingale. As for integer-valued random
measure µ(du, dy), the representation property of any local (P,F)-martingale M has the
more concise form without loss of generality.
Remark. From Proposition 2.1.14 and 2.1.15 in Jacod and Shiryaev(1987) [14], one can
see that there exists a F-optional process ϕ = (ϕt) and a sequence of stopping times (τˆk)
such that for all positive P˜(F)-measurable function W (ω, t, y),∫ t
0
∫
E
W (ω, u, y)µ(ω; du, dy) =
∑
(k)
W (τˆk, ϕτˆk)Iτˆk≤t.
Furthermore, as the compensator of µ(du, dy) is ν(du, dy) = Fu(dy)du, so the filtration F
is quasi-left continuous.
Let τ˜ be a non-negative random variable and L be a random variable on (Ω,F ), and
let the G = {Gt; t ≥ 0} be the smallest progressive enlargement filtration of F such that
τ˜ is a G-stopping time and L is a Gτ˜ -measurable random variable. Let η(ds, dl) be the
law of (τ˜ , L), i.e., η(ds, dl) = P (τ˜ ∈ ds, L ∈ dl), then
∫ ∞
0
∫
R
η(ds, dl) = 1. We adapt the
stronger Jacod’s hypothesis as following
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Assumption 1.1. i) the F-regular conditional law of (τ˜ , L) is equivalent to the law of
(τ˜ , L), i.e.,
P (τ˜ ∈ ds, L ∈ dl|Ft) ∼ η(ds, dl), for every t ≥ 0, P -a.s.
ii) η(ds, dl) has no atoms.
Similar to Proposition 1.3 in Callegaro, Jeanblanc and Zargari(2010)[6], we have the
following lemma
Lemma 2.2. 1) Any G-predictable process Y = (Yt)t≥0 is represented as
Yt = Y
0
t It≤τ˜ + Y
1
t (τ˜ , L)It>τ˜ ,
where Y 0 is a F-predictable process and where Y 1t (s, l) is a P(F) ⊗ B(R
+) ⊗ B(R)-
measurable function.
2) Any G-optional process Y = (Yt)t≥0 is represented as
Yt = Y
0
t It<τ˜ + Y
1
t (τ˜ , L)It≥τ˜ ,
where Y 0 is a F-optional process and where Y 1t (s, l) is a O(F)⊗B(R
+)⊗B(R)-measurable
function.
From Assumption 1.1, one can see from Jacod(1987)[13] or Amendinger(1999)[1] that
there exists a strictly positive O(F) ⊗ B(R+ × R)-measurable function (t;ω; s, l) −→
pt(ω; s, l), called the (P,F)-conditional density of (τ˜ , L) with respect to η, such that for
every (s, l) ∈ R+ × R, p(s, l) is a ca`dla`g (P,F)-martingale and for any B ∈ B(R+ × R),
P ((τ˜ , L) ∈ B|Ft) =
∫
B
pt(s, l)η(ds, dl), for every t ≥ 0, P -a.s.
then p0(s, l) = 1, for any t ≥ 0, l ∈ R.
By the “change of probability measure” viewpoint of Song(1987)[26] and similar to
Callegaro, Jeanblanc and Zargari(2010)[6], we introduce the filtration Gτ˜ ,L = {G τ˜ ,Lt ; t ≥ 0}
with G τ˜ ,Lt = Ft
∨
σ(τ˜ , L), one can see that Gτ˜ ,L is the initial enlargement of the filtration
F with τ˜ and L and that F ⊂ G ⊂ Gτ˜ ,L. Let
Zt =
1
pt(τ˜ , L)
,
similar to Grorud and Pontier(1998)[12] or Amendinger(1999)[1], one can see that Z is a
strictly positive (P,Gτ˜ ,L)-martingale with E(Zt) = 1, for every finite t ≥ 0. Thus one can
define a locally equivalent probability measure P ∗ by
dP ∗
dP
|
G
τ˜ ,L
t
= Zt.
Similar to Grorud-Pontier(1998)[12] or Amendinger(1999)[1], one can show that
1. under P ∗, (τ˜ , L) is independent of Ft for every t ≥ 0;
2. P ∗|Ft = P |Ft ;
3. P ∗|σ(τ˜ ,L) = P |σ(τ˜ ,L),
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which implies P ∗(τ˜ ∈ ds, L ∈ dl|Ft) = P (τ˜ ∈ ds, L ∈ dl). Similar to Lemma 1.4 in
Callegaro, Jeanblanc and Zargari(2010)[6], we have the following lemma
Lemma 2.3. 1) Let yt(τ˜ , L) be a G
τ˜ ,L
t -measurable r.v., then for any s ≤ t,
EP ∗
(
yt(τ˜ , L)
∣∣G τ˜ ,Ls ) = EP ∗(yt(u, l)∣∣Fs)∣∣u=τ˜ , l=L ;
2) if yt(τ˜ , L) is P -integrable, then
E
(
yt(τ˜ , L)
∣∣G τ˜ ,Ls ) = 1ps(τ˜ , L)E(yt(u, l)pt(u, l)∣∣Fs)∣∣u=τ˜ , l=L .
We have the following Corollaries
Corollary 2.4 (Characterization of (P,Gτ˜ ,L)-martingales in terms of (P,F)-martingales).
A process yt(τ˜ , L) is a (P,G
τ˜ ,L)-martingale if and only if {yt(u, l)pt(u, l); t ≥ 0} is a (P,F)-
martingale, for almost every u ≥ 0, l ∈ R.
Corollary 2.5. Let M = {Mt; t ≥ 0} be a bounded (P
∗,F)-martingale, then M is a
(P ∗,Gτ˜ ,L)-martingale and hence a (P ∗,G)-martingale.
Proof. From part 1) of Lemma 2.3, one can see that for any s ≤ t
EP ∗
(
Mt
∣∣G τ˜ ,Ls ) = EP ∗(Mt∣∣Fs)∣∣u=τ˜ , l=L
=Ms,
thusM is a (P ∗,Gτ˜ ,L)-martingale. SinceMs is Fs-measurable, Ms is Gs-measurable, thus
EP ∗
(
Mt
∣∣Gs) = EP ∗{EP ∗(Mt∣∣G τ˜ ,Ls )|Gs}
= EP ∗{Ms|Gs}
=Ms,
which completes the proof.
Let
Gt := P (τ˜ > t|Ft) =
∫ ∞
t
∫
R
pt(s, l)η(ds, dl) and
G∗t := P
∗(τ˜ > t|Ft) = P
∗(τ˜ > t) = P (τ˜ > t) =
∫ t
0
∫
R
η(ds, dl),
from Callegaro, Jeanblanc and Zargari(2010)[6], we find that G is a (P,F)-supermartingale
and G∗ is a deterministic continuous and decreasing function.
Theorem 2.6. Let yt(τ˜ , L) be a G
τ˜ ,L
t -measurable P -integrable r.v., then for s ≤ t,
E(yt(τ˜ , L)|Gs) = y˜sIs<τ˜ + ŷs(τ˜ , L)Iτ˜≤s
with
y˜s =
1
Gs
E
( ∫ ∞
s
∫
R
yt(u, l)pt(u, l)η(du, dl)
∣∣∣Fs)
ŷs(u, l) =
1
ps(u, l)
E
{
yt(u, l)pt(u, l)
∣∣Fs}.
Proof. The proof follows from the proof of Lemma 1.5 of Callegaro-Jeanblanc-Zargari(2010)([6]).
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2.1 The (P,F)-density process
Since for any s ≥ 0, l ∈ R, p(s, l) = {pt(s, l); t ≥ 0} is a strictly positive (P,F)-martingale
which implies that pt(s, l) can be represented in the following form
pt(s, l) = E(ps(s, l)|Ft)It<s + ps(s, l) exp
{∫ t
s
θ1(u; s, l)
′dW (u)−
1
2
∫ t
s
‖θ1(u; s, l)‖
2du
}
× exp
{∫ t
s
∫
E
{
ln(1 + θ2(u, y; s, l))
}
µ(du, dy) −
∫ t
s
∫
E
θ2(u, y; s, l)ν(du, dy)
}
It≥s,
(2.1)
where θ1(·; s, l) is an R
d-valued F-predictable process with θ1(·; s, l) ∈ L
2
loc(W ) and θ2(·, ·; s, l)
is a P˜(F)-measurable function with θ2(·, ·; s, l) ∈ Gloc(µ). Therefore, the conditional den-
sity pt(s, l) is completely determined by ps(s, l), θ1(u; s, l)Iu>s and θ2(u, y; s, l)Iu>s. For
given (ps(s, l), θ1, θ2), we define
Z
θ1,θ2
s,l (t) := exp
{∫ t
s
θ1(u; s, l)
′dW (u)−
1
2
∫ t
s
‖θ1(u; s, l)‖
2du
}
× exp
{∫ t
s
∫
E
{
ln(1 + θ2(u, y; s, l))
}
µ(du, dy)−
∫ t
s
∫
E
θ2(u, y; s, l)ν(du, dy)
}
,
(2.2)
then the conditional density pt(s, l) has following representation:
pt(s, l) = E(ps(s, l)|Ft)It<s + ps(s, l)Z
θ1,θ2
s,l (t)It≥s. (2.3)
For parameters of ps(s, l), θ1, θ2, we have the following theorem.
Theorem 2.7. If pt(s, l) is the density process of a pair (τ˜ , L) with respect to (P,F) and
has the representation as (2.3), then ps(s, l), θ1(u; s, l)Iu>s and θ2(u, y; s, l)Iu>s satisfy the
following equation∫ ∞
0
∫
R
ps(s, l)η(ds, dl) = 1−
∫ ∞
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ ∞
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)}.
(2.4)
Proof. We first note that the following equation by Fubini theorem.∫ ∞
t
∫
R
E(ps(s, l)|Ft)η(ds, dl) = E
( ∫ ∞
t
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft). (2.5)
When t = 0, the above equation becomes
E
( ∫ ∞
0
∫
R
ps(s, l)η(ds, dl)
)
=
∫ ∞
0
∫
R
p0(s, l)η(ds, dl) = 1. (2.6)
Since
Z
θ1,θ2
s,l (t) = 1 +
∫ t
s
Z
θ1,θ2
s,l (u−)θ1(u; s, l)
′dW (u)
+
∫ t
s
∫
E
Z
θ1,θ2
s,l (u−)θ2(u, y; s, l)){µ(du, dy) − ν(du, dy)},
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then from
∫ ∞
0
∫
R
pt(s, l)η(ds, dl) ≡ 1 for each t, one can see that
1 =
∫ ∞
0
∫
R
pt(s, l)η(ds, dl)
=
∫ ∞
t
∫
R
pt(s, l)η(ds, dl) +
∫ t
0
∫
R
pt(s, l)η(ds, dl)
= E
(∫ ∞
t
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft)+ ∫ t
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (t)η(ds, dl)
= E
(∫ ∞
0
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft)
−
∫ t
0
∫
R
ps(s, l)η(ds, dl) +
∫ t
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (t)η(ds, dl)
= E
(∫ ∞
0
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft)
+
∫ t
0
∫
R
ps(s, l)
{∫ t
s
Z
θ1,θ2
s,l (u−)θ1(u; s, l)
′dW (u)
+
∫ t
s
∫
E
Z
θ1,θ2
s,l (u−)θ2(u, y; s, l)){µ(du, dy) − ν(du, dy)}
}
η(ds, dl)
= E
(∫ ∞
0
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft)
+
∫ t
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
+
∫ t
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)},
where the last equality we have used the stochastic Funini theorem for general semimartin-
gales, see Theorem 4.1.1 of Jeanblanc, Yor and Chesney(2009) [15].
Since E
( ∫ ∞
0
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft) is an uniformly integrable (P,F)-martingales,
taking t −→∞ and hence equation (2.4) holds.
More interesting, we can consider the inverse problem, given a law η(s, l) with∫ ∞
0
∫
R
η(ds, dl) = 1 (2.7)
and (ps(s, l), θ1, θ2), whether can we construct a “conditional density”? The following
theorem gives the answer.
Theorem 2.8. Given (ps(s, l), θ1, θ2) satisfying equation (2.4) such that E(
∫ ∞
0
∫
R
ps(s, l)η(ds, dl)) =
1 and Zθ1,θ2s,l (t) is a (P,F) martingale, then there exists a pair (τ˜
∗, L∗), such that τ˜∗ is a
non-negative random variable and L∗ is a random variable on (Ω,F ), and
pt(s, l) := E(ps(s, l)|Ft)It<s + ps(s, l)Z
θ1,θ2
s,l (t)It≥s
is the density process of (τ˜∗, L∗).
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Proof. First, it is noted that pt(s, l) is an (P,F) martingale for any s ≥ 0, l ∈ R and from
the proved process of Theorem 2.7, one can see that for any t ≥ 0,
1 =
∫ ∞
t
∫
R
E(ps(s, l)|Ft)η(ds, dl) +
∫ t
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (t)η(ds, dl)
=
∫ ∞
0
∫
R
pt(s, l)η(ds, dl).
Particularly, from equation (2.7), one has p0(s, l) = 1, for any t ≥ 0, l ∈ R.
Since
∫ ∞
0
∫
R
η(ds, dl) = 1, then we can construct a probability space (Ω′, P ′) and a
non-negative random variable τ˜∗ and a random variable L∗ on F such that the law of
(τ˜∗, L∗) is
P ′((τ˜∗, L∗) ∈ B) =
∫
B
η(ds, dl) for any B ∈ B(R+ × R).
Define the product space
Ω∗ = Ω× Ω′, G ∗ = F∞ ⊗ σ(τ˜ , L)
and the filtration
G
∗
t = Ft ⊗ σ(τ˜ , L).
Define the measure P on (Ω∗,G ∗)
P = P |Ft ⊗P
′ |σ(τ˜ ,L),
then (τ˜∗, L∗) is independent of Ft on (Ω
∗,G ∗, P ) and P |Ft = P |Ft and P |σ(τ˜ ,L) = P |σ(τ˜ ,L),
One also checks that pt(τ˜
∗, L∗) is an G ∗t martingale (similar to Grorud and Pontier(1998)
[12]
or Amendinger(1999)[1]). Thus one can define a locally equivalent probability measure Q
by
dQ
dP
|G ∗t = pt(τ˜
∗, L∗), then for any B ∈ B(R+ × R) and for every t ≥ 0, from Bayes’
formula, one obtains
Q((τ˜∗, L∗) ∈ B|Ft)
=
E(pt(τ˜
∗, L∗)I(τ˜∗,L∗)∈B |Ft)
E(pt(τ˜∗, L∗)|Ft)
=
∫
B
pt(s, l)η(ds, dl).
then pt(s, l) is the conditional density of (τ˜
∗, L∗) with respect to η.
Theorem 2.9. If we given a positive O(F)⊗B(R)-measurable function ps(s, l) satisfying
E(
∫ ∞
0
∫
R
ps(s, l)η(ds, dl)) = 1 and E(
∫ ∞
t
∫
R
ps(s, l)η(ds, dl) | Ft) < 1 for any t > 0, then
we can find a pair (θ1, θ2) such that (ps(s, l), θ1, θ2) satisfying equation (2.4).
Proof. For any t ≥ 0, let Yt := 1 − E(
∫ ∞
t
∫
R
ps(s, l)η(ds, dl) | Ft), then Yt is a (P,F)
positive submartingale and Yt−
∫ t
0
∫
R
ps(s, l)η(ds, dl) = 1−E(
∫ ∞
0
∫
R
ps(s, l)η(ds, dl) | Ft)
is a (P,F) martingale. By Assumption 2.1 , there exists a pair (θ˜1, θ˜2) such that
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Yt =
∫ t
0
∫
R
ps(s, l)η(ds, dl) −
∫ t
0
Yu−θ˜1(u)
′dW (u)−
∫ t
0
∫
E
Yu−θ˜2(u, y){µ(du, dy) − ν(du, dy)},
(2.8)
where θ˜1(·) is an R
d-valued F-predictable process with θ˜1(·) ∈ L
2
loc(W ) and θ˜2(·, ·) is
a P˜(F)-measurable function with θ˜2(·, ·) ∈ Gloc(µ). For any s ≥ 0, l ∈ R, we define
θ1(u; s, l) and θ2(u, y; s, l) {
θ1(u; s, l) := −θ˜1(u)Iu>s
θ2(u, y; s, l) := −θ˜2(u, y)Iu>s.
One can see from the defintion of Zθ1,θ2s,l , Z
θ1,θ2
s,l is the solution of following BSDE
Z
θ1,θ2
s,l (t) = 1−
∫ t
s
Z
θ1,θ2
s,l (u−)θ˜1(u)
′dW (u)
−
∫ t
s
∫
E
Z
θ1,θ2
s,l (u−)θ˜2(u, y){µ(du, dy) − ν(du, dy)}.
Let Y˜t :=
∫ t
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (t) then, Y˜t satisfies
Y˜t =
∫ t
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (t)η(ds, dl)
=
∫ t
0
∫
R
ps(s, l)η(ds, dl) −
∫ t
0
∫
R
ps(s, l)
∫ t
s
Z
θ1,θ2
s,l (u−)θ˜1(u)
′dW (u)η(ds, dl)
−
∫ t
0
∫
R
ps(s, l)
∫ t
s
∫
E
Z
θ1,θ2
s,l (u−)θ˜2(u, y){µ(du, dy) − ν(du, dy)}η(ds, dl)
=
∫ t
0
∫
R
ps(s, l)η(ds, dl) −
∫ t
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)η(ds, dl)
}
θ˜1(u)
′dW (u)
−
∫ t
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)η(ds, dl)
}
θ˜2(u, y){µ(du, dy) − ν(du, dy)}
=
∫ t
0
∫
R
ps(s, l)η(ds, dl) −
∫ t
0
Y˜u−θ˜1(u)
′dW (u)−
∫ t
0
∫
E
Y˜u−θ˜2(u, y){µ(du, dy) − ν(du, dy)},
From the unique solution of SDE, we obtain Yt = Y˜t =
∫ t
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (t)η(ds, dl), a.s..
From equation (2.8) and let t =∞, we know that∫ ∞
0
∫
R
ps(s, l)η(ds, dl) = 1−
∫ ∞
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ ∞
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)},
(2.9)
which implies that (ps(s, l), θ1, θ2) satisfying equation (2.4)
The following corollary gives an explicit expression of the survival process Gt by
(ps(s, l), θ1, θ2).
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Corollary 2.10. Under the conditions of Theorem 2.7, the survival process of τ˜ with
respect to (P,F) is given by
Gt = 1−
∫ t
0
∫
R
ps(s, l)η(ds, dl)
−
∫ t
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ t
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)}.
(1.2)
Proof. From the definition of Gt, one sees that
Gt = P (τ˜ > t|Ft) =
∫ ∞
t
∫
R
pt(s, l)η(ds, dl)
=
∫ ∞
t
∫
R
E[ps(s, l)|Ft]η(ds, dl)
= E
[ ∫ ∞
t
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft]
= −
∫ t
0
∫
R
ps(s, l)η(ds, dl) + E
[ ∫ ∞
0
∫
R
ps(s, l)η(ds, dl)
∣∣∣Ft]
= 1−
∫ t
0
∫
R
ps(s, l)η(ds, dl)
−
∫ t
0
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ t
0
∫
E
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)},
which completes the proof.
We give a special example as the end of this subsection.
Example 2.11. If ∫ ∞
0
∫
R
ps(s, l)η(dl)ds = 1, a.s.,
let θ1(u; s, l) = 0 and θ2(u, y; s, l) := 0, then one can see that ps(s, l), θ1(u; s, l), θ2(u; s, l)
satisfies (2.4). Hence pt(s, l) := E(ps(s, l)|Ft)It<s + ps(s, l)Z
θ1,θ2
s,l (t)It≥s is the density
process of some (τ˜ , L). In this case,
Gt = 1−
∫ t
0
∫
R
ps(s, l)η(dl)ds.
2.2 G-martingales’ characterization
Similar to the proof of Proposition 2.2 of Callegaro, Jeanblanc and Zargari(2010) [6], one
can show the following theorem
Theorem 2.12 (Characterization of (P,G)-martingales in terms of (P,F)-martingales).
Let y = {yt; t ≥ 0}, where yt := y˜tIt<τ˜ + ŷt(τ˜ , L)It≥τ˜ , be a G-adapted process, then y is a
(P,G)-martingale if and only if the following two conditions are satisfied:
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(i) for η-almost every u ≥ 0 and l ∈ R, {ŷt(u; l)pt(u; l); t ≥ u} is a (P,F)-martingale;
(ii) the process {y˜tGt +
∫ t
0
∫
R
ŷu(u, l)pu(u, l)η(du, dl); t ≥ 0} is a (P,F)-martingale.
Similarly, we have the following corollary
Corollary 2.13. Let y = {yt; t ≥ 0}, where yt := y˜tIt<τ˜ + ŷt(τ˜ , L)It≥τ˜ , be a G-adapted
process, then y is a (P ∗,G)-martingale if and only if the following two conditions are
satisfied:
(i) for η-almost every u ≥ 0 and l ∈ R, {ŷt(u; l); t ≥ u} is a (P
∗,F)-martingale;
(ii) the process {y˜tG
∗
t +
∫ t
0
∫
R
ŷu(u, l)η(du, dl); t ≥ 0} is a (P
∗,F)-martingale.
3 Canonical decomposition of a (P,F)-martingale in (P,G)
We now consider the canonical decomposition of any (P,F) martingale m in the enlarged
filtration G respectively under Assumption 1.1. Form Theorem 2.7, one can see that
pt(s, l) can be determined by ps(s, l), θ1(u; s, l)Iu>s and θ2(u, y; s, l)Iu>s. We have
pt(s, l) = E[ps(s, l)|Ft]It<s + ps(s, l)Z
θ1,θ2
s,l (t)It≥s
and
pt(s, l)It≥s = ps(s, l)It≥s +
∫ t
0
pu−(s, l)θ1(u; s, l)
′
Iu>sdW (u)
+
∫ t
0
∫
E
pu−(s, l)θ2(u, y; s, l)Iu>s{µ(du, dy) − ν(du, dy)},
thus
pt(τ˜ , L)It≥τ˜ = pτ˜ (τ˜ , L)It≥τ˜ +
∫ t
0
pu−(τ˜ , L)θ1(u; τ˜ , L)
′
Iu>τ˜dW (u)
+
∫ t
0
∫
E
pu−(τ˜ , L)θ2(u, y; τ˜ , L)Iu>τ˜{µ(du, dy) − ν(du, dy)}.
Recall that G∗t = P (τ˜ > t) is a deterministic continuous function satisfying 0 < G
∗
t < 1
for each t ∈ (0,∞), since there are no atoms. To obtain the canonical decomposition of a
(P,F) martingale in the filtration G, we need the following lemma:
Lemma 3.1. For any positive O(F)×B-measurable function f(s, l) such that E[
∫ ∞
0
∫
R
f(s, l)
η(ds, dl)] <∞, let
A
f,∗
t :=
∫ t
0
∫
R
f(s, l)
G∗s−
η(ds, dl),
then Af,∗ is a continuous increasing F-adapted process and
M
f,∗
t = f(τ˜ , L)It≥τ˜ −A
f,∗
t∧τ˜
is a (P ∗,G)-martingale, i.e., Af,∗
·∧τ˜
is the (P ∗,G)-compensator of f(τ˜ , L)It≥τ˜ .
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Proof. For any t1 < t2, we have
EP ∗
[
f(τ˜ , L)Iτ˜≤t
∣∣Ft] = ∫ t
0
∫
R
f(s, l)η(ds, dl). (3.1)
In fact, one can see from the independence of (τ˜ , L) with respect to Ft under P
∗ that (3.1)
holds for all positive B(R+ × R)-measurable functions f(s, l). In general, one gets from
the independence lemma (see Lemma 2.3.4 of Shreve(2003)[25]) and the monotone class
theorem that (3.1) still holds for any positive O(F)×B-measurable function f(s, l). And
since there are no atoms, one can see that
∫ t
0
∫
R
f(s, l)η(ds, dl) is a continuous increasing
F-adapted process, thus a F-predictable process.
For any t1 < t2, we have
EP ∗
[
f(τ˜ , L)It1<τ˜≤t2
∣∣Ft1] = EP ∗[ ∫ t2
t1
∫
R
f(s, l)η(ds, dl)
∣∣Ft1]
and
EP ∗
[ ∫ t2
t1
∫
R
Is≤τ˜
G∗s
f(s, l)η(ds, dl)
∣∣∣Ft1]
= EP ∗
[ ∫ t2
t1
∫
R
EP ∗ [Is≤τ˜ |Fs]
G∗s−
f(s, l)η(ds, dl)
∣∣∣Ft1]
= EP ∗
[ ∫ t2
t1
∫
R
f(s, l)η(ds, dl)
∣∣∣Ft1],
hence
EP ∗ [M
f,∗
t2
−Mf,∗t1 |Gt1 ] = EP ∗
[
f(τ˜ , L)It1<τ˜≤t2 −
∫ t2
t1
∫
R
Is≤τ˜
G∗s
f(s, l)η(ds, dl)
∣∣∣Gt1]
=
1
G∗t1
{
EP ∗
[
f(τ˜ , L)It1<τ˜≤t2
∣∣Ft1]
−EP ∗
[ ∫ t2
t1
∫
R
Is≤τ˜
G∗s
f(s, l)η(ds, dl)
∣∣∣Ft1]}It1<τ˜
= 0,
thus EP ∗ [M
f,∗
t2
|Gt1 ] =M
f,∗
t1
and Mf,∗ is a (P ∗,G)-martingale.
It is noted that
1
pt(τ˜ , L)
is the density process of P ∗ with respect to (P,Gτ˜ ,L), one can
see that the density process of P ∗ with respect to (P,G) is given by
L∗t := E
[ 1
pt(τ˜ , L)
∣∣∣Gt]
=
1
Gt
E
( ∫ ∞
t
∫
R
1
pt(u, l)
pt(u, l)η(du, dl)
∣∣∣Fs)It<τ˜ + 1
pt(τ˜ , L)
It≥τ˜
=
1
Gt
E
( ∫ ∞
t
∫
R
η(du, dl)
∣∣∣Fs)It<τ˜ + 1
pt(τ˜ , L)
It≥τ˜
=
G∗t
Gt
It<τ˜ +
1
pt(τ˜ , L)
It≥τ˜ ,
thus
1
L∗t
=
Gt
G∗t
It<τ˜ + pt(τ˜ , L)It≥τ˜ is a (P
∗,G)-martingale, then we have:
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Corollary 3.2. Let
N1(t) := pτ˜ (τ˜ , L)It≥τ˜ −
∫ t∧τ˜
0
∫
R
1
G∗s
ps(s, l)η(ds, dl),
N2(t) :=
Gτ˜
G∗
τ˜
It≥τ˜ +
∫ t∧τ˜
0
Gu
(G∗u)
2
dG∗u,
then {N1(t); t ≥ 0} and {N2(t); t ≥ 0} are (P
∗,G)-martingales.
Proof. One can see that
N2(t) =
Gτ˜
G∗
τ˜
It≥τ˜ +
∫ t∧τ˜
0
Gs
(G∗s)
2
dG∗s
=
Gτ˜
G∗
τ˜
It≥τ˜ −
∫ t∧τ˜
0
∫
R
1
G∗s
Gs
G∗s
η(ds, dl),
sinceG∗s = P
∗(τ˜ > s) =
∫ ∞
s
∫
R
η(du, dl). It is noted that E(Gs) = E(
∫ ∞
s
∫
R
ps(u, l)η(du, dl)) =∫ ∞
s
∫
R
E(ps(u, l))η(du, dl) =
∫ ∞
s
∫
R
η(du, dl) = G∗s and
E(
∫ ∞
0
∫
R
Gs
G∗s
η(ds, dl))
=
∫ ∞
0
∫
R
1
G∗s
E(Gs)η(ds, dl)
=
∫ ∞
0
∫
R
η(ds, dl)
= 1 <∞
and E(pτ˜ (τ˜ , L)) = E(E(pτ˜ (τ˜ , L)|Ft)) = E(
∫ ∞
0
∫
R
ps(s, l)η(ds, dl)) = 1 < ∞. Then from
Lemma 3.1, one can see that {N1(t); t ≥ 0} and {N2(t); t ≥ 0} are (P
∗,G)-martingales.
Theorem 3.3. Let Z∗t :=
Gt
G∗t
It<τ˜ +pt(τ˜ , L)It≥τ˜ , then Z
∗ is a (P ∗,G)-martingale with the
following decomposition
Z∗t = 1−
∫ t
0
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)Iu≤τ˜
−θ1(u; τ˜ , L)Iu>τ˜
}′
dW (u)
−
∫ t
0
∫
E
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)Iu≤τ˜
−θ2(u, y; τ˜ , L)Iu>τ˜
}
{µ(du, dy) − ν(du, dy)}
+N1(t)−N2(t).
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Proof. One can see that Z∗t =
1
pt(τ˜ , L)
=
1
E
[ 1
pt(τ˜ , L)
∣∣∣Gt] , from which Z∗ is a (P ∗,G)-
martingale. Since
Gt
G∗t
= 1−
∫ t
0
∫
R
1
G∗s
ps(s, l)η(ds, dl)
−
∫ t
0
1
G∗u
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ t
0
∫
E
1
G∗u
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)}
−
∫ t
0
Gu−
(G∗u)
2
dG∗u ,
one can see that
Z∗t = 1−
∫ t∧τ˜
0
∫
R
1
G∗s
ps(s, l)η(ds, dl)
−
∫ t∧τ˜
0
1
G∗u
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)
}′
dW (u)
−
∫ t∧τ˜
0
∫
E
1
G∗u
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)
}
{µ(du, dy) − ν(du, dy)}
−
∫ t∧τ˜
0
Gu−
(G∗u)
2
dG∗u −
Gτ˜
G∗
τ˜
It≥τ˜
+pτ˜ (τ˜ , L)It≥τ˜ +
∫ t
0
pu−(τ˜ , L)θ1(u; τ˜ , L)
′
Iu>τ˜dW (u)
+
∫ t
0
∫
E
pu−(τ˜ , L)θ2(u, y; τ˜ , L)Iu>τ˜{µ(du, dy) − ν(du, dy)}
= 1−
∫ t
0
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)Iu≤τ˜
−θ1(u; τ˜ , L)Iu>τ˜
}′
dW (u)
−
∫ t
0
∫
E
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)Iu≤τ˜
−θ2(u, y; τ˜ , L)Iu>τ˜
}
{µ(du, dy) − ν(du, dy)}
−
∫ t∧τ˜
0
Gu−
(G∗u)
2
dG∗u −
Gτ˜
G∗
τ˜
It≥τ˜
+pτ˜ (τ˜ , L)It≥τ˜ −
∫ t∧τ˜
0
∫
R
1
G∗s
ps(s, l)η(ds, dl),
which completes the proof.
By Theorem 3.3, we give the G-decomposition of a (P,F) martingale as follows:
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Theorem 3.4. Let ps(s, l), θ1(u; s, l)Iu>s and θ2(u, y; s, l)Iu>s be given as in Theorem 2.7.
If m is a ca`dla`g (P,F)-local martingale of the following form
mt = m0 +
∫ t
0
ξ1(u)
′dW (u) +
∫ t
0
∫
E
ξ2(u, y){µ(du, dy) − ν(du, dy)},
then
Xt := mt +
∫ t∧τ˜
0
1
Gu−
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)
{
ξ1(u)
′θ1(u; s, l)
+
∫
E
θ2(u, y; s, l))ξ2(u, y)Fu(dy)
}
η(ds, dl)
}
du
−
∫ t
τ˜
{
ξ1(u)
′θ1(u; τ˜ , L) +
∫
E
θ2(u, y; τ˜ , L)ξ2(u, y)Fu(dy)
}
du,
is a (P,G)-local martingale.
Remark.
1) Theorem 3.4 may be viewed as a corollary of Callegaro, Jeanblanc and Zargari(2010)[6]
and El Karoui, Jeanblanc and Jiao(2010)[10], the main difference is that the decompo-
sition of F-local martingale in G we give here only depends on ps(s, l), θ1(u; s, l)Iu>s
and θ2(u, y; s, l)Iu>s, since in the integral∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)
{
ξ1(u)
′θ1(u; s, l) +
∫
E
θ2(u, y; s, l))ξ2(u, y)Fu(dy)
}
η(ds, dl),
θ1(u; s, l) = θ1(u; s, l)Iu>s and θ1(u, y; s, l) = θ2(u, y; s, l)Iu>s, which is quite inter-
esting.
2) Furthermore, since a Gτ˜ ,L-stopping time might not be a G-stopping time and the
optional projection of a (P,Gτ˜ ,L)-local martingale on G might not be a (P,G)-
local martingale(cf.Stricker(1977)). Hence the proof of Proposition 3.3 in Callegaro,
Jeanblanc and Zargari(2010) is not strict. We can also use the proof of Proposition
5.9 in El Karoui, Jeanblanc and Jiao(2010) to write Xt into the following form
Xt = X1(t)It<τ˜ +X2(t; τ˜ , L)It≥τ˜
where
X1(t) = mt +
∫ t
0
1
Gu−
{∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)
{
ξ1(u)
′θ1(u; s, l)
+
∫
E
θ2(u, y; s, l))ξ2(u, y)Fu(dy)
}
η(ds, dl)
}
du
}
X2(t; s, l) = {mt −X1(s)}It>s −
∫ t
s
{
ξ1(u)
′θ1(u; s, l) +
∫
E
θ2(u, y; s, l)ξ2(u, y)Fu(dy)
}
du,
and show that
{
X2(t; s, l)pt(s, l); t ≥ s
}
is a (P,F)-local martingale and
{
X1(t)Gt+∫ t
0
∫
R
X2(u;u, l)pu(u, l)η(du, dl); t ≥ 0
}
is a (P,F)-local martingale. However, we can
not use Theorem 2.12, since the sequence of the localization stopping times
of {X2(t; s, l)pt(s, l); t ≥ s} depends on (s, l) which is uncountable infinite,
one can see that the proof of Proposition 5.9 in El Karoui-Jeanblanc-Jiao(2010) is
not strict. Here we would like to provide a strict proof based on Proposition 3.3.
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Proof of Theorem 3.4. Let m be a (P,F)-local martingale, then m is a (P ∗,F)-local mar-
tingale which is also a (P ∗,Gτ˜ ,L)-local martingale. Since
1
L∗t
=
Gt
G∗t
It<τ˜ + pt(τ˜ , L)It≥τ˜ = Z
∗
t .
To prove X is a (P,G)-local martingale, we need only to prove that XtZ
∗
t is a (P
∗,G)-local
martingale. As a matter of fact, one can see from Itoˆ’s formula that
XtZ
∗
t = m0 +
∫ t
0
Z∗u−dmu +
∫ t
0
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)
{
ξ1(u)
′θ1(u; s, l)
+
∫
E
θ2(u, y; s, l))ξ2(u, y)Fu(dy)
}
η(ds, dl)Iu≤τ˜
−
{
ξ1(u)
′θ1(u; τ˜ , L) +
∫
E
θ2(u, y; τ˜ , L)ξ2(u, y)Fu(dy)
}
Iu>τ˜
}
du
+
∫ t
0
Xu−dZ
∗
u + [X,Z
∗]t
= m0 +
∫ t
0
Z∗u−dmu +
∫ t
0
Xu−dZ
∗
u
+
∫ t
0
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)
{
ξ1(u)
′θ1(u; s, l)
+
∫
E
θ2(u, y; s, l))ξ2(u, y)Fu(dy)
}
η(ds, dl)Iu≤τ˜
−
{
ξ1(u)
′θ1(u; τ˜ , L) +
∫
E
θ2(u, y; τ˜ , L)ξ2(u, y)Fu(dy)
}
Iu>τ˜
}
du
−
∫ t
0
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)Iu≤τ˜
−θ1(u; τ˜ , L)Iu>τ˜
}′
ξ1(u)du
−
∫ t
0
∫
E
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)Iu≤τ˜
−θ2(u, y; τ˜ , L)Iu>τ˜
}
ξ2(u, y)µ(du, dy)
= m0 +
∫ t
0
Z∗u−dmu +
∫ t
0
Xu−dZ
∗
u
−
∫ t
0
∫
E
Z∗u−
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l))η(ds, dl)Iu≤τ˜
−θ2(u, y; τ˜ , L)Iu>τ˜
}
ξ2(u, y){µ(du, dy) − ν(du, dy)}.
Since both m and Z∗ are (P ∗,G)-local martingale, one can see that XZ∗ is a (P ∗,G)-local
martingale, which completes the proof.
Corollary 3.5. Assume conditions of Theorem 3.4 hold, and let
WG(t) :=W (t) +
∫ t
0
{
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ1(u; s, l)η(ds, dl)Iu≤τ˜
−θ1(u; τ˜ , L)Iu>τ˜
}
du,
then WG is a (P,G)-Brownian motion.
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Corollary 3.6. Assume conditions of Theorem 3.4 hold, and let
νG(du, dy) :=
{
1−
1
Gu−
∫ u
0
∫
R
ps(s, l)Z
θ1,θ2
s,l (u−)θ2(u, y; s, l)η(ds, dl)Iu≤τ˜
+θ2(u, y; τ˜ , L)Iu>τ˜
}
Fu(dy)du,
then νG(du, dy) is the compensator of µ(du, dy) with respect to (P,G).
Remark. From Theorem 3.4, we get the G-decomposition of a F martingale, the (P,G)-
Brownian motion and the compensator of µ(du, dy) with respect to (P,G) explicitly.
4 The weak representation of a (P,G)-martingale
Now, we have the following representation for a (P ∗,G)-martingale:
Theorem 4.1. Let Mt :=M1(t)It<τ˜ +M2(t; τ˜ , L)It≥τ˜ be a (P
∗,G) martingale, then there
exists a G-predictable process ξ(u) with ξ ∈ L2loc(W ) and a P˜(G)-measurable function
ζ(u, y) with ζ ∈ Gloc(µ) such that
Mt =M0 +
∫ t
0
ξ(u)′dW (u) +
∫ t
0
∫
E
ζ(u, y){µ(du, dy) − ν(du, dy)}
+(M2(τ˜ ; τ˜ , L)−M1(τ˜−))It≥τ˜ −
∫ t∧τ˜
0
∫
R
(M2(u;u, l)−M1(u−))
G∗u
η(du, dl),
(4.1)
Proof. From Corollary 2.13, one can see that {M1(t)G
∗
t +
∫ t
0
∫
R
M2(u;u, l)η(du, dl); t ≥ 0}
and {M2(t; s, l); t ≥ s} are (P
∗,F)-martingales for η-almost every u ≥ 0 and l ∈ R, thus
there exist F-predictable processes ξ1(u) and ξ2(u, s, l) with ξ1, ξ2(; s, l) ∈ L
2
loc(W ) and
P˜(F)-measurable functions ζ1(u, y) and ζ2(u, y; s, l) with ζ1, ζ2(; s, l) ∈ Gloc(µ) such that
M1(t)G
∗
t +
∫ t
0
∫
R
M2(u;u, l)η(du, dl)
=M1(0) +
∫ t
0
ξ1(u)
′dW (u) +
∫ t
0
∫
E
ζ1(u, y){µ(du, dy) − ν(du, dy)} and
M2(t; s, l) =M2(s; s, l) +
∫ t
s
ξ2(u; s, l)
′dW (u) +
∫ t
s
∫
E
ζ1(u, y; s, l){µ(du, dy) − ν(du, dy)}.
Thus
M1(t)G
∗
t =M1(0) +
∫ t
0
ξ1(u)
′dW (u) +
∫ t
0
∫
E
ζ1(u, y){µ(du, dy) − ν(du, dy)}
−
∫ t
0
∫
R
M2(u;u, l)η(du, dl),
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one can see from Itoˆ’s formula that
M1(t) =M1(t)G
∗
t
1
G∗t
=M1(0) +
∫ t
0
ξ1(u)
′
G∗u−
dW (u) +
∫ t
0
∫
E
ζ1(u, y)
G∗u−
{µ(du, dy) − ν(du, dy)}
−
∫ t
0
∫
R
M2(u;u, l)
G∗u−
η(du, dl) +
∫ t
0
M1(u−)G
∗
u−d
( 1
G∗u
)
=M1(0) +
∫ t
0
ξ1(u)
′
G∗u−
dW (u) +
∫ t
0
∫
E
ζ1(u, y)
G∗u−
{µ(du, dy) − ν(du, dy)}
−
∫ t
0
∫
R
M2(u;u, l)
G∗u−
η(du, dl) −
∫ t
0
M1(u−)
G∗u
dG∗u .
Thus
Mt =M1(t)It<τ˜ +M2(t; τ˜ , L)It≥τ˜
=M1(t ∧ τ˜)−M1(τ˜)It≥τ˜ +M2(t; τ˜ , L)It≥τ˜
=M1(0) +
∫ t∧τ˜
0
ξ1(u)
′
G∗u−
dW (u) +
∫ t∧τ˜
0
∫
E
ζ1(u, y)
G∗u−
{µ(du, dy) − ν(du, dy)}
−
∫ t∧τ˜
0
∫
R
M2(u;u, l)
G∗u−
η(du, dl) −
∫ t∧τ˜
0
M1(u−)
G∗u
dG∗u
−M1(τ˜)It≥τ˜ +M2(t; τ˜ , L)It≥τ˜
=M0 +
∫ t
0
ξ(u)′dW (u) +
∫ t
0
∫
E
ζ(u, y){µ(du, dy) − ν(du, dy)}
+M2(τ˜ ; τ˜ , L)It≥τ˜ −
∫ t∧τ˜
0
∫
R
M2(u;u, l)
G∗u
η(du, dl)
−M1(τ˜)It≥τ˜ −
∫ t∧τ˜
0
M1(u−)
G∗u
dG∗u
=M0 +
∫ t
0
ξ(u)′dW (u) +
∫ t
0
∫
E
ζ(u, y){µ(du, dy) − ν(du, dy)}
+(M2(τ˜ ; τ˜ , L)−M1(τ˜−))It≥τ˜ −
∫ t∧τ˜
0
∫
R
(M2(u;u, l) −M1(u−))
G∗u
η(du, dl) ,
where
ξ(u) =
ξ1(u)
G∗u−
Iu≤τ˜ + ξ2(u; τ˜ , L)Iu>τ˜ ,
ζ(u, y) =
ζ1(u, y)
G∗u−
Iu≤τ˜ + ζ2(u, y; τ˜ , L)Iu>τ˜ .
Since the (P ∗,F)-martingale {M1(t)G
∗
t +
∫ t
0
∫
R
M2(u;u, l)η(du, dl); t ≥ 0} has no jumps
at τ˜ as a (P ∗,G)-martingale and G∗ is continuous, one can see that M1(τ˜) = M1(τ˜−),
a.s. and (4.1) follows. Note that since (Gt)t ≥ 0 is continuous and never 0,
1
G
is locally
bounded, then ξ ∈ L2loc(W ) and ζ ∈ Gloc(µ), which complete the proof.
Now we turn to prove the predictable representation theorem for a (P,G)-martingale.
Similar to Lemma 3.1, we have the following lemma
Lemma 4.2. For any positive O(F)×B-measurable function f(s, l) such that E[
∫ ∞
0
∫
R
f(s, l)
ps(s, l)η(ds, dl)] <∞, let
A
f
t :=
∫ t
0
∫
R
f(s, l)
Gs−
ps(s, l)η(ds, dl),
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then Af is a continuous increasing process and
M
f
t = f(τ˜ , L)It≥τ˜ −A
f
t∧τ˜
is a (P,G)-martingale, i.e., Af
·∧τ˜
is the (P,G)-compensator of f(τ˜ , L)It≥τ˜ .
Proof. Similar to the proof of Lemma 3.1, one can see that for any t1 < t2,
E
[
f(τ˜ , L)It1<τ˜≤t2
∣∣Ft1] = ∫ t2
t1
∫
R
f(s, l)pt1(s, l)η(ds, dl)
= E
[ ∫ t2
t1
∫
R
f(s, l)ps(s, l)η(ds, dl)
∣∣∣Ft1]
and that
E
[ ∫ t2
t1
∫
R
Is≤τ˜
Gs−
ps(s, l)f(s, l)η(ds, dl)
∣∣∣Ft1]
= E
[ ∫ t2
t1
∫
R
E[Is≤τ˜ |Fs]
Gs−
ps(s, l)f(s, l)η(ds, dl)
∣∣∣Ft1]
=
∫ t2
t1
∫
R
f(s, l)ps(s, l)η(ds, dl),
and the rest is completely the same as the proof of Lemma 3.1.
Similarly to the process of the prove of Theorem 4.1 , we can prove the following
theorem.
Theorem 4.3. Let Mt := M1(t)It<τ˜ +M2(t; τ˜ , L)It≥τ˜ be a (P,G)-martingale, then there
exists a G-predictable process ξ(u) with ξ ∈ L2loc(W ) and a P˜(G)-measurable function
ζ(u, y) with ζ ∈ Gloc(µ) such that
Mt =M0 +
∫ t
0
ξ(u)′dWG(u) +
∫ t
0
∫
E
ζ(u, y){µ(du, dy) − νG(du, dy)}
+(M2(τ˜ ; τ˜ , L)−M1(τ˜−))It≥τ˜ −
∫ t∧τ˜
0
∫
R
(M2(u;u, l)−M1(u−))
Gu−
pu(u, l)η(du, dl).
(4.2)
5 Conclusion
The achievement of such a study will provide practitioners with specific formulas to deal
with the progressively enlarged filtration issued from a Brownian motion and an integer-
valued random measure. In this paper, the formulas are presented as functionals of three
parameters (ps(s, l), θ1, θ2). In this paper, we deeply characterize the conditional density
process and give the Doob-Meyer’s decomposition of the survival process. We also discuss
the necessary and sufficient conditions for a G-martingale. By the Lemma 3.1, we explicitly
have described the G-decomposition of a (P,F)-martingale and have proved the martingale
representation theorems. Formula parametrization in the enlarged filtration is a useful
quality in financial modeling and we will consider more applications in the next work.
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