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Summary (US) 
In the wake of uncompromising requirements on building performance and the current emphasis 
on building energy consumption and indoor environment, designing buildings has become an 
increasingly difficult task. However, building performance analyses, including those of building 
energy consumption and indoor environment, are generally conducted late in the design process. 
As a result, building performance evaluations are omitted in the early design where changes are 
least expensive. Consequence based design is a framework intended for the early design stage. 
It involves interdisciplinary expertise that secures validity and quality assurance with a 
simulationist while sustaining autonomous control of building design with the building designer. 
Consequence based design is defined by the specific use of integrated dynamic models. These 
models include the parametric capabilities of a visual programming tool, the building analyses 
features of a building performance simulation tool and the modelling and visualisation features of 
a design tool. The framework is established to enhance awareness of building performance in the 
early stages of building design, in the aim to create High-Performance Buildings. The project 
relies on various advancements in the area of integrated dynamic models. It also relies on the 
application and test of the approach in practice to evaluate the Consequence based design and 
the use of integrated dynamic models. As a result, the Consequence based design approach has 
been applied in five case studies. All case studies concern building design projects performed in 
collaboration with Grontmij and various Danish architectural studios. Different types of integrated 
dynamic models have been implemented and tested for the individual projects. The findings from 
each project were used to alter and define new ways to implement integrated dynamic models for 
the following project. In parallel, seven different developments of new methods, tools and 
algorithms have been performed to support the application of the approach. The developments 
concern: Decision diagrams – to clarify goals and the ability to visualize any relevant building 
performance. AHP – the use of Analytic Hierarchy Process to clarify differences between 
solutions on both qualitative and quantitative evaluations. Termite – the implementation of the 
BPS tool solver Be10 as a plugin for Grasshopper that enables live feedback of entire building 
energy consumption. HQSS – a quasi-steady-state BPS tool solver dedicated for fast thermal 
analyses in Grasshopper. Moth – an agent-based optimization algorithm implemented in 
Grasshopper that attempts to combine qualitative and quantitative evaluations during 
optimization. Sentient models – a method to listen to user behaviour in Grasshopper and 
decrease the space of solutions. Surrogate models – a test of machine learning methods to 
speed up any BPS feedback through surrogate models with Grasshopper. 
This thesis demonstrates how integrated dynamic models may include building performance 
feedbacks, specifically feedbacks regarding energy consumption and indoor environment in the 
aim to create High-Performance Buildings. It further demonstrates the inclusion of quality defined 
performances un-associated with High-Performance Buildings. The thesis discusses ways 
integrated dynamic models affect the design process and collaboration between building 
designers and simulationists. Within the limits of applying the approach of Consequence based 
design to five case studies, followed by documentation based on interviews, surveys and project 
related documentations derived from internal reports and similar sources, this thesis can conclude 
that integrated dynamic models for these particular case studies can improve the speed of 
multiple and parallel performance evaluations, reduce working hours for the simulationists and 
are likely to improve the goal of creating High-Performance Buildings. 
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Resume (DK) 
I kølvandet af kompromisløse krav til bygningers energiforbrug og indeklima er bygningsdesign 
en mere omfattende opgave end for bare få år siden. Analyser af bygningers energiforbrug og 
indeklima er generelt afgrænset til sent i designprocessen, hvorfor der sjældent tages hensyn til 
bygnings-performance i den tidlige designfase. Konsekvensbaseret design er en tilgang til den 
tidlige designfase, der involverer tværfaglig ekspertise. En tilgang der sikrer validitet og 
uafhængig kontrol af bygningsdesignet hos bygningsdesigneren. Konsekvensbaseret design er 
defineret ved det specifikke brug af integrerede dynamiske modeller. Disse modeller omfatter de 
parametriske muligheder forbundet med et visuelt programmeringsværktøj, bygnings-
performance-analyser forbundet med et simuleringsværktøj samt modellerings- og 
visualiseringsfunktioner forbundet med et designværktøj. Den konsekvensbasserede 
designtilgang er etableret for at øge bevidstheden om bygningers ydeevne i de tidlige faser af 
bygningsdesignet, med det formål at skabe High-Performance Buildings. Projektet er afhængigt 
af forskellige typer af udvikling inden for integrerede dynamiske modeller. Dette indebærer en 
direkte anvendelse af modellerne og den konsekvensbasserede designtilgang i praksis. Som 
følge heraf, er den konsekvensbaserede designtilgang anvendt i fem casestudier. Alle 
casestudier er projekter udført i samarbejde med Grontmij og forskellige danske tegnestuer. 
Forskellige typer af integrerede dynamiske modeller er implementeret og testet for de enkelte 
projekter. Resultaterne fra hvert projekt blev brugt til at ændre og definere nye måder at 
implementere integrerede dynamiske modeller til anvendelse i de følgende projekter. I et parallelt 
forløb er syv forskellige udviklinger af nye metoder, værktøjer og algoritmer udført for at 
understøtte anvendelsen af tilgangen. Disse udviklinger inkluderer: Decision diagrams – for at 
afklare mål og visualisere relevant bygnings-performance. AHP – en anvendelse af Analytic 
Hierarchy Process for at klarlægge forskelle mellem løsninger på både kvalitative og kvantitative 
evalueringer. Termite - implementeringen af simuleringsværktøjet Be10, som et plugin til 
Grasshopper, der gør det muligt at forvalte direkte feedback fra bygningers energiforbrug. HQSS 
- et quasi-steady-state simuleringsværktøj dedikeret til hurtige termiske analyser i Grasshopper. 
Moth - en agent-baseret optimeringsalgoritme implementeret i Grasshopper, som forsøger at 
kombinere kvalitative og kvantitative evalueringer under optimeringen. Sentient models - en 
metode til at lytte til brugernes adfærd i Grasshopper og derved mindske løsningsrummet. 
Surrogate models - en test af machine-learning-metoder til at accelerere ethvert 
simuleringsværktøj vha. surrogat-modeller med Grasshopper. 
Denne afhandling demonstrerer integrerede dynamiske modellers muligheder for at inkludere 
performance-basserede feedback, særligt behandles feedbacks med henblik på energiforbrug og 
indeklima med det formål, at skabe High-Performance Buildings. Afhandlingen demonstrerer 
yderligere mulighederne for at inkludere kvalitative bygningsperformances, normal uassocieret 
med High-Performance Buildings. Afhandlingen diskuterer måder integrerede dynamiske 
modeller påvirker design processen og samarbejdet mellem bygningsdesignere og 
simuleringsexperter. Ved dokumentation fra interviews, projektrelateret dokumentation fra interne 
kilder og spørgeskemaundersøgelser kan denne afhandling kan konkludere inden for rammerne 
af de testede casestudier, at konsekvensbasseret design har potentiale for at øge hastigheden 
af flere og parallelle performance undersøgelser, reducere arbejdsbyrden for simuleringsexperten 
og har potentiale for at forbedre muligheden for at skabe High-Performance Buildings  
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1. Introduction 
The global resolution to increase sustainable development has resulted in 
growing pressure on building developers, building consultants and building 
designers to produce buildings that have a markedly higher level of environmental 
performance. Global initiatives such as the Kyoto protocol, agreements (e.g. the 
Paris agreement) and accords (e.g. the Copenhagen accord) through the United 
Nations Framework Convention on Climate Change (United Nations 1992) have 
marked a unified need of efforts to react upon global warming. These efforts are 
handled to various degrees on national and local levels and through private 
initiatives. In the EU, buildings are responsible for around 40% of the total energy 
consumption (EU, 2010). Which mean buildings are a main contributor to 
greenhouse gas emissions with 36% of EU’s total CO2 emissions (EU, 2010). By 
tightening building regulations and imposing various energy-saving measures, 
such as the encouragement of using sustainability certifications, the main idea is 
the average building energy consumption will be reduced. For instance in 
Denmark, building regulations alone have been estimated1 (Danish Energy 
Agency, 2012) to reduce the energy consumption in new (residential) buildings 
from 105 kWh/m2 in 1995 to 63.5 kWh/m2 in 2010, and it is estimated1 further 
reductions from 37 kWh/m2 in 2015 to 20 kWh/m2 in 2020. This means the 
environment and buildings are becoming increasingly sustainable, at least when 
it comes to energy usage. The growing pressure is being enforced by building 
regulations and clients who increasingly request the use of green design 
methods. This is also seen in the increased use of green certification systems. 
For instance BREEAM almost doubled the amount of certifications from 2008 to 
2012 (8000 to nearly 16000 certified buildings) and in 2012 9669 sustainable 
certificates have been handed out to buildings in EU28 under the four leading 
schemes BREEAM, DGNB, LEED and HQE (Triple E et al., 2014).   
In addition to the challenges of reducing global warming, a growing attention to 
human health in the built environment has similar effect on legislative and clients’ 
requests for more healthy buildings. This is due to the fact that we as humans 
spend most of our time indoors. In the United States and European Union people 
spend 90% of their time either at work, at home or commuting between work and 
home (United States Environment Protection Agency, 1986). Controlled indoor 
environments are therefore directly coupled to human health and wellbeing. 
Nonetheless, building design today does not reflect the need for good indoor 
environments. It is estimated that nearly 30% of the modern building mass does 
not provide a healthy indoor environment (EPA, 1991).  
 
 
 
                                                                                                                                
1 Estimations are based on the Danish building codes and calculated on 150 m2 single family house (Danish Energy 
Agency, 2012). These estimations may not represent the real building energy consumption, but will reflect the relative 
regulatory demands on the building energy use.    
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Unprecedented requirements for building performance   
This pressure from legislation and demand from clients has led to significant 
changes in how buildings are being designed today and will be designed in the 
future, where more buildings are to be green and healthy. Although various 
experts have offered somewhat different interpretations of this, the consensus is 
that such green and healthy buildings must be characterized by a measured high 
building performance (Löhnert et al., 2003), over their entire life-cycle, in the 
following areas: 
 
· Minimal use of non-renewable resources, (land, water, materials and fossil fuels) 
· Minimal atmospheric emissions related to greenhouse gasses and acidification  
· Minimal liquid effluents and solid wastes   
· Minimal negative impacts on ecosystems 
· Maximum quality of indoor environment, in the areas of air quality, thermal climate, 
illumination and acoustics/noise 
 
These points can be condensed into two main objectives for High-Performance 
Buildings and Integrated Design (Löhnert et al., 2003): 
 
· Minimal resource consumption over the entire building life-cycle – “green buildings” 
· Maximum quality of indoor environment – “healthy buildings” 
 
The current demand from authorities and building owners for High-Performance 
Buildings has resulted in unprecedented requirements with regard to energy 
consumption and indoor climate. To further complicate these demands, the two 
main of objectives of High-Performance Buildings are not in sync with one 
another, and often building designers need to find a trade-off between the two. 
The trade-off between a better global environment and a better built environment 
is not at all a simple task, which is why many researchers call for building 
performance evaluations from the early building design stage. Authorities and 
policy-makers are also aware of this problem, and many different European, 
national and local initiatives call for increasingly high levels of expertise in areas 
of building physics, materials and human physiology (Laustsen et al., 2011). The 
changing requirements and the level of documentation of these have amplified 
the pressure on the early design stage. Even though every intention to improve 
the building performance is directly connected to the goal of creating a more 
sustainable and healthy future, these stricter requirements pose many 
challenges. Therefore, the traditional design process driven by the architect, 
where engineers are included late in the design process is being challenged.  
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Integrated design 
Several architectural studios and engineering companies today use different 
variants of integrated design methods. Many of these methods claim to 
implement the two main objectives of High-Performance Buildings. Some 
attempts to integrate the performance of building energy consumption and indoor 
environments have therefore been made both in practice and in theory (see 
2.3.2). These attempts are based on more or less strictly prescribed methods, 
which often include an extensive use of building performance simulation tools 
and the assumption that clear performance objectives are the main drivers of the 
design process. As a result, the engineer (or engineering as a discipline) has in 
recent years gained more influence in this early design stage. While the reason 
is likely to be found in the increasingly more engineering-heavy tasks needed to 
comply with requirements for indoor climate and energy consumption as 
mentioned above, what remains to be seen today is a general adaption and use 
of such methods by those who design buildings2 (de Souza, 2009). 
  
There is unfortunately still a large gap between those who simulate and those 
who design (Mahdavi 1998). Mahdavi follows the gap back to the industrial 
revolution where the division between these professions grew in magnitude with 
the advancements in the field of sciences and materials. Both groups separately 
evolved within a mono-disciplinary environment and catered their services within 
a linear and fragmented building industry. Still today the gap is dividing the 
discipline of “crafting buildings” in two, and still today the challenge to collaborate 
is prevailing. An efficient solution to close the gap remains as of today unsolved. 
The prior efforts in integrated design tend to favor engineering aspects over 
aesthetics, functionality, accessibility, etc. One may only speculate if 
shortcomings of these methods have caused damage to the overall collaboration 
between the building designer and the simulationist during the early design 
stages. It would be beneficial for the design process to develop tools and methods 
that show more clearly the consequences of the performance criteria while it 
includes the architectural qualities as equal and important factors. In this way 
High-Performance Buildings may even be designed with more care than those 
that define “green and healthy” buildings. 
 
1.1 The framework for Consequence based design 
To evaluate certain performance requirements the design team needs to 
measure and carefully analyze the consequences of their design choices related 
to these requirements. While there are several ways to evaluate building 
performance, the utilization of dedicated software programs - also called building 
performance simulation (BPS) tools - provides one of the fastest and most flexible 
means of performance evaluation in the early design stage. 
According to Souza (2012) it is paramount to embrace and use the division of 
interests and the separated world views of the building designer and the 
                                                                                                                                
2 To avoid a categorization of the members in the design team based on their academic background, this thesis will follow 
Souza’s (de Souza, 2009) terminology: building designers are those who design buildings and simulationists are those 
who process and analyze data from simulation and calculation tools. 
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simulationist. To do this with a tool, in a way that contributes for the best possible 
outcome of creating High–Performance Buildings, the tool has to have to include 
the options of:  
 
1. Selective and changing objectives  
2. Easy to comprehend, manageable proportions of input and output  
3. Visual impactful and fast response to specific parameters and/or set of conditions  
4. Options to simplify and short cut the achievement of a desired state 
 
Such tools do not exist off the shelf. As most BPS tools are designed by engineers 
to accommodate engineers (Klitgaard et al., 2006) little support of Souza’s four 
points is implemented in BPS tools today. Also, no BPS tools are built to 
consolidate interdisciplinary collaboration. But many tools may be used in a 
collaborative process or as a part of a collaborative automated system. Many 
attempts to mend the disconnection between the BPS tools and the building 
designers have been made. These existing attempts ranges over systems, 
methods and tools are thoroughly discussed in 2.4.  
One way of getting closer to a BPS tool with respect to separated world views of 
the building designer and the simulationist is to implement the design criteria and 
objectives in an integrated dynamic model (Negendahl, 2015a). 
 
“An integrated dynamic model is basically a combined model composed of 
a geometric model controlled in a design tool (CAD) dynamically coupled to a visual 
programming language (VPL) which is again coupled to a building performance 
simulation (BPS) tool.” (Negendahl, 2015a) 
 
Integrated dynamic models can be considered as an implementation of a 
collaborative system of tools, where the BPS tools are a central part of the 
performance evaluations in a system that evaluates the “green” and the “healthy” 
elements of building design proposals.  The VPLs are the backbone of parametric 
design methods. Considering that parametric design methods have become a 
natural part of the early design stages for many architectural studios, the 
integrated dynamic models may be easier to implement as opposed to the use of 
dedicated BPS tool environments and other alternative methods. In many ways, 
the inclusion of a VPL amplifies the dynamics of the design process as the 
parametric models are far more dynamic, open and flexible than fixed models. 
Parametric modelling is based on consistent relationships between objects, thus 
allowing changes in a single element to propagate throughout the system of tools. 
The inclusion of BPS eliminates the idea of guessing how a building performs. 
This is done by continuously simulating the performance of design changes while 
visualizing the results in the design tool. Therefore, Consequence based design 
is basically defined as a proposal to apply integrated dynamic models from the 
early design process, as an answer to Souza’s (2012) four criteria, and to achieve 
High-Performance Buildings. This approach differs from many other similar 
performance-based approaches by the explicit use of the combination of design 
tools, VPLs and BPS tools thus being an explicit model-centric approach. How 
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Consequence based design approach separates itself further from the integrated 
design method is discussed in section 1.5. 
 
The integrated dynamic model 
The general concept of coupling the design tool with a BPS tool is not a novel 
idea, nor is the method in which these tools are coupled; through a programming 
language. Many researchers3 have explored to use middleware between the 
design tool and BPS e.g. Bazjanac (2004) through IFC (BuildingSMART, 2013) 
and more recently dedicated software like ZEBO (Attia, 2012) and Virtual Design 
Studio (VDS) (Michael Pelken et al., 2013; Zhang et al., 2013). Holzer et al. 
(2009) and Sanguinetti et al. (2010) was some of the first recorded attempts in 
combining the design tool and the BPS tool with a scripting tool (Holzer et al. 
used Generative-Components, Sanguinetti used RhinoScript). None of these 
researchers however envisioned the method to be utilized as an early design 
stage analysis platform or generic model environment where the models 
themselves where independent/unbound of specific BPS tools and the model 
could span over multiple analyses areas. At the time where this project was 
defined dynamically coupling BPS tools and design tools over VPLs where 
uncommon practice in the building industry and few researchers has studied this 
phenomenon. At this time no present definition of such a model existed. The 
integrated dynamic model is basically the authors own definition of such a model.  
  
                                                                                                                                
3 A detailed analysis on the existing coupling methods between the design tool and BPS tool is found in 2.4 
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1.2 Problem description 
Designing High-Performance Buildings involves elements of expertise deriving 
from multiple professions such as architects, civil, mechanical and electrical 
engineers. It draws its resources from many diverse disciplines including physics, 
mathematics, material science and human behavior (Malkawi, 2004). With 
current emphasis on sustainability, including building energy consumption and 
indoor environment, design requirements from the involved disciplines have 
become more important in the early design stages. As a consequence building 
performance simulation (BPS) is increasingly used to support the design of 
buildings.  
 
Numerous tools are used in a multitude of ways to predict building performance. 
This thesis focuses on computer-based models for energy and indoor 
environment analyses in the early design stage. Even though BPS tools are used 
to support building design, building performance simulations in the early design 
stage are still limited in practice.  
 
The tools available today are far from ideal to support the early design stage. 
Malkawi (2004) argues that the existing BPS tools in many cases are limited to 
the final design stage. Klitgaard et al. (2006) even argues that most BPS tools 
are developed to accommodate verification of building design rather than the 
exploration of building design. Building designers still seem to prefer creating and 
exploring design options in dedicated design tools. Tools that support the concept 
of a sketch and the freedoms associated with design tools such as (ArchiCad, 
Sketchup, Revit, Rhino, Maya, etc.) (Hermund, 2012). Building design is thus 
created in design tools that do not provide building performance feedbacks. As a 
result the most prevalent method of receiving performance feedback in the early 
design stages is associated with either manually (re)modeling the designs in 
dedicated BPS tools or with a manual import and export task of the geometry. 
The introduction of building information modeling, BIM (specifically referring to 
the gbXML (gbXML.org, 2014) and IFC (BuildingSMART, 2013) standards), 
sought improvement, when teams are working with separated models. These 
formats have (yet) not succeeded in solving the many interoperability challenges 
between design tools and BPS tools, in a way that makes performance 
evaluations in design tools feasible (Toth et al., 2012). Even though the concept 
of a common reference model makes sense in all stages of building design, the 
early stages are often detached from any form of building information model. 
Seen from a technical point of view this is mainly due to the fact that many of the 
tools (both design tools and BPS tools) are yet to implement resilient tool 
integration.  
Acknowledging that requirements for building design consist of quantitative 
elements (i.e. yearly consumed energy, amount of daylight, cost etc.) and 
qualitative elements (i.e. social impact, spatial planning, aesthetics, etc.), building 
design aims to satisfy multiple criteria in addition to measurable performances. 
This implies that building design is evidently connected to role-definitions and 
collaborative processes, and it also implies that the utilization of building 
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performance has to respect the broad extent of both quantitative and qualitative 
elements of building design.  
Many researchers have addressed the role-definitions and the process of building 
design in the aim to improve building performance. Hensen (2002), when 
focusing on the quality assurances of building performance simulations, among 
other arguments states the inclusion of specialist knowledge in the early design 
stage as paramount to achieve a valid ground for informed design. This thesis is 
built upon the assumption that buildings are designed and built by design teams 
(Löhnert et al., 2003) deriving from multiple professions such as architects, civil, 
mechanical and electrical engineers. Thus, it is natural to assume that different 
types of members and different interests exist within the design team. The key of 
this formulation is; not all projects are built upon a shared agreement that High-
Performance Building design is the main objective.  
 
One of the later attempts in reaching out and influencing the design process is 
Petersen (2011) who focused on affecting design decisions made in the early 
design process by introducing parametrical functionalities in a BPS tool (iDbuild 
(Petersen and Hviid, 2012)). This lead to faster performance feedback that could 
be applied as design changes in the designers’ model. However, Petersen (2011) 
endorsed the need for further research in ways to influence the building designer 
acceptance of the interdisciplinary, integrated design process as the general work 
form. This includes better ways to integrate simulation-based design support as 
a useful input to the actual geometry of the given building. In other words, to 
further integrate the building designer and the building designer’s geometrical 
representations of the building into the process of evaluation and optimization are 
needed.  
Qualitative and quantitative requirements are handled very differently in building 
design. Most quantitative requirements, such as building performance 
requirements directed from legislation, are calculable. Given the right BPS tool, 
and given sufficient data available in the early design stage, a performance metric 
may help the design team to improve the building design. The qualitative 
requirements may not have any targetable metric and are in many cases purely 
based on human evaluations. This may be expressed as a need for new 
developments in methods, tools, algorithms and models that can sufficiently 
support qualitative evaluations of project specific design concepts. Such 
developments would allow the design team to make qualitative judgments in the 
exploration of architectural expressions and concepts while receiving building 
performance support in both the qualitative and the quantitative aspects of 
building design. In conclusion there is a need for tools and robust methods for 
performance support in both the qualitative and the quantitative aspects of 
building design. 
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1.3 Motivation for the thesis 
Essential steps towards an innovative, integrated design and operation 
environment are needed to be successful in reaching the intents of High-
Performance Buildings in practice. The ultimate goal illustrated in Figure 1 has 
been defined by Hensen (2004) to: 
  
“provide tools, knowledge and procedures for integrated design and 
operation processes which lead to innovative, elegant and simple building 
designs with (a) a balanced attention to the value systems of the building 
occupier, building owner and the environment, (b) a better quality, (c) a shorter 
design time, and (d) lower life-cycle costs.” 
 
 
 
 
 
 
Figure 1 Dynamic interacting sub-systems in a building context inspired by (Kiesler, 1939) and (Hensen, 2004)  
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1.4 Aims and objectives 
The project seeks to introduce Consequence based design as a new approach 
to collaboration within the design team. The aim is to increase the likelihood of 
creating High-Performance Buildings by the application of the Consequence 
based design approach to real building design projects (case studies) with 
various practitioners in the Danish building industry. The Consequence based 
design approach is defined by the explicit creation and utilization of integrated 
dynamic models in the early design stage, where the integrated dynamic model 
is defined as: 
 
An Integrated dynamic model refer to a type of digital working model that 
links a selection of building performance simulation (BPS) tools to a design tool user 
interface through a visual programming language (VPL). Integrated dynamic models are 
meant to dynamically combine the typical architectural working models (geometry 
models) and the typical separate engineering mode (simulation models) in a distributed, 
linked model environment. 
 
Two overall aims concerning Consequence based design were formulated. 
 
The primary aim of the project is to envision, implement and document the 
use of integrated dynamic models.  
 
This includes: The way integrated dynamic models affect building performance, 
specifically energy consumption and indoor environment. And the way integrated 
dynamic models affect the design process and collaboration between building 
designers and simulationists 
 
The secondary aim is to envision, implement and document optimization 
processes coupled with integrated dynamic models.  
 
Such optimization processes will rely on single- or multi-objective optimization 
algorithms e.g. evolutionary algorithms (Zitzler et al., 2001) and agent based 
models (Barbati et al., 2012), and they will draw on experience from previous 
methods (e.g. (Nielsen, 2002; Pedersen, 2006)) to apply optimization of building 
performance. 
 
1.5 Scientific goals 
The main goal of this project is to improve the technical foundation facilitating  the 
Integrated Design method (Löhnert et al., 2003), thereby increasing the likelihood 
of achieving High-Performance Buildings. This means the main scientific goal is 
to pursue the increased use of building performance evaluation methods within 
the early design stages. The Consequence based design approach is meant to 
separate itself from the original Integrated Design method (and other dedicated 
performance-driven design approaches, which main intent is to improve or 
optimize selected performance based objectives) in few places. It differs mainly 
from performance-based design method as defined by Kalay 1999 by 
acknowledging that performance objectives are not necessarily absolute, relative 
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to one another. Kalay argues objectives (behaviors towards a certain satisfaction 
function) that one “must first assign to each of [objective] a relative weight” (Kalay, 
1999). To put a weight on any objective function, one must be aware of the 
function in relation to every other possible objective function. Instead the 
Consequence based design approach enables the building designer to evaluate 
a particular solution in either or both qualitative and quantitative criteria without 
inferring which performance metric is an objective. This is necessary to achieve 
High-Performing building design without compromising the comprehensive 
architectural expressions and concepts. The approach is basically to show the 
consequence of design choices of performance to the building designer through 
integrated dynamic models. In this way the project seeks to formulate an 
approach to the integrated design process that emphasizes the consequence of 
any design choice made during the early design stage. 
 
1.6 Development goals 
The goal is to build the approach on prior work of integrated design methods 
developed and used at the department (DTU Civil Engineering). The goal is to 
develop ways to use integrated dynamic models that may increase the likelihood 
of creating High-Performance Buildings. This includes the goal to investigate 
various boundary stages of the integrated dynamic model and to develop 
algorithms, tools and methods that may improve integrated dynamic models.  
The applications (implementations) of integrated dynamic models will be a future 
direction in teaching and learning and will be a good starting point for one or 
several new courses teaching the ways to manage and analyze multiple and 
parallel objectives in building design. The use of programming languages and 
integration of multidisciplinary design goals will also accentuate the ongoing 
development of Building Information Modeling (BIM). By transposing to more 
data-related 3d-models in the early design stage the potential of transition to later 
BIM integration is likely to increase. 
The project will benefit Grontmij by defining future ways of collaboration with their 
partners which will help the company to be competitive in the short and long term 
perspective. Integrated dynamic models will give the company experience with 
advanced optimization methods early in the design stage and the opportunity to 
win larger prestige projects, since the approach seeks to improve and 
accommodate innovative architectural concepts. The project will seek to improve 
the precision of engineering consulting and technical base of communication with 
the benefits derived from integrated dynamic models and the Consequence 
based design approach. 
 
1.7 Commercial targets 
The opportunities to develop tools that couple existing design tools and different 
BPS tools during the course of the project have direct commercial value. And 
there are opportunities to develop new tools, algorithms and methods to support 
Consequence based design. However, the approach and thus all relevant codes 
developed during the project will be open to Grontmij, their cooperative partners 
and collaborating parts of DTU. Thus, all development and programmed 
prospects are regarded as an indirect commercial value. The level of competence 
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within the area of integrated dynamic models and Consequence based design is 
estimated as a vital value for the company. Grontmij is enforcing their own 
strategies towards a more integrated future so this project can become a central 
part of their expectations. In the prospect of teaching students at DTU or other 
institutes, the development of the integrated dynamic models will strengthen the 
knowledge within dynamic couplings, development of algorithms, tools and 
methods, thereby opening other commercial perspectives directly related to this 
project.  
 
This Ph.D. project has been carried out as an industrial Ph.D., which means the 
project has great potential to be applied in practice. The main investor 
Innovationsfonden (2015) argues that once the project is carried out at both the 
university and the company, the research project must offer the company the 
possibility of solving specific research and development tasks that create growth 
and employment. Additionally, the research should strengthen the relationship 
between the business sector and the university to advance new research. 
Between these lines, there are several potential interest conflicts. Some are 
obvious, such as new developments formed during the project that might be of 
great interest for industry at large. The company might attempt to keep such 
developments to itself to avoid competition. Other interests are imposed by third 
parties and are more difficult to foresee. 
 
1.8 Research methods 
 
Methodology 
As this research project per definition is an industrial Ph.D-project the 
opportunities to apply the research in “real life” is very high. Unlike traditional 
Ph.Ds industrial Ph.Ds has (an emphasized) direct contact with practice and thus 
theoretically able to weave practice and research together. This means research 
aims (Section 1.4) can be applied to practice. The prospect is to obtain immediate 
feedback from practitioners of different disciplines in the matter of integrated 
dynamic modeling and the application of Consequence based design. This 
instigates that the research has to be applied in a practice-based research form, 
partly by the means of practice and to advance knowledge within practice and 
finally to gain new knowledge regarding the use of integrated dynamic models. 
Frayling (1993) describes how research applies to the realm of design. This 
project fits into two categories of research, the first; “into art and design”, which 
is the research on the theoretical approaches on building design and in this case 
building performance evaluations, and optimization. Secondly this project falls 
into the category of “research through art and design” as Frayling (1993) 
describes which may apply to projects that customizes a piece of technology, to 
do something no one has done before, and communicating the results. This 
definition can directly be applied to the integrated dynamic models and the 
software and tool developments this project has delivered. In essence this project 
can be defined as case-study based research project told through self-reflective 
ethnography, supported by surveys and interviews. Basically this Ph.D-project is 
built on pushing forward integrated dynamic models in architectural competition 
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projects (Case studies – Section 4.1). The author is part of this process and 
therefore a stakeholder, an actor and an observer in each case study. Similar 
Ph.d-projects in Denmark built around this model can be mentioned are (Banke, 
2013; Sattrup, 2012). The main challenge of this research method is to apply the 
practice-based research in an objective and unbiased way and to test research 
questions under circumstances that can be established for general purposes 
representing the larger industry. The limitations of this research method are the 
relative narrow amount of empirical data which is possible to generate during the 
course of the 3-year project. Every case study has limited amount participants 
who are able to give consistent feedback. And each case study is likely to be 
different from project to project increasing risk of inconsistent comparisons 
between projects.  
 
Observations of the design team participants are chosen to construct and quantify 
relevant research questions, and where it is possible consistent questions and 
formulations are used across case studies. More the details of the surveys are 
found in section 4.1. Three of the central research questions given to the design 
team are:   
 
· Have the interactions between members of the design team been affected by the 
use of integrated dynamic models in this project? If so, how? 
· Has the use of integrated dynamic models had an impact on the simulated 
performance such as energy consumption, indoor environment and/or sustainability 
of this project? If so, how? 
· Has the use of integrated dynamic models had an impact on other decisions in this 
project? If so, which? 
 
The intention of surveying each case study is to generate a sufficient base of 
documented feedback to drive more general conclusions on Consequence based 
design. Where the surveys are unable to provide sufficient feedback further 
interviews and citations from internal documents will be needed. This research 
method is likely to create varying quality of documentation. Therefore conclusions 
may be highly coupled with individual case studies and results may be difficult to 
apply across practice. To test tendencies and findings on Consequence based 
design outside the bounds of (somewhat) controlled case studies surveys will be 
collected through internet survey forms unassociated with the case studies. This 
research method will not ensure absolute conjecture but is likely to either show 
similarities or differences of research questions relevant to substantiate and 
demonstrate the two main objectives of this Ph.D. project (Section 1.4) 
 
In parallel to the applied research with practice-based case studies, research 
projects ministered by the author and students under the authors supervision has 
been driven the Ph.D-project in directions where practice-based projects could 
not. These projects reflected parts of ideal realities in a closed controlled 
environment useful for developing new tools, algorithms and methods. Some of 
these developments are described in Section 4.4 and some have been applied in 
practice (Case studies – Section 4.1). 
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Worth acknowledging is that these research methods constructed to support and 
examine the research aims only concerns a small part of overall organizational 
change with the particular focus on tools and models. Nonetheless successful 
organizational change is normally the product of people, processes and tools.  
 
The research methods used throughout this Ph.D are described below in roughly 
the order in which they were used in the research.  
 
Literature review 
A literature review was conducted throughout the entire project. This raised the 
insight of the state of the art of BPS tools, design tools, as well as design and 
optimization methods used in the early design stage. Subjects that have been 
extensively reviewed are: performance evaluation methods, BPS tool and 
coupling methods, integrated design, Performance Based Design, optimization 
methods and methods to evaluate quality defined criteria. In addition to the 
reviews written as background for the various papers (Negendahl and Nielsen, 
2015; Negendahl, 2014a, 2014b; Negendahl et al., 2015), a detailed review 
article was published in Automation in Construction (Negendahl, 2015a).    
 
Interviews and observations 
Interviews were conducted with internationally recognized practitioners. The aim 
was to learn about the design development tasks in practice. The interviews were 
informal and applied during specific project developments and “on the sideline4” 
on topics of general design methodology concerning parametric design and 
engineering. The interviews revolved around requirements for methods, tools and 
models to successfully support the early design stage.  
Observations were conducted on the design/simulation activities of students 
when developing integrated dynamic models. The aim was to obtain empirical 
data about the elements used to structure the inclusion of High-Performance 
design criteria with the early stage design process. 
 
Case studies 
During the course of the project the author has participated in 12 different “real-
life projects” in collaboration with Grontmij and various architectural studios. Five 
of these projects have been subject to the approach of Consequence based 
design or subject to investigations in relation to applied integrated dynamic 
models. These five case studies is discussed in detail in chapter 4.  
 
Surveys 
Seven surveys have been performed during the course of the project. The 
surveys have been an attempt to quantify the qualitative research. Five of the 
surveys will only provide case specific feedback, and two is meant to gather 
information from a broader audience. The questions are carefully produced in the 
                                                                                                                                
4 Various interviews were performed during external stays in New York and London. The interviews were primarily focused 
on architectural studios; however a few consultants and other researchers in the field have provided valuable knowledge 
to the project.  
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same manner across the case studies, why general conclusions may be taken 
across the case studies. All surveys revolved around the use of integrated 
dynamic models and the character of Consequence based design approach in 
the design process. Some of the surveys were performed in relation to case 
studies and others were performed in open forums of building designers and 
simulationists. The surveys include the current state of integrated dynamic 
models, how practitioners and researchers use them, and how they want to use 
them in the future. To assure the highest level of conformity these surveys were 
conducted with same phrasing and language and based on the evaluation 
method in EN15251 annex H (BSI, 15251, 2006).  
 
Teaching and supervision 
13 student projects (primarily master students) have been exposed to the ideas 
of Consequence based design. The aim of the student projects was to give insight 
in the design development of High-Performance Buildings and to develop and 
apply the approach of Consequence based design and integrated dynamic 
models in controlled design spaces (as opposed to the practice-based case 
studies).  
 
Modeling methods and developments 
The analytic focus in this project concerns; building energy, indoor climate and 
sustainability. Therefore these same subjects are the main focus of the integrated 
dynamic models. This again means that the integrated dynamic models have 
been linked through different external tools relevant for the analysis of building 
energy, indoor climate and sustainability. The method used in this project have 
focused on the coupling of existing BPS tools commonly used in engineering 
practice e.g. Be10 (SBI, 2013) and Energy+ (U.S. Department of Energy, 2013). 
In the same time it is natural to expect building designers prefer to use existing 
design tools in the early design stage. The models therefore accommodates 
existing design tools such as Rhinoceros3D (Rhino) (Robert McNeel & 
Associates, 2013a) commonly used by building designers. The design tool and 
the BPS tool are linked by means of programming languages such as a VPL like 
Grasshopper3D (Grasshopper) (Robert McNeel & Associates, 2013b), or lower 
level languages such as Python or Java.  
 
Optimization of High-Performance Building related criteria is implemented into 
the models as it has been done in previous objective based search methods using 
optimization algorithms e.g. (Nielsen, 2002), (Pedersen, 2006). The 
Consequence based design approach departs itself from these previous methods 
as it attempts to include and obtain performance criteria reminiscent of 
“architectural qualities” and it seek to respect architectural and intellectual 
subjectivity within optimization. Regarding design relations and design choices of 
“qualitative performance”, one must notice the distinction between the two 
notions, A. & B. 
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A. Design relations can be defined by underlying natural constraints such as Le 
Corbusier’s derived Fibonacci curves (Lidwell et al., 2003). As a result, some 
specific design criteria might be applicable as mathematical constraints. Such 
constraints can be translated to various boundary conditions in optimization 
processes in e.g. Multi-objective optimization. 
 
B. Design choice is defined as the qualitative assessments of design, which include 
aesthetics, style, firmness, usefulness and delight (Brooks, 2010). The design 
choice shows the importance of subjectivity and human opinion.  
 
This approach seeks to include qualitative performance as boundaries within 
optimization models by the means of human assessment – notion B. Since 
optimization processes have difficulties to handle subjective opinions (Mora et 
al., 2008), the project had to accommodate the investigation and formulation 
methods of how to implement subjectivity in optimization.  
The method in which integrated dynamic models have attempted to include 
subjective (or qualitative) performance have been handled as described by 
Duarte (2001). Here optimization is used to find non-dominating solutions in an 
unknown solution space based on quantitative performances in which only the 
“best performing solutions” are presented. Subsequently, it is up to the architect 
(or design team) to pick and choose subjectively among the solutions that may 
have qualitative properties. Any model that utilizes (single or multi-objective) 
optimization relies on existing algorithms, tools and theory on optimization. 
 
Various software developments were conducted to advance simulations for 
performance predictions of representative case studies. Other developments 
were conducted to improve the coupling mechanisms between design tools and 
BPS tools. And yet other developments were performed in areas of optimization 
algorithms and machine learning algorithms. The process of these developments 
occurred over several iterative changes, and was based on the four step 
implementation procedure: 1) specification, 2) implementation, 3) verification and 
4) testing. The specification is the required functionality of the development. The 
implementation allows the functions to be executed in a working computational 
environment. Verification ensures that the developments’ subroutines work as 
specified. Testing relates the development to design of High-Performance 
Buildings in theory and practice.  
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1.9 Thesis outline 
This thesis presents the Consequence based design approach by applying 
integrated dynamic models in theory and practice. The thesis is structured into 
three chapters:  
 
· 2. Building design and performance 
· 3. Optimization 
· 4. Consequence based design 
 
The two first chapters give an introduction, a review and a conclusion. These two 
chapters reflect the background needed to investigate the: envisioning, 
implementation and documentation of the use of integrated dynamic models and 
envisioning, implementation and documentation of the use of optimization 
processes coupled with integrated dynamic models following the two main 
objectives in section 1.4. The third chapter “Consequence based design” is 
divided into two main sections: 
 
· 4.1 Case studies - the application of integrated dynamic models  
· 4.4 Developments - to support Consequence based design 
 
These two sections reflect the two types of research developments generated in 
this project – case studies performed with Grontmij and their various partners, 
and the developments of new tools, new algorithms and new methods. To 
properly organize the structure of these developments, it should be noted that 
some developments and case studies have been overlapping; for example, the 
tool “Termite” (see section 4.4.3) was used in some of the case studies. Therefore 
the whole project is divided into four phases as shown in Figure 2. The idea 
behind this structure is to distinguish the evaluation of integrated dynamic models 
that can be applied today and the development that is needed to support the 
Consequence based design approach in the future. 
 
 
 
 
Figure 2 The structure of the project “Consequence based design” (Chapter 4). Phases 1-4: case studies cover 
various projects performed with Grontmij and different architectural studios. Developments cover individual 
development projects of new methods, tools and algorithms established by the author and in collaboration with 
students and other researchers.  
 
In Figure 3 the method behind the development of the Consequence based 
design approach is illustrated. Once requirements of integrated dynamic models 
and Consequence based design have been established, the models are “put into 
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practice” in case study projects (phases 1 & 2). The feedback from each project 
generates a new and improved knowledge base, which is used to define new 
requirements for new integrated dynamic models and the Consequence based 
design approach. In parallel (phases 2 & 3) as the knowledge base develops 
various needs for improvements that are difficult to apply in practice new 
developments are put into theory. With the aid of master students and other 
researchers in the field, different initiatives are taken to improve integrated 
dynamic models. Some of these initiatives focus on the process to collaborate 
within the design team; other initiatives are more technical such as the 
development of optimization algorithms and new BPS tools.  
 
 
Figure 3 The method of development of “Consequence based design”. Phases 1&2 utilized case studies (real 
case studies performed with various architectural studios) to define requirements of integrated dynamic models 
and to determine the needs for improvements of these models. Phases 2&3 applied the same procedure, only the 
case studies are substituted with developments of tools, algorithms and methods. 
 
 
Chapter 2 addresses the need for better and faster evaluation of building 
performance in the early design stage. It lists the motivations for design teams to 
use integrated dynamic models and the approach of Consequence based design. 
And finally it covers a review of how BPS tools are used and how they can be 
integrated into the early design stage.   
 
Chapter 3 reports why optimization is rarely used in the early design stage. This 
is done by reviewing current developments in the field and discussing the type of 
procedures needed to apply optimization algorithms in integrated dynamic 
models. 
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Figure 4 Some, but not all of the case studies have been combined with the new developments of tools, 
algorithms and methods.    
 
 
Chapter 4 first presents five case studies where integrated dynamic models have 
been used in practice ( 
Figure 4). Each case study consists of an introduction, method, results, and 
conclusion. Secondly, an overview and collection of findings from the case 
studies are presented. Then other practitioners’ perspectives are presented along 
with a discussion on a survey on the use of integrated dynamic models. After this, 
the new developments of tools, methods and algorithms are presented. Seven 
different Developments are presented; each project consists of an introduction, 
method, results, and conclusion. Some projects require additional background 
information, which is not found in Chapter 2 and 3; therefore, some extra 
references have been made here. 
 
 
 
 
Figure 5  The Developments cover seven individual developments. Some are of more technical nature than 
others.    
 
 
Chapter 4 concludes with some final remarks on integrated dynamic models and 
the general approach of Consequence based design. 
 
Chapter 5 gives a conclusion and suggestions of future developments in the area 
of integrated dynamic models and Consequence based design. 
 
Five articles and one poster are appended to the thesis and found in Appendix 
A.1-A.6. These publications document additional findings relating to the approach 
of Consequence based design. The publications either relate to specific case 
studies (Section 4.1) and/or specific developments (Section 4.4). Their relation to 
the case studies and developments is clarified in the relevant sections.       
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1.10 Publications 
The contributions to journals and conferences written as part of this Ph.D.-study 
are listed below. The publications are found in Appendix A 
 
Articles in journals 
K. Negendahl (2015) Building Performance Simulation in the early design stage: 
An introduction to Integrated Dynamic Models, Automation in Construction 
 
Negendahl, K., Nielsen, T.R. (2015) Building energy optimization in the early 
design stages: a simplified method, Energy and Buildings 
 
Contributions to conferences 
Negendahl, K., Perkov, T., Heller, A., (2014) Approaching Sentient Building 
Performance Simulation Systems, Proceedings of eCAADe 2014, presented by 
K. Negendahl at eCAADe in Newcastle, UK 
 
Negendahl, K., (2014) Parametric design and analysis framework with integrated 
dynamic models, Proceedings of the 3rd International Workshop on Design in 
Civil and Environmental Engineering (DCEE3), presented by K. Negendahl at 
DCEE3 in Kgs. Lyngby, DK 
 
Negendahl K., (2014) Parametric City Scale Energy Modeling Perspectives on 
using Termite in city scaled models, iiESI European Workshop, poster 
presentation, presented by K. Negendahl at iiESI in Copenhagen, DK 
 
Negendahl, K., Perkov, T., Kolarik, J., (2015) Agent-based decision control - how 
to appreciate multivariate optimisation in architecture, 5th Design Modelling 
Symposium - Modelling Behaviour, presented by K. Negendahl 
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2. Building design and building performance  
“The truth of sustainable design is that approximately 80% of the design decisions 
that influence a building's energy performance are made by the architect in the early 
design stages, the remaining 20% are made by engineers at the later stages of design.” 
(Solar Heating & Cooling Programme, 2010). 
 
Most researchers agree that decisions in the early design stage have most impact 
on the final design outcome. However, few building designs have been supported 
by early stage performance analyses, including areas of building energy 
consumption and indoor environment (Augenbroe, 2002; Hopfe and Hensen, 
2009; Kanters et al., 2014; Wilde et al., 2001). To better qualify the reason behind 
the lack of integration of energy consumption and indoor environment analyses 
in the early stage building design, a brief overview of the motivations (and lack of 
motivations) is provided in this chapter. In this context the term parametric 
modeling is introduced, and on top of this the idea of integrated dynamic models 
is presented.  
This is followed by a review of the state of the art in building performance 
evaluation and related research and practice. This includes a review of 
performance evaluation approaches, BPS tool couplings and couplings between 
BPS tools and design tools with the aim to create shared models. The chapter 
concludes that an integrated dynamic model, which is a model shared between 
a design tool, a VPL and one or several BPS tools may support the early design 
stage better than existing alternatives. 
 
2.1 The motivations 
The motivation to create “green and healthy” buildings is rather straightforward 
as seen in section 2.1.1. However, as the following section will explain the 
motivations are often overshadowed by the downside of financial expenses. What 
is interesting (or disturbing based on one’s point of view) is that when building 
designers choose to analyze and base the design choices on consequence 
feedback, the incentive to create cost-efficient High-Performance Buildings is 
much larger. This means that financially viable High-Performance Buildings can 
be created. However, to achieve this, performance analyses must be part of the 
early design stage. Therefore, the motivation to create High-Performance 
Buildings is directly coupled to the motivations to include such analyses in the 
early design stage. 
 
2.1.1 Threats on human health and global warming 
There are many reasons why the optimization of building performance of building 
energy consumption and indoor environment is a good idea. Health is one 
concern often raised by researchers. According to the World Health Organization 
(WHO) 99,000 deaths in Europe and 19,000 in non-European high income 
countries were attributable to household (indoor) air pollution (World Health 
Organization, 2012). These are small numbers compared to the burden of 
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disease due to the combined pollution of indoor and outdoor air on the global 
scale caused by particles from the burning of fossil fuels. According to another 
assessment by WHO (World Health Organization, 2006) more than 2 million 
premature deaths each year can be attributed to the effects of urban outdoor air 
pollution and indoor air pollution. More than half of this disease burden is borne 
by the populations of developing countries. 
Buildings are responsible for around 40% of the total European energy 
consumption, equivalent to 36% of the fossil fuel-based CO2 emissions in the EU 
(Laustsen et al., 2011). The international differences in energy consumption are 
very large which is why some countries may waste much more energy on average 
than others. Improving the energy performance of buildings is a key factor in 
securing the transition to a resource efficient economy and to achieving the EU 
Climate & Energy objectives, namely a 20% reduction in the greenhouse gas 
emissions by 2020 and 20% energy savings by 2020 (Laustsen et al., 2011). 
 
 
 
 
 
Figure 6 Financial programs & incentives in Europe to optimize building performance (Laustsen et al., 2011) 
 
 
 
2.1.2 Regulations and incentives 
Design initiatives to improve energy performance and indoor environment such 
as increased insulation and more efficient ventilation systems are costly for the 
client. Therefore, to ensure that clients are motivated to invest in improved 
building performance, new buildings are subject to a multitude of regulations, 
laws and rules that aim to change buildings into High-Performance Buildings. The 
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EU is using many types of incentives and regulatory methods to improve building 
energy performance; a few examples are: 
 
· National minimum energy requirements5 
· Standardized methodology for calculating the cost-optimum level of buildings 
· Energy Performance of Buildings Directive (Sutherland et al., 2013) 
· Requirements of Energy Performance Certificate, EPC6 
· Independent control system for EPCs7  
 
Some incentives are categorized as “distant future goals”, which are 
requirements that are seen as good intentions but in reality are hard to follow by 
all European Member States (Laustsen et al., 2011). The Member States are at 
very different stages of implementing these less strict requirements. An example 
is the introduction of “nearly zero energy buildings” (NZEBs) by 2021 for all 
buildings and by 2019 for public buildings (Sutherland et al., 2013). “Energy 
Efficiency obligation” is a scheme where each Member State has to confirm that 
an equivalent of 1.5% of annual energy sales is saved through energy efficiency 
measures. For countries like Germany and Denmark such goals may seem quite 
loose as these countries have their own much higher goal settings. The most 
well-known initiative in Europe is the “20-20-20-targets” or the “2020” targets in 
the Energy Efficiency Directive (European Parliament, 2009), which basically 
forces the EU Member States to achieve the following before the year 2020:  
 
· A 20% reduction in EU greenhouse gas emissions from 1990 levels 
· A 20% raise of the EU energy consumption produced from renewable resources 
· A 20% improvement in the EU's energy efficiency 
 
In Figure 6 it is shown that such incentives may originate from different sources 
and be enforced by various means. Building performance requirements are but 
one way the EU regulates building performance. 
  
The main legislative instrument in Europe is the 2002/2010 Energy Performance 
in Buildings Directive (EPBD) (Sutherland et al., 2013). The European Union 
supports the measures of EPBD and other initiatives by funding and other support 
financing programs such as European Local Energy Assistance (ELENA) 
(European Investment Bank, 2010). ELENA support covers a share of the cost 
for technical support that is necessary to prepare, implement and finance the 
investment program. Other types of funding like the “Joint European Support for 
Sustainable Investment in City Areas” (JESSICA) (EU, 2011) allows Member 
States to use some of their EU grant funding (Structural Funds) to make 
repayable investments in projects. Laustsen et al. (2011) has identified a variety 
of regulatory and planning obstacles; one of the main barriers is the speed at 
which EU Directives have been implemented by autonomous regions within a 
                                                                                                                                
5 E.g. maximum energy consumption requirements 
6 IPC is a performance measurement system; Denmark had this since 1995, which makes Denmark one of the most 
regulated counties in the EU 
7 Sutherland et al. 2013 notes that the independency heightens the quality of implementations 
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Member State and the (bureaucratic) approval processes for building integrated 
renewable buildings. Evidently, removing many of these obstacles at EU and 
national level is of concern for the development of High-Performance Buildings. 
In terms of the current implementation of functional requirements the different 
Member States are subject to national regulations, which in many cases are far 
from imposing High-Performance Buildings.  
 
Performance based requirements 
Performance based requirements in the individual Member States provide 
standards and verification methods that relate more clearly to real world 
conditions and provide the necessary tools to designers. CIB8 argues that this is 
an important advancement of innovation in building construction (Beth Tubbs, 
2001). There are no uniform/harmonized/standardized European building 
performance requirements that can be easily compared and regulated across the 
EU. Even the term ‘performance requirement’ is interpreted in different ways 
(Visscher and Meijer, 2006). Although it is understood by CIB (Beth Tubbs, 2001) 
that performance based requirements are developed to compare designs against 
performance criteria versus comparison to prescriptive solutions, some countries 
understand it to constitute a description of desired levels of performance 
(Visscher and Meijer, 2006).  
 
 
 
Figure 7 Performance system model based on illustration form Tubbs (2001) 
 
Tubbs (2001) separates the requirements into qualitative and quantitative 
requirements. The model in Figure 7 shows that qualitative requirements are 
placed on a higher level in the information chain than the quantitative 
requirements. The main motivation for countries such as the UK for performance 
regulations is to keep the regulations brief and qualitative so that it would reduce 
                                                                                                                                
8 CIB stands for "Conseil International du Bâtiment", in English “International Council for Research and Innovation in 
Building and Construction” 
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the burden of sending the 350 page prescriptive building code through parliament 
(Beth Tubbs, 2001). Also, the argument can be found in computing; prescriptive 
building codes may be defined by a qualitative measure, hence it needs human 
evaluation. If the requirement is a number, it is computable (Turing, 1936). Thus, 
it is far more feasible to compare computable requirements on a large scale than 
to compare qualitative requirements on large scale. 
Performance based requirements are associated with the general threats on 
global warming and global health, however sometimes the arguments have a 
more economic dimension.  
It is a well-known argument that indoor environmental performance such as air 
quality and thermal environment is correlated with “human performance” 
(Edwards and Torcellini, 2002; Seppanen and Fisk, 2006).  
 
 
 
Figure 8 Relative “human performance” vs. indoor temperature, from (Seppanen and Fisk, 2006) 
 
 
The human ability to concentrate, thus being productive is deeply associated with 
how we feel, and greatly affected by environmental changes such as temperature 
(see Figure 8. Regulations have sought to optimize working conditions by e.g. 
imposing stronger requirements for office buildings than for residential buildings, 
especially in areas of thermal requirements and indoor air quality; this is seen, for 
example, in the Danish building regulations (Danish Building Regulations, 2013). 
The reasoning behind these regulations is therefore based on national economy 
and national health rather than on global health and environmental concerns.  
 
In Denmark, performance based requirements for energy consumption have 
been regulated by national regulations for decades; and, few other countries have 
pushed regulations on building energy consumption as far as Denmark over the 
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past 10 years. As mentioned, future regulations are pushing the requirements 
towards High-Performance Buildings such as the initiative of NZEB, and aim to 
protect the indoor environment with various other performance based 
requirements. The tendency is that performance based requirements are used in 
regulations where it is possible to predict the performance outcome of the building 
(or system / component) in relation to its context, its use and specific design 
(Struck, 2012). Prescriptive specifications are used where evaluation is difficult, 
for example in cases like “social needs”. They may also regulate cases 
concerning human safety based on historic fatal situations. In comparison to 
performance based requirements, prescriptive requirements are argued to have 
the inherent potential to hinder change and innovation as they prescribe solutions 
(Struck, 2012). Even after the transition from prescriptive requirements to 
performance based requirements in national regulations, the freedom for 
innovative design concepts is still restricted by local building regulations, the 
design brief and other client prescriptions. The design brief can in its most strict 
form prescribe design solutions, whilst local authorities demand compliance with 
building regulations such as special attention to shore line and animal protection. 
In addition, Laustsen et al. (2011) mentions that regulations are rarely enough to 
promote further improvements of building performance than the minimum 
requirements of the regulations. Therefore, private initiatives and project specific 
focus on building performance are important to reduce carbon emissions and 
improve public health. It all comes down to the motivation of optimization of 
building performance. 
 
2.1.3 Motivations for High-Performance Buildings 
Whether or not the motivations for developing High-Performance Buildings arise 
directly from the global threats on human health and the environment, or by 
economic incentives such as improving indoor climate to make people more 
efficient, or reducing the dependency of oil, gas and coal from other nations, are 
unclear. Some will argue it does not matter, as long as the objective to succeed 
in building High-Performance Buildings is fulfilled. There are many examples of 
High-Performance Buildings, buildings that have been designed with the aid of 
simulation tools and subject to dedicated design principles and efficient methods. 
However, none of these design principles, methods and tools has efficient means 
to consider and include the many other aspects of design (see Figure 9) beside 
those that promote High-Performance. Why is that? And why is it at all 
interesting?  
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Figure 9 How do we maintain holistic thinking in design in practice, when outside pressure on the design stage 
is unevenly balanced?  
 
 
Many architectural studios and consulting engineers today claim to be on the 
frontiers of sustainable design. Some have even posted clearly defined design 
paradigms or ethical etiquettes on their websites for the world to see.  
The mismatch between the good intentions / motivations and the buildings that 
have been built in the last decade is quite staggering. Therefore, it is interesting 
to discuss why building regulations are far from enough (Laustsen et al., 2011) to 
ensure High-Performance Buildings and why 30% of the modern building mass 
does not provide a healthy indoor environment (EPA, 1991). One explanation of 
this is cost. If the client prefer to lower construction (capital/investment) costs on 
the expense of running (operation, maintenance and repair) costs, all the blame 
can be reverted to the client. However, the real explanation is more complicated 
than this. 
 
The cost of change 
It is intriguing and thought provoking that building evaluations of life-cycle costs, 
building energy consumption, and indoor environment etc. have been omitted 
from the early design stage in almost every building design project to this day. 
Analyses are immaterial. They only depend on time and human resources, and 
unlike “a more efficient ventilation system or increased insulation” analyses are 
costly and do not produce a physical object for the client. The client must be 
convinced that better building design has a physical value. If the client believes 
that these analyses will improve the building, he must invest carefully.  The best 
investment in the eyes of the client is the “cheapest way” to change the building 
to be more cost efficient, green and healthy. Somehow, this “cheapest way” is 
declined, forgotten or for some reason not grasped when it is at hand. 
 
One way of thinking of the missed opportunity is to measure design changes in 
terms of cost. This is exactly how MacLeamy (2013) approaches the value of 
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buildings. Changes are expensive, and reducing the amount of changes will 
reduce the cost of designing a building. But changes are not equally expensive 
during the development of the building; the relative cost of a change is smaller in 
the early design stage. Therefore, MacLeamy’s principal argument is that one 
must “seek to contain the changes as early in the design stage as possible” 
(MacLeamy, 2013).  
 
 
 
Figure 10 The relationship between influence in building design and cost of changes. Based on Boehm (Boehm, 
1984), Beck (Beck, 1999) and Paulson (Paulson Jr., 1976) 
 
Davis (2013a) argues that most building designers would perceive their decisions 
(and reviewing decisions, which is a change) as adding value to a project. 
Therefore the change = cost paradigm is rather crude. Davis further notes that 
the shift in effort then assumes that the design process can be anticipated and 
the design problem can be known before the design commences, which of course 
is very unlikely. Change is for these reasons not necessarily a cost to be avoided. 
What is important in this discussion is acknowledging the potential value in the 
choices of early design stage decision making. MacLeamy was not the first to see 
this. Davis (2013a) tracked the “hidden potential” through software engineering 
(Boehm (1984) and Beck (1999)) back to the building industry with Paulson 
(1976). Paulson (1976) talks about the benefits of making early decisions when 
the designer’s level of influence is at its highest level. And even in 1976 Paulson 
describes the idea as not being new and points backwards toward manufacturing 
and heavy-industrial design (Paulson 1976). The question is: To this day, after 
four decades, why have so few practitioners focused so little on the early design 
stage potential? 
 
Back in 1976 Paulson points towards changing the contractual arrangements. 
Subsequently “knowledge injections” in the early design stage would be valued 
higher, which would increase the level of influence and thus the potential of 
change. 
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“A main barrier for cooperation in the early design stage is economy. 
Handling engineering performance aspects (in the early design stage) increases the 
workload which is not compensated in fees.” (Petersen et al., 2014) 
 
In a recent survey among Danish architects Petersen et al. identified that fees do 
not to this day reflect “knowledge injections” in the early design stage. MacLeamy 
(2013), who is part of the Strategic Advisory Council for the BuildingSmart 
(BuildingSmart.org, 2013) initiative, advocates both the format Industry 
Foundation Classes (IFC (BuildingSMART, 2013)), and process Integrated 
Project Delivery (IDP). Here, IFC is considered one of the two most commonly 
used open formats for building model exchange (the other is gbXML (gbXML.org, 
2014)). IDP is a process that contractually binds project parties (including the 
members of the design team) towards viable solutions early in the project. What 
is interesting in MacLeamy’s advocacy is the dedication towards IFC, and the 
clue which lies herein. Contractual and legal commitments are not the entire 
answer, but model exchange is a key to unlocking early stage building 
performance potential. Section 2.4.5 deals with the model exchange and 
discusses IFC and other means of improving model coherency. 
 
What further complicates the unlocking of the hidden potential is the circumstance 
that decisions have to be made with limited resources on the basis of limited 
knowledge. This is partly due to the nature of information levels (Hermund, 
2009a) where information is created and not available before it is made into a 
definite decision and partly due to the quality assurances not being upheld 
(Hensen, 2002). The latter concerns quality assurances as mentioned by Hensen 
(2002), although these will evidently be solved if those who design are experts in 
BPS tools or if the design team includes simulationists (de Souza, 2009).  
     
2.1.4 Motivation for parametrical modeling  
Parametric modeling has opened up for new possibilities for building design, 
enabling novel geometries to be generated in a relatively short time span 
(Harding et al., 2012). These models are often created in a graph representation, 
in a Visual Programming Language (VPL). This enables the user to construct 
associations between parameters and geometrical functions in order to quickly 
model designs within a set of constraints. Adjusting parameters is a top-down 
approach, where the intention of the model is represented in the model itself. And 
the process of adjusting parameters relies on the feedback from the model. 
According to Davis (2013a) the introduction of parametric modeling was 
motivated by a desire to decrease the cost of change:  
 
“In theory, a parametric model helps lower the cost of change if the 
manipulation of the model’s parameters and explicit functions rebuilds the geometry with 
less effort than would otherwise be required from a designer.” (Davis 2013a) 
 
Parametric modeling would arguably not only reduce the cost of changes but 
change the whole concept of how to design. Currently, parametric modeling is 
being used to analyze everything from building envelope, form, and core, to 
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material design and comparisons to structures found in nature (Courtney L. 
Fromberg et al., 2015). Marcello and Eastman (2011) argue that expertise within 
the field of architecture is strongly based on “rules of thumb” from trial and error 
from previous experience. And parametric objects can be developed to nest what 
has already been learned in order to create the parameters to generate more 
concise solutions. Davis (2013a) reasons that front-loading changes such as 
argued by Paulson (1976) and MacLeamy (2013) may not the best way to deal 
with design: Rather than making decisions early in order to avoid the expense of 
changing them later, the cost of change can be lowered (when parametric 
modeling is applied) to the point where critical decisions are delayed until they 
are best understood (Davis 2013a). 
 
Parametric models and flexibility 
The key in parametrical modeling lies in the flexibility of the model. By maintaining 
a highly flexible model the designer can afford to make more changes. While 
some changes can be anticipated and as Davis (2013a) notes; perhaps even 
front-loaded, many changes come from forces outside the designer’s sphere of 
influence. This is especially true if the designer represents a design team with 
multiple actors with multiple objectives. These actors may seek changes in 
opposite directions, which will lead to many potential changes. Coming back to 
the information levels other changes occur because design is a knowledge 
evolving process. This means that if a model is sufficiently flexible it may 
accommodate changes spanning multiple levels of information. Given a high level 
of flexibility the parametric model can absorb new information and ongoing 
decisions. 
 
“If we could make the parametric model flexible enough …, the design 
process becomes almost inherently more “designer-ly”. The designer could delay design 
decisions until they can best decide what the impact of those design decisions are.” 
(Davis et al., 2014) 
 
In theory, this means that a model may be built with high flexibility on several 
levels of scale. The large scale lets designers change location, orientation and 
large geometrical features such as number of stories. The smaller scales may be 
number of windows, window properties or detailing on façade systems. The ability 
to absorb and distribute information throughout the design process is game 
changing, since early decisions are just considered as any other variable. As a 
consequence, the building designer does not need to make a complete 
remodeling of the design. More importantly, the option to actually change early 
decisions based on knowledge acquired at a later stage is key to improve the 
building performance in the early design stage.  
 
When talking about parametric modeling, it may be necessary to distinguish 
between the implications of the modeling approach and the way in which 
parametric modeling is approached. There are many ways to approach 
parametric modeling in architecture and engineering, but they all involve the use 
of an algorithm. An algorithm is often regarded as consisting of a logic component 
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and a control component. The logic component specifies the knowledge to be 
used in solving problems, and a control component determines the problem-
solving strategies by means of which that knowledge is used (Kowalski, 1979). 
Furthermore, the logic component determines the meaning of the algorithm 
whereas the control component only affects its efficiency.  
 
 
 
Figure 11 Variations of parametric models 
 
 
Parametric models may be categorized in different ways. Tamke et al. (2013) 
categorizes the type of models according to their complexity (seen in Figure 11) 
or how the model can serve an emergent design process. The most direct way of 
approaching parametric modeling is by using basic parametric models that are 
defined by parameter translations via an algorithm. Computational models, which 
are given explicitly formulated incremental intelligence, may change parameters 
by automation and feedback processes. The more advanced uses of 
parametrical modeling are associated with generative modeling techniques. This 
last variant includes some kind of recursive intelligence in the model, which 
means that the model is allowed to change its own way of functioning. Parametric 
modeling with the inclusion of optimization techniques is categorized as 
computational models or generative models. This is further discussed in Chapter 
3. 
 
Parametric models and the use of VPLs do, however, not come without costs. 
VPLs such as Grasshopper (Robert McNeel & Associates, 2013b) and Dynamo 
(Autodesk, 2013a) are defined as Graph-based programming tools. The most 
popular way (today) of constructing parametric models is through Graph-based 
models by the one-graph, one-model approach (Harding et al., 2012). Here, the 
user must choose how to set up a parametric model early in the process. 
However, design requirements and performance evaluation criteria are likely to 
be subject to change as the design process develops. Harding et al. (2012) 
argues that in practice this can become a problem; as the complexity of the 
parametric model increases, the dependencies become more difficult to adjust, 
and design freedom actually decreases. As a result, the initial parametric 
relationships tend to get ‘locked-in’ and cannot adapt. This is especially true when 
graph-based parametric models are used in combination with optimization 
algorithms. This again is discussed in Chapter 3.  
 
2.1.5 Parametric modeling and simulation feedbacks 
With the introduction of parametric modeling the influence of building 
performance has moved into the early design stage, and given the high flexibility 
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of the models it also means that more decisions can be made in later stages. The 
shift is only possible because of the parametric properties of the model and the 
way decisions are considered less definite compared to traditional modeling. The 
cost to make changes is practically reduced to nothing and the cost of changes 
remains low further into the design process. Now the argument may be taken a 
step further. As integrated dynamic models are parametric by nature they 
facilitate the same properties concerning the influence on the design process. If 
integrated dynamic models are built to accommodate high flexibility, the flexibility 
is transferred to all the tools dynamically coupled to the model. An integrated 
dynamic model will therefore not only provide consequence feedbacks from one 
or more dynamically coupled BPS tools; it will provide this with the same 
parametric properties as any other parametric model. This creates the 
opportunity to review early decisions in later stages in the process based on 
performance feedback. Thus, it opens up for much more goal driven processes 
as the BPS tools facilitate clear performance metrics to evaluate and compare.  
 
 
 
Figure 12 The relationship between influence in building design and cost of changes by integrated dynamic 
models. It is hypothesized that the integrated dynamic models will shift the building designers’ impact level into 
and thus reduce the cost of change in later stages of the design process 
 
 
Given the high model flexibility, the design team may open up much more design 
variables that may or may not directly influence the performance, but it will 
definitely influence the design process. Without this option to freely open design 
variables the design team needs to lock the design in early on just to have time 
to analyze the performance of the design. This is particularly true if the design 
team uses one tool to design and another to simulate. The integrated dynamic 
models enable more analyses for a longer period of time, which in essence 
makes each performance analysis less costly. 
It all looks very promising. The design team needs to utilize parametric modeling 
with integrated dynamic models; this increases the potential capitalizing on the 
reduced number of the more expensive changes. This, however, is not the entire 
story. Parametric modeling does not come without costs itself. The figure seen 
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above (Figure 12) shows the cost of a change and does not include the cost of 
investment in parametric modeling.  
 
As mentioned on several occasions, the design has to be locked in an earlier 
stage if parametric modeling is not used. This again means that there is room for 
fewer changes in the traditional (non-parametric) process. To compare the 
parametric process with the non-parametric process we need to estimate the total 
cost by multiplying the cost of individual changes with the number of changes. If 
the total cost of changes (in the early design stage) is lower for the parametric 
process compared to the non-parametric process we have a business case. In 
such case this would include a “financial viable motivation” for the design team to 
dedicate more time and effort to improve building performance. 
    
2.1.6 The motivation for Consequence based design 
The cost of shifting from manual, traditional, non-parametric processes to a 
complete streamlined parametric process is difficult to estimate. But let us think 
of it this way: If the design team chooses to lock their design early on and agrees 
to make as few changes as possible, why should the design team invest in an 
integrated dynamic model that allows them to change more and in later stages? 
Economy is still the key issue, but now it is the design team’s economy that is at 
stake, not the life-cycle costs of the building. To take on this challenge, the design 
team has to be economically motivated to carry out changes at an early stage, 
as concluded by Paulson (1976). Even though some may argue that motivation 
is not always driven by economy and the actual potential to make High-
Performance Buildings. Then followed by the argument: that the economic motive 
is redeemed if the client is convinced to pay more for High-Performance 
Buildings. Then it is quite clear that given the lack of economic motivation 
Consequence based design9 is difficult to put into practice. 
 
If we are to pursue High-Performance Buildings the containment of changes in 
the early stages might therefore not be enough. Minimizing the amount of 
changes also means minimizing the amount of variations, alternatives and 
iterations. The potential of finding higher performing buildings is correlated with 
the amount of recursive iterations for example as found in an optimization 
process. Therefore, it must be assumed that more evaluated alternatives 
available in the early design stage means higher potential to “find” a High-
performance solution. For this reason, if the design team (indirectly the client) 
values the idea of creating High-Performance Buildings, they need to accept 
more iterations and the relatively larger effort to evaluate more solutions.  
Therefore, it is natural to argue for a “top-down”, this is exactly what Bernal and 
Eastman (2011) does:  
 
“Design activities vary from high-degree of freedom in early design stages 
to highly constrained solution spaces in late ones, which entail large amount of design 
                                                                                                                                
9 The Consequence based design approach is defined by the explicit creation and utilization of integrated dynamic models 
in the early design stage (as described in 1.4). 
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expertise. A top-down approach based on nested assemblies and custom functions is 
proposed to embed such a design expertise in reusable parametric objects.” (Bernal and 
Eastman, 2011) 
 
This approach is really valuable if all members of the design team follow the same 
pace when moving from one design stage into another. And this requires much 
coordination and most likely also an economic incentive, as Paulson (1976) 
argues. This could be based on contractual agreements punishing those who fail 
to confine changes in early design stages, or it could be based on a shared (by 
the design team) economic motive to generate larger profits. The answer to such 
a motive is found in the economy behind the parametric modeling or the efficiency 
of automating analyses; however this is complicated and difficult to communicate 
to a client. Return of investment (ROI) is, however, easier to communicate. 
 
The accumulated price of the construction and management of the building can 
be described in the same way as seen in the figures above (Figure 10 and Figure 
12), but this time we look at the entire life cycle of the building. 
 
 
 
Figure 13 Return of investment (ROI). In traditional modeling the investment lies in improved, but more expensive 
solutions (primarily on system level)  
 
 
In Figure 13 ROI is placed somewhere in the life cycle after the building is taken 
into use. How good the project is in terms of investment may be defined as the 
point where the return of investment is placed in the building life cycle. The 
investment may be energy savings, cheaper materials, and more functional 
solutions that will make the process of maintenance less expensive. It may also 
be based on more qualitative performances such as increased social value. 
These are simply improvements of investments (or changes) of the yet to be built 
building, and therefore possible to implement in the early design stage. ROI 
implies an investment that many clients would consider as an additional expense, 
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which is why late ROIs are harder to implement in practice. Before integrated 
dynamic models and parametrical design can really pay off, the concept of 
Consequence based design must consolidate an early ROI. 
 
 
 
Figure 14 The introduction of integrated dynamic models. The investment is primarily focused on better systems 
and more thoughtful solutions, but not necessarily more expensive solutions. The integrated dynamic models 
ensure more analyses and earlier ROI. 
 
 
In Figure 14 it can be seen how the integrated dynamic models can be regarded 
as investments. Here the argument is that more analyses (we are talking about a 
magnitude of 10 to 1000 more analyses opposed to traditional modeling 
processes) in the early design stage, will shift the ROI into a more favorable 
position.  
 
In theory, the ROI may be shifted all the way into the construction stage. 
However, this is only possible given the models has a high flexibility and given 
design team has the right quality assurances (Hensen, 2002). Given these 
circumstances the client’s investments in integrated dynamic models will be “free” 
and High-Performance Buildings may be reduced to the cost of a traditional 
building. 
 
Now the motivation for application of integrated dynamic models and the 
approach of Consequence based design has been established. This thesis, from 
this point on, will discuss how integrated dynamic models are to be applied in 
theory and in practice. 
 
2.2 High-Performance Building analysis in the early design stage 
Following the previous section on the motivations of the design team to design 
High-Performance Buildings, it is necessary to review how other researchers 
have approached this objective and the reasons why High-Performance Buildings 
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are so difficult to design. Past research may be separated into three approaches 
of how to integrate building performance considerations in the early design stage. 
These three approaches are driven by: 
 
· Regulations 
· Methods 
· Tools 
 
Regulations cover the performance-based requirements which are to various 
degrees law enforced as described in 2.1.2. Methods cover design frameworks 
consisting of methods and guidelines such as the integrated design process to 
commercial certification systems (see 2.3), and Tools cover design and 
performance tools see 2.4. Most focus will be given in this review and in the thesis 
as a whole to the “tool approach”, while the “method approach” will also be 
discussed. In many cases, however, these two approaches overlap as methods 
may prescript tools and some tools may only be used in certain methodological 
ways. The “regulations approach” will not be discussed further. 
 
A shared argument behind these methods and tools are that they will be 
beneficial if used as intended, thus creating benefits as illustrated in Table 1. 
 
 
Table 1 Benefits to owners and occupants of High-Performance Buildings from (Bienert et al., 2012) 
 
Clients (owners) Users (occupants) 
Reduced operating costs Reduced operating costs 
Enhanced brand Enhanced brand 
Mitigation of future regulatory impacts Mitigation of future regulatory impacts 
Reporting to stakeholders Reporting to stakeholders 
Tenant retention Employer of choice, employee retention 
Increased rents Enhanced building (indoor) environment 
Differentiated position of asset Improved productivity 
Increased market share Decrease their footprint on the planet 
Higher net revenue return Stronger tenant/owner/manager relationship 
 
 
2.3 Design methods 
While European and national performance based requirements are still far from 
implemented in many countries (Laustsen et al., 2011), private players (investors) 
have taken initiative to stimulate clients to embrace energy and material 
conservation, improve indoor environments and design towards more efficient 
sustainable futures. Here, rating-schemes are used widely and are available with 
different scope and for different phases of the building’s life cycle (Hopfe et al., 
2005). Rating-schemes such as LEED (http://www.usgbc.org/ leed), BREEAM 
(http://www.breeam.org/) and DGNB (http://www.dgnb.de/) (and variations of this 
system such as the Danish DGNB-system (http://www.dk-gbc.dk/)) are voluntary 
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and privately founded rating-schemes awarding labels certifying a degree of 
building performance following the design and construction phase. In addition to 
the certification systems mentioned above this review only covers the integrated 
design method. However, there are similar design methods that attempt to 
encompass goals of High-Performance Buildings (for instance the Swedish 
system Miljöbyggnad ( https://www.sgbc.se/)), and while they might deviate from 
the methods described here, they are presently not used in such a scale (in 
Denmark at least) that they are worth mentioning. 
 
2.3.1 Certification systems 
The aim of the rating in certification systems is to provide transparency and 
subsequently increase the monetary value of the rated building by showcasing 
its performance (Bienert et al., 2012). For the early design stage, LEED, DGNB 
and BREEAM claim to assess the overall environmental impact. These types of 
certification systems all share a common way of handling non-legislated and 
unquantifiable factors: they are defined by rules. In most cases, elaborate “book 
sized” rules are needed to cover the system. The rules call for a certain insight 
into the system to make evaluations consistent from one project to another; this 
justifies the requirements for capable and educated specialists handling the 
system. The certification systems all have a price mark attached and are 
developed to certify a building project. Most certification systems provide a pre-
assessment methodology that certifies the buildings in the early design stage. 
These assessments are often lightweight versions of the later assessment 
procedures, but in general function in the same way. To make a pre-assessment, 
educated assessors are required and the methods have to be followed as 
described.  
 
2.3.2 Integrated design process 
Instead of utilizing a fixed rating system more loosely defined methods have been 
developed with the aim to achieve similar goals. The Integrated design process 
(IDP) widely known in Denmark and internationally was developed in the period 
of 1997-2002 by the IEA Solar Heating and Cooling Programme, Task 23 
(Löhnert et al., 2003). The outcome was a design process targeting the early 
design phase and the development of methods and tools to be used by the design 
team. The design team is introduced as a collaborating team of architects and 
engineers as well as owners, contractors and building users. The process initiates 
the use of design loops where the design team establishes a number of different 
alternative solutions. The solutions are each investigated in detail and only the 
best performing solution is taken through to the next iteration or design loop. This 
performance-based framework has proven to be highly successful in producing 
high-performance and environmentally friendly buildings.  
 
The criticism of the method is that it fails to describe a rational approach to set up 
the initial alternative solutions and that the approach based on numerous 
iterations can be inefficient and time consuming. These shortcomings were later 
improved in various studies. Latest is the effort seen with Petersen 2011 which 
seeks to introduce integrated design as a performance-based design paradigm 
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thinking in the early design process. This elevated the definition and choice of 
predefined performance based criteria into an important part of the design 
process. The performance-focused paradigm helped the design team to find and 
improve solutions that met the design criteria and minimized investigations of 
solutions that would not fulfill the performance criteria. This approach reduced the 
time and effort needed to design high-performing sustainable buildings. The 
paradigm change illustrated the circular/iterative thinking in the Integrated design 
process (design-simulate-evaluate-design…) and made it accessible for design 
teams to investigate numerous design concepts over a short span of time. The 
barriers of the approach were found in the implementation of design- and 
simulation environments (i.e. iDbuild, Petersen & Hviid 2012) and the process-
related issues of the approach, such as the need of the simulationist10 to explain 
the results to the building designer (interdisciplinary acceptance of roles) and the 
building designers ability to accept and make use of simulation-based design 
support as a design driver (Petersen, 2011). While the dedicated simulation tools 
such as iDbuild was found efficient to evaluate building performance in the early 
design stage, the inclusion of qualitative objectives such as architectural quality 
was only vaguely considered in the method, in the tool and the model. Which 
meant the design problem definition is clearly created by the indisputable 
boundaries of performance based criteria and evaluations. Within these 
boundaries other design objectives, including architectural quality has to be 
found. As the tools accommodate this rationality the idea of building performance 
criteria defining the boundary conditions of the final design is easy to understand. 
However most building designers perceive building design as a solution to a 
magnitude of objectives, many of which are qualitative and hard to assign 
boundaries to, and many of which will change during the design. Using a 
performance-based solution space as a continuous/dynamic design driver or as 
a fixed boundary condition is a very different approach. The essence is qualitative 
objectives are difficult to include as a rational design approach and implementing 
such objectives in tools is even more challenging. As a consequence architectural 
quality had been disregarded since the beginning of the formulation of Integrated 
design in 1997. Löhnert describes the issue regarding architectural quality as a 
“problem” almost impossible to “solve”:  
 
“Architectural quality however, leads to an almost insoluble problem, since 
this requirement is exclusively based on project-specific evaluations and is therefore very 
strongly dependent on the intuitive, cognitive and aesthetic factors put forth by the 
individual participants.” (Löhnert et al., 2003) 
 
The integrated design method’s solution is simply to find the boundaries of 
performance; performance-based design processes as suggested by Petersen 
                                                                                                                                
10 It is acknowledged by many researchers that projects are increasing in complexity and cannot be realized without 
involving experts at the very early stage of the design process. Augenbroe (2001) argues that no architectural studio 
would take the risk of relying on designer friendly analysis tools, because it will take a high degree of expertise to 
judiciously apply simplified analyses to complex buildings. Therefore, to completely integrate tools one must integrate the 
expertise of people. 
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2011 is one of the resent progressions of this rationale. How, and to what degree 
qualitative objectives are fulfilled remains within the Integrated design method 
undefined.  
 
2.3.3 Performance and design support  
 
“As we are progressively moving towards dispersed teams of architectural 
designers and analysis experts, full integration of all disciplinary tools in a collaborative 
design framework is the ultimate goal.” (Augenbroe, 2001) 
 
Integrated design as a process, as certification standard or as a method is widely 
used today. These more or less prescribed methods require levels of 
collaboration or integration between the building designer and the simulationist. 
The integrations can be divided into three domains which are discussed 
thoroughly by (Negendahl, 2015a): 
 
1. Human domain 
2. Tool domain 
3. Model domain 
  
The existing methods (the Integrated design process and certification systems) 
require large amounts of interaction in the human domain to ensure performance 
analyses are used correctly and effectively in the building design process. 
Augenbroe cited above talks of the “ultimate goal”, which is not about integration 
of people but the integration of tools. Even though non-collaborating building 
designers and simulationists are unlikely to achieve any form of High-
Performance Buildings meaningful and beautiful for real people Hermund (2009a) 
the idea of integrating the tools is extremely important. To follow Augenbroe’s 
lead the discussion of integrations will revolve around the integration of tools 
(Section 2.4) and the integration of models (Section 2.4.5). 
 
Until now, performance based requirements have been regarded as fixed, 
predefined and governed by regulatory authorities, based on certification systems 
or clients’ own objectives. Additionally, the performance based requirements 
such as Löhnert et al. (2003) related to the goals of creating High-Performance 
Buildings and Integrated Design; they are defined by the reduction of resources 
and improvement of the indoor environment. Nevertheless, performance may be 
evaluated by other means in addition to these two categories. Building 
performance evaluations can be conducted at different levels of abstraction and 
for a range of other requirements. One example is (Borden, 2008) who applies 
performance evaluations in the human centered research field by evaluating 
interaction of humans with their natural, social and built environment. Mallory-Hill 
(2004) maps and evaluates building performance (of work spaces) based on 
different demands such as strategic, ecological, functional and economic. These 
demands are further broken down into the dimensions of building system levels 
(e.g. space, skin, structure and site) and architectural system levels (e.g. 
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workspace, floor area, building and built environment). The argument is that these 
requirements reflect client expectations of the final building performance.  
 
What unites the different views on performance based evaluation is the need and 
the ability to quantify the various performances in a systematic way. To quantify 
building performance during an evolving design process, stated requirements 
need to be converted into performance indicators and metrics (Struck et al., 
2009). A performance indicator is thereby defined as an objectively quantifiable 
performance measure describing the building performance in order to support 
dialogues between stakeholders in the design process or to document given 
requirements towards authorities. A performance metric is a quantity that has 
three distinct characteristics according to Deru and Torcellini (2005):  
 
· Measurable  
· Clear definition of end goal  
· Clear definition of boundaries 
 
Following this definition, building performance based metrics can be any building 
related variable and is only comparable (and computable), when all three 
characteristics are present.  
 
2.4 Design and performance tools  
There are no clear definitions of a tool that can deliver performance based 
feedback in the early design stage. To better cover the design and the 
performance aspects of tools that fall within the category of “design and 
performance”, this section first introduces the most frequently used categorization 
of tools: “designer-friendly tools and design-integrated tools”. Then the most 
important requirements of the BPS tools (solvers), and integration approaches 
behind these tools are reviewed. The solvers are mentioned to make the reader 
aware of some of the underlying technical challenges in simulation and why some 
BPS tools are hard to implement and utilize in the early design stages. This is 
relevant in relation to some of the developments of new BPS tools discussed in 
4.4. Finally the BPS tools are discussed in relation to the integrated dynamic 
models.  
 
The interest of “performance” in this thesis is related to the High-Performance or 
“green and healthy” buildings as defined in the introduction. Performance 
evaluation, however is often composed of several sub evaluations as seen in 
Figure 15. Therefore, in typical design analyses more than one BPS tool is often 
needed to evaluate the overall performance of the building design. This is why 
BPS tools are mentioned in plural.   
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Figure 15 Evaluation of “comfort in workspaces” based on several sub evaluations, such as thermal comfort, 
visual comfort, acoustical comfort and air quality, from (Mallory-Hill, 2004). Grey physical measured data markers 
are more often used than white data markers. 
 
 
2.4.1 Designer-friendly tools versus Design-integrated tools 
The basic distinction between designer-friendly tools (Figure 16, left) and design-
integrated tools (Figure 16, right) is the reduction and encapsulation of domain 
knowledge in the first case versus enrichment and externalization of design 
context in the second (Augenbroe, 2002).  
 
According to Augenbroe (2002) the once popular research area of designer-
friendly tools depicted in Figure 16 to the left, seems to have been replaced by 
the strategy of integrating design tools, illustrated to the right. By contrast to its 
name, the integration is meant to delegate (‘outsource’) design analysis to 
domain experts and their increasingly complex expert tools. The latter 
concentrates on an efficient communication layer that supports the delegation of 
tasks and interpretation of results. Whereas designer-friendly tools emphasize 
the import of ‘packaged’ domain expertise into the design team, design-integrated 
tools emphasize the export of formalized analysis requests along with an explicit 
design context (Augenbroe, 2002).  
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Figure 16 To the left the encapsulation of domain knowledge is placed in “Designer friendly tools”. To the right 
the encapsulation remains separated but correlated in “Design-integrated tools”, from (Augenbroe, 2002) 
 
 
Equally important is the backpropagation of analysis results in a form that 
supports better informed rational decision-making. This has repercussions for the 
way in which the design team operates. Instead of a tool user, the inner design 
team needs to become a central design manager, maintaining a central design 
repository and acting as a coordinating agent for domain experts. While 
Augenbroe (2002) mentions variations of the design-integrated tools, they rest on 
the assumption that these environments will ultimately be sufficiently transparent 
to be accessible to members of the design team without a significant reduction of 
domain expertise. This assumption takes us back to the origin of designer-friendly 
tools. Later in this chapter, when the definition and origins of integrated dynamic 
models are established the reader might notice that both the definitions of 
designer-friendly tools and design-integrated tools may be applied to integrated 
dynamic models. 
 
When considering computational support for performance evaluation 
computational methods11 must distinguish between the design and the operational 
phase of buildings. While building performance can be evaluated by measured 
data to the design specification, this is obviously not possible during the design 
stages. ASHRAE (Ahsrae, 2005) differentiates between these two main methods 
as a:  
 
· Forward approach  
· Data-driven approach 
  
2.4.2 The Forward approach – The BPS tools 
This approach presumes detailed knowledge of the natural phenomena affecting 
system behavior and the magnitude of interactions (effective thermal mass, heat 
and mass transfer coefficients, solar transmittance etc.). These methods are most 
often implemented as solvers in large scale software tools categorized as building 
simulation (BPS) tools. A BPS tool is defined by its ability to predict the output 
                                                                                                                                
11 Computational methods are sometimes called “solvers” when implemented in BPS tools 
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variables of a specified model with known structure and known parameters when 
subject to specified input variables (Ahsrae, 2005). 
There are two basic types of BPS tool methods that dominate the Forward 
approach (ISO, 2008): 
 
1. Quasi-steady-state method 
2. Dynamic method 
 
The quasi-steady-state method is based on heat balance calculations over a 
sufficiently long period of time (typically one month or a whole season). This 
enables designers to take dynamic effects into account by an empirically 
determined gain and/or loss utilization factor. 
The dynamic method is based on heat balance calculations within short time 
steps (typically one hour) taking into account the heat stored in, and released 
from, the mass of the building. 
The two basic types of simulation methods are different in many ways. They divert 
in terms of accuracy, flexibility and speed in the delivery of results. In general 
quasi-steady-state methods are much faster and less complex, but also less 
accurate than the dynamic methods. Clarke (2001) suggests that as a general 
strategy, it seems reasonable to aim for a high level of accuracy combined with 
a model structure that is capable of adapting to the information available at any 
design stage. However, as he remarks:  
 
“It is impossible to establish, a priori, the optimum level of model accuracy 
and flexibility in the field of building energy simulation. Indeed, the trade-off between 
accuracy and flexibility is itself a dynamic concept that will vary according to the modeling 
task in hand.”  (Clarke, 2001) 
 
Therefore, there is no best-practice definition of the choice of BPS tool (solvers) 
to lean against, when attempting to use simulations in the early design stage. 
However, there are a growing multitude of choices between tools, and various 
researchers have tried to better categorize the requirements of BPS tools for the 
early design stage.  
 
Design requirements of BPS tools 
A great number of tools claim to support the evaluation of building performance. 
The Building Energy Software Tools Directory (U.S. Department of Energy, 2015) 
lists 419 tools for the evaluation of energy efficiency, renewable energy and 
sustainability in buildings. Between 1997 and 2010 the number of tools has 
almost quadrupled (Attia et al., 2012), which tells us that there are plenty and a 
growing number of options available for designers and design teams to utilize 
BPS tools in the various design stages. According to Augenbroe (2001) the list 
reveals that the emphasis has shifted from an early focus on energy consumption 
to many other building performance characteristics. The hundreds of man-years 
that have been invested in building performance analysis tools have paid 
dividend. It is now possible to choose from a range of tools in each pertinent 
performance domain. 
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A number of studies and surveys have been carried out in the past in the field of 
criteria and requirements of BPS tools. Attia et al. (2012) has identified five top-
ranked requirements with the aim to find a common benchmark for BPS tools:  
 
1. Usability and Information Management of interface  
2. Integration of Intelligent design Knowledge-Base  
3. Accuracy of tools and Ability to simulate Detailed and Complex building Components 
4. Interoperability of Building Modeling 
5. Integration with Building Design Process 
 
Few BPS tools are recognized as design support tools to the same extent as 
design tools are. The functionality of BPS tools transcends the knowledge and 
skills base of only one discipline (Attia et al., 2012), namely the discipline of 
engineering. In brief, the results of Attia et al. show a common pattern that 
indicates a wide gap between how architects and engineers use BPS tools. One 
may argue that historically the only objective of BPS tool development has been 
to ensure accuracy. As a consequence, the models (the solvers implemented in 
BPS tools) have become increasingly complex, especially with the advent of 
cheap and powerful computing power (Ahsrae, 2005).  
 
This choice typically depends on the use or type of the building, the complexity 
of the building and/or systems, and the application. The latter includes energy 
performance requirement, energy performance certificate and recommended 
energy performance measures.  In brief, the choice between the two main 
methods is about the need to maintain a balance between accuracy, 
transparency, robustness, reproducibility (ISO, 2008), speed, usability, 
interoperability and integration (Attia et al., 2012). Proper coordination requires a 
dynamic view of all design activities, verification of their interrelatedness and 
anticipation of expected downstream impacts of alternative decisions.  
 
A study from 2001 (Wilde et al., 2001) stated that BPS tools were rarely the 
course of subsequent energy efficiency improvements. Seen in this light, the 
methods and regulations applied to the design process may be of higher effect if 
the aim is to improve energy consumption and indoor environment. With the aim 
to better implement future tools into the design process, Wilde et al. (2001) thus 
identified the developments of design tools that may provide better support for 
building performance in the early design stage. Three major developments were 
highlighted (Wilde et al., 2001): 
 
· Simulation tools for non-specialists (designer-friendly analysis tools) 
· Better communication between architects CAD (design) tools and consultants and 
their (BPS) tools. 
· Developments in integrated analysis platforms (Design-integrated tools) 
 
Here it is evident that tools and methods are inseparable and the communication 
between tools is a challenging task. If simulation tools for non-specialists are to 
be used, it allows for early design performance evaluations without simulationists. 
Tools that can facilitate data between building designers’ tools and a simulationist 
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tool and integrated platforms (also known as design-integrated tools) may require 
very clear to achieve the facilitation.  
 
 
 
Figure 17 BPS tools used by Nordic architects in the design process, from Kanters et al. (Kanters et al., 2014) 
 
 
In a more recent survey (Kanters et al., 2014) specifically focusing on architects’ 
use of BPS tools to inform solar design12 (see Figure 17), the architects in the 
Scandinavian countries  (Denmark, Norway and Sweden) placed simulations of 
“absolute energy performance” in the hands of consulting engineers who had the 
legal responsibility for the outcomes. This fits the observations made previously 
by Augenbroe (2001). However, the Danish architects were the only building 
designers who were using advanced BPS tools themselves. Often, the building 
designers used the BPS tools as “real design tools by comparing different design 
alternatives relatively”. Primarily, the use of the tools was to define the direction 
of the design and not the absolute performance. Most building designers, 
however, used rules of thumbs and/or consulting specialists (simulationists) to 
inform their design. Kanters et al. (2014) noticed that those building designers 
who used BPS tools often would use more than one tool at the same time during 
the design process to simulate several aspects of the energy performance of a 
                                                                                                                                
12 Solar design is often associated with passive energy saving strategies and is considered an important part of High-
Performance Buildings. 
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building, e.g. daylight conditions, energy production of solar technologies, and 
thermal balance. Combining all such separate tools into one environment, using 
the same geometry model, would be preferable and speed up the iterative design 
process. (Kanters et al., 2014)  
 
In every project there are distinct stages calling for different types of assessments 
to assist design evolution and it is not possible to generalize the process through 
methods and tools. As established above, early stage assessments are mostly 
based on expertise and experiential knowledge of consultants and the need to 
keep this knowledge present in some way or another is still important 
(Augenbroe, 2001). Today, developments in providing design integration with 
BPS tools areas are still predominant with a shift towards the communication 
between tools and integrated platforms. Some of the current developments may 
be mentioned: RenewBIM (Gupta, 2013; Gupta et al., 2013) and Simergy (LBNL, 
2014), OpenStudio (NREL U.S. Department of Energy, 2014), IESVE (Integrated 
Environmental Solutions, 2013), Sustain (Greenberg et al., 2013), Virtual Design 
Studio (VDS) (Michael Pelken et al., 2013; Zhang et al., 2013), and ZEBO (Attia, 
2012). What is central for many of these developments is the aim to put an end 
to data loss in design. Bazjanac and Kiviniemi (2007) reasons that the exchange 
and/or sharing of data among software applications have traditionally been 
disorganized and inefficient. But these developments have improved data 
exchange quite radically during the past few years. 
 
Data exchange 
When possible, data exchange is usually based on “point-to-point” exchange via 
software interfaces that map parts of internal data structure and sets of one 
application to the other. Furthermore, data exchange associated with 
performance analyses in the early design stage is mainly kept in one direction 
from the design tool to the performance evaluation tool. Nonetheless, 
performance analysis in buildings is an iterative and dynamic process and the 
building industry is in most cases approaching building design as an open 
problem. This means that no method may cover the performance definition, 
integration and evaluation during the whole life-cycle process for every individual 
project. What is certain and true for all projects is that the building design is 
evaluated based on how it complies with set requirements. Those requirements 
can be prescriptive or performance based13, see also Section 2.1.2. 
 
Today, data exchange is often associated with the data exchanges to, from and 
between building information models (BIM). The two dominant data exchange 
formats are IFC (See et al., 2012) and gbXML (gbXML.org, 2014). More on these 
formats are found in Section 2.4.5, but what should be mentioned here, is that 
data exchange is much more than a file format. For example data exchange is 
the ability to link multiple software tools at run-time in order to co-operatively 
exchange information. 
 
                                                                                                                                
13 Performance based requirements are also referred to as functional or objective-based requirements. 
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2.4.3 Data-driven approach - the non-BPS tools 
The main advantage of the Forward approach is that the system does not need 
to be physically built to predict its behavior. Thus, this approach is ideal in the 
early design stage. It is straightforward to assume that the Forward approach is 
best suited in the evaluation of early design stage, hence the data-driven 
approach is ill fitted for early design stage analysis. However, it is not entirely the 
case. It is necessary to establish few references into the Data-driven approach. 
The reason is found in the importance of responsive feedback, which is discussed 
in Chapter 4. Data-driven methods for energy-use evaluation in buildings can be 
classified into three approaches, according to ASHRAE (Ahsrae, 2005):  
 
· empirical or “black-box” approach  
· calibrated simulation approach 
· “gray-box” approach 
 
Ahsrae (2005) explain the most common techniques in the data-driven approach 
is the use linear or change-point linear regression to correlate energy use, (or 
peak demand), with weather data and other independent input variables. These 
methods along with simple, or multivariate regression models, usually depend on 
measured building data.  
 
 
Table 2 Typical Data-driven modeling methods from (Ahsrae, 2005)  
 
 
 
 
Black-box approach 
For design purposes, the operation between measured energy use and the 
various influential parameters (e.g., climatic variables, building operation, and 
geometrical changes) existing measured data might not be sufficient as a data 
source for prediction purposes. Nonetheless, the use of machine learning 
algorithms e.g. Fourier series and Artificial Neural Networks (ANNs), allows for a 
prediction into a larger solution space from a limited parameter space of empirical 
 58 Consequence based design 
data. But these statistical approaches are according to Corgnati et al. (2013) 
probably more suitable to evaluate demand side management tools, identify 
energy conservation measures in an existing building and to develop a baseline 
model in energy conservation measurement and verification tools (Corgnati et al., 
2013). 
 
Calibrated simulation approaches 
Calibrated simulation approaches implies calibration with measured data; these 
types of approaches are reserved for monitoring and management purposes for 
e.g. energy savings in retrofit buildings; they are  not directly fitted for building 
design.    
 
Gray-box approach 
The gray-box approach first formulates a physical model to represent the 
structure or physical configuration of the building or the energy system, and then 
identifies the representative parameters and aggregated physical parameters 
and characteristics by statistical analysis (Rabl and Rialhe, 1992). This approach 
also includes inverse models (steady state inverse models and dynamic inverse 
models). A model is dynamic when dependent or independent variables are 
explicitly expressed as functions of time. The criterion on which the classification 
is based is that dynamic inverse models contain time-lagged variables (Corgnati 
et al., 2013). Dynamic inverse models may include equivalent thermal network 
analysis, ARMA models, Fourier series models and machine learning algorithms. 
The dynamic models are capable of taking into account dynamic effects such as 
thermal mass, which traditionally has required the solution of a set of differential 
equations. 
 
2.4.4 Integration between BPS tools 
Research which is dedicated to improving the integration of multi domain 
simulations often seek to make it easier to consider different performance aspects 
(comfort, health, productivity, energy, etc.) at different levels of resolution in terms 
of time and space (region, town, district, building, construction element, etc.). The 
whole point of integration is that multi domain BPS tools can support information 
exchange throughout a simulation. It is important to establish these integration 
methods in relation to the integration mechanisms within integrated dynamic 
models. 
 
Hensen (2004) has categorized the four main developments in integration 
between building performance simulation environments.  
 
· Data and process model integration 
· Data model interoperation 
· Process model interoperation 
· Data model and process model co-operation 
 
The most widely used approach, the data and process model integration, is based 
on providing a facility to simulate different sub-domains within the same program. 
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This approach is also known when combined with a design tool as a combined 
model method, as discussed in Section 2.4.5. There are many research projects 
in this area; for example some of the most widespread tools among building 
designers in the Scandinavian countries (Kanters et al., 2014): Ecotect 
(Autodesk, 2013b), IDA (Equa, 2014), IESVE (Integrated Environmental 
Solutions, 2013). From a user point of view, the main disadvantage of this 
approach is that the user is still restricted to the options / features offered by a 
particular environment or program, which is developed by a single research unit 
or a small group of researchers. What is emphasized by Hensen (2004) is that 
the latter does not make it very attractive for other researchers to join in at a later 
stage and it does not really enable shared developments.  
 
In rough terms, Hensen (2004) distinguishes between other approaches by their 
ability to link applications either at run-time, through modeling language or 
through file formats in order to co-operatively exchange information. To achieve 
the highest form of integration the run-time and modeling language are to be 
preferred. But as Zhai (2003) emphasizes, the different methods all have 
eligibility. Zhai (2003) prefers to categorize the coupling mechanisms between 
simulation tools by various coupling strategies as illustrated in Figure 18. In brief, 
the static couplings are described as pre-calculated results from one tool then 
read into the other tool for further development. The dynamic couplings are 
reserved for two (or more) BPS tools interacting with one another, while the bin 
methods are a compromise between the dynamic and the static method in view 
of reducing computational costs. 
 
 
 
Figure 18 Tree of the staged coupling strategies between the MIT-CFD tool and EnergyPlus. From Figure 10.1 
Zhai (Zhai, 2003) 
 
 
Citherlet et al. (2001) discussed multi domain model integration (again focusing 
on dedicated BPS tools) and argued that integrated applications may ideally take 
data and computer models (solvers) from multiple sources and process this 
through a unified integrated tool. While the researchers do not discuss the 
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integration of dedicated design domain they argue that only two ideal ways to go 
about this multi domain (performance) integration exist. The coupled approach is 
able to link multiple solvers at run-time in order to co-operatively exchange 
information as shown to the left in Figure 19. This approach, which basically does 
the same as “the integrated approach” (to the right in Figure 19), has one 
disadvantage: The coupled approach lacks data and link consistency between 
the coupled solvers, where the integrated approach has the advantage of a 
unified program interface between solvers. The ideal application would allow 
design as a domain and any performance evaluation domains to be integrated by 
any of these two approaches.   
 
     
 
Figure 19 Multi domain coupled approaches operated through the unified application, to the right: Coupled 
Approach, to the left: Integrated Approach (Citherlet et al., 2001) 
  
 
Citherlet et al. (2001) argues that the application of computer-supported design 
environments has to benefit from simulation tools during the design process. To 
do this the disadvantages of completely separated tools can be avoided if are 
BPS tools integrated with design tools. However, the integration of BPS tool to 
another BPS tool as discussed above cannot be fully compared to the integration 
of design tools and BPS tools.  
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2.4.5 Integration of design tools and BPS tools  
Processing a geometric model from design software to a BPS environment has 
often been associated with a manual export/import task, and most BPS tools 
today only support the unidirectional approach from design tool to BPS tool. Much 
research over the years has tried to better integrate design and performance 
tools. While there are many reasons to couple the two categories of tools, this 
thesis will follow the ends defined by Clarke (2001) aiming to create a computer-
supported design environment that is able to automatically access the data 
describing the design and give feedback on all aspects of performance and cost 
in terms meaningful to the building designer. (Clarke, 2001) 
 
The SEMPER projects (Lam et al., 2004; Mahdavi et al., 1997) were some of the 
first large scale projects that managed to integrate the design tool and the BPS 
tool based on dynamic links (Mahdavi et al., 1997). As most research projects 
seeking to define a multi-aspect design environment to different BPS tools, the 
SEMPER projects were proof of concepts. The one key objective that 
distinguishes SEMPER from e.g. Zhai’s (2003) integration approach is the 
ambition to create:  
 
“‘Seamless and dynamic communication between the simulation models 
and the architectural design representation” (Mahdavi et al., 1997) 
 
Still, Mahdavi et al. (1997) notes that SEMPER does not directly deal with complex 
configurational aspects of buildings, such as form and massing. In this light, the 
need to conduct performance evaluations of project specific geometry models is 
regarded as a highly complicated task. 
 
Recent papers (Bazjanac, 2004; Sanguinetti et al., 2012; Shi and Yang, 2013; 
Thuesen et al., 2010; Zarzycki, 2010) examine how a geometric model 
dynamically can be operated in relation to building performance simulations. 
Some approaches seek to unify the design tool and the BPS tool by defining a 
common exchange format (data model operation), while others operate the 
geometrical model in the very same environment that facilitates the building 
performance simulations (data and process model integration). Yet others use a 
middleware to facilitate the coupling between the dedicated design tool and the 
BPS tool. The basic shared idea is to combine the benefits of dedicated design 
tools and dedicated BPS tools. Some of these approaches may be compared to 
the multi domain coupled approach illustrated in Figure 19, but only one of the 
two domains is now represented as a design tool. If run-time linked, fully 
integrated and controlled by a unified environment, the approach may be 
compared to the dynamic couplings shown in Figure 18. Or if the two tools are 
merged they may be comparable to the integrated approach illustrated in Figure 
19, on the right hand side. Either way, they form an integrated computer-
supported design environment as requested by Clarke (2001).  
 
There are three methods (Negendahl, 2015a) to integrate design tools and BPS 
in the early design stages (see Figure 20).  
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Figure 20 Differences between coupling methods: a) Combined model method (typically operated in a simulation 
package), b) Central model method (using a central database/file format/schema), c) Distributed model method 
(utilizing a middleware). (Negendahl, 2015b) 
 
 
Combined model 
Simulation packages, e.g. IESVE (Integrated Environmental Solutions, 2013), 
contain a combined model (Figure 21) and have the advantage of the operator 
being able to control the precision of the model within all steps of model 
production, manipulation and simulation. The combined model can handle both 
the modeling and the simulations at run-time level and provide consistency of the 
environment, which is an attractive feature for many users. The clear advantage 
of a combined model is that the design tool functionalities and the simulation tool 
functionalities essentially are integrated, thus enabling tool domain integration as 
discussed in (Negendahl, 2015a). The main disadvantage of this method is that 
the user is restricted to the options and features offered by a particular 
environment or program (Hensen, 2004).   
 
 
Figure 21 Combined model. Consists of a design tool and BPS in the same environment. (Negendahl, 2015b) 
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While combined models are limited to the functionalities of the modeling 
environment, most combined models support import and export geometry from 
other tools, but do not support dynamics of bi-directional updates between 
external tools. The concern of using simulation packages and combined models 
is that all involved participants must agree to use the same principal tool to 
maintain the high convergence between models. In this regard, it may be difficult 
to use combined calculation models in larger uncoordinated groups and loose 
interdisciplinary projects. 
 
Central model 
The central model (Figure 22) is based on a widely used central framework. The 
concept of centralizing building information data in a shared data schema is 
typically associated with the early influences of a buildingSmart initiative 
(BuildingSmart.org, 2013). Various tools read and write to the same model and 
are thereby able to connect semantic information from a design tool to a BPS 
environment. Of recent methods based on IFC as a coupling medium, RenewBIM 
(Gupta, 2013; Gupta et al., 2013) and Simergy (LBNL, 2014), and for gbXML as 
a coupling medium, OpenStudio (NREL U.S. Department of Energy, 2014), can 
be mentioned. Since design tools and BPS tools only recently have begun 
exchanging data through these types of open formats, there seem to be no 
consensus whether the design tool or the BPS tool should handle the 
convergence. Rose and Bazjanac (Rose and Bazjanac, 2013) suggested to use 
an intermediate algorithm to create IFC-compliant space boundaries from a 
geometrical (CAD) model, thereby assisting the process of creating BPS friendly 
geometry. The implementation of other automated or semi-automated algorithms, 
such as automatic thermal zoning or simplification of sophisticated building 
geometry, will be needed in either design tools, in BPS tools or in the IFC schema 
itself to make the coupling process between design tools and BPS tools 
automated. 
 
The geometric model and the calculation model can in theory be dynamically 
coupled (bi-directional linked on run-time level) with an exchange file format, 
however this is rarely the case with the central modeling method used today. The 
main idea is to unify the design tool and the BPS tool by defining a common 
exchange format. Most frequently, the tools using a central model are capable of 
exchanging data with other dedicated software environments and are typically 
based on IFC or gbXML. Among these coupled or linked tools are BPS 
environments that are devoted to making energy and indoor environment 
performance calculations.  
 
Essentially, the geometric model and the calculation model live in a shared 
format, and every tool that supports the format is able to operate in the model. 
Implementations such as DCOM (Amor and Faraj, 2001) are characterized by the 
reliance of a common data schema as the interoperability gateway between 
software, and are therefore considered a central model method.  
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Figure 22 Central model: a combination of a design tool and a BPS environment. (Negendahl, 2015b) 
 
 
Moosberger (2009) has shown examples of how unidirectional IFC couplings to 
the BPS IDA ICE (Equa, 2014) can improve simulation convergence between the 
geometric model and the calculation model. This unidirectional method is 
widespread and does little to help provide the building designer with relevant 
performance feedback, unless the building designer is the operator of the 
calculation model. Plume and Mitchell (2007) attempted to utilize the fully 
centralized idea to perform different performance simulations. While IFC is 
capable of containing most of the data needed for the various BPS tools, the 
building model needs to be constructed with collaborative interchange in mind 
and capable of anticipating the needs of design collaborators (Plume and 
Mitchell, 2007). The central model has to be operated in consensus with all 
involved parties. As a consequence, collaboration within centralized models has 
been considered time consuming and in some cases counterproductive in terms 
of design exploration. Using common data schema like IFC and gbXML to 
structure information exchange, regardless of whether it is proprietary or an open 
standard, imposes restrictions on how designs can be described and thus 
explored (Toth et al., 2012). Models translated from a shared building information 
model14 are as precise as the database or schema allows it to be. Limitations of 
the read and write structure derive from poor data quality of a single object, which 
will agitate through all of the connected environments of the database/schema. 
The main problem, however, is presently not the open file formats but the lack of 
software support and user support of common open file formats.  
 
The possibility for a simulationist to obtain the useful information needed for 
analysis directly from an architectural model is currently limited. According to the 
CEO of Graphisoft Várkonyi (2010) is the central model in practice decomposed 
into several models. Because, a single model is practically unable to serve the 
requirements of each discipline in the design team. Thereby, each discipline 
operates its own model with regular synchronization of the changes with the other 
models, using a common “reference model” (Várkonyi, 2010). This reference 
model acts as a central master model, and any changes synchronized with this 
will be applied to every other sub model. However, the automatic updating of data 
when changes are made to one model is not always allowed. Therefore, manual 
                                                                                                                                
14 Referring to the two dominant implementations of BIM-standards on the market, gbXML and IFC 
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corrections and manual exports/imports are often handled within these central 
model methods. Most design and BPS tools have implemented the option to 
import IFC as well as ‘Save as’ or ‘Export’ the model, in addition to their 
proprietary data formats (Eastman et al., 2011). However, these options are 
insufficient for an effective exchange, because IFC can be ambiguous due to the 
fact that it offers several ways to define objects, relations and attributes. 
Therefore, IFC implementations require a clear guidance for specific purposes 
and projects.  
 
To better guide software developers in bringing uniformity to IFC data exchange 
between disciplines, various specifications have been suggested. These 
specifications are called Model View Definitions (MVDs). They identify what 
should be expected from an IFC (Eastman et al., 2011), while they document the 
way data exchanges are applied among different applications.  MVDs are defined 
by buildingSMART (BuildingSmart.org, 2013) as “a subset of the IFC schema that 
is needed to satisfy one or many Exchange Requirements of the AEC industry”. 
Eastman et al. (2011) argues that thanks to MVD the “explorer knows what is 
required and the receiver knows its content”, and therefore the gap between the 
export and import of data is reduced. Another way to improve data exchange 
between disciplinary specialist sub-models is through Information Delivery 
Manuals (IDMs). While MVD is aiming at mapping exchange requirements to IFC, 
IDM is aiming to capture processes and exchange requirements of the schema 
(Karlshøj, et al. 2012). Finally, a supplementary exchange schema named BIM 
Collaboration Format (BCF) has been widely employed in unison with IFC. BCF 
allows only the “relevant issues”, and not the entire BIM, to be exchanged 
between software packages (Granholm, 2012). BCF is now implemented in Tekla 
Structures, Solibri Model Checker and DDS Architecture, and claims to improve 
the workflow and reduce the transfer of large BIM files. Recently, buildingSMART 
acquired the ownership and the rights of the BCF schema to adopt and keep it 
as an open standard (BuildingSmart.org, 2013). 
 
Another method that may be classified as a central model method is OpenStudio 
(NREL U.S. Department of Energy, 2014) using SketchUp as a design tool and 
coupling the BPS Energy+ by its own file formats. Kalay  (2001) suggested a 
method often referred to as integrated collaborative design environments 
(ICDE’s). The concept ranges beyond the interoperability with BPS through a 
central model when suggesting the inclusion of Evaluation tools, Negotiation tools 
and semantically rich databases. Elaborate semantic systems, as described by 
Kalay (2001), have been developed in different prototype forms over the past 
decade. An example is suggested by Wurzer (2010), who successfully aided 
building designers in automating process-planning; nevertheless no commercial 
product has yet been developed and used in practice. 
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Distributed model 
Nederveen et al. (2013) argues that a distributed model fits better with the 
distributed responsibility and role definitions that are found in most collaborative 
practices. 
 
BIM environments are usually visualized as a circle of actors (disciplines, 
applications) positioned around a central Building Information Model. However, 
more and more people involved in BIM state that there is a need for a more 
decentralized approach. Not everyone believes in the ideal of a “central BIM” 
anymore, (Nederveen et al., 2013). 
 
Distributed model methods (Figure 23) can be seen as a response to the central 
model concept, disengaging themselves from a top-down control and one 
directional model operation. While it is important to note that architects’ definitions 
of buildings in design tools do not necessarily reflect the needs of energy 
simulation (Bazjanac, 2004), the tools may need to be able to adjust, conform, 
enhance and even eliminate parts of the model to be successfully interpreted by 
a BPS tool. This might be the largest problem of using a central model, as the 
model framework is depended on placeholder content that might never be 
created. Decentralizing the effort of creating content, however, will help model 
convergence. Nevertheless, decentralizing efforts of modeling may in worst the 
case scenario end up returning to the state of complete incoordination at model 
level. Because of this, distributed models are characterized by deep integration 
at model level by utilizing a middleware component to translate data between the 
design tool and BPS tool. 
 
 
 
Figure 23 Distributed model: a combination of a design tool, a middleware tool and a BPS environment. 
(Negendahl, 2015b) 
 
 
Bazjanac (2004) demonstrated that IFC is capable of providing sufficient 
interoperability in coupling Energy+ as a BPS, but a middleware element was 
necessary to exchange data. Additionally, he found that it was necessary to input 
secondary data required for the HVAC system, such as occupancy and use 
schedules. Since Bazjanac’s investigations of IFC, various improvements and 
extensions have been added by the buildingSMART initiative. IFC2x4 now 
supports many of the then missing schedules and other technicalities missed in 
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the interoperability investigations. Nonetheless, the improvements in the 
schemas do not change the fact that data is not generated by operators, and if 
data is generated, it may not be stored in the schemas in a way enabling other 
tools to understand and use it. The middleware is therefore not merely a simple 
converter between formats and platforms, but a system that is able to filter, modify 
and extend operator definitions to such a degree that the definitions reflect the 
needs of BPS tools (and obviously the needs of the design tools).   
 
One of the recent developments in distributed model methods is Sustain 
(Greenberg et al., 2013), Virtual Design Studio (VDS) (Michael Pelken et al., 
2013; Zhang et al., 2013), and ZEBO (Attia, 2012). Geometry models from design 
tools such as Revit (Autodesk, 2013c), Rhino (Robert McNeel & Associates, 
2013a), and SketchUp (Trimble, 2013) are imported through the middleware into 
the BPS. VDS, for example, functions as the necessary middleware to distribute 
and modify data to BPS tools, such as CHAMPS (Feng et al., 2013) and Energy+ 
(U.S. Department of Energy, 2013). VDS seeks to provide a hybrid tool made of 
components from architectural design practice and engineering simulation 
techniques and relates itself to existing assessment systems such as LEED, 
DGNB etc. At the same time it incorporates advanced automation features, such 
as optimization algorithms and auto generation of e.g. VAV systems. While VDS 
supports various design tools, the actual model control and feedback is provided 
in the VDS system itself and as a result all operators must have direct access to 
the system to react upon the feedback.  
 
 
 
Figure 24 Real-time feedback and selection process, from (Sanguinetti et al., 2010) 
 
 
Sanguinetti et al. (2010) argued that the complexity and iterative nature of the 
generative synthesis process (the process of a designer to perceive and interact 
with e.g. a tool see Figure 24) renders the integration of building performance 
parameters dependent on the interoperability between design and BPS tools. 
This typically delays the analysis step until after a design solution is fully 
developed, which means real-time analysis of design synthesis cannot be fitted 
into the process. Their solution was an integration of design synthesis and 
analysis centered around a design tool. This was implemented in the design tool 
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Rhino and rather than utilizing in a typical BPS tool, Sanguinetti et al. (2010) used 
RhinoScript to facilitate the analysis feedback from normative calculations in 
spreadsheets. 
 
In this way building designers may receive real-time feedback from the 
performance indicators, in a two-way process. When the designer has defined a 
parametric model it is fully controlled by this external spreadsheet. Hence, for 
every change in the parameters, actualization occurs in the parametric model as 
well in the spreadsheet, providing real-time feedback to the user. 
The main advantage of their approach is the synchronization between parametric 
modeling and/or scripting environment and performance based calculations, 
providing feedback on geometric and material variation. The parametric approach 
enables direct visualization of the effect of the calculation, without intermediate 
steps of design modifications. The weakness of this approach is due to the 
limitations of the tools to support complex mathematical calculations, i.e. the 
spreadsheet calculation. In addition, this approach requires an expert user to 
define the architecture of the design model, including parameters, rules, and 
constraints (Sanguinetti et al., 2010). The method was found to be highly flexible 
and could serve project specific design explorations including almost any 
qualitative consideration; however, the use of spreadsheet calculation does 
create concerns of tool validity (Negendahl and Nielsen, 2015). 
 
Another example of a parametric middleware is suggested by (Nembrini et al., 
2014), heavily depending on automatic model translations between various 
simulation tools. Additionally, the authors demonstrate the advantages of 
implementing a scripting language interface. And like Sanguinetti et al. (2010) 
they argued that some of the advantages between parametric scripting and BPS 
tools are: 
 
· Easy investigations of design variations 
· Fast and easy tuning of model complexity, often needed in the early design stage 
· Systematic exploration of the defined parameter space 
 
The main drawback in relation to the approach of Nembrini et al. (2014) is their 
implementation for geometry modifications; it is dependent on the object-oriented 
language Java, which is rarely used by building designers and simulationists.  
 
As the middleware is an essential part of a distributed model, the flexibility, 
features, and usability of the middleware is key to how the model interoperability 
converges. An Integrated dynamic model as illustrated in Figure 25 is a 
distributed model, where the middleware consists of a visual programming 
language (VPL).  
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The integrated dynamic model 
In a recent review, Negendahl (2015) defines an integrated dynamic model as a 
special case of a distributed model. An integrated dynamic model is a combined 
model composed of a geometric model controlled in a design tool dynamically 
coupled to a visual programming language (VPL), which is again dynamically 
coupled to a building performance simulation (BPS) environment. The 
middleware can be operated by either the simulationist (Bleil de Souza, 2012), or 
the building designer, both of them or by a third, undefined operator.  
 
 
Figure 25 Integrated dynamic model: a combination of a design tool, a VPL (visual programming language) and 
a BPS environment. (Negendahl, 2015b) 
 
 
VPL’s such as Grasshopper (Robert McNeel & Associates, 2013b), Dynamo 
(Autodesk, 2013a), GenerativeComponents (Bentley, 2013), Digital Project 
(Gehry Technologies, 2013), and Yeti (Davis, 2013b) are examples of some of 
the scripting tools, designers and architects are using to automate form 
generation. Arguably, VPLs are able maintain the design variables as open and 
parametric, and code instructions are more user-friendly than those provided by 
lower level programming languages such as Java, RhinoScript, etc. 
As the VPLs are run-time coupled to the design tool, the coupling can be defined 
as dynamic in the way Zhai (2003) categorizes the couplings between BPS tools. 
Also the integrated dynamic model method can be used for multi domain 
(performance) evaluations, hence the model can be categorized as integrated, 
much like Citherlet et al. (2001) categorizes multi domain BPS tool couplings.  
 
VPLs can in some cases be considered as design tools themselves, mainly 
because of the heavy use of geometric modeling functionalities. The reason why 
these tools are categorized differently than traditional CAD tools, is their ability to 
handle non-geometric data, and let operators create their own algorithms 
(Negendahl, 2015a). The VPL is coupled bi-directionally with one or more design 
tools, e.g. Rhino, Revit and MicroStation (Bentley, 2014) and has direct run-time 
access to the design tool functions. VPLs coupled to design tools are able to 
formalize to the exchange of data consisting of collections of geometric primitives, 
and the geometric-content-based data exchange of a VPL is in opposition to 
BIM’s ‘assigned-attribute-based’ data structures (Davis and Peters, 2013). This 
means that VPLs facilitate data across any content and object relationship, while 
schemas like IFC prescribe object relationships through attribute data. The ability 
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to cross-reference any relationships (both geometrical and non-geometrical 
relationships) provides a highly flexible and open environment. However, the 
presence of VPL does not in itself guarantee interoperability between compatible 
software and dependencies, and rules of transferring data between tools must be 
defined in every integrated dynamic model (Negendahl, 2015a).  
In contrast to the model suggested by Nembrini et al. (2014), which also utilizes 
a scripting language the integrated dynamic model has a dedicated design tool 
under the hood, and the scripting tool is defined as a higher level language. These 
two differences make the integrated dynamic model more approachable for 
building designers with limited coding experience.   
Some of the recent frameworks that support the dynamic couplings between 
design tools, visual programming languages, and BPS are 
GenerativeComponents  combined with  Design Link (Holzer, 2010; Holzer et al., 
2009), which again delivers run-time couplings to Energy+ and Ecotect 
(Autodesk, 2013b). DEEPA (Toth et al., 2011) is one of the more recent attempts 
utilizing the VPL GenerativeComponents in combination with Energy+, in this 
case by using IFC to maintain import/export compatibility towards other coupling 
directions. Green Building Studio (Bambardekar and Poerschke, 2009; Lin et al., 
2013) is normally classified as a centralized calculation model, but since the 
framework is able to use the design tools Revit and Vasari (Autodesk, 2013d) 
through the VPL Dynamo, together the tools can form an integrated dynamic 
model. The Rhino-Grasshopper-combination supports wide a range of couplings 
to various BPS. The facilitation of links to the BPS is handled by third party 
modules, such as Viper (Solema, 2013) (Energy+), ArchSim (Dogan, 2014) 
(TRNSYS (Thermal Energy System Specialists, 2013)), Geco (UTO, 2013) 
(Ecotect/Radiance), DIVA (Jakubiec and Reinhart, 2011; Solema, 2013) 
(DAYSIM (Daysim.ning.com, 2013)) and Honeybee (Roudsari et al., 2014) 
(Energy+). All of these modules are coupled through the VPL Grasshopper to the 
design tool Rhino.  
 
Davis (2013a) has compared the paradigms and scope of the most commonly 
used VPLs in architecture listing some of the features and limitations of the 
different programming languages. Davis’ main concerns are not tool-to-tool 
interoperability and performance related feedback, but focus on user-to-tool 
support, as well as how the VPLs are built and applied in the architectural 
processes. As he describes, many building designers have embraced the new 
(VPL) tools, and examples of extensive utilization to generate form with VPLs are 
a trending design strategy among building designers. Burry’s (2013) main 
argument for using VPLs in his book Scripting Cultures is the potential to free up 
the designer to spend more time on design thinking. Scripting and the use of 
VPLs are often associated with parametric automation of geometry in 
architecture, but geometry is just one aspect that VPLs are able to automate. 
Some of the more advanced automations are discussed in (Negendahl, 2015a). 
As long as the VPL is able to interpret the data, the VPL will not distinguish 
between data types. Toth et al. (2012) sees the elimination of the common data 
schema as a prerequisite for information exchange, allowing design freedom to 
create custom digital workflows unfettered by standardization constraints while 
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distancing itself from the central model method. Toth et al. (2012) further argues 
that the VPL does open up for exchanging data with IFC and other open formats, 
and the VPL can so to speak act as a gateway to a common data schema.   
  
Performance simulation tools allow the user to parametrically analyze and predict 
the complex interaction-patterns involving these variables. This can be linked to 
the view that simulation should not be used only for final performance 
confirmation but as an integrated element of the design process (Augenbroe, 
1992). Also, over a decade ago Mcelroy & Clarke (1999) pointed out that the 
simulations can be performed within the design practice by those that design. 
 
2.5 Conclusion 
It can be concluded that there is a consensus amongst researchers that decisions 
in the early design stage have large impact on the final design outcome. 
Therefore early design decisioning need early design stage performance 
evaluation. Thus design and performance evaluations can be positively assisted 
by BPS tools and other data driven approaches. Design methods such as the 
Integrated design process and the use of building (pre)certification systems that 
precepts BPS tools have shown theoretically to improve the likelihood of creating 
High-Performance Buildings. 
However, if design and performance are to be considered in parallel, the available 
BPS tools to support the above methods need to be integrated into the design 
process in new ways. No single tool manage to gap the design thinking and 
flexibility needed for a building designer, while it can simulate and create 
meaningful performance feedback on building performance related issues 
needed of a simulationist. Today early building performance simulations are quite 
common, and it is custom to use separated BPS models and design models. This 
segregates the performance of a building and the design of a building in an 
undesirable way as it further separates the meaning of design and performance 
rather than integrating the two. The need of simulation specialists (simulationists) 
to create, run and analyze the separated BPS models have increasingly 
intensified the need of design methods such as the Integrated design process 
and certification systems. These methods ensure the simulationist is able to 
interact with the building designer from the early design stage. However these 
methods do not ensure tool-level or even model-level interactions between the 
building designer and the simulationist.     
To better reflect the modelling need of building designers and the model 
requirements of the simulationists a shared model has to be constructed. This 
model needs to bridge between a design tool (which are most likely to support 
the building designer) to one or several BPS tools that are most likely to generate 
the performance feedback. In turn this has potential to push the design alterations 
in the direction of High-Performance Buildings. It is concluded that faster 
couplings between the design tool and the BPS tools are needed and ideally run-
time couplings delivering live feedback from the BPS tool need to be developed 
as few of these couplings exists. 
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The idea of including a VPL in the mix of tools (addition to the design tool and the 
BPS tool(s)) to construct a model with a number of open design variables allows 
the design team to set up parametric relationships on object level; it also allows 
rule based modeling procedures that ease the data transfer to the BPS tool and 
back again to the design tool. The VPL also introduces the whole concept of 
parametric, computational and generative modeling, which among other things 
can reduce the “cost of changes” and help the building designer to create 
geometries not possible by hand and conventional design tools. Conclusively, 
integrated dynamic models consisting of a combined model shared between a 
design tool, a VPL and one or several BPS tools can in many ways support the 
early design stage better than existing alternatives. 
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3. Optimization  
Optimization covers a wide range of processes in building design from manual 
and heuristic attempts to full automation of optimization processes and workflows 
in large teams. To limit the discussion of optimization within the scope of the 
thesis objectives, optimization is defined as computer automated building 
performance optimization in the early design stage. This makes optimization a 
clearly non-heuristic process. However it does not make heuristic optimization 
less relevant for the early or later design stages. Heuristic approaches may as 
well be used in combination with integrated dynamic models; in fact the mere 
prospect of parametric modeling in combination with automated BPS tool 
analyses is the foundation of the motivation of Consequence based design 
(2.1.6). What is exclusive to computer automated optimization is the speed in 
which highly complex multivariate systems can be solved and according to 
Kataras (2010) the potential of finding better performing solutions in limited time 
frames is far more plausable than using heuristic processes. 
 
Computer automated optimization implies the use of automation of simulations 
and generative processes such as machine generation of variations on geometry, 
materials, systems etc. In direct continuation of the previous chapter, optimization 
is discussed as a means to provide relevant building performance support to the 
design team in the early design stage. Relating to the conclusions of the previous 
chapter, the relevance of optimization revolves around ways to combine 
optimization with integrated dynamic models to support Consequence based 
design. The chapter concludes that integrated dynamic models can effortlessly 
host a wide range of optimization algorithms. Therefore, these models are able 
to optimize buildings in terms of the objectives of High-Performance Buildings. 
Even though integrated dynamic models may support optimization better than 
any alternative methods and tools today, the inclusion of qualitative objectives is 
still not a fully resolved task. 
     
3.1 Introduction to early design stage optimization 
 
“One of the problems with optimization is that not everything is captured by the 
fitness function” (Davis et al., 2014) 
 
Research to this day rarely account for the architectural design in the optimization 
process. Methods that handle non-quantifiable objectives in optimization are 
often heuristic based and as a consequence, optimization of building design that 
includes “architectural concerns” is a relatively unexplored research area. 
Consequently, the inclusion of optimization in the early design stage creates high 
bias towards quantitative (performance based) objectives. The reason can be 
found in the optimization methods available today where most research that seek 
to merge the optimization of building design with building performance, utilizes 
techniques that involve pre- and post-processing of the optimization process. 
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This includes the pre-process of clearly defining objectives and boundaries, and 
a post-process of selecting the most suitable design alternatives (Mora et al., 
2008). As discussed in Section 2.1 problems within the early stages of building 
design involve the complex interaction between many quantitative and qualitative 
objectives. In optimization the objectives of interest can be very difficult to quantify 
and those that can be quantified may need very specific pre-processed rules 
applied only relevant for the particular project. Human evaluations as means to 
quantify an objective cannot (currently) be included in (computer automated) 
optimization. Thus any type of human intervention must either be included in pre-
process or the post-process or both. Pre-processing objectives qualitative and 
quantitative and the interactions between these is not a simple task. Of this 
reason optimization is often applied to quantitative objectives alone and in most 
cases only one or few objectives are chosen for building design optimization.  
 
This chapter explores and discusses how tools and methods include the 
optimization of qualitative and quantitative objectives in the early design stage. 
This discussion touches how “architectural concerns” can be maintained by 
“artistic control” and how multiple building performance related requirements can 
be handled by optimization algorithms. First the concept of optimization is 
discussed which include the principles of constraints and boundaries as well as 
methods to weigh multiple objectives. Secondly the way optimization is used in 
research and practice is discussed, here we touch upon the tools available today 
and the most popular optimization algorithms (search methods) present. Finally 
the most pressing challenges in using early building design optimization is 
discussed, these challenges are divided into methodical challenges and tool 
challenges.        
 
3.1.1 Definition of optimization 
Optimization is often explained as a (computer automated) process of changing 
user defined values (also known as vectors or attributes) of design variables ݔ to 
find specific solutions, which are dependent on these variables. The key to 
understand here is that optimization can only work when the user has clearly 
defined what variables are relevant for the computer to alter and what 
dependencies/cost functions (often associated with objectives) the computer 
need to watch and aim for. In the early design stage, variables may be building 
volume, window geometry, façade type, etc., which are obviously of interest to 
the building designer. The design variables define a cost function ݂ሺݔሻ that needs 
to be minimized or maximized, and are most likely subject to various sorts of 
constraints.  
 
Generally, an optimization problem can be represented in mathematical form: 
min௫∈ࢄ ݂ሺݔሻ, where ݔ ∈ ܺ is the vector of the design variables, ݂: ܺ → Թ is the cost 
or the objective function, and ܺ ⊂ Թ௡ is the constrain set. 
 
In this chapter, cost functions defined as being objective-driven based on 
feedbacks from a BPS tool (section 2.4.2) or alternatively data-driven approaches 
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(section 2.4.3). This includes the aim to optimize building performance in order to 
meet the objectives of High-Performance Buildings, e.g. to reduce (minimize) 
energy consumption and improve (maximize) indoor environment. Therefore cost 
functions do not explicitly include nor exclude qualitative objectives such as 
aesthetics, functionality, social sustainability, etc.  
 
 
 
Figure 26 Pareto frontiers same optimization problem (energy consumption vs indoor environment, PPD) with 
four different approaches. All optimizations were here performed with MOBO (Palonen et al., 2013) with IDA ICE 
(Equa, 2014) as BPS tool.  
 
 
Constraints 
For some optimization problems it is necessary to impose constraints on the 
independent variables and/or the dependent variables. Especially related to 
multivariate optimization, constraint functions are useful to balance the multiple 
criteria. Constraint on a dependent variable is usually associated with a “penalty” 
imposed on one of the objective functions, if the objective or one of the other 
objectives is violated. For example, this can be implemented on every evaluation 
of a thermal comfort criterion (which is a dependent variable). When the criterion 
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is violated, a large positive number can be added to e.g. the PPD (Fanger, 1973). 
Thus, if ݌݌݀ሺݔሻ, with ݌݌݀:	Թ௡ 	→ 	Թ, denotes the predicted percent of dissatisfied 
people (as a percentage), and if we require that ݌݌݀ሺݔሻ 	൑ 	10%, this could be 
implemented by the use of the inequality constraint ݃ሺݔሻ ≜ 	݌݌݀ሺݔሻ 	െ 10	 ൑ 	0 
(Wetter, 2011a). This function could then be used instead of the original PPD 
evaluation. An example of this implementation was created by using MOBO 
(Palonen et al., 2013) for the BPS tool IDA ICE (Equa, 2014) and, as shown in  
Figure 26, Omni setup 3. Omni refers to the optimization algorithm Omni-
Optimizer (Palonen et al., 2013). Omni setup 4 is implemented by multiplying the 
results of PPD and energy consumption as such: ௘݂௡௘௥௚௬ሺݔሻ ∙ ሺ ௣݂௣ௗሺݔሻ/100ሻ. 
 
Another common constraint method is the use of Barrier functions that impose a 
“punishment” with weighting factors on the cost function, if a dependent variable 
gets close to the boundary of the feasible region. According to Wetter (2011b) a 
drawback of Barrier functions is that the boundary of the feasible set can in many 
design problems be difficult to determine. By selecting small weighting factors, 
one can get close to the boundary. However, too small a weighting factor can 
cause problems for the optimization algorithm, as it will cause the cost function 
to be ill-conditioned. Penalty functions are probably the most widely used 
methods to balance out multiple criteria. Penalty functions allow crossing the 
boundary of the feasible set, and they allow implementation of equality 
constraints of the form ݄ሺݔሻ 	ൌ 	0, for Թ௡ 	→ 	Թ௠. The main difference between a 
Penalty function and a Barrier function is that cost functions are multiplied by a 
positive weighting factor μ, which is monotonically increased for penalty functions 
but monotonically decreased to zero for barrier functions (Wetter, 2011a). Thus, 
Penalty functions add a positive term to the cost function if a constraint is violated. 
 
Pareto optimality 
Utilizing stochastic optimizations (see Section 3.3 for details on stochastic 
optimization algorithms) in multivariate problems like building design, competing 
criteria are often unevenly balanced, and their relative importance is generally not 
definable. Therefore, instead of relying on Penalty functions and weighting factors 
of individual objectives to find optima, the use of non-dominated optimization 
methods can help the design team choosing solutions that are less biased 
towards singular objectives. These non-dominated optimization methods are 
often referred to as Pareto optimality15 methods. And arguably, they help to 
identify a set of feasible designs that are equal-rank optimal. Pareto-ranked 
solutions (as shown in Figure 26) mean that no solution in the set is dominated 
by any other feasible design for all criteria (Grierson, 2008). Many researchers 
have utilized Pareto-ranked optimality methods in building design, e.g. Raphael 
(2011) , Wang et al. (2005), Stouffs et al. (2013) and Lin et al. (2013). Pareto 
optimality methods are usually part of a post-balancing process, where the non-
dominated solutions are presented as a catalogue of candidates to the design 
                                                                                                                                
15 Vilfredo Pareto (1848–1923) developed the concept known as ‘Pareto optimality’ of equilibrium positions, from which it 
is not possible to move so as to increase the utility of some entity without decreasing the utility of another entity. (Grierson, 
2008)  
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team after the optimization process has ended. Pareto post-balancing methods 
can thus be regarded as being composed of a pre-process to locate the 
performance objectives and to run the multivariate optimization, then the later 
post-process applying a second (heuristic) optimization procedure. This later 
process is usually an evaluation process by a human (qualitative) interpreter, 
where every (pre-optimized) solution is graded. But most often, the post-process 
is simply seen as a “pick-and-choose” process of selecting the preferred solution 
among the many Pareto-ranked trade-offs, and this does not really account for 
an optimization. 
 
We have now established the term optimization and what is required to perform 
an optimization. To understand how optimization will be combined into integrated 
dynamic models we must establish how optimization is actually used in practice.   
 
3.2 Optimization in research and practice 
Optimization of building performance is rarely used in the early design stage in 
practice (Kataras, 2010). And most research on applied optimization either 
occurs in the later stages specifically focusing on a small number of design 
variables having impact on building performance, or else optimization is used for 
a purpose unassociated with building performance, e.g. form generation. In 
addition to this, most of the research in the field of early design stage optimization 
restricts optimization to uncomplicated geometry which considers the building as 
a primitive or polygonal shape (Kataras, 2010). Thus, it narrows the opportunity 
to establish a valuable connection between optimization and the early design 
stage. 
 
3.2.1 Existing optimization tools and methods 
In general, the methods that do apply optimization in early design stages focus 
on simple geometry or non-geometrical variables such as changing thermal 
transmittance or system requirements; they rarely put the analyses in context of 
project specific architectural needs. Many optimization tools, which are coupled 
to one or multiple BPS tools, have been developed during the past decade. Opt-
E-Plus (Nrel, 2013), GENE_ARCH (Caldas, 2008), BEopt™ (Christensen et al., 
2005) and TRNOPT (Bradley and Kummert, 2005) are examples of tools 
developed mainly for building energy performance optimization. These tools 
provide access to many different optimization algorithms; hence they serve as 
dedicated optimization tools for specific BPS environments. The advantage of 
this approach is a tight coupling of the two tools, which allows developers to 
create a more robust and feature rich coupled environment. Generic optimization 
tools such as Genopt (Wetter, 2011a) and MATLAB (Tonel, 2007) (normaly is 
MATLAB regarded as general mathematical modeling tool with many 
optimization options, but here referred to as tool which can be used to facilitate 
an optimization process) are developed to allow coupling to any computer 
software that is open enough to allow read/write interoperability. This approach 
has the advantage of flexibility, and the tools generally have a larger user base 
than the dedicated optimization tools.  
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The mentioned tool examples and other widely used tools for building energy 
performance optimization have been evaluated in a recent review by Palonen et 
al. (2013) Some of the key abilities of the tools were identified as follows: 
 
· Support of multi-objective algorithms 
· Automatic constraint handling 
· Parallel computing 
· Simultaneous handling of discrete and continuous design variables 
 
In Figure 27 the key abilities of optimization tools are listed (the cost of the tool is 
not considered a feature, but may be an important factor for developing a larger 
user base). In addition to the above list the optimization tool MOBO (Palonen et 
al., 2013) should be mentioned, as it supports all the key abilities. 
 
 
 
 
 
Figure 27 Features of optimization tools, from (Palonen et al., 2013). Q1: Is it a freeware? Q2: Does it include 
multi-objective algorithms? Q3: Does it handle constraint functions automatically? Q4: Does it allow parallel 
computing? Q5: Can it handle discrete and continuous variables simultaneously?  
 
 
Only GENE_ARCH is specifically developed for the early design process of 
building design. The tool is dedicated to the BPS tool DOE2.1E (James J. Hirsch 
& Associates, 2013) (on the side note this BPS tool can in many ways be 
compared to the Danish BPS tool Be10 (SBI, 2013)). GENE_ARCH is the only 
tool that has implemented dedicated rule based algorithms, also known as shape 
grammar (Stiny, 1980). This allows the user to apply advanced geometry-focused 
searches coupled to energy performance. The limitation of the GENE_ARCH tool 
is the high levels of coding experience required from the user. Every aspect of 
optimization, including geometry, needs to be encoded with Lisp.  
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Shape grammar is one of the primary features of integrated dynamic models 
(Negendahl, 2015a). Therefore, integrated dynamic models with optimization 
may be better compared to GENE_ARCH than any of the other tools. Today, 
integrated dynamic models with optimization are often associated with Rutten’s 
optimization tool Galapagos (Rutten, 2010). Rutten is the main developer of the 
VPL Explicit History, now known as Grasshopper (Robert McNeel & Associates, 
2013b), and Galapagos is completely integrated in the VPL. Galapagos is known 
for its implementation of evolutionary algorithms (see Section 3.3). Many building 
designers and researchers have used this implementation out of the box to 
optimize form, performance and other rule based searches through a parametric 
model. The benefit of using integrated dynamic models over dedicated tools for 
optimization is basically the same as why integrated dynamic models are more 
applicable to the early design stage compared to dedicated BPS tools. This was 
discussed in Section 2.5.  
 
Integrated dynamic models have been coupled with generic optimization tools 
such as MATLAB for optimization (Negendahl et al., 2014; Trubiano et al., 2013). 
Therefore, any algorithm handled by MATLAB may be applied to integrated 
dynamic models. In addition to generic optimization tools coupled to integrated 
dynamic models, VPLs have in some cases their own dedicated optimization 
tools. These dedicated optimization tools are often called plugins that allow easy 
integration with existing VPL script environments. In Section 3.3 some of the most 
frequently used optimization tools and their algorithms coupled to integrated 
dynamic models are listed. 
 
3.2.2 Criteria for the optimization approach 
Obviously, compulsory and ambitious use of optimization algorithms in the early 
design stage is of architectural concern. Hermund (2009) reacts towards 
optimization in the design processes:  
 
“Linear working methods that promote the reduction of the creative loops 
in favor of systemic optimization is one topic that must be addressed by architects … 
Relying on one integrated model (referring to IFC- and gbXML-models) could mean an 
eventual loss of control with real value of the architectural quality: to create meaningful 
and beautiful spaces for real people.” Hermund (2009) 
 
The concern of using optimization processes in early design is very real, 
regardless of how a model is constructed, or of the number of design variables 
and number of quantifiable objectives. However, the benefit of optimization may 
in many cases exceed the downsides of artistic control, if the optimization 
processes are controlled and supervised by the designers themselves (Caldas 
and Norford, 2001). Therefore, the criteria for optimization are first and foremost 
connected to the goal of better supporting the early design stage. This includes 
the ability to optimize geometrical design concepts representing architectural 
ideas. Based on Mora et al. (2008) and Struck et al. (2009) optimization is best 
supported when the approach is able to:  
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· Assist rather than automate design 
· Facilitate the quick generation of integrated solutions 
· Shorten synthesis analysis and evaluation cycles 
· Support an interaction and selection of most suitable design alternatives 
 
If optimization is to be used in the early design stage, it will be used to assist the 
design team. Therefore, integrated dynamic models with optimization will only be 
part of the design process and not the design process. Also the definition of 
integrated solutions is open for discussion. Are integrated solutions purely based 
on performance criteria? Or is the inclusion of qualitative objectives part of the 
generative process? These questions will be discussed in Section 3.4. But before 
this is clarified, a brief summary of the currently available optimization algorithms 
to support Consequence based design is given.  
 
3.3 Optimization algorithms 
There are a wide range of optimization algorithms available for building designers 
and simulationists today. In the following, some of the most frequently used 
algorithms are briefly reviewed. All algorithms are available for integrated 
dynamic models, either through dedicated optimization tools (plugins) for the VPL 
for example: Galapagos (Rutten, 2010), Octopus (Vierlinger, 2014)  and Goat 
(Simon Flöry et al., 2015), or through generic optimization tools such as MATLAB 
(Tonel, 2007). 
 
In general terms there are two types of optimization algorithms; deterministic and 
stochastic algorithms. The deterministic algorithms such as brute force search 
methods are much slower than the stochastic methods. Stochastic search 
methods rely on random elements to generate unique outcomes of complex, 
multi-parameter problems. The randomness may result in unique outcomes with 
no guarantee of finding the exact optimum. Non-stochastic methods, on the other 
hand, are entirely deterministic in their nature. They are generally more reliable 
for finding the precise optimum since they do not get stuck within local minima or 
maxima. There is no degree of creativity or serendipity in the outcome of 
deterministic optimization (Wilkinson, 2011). Wilkinson (2011) even argues that 
stochastic search methods are more applicable to the design world, whereas 
deterministic optimization methods suit the engineering side. In the combined 
effort of a design team, this author argues that both deterministic and stochastic 
optimization have their justification in the early design stage.  
 
Deterministic search methods 
Deterministic search methods include heuristic search, complete enumeration, 
and random search techniques. Heuristic optimization is often associated with 
manual optimization where the user changes parameter settings and design 
variables and then makes a simulation. This process continues until the analyst 
believes that the output has been optimized. One example of such a method is 
described and discussed by Petersen 2011 using the BPS iDbuild (Petersen and 
Hviid, 2012). Random search techniques often utilize uniform or normal 
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distributions that center a symmetric probabilistic density function. Deterministic 
search methods are also sometimes known as Brute force techniques. 
 
Direct Pattern search methods 
Direct Pattern search methods neither compute nor explicitly approximate 
derivatives of cost functions. Thus, the unifying theme that distinguishes pattern 
search from other (direct) methods is that each of them performs a search using 
a “pattern” of points independent of the cost functions (Torczon, 1997). The best 
known Direct Pattern search algorithm is Hooke-Jeeves (Hooke and Jeeves, 
1961). Variations of this algorithm are found in many implementations such as 
MOBO, MATLAB, and GenOpt. Under the assumption that the cost function is 
continuously differentiable, all accumulation points constructed by the 
Generalized Pattern Search algorithms are stationary (Wetter, 2011a). 
 
Newtonian search methods 
The (Damped) Newton approaches are often used in discretization of large 
systems of nonlinear algebraic equations (Dirkse and Ferris, 1996). In the cases 
where the convergence of the Newton scheme is attainable only for very small 
time steps, methods for the enforcing of the convergence are often applied. An 
example of a Damped Newton search method in combination with optimization 
of building design performance is showcased by (Pedersen, 2006), who also 
concluded that the inclusion of damping terms can reduce the number of 
iterations significantly. 
 
Evolutionary search methods 
Evolutionary search methods, also known as Genetic Algorithms (GAs) and 
Simulated Annealing algorithms (SAs), are some of the widely used optimization 
methods in building design. The algorithms are versatile but can be difficult to 
predict because of the many hyper parameters that control them. SA borrows its 
basic ideas from statistical mechanics: A metal cools, and the atoms (design 
variable vectors) align themselves in an “optimal state” for the transfer of energy. 
In general, a slowly cooling system, left to itself as it eventually finds the 
arrangement of atoms, which has the lowest level of energy state. The “cooling” 
behavior is what motivates the SA, as it converges towards an optimum. GAs are 
probabilistic optimizing algorithms that like SAs do not require mathematical 
knowledge of the response surface of the system. They borrow the paradigms of 
genetic evolution in nature, and utilize the hyper parameters: selection, 
crossover, and mutation. 
 
· Selection: The current solutions are defined by points in hyperspace and ranked in 
terms of their fitness by their respective response values. A probability is assigned to 
each point proportional to its fitness, which determines a portability to mate the most 
promising solutions in pairwise configurations (selection of the fittest parents). 
· Crossover: The new point, or offspring, is chosen, based on various combinations of 
the genetics (combinations of design variable vectors) of the two parents. 
· Mutation: The offspring is also susceptible to mutation, a process that occurs with 
probability ݌. In this case, the offspring is replaced randomly by new combinations of 
variable vectors. 
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Agent based search methods 
Agent-based models (ABMs) for optimization and Particle Swarm Algorithms 
(PSAs) are not as commonly used in building design as e.g. genetic algorithms. 
However, agent based search methods have gained increased interest in other 
design areas such as in transportation and manufacturing industries (Barbati et 
al., 2012). ABMs and PSAs are often said to be inspired by the social behavior of 
organisms such as fish schooling and bird flocking. Kennedy and Eberhart (1995) 
explains the agents as particles assigned with flocking behavior in hyperspace to 
look for the optimal position to settle. Each individual, namely particle, is assigned 
with a randomized velocity flown through hyperspace. PSAs are almost identical 
with ABMs. However, PSA agents are individual solutions roaming in a 
competitive space of solutions, whereas ABM agents are usually competing in 
same-state solution space.  
Nowadays, PSAs and ABMs have gained much attention and wide applications 
in solving continuous non-linear optimization problems (Eberhart and Yuhui, 
2001). However, the performance of PSAs greatly depends on their hyper 
parameters, and similar to GA and SA, they often suffers from being trapped in 
local optimum (Liu et al., 2005). 
 
3.4 Integrated dynamic models and optimization 
Integrated dynamic models with optimization are basically an extension of the 
integrated dynamic model with a coupled optimization tool as shown in Figure 28. 
The optimization tool in most cases (one exception is Moth, see Section 4.4.5) 
refers to the integrated dynamic model by duplicating instances of the data model, 
thus it receive a static representation of the model along with how the model 
performs at this particular instance. This representation is composed of a 
particular combination of design variable vectors. The optimization tool also 
needs defined objectives. Often, all objectives must either be minimized or 
maximized. Constraints may be defined in any of the coupled tools; often this is 
done by constraining the design variables in finite ranges in the VPL. The 
performance feedback from the BPS tool may be redirected directly to the 
optimization tool, or it may be subject to any constraints, weights or rule-based 
modifications performed in the VPL. In this way, the VPL may be used to 
aggregate multiple objectives from multiple BPS tools. Or it may be used to create 
complex synthetic evaluations such as utilizing shape grammar in the constraint 
functions. 
 
The inclusion of optimization in integrated dynamic models has already shown 
great promise. For example, Sheikh & Gerber (2011) showed that it was fairly 
easy for a building designer to implement constraint functions and couple this to 
Galapagos and a BPS (DIVA (Jakubiec and Reinhart, 2011)). And more recently 
Lauridsen & Petersen (2014) has used Galapagos with multiple BPS tools (DIVA 
(Jakubiec and Reinhart, 2011), Viper (Energy+ (U.S. Department of Energy, 
2013)) and ICEbear (BuildingCalc (Nielsen, 2005)). There is little doubt that the 
VPL can facilitate optimization algorithms, and therefore, combining integrated 
dynamic models with search methods is fairly straight forward. However, just 
because optimization tools such as Galapagos are available and uncomplicated 
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to implement, to apply optimization in integrated dynamic models in practice is 
not uncomplicated.  
 
 
 
Figure 28 Integrated dynamic models with optimization consist of a design tool, a VPL, one or multiple BPS tools 
and an optimization tool.  
 
 
With optimization new challenges arise. Hermund (2009a) is one among many 
building designers who raise alarm about allowing machines to take over the 
design process. This, however, is a general concern and is not exclusively related 
to integrated dynamic models with optimization. When optimization is applied to 
integrated dynamic models, what remains even more important is quality 
assurance. As optimization algorithms use BPS output as input for the cost 
functions, the search is very sensitive to errors in the BPS output. Algorithms, at 
least the ones we have today, have no understanding of what an objective is and 
it does not know the concept of analytical and critical thinking - also known as 
“common sense”. Thus, an algorithm cannot distinguish bad input from good 
input, and it will not hesitate to present optimal solutions that are far from actual 
optima if the model is poorly set up. The whole process of setting up a model to 
be able to handle any type of error, and of quality assessing every thinkable 
combination of design variable vectors, is much more time consuming compared 
to integrated dynamic models without optimization. Of course, this amount of time 
could be matched when a machine searches for answers. Machines, even with 
computational inefficient optimization algorithms, are considerably faster than 
humans in this regard. But again, one minor mistake or misconception in the 
problem definition will propagate into the cost function and deliver biased and 
sometimes completely wrong optima. The problem is to define the problem.  
Hermund (2009a) who among others cares about qualitative objectives such as 
aesthetics, functionality, etc. will probably raise similar concerns about utilizing 
any type of automation to represent qualitative objectives. It is likely that any type 
of machine automation will lead to “an eventual loss of control with real value of 
the architectural quality”. Nevertheless, the presence of the VPL in the integrated 
dynamic model allows objectives such as aesthetics to be incorporated “as soft 
elements in any decision support system”, as argued by Harding et al. (2012). 
However, doing this in practice is not trivial. Trubiano et al. (2013) is one of the 
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most recent examples of research in architecture, High-Performance Buildings 
and the use of integrated dynamic models in combination with optimization 
algorithms. The authors used the VPL Grasshopper linked to OpenStudio (NREL 
U.S. Department of Energy, 2014) (Energy+ (U.S. Department of Energy, 2013)) 
and Radiance (Perez et al., 1990); an evolutionary algorithm was coupled through 
MATLAB (Tonel, 2007) to maximize solar radiation levels in the heating season 
and minimize solar radiation in the cooling period; a penalty function was used to 
control illumination levels. Even though the authors argued that by defining the 
design parameters subjectively they managed to integrate the analysis of 
qualitative objectives, they acknowledged that there are still many challenges in 
combining the objective and subjective decisions in optimization. These 
challenges can be divided into two categories: 
 
· Methodical optimization challenges 
· Optimization and BPS tool challenges  
 
3.4.1 Methodical optimization challenges  
Few researchers address the complicated methodical challenges in the need to 
combine human evaluation with computational speeds in early stage 
optimization, which include the way machines may interact with human qualitative 
objectives and vice versa.  
 
“…designs do not result from performance requirements in the way that effects are 
thought to result from causes.” (Mahdavi, 2004) 
 
A popular method to apply optimization in design is based on parametric models 
in combination with stochastic optimization algorithms. Often, these algorithms 
are utilized with the purpose of generating solutions based on the designer’s own 
objectives, which may or may not be coupled to building performance related 
attributes. Sometimes, multi-objective fitness functions are used for something 
else than pure optimization, and they are applied to           ill-defined16 problems 
such as art, music and computer graphics. This makes optimization act as an 
exploratory tool as opposed to its primary function as an optimizer tool (Byrne et 
al., 2011b). In these instances, form generation and aesthetical evaluations are 
the main performance indicators and often solutions are molded into the 
designer’s liking.  
Artistic control 
To maintain an artistic control of the optimization algorithms, many different 
attempts have been made. One dominating idea is to let the designer control the 
objectives rather than the actual geometry. Researchers such as (Gaspar-Cunha 
                                                                                                                                
16 Several alternative responses might be made to the issue of ill-definedness. At one extreme, one might conclude that 
the quest for systematic automated design procedures in building design is fruitless in principle. At the other extreme, it 
might be argued that the appearance of ill-definedness is simply the result of sloppy thinking and inadequate information, 
and that this may in principle be remedied as more adequate problem formulations are evolved. (Mitchell, 1975). The 
author’s stance is that ill-defined problems have an undetermined dimension, and human decisioning is necessary to 
make decisions and thus to solve ill-defined problems.      
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et al. 2011) and (Caldas & Norford 2001) argue that weights on objectives give 
the designer the highest level of control over the optimization process. However, 
this does not change the fact that the designer loses control to an algorithm that 
is solely focusing on predefined objectives. And obviously, changing performance 
objectives to generate an outcome that is more pleasing to the designer does not 
make sense, if the main criterion is to maximize performance of the predefined 
objectives in the first place. Caldas & Norford (2001) also notices that applying 
weighting factors to attributes (design variables), will to some extent constrain the 
design process itself. Partially because changes of weighting factors may be 
discontinuous, thus leading to dramatically different solutions. And partially 
because setting up weighting factors requires a large amount of insight into all 
factors involved in the decision-making process. This is coupled to the constraint 
handling associated with Penalty functions and Barrier functions as discussed in 
Section 3.1.1 and the quality assurances discussed by Hensen (2002) and 
Augenbroe (2002).  
 
Locked-in explicit history 
The challenge in using optimization algorithms in the early design stages is in 
many ways the challenge to maintain the support of the feedback process during 
the optimization cycles. 
 
“Evolutionary solvers tagged onto parametric models (in order to enable 
cyclic graphs) do not address this inflexibility at the meta-level, that is, the topology of 
the symbolic graphs itself, instead reinforcing the belief that because something has 
been ‘optimised’, it must be a good design solution – this is a fallacy.” (Harding et al., 
2012) 
 
Some of the critique on using parametric tools for optimization is found in the 
limitations of the tools used today. Harding et al. (Harding et al., 2012) argues 
that parametric models at present are no different to CAD- or indeed BIM-models, 
as designers usually only deal with singular building typology. They state that the 
current VPLs like Grasshopper and Dynamo basically just allow the designer to 
assemble typology in a symbolic graph structure, instead of fixed geometry. This 
graph structure is viewed top-down and has to be comprehensible by a single 
human brain in order to be tweaked and modified. This is done in a linear fashion. 
Harding et al. (2012) proposes the use of complex adaptive systems (generative 
modeling techniques) without a strict discrete structure. Apparently, this will allow 
bottom-up rules giving rise to emergent structures with no locked-in explicit 
history (Harding et al., 2012). This type of parametric thinking is still within the 
boundaries of an integrated dynamic model, and there is no real difference in 
coupling BPS tools to an adaptive parametric model (associated with the 
generative model illustrated in Figure 11). However, at the present stage, the 
VPLs most widely used (Grasshopper and Dynamo) are based on top-down 
techniques. Nevertheless, the use of VPLs and integrated dynamic models is still 
much better at representing the needs of the building designer, than any 
dedicated optimization tool existing today. 
 
 86 Consequence based design 
The rigid optimization algorithms  
Design may be subject to optimization with traditional stochastic algorithms (e.g. 
SAs and GAs) as long as design constraints and objectives are both constant 
and lie within a measureable metric. In reality, this assumption is incorrect 
because initial constraints and objectives rarely stay constant (Harding et al., 
2012) in the early design stage. The ParaGen (Buelow et al., 2010; Turrin et al., 
2012) project is a good example of this, relying on the use of GAs not only for 
optimizing geometry, but also for more extensively exploring the solution space. 
In this respect, the process benefits also from information extracted from sub-
optima as well as poorly performing solutions. If the chosen solution in the early 
design stage is actually sub-optimal, this might later cause cost overruns and the 
requirement to do additional work – something the parametric model was initially 
meant to prevent (Harding et al., 2012). When optimization is introduced in the 
integrated dynamic model, the flexibility of the model is thus even more important. 
Harding et al. (2012) points towards an example from practice where the design 
team had altered the conceptual design to a point where the parametric model 
schema could not cope with the changes. Often, the VPL itself was determining 
an inflexible method of working which is incapable of responding to changes 
outside of its system. Instead of going back to square one, Harding et al. found it 
necessary to hack away inefficiently at the parametric topology until the model 
acted as it was supposed to. Such last resort is therefore the only option available 
due to time constraints. When optimization algorithms are used in the early 
design stage, the time constraints may be even more limited and therefore in 
practice optimization is not completely uncomplicated as it might be in research 
projects.  
 
GAs, SAs, PSAs and most other stochastic optimization algorithms applied to 
integrated dynamic models are during optimization roaming in a competitive 
space of solutions also known as the hyperspace. This means that when the 
algorithm evaluates which solution is better, it needs to compare more than one 
solution. And thus it handles solutions as populations or groups in the 
hyperspace. The challenge is if the designer wishes to alter, for instance, the 
weighting factors to guide the design towards a qualitative objective such as 
aesthetics, the designer needs access to the algorithm during optimization. It is 
very difficult (mathematically) to apply subjective changes to hyperspace 
populations and it is slow to apply the user alterations to the currently “best 
solution of the population” for every iteration. Therefore, significant changes to 
the way optimization algorithms work may be needed to better support user 
interaction during optimization.  
One approach could be the utilization of in-state optimization processes as the 
recently implemented ABM method showcased by Negendahl et al. (2015). 
However, as noted by the authors, at the present state, more robust 
implementations and further research of such methods are needed if qualitative 
objectives are to be handled by in-state during optimization algorithms.         
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3.4.2 Optimization and BPS tool challenges 
To complicate matters further the BPS tools used to feed the optimization 
algorithms affect the actual outcome of the optimization process. Indeed, the 
type, precision and quality of the BPS tool matter to a great extent. But what is 
less obvious is that most BPS tool solvers approximate solutions due to adaptive 
variations in solver iterations (Wetter and Polak, 2004). Thus, they tend to form 
dis-continuous search spaces. As Wetter (Wetter, 2011b) explains non-linear 
programming algorithms (implemented in the iterative solvers in most BPS tools) 
are computationally efficient. However, these solvers need to compute a 
numerical approximation ݂∗ሺߝ, ݔሻ to the cost function (of the solver), where ε is 
the tolerance of the numerical solvers. The main challenge with optimization 
when combined with BPS tools according to Wetter is the discontinuities in the 
numerical approximation to the cost function.  This is due to the fact that a change 
in design parameters can cause a change in the number of solver iterations. 
Tightening the solver tolerance ε is possible in most BPS tools, but this may 
increase the computational load significantly, and also this is usually not allowed 
from the BPS tool.  
 
To balance speed and precision may be the most difficult choice for the designer 
when utilizing early design stage optimization. On the one hand, the fast feedback 
speed provided by simplified BPS tools may be required to perform enough 
solutions within the limited timeframe of the early design stages. On the other 
hand, the more advanced BPS functionalities are slower in comparison to the 
simpler methods. But this in turn generates more precise feedback, which may 
be required to satisfy the optimization algorithms available to the designer. Few 
BPS tools are built to support early design stage energy optimization and 
unfortunately, many optimization algorithms have difficulties in handling the BPS 
discontinuities (Wetter and Polak, 2004). Therefore, it is not a simple task to 
couple a BPS tool to an optimization tool, which of course applies to integrated 
dynamic models with optimization. According to Wetter (2011b), the best one can 
do in trying to solve optimization problems, where the cost and constraint 
functions are evaluated by a BPS, is to run multiple instances of the optimization 
problem. Numerical experiments (Wetter, 2011a) show that by using tight enough 
precision and by starting the optimization algorithm with coarse initial values, one 
often comes close to a minimizer of ݂ሺ൉ሻ. Furthermore, Wetter suggests selecting 
different initial iterates for the optimization, or by using different optimization 
algorithms, increasing the chance of finding a point that is close to a minimizer of 
݂ሺ൉ሻ. Nonetheless, even if the optimization terminates at a point that is non-
optimal for ݂ሺ൉ሻ, one may have obtained a better performance (of the relevant 
objectives) compared to not doing any optimization to begin with (Wetter, 2011a). 
 
The computation time required by an annual building simulation depends on 
many factors as discussed in 2.4.2, and can last from less than a second to 
several hours. A typical optimization analysis requires a few hundred to several 
thousand evaluations until a good solution is reached, depending on the selected 
algorithm and the size of the solution space. This results in processing times 
varying from some minutes to hours or even days (Machairas et al., 2014). 
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Selecting the appropriate approach and applying specific techniques can 
significantly decrease the simulation runtime. Machairas et al. (2014) attempted 
to find the best performing optimization algorithm for building design, but could 
not find a general conclusion: As the stochastic behaviour of the algorithms, and 
the plethora of configuration options for each algorithm, as well as the diversity 
of building design problems, no safe conclusions about the performance of 
optimization algorithms can be found. Nonetheless they found that Direct Pattern 
search methods, GAs, SAs and PSAs have been successfully coupled BPS tools. 
Direct Pattern search can be very efficient if the objective function doesn't have 
large discontinuities; otherwise it can fail or got trapped in local minima. A good 
approach is to use an evolutionary algorithm for global search and a Direct 
Pattern search to refine the solution (Machairas et al., 2014). 
 
3.5 Conclusion 
The vast majority of problems within the early stages of building design involve 
balancing many quantitative and qualitative objectives. Most research that seeks 
to merge the optimization of building design with building performance, utilizes 
techniques that involve pre- and post-processing of the optimization process. 
This includes the pre-process of clearly defining objectives and boundaries, and 
a post-process of selecting the most suitable design alternatives (Mora et al., 
2008). Alternatively (or in combination with), by adding and controlling weights on 
cost functions (as preferred by Gaspar-Cunha et al. 2011; Caldas & Norford 
2001), the design team may change the direction of design (generation) toward 
qualitative objectives such as finding more aesthetically pleasing solutions in the 
search space. However, putting weights on objectives is a very complicated task 
and it may contradict the purpose of optimization. 
To counter the discerning nature of singular weighted optimization methods, 
different multi criteria optimization approaches have been explored. One 
approach in particular that has gained much interest in recent years is the use of 
non-dominated optimization methods, often referred to as Pareto optimality 
(Grierson, 2008). Pareto methods help to identify a set of feasible designs that 
are equal-rank optimal. In this process, all objectives are defined as competing, 
un-evenly balanced criteria. Pareto methods are either defined by post grading 
the objectives, e.g. (Liu et al., 2012), or by seeking an equally good solution (in 
terms of non-dominancy) as suggested by different authors (Byrne et al., 2011a; 
Ellis et al., 2006; Fialho et al., 2011; Gerber and Lin, 2012; Limbourg and Kochs, 
2008; Machwe and Parmee, 2007; Mela et al., 2012; Shi, 2011; Wang and 
Zmeureanu, 2005). Most approaches using Pareto optimality utilizes various 
types of constraints or other methods to balance objectives by posterior means. 
In general, all approaches share a common critique: they all rely on clearly 
defined criteria and boundaries, all of which are directly translated to objectives 
and constraints.  
 
To apply optimization to building design is challenged by the way BPS tools are 
constructed. It is challenged by the way design frequently changes the direction 
of design. It is challenged by the available optimization algorithms and it is 
challenged by the limited time in the early design stage. Nonetheless, Integrated 
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dynamic models is a small but steady a move away from the early rather rigid 
instances of optimization applications and code intensive generative systems that 
have dominated the optimization approaches just a few years ago. Integrated 
dynamic models add a more responsive stance to the specific traits of the design 
process, and according to several researchers (Buelow et al., 2010; Lauridsen 
and Petersen, 2014; Sheikh and Gerber, 2011; Turrin et al., 2012) the VPL 
assures more qualitative objectives to be accounted for. However, such stance 
does not indicate a fundamental change in the basic computational techniques 
underlying optimization approaches (Mahdavi, 2004), but rather an intention to 
incorporate such techniques in the overall context of a design support 
environment (Mahdavi et al., 1997). Utilizing integrated dynamic models makes 
it easy for the designer to automate processes that include High-Performance 
Building optimization. By contrast to dedicated optimization tools the integrated 
dynamic model thus allows the designer to optimize on creatively constrained 
design problems; it also gives the option to implement new automation algorithms 
such as agent-based models (Negendahl et al., 2015). Therefore, it can be 
concluded that optimization with little effort can be included in integrated dynamic 
models. Thus, integrated dynamic models with optimization can be used to find 
optimal High-Performance Buildings. But in terms of handling both the qualitative 
and the quantitative objectives, unbiased computer automated building 
performance optimization is difficult to put into practice.  
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4. Consequence based design 
The first chapter outlined the potentials and the background of Consequence 
based design, the structure of tools and the structure of the integrated dynamic 
model itself. Chapter 3 introduced optimization as a concept and how this relates 
to Consequence based design. This chapter demonstrates and discusses the 
findings of Consequence based design when applied in practice. 
 
During the three year project the author has been part of several building design 
projects representing Grontmij as an active participant in the design teams. The 
author has been either in charge of or partly responsible for the analysis and 
evaluation17 of the building designs concerning performance related requirements 
such as energy consumption and/or various parts of the indoor environment. 
Some of these projects have been subject for the Consequence based design 
approach, five of which are presented, evaluated and discussed in this chapter. 
In addition to these five presented case studies the author has been either the 
singular developer or part of a team in the development of new tools, methods 
and algorithms in the attempt to support the Consequence based design 
approach.  
 
Firstly, five selected case studies of Consequence based design are 
demonstrated. These case studies have been real projects involving different 
stakeholders and disciplines. Secondly, practitioners’ perspectives are discussed 
along with the findings from the five case studies. Then selected developments 
(algorithms, tools and methods to support the approach of Consequence based 
design) are presented. These Developments are various attempts to support and 
improve integrated dynamic models and the approach of Consequence based 
design.  
                                                                                                                                
17 Following Souza’s (de Souza, 2009) terminology: the author acted as a simulationist who process and analyze data 
from simulation and calculation tools. 
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Figure 29 An overview of the projects that have been involved in forming this thesis 
 
 
The project is divided into four phases, where Phase 1 focused on case studies, 
see Figure 29. Phase 2 was a transition phase from project specific use of 
integrated dynamic models into developments of universal applications of 
Consequence based design. Phase 3 was dedicated to further development and 
documentation of the universal applications of Consequence based design. And 
finally Phase 4 was mostly dedicated to document the findings and write this 
thesis.  
 
Three types of projects are identified that have formed this thesis. In blue (Figure 
29), the timeline is visualized of selected case studies, where the Consequence 
based design as an approach has been used by Grontmij and their partners. In 
white, the timeline is visualized of projects that have influenced this Ph.D.-project, 
but where documentations or detailed results have been insufficient to present in 
the thesis. In red, the timeline of Developments are shown. These are 
developments that are not directly associated with a specific commercial project, 
but could be universally applied to other projects. These developments list 
ontology algorithms, software tools, prediction algorithms and optimization 
algorithms and various methodical approaches to qualify early design 
decisioning. 
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4.1 Case studies - the application of integrated dynamic models 
The five case studies chosen to be presented in this thesis all share the use of 
one or multiple integrated dynamic models. The chosen case studies are used to 
test and document different aspects of the integrated dynamic models. For 
example case study Kirk is used to test the geometric model complexity of an 
integrated dynamic model and the case study Good Year was used to test the 
application of multivariate optimization during the early design stage. In this way 
various concerns and challenges of using integrated dynamic models and 
Consequence based design are exposed and discussed. In Table 3 selected 
focuses on each integrated dynamic model are summarized. The five cases cover 
subjects such as collaboration, validity, decision making, optimization and more. 
None of the cases were specifically designed to accommodate the analysis of a 
specific focus of an integrated dynamic model. The analyses were on the other 
hand retrofitted during or after completion of the case study. That said as the 
author has been part of the design process in some of these projects the inclusion 
and structure of the utilized integrated dynamic models have been unavoidably 
affected by the author. The author’s role in each case study has been stated in 
the beginning of each case description. 
 
Table 3 Selected focus on the integrated dynamic model in each case study 
 
Case study Selected focus of the integrated dynamic model 
Batteriet Collaboration, responsiveness, economic benefits  
Kirk Model complexity, responsiveness, validity 
Nordfløjen Collaboration, Multiple BPS tools, analysis complexity 
Nordic Built Quality defined objectives, collaboration, decision making 
Good Year Optimization, multiple objectives, analysis complexity 
 
 
In an attempt to collect the findings of the five cases concluding remarks on the 
case studies is found in section 0. Here the integrated dynamic models used in 
the case studies is discussed (when relevant) in terms of: 
 
1. Flexibility (of features and complexity) 
2. Speed (of performance feedback) 
3. Precision (of the BPS) 
4. Usability (i.e. easy to use) 
5. Visual quality (for presentation) 
 
Second, the use of the Consequence based design approach is discussed in 
terms of how the design teams used the integrated dynamic model. The focus is 
centered on the integrated dynamic models used as a:  
  
6. Sketching tool 
7. Communication tool 
8. Calculation tool 
9. Collaboration tool 
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These projects were carried out with a network of different stakeholders, and not 
all stakeholders have been interested in being published. To respect this, and to 
remain focused on the development and innovation of the research, some of the 
projects or parts of the projects have been anonymized. 
 
In the following sections, the commercial value and the research value the 
projects must be clearly distinguished. The documentations presented here are 
primarily focused on the research values, and in this spirit the specific projects 
must therefore be seen as means to emphasize the findings relating to the 
Consequence based design approach. 
 
In the aim to collect and compare information on Consequence based design and 
the application of integrated dynamic models, structured surveys have been 
conducted on the five projects. One example is found in Appendix B. These 
surveys are conducted along with interviews and collection of internal 
documentations (primarily from Grontmij) such as strategy assessments, emails 
and project evaluation reports. Every member of each design team participating 
in the case study projects has been invited to participate in the specific surveys. 
However, not every survey has been equally successful in collecting adequate 
data from the team. Therefore, the results of the surveys must be read in the 
context of the other findings. 
 
The interviews have all been informal and based on discussions on the individual 
projects. 
 
In the surveys, the following three questions were given to the members of the 
design team: 
 
· “Have the interactions between members of the design team been affected by the 
use of integrated dynamic models in this project? If so, how?” 
· “Has the use of integrated dynamic models had an impact on the simulated 
performance such as energy consumption, indoor environment and/or sustainability 
of this project? If so, how?” 
· “Has the use of integrated dynamic models had an impact on other decisions in this 
project? If so, which?” 
 
None of these questions mentions Consequence based design as an approach. 
This was not found necessary as the term is invented by the author. The 
questions, however, revolve around the use of integrated dynamic models in 
ways that can help the approach of Consequence based design. Each answer is 
found in the Appendix. The most impactful answers are presented directly or 
written as parts of the results for each case study. 
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The members of the design team were also asked to answer to what extent they 
agree on the following five statements A), B), C), D) and E) on a scale from 0 to 
100. Where 0 is “I do not agree” and 100 is “I agree completely”. The five 
statements are: 
 
· Statement A) The use of integrated dynamic models has created a better common 
starting point of collaboration between the members in the design team 
 
· Statement B) The use of integrated dynamic models has improved the 
communication between the members in the design team 
 
· Statement C) The use of integrated dynamic models has improved the (simulated) 
performance of the building design 
· Statement D) The use of integrated dynamic models has assisted in the exploration 
of architectural expressions and concepts of the building design that is not directly 
associated with the (simulated) building performance 
 
· Statement E) The use of integrated dynamic models has positively assisted in 
achieving high performing buildings without compromising the architectural 
expressions and concepts of the building design 
 
In the results for each case study the responses given to these statements are 
presented. The statements refer directly to the research questions and the aims 
and objectives as seen in Section 1.4 and Section 1.5. As mentioned in the 
Research method (section 1.8) these surveys and interviews do not provide 
statistical ground for general conclusions for the entire industry. However they 
may point towards trends and individual findings may provide value for the 
general knowledge of integrated dynamic models. 
 
All case studies have been carried out with Grontmij as an engineering consultant 
with different architectural studios. The projects range from sustainable social 
housing renovations to large scale hospital projects. In the following sections, 
each project is briefly described, then the project is discussed in the context of 
Consequence based design, and finally each section concludes on the main 
findings of the project.  
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4.1.1 Case study: Batteriet 
Batteriet, “the Battery” in English, is a mixed (office/housing/commercial) project 
developed by BIG and various consultants. This is not only the first project of this 
Ph.D. study but the first real project where Grontmij attempted to utilize an 
integrated dynamic model in a Consequence based design process. Therefore, 
many of the concepts of Consequence based design were in early development 
during this project and the definitions and terminologies were yet loose and 
unclear. Also this project was the only project where the author was not in charge 
of the integrated dynamic model. Of this reason many of the references and 
conclusions made by Grontmij has been established before and in parallel to this 
study. What is of special interest was the collaboration between members in the 
design team, and the very simple quasi-steady-state method developed for the 
particular integrated dynamic model. Also, many of the results from the project 
are related to the motivations defined in Section 2.1.3 and 2.1.4. The 
documentation is based on various internal and external reports, interviews and 
a survey. This case study parts itself from the other case studies by having a 
thorough set of internal evaluation documents and an internal business potential 
report build around the project. Therefore the focus of the case study is to 
demonstrate and discuss various organizational and design process traits and 
limitations related to the use of integrated dynamic models and Consequence 
based design. These documents are not part of the thesis due to confidentiality 
concerns.  
 
The exact calculation method used in the integrated dynamic model is neither 
presented in detail nor discussed here, as some of the data was ineligible for 
publication for commercial reasons. 
 
Introduction 
The Battery is a building complex consisting of several large mountain-shaped 
buildings situated in Copenhagen, Denmark. In this case study, one of the 
buildings is analyzed and optimized according to an overall building heat-
balance-equation developed by Grontmij. The project was unfortunately put on 
hold due to lack of funds with the client.  
 
The whole approach into developing an integrated dynamic model was due to the 
very specific request of the building designers. They specifically asked for a 
parametric (Grasshopper) model, which could deliver fast and flexible 
consequence feedback in the design tool. The building designers were already 
utilizing parametric modeling in many of their projects. The building designers 
regarded the use of VPLs as a natural part of the design process. The request to 
the simulationists came out of the need of a concrete method to find a balanced 
window-wall-ratio (WWR) on the staircase-like sloping façade on the particular 
building, see Figure 30. The unusual distribution of volume and the sloping 
façades of the building made their current rule-of-thumbs to determine minimum 
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and maximum allowed18 WWR inaccurate and insufficient. The integrated 
dynamic model was to be created as a tool by the simulationists and handed over 
to the building designers for experimentation on various façade design strategies.  
 
 
 
 
 
Figure 30 The size of each window is defined by a heat balance equation. The color determines if the winter 
situation (blue) or the summer situation (red) is more dominating. Green windows are balanced out. 
 
 
A simple integrated dynamic model 
The size, the unusual distribution of volume and the building designers’ wish for 
a highly transparent façade of the case-study building were of great concern for 
the heat balance of the building. The simulationists argued that high risk of 
overheating and high levels of heat loss through the building envelope were 
pushing the limits of what was allowed in terms of the Danish building regulations 
(Danish Building Regulations, 2013). As the usual rules-of-thumb would not apply 
to this situation and the modeling required in BPS tools would be extensive19, it 
was decided to model a form of heat-balance calculation (quasi-steady-state 
simulation, see Figure 31) for the entire building to analyze and control the 
amount of transmission through the transparent façade.  
 
                                                                                                                                
18 The request from the building designers for minimum and maximum WWRs was mainly to avoid violation of the Danish 
building regulations (Danish Building Regulations, 2013) 
19 At this present time there were no existing couplings of BPS tools to VPLs, this has later changed significantly. 
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Figure 31 The integrated dynamic model. The design tool Rhino combined with the VPL Grasshopper and a heat-
balance equation. *The heat-balance equation was developed and implemented in Grasshopper, and this acted 
as a BPS tool. 
 
 
The heat-balance calculation was based on the assumption that minimal heat 
loss and a known average cooling capacity were the defining factors of the energy 
balance of the envelope. And if the heat-balance of each window could be 
determined, the minimum and maximum allowed size of each window could be 
found. The input relied on individual window areas, window orientation and 
window placement according to site context (Figure 32 and Figure 33). And the 
geometry model was based on the building designers’ sketches and model 
specifications. 
 
 
Figure 32 The Consequence based design approach related to the model as it was presented to the building 
designers in the design team. Image by courtesy of Grontmij© 
 
 
The model was constructed with two graph-based user interfaces (using the VPL 
Grasshopper). One interface was dedicated to the building designers and one to 
the simulationists. In general, the aim was to maintain a high quality assurance 
by separating the heat-balance equation (variables), and to provide the building 
designer as much control as possible with the geometry. The building designers 
had parametric control of windows, which included a sorting algorithm that 
grouped similar windows based on their mean irradiance, ܧ௪, their orientation 
and mean heat accumulation ܳ/ܣ for each floor. The simulationists could control 
a weighted average of the ideal sized windows in the summer period over the 
ideal winter period (there quasi-steady-state method was based on two weather 
data sources). The properties such as g-value and U-values and specific 
variables concerning the heat-balance equation were reserved for the 
simulationists.  
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Figure 33 The integrated dynamic model acted as a black box tool with custom input (to the left) and custom 
output (to the right). Image by courtesy of Grontmij© 
 
 
The visual outputs in the 3D model were generated by the model as squared 
windows colored by their weight between their ability to gain more energy or loose 
energy over the year. This balance was the numerical representation of the 
weighted ideal summer / ideal winter situation. Other representations were also 
ossible such as WWR and average heat accumulation, ܳ/ܣ.  
 
Results 
Several areas of interests for the company Grontmij were identified. In terms of 
how the building actually performed, information is still limited. This is due to the 
fact that the project was stopped before additional comparisons on the initial 
quasi-steady-state modeling method and extensive simulations have been 
carried out. Nonetheless, the simulationists argued that the calculation method is 
much too simple to predict a realistic energy balance of the building, but the 
method is still more valid than existing rules-of-thumb. However, there have not 
been any evidence for this claim, therefore more details on the quasi-steady-state 
method has to be published and reviewed before any valid conclusions can be 
given of the particular implementation. Nonetheless the fact that simulationist 
could and did implement their own calculation method during the limited time 
frame of the early design stage was an important message for both the 
simulationists and the building designers. 
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Figure 34 Traditional design approach - consulting engineering teams (simulationists) have limited time to inform 
the architects (building designers) late in the design process. Image by courtesy of Grontmij ©   
 
 
The main argument from the simulationists to utilize the Consequence based 
design approach was to reduce the limitations of the traditional timeline, where 
evaluations are introduced very late in the design stage. The traditional design 
approach according to Grontmij is identified as a late design stage verification 
process assisted by engineering (see Figure 34). This usually means that 
designers develop their concept with limited input from the engineering team 
(simulationists) and the input the building designers receive is based on rules-of-
thumb and simple guidelines. This type of design approach has proven quite 
robust in terms of collaboration with different studios and their different ways to 
apply design methods in the early design stage. However, projects like in this 
presented case, which are geometrically complex and difficult to analyze, require 
in-depth knowledge of the dynamic systems in play (e.g. energy and indoor 
environment related systems). Therefore, simple guidelines and rules-of-thumb 
are insufficient for such projects. It should be noted that in this argumentation, 
there is no mentioning of High-Performance Buildings, but the need is simply to 
qualify minimum requirements.  
 
In previous projects of this scale and complexity Grontmij has experienced that 
the engineering team had to model the building in dedicated BPS tools in very 
limited time in the very late design process. Often, the provided geometry model 
was found unfit for import and the model had to be manually adapted to the BPS 
tool. If or when the engineering team found that the design did not meet the 
performance criteria (e.g. energy frame calculations), the engineering team had 
to deliver fast (and often crude) feedback sketches and concepts for redesign to 
the architects. The result was in these cases often a compromised building 
design, which vaguely met the imposed performance criteria (regulations).  
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Figure 35 Consequence based design approach extends the timeline by introducing evaluations in the early 
design stage. Image by courtesy of Grontmij ©   
 
In the Consequence based design approach seen in Figure 35 (at this point called 
a “smart timeline”), the design team works together to form a model. The building 
designers and the simulationists define the criteria that the final design should 
meet. These criteria have been evaluated in the model and communicated into 
the design tool (see Figure 36). The model is continuously updated throughout 
the design stages and thus new and altered criteria may be applied.  
In this case the model was completely replaced two times. The first change was 
an improved evaluation method and the second change was due to changing 
architectural criteria. The building designers wished to have parametric control 
the vertical distribution of glass in the façade geometry, which resulted in a 
complete remodeling of the integrated dynamic model. In both cases changes 
were made in the parametric data model through the VPL. 
 
The result of this approach according to the building designers and the 
simulationists was found to be compromising the design choices and architectural 
freedom much less (compared to the traditional approach seen in Figure 34). 
Another argument from the building designers and the simulationist was that 
technical demands, criteria and goals were more likely to be met. This can also 
be seen in the agreements on statement E (Table 4), where both architects and 
engineers “Agree mostly”. 
 
Table 4 Level of agreement to the five statements A-E (see Section 4.1)   
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One response from the survey revealed that the integrated dynamic model in 
particular affected the discussions regarding design consequences on the 
architect’s part versus energy performance on the engineer’s part. But as it can 
be seen from statement D, the architect(s) did not consider the model to assist in 
the exploration of architectural expressions and concepts of the building design 
that were not directly associated with the (simulated) building performance. This 
probably was due to the very limited amount of flexibility of the model. This claim 
is confirmed in Table 5, as flexibility is ranked highest among the features 
requested from the model.  
 
 
 
Figure 36 The simple geometric representation of the model revealed to be a powerful communication tool. Image 
by courtesy of Grontmij ©   
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Consequence based design seen from the simulationist’s point of view 
The following benefits and drawbacks of the Consequence based design 
approach based on this project were identified20 by Grontmij: 
 
· More precise evaluations 
· Improved communication from the simulationists to the building designers 
· Faster results delivery 
· Reduced worker hours for simulationists 
 
In general, the engineering team found itself to be able to “perform better 
calculations, evaluations and design change proposals in a coordinated way in 
comparison to the traditional approach”. The engineering team was able to better 
communicate to the architects in the design team, as the communication was 
based on the very visual sketch-like models. Grontmij thus identifies itself as a 
more “attractive partner in integrated design projects”, as the engineering team 
is able to build design evaluations and consequence analyses that are much 
more project specific. In terms of external activities, the engineering team found 
itself to be able to “deliver a larger and more valid basis for design decisioning in 
the early design stage”. Specifically, this was found essential in relation to criteria 
in terms of energy consumption, indoor environment and load bearing structure. 
The engineering team found that it was “able to shorten their own sketch-process 
thus delivering proposals faster with integrated dynamic models”. Whether these 
statements are applicable for all consulting engineering firms have not been 
examined and therefore the results shown here must be seen in the narrow 
aspect in which it is analyzed.   
 
Internally the company also identified activities that reduced worker hours spent 
on the project. One example that was highlighted from an internal report is that 
“the engineering team does not need to remodel the building for separate tools 
when integrated dynamic models are used”. The team also “reduces the amount 
of errors caused by parallel tool modeling”. As a consequence, the number of 
quality check-ups is reduced as well. Grontmij further argues that the 
(Consequence based design) approach enables the engineering team to react 
faster to external design changes. Primarily because the changes are made with 
the (integrated dynamic) model and this creates awareness throughout the 
design team. All these findings correspond to the general characters of integrated 
dynamic models as discussed in Section 2.4.5. 
 
                                                                                                                                
20 These identifications are primarily taken from internal evaluation documents and an internal business potential report. 
These documents could unfortunately not be attached to the thesis due to confidentiality, however citations and references 
were allowed published. 
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Table 5 Preference towards the model features (see Section 4.1)   
 
 
Economic expenses and benefits 
The economic benefits (of the consulting engineers) gained from the 
Consequence based design approach are identified as the ability for the 
consultants to manage challenges that used to be difficult and costly to solve. 
These benefits are categorized as savings and new opportunities. 
 
In terms of savings, the primary saved worker hours of this project are found in 
the reduced amount of times the engineering team had to re-evaluate the design 
proposals. This confirms the “cost of change” recognized by MacLeamy (2013). 
And unlike this project, in previous projects changing geometry and programs has 
been found costly for the company.  
 
Grontmij found that integrated dynamic models gave the engineering team the 
ability to receive and process far more design proposals. And the model allowed 
them to show the consequences of even small design changes. Grontmij further 
argues that the “savings will likely be found in larger projects where there is 
reason to make several changes”. In terms of the economic benefits in new 
opportunities: Consequence based design and integrated dynamic models have 
according to Grontmij opened a new door that allows the design team to analyze 
on more complex projects faster. Firstly, the team had the integrated dynamic 
model to perform “more complex analyzes” and secondly, the team was able to 
“carry out more precise calculations of more complex geometry”. This means that 
the engineering team was able to perform tasks that previously had not been 
possible for Grontmij. On the cost side, the use of integrated dynamic models in 
this project is very difficult to value; this is due to the fact that in principle one has 
to evaluate the cost of tasks “that previously have not been possible”. However, 
Grontmij identified the cost of applying integrated dynamic models in new 
domains as to the time taken to develop new algorithms and methods. In this 
case, the cost of developing the heat-balancing method was considered 
outweighed by Grontmij by the benefits of the application. However, they found 
that higher quality assurance was needed in the method to evaluate building 
energy consumption, and the best approach might be not to utilize in house 
developed calculation methods. 
 
In terms of economic benefits and costs relating to the building designers in the 
design team, a similar analysis has not been carried out. However, as the 
simulationists have identified the potential of faster and more reliable and 
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impactful results, it may be established that the building designers may potentially 
receive more accurate knowledge in terms of High-Performance Buildings than 
by alternative methods. And all respondents agreed that the use of integrated 
dynamic models has positively assisted in achieving higher performing buildings 
without compromising the architectural expressions and concepts of the building 
design (Statement E, Table 5).  
 
Conclusion  
The integrated dynamic model in this particular case was handled by the design 
tool Rhino, the VPL (Grasshopper) and a simple quasi-steady-state BPS tool 
created by Grontmij. According to Grontmij, the approach of Consequence based 
design was found to have several benefits over the existing design approaches 
that Grontmij used to apply in the early design stages. Many of these benefits 
have an economic incentive, which is aligned with the aim to reduce early design 
stage changes strived for by e.g. MacLeamy (2013). The current project could 
not document that the entire design team had the same levels of economic 
benefits gained through the approach. The survey respondents agreed that 
Consequence based design approach and the particular integrated dynamic 
model had improved the chance of creating High-Performance Buildings. This is 
quite interesting as the original motivation for implementing and using an 
integrated dynamic model was purely based on less ambitious (minimum) 
requirements imposed by regulations. What is determined is that this particular 
project would not have come this far in the design process, if the implementations 
of the integrated dynamic model had not been available. The model allowed 
higher levels of access and control of the heat balance of the building at window 
level, which ensured a higher quality assurance. In addition, it can be concluded 
that the use of integrated dynamic models in this particular project has created a 
better common starting point of collaboration between the members in the design 
team.      
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4.1.2 Case study: Kirk 
This case study was carried out for Lundgaard & Tranberg architects working with 
Studio Olafur Eliasson. The project was simply a test case combined with the 
development of the plugin Termite (which is discussed in detail in Section 4.4.3). 
The idea was to test some of the limits of parametric modelling with integrated 
dynamic models. The documentation is based on various internal reports, 
interviews and a survey. As this project has not been designed using a 
Consequence design approach the results of the survey are only presented here 
in a qualitative format and only regarding the configuration of the integrated 
dynamic model. The focus of this case study is to demonstrate some of the 
model- and tool specific limitations and qualities of integrated dynamic models. 
 
Introduction 
The Kirk project is a highly complex masonry building designed by Studio Olafur 
Eliasson. The project is to be completed in 2016. Grontmij has not participated in 
the design, nor participated in consulting the building design of the building. 
However, by a third party Lundgaard & Tranberg, Grontmij was consulting on 
issues on related BIM-developments on the building project. Specifically Grontmij 
transferred highly detailed double curvature surfaces from one design tool to 
another. In this process it was decided to reverse engineer the main structure of 
the geometry model and process this into the parametric tool Grasshopper as a 
parallel test case. The reason for this was twofold. 1) Grontmij used this as a case 
study for internal training purposes as reverse engineering would allow more 
people in the company to work with Consequence based design and 2) at the 
request of the author, to test the limits of the plugin Termite (Negendahl, 2014c), 
which was under development at that time. 
 
Modelling highly complex buildings with high level of parametric flexibility 
In Section 2.1.4 on the discussion on parametric flexibility, it was specified that 
sufficiently flexible models will accommodate changes spanning multiple levels 
of information. And given a high level of flexibility, the parametric model can 
absorb new information and ongoing decisions. However, in practice Harding et 
al. (2012) experienced limitations to the parametric tools and in some cases the 
parametric model schema would not cope with the large scale changes. In this 
case, the interest was based on how complexity limited the flexibility of the 
integrated dynamic model. Further, the aim was to see to what extent might it be 
(commercially) viable to consider integrated dynamic models in complex 
buildings. 
 
The existing model material was composed in mixed design tools of fixed 
geometry delivered in 3D and in 2D by the building designers. Once the entire 
geometry model was imported in Rhino, the “reverse engineering” or 
parametrization of the geometry was initiated. In Figure 37 the parametric base 
model is seen. The dark intersecting barrel-like features are representations of 
four building sections. The white “cut-out-pillars” represent the geometry that was 
subtracted from the building sections. This Boolean intersection created the 
placements of windows around the building. At this point, any of the many pillars 
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or barrels could easily be shifted, resized and modified in many other ways, thus 
fully parametric and re-defined through the VPL.  
 
 
 
Figure 37 The parametric base model was created by the translation of non-uniform “cut-out-pillars” seen in 
white, which defined the cut-outs for the glazed areas in the masonry-façade. Image by courtesy of Grontmij ©   
 
 
The next step was to (parametrically) model the details needed to simulate the 
energy consumption of the entire building. To do this it was necessary to 
completely model the building envelope and subdivide the internal space into 
thermal zones. Additionally, the VPL was used to define a parametric control of 
HVAC-systems systems and non-geometrical features like internal loads. This 
new and much more detailed parametric model was coupled to the BPS tool Be10 
(SBI, 2013) through an early version of Termite (Negendahl, 2014c) to form an 
integrated dynamic model (Figure 38). 
 
 
Figure 38 The integrated dynamic model. The design tool Rhino combined with the VPL Grasshopper and Be10 
through Termite 
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Results 
The real challenge was to maintain flexibility while subdividing the geometry. 
Much effort was put into representing the geometry as truly as possible, coming 
down to the smallest details of the exact curvature of the cut-outs. This led to 
various challenges in maintaining automatic translation into zones; for example, 
assigning rules to calculate the inner volume based on the highly varying outer 
geometry was a challenging task. Inner volumes however could easily be 
estimated in other ways, but the test was performed on the extreme case, and 
therefore automations were included in almost any conceivable parametric 
relationship. As it can be seen in Figure 39 (to the right), the graph-based model 
was growing out of proportions. Every window could for example be individually 
tweaked by parameters. It became quite obvious that a different type of 
parameter tuning was necessary if the simulationists were to have control over 
the building in future projects.  
 
 
 
 
Figure 39 The integrated dynamic model was growing in complexity and scale. To the left are various surface 
types seen in different colors. Each surface has several ontology rules associated with them e.g. material type, 
thickness, orientation etc. Image by courtesy of Grontmij ©   
 
 
The integrated dynamic model was able to represent a precise geometric 
representation of the building. The geometry model was quite possibly far more 
detailed than the BPS tool is developed for. In this sense, the case demonstrated 
exactly what it was supposed to: it is possible to parametrically model a complex 
building with integrated dynamic models. However, the extensive graph-based 
script, and the simulationists’ devotion to parametrical definition to test every 
parameter the BPS could tool could handle, made the model very computationally 
heavy. The simulationists measured a speed drop of a factor 10 from a simulation 
with very simple non-geometric model to the complex model shown in Figure 39. 
 110 Consequence based design 
This not only made the model harder to deal with, it also meant that the design 
feedback became much less interesting for the design team. Therefore, fast 
feedback was found a highly valuable characteristic of the integrated dynamic 
model. 
The very specific ways the pillars had cut the building, the window geometry and 
zoning had to follow dis-continuous modeling principles. For example, in some 
situations the cut-out-pillar was creating an arch and in other cases splitting the 
building volume in two. This required different types of automations. In some 
combinations of splits and arches the model ended in creating non-compliant 
geometry, which made the model return an error. This error was propagated into 
the BPS that returned wrong results. It was found necessary to construct quality 
check-points in the model to ensure the BPS tool was receiving what it was meant 
to. 
 
Based on the authors own experiences the following lessons were learned in 
relation to Consequence based design approach: 
 
· Immediate results are very valuable 
· Large graph-based models slow down the consequence feedback 
· Integrated dynamic models can improve modeling precision significantly 
· High visual quality is valuable for internal communication 
· High visual quality is valuable for external communication 
· Consequence feedback can be delivered on both parametric and fixed models 
 
The case showed that coupled BPS tools are of increasing interest for the 
Consequence based design method if feedback is faster. A highly complex model 
that is computationally expensive takes several minutes to generate feedback, 
and this was found to be a limiting factor for the design process. Considering the 
alternative, i.e. manual updates in separated BPS tools that would take hours or 
even days to update, the approach is however far more relevant for the early 
stage design process. Precision is important, but the important findings here were 
that speed is also highly valuable, and if precision was the limiting factor, speed 
became even more important. 
 
A key-finding was improved precision. When the simulationists compared the 
calculations made with Termite with existing results made by manual remodeling 
in Be10, the simulationists found the integrated dynamic model inputs to be 
between 10 % and 25 % off the manual model. Especially the doubled curved 
surface areas were greatly under-estimated in the manual model. For example 
were the curved exterior walls greatly overestimated (in some places 25% larger 
than in the referenced model). Therefore, it must be concluded that the 
measurements and direct referencing techniques used in integrated dynamic 
models improve accuracy significantly over the manual remodeling approach.  
The simulationists further identified the visual dimension of the model to be highly 
valuable. This was found especially valuable for communication purposes to 
other members of the design team because this level of visual communication 
previously had not been possible with other tools. Within the engineering team, it 
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was now possible to communicate the performance requirements in a much more 
direct fashion. Therefore it was concluded that such models would be of great 
value when multiple in-house disciplines were to cooperate and jointly 
communicate design changes to the building designer. In relation to this it was 
found that the architects working on the particular project were very interested in 
receiving visual performance feedback over traditional reporting, even though the 
architects themselves were not in control of the actual model.   
 
Conclusion 
From this case study it was found that great planning in constructing the 
integrated dynamic model is needed ensure valid feedback from the BPS tool. 
There is a need to develop robust ways to quality check the model before and 
after simulations. From an analysis of the particular integrated dynamic model, it 
is established that the traditional way of modeling complex buildings (especially 
double curved surfaces) in the BPS tool Be10 has been very imprecise. The tool 
Termite showed that with fixed (non-parametrical) geometrical models, even 
double-curved surfaces could be effortlessly evaluated through the integrated 
dynamic model, thus increasing the validity of calculations. The fully parametric 
integrated dynamic model showed it is possible to model any design variable in 
the BPS tool. As long as the integrated dynamic model allows the design variable 
to transmit into the BPS tool, there was no limit in how many open design 
variables the model could administer. Nonetheless, due to the limitations of the 
graph-based VPL, the number of open design variables, and the ontology rules 
that followed to control these, increased the computational load significantly. Still, 
the integrated dynamic model allowed the simulationists to calculate several very 
different solutions in few minutes. This would manually have taken (working) 
hours or even days more than by using the automations made possible by the 
VPL and Termite. The building designers found the results much more relevant 
as the model could deliver visual results in turn for deductions in a report. 
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4.1.3 Case study: Nordfløjen 
This case focuses on the façade design of a new hospital in Denmark during the 
early design stage and concerns the development of a High-Performance 
hospital Building. Specifically, this includes a discussion of measures taken to 
maintain high levels of daylight and direct sunlight in each zone, while passively 
reducing energy consumption.  
Rules-of-thumb, pre-simulated data and entire building energy simulations in 
Termite (Negendahl, 2014c) are combined into an integrated dynamic model. 
This case study documents a way to manage opposing criteria and control heat 
and energy balances with integrated dynamic models. The documentation is 
based on various internal reports, the competition entry, interviews and surveys. 
The team behind the project consisted of 3XN, Aarhus Arkitekterne, Kristine 
Jensens Tegnestue og Nickl & Partner Architekten AG and Grontmij Architectural 
Engineering.  
 
Introduction 
In the past few years, numerous hospitals and large scale extensions of existing 
hospitals have been designed and are now being built in Denmark. The new 
hospitals are part of a nationwide plan to improve the efficiency of the Danish 
healthcare system. One of these new hospitals is a 52.500 m2 extension of 
Rigshospitalet in central Copenhagen. The new extension is called Nordfløjen, in 
English “The North Wing”. The project is to be completed in 2017. 
 
A three step competition to the general AEC-industry was issued in 2011 
(http://www.regionh.dk/, 2011). One of the design requirements was to utilize an 
evidence based design process (http://www.rigshospitalet.dk/, 2010), and 
thereby documenting that the design proposal would benefit faster recovery of 
patients. Research such as R.S. Ulrich, C. Zimring et al. (Ulrich et al., 2008) 
concerning the implementation and assessment of Evidence-Based Design 
(EBD) of hospitals emphasizes the importance of using credible data in order to 
influence the early design process. Therefore, from a very early design stage, the 
simulationists were invited to increase the knowledgebase of high quality indoor 
environments to the rest of the design team. Another design requirement was a 
very low building energy consumption matching the Danish 2015 energy 
regulations (Danish Building Regulations, 2013) of office buildings. This meant 
that the focus of high quality indoor environments was greatly challenged by 
reduced energy consumption. 
 
Analysis of the winning proposal 
Some of the main winning conditions based on the judges’ feedbacks were that 
the final proposal of Nordfløjen had a well-organized building layout to minimize 
walking distances for staff. The planned functions requiring natural daylight and 
sunlight were placed in the best areas possible. In this way it was possible to 
increase staff-to-patient contact, and higher sunlight and daylight exposures 
would increase patient recovery rates.  
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To achieve these winning conditions the solar loads on the building envelope had 
to be optimized along with the internal planning. This required a high demand of 
sun exposure to certain room and area functions, which again required precise 
handling of the façade and ventilation, and cooling system. It also required a 
model that was able to remap the entire functional space planning in a very fast 
and efficient way. The proposal turned out to be one of the most cost efficient 
projects among the competing proposals, both in terms of construction costs and 
life cycle cost.  
The central argument in the integrated design methodology (Löhnert et al., 2003) 
is that investing worker hours in evaluating building performance is always paid 
back in terms of the total life cost of the building. The problem of participating in 
competitions is the little incentive of investing in such upfront expenses when 
there is no guarantee of winning the project. Nevertheless, the project was 
handled as an integrated design process as it was believed by the design team 
that low life cycle cost was one of the important winning criteria for the client. 
 
Handling design criteria 
The main task from the very early design stage was to ensure that all participants 
in the design team had a completely clear picture of all design criteria and 
requirements. In large scale projects with several stakeholders interacting, such 
a task can be very difficult. Many of the criteria, even governmental requirements, 
were up for discussion at least once. The way criteria and requirements shift and 
change during the early design stage can be very expensive in terms of worker 
hours if the altering building proposal is to be evaluated again and again.  
The various members of the design team had biased and separated focuses from 
the start; for example, the simulationists had focus on balancing indoor 
environment and energy consumption. One sub group of the building designers 
(Plan team) had a crucial understanding of planning the layout efficiently and had 
their main focus on this part. Another group of building designers (Façade team) 
focused their work on the façade as well as the inner and outer appearance and 
experience of the building. The simulationists in the team were divided into two 
groups. One group (Structural team) focused on bringing costs down by 
rationalizing geometry in terms of static considerations and handling fire escape 
routes etc. The other group (Energy team) primarily discussed in this case study, 
handled the building performance in terms of energy and the indoor environment 
(daylight, sunlight and air quality). All members were specialists in their respective 
field, but very few had an insight in all the design requirements and end goals for 
the project as a whole. 
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Figure 40 Overview of the outcome of the integrated dynamic model of Nordfløjen. The model generated 
continuous energy performance feedback that again affected the planning of room functions, WWR and 
placement of solar shadings. Image by courtesy of Grontmij ©   
 
 
Embedding design criteria in an integrated dynamic model 
It was decided amongst the Façade team and the Energy team to use an 
integrated dynamic model to simulate and visualize the “optimal” WWR and 
placement of solar shading on the façade. This would help the simulationists 
understand the architectural concepts as well as providing feedback of building 
energy performance, daylight and sunlight performance to the architect in their 
native design tool (Rhino). The Façade team was able to communicate what they 
found to be optimal in terms of WWR and placements of solar shading to the 
simulationists who in turn attempted to balance out the competing criteria of 
energy consumption and indoor environment. 
 
For the integrated dynamic model to work as intended, various requirements and 
end goals had to be correlated between the Façade team and Energy team. The 
teams collectively decided the rules of minimum requirements of energy 
consumption and indoor environment as well as the architectural goals of a 
diverse façade and a green roof. The diverse façade was a way for the Façade 
team to explain how opaque and transparent surfaces in the building envelope 
had to appear differently from any angle.  
 
Four main design criteria for the building envelope were formulated: 
· Green roof strategy, minimize the need of solar panels 
· Diverse façade strategy, ability to generate window distribution to appear 
handcrafted and ability to fit the zone planning in different ways  
· Daylight strategy, maximize the daylight conditions in wards, public areas and 
offices. 
· Sunlight strategy, maximize direct solar exposure in wards 
 
A green roof strategy meant that large parts of the roof area were to be cleared 
of solar panels, which again meant little to no electrical contribution to the 
electrical energy consumption. The green roof strategy combined with the need 
of a very transparent façade meant that the electricity demand for ventilating and 
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cooling the building had to be controlled, since the building had to live up to the 
Danish 2015 energy requirements (Danish Building Regulations, 2013). It was 
important to control the energy properties of the building envelope in detail. 
Therefore, many different suggestions of controlling the overall building heat 
balance were discussed. The most cost efficient system was to utilize a district 
heating and cooling system and to minimize the need of external dynamic solar 
shading. 
  
The main energy and indoor requirements were formulated: 
· Maximum overall building energy consumption of 41.1 kWh/m2 per year 
· Minimize the need of solar shading systems  
· Maximize the window wall ratio of the façade   
 
Setting up rules of an integrated dynamic model 
An integrated dynamic model was set up by the Façade team and the Energy 
team collectively; the model rules were controlled mainly by the Energy team and 
refined during the design process. The model worked by dynamically reading 
geometric data from the fixed architectural geometry model made in Rhino.  
 
 
Figure 41 The integrated dynamic model. The design tool Rhino combined with the VPL Grasshopper and the 
BPSs Be10 (Termite) and Ecotect (Geco)  
 
 
To ensure that the data model was properly formatted when sent into the coupled 
BPS-tools (Ecotect (Autodesk, 2013b) and Be10 (SBI, 2013), see Figure 41) the 
Façade team and the Energy team came up with a simple rule set of data 
handling (much like a simple MVD, see Section 2.4.5), which mainly consisted in 
using explicit Rhino layers for drawing predefined objects. One layer, for example, 
could only contain roof geometry. 
To maintain maximum control of the indoor environment performances of the 
various room types, the Façade team separated the façade into six different 
layers corresponding to six different categories (in Figure 40 to the left only four 
of the categories are illustrated).  
 
· Public areas (e.g. hallways) 
· Technical areas (e.g. server rooms) 
· Treatment areas (e.g. operation rooms) 
· Ward areas (e.g. wards) 
· Office areas (e.g. reception) 
· Closed façade (e.g. in front of lifts where no windows are needed)   
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The idea was that the different categories had different criteria of indoor 
environment (i.e. thermal requirements, air quality and daylight distribution). 
Instead of controlling each room individually, the categorization helped the team 
to control the whole building in the integrated dynamic model. Categorization by 
room type is however not sufficient to take the highly irregular weather effects 
and solar distributions into account. For that reason, three further subdividing 
categorizations were developed as illustrated in Figure 42.  
 
 
 
Figure 42 complete characterization scheme: room type, orientation, sun exposure and daylight potential in that 
order. Here the daylight potential of wards facing south/west in high sun exposed areas is shown.  
 
 
The integrated dynamic model was set up with two different BPS tools. Ecotect 
was used to calculate the average direct solar exposure on the façade as well as 
the access to daylight by calculating the ambient daylight on the façade. The 
second BPS was the Danish national building energy calculation software Be10 
that was utilized to perform a whole building energy simulation. The VPL 
Grasshopper was used to link the BPS tools to Rhino. The link to Ecotect was 
handled by Geco (UTO, 2013) and the link to Be10 was an early version of 
Termite (Negendahl, 2014c).  
The results from Ecotect were read back into the model (see  
Figure 43) and used to sort the façade into three different “sun exposure” 
categories (Figure 42). Essentially, the sorting mechanism grouped the façades 
with a high degree of solar insulation, to help estimate where external solar 
shading would be most efficient. Ecotect was also used to make another 
simulation of daylight potential (CIE-overcast sky simulation measured in lumen). 
This simulation was used to evaluate each square metre façade upon its access 
to daylight; “daylight potential” (Figure 42). These subdivisions were thus further 
separating the façade into three sub-categories; no-to-little daylight potential, 
medium daylight potential and high daylight potential. Essentially, the daylight 
potential was an evaluation of shading magnitude of the surroundings and the 
building itself. The whole categorizing scheme resulted in individual control of 
6x8x3x3 = 432 different ways to design the façade. Based on the outcome of 
these sub categories, the most effective choices of glass-types, along with 
different window properties were chosen by the Energy team (aided by various 
automations and design rules as explained below) and sent as an input to the 
second BPS tool Be10. 
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Figure 43 Process of using the integrated dynamic model across members of the design team. The Geometry 
model defined by the Façade team was read by Grasshopper. Ecotect was used to make two calculations a) a 
solar insulation simulation and b) CIE overcast sky simulation. Grasshopper was used to sort the façades into a 
characterization scheme which was fed by Termite into Be10. Be10 was used to simulate the overall energy 
consumption of the building. The results were sent back to the Façade team with WWR visualized in the original 
Geometric model.  
 
 
Each of the 432 options in the categorization scheme could essentially have any 
number of design variables attached to them, for example individual control of 
glazing type and window height. This of course is very time consuming if 
automation was not an option. The VPL made it easy to implement various design 
rules. An example of such a rule is “for zones with the need of high solar 
exposure, adjust the g-value by the variable α in each of the windows in the 
façade”. This could be rewritten into a g-value dependent on the average solar 
insulation on the façade, ܳ௦௢௟ (W/m2) and the principal variable ߙ: 
 
݃ ൌ ܳ௦௢௟ ∙ ߙ  
 
This and other similar rules made it possible to control the 432 “unique” façades 
by 48 design variables much like ߙ. These design variables covered generative 
rules on WWRs, rules to set enumerations on thermal conductivities, rules of 
setting of solar shading types, as well means to adjust as electrical lighting control 
systems, cooling loads and solar cell properties. A few of the 48 design variables 
were used to adjust the relative magnitudes of sun exposure and the daylight 
potential. This was done manually as the three way sub-division was found to be 
too simple to represent every single aspect of the design.  
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Results 
The Energy team chose to visualize the effect of WWR in the Façade team’s 
model as colors on the façade as seen in Figure 44, but the actual results were 
represented as lists containing WWR, window type and properties and solar 
shading type. These lists were generated as an alternative to generate actual 
façades on the building (principle illustrated in Figure 45) for one reason: the 
Façade team wanted to manually control the façade composition. The Façade 
team thus used the data model as a basis for their detailed façade design.  
 
  
 
Figure 44 Screen shot of the model as seen in the Façade team’s tool Rhino. The colors represent different 
variations of WWR results from numerous iterations through an entire building energy performance simulation 
tool. Image by courtesy of Grontmij ©   
 
 
Several hundreds of different combinations of variables were tested by the 
Energy team before the chosen results were sent to the Façade team. Each test 
took less than a minute thus making it feasible to test less conventional design 
concepts. This process saved many discussions of sub optimality and time 
consuming adjustments between the two teams. The process allowed the Energy 
team to seek a solution that meets all the predefined design requirements, and 
then present the solution via the integrated dynamic model.  
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Figure 45 The Façade team used the WWR data to panelize the façade and the solar shading data to place fixed 
and dynamic shading systems. All data was streamed through a dedicated server linked to the integrated 
dynamic model. Image by courtesy of Grontmij ©   
 
 
During the design process changes to the façade geometry and re-planning of 
the floors were followed by continuous updates of the integrated dynamic model. 
The model gradually took more details into consideration. For example, the 
Façade team resolved various design challenges with the composition of the 
façade panels, and the Energy team settled the details of ventilation systems and 
the heating and cooling system. At a point in the process it was decided to place 
parapets at every floor above ground floor, and later the ceiling was retracted 
from the façade two meters into the room to let in more daylight. Specific panel 
distributions were tested with the same model and the consequence was 
continuously monitored by the by the simulationist and the building designers. 
The integrated dynamic model was used to simulate and qualify several 
thousands of solutions in this early design stage.  
 
All survey respondents agreed that the integrated dynamic model had created a 
better common starting point of collaboration between the members in the design 
team (statement A, Table 6).      
 
 
Table 6 Level of agreement to the five statements A-E (see Section 4.1)   
 
 
 
Several of the engineers in the Energy team argued that the option to visualize 
results in the building designers’ original model improved the collaboration 
between the architects (Façade team) and the engineers (Energy team). This is 
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also seen in the engineers’ preference toward the visual quality of the model 
(Table 7). Integrated dynamic models thus provide a flexible way of displaying 
building energy performance and daylight feedback to the building designers in 
the early design stages. 
 
All respondents agreed to some extent to the five statements seen in Section 
4.1.1 only statement D, concerning “exploration of architectural expressions and 
concepts of the building design that is not directly associated with the (simulated) 
building performance”, remained unanswered by most survey respondents.  
 
 
 
Table 7 Preference towards the model features (see Section 4.1)   
 
 
 
The Consequence based design approach was found to be highly flexible and 
able to incorporate criteria from many disciplines. The integrated dynamic model 
was found robust and highly flexible, even though the model was decomposed 
and processed through multiple levels of design tools, VPLs and BPS tools. One 
respondent from the survey noted that the impact on the simulated performance 
could not have done without parametric tools due to the complexity of the design. 
And the window sizes and distributions were a direct result of the energy 
calculations. 
 
Main challenges associated with the model 
It was decided to reduce the need of solar panels and create constraints on room 
heights in the earliest formulations of the design criteria. If such agreements had 
not been settled upfront the façade design could have ended up very differently. 
Criteria happen to change during the design process and some changes may be 
difficult to implement in an integrated dynamic model without re-scripting the 
model. It is for this reason essential to stay focused on the design criteria during 
the entire design process. And if the design criteria changes, all members 
involved in the integrated dynamic model must agree on the new criteria terms. 
 
The building could have been optimized (by coupling the model to an optimization 
algorithm, see Section 3.4) in relation to building energy and life-cycle costs, if 
the teams had wished to do so. However, as the building was designed as part 
of a combined heuristic design process, optimality was too challenging to 
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process, measure and automate. Nonetheless, the integrated dynamic model 
was found to provide a combination of qualitative analyses and quantitative 
analyses in the same model. And as one response from the survey argued, the 
approach enabled the design team to optimize solutions, thus the approach was 
a clear improvement in relation to the standard or old-fashioned design 
processes. The coupling method using Termite and Geco was found to provide 
valid feedback on energy consumption and daylight considerations for the early 
design stage, even though the used method was a simple approximation of the 
whole building energy consumption and daylight potential. These key 
performance parameters are only a few of many important performances in High-
Performance Buildings the design team need to take into consideration. Other 
building performance feedbacks e.g. structural, acoustical, environmental, etc. 
may very likely have had more influence on the final façade design if these 
considerations had been included in the model. And in terms of daylight, more 
precise daylight factor simulations of each room would have provided much more 
valid results. The model simply evaluated the thermal indoor environment based 
on the average solar gains combined with the use categories (room type). Based 
on these data the Energy Team had reasoned the amount of needed ventilation, 
set points and other controls for the ventilation system. A coupled dynamic BPS 
tool (ideally multi zone model) to evaluate thermal indoor environment might have 
changed the final outcome. As for the (missing/desired) thermal evaluations the 
reason that daylight simulations were not part of the model was that the 
simulations were considered too computationally heavy and too slow to provide 
the level of responsiveness required by the design team. Also the low information 
level at this point of modeling meant that crucial information on room and window 
geometry was missing. As a consequence, it was found very difficult to perform 
valid daylight simulations and hourly-based thermal indoor environment 
simulations at this given time in the design process.  
 
Conclusion 
The integrated dynamic model gave the simulationists (in this case, the Energy 
team) the opportunity to simulate the entire building energy performance of a 
large complex building faster and with higher precision in the early design process 
than it was previously possible. The interactions between members of the design 
team were greatly affected by the use of integrated dynamic models. The 
responses from the survey identified that the design team developed a common 
understanding of what the integrated dynamic model could bring to the design 
process. Therefore, the effort to develop/implement/use the model was driven by 
a collective aspiration. This understanding carried a respect for the different 
architectural and engineering disciplines. One respondent mentioned that the 
integrated dynamic model provided a communal “language" that "translated" 
(engineers’) analysis into tangible design impact for the rest of the design team. 
And in particular, the design process advanced because of the accelerated 
analysis speed due to the approach. The integrated dynamic model and the 
Consequence based design approach were thus able to accelerate design 
changes towards High-Performance Buildings. Based on the survey all 
respondents agreed upon the five statements seen in Section 4.1.1. 
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4.1.4 Case study: Nordic Built 
Nordic Built compared to the other projects had the largest ambition in handling 
diverse types of building performance criteria. In this sense it sought the widest 
inclusion of High-Performance Building objectives. The need for fast and dynamic 
evaluations of material choices, life cycle costs, daylight conditions, thermal 
indoor environment, acoustical environment and various structural solutions to 
renovation as well as social implications of these choices were of great 
importance. To test the limits of Consequence based design it was decided to 
replace the typical BPS tool with a new type of evaluation tool that could assist 
the design team in exploring and finding High-Performance solutions in the field 
of social, environmental and economical sustainability. This case study 
demonstrates that a BPS in integrated dynamic models can be substituted with 
any type of evaluation mechanism (see Figure 46). Secondly a design team 
utilizing an integrated dynamic model may use it to evaluate multivariate and 
quality defined objectives and solutions (illustrated in Figure 47). 
 
 
 
Figure 46 The integrated dynamic model. The design tool Rhino combined with the VPL Grasshopper and the 
“BPS” Excel relying on expert evaluations within various disciplines 
 
 
Introduction 
Nordic Built was a project carried out with a large integrated design team. The 
team consisted of Kant architects, Tredje Natur, Niels Bjørn and Grontmij. The 
project lost in 2nd place in a competition held by Nordic Built. These disciplines 
covered architecture, landscape design, social sustainability, acoustical 
engineering, structural engineering, energy and indoor environment. The 
documentations are primarily extracted from the competition entry for the 
particular project, supported by discussions, interviews and surveys.  
 
The integrated dynamic model during the entire project was identified as a tool. 
Unlike the general definition of an integrated dynamic model this coupled BPS 
tool was based on simple spreadsheet calculations assessed by experts in 
various fields of disciplines. Therefore, no simulations have been performed by 
the model. The geometric model was created in different design tools (Sketch-
up, Revit and Rhino). In the beginning of the project it was attempted to link the 
various design tools by using different import/export techniques. This was found 
too time-consuming as the many interoperability problems took much focus from 
the actual important task; to design (High-Performance) buildings. Therefore it 
was decided to develop the integrated dynamic model as a more abstract model, 
which did not contain any geometry, but only references to particular solutions 
and the performance of these solutions. Design evaluations would be carried out 
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by all members in the same model through the spreadsheet interface Excel. Excel 
did not need an introduction and was easy to use by all members of the design 
team. Separate evaluations (including different BPS tools) were used to inform 
individual members in the design team. 
 
 
  
 
Figure 47 The integrated dynamic model was used as a simple multivariate evaluation tool. Here an example of 
the scoring mechanisms. Image by courtesy of Kant and Grontmij ©   
 
 
 
Combining qualitative and quantitative evaluations in the model  
Although few regulations on social performance exist in the Danish building code, 
social value of a renovation project was considered an important criterion for the 
design team.  
To increase social value was per definition regarded equally important as 
reducing cost and energy consumption from an early point in the design process. 
Therefore, to include social sustainability as just another performance the team 
needed to find or develop a fast and robust method to collect and compare social 
sustainability with any other performance requirement. 
 
As the design team spanned over several disciplines, the value in gathering 
knowledge of each field of expertise and combining the elements was found the 
most important task for the design team, but also the most challenging. The 
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design team immediately recognized the “tool-capabilities” of the integrated 
dynamic model as means to clarify this process and to compare very different 
types of performance in a visual and fast way.  
By mapping the preservation and renovation options the main goal was to 
increase the overall value of the building. The difficult task when renovating is to 
find the balance between what is worth preserving and where new additions are 
relevant. The model helped clarify the relevance of options and when an option 
becomes a necessity (Figure 48). The design team argued that the model helped 
them to “define built environment with much greater human considerations in 
mind”.  
 
The design team agreed to design a building that was to maximize the value 
within the three main categories, which was considered equally important:  
 
· Environmental value 
· Social value  
· Economic value 
 
The criteria and building regulations 
One thing is to carry out a renovation project that prioritizes solutions based on 
the ability to comply with the building regulations; another is to go beyond 
regulations. By defining a new design codex, the design team must still comply 
with building regulations, but it became less important as an end goal. As an 
example, the design team valued solutions where energy consumption was 
reduced higher than the solutions where energy needs to be produced. In the 
Danish building regulations, the energy requirements do not distinguish between 
energy created from e.g. solar cells and energy reduced by e.g. more effective 
insulation. Another example where the building code is insufficient is in 
addressing resident behavior in terms of energy consumption and indoor 
environment performance. The design team, for example, valued distributed 
ventilation control and live monitoring of apartment energy consumption higher 
than a simple but more efficient CAV system. The model showed new levels of 
insight in energy reduction options. And since most BPS tools are rarely used to 
model user behavior combined with appliances (e.g. TVs, fridges, etc.) for design 
purposes, the simple evaluation method drove the simulationists to look into new 
ways of considering and reducing energy consumption. Again, building 
regulations impose ways for practitioners of evaluating building performance, but 
this does not mean that the imposed methods are sufficient for doing so. The 
distributed ventilation control (here defined as zone level flow control by a BMS-
system) was however found difficult to model in the current BPS tools available 
today. This is mainly because of the very high complexity of user behavior 
creating high levels of uncertainty. Therefore, when distributed ventilation was 
used in a solution, the performance was simply estimated by the simulationists.  
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Figure 48 By defining sustainability, it was straightforward to start the discussion on what is more “sustainable”. 
The “tool” is basically an integrated dynamic model where the BPS tools are replaced with qualitative expert 
assessments. Image by courtesy of Kant and Grontmij ©   
 
 
The grading mechanism 
The grading mechanism was based on a two-step evaluation procedure. 
  
Each main category (Environmental value, Social value, Economic value) was 
decomposed by the design team into several sub categories as seen in Figure 
49. The relevance of the sub category is rated with a number between 1 and 5. 
The “relevance factor” is a measurement that indicates the importance of the sub 
category relative to the other sub categories in the same main category. 
Therefore t when first established, the relevance can be considered as a 
fingerprint of the particular needs of the project. The relevance factor is translated 
into a percentage based on the weight of 1-5 and the relative weight in its main 
category.  
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Second part of the procedure is the evaluation of solutions. The design team, as 
described earlier, produced several solutions in different design tools and BPS 
tools. Each of these solutions was given a performance score between 0 and 10 
in each sub category. The “performance factor” is a measurement of the 
performance of the sub category. A high performance score indicates a better 
solution than a low score. The total score is the total weighted performance. A 
renovation project that performs better than 50% is considered a well performing 
solution. A performance above 65% is considered an excellent solution.  
The way the sub categories are defined and the fact that economic sustainability 
makes up one third of the total evaluation means that a total score beyond 75% 
is very difficult to obtain. The reason is that good solutions are rarely cheap, and 
“perfect” solutions may not exist. 
 
 
 
Figure 49 Explanation of the “tool” part 1. Image by courtesy of Kant and Grontmij ©   
 
 
The model was first and foremost capable of visualizing consequences of the 
design team priorities. The overall focus is given to the three areas of 
sustainability: Social value, economic value and environmental value. Each 
category is given an importance factor of 33% - thus reflecting that social quality, 
economy and environmental value are equally important. Each of the three 
categories is divided in a number of sub categories.  
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The sub categories serve as questions to the performance of the given building. 
A sub category in the environmental value could be “to what extent are new 
materials recyclable?” or “to what extent do windows reduce energy consumption 
in the building?” A sub category in the social category could be “to what extent 
are the materials experienced as value?” or “to what extend is the residential area 
connected to the surrounding community?”  
As the sub categories could be rated unequally important for the particular site, it 
created challenges for the experts in each of their own domain (see Figure 50). 
As an example, (the reduction of) energy consumption through the building 
envelope was evaluated slightly over the (acceptable) daylight factor in all areas. 
The design team acknowledged that this prioritization was a challenging task but 
argued that this was paramount when searching for a better shared and single 
solution. 
  
 
 
Figure 50 Explanation of the “tool” part 2. Image by courtesy of Kant and Grontmij ©   
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Results 
The design team identified the model as a tool helping the design team (and the 
client) to choose and prioritize the most sustainable solutions, including:  
 
· The model acted as an interdisciplinary facilitation and collaboration tool that helps 
determine relevance and efficiency of various criteria based on expert knowledge 
· The model acted as an analysis tool that helps a client to choose between many 
options that have different consequences in terms of environmental, economic and 
social sustainability  
· The model acted as an evaluation tool that provides the client with data and knowledge 
of the impact of the selected choices, before, during and after the building is built 
 
The model served as a dynamic analysis tool during the entire design process. It 
enabled the design team to discuss and evaluate every option relevant to the 
different disciplines. The design team argued that the use of an abstract, simple 
and qualitative model (opposed to a fully automated model working in multiple 
BPS tools) was much faster and a more direct way of producing solutions of high 
quality across the disciplines. The design team also argued that the qualitative 
analysis also facilitated innovation within the design team. For example to utilize 
a BMS system, well knowing that Danish regulations would not “credit” such 
initiatives, was innovative. 
The choice of an abstract model meant that the model did little to improve the 
simulated performance and did not aid in the exploration of design as seen in 
Table 8, statement C. This is mainly due to the model’s inability to host parametric 
geometry and other design variables. The model could only facilitate the grading 
mechanism and solutions as reference to existing choices. Nonetheless, the 
engineers in the team still seem to regard the model as being able to improve 
building performance. This is mainly because the approach imposed diverse 
perspectives on the indoor climate concept, which enhanced the reflections of the 
entire design team. The model therefore helped generating a complex 
sustainability strategy that included the use of simulated performance evaluations 
from external tools. 
 
 
Table 8 Level of agreement to the five statements A-E (see Section 4.1)   
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One respondent from the survey noted that the model was inspiring when working 
creatively with performance based demands from the pre-design stage. And it 
directed the programming of functions and helped to implement and 
communicate complex sustainability concepts. The collaboration goes further 
than the mutual respect of the professions as the model made the decision of one 
solution compared to another much more transparent. As the solutions have 
eminent impact on every discipline, the model made it easy to comprehend why 
one idea was better than another.  
 
One may think of the Consequence based design approach as the means to 
provide the design team with a set of rules for them to follow in the early design 
stage. This sounds problematic and not much different from the integrated design 
methods and the critique that followed (see Section 1.1). One major difference 
between the two approaches is that in the Consequence based design approach 
the rules are defined by the design team and not from outside imposing methods 
and criteria. The case showed that unilateral focus on energy consumption has 
its pitfalls, and not only on indoor environments. But when all members of the 
design team are included in the attempt to achieve the objectives of High-
Performance Buildings and the design team’s own objectives, the task of 
optimizing solutions becomes much more relevant for all disciplines.  An energy 
efficient building does not in itself ensure a livable healthy and sustainable 
building. But the inclusion of criteria that ensures livability and sustainability 
changed the criteria on e.g. energy efficiency to an opportunity for the design 
team rather than a restriction on the design team.  The design team argued that 
the model helps the array of disciplines participating in the early design stage 
(designers, architects and engineers) to focus in a more human scale with 
precision and priority.  
 
 
Table 9 Preference towards the model features (see Section 4.1)   
 
 
 
An energy renovation project can be dealt with in generic terms. “Add more 
insulation, new windows and put solar cells on the roof”. The design team argued 
that the mapping method included in the model ensured that “every penny is 
invested in the most efficient way”. This was ensured by the rating mechanism of 
sub categories in terms of relevance factors. Quality is however subjective, but 
then a subjective performance evaluation of one initiative compared to another 
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can be very objective, if the comparison is done systematically in a transparent 
way. The integrated dynamic model would therefore help keep the difficult 
balance between quality/ subjectivity and efficiency/ objectivity. With respect to 
the design team’s preference of the model, it is seen from Table 9 that flexibility 
and speed are top-ranked. Visual quality was least important for designers and 
engineers but architects ranked the visual perspective high. In visual terms, the 
model did only produce rose-diagrams with or without annotations as seen in 
Figure 49, and therefore its quality has much to do with how the model could be 
used as an illustrative tool to display solutions.   
 
The design team ended up with a renovation solution that lived up to the Danish 
Low Energy Classification 2015 (Danish Building Regulations, 2013) without 
energy producing measures (such as solar cells). The design team argued that 
the model helped in making that decision. 
 
One of the most important features of the approach and the use of the model was 
the ability to relate to multiple types of technical parameters and more abstract 
qualities. The model was in this case used to clarify both objectives and solutions 
between interdisciplinary focus areas. This made the model very relevant for 
interdisciplinary work. Energy renovation is a simple task if only defined by pure 
energy performance. Innovative sustainable renovation can combine more than 
singular well defined objectives to combine “livability” with low energy 
consumption in a narrow economic frame. 
 
Identified needs for further developments 
Next step for further developing the “design tool” is introducing it to the client and 
the residents - and improving and qualifying the areas of interest even more. The 
integrated dynamic model is a dialogue instrument, and it could evolve into a 
database for all involved stakeholders for future projects of similar character.  
In terms of energy and indoor environment simulations, the present case was 
neither complex in terms of geometry nor in terms of the variance of solutions. 
For this reason, separated energy, daylight and thermal indoor environment BPS 
tools and models were used to inform the assessors. It would be preferred if the 
design team had modelled the solutions in the same design tool and the VPL 
could automate those assessments that were in fact quantitative.  
  
Conclusion 
The main idea to bring qualitative evaluations into the model was an important 
step in designing High-Performance Buildings covering all areas of sustainable 
thinking. The Consequence based design approach was used in this project 
evolving around an integrated dynamic model that is able to generate strong 
visual and informative feedback to the design team. In this case, the integrated 
dynamic model was composed of a design tool, a VPL and an assessment tool. 
The design team argued that quality assurance was kept by using a strict 
evaluation system throughout the process, and that all members of the design 
team were regarded as experts in their own field of discipline. The argument was 
that this has led to uniform and high quality assessments of the different 
 132 Consequence based design 
categories and different solutions. Nonetheless, some of the decisions such as 
the inclusion of BMS-systems with personal monitoring were found too difficult to 
model with available BPS tools. Therefore, some of the energy and indoor 
evaluations and weights given to these decisions may have introduced bias in the 
system and thus in the choice of final solutions. The difficult part of qualitative 
assessments is to minimize such biases. From the survey the respondents 
agreed upon statement A, B and E (seen Section 4.1.1), hence disagreeing with 
the statement concerning the model’s ability to improve (simulated) building 
performance (statement C). The reason is the lack of coupled BPS tools. The 
model was simply not handling simulated performance in a quantifiable way, as 
e.g. the model in the case study Kirk. In terms of the disagreement toward 
statement D, the model did not help to assist in the exploration of architectural 
expressions and concepts of the building design that are not directly associated 
with the (simulated) building performance. Again, the explanation is found in the 
very abstract model, which could not visualize the solutions, but only the 
performance of solutions. 
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4.1.5 Case study: Good Year   
This case study goes under the pseudonym “Good Year” because of limitations 
and secrecy imposed by third parties. For the same reason, the real project is not 
displayed in any way. To document the applications of Consequence based 
design, the essence and concepts of the model, and where possible the 
collaboration between members of the design team, are therefore reproduced in 
another context. Some of the works found here are also found in the article 
“Building energy optimization in the early design stages: a simplified method” 
(Negendahl and Nielsen, 2015). This case study focuses on explaining the 
process of implementing Consequence based design and the results of this. A 
special focus is put on the implementation of optimization in the integrated 
dynamic model. Documentations consist of internal reports, interviews and 
surveys. 
 
Introduction 
This case study is based on an undisclosed project between the architects BIG 
and the consulting engineers Grontmij. The project has been put on hold for 
undisclosed reasons. The case is used to present the application of the method 
in real life design problems where architectural qualities may supersede other 
objectives.  
 
From the very beginning of the design process the design team sought to avoid 
external solar shadings. External solar shadings were found to be expensive, 
difficult to maintain and difficult to incorporate in the architectural design. The 
design team argued that most, if not all, external solar shading systems could be 
avoided by carefully designing a self-shading (folded) façade (see Figure 51), 
however the design team had no evidence as to how this was done. Therefore, 
an integrated dynamic model with optimization was created to inform the design 
team in how such a folding façade could be designed. 
 
 
Figure 51 Folded façade concept. The amplitude of the façade folds marked by the variable varamp,1-3 creates self-
shading mechanisms on the neighboring façade unit. 
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By removing the external shading system as a viable design option, concerns of 
thermal indoor environment, building energy consumption and daylight 
distributions became a central part of the discussion. Four questions arose with 
the folded façade concept: 
 
1. How much folding21 is needed to avoid overheating? 
2. Does increasing amplitude of folds, varamp (see Figure 51) decrease the energy 
consumption? 
3. If so, does it pay off to use more expensive high performing glazing types22? 
4. How does the folding affect the daylight distributions in the offices? 
 
To answer these questions, it was decided to make use of a multivariate 
optimization method to explore the many solutions where folding could influence 
the energy consumption, the daylight distributions and indoor thermal 
environment while considering the cost of the window systems.  
It was decided among the members of the design team to use an entire building 
evaluation process of energy, cost, daylight and thermal indoor environment; this 
was decided because the building designers wanted to control a continuous and 
changing façade around the building.  
 
 
 
Figure 52 Plan view of a proxy zone represented as a dashed line. The variables are used to constrain the 
optimization process 
 
 
The use of simple representatives of rooms (e.g. by simulating variations of 
rooms) was found by the simulationists in the team to be unfit for this process as 
the small and continually connected variations on the façade would create too 
many possible combinations and thus too many simulations. What was needed 
was a very fast entire building simulation that could (to an acceptable level of 
precision) present the entire building energy consumption, the price of the façade, 
the amount of daylight in every room and estimate the risk of thermal overheating 
                                                                                                                                
21 Amount of folding is determined by adjusting amplitude varamp and window size varpl (see Figure 52) and varblend (see 
Figure 53) 
 
22 High performing glazing types: window panes with reduced convection and radiation heat losses (low U-values) and/ 
or reduced solar heat gain coefficients (low g-values) 
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problems inside the building. To do this, the building needed to be divided into 
thermal zones and simulating each zone would be necessary. However, at this 
point in the design process room placements were not fixed; consequently, any 
zone division was very dubious and would affect the simulations significantly. It 
was for this reason decided to use proxy zones instead of actual room geometry. 
The proxy zone as seen in Figure 52 is defined by a volume extruded into the 
building in a fixed depth (here 5m) from the façade where the window ௔ܹ or ௕ܹ 
is positioned.       
 
 
 
Figure 53 Plan views of a small building example to explain the changes in design variables. 1. shows variations 
over varamp. 2. shows variations over varpl. 3. shows variations over varblend 
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As mentioned on the previous page, the building designers valued a continuous 
façade, where one fold were mostly similar to the neighboring folds; thereby, only 
subtle changes from one façade fold to the next was allowed. In terms of 
optimization, this is a complex type of dynamic constraint. However, the 
implementation of this type of constraint functions is straightforward when VPLs 
are present in the model environment. The design team’s solution is a scripted 
function that utilizes the hyper parameters varamp(1-3), varpl(1-3), varblend  to control 
the folding. varamp(1-3) controls the amplitude in on the three façades while varpl(1-
3) controls the vertical placement of the fold on each façade and varblend adjusts 
the “blending effect” that intermixes the folding between façades.  
Figure 53 shows variations of the hyper parameters; for example, varpl shifts the 
fold clockwise with small values and varamp(3) controls the north eastern façade. 
By defining these geometrical constraints, the idea was to explore the many 
different “optimal” solutions that were provided from the optimization process. 
The different solutions shown in  
Figure 53 do not represent any architectural preferred strategy, but show the 
impact of the design variables.  
 
The integrated dynamic model 
A large effort was put into the choice of simulation tools. Table 10 and Figure 54 
describes three different BPS tools applied in the method; all chosen by the 
simulationists for their ability to evaluate performance with minimum 
computational power and dynamically deliver the results back into the model. 
 
 
 
Figure 54 The integrated dynamic model. The design tool Rhino combined with the VPL Grasshopper and the 
BPSs Be10 (Termite), HQSS*, Radiance (Honneybee) and Cost evaluation*. *created in Python and Grasshopper  
 
 
Radiance (Ward et al., 1988) (Evaluation of daylight, Table 10) is processed 
through the interface Honeybee (Roudsari et al., 2014) while Be10 (SBI, 2013) 
(Evaluation of building energy consumption, Table 10) is processed through the 
interface Termite (Negendahl, 2014c). Be10/Termite performs monthly averaged 
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quasi-steady-state calculations and is used in Denmark to evaluate energy 
consumption of all new buildings. The hourly quasi-steady-state method 
(shortened HQSS) (Evaluation of thermal overheating, Table 10) is written in 
Python and Grasshopper and is based on ISO 13790 (ISO, 2008). 
 
The monthly calculation performed by Be10/Termite gives accurate results on an 
annual basis as demonstrated by Christensen et al. (Christensen et al., 2013). 
But the results for individual months close to the beginning and the end of the 
heating and cooling season can have large relative errors (ISO, 2008). Monthly 
quasi-steady-state calculations may be sufficient to estimate building energy use 
but they are considered too uncertain as a method to estimate thermal indoor 
environment. For this reason an alternative quasi-steady-state method for hourly 
calculations has been added to the model.  
 
The HQSS tool facilitates the calculation using hourly user schedules (such as 
temperature set-points, ventilation modes and hourly control options based on 
outdoor or indoor climatic conditions). The tool produces hourly results, but 
similar to other quasi-steady-state hourly calculation methods, the results for 
individual hours are not validated and individual hourly values can have large 
relative errors (ISO, 2008). Nevertheless, for early design stage estimations the 
use of hourly calculation methods is expected sufficient in detail and precision. 
The HQSS tool is used to estimate an average hourly heat balance to determine 
whether the cooling load can sustain the internal and external heat gains. 
 
The cost evaluation was simply defined as the cost of windows. This was based 
on window type and areas of windows.  
 
Worth noting is that the computing power of using hourly calculation is around 
two orders of magnitude more intensive than divisional period (e.g. monthly) 
quasi-steady-state methods. However, this is still at least one order of magnitude 
less computationally intensive than detailed dynamic simulation methods. 
 
 
Table 10 BPS tools applied to the method 
 
 
 
The multivariate optimization procedure was performed at dual-core laptop over 
a period of three days. A population size of 300 ran through 32 generations of 
SPEA2 (Zitzler et al., 2001) trials with the optimization tool Octopus (Vierlinger, 
2014), which turned out to be sufficient for convergence. On average, every 
simulation/evaluation of the four criteria took less than 30 seconds. This is 
considered very fast when dealing with entire building simulations on regular PCs.  
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Figure 55 The plot in the middle shows axes of a Cartesian space (x, y, z), where x is energy [kWh/m2 year], y is 
Cost [-] based on the cost function of windows and z is ERF(Daylight), which represents the penalized function 
of Daylight factors ERF(DF%). The box size and color describe the amount of hours [h] above the maximum 
cooling capacity. The plan view of 7 selected solutions is shown in the solution space, daylight factors in each 
zone are plotted as a grey scale hatch. The table in the bottom shows details on the objectives for the selected 
solutions   
 
 
In this case seven selected solutions are presented (Figure 55), and as stated 
previously this case is synthetic, the actual choice of solutions is of minor interest. 
Therefore, focus is put on the process to define and create the integrated dynamic 
models, not the results from the models.  
 
It is up to the design team to choose which overall tradeoff strategy suits the 
design better. The seven choices of solutions show that a very diverse façade 
composition with a large amount of folds may be optimal if daylight and thermal 
environment is valued high, but in terms of capital-cost and annual energy costs 
a uniform and almost flat façade composition is better performing. 
 
Results 
This case considers a wide range of problems when BPS tools are used to 
optimize buildings in the early design stages. One is the actual use of optimization 
methods in early design stages, which clearly has its limitations, as machine 
automation is very difficult to combine with quality-defined objectives. Souza & 
Knight 2007 warned that the distance between those that simulate and those that 
design may be one of the largest problems when using optimization methods in 
early design stages: Setting up criteria to evaluate performance and relate these 
criteria directly to design actions is a methodological problem independent of the 
simulation tool being used. It requires simulationists to fully understand the way 
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designers think, i.e. essentially exploring interactions of all parameters together 
and dealing with all the variables at the same time. (Souza and Knight, 2007) 
To a great extent, this can be solved by utilizing an integrated dynamic model 
where both the simulationists and the designers work in a fully coupled 
environment (Negendahl, 2014b). In this case, the design team that consists of 
building designers and simulationists was able to develop an integrated dynamic 
model that took both qualitative and performance based criteria into account. This 
evidently leverages some of the quality assurances mentioned by Hensen 
(Hensen, 2004), such as using appropriate levels of model resolution for the early 
design stage and requirements for sufficient domain knowledge by the users.  
 
 
Table 11 Level of agreement to the five statements A-E (see Section 4.1)   
 
 
 
The model itself was part of the design process that contributed in the decision 
making of how to design the façade. Therefore, the design team did not consider 
the optimization method as a definite form finding process but more a as means 
to extract valuable information from an open ended design problem. This is seen 
in Table 11, Statement D where most designers and architects either disagreed 
or did not see that the model assisted in the exploration of architectural 
expressions and concepts of the building design that are not directly associated 
with the (simulated) building performance. But it had positively assisted in 
achieving High-Performing buildings without compromising the architectural 
expressions and concepts of the building design (Statement E). In an interview 
with one of the architects, he declared that he was not aware that a “full-blown” 
optimization process had been used to inform the design, only that the suggested 
solutions presented by the simulationists were the results of a typical energy 
simulation. This suggests that the integrated dynamic models using optimization 
are regarded as any other integrated dynamic model. 
 
In relation to facilitation speed and the method’s ability to shorten synthesis 
analysis evaluation cycles, as noted by Mora et al. (2008) and Struck et al. (2009), 
the integrated dynamic model was able to generate a new result in less than 30 
seconds on a fairly modest two-core laptop. Speed and flexibility were among the 
top-ranked features of the model according to the design team (Table 12). 
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Table 12 Preference towards the model features (see Section 4.1)   
 
 
 
The flexibility of the integrated dynamic model meant that the objectives and 
constraints of the optimization could be adjusted to fit the design process and not 
the other way around. Even though much of the process of generating solutions 
was part of automation processes, the actual value of the method is found in the 
consequence feedback. In other words, the value is found in the facilitation of the 
design rather than in the automation of the design. 
 
The BPS tools used by the model are integrated and fast, but it comes with a cost 
of validity and precision. The annual energy simulations based on Be10 merely 
present a trend in energy consumption when the geometry in the model is 
changed in marginal steps. For this reason, small façade changes will not affect 
the energy use significantly. The dynamic effects of the building, use e.g. drawing 
curtains when the sun creates glaring effects in offices, are not taken into 
account. And many similar dynamic effects, which are not considered, may result 
in inaccurate daylight and energy evaluations. More on this discussion is found 
in (Negendahl and Nielsen, 2015). In terms of the design team’s preference of 
precision, the designers and the engineers ranked precision higher than the 
architects and others (Table 12).  Therefore, in similar future projects more 
precise simulations may be needed to improve the feedback quality. 
 
Conclusions  
Multivariate optimization combined with simplified building performance tools 
demonstrated the finding of Pareto optimal solutions in reasonable computational 
time. It is clear that an integration of optimization algorithms can drastically 
change the time consumption of performance analyses within architectural 
design processes, allowing designers to focus their attention on taking informed 
design decisions. It is concluded that quasi-steady-state methods implemented 
as part of integrated dynamic models are fast and flexible enough to support 
building energy consumption, indoor environment and cost optimization the early 
design stages. Additionally, these types of models showed potential to integrate 
various types of architectural constraints in the optimization process, thereby 
integrating the domains of the building designer and the simulationist through a 
common platform. 
 
When it comes to using the combined evaluations with stochastic optimization 
algorithms (like the SPEA2 algorithm demonstrated), it can be concluded that the 
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level of precision is sufficient for the initial design approach, but more precise 
evaluation methods are needed in later stages when more detailed design 
options have been settled.  
 
It is concluded that the respondents agreed upon statement A,B,C and E (see 
Section 4.1.1) The model was not found to assist in the exploration of 
architectural expressions and concepts of the building design that are not directly 
associated with the (simulated) building performance (statement D).   
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4.2 Concluding remarks of the case studies 
 
To briefly collect the findings of the five cases this section explains how the 
findings correlate with the approach of Consequence based design with the 
singular focus on tools. 
First, the various integrated dynamic models are discussed in terms of: 
 
· Flexibility (of features and complexity) 
· Speed (of performance feedback) 
· Precision (of the BPS) 
· Usability (i.e. easy to use) 
· Visual quality (for presentation) 
 
Second, the use of the Consequence based design approach is discussed in 
terms of how the design teams used the integrated dynamic model. To structure 
this discussion and to compare the different case studies, the integrated dynamic 
model is considered as a tool to enable certain objectives. Hence, the integrated 
dynamic models are viewed as the ability to support the design team as a tool:   
  
· Sketching tool 
· Communication tool 
· Calculation tool 
· Collaboration tool 
 
Based on the case studies the approach of Consequence based design is 
discussed in relation to the research aims stated in 1.4, the scientific goals in 
section 1.5 and development goals in section 1.6. This discussion includes how 
widely applicable integrated dynamic models are and what circumstances are 
needed to apply the Consequence based design approach for new projects. 
 
4.2.1 Flexibility 
 
The flexibility of the different integrated dynamic models was directly coupled to 
the amount of anticipated changes and the amount of open design variables, and 
it is coupled to the type of performance analysis required from the model. The 
amount of analytical complexity over the parametric flexibility of the involved 
projects is visualized in Figure 56. The analytical complexity is categorized as the 
involvement of multi-disciplinary analyses, the depth of those analyses and the 
flexibility of the coupled BPS tools. The parametric flexibility is primarily 
associated with geometric parametrical flexibility, but also the amount of open 
variables (levels of freedom) relating to the BPS tools influences the parametric 
flexibility. 
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Figure 56 The flexibility in terms of parametric flexibility and analytical complexity of the involved projects. In 
grey the number of weeks (week = 37 hours) one person needs to define, develop and implement an integrated 
dynamic model. 
 
 
The case of Kirk is the most flexible project in the parametric sense. The sheer 
amount of open variables modelled for this project would have been very difficult 
to manually reproduce if the BPS tool and the design tool had not been coupled. 
Based on this alone, if this project was approached in a more traditional fashion 
the geometry model had to be much simpler for the purpose of analyzing the 
energy performance. As the building had multiple double curved surfaces 
intersecting, it was difficult for the design tool Revit to handle it. The integrated 
dynamic model did not show any similar problems in representing the geometry, 
which increased the flexibility of the model. However, the high level of flexibility 
increased the risk of errors in the integrated dynamic model. The simulationists 
concluded that to withstand the increasing number of errors, the model had to 
include some sort of automated quality checks. For example aggregated areas 
could be automatically calculated and their numeric values tested within certain 
bounds, similar quality checks could be placed on the output from the individual 
BPS tools. 
 
The Good Year project on the scale of analytical complexity is the most 
challenging of the involved projects. This was due to the complexity of the 
multivariate optimization and the need for development of new BPS tools 
(HQSS). The model was rather limited in terms of flexibility of features, but the 
number of design variables and their highly irregular effects on the façade 
enabled the model to tackle almost any “folding façade” solution. This high level 
of parametric variation in the model, and the amount of BPS tools coupled to the 
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model made the model more flexible. Nordic Built and Batteriet had almost equal 
magnitude of analytical complexity in the model, but Batteriet was more 
challenging in the sense that the model was coupled to actual BPS tools whereas 
the Nordic Built project model had very little parametric flexibility as all analysis 
was quality defined or based on separate tools. Nordfløjen was the most flexible 
of the projects that also had a high level of analytical complexity. The flexibility 
increased as the model was in fact distributed among different design tools and 
VPLs and used two BPS tools to generate consequence feedbacks.  
 
From Figure 56 it is possible to estimate the number of worker hours needed to 
implement new integrated dynamic models in new projects. What is needed is an 
expectation of the parametric flexibility and analytical complexity of the project. It 
would be impossible to forecast every single requirement of such a model. 
However, based on the experience documented here, the level of complexities 
and the necessary flexibility are something that can be controlled by the design 
team. The building designers may choose to model highly complex geometry and 
define flexible layouts for buildings, as long as they are aware that this process 
takes more time to analyze. The same can be said for the simulationists; as long 
as they know the time is available, they can “open new variables” and new 
performance evaluations in the model. In terms of what type of analyses is 
needed for a project, no general rule applies. In-depth analysis might be required 
in one certain aspect of one project, but not in another, therefore it is necessary 
to carefully choose the BPS tool, the analysis type and the number open variables 
(as discussed in Negendahl (Negendahl and Nielsen, 2015)). One lesson learned 
from Nordic Built is that when qualitative assessments are taken into account and 
defined as equal as the quantitative performance evaluations, the design team is 
better at focusing on the objectives of High-Performance Buildings. Therefore, 
integrated dynamic models need to be better able to include qualitative 
evaluations while maintaining a high flexibility.  
 
In general, more complex projects are more vulnerable to changes that are not 
included in the integrated dynamic model. This could be changes in the building 
program or other unexpected changes imposed from external sources. And 
similar to Harding et al.’s (2012) experience, hacking away inefficiently at the 
parametric topology is the only option available to fit the model into new 
constrictions.  
 
4.2.2 Speed 
The fastest model in terms of analytical feedback is the model from the Nordic 
Built case. This is simply because no BPS tool was coupled, and thus no “waiting 
time” for the solver to finish its simulation was present. The fastest method that 
includes an actual performance evaluation is the case of Batteriet. In general, an 
evaluation took between 1 and 2 seconds, and the evaluation time was mainly 
due to limitations of the graph-based modeling techniques. An implementation in 
a lower level programming language such as Python is considered to improve the 
speed. The Nordfløjen project used Ecotect as a BPS to estimate daylight 
potentials; this simulation took around 30 minutes, however this simulation was 
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only performed when the geometrical base model was changed. The simulation 
with Be10 took 1-2 minutes, a rather slow process that was caused by a complex 
parametric model, again caused by the limitations of the large graph-based VPL. 
This was even more apparent in the Kirk case. The model took around 5-10 
minutes to simulate the energy consumption of the building, therefore the 
complexity scales with the feedback speed. Good Year was the only project of 
the five that utilized optimization algorithms. Here each simulation took around 
30 seconds (this includes an entire building energy analysis, daylight analysis in 
every zone, cost-analysis and evaluation of overheating hours in every zone); this 
is considered extremely fast compared to the speed of existing BPS tools 
(Negendahl and Nielsen, 2015). However, as optimization is used the entire 
modeling sequence took around three days. 
 
4.2.3 Precision 
In terms of the need for high quality assurance the models coupled to existing 
validated BPS tools are more reliable and robust (Hensen, 2002). Therefore, the 
projects Nordfløjen, Kirk and Good Year are regarded as more reliable in terms 
of energy performance related feedbacks compared with Batteriet and Nordic 
Built. However, the quality assurance is not ensured just by coupling the right 
tools to the model, it matters how the tools are used. As stated in (Negendahl, 
2015a) there are many factors that contribute to the quality assurances, therefore 
it is difficult to compare the different projects in terms of validity. What may be 
concluded is that compared to traditional approaches (e.g. as mentioned in 
Section 2.3) the Consequence based design approach has ensured much higher 
quality assurance for the simulationists in the design team, simply because 
simulationists are active members of the design team in the early design stage.   
 
4.2.4 Usability 
All cases used at least one integrated dynamic model based on Rhino as a design 
tool and Grasshopper as VPL. Only the BPS tools separated the different cases. 
Usability is simply interpreted as a matter of the usability of the coupled tools and 
how capable the members of the design team were in handling the mentioned 
tools. In all cases the simulationists were the main developers and operators of 
the models, therefore the usability in the five case studies has been most 
important for the simulationists. What can be said in general on usability on 
integrated dynamic models is that Grasshopper has improved significantly from 
when the Ph.D. project began back in December 2011. Many new features have 
been added and more developers have added plugins and to the VPL, which 
makes many complicated automations much easier to implement today, than just 
a few years back.  
 
4.2.5 Visual quality 
The visual quality between the case studies ranged from simple representations 
of windows (e.g. Batteriet) to very complex double curved surfaces in the Kirk 
projekt. The visual quality was not the primary objective in any of the projects, but 
as it was seen, members of the design team valued the visual quality very high 
for some projects, while in other projects it was found of less importance.   
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4.2.6 Sketching tool 
None of the models have been considered as being equivalent to a sketching 
tool. One could imagine that the parametric capabilities of the VPL in the 
combination with the design tool could give rise to fast sketch like tool properties. 
This does not seem to be the case. In all of the case studies the integrated 
dynamic models were used to inform the design in a more clearly (objective) 
defined design space, less open for drastic changes often associated with 
sketching. Batteriet, Nordfløjen, Kirk and Good Year were all concepts developed 
over previous design iterations. Only the façades were considered truly open for 
changes. The Nordic Built model could be considered as a sketching tool for 
criteria and project formulation, but not a sketching tool for building design.  
  
4.2.7 Communication tool 
The Nordic Built case was the only case that directly argued that the model acted 
as a communication tool. However, all cases to a certain extent had used the 
model to communicate the results of the process to either the design team itself 
or to other stakeholders. 
 
4.2.8 Calculation tool 
It is important to differentiate the processes of automations. Generative 
mechanisms or ontology based rules are not the same as when the model is 
calculating. Calculating is here the process of what usually defines a typical feed 
forward approach, see Section 2.4. Batteriet, Nordfløjen and Good Year have 
used one or several feed forward methods. Where Kirk and Nordic Built were 
either completely dependent  on external couplings of an existing BPS tools, or 
by human assessments, Batteriet, Nordfløjen and Good Year used run-time 
speed methods to evaluate either energy performance, indoor environment 
performance or both. There are endless possibilities in how the model can act as 
a calculation tool. What is important to repeat is that quality assurances need to 
follow the calculation methods. In the case studies that used monthly quasi-
steady-state methods (Termite/Be10) it was argued that such method is sufficient 
in terms of precision for the early design stage. However, in later stages, when 
more information about the building has been established it is necessary to use 
more advanced and precise methods to verify the design decisions. In general it 
must be concluded that the calculation methods have been found valid for the 
early design stage. 
  
4.2.9 Collaboration tool 
The integrated dynamic models have been approached in terms of different levels 
of collaboration. In other words, in some projects e.g. Kirk in Section 0 the utilized 
model had been primarily accessed by the simulationists (consulting engineers) 
in the design team. And in other cases e.g. Nordfløjen in Section 0 and Nordic 
Built in Section 4.1.4, both the building designers and the simulationists 
cooperated in the definition of the scope and the implementation of the model. It 
was found to be difficult to compare the effect of the increased integration of 
disciplines in the models, hence to evaluate in which strategy it is better. But in 
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general terms, it can be concluded that the amount of involvement of all 
disciplines in the process defining the criteria for the integrated dynamic model is 
important if the building design needs to include all aspects of a design. If the 
simulationists took the task of defining the model criteria alone, the focus would 
be to solve the objectives of High-Performance Buildings this would likely 
increase the chance to create High-Performance Buildings. Such a model, with 
clearly defined criteria, does not necessarily need parametric analyses on 
detailed geometry or do not need to consider design aspects beyond the scope 
of High-Performance Buildings. However there is no guarantee that the rest of 
the design team will use the model, if the rest of the design team’s objectives 
have not been considered. And therefore, there is a need to continuously pursue 
the integration of multidisciplinary performance evaluations in the model as well 
as the inclusion of multidisciplinary operation of distributed models. 
 
4.3 Practitioner perspectives 
In the aim to generate a wider assessment on integrated dynamic models and 
the approach of Consequence based design surveys have been sent to 
practitioners in the field of parametric design and engineering. The surveys have 
been posted on the open user forums of the VPLs Grasshopper and Dynamo and 
sent directly via email to certain practitioners, who the author had interviewed 
informally in relation to other projects and to external stays in the US and the UK. 
16 respondents gave feedback relevant to the survey; they can be found in 
Appendix B. None of these respondents have been associated with any of the 
five case studies. The number of feedbacks is not large enough to establish a 
statistical conclusion. However, the number of practitioners worldwide that 
frequently use integrated dynamic models is (still) small, as the method is quite 
new, undeveloped and unknown. Therefore, the conclusions of this section must 
be seen as a trend. 
 
4.3.1 Survey results 
In relation to the five statements found in Section 4.1.1, there seems to be a 
general agreement among practitioners in the field (see Table 13) that integrated 
dynamic models are able to: 
 
· A) Create a better common starting point of collaboration between the 
members in the design team 
· B) Improve the communication between the members in the design team 
· C) Improve the (simulated) performance of the building design 
· E) Positively assist in achieving high performing buildings without 
compromising the architectural expressions and concepts of the building 
design 
 
Only statement D) regarding how the model can assist in the exploration of 
architectural expressions and concepts of the building design that are not directly 
associated with the (simulated) building performance, there was a slight 
disagreement among non-simulationists, and non-building designers. This 
corresponds well with the survey results from the five cases studies.  
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Table 13 Level of agreement to the five statements A-E (see Section 4.1)   
 
 
 
In terms of preference towards model features, the practitioners in general ranked 
flexibility and speed highest, see also Table 14. Precision and usability were 
ranked as equally important and visual quality as least important. In general, 
architects and engineers ranked flexibility highest, but what could come as a 
surprise is that engineers ranked precision as least important where architects 
valued precision higher. Also engineers valued visual quality much higher than 
architects. These two differences could be coupled with the use of the model as 
a communication tool and a calculation tool. The typical engineer acts as a 
simulationist and the typical architect acts as a building designer. The 
simulationist will use the model as a flexible tool to display building performance 
consequences to the building designer. When building designers use the models, 
they are less dependent on simulationists, and therefore the quality assurance 
associated with precision is valued higher than visual quality. 
  
 
Table 14 Preference towards the model features (see Section 4.1)  
 
 
 
In the question on the importance between speed and precision, no consensus 
can be seen. In Table 14, model speed seems to be more important, but when it 
comes to the option between the two, 40% prefer speed over precision and 40% 
prefer the opposite, while only 20%  rank speed and precision equally (see Figure 
57). This means that speed and precision are project specific, and it matters much 
that the practitioners have the option to shift between high speed (low precision) 
and high precision (low speed). Almost the same can be concluded with the 
choice between speed and visual quality, but most practitioners prefer speed over 
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the visual quality. When it comes to flexibility over usability there is a clear 
preference towards flexibility. 
 
 
 
Figure 57 Practitioners preferences (% surveyed): Speed vs Precision, Speed vs Visual Quality, Flexibility vs 
Usability 
 
 
A few of the respondents pointed to the value of the model in being distributed 
between tools. For example, one practitioner stressed that independencies 
between models assured higher levels of coordination in the design team. 
Another mentioned that having analytical models downstream from 
geometric/generative models enables the design team to discuss design options. 
This make the team consider (more) options and broaden design decisions to 
external parties.   
 
In the question on how integrated dynamic models were used as a tool in the 
early design stage, four options were available: Sketching tool, Communication 
tool, Calculation tool and Collaboration tool. 
In the relative comparison of the four tool types most practitioners agreed with 
the model comparison to a calculation tool (see Figure 58). Most practitioners 
disagreed with the comparison to a communication tool, (even though 60% still 
used the model as a communication tool). Around 69% of the practitioners used 
the model as a sketching tool and 76% of the practitioners used the model as a 
collaboration tool. In terms of how practitioners want to use integrated dynamic 
models in the future, most practitioners liked to use the model as a calculation 
tool as seen in Figure 59. Least interest was found in the tool comparison of 
sketching and communication capabilities. Collaboration capabilities were ranked 
slightly higher. Nevertheless, there is high interest in improving all four tool 
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capabilities for future developments. In relation to the future developments some 
practitioners noted that the limitation of the model is coupled with the limitations 
of the BPS tools, and more features and flexibility would increase the feedback 
process to the designer.  
 
 
 
 
Figure 58 Practitioners’ general use of integrated dynamic model (as used today) 
 
 
 
Figure 59 Practitioners’ general use of integrated dynamic model (as liked to be used in future projects) 
 
 
To the question whether integrated dynamic models have positively contributed 
in improving building energy performance, indoor environment and/or 
sustainability all23 practitioners except one answered: yes. Some of the 
practitioners noted that improving performance was not necessarily the main 
                                                                                                                                
23 Two practitioners answered the question in relation to structural performance 
 152 Consequence based design 
objective, but the model still helped the designer to improve the performance. 
One practitioner mentioned that optimization can be an important part of the 
model, especially when used with evolutionary algorithms to find best results 
among conflicting design criteria. Also the use of integrated dynamic models 
helps in real-time feedback to improve the design proposal. Of course this only 
works if the coupled BPS tool delivers real time feedback. Several of the 
practitioners have used the models on façade design, which includes analysis of 
daylight and energy. The one practitioner who answered no to the question used 
the model as a sketch without the concern of performance, as this practitioner 
was interested in the resulting shape. This way of using integrated dynamic 
models can raise concern, as the actual building performance is of little interest 
to the designer. Nevertheless, it is fascinating that even if the designer has more 
focus on generating shape, the integrated dynamic model can be a means to find 
such a shape. And if the sufficient quality assurance is addressed, the resulting 
shape may very well improve the performance of any objective, even though the 
designer has no intention to do so.  
 
4.3.2 Conclusion 
In general, integrated dynamic models create better common starting points of 
collaboration between members in the design teams among practitioners. The 
models improve the communication between the members in the design team, 
and in every case, where it is the intention of improving High-Performance 
Building design, the design has been improved. In addition to these 
improvements the integrated dynamic models made it possible to sustain the 
architectural expressions and concepts of the building designs as these elements 
were a central part of the model. Practitioners in general prefer models with a 
high level of flexibility. This includes features of all the coupled tools, and the 
option to include e.g. optimization algorithms into the model. The tradeoff 
between speed and precision depends on the specific case. Therefore, there is 
a need for very fast BPS tools and very precise BPS tools. Most practitioners 
valued high levels of collaboration within the model, which includes a wide range 
of disciplinary expertise. The practitioners’ perspectives are highly in line with the 
findings in the five case studies.  
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4.4 Developments - to support Consequence based design 
The most central needs for developments have been identified from the case 
study results in sections 4.2.1 to 4.2.9. Along with the practitioners’ perspectives 
seen in Section 4.3, these needs can be categorized as four main challenges with 
the Consequence based design approach and the integrated dynamic models: 
  
· The integrated dynamic models are limited by slow consequence feedback 
· The integrated dynamic models are challenged by low quality assurances 
· The integrated dynamic models need better tools to qualify subjective assessments 
· The integrated dynamic models need better methods to combine qualitative and 
quantitative analyses when optimization is to be used     
 
As seen in Figure 29 the “Developments” have been placed on a timeline along 
with the case studies. The developments have been directly coupled to the needs 
/ challenges identified above. 
 
In the following sections, each development is introduced in relation to specific 
needs identified in one or several case studies. Next, each development is briefly 
discussed and in the attempt to solve one or more of these challenges, the 
developments conclude how integrated dynamic models and/or Consequence 
based design benefit from these developments.  
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4.4.1 Development: Decision diagrams  
A lesson learned from several of the projects, was that communicating decisions 
within a design team is very challenging. This was especially the case when the 
integrated dynamic model had to visualize various non-geometrical design 
variables or the effect of more indirect performances that were due to whole 
building evaluations. A systematic way to communicate and display the 
consequence of any performance parameter of any design variable is needed.  
 
Introduction 
To make the design exploration computationally feasible, Hopfe and Hensen 
(2011) argued that the analysis of sensitive variables is a good starting point for 
a more integrated design analysis. The problem with open ended design 
problems such as building design is that the sensitivity analysis from one project 
is not necessarily applicable to the next project. The analysis must be project 
specific. One way to determine which variables are more sensitive is to utilize 
Monte Carlo methods, e.g. (Burhenne et al., 2011; Hopfe and Hensen, 2011) or 
stochastic analyses, e.g. (Eisenhower et al., 2012), in coupled tools, which is 
possible  with integrated dynamic models (Negendahl and Nielsen, 2015). 
However, for a very high number of variables that affect the solution to a great 
extent (e.g. number of floors) the methods are time consuming and difficult to use 
in practice (Hopfe, 2009). Therefore, a much more simple and direct way to 
identify the most sensitive variables is needed.  
 
One example is the need to get a clear overview of how to achieve a DGNB Gold 
certification or to fulfill the Danish energy and indoor environment regulations. 
The proposed decision diagram is a simple way to display the consequences of 
sensitivity analyses. The method is based on project specific building design and 
it enables the design team to navigate securely towards (predefined) goals and 
assure that the choices consider the multiple factors involved. The current 
examples were extracted from the Good Year case and anonymized for the same 
reasons as stated in Section 4.1.  
 
 
 
 
Figure 60 changing floor heights. Distributing floor 
heights according to floor level can increase daylight 
in the lower floors where daylight is sparse.  
 
 
Figure 61 Tilting/angulation of separate façade 
sections. On the smallest scale, the individual façade 
sections can be oriented to either reduce or improve 
the amount of direct sunlight.   
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Figure 62 Example of a decision diagram. It shows the consequence of changes in terms of performance, e.g. 
energy performance. Here it is apparent that moving some room functions and changing the glass percentage 
has the largest influence on the energy and sustainability parameters. Image by courtesy of Grontmij ©   
 
 
The decision diagram in Figure 62 illustrates the optional (design) variables (also 
illustrated in Figure 60 and 61) and their consequences in terms of energy 
performance. The chart clarifies and simplifies the complexity within each choice 
by defining how all variables depend on one another. In this particular case the 
cumulative or discharging effect of each variable is not accounted for. In this 
particular example the numbers are simply generated, but they may have come 
from in depth analyses or previous experiences. Ideally, the design variables will 
be handled in an integrated dynamic model along with precise evaluations of the 
topical performance. The chart may be used to identify the starting point for 
design optimization. Or it may be used to identify solutions that are less complex 
to model to begin with. In this regard the chart may assist in planning an 
integrated dynamic model. It can clarify which type of variables must be modeled 
more precisely and in which case the design team may estimate performances. 
The chart may also help (much like the model in Nordic Built) to communicate 
certain key preferences within the design team.  
 
Conclusion 
The decision diagram may be visualized as a matrix or a rose-diagram (like seen 
in the Nordic Built project in Section 4.1.4). The important thing to notice is that 
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visualizing the consequence of particular design variables may change the 
design direction completely. Therefore, the simulationists who create such 
visualization in form of charts, matrices or diagrams must take extra care in 
identifying the most important variables. The most important does not necessarily 
mean the most sensitive design variables, at least not to all members of the 
design team. Therefore, to better visualize the importance of building 
performance the simulationist needs to take the building designer’s concepts into 
consideration. Decision diagrams can help the design team in the pre-modeling 
stage to identify the most important way to define the open design variables, to 
efficiently structure integrated design modeling. This pre-process should be 
included in any Consequence based design approach to reduce the time spent 
on modeling parametric relationships and choose which analyses to focus on. 
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4.4.2 Development: AHP 
The idea to utilize an Analytic Hierarchy Process (AHP) came out of the quality 
assurance challenges relating to the qualitative assessment methods that have 
been used in e.g. the case of Nordic Built. Saaty (1977) created AHP in the late 
1970s in order to determine the relative importance of each variable in the 
decision making matrix on a pair-wise basis. The method deals with 
independences among variables or clusters of decision structure to combine the 
statistic and judgmental information, and it has been used in multiple research 
disciplines (Uzoka et al., 2011). Using AHP is an alternative to the various Multi 
Criteria Decision Methods suggested for use within integrated design, for 
example MCDM-23 (Balcomb et al., 2002). The advantage of the AHP is that it 
offers a formal and logical way of including qualitative values in the analysis. The 
consistency check may help uncover biases and inconsistencies in judgements. 
Also, the hierarchical way of structuring the problem may help understanding the 
problem and the value system (Andresen, 2000).  The disadvantage with AHP 
when there are many components is that the number of pairwise comparisons 
grows with the rate: ݊ ൉ ሺ݊ െ 1ሻ/2, where ݊ is the number of components. For 
example, if there are 10 components, there will be 45 pairwise comparisons.  
 
Introduction 
AHP is here proposed in the evaluation of decisioning criteria of the early design 
process with the focus on integration in integrated dynamic models. The method 
suggested here is the use of  AHP in a direct form, minded towards the 
clarification of design criteria in multidisciplinary environments. Similar to the 
decision diagrams (Section 4.4.1) the AHP process may be used for clarifying 
differences between solutions. The AHP has been used to solve complex political 
crises in the Middle East (Saaty and Zoffer, 2013), therefore one may regard AHP 
to be sufficient to rate and order conflicting objectives between conflicting parties 
or objectives in building design. 
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Table 15 Fundamental Scale of AHP when scaling two components, from (Saaty, 2008) 
 
 
 
Scaling method 
The scaling system of AHP works by scaling components in relation to the 
“intensity of importance”, see also Table 15. 
A component could be anything of value to the building design, for example High-
Performance Building or beautiful spaces for real people. The method exposes 
components in pairs and lets the user evaluate the relative importance of one 
component to the other. After evaluating all components two and two in the 
matrix, all the components are automatically ranked after importance. To 
maintain a reasonable valid scaling of very different components, a subdivision 
of scale is suggested as the following two-step procedure. 
 
First step towards unified quantification: Scaling the components 
systematically 
Scaling components of multiple quantifiable and unquantifiable factors is divided 
into separate steps. This is done partially to distribute the process of scaling to 
those in the design team that hold the largest amount of insight within a certain 
discipline. Another reason is to provide a system that clearly separates which 
components are regulated – therefore non-negotiable, to those components that 
are unregulated.   
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Components subject to scale: 
 
· Decisioning criteria 
· Categories (disciplines and areas of focus) 
· Type (negotiable legislative factors, non-negotiable legislative factors, optional 
factors) 
 
Scaling decisioning criteria  
Scaling the importance of decisioning criteria is needed to evaluate one solution 
over another. The base values of decisioning criteria may be quantifiable and 
subject to conversion but can also consist of quality defined arguments.  
An example of two quantifiable decisioning criteria can be yearly energy building 
energy consumption below national requirements, kWh/m2/year scaled as less 
important than overheating hours below national requirement, hours/year. An 
example of two quality-defined decisioning criteria can be physical and mental 
recreation in outdoor environment scaled as less important than peripheral 
boundaries to provide activities and temporary habitation.  
The scaling of the decisioning criteria is obviously a highly subjective task. This 
is why the scaling must be done in an environment that provides a maximum 
amount of transparency and why the scaling must be done by an expert. 
 
Scaling categories – policy-maker’s decision 
An expert may be defined by the personal/disciplinary background, education or 
field of interest. What is important is that the expert must be able to define a 
discrete category in which his or her expertise is defined. Such categories can be 
defined by various knowledge fields or disciplines e.g. environmental 
sustainability, social sustainability or economic sustainability as seen in Figure 
63. 
 
 
Figure 63 Scaling categories. To the left is a model of equal categorical importance, the middle and the right hand 
side show other variants of biased categorical importance. 
 
 
The scaling is first applied to categories and ideally this scaling reflects the client’s 
own wishes. The scaling of categories may also be used as a method of 
discussing and scaling the focus for the entire project. The method described 
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here will allow the design team to alter the scale of categories during the process 
of evaluation if the categorical importance shifts during the early design stage. It 
must, however, be advised to define the scale of categories as early as possible, 
mainly to avoid interdisciplinary discussions of who, what and which discipline is 
more important. In a later stage where more than one solution has to be 
evaluated, all categories and all decisioning variables must be subject to the 
design team’s choice of scaled categories. This is done to maintain a consistent 
comparison of the different solutions. 
 
Scaling across various types of requirements 
The next level of components to be scaled is the importance of criteria within 
each category. The environmental category may, for example, be composed of 
energy requirements, requirements relating to daylight and thermal indoor 
environment. Some of these requirements may be subject to regulations and 
other non-negotiable parameters (for example maximum cost set by the client). 
To maximize transparency of the scaling of criteria it is therefore necessary to 
determine which criteria are defined by the individual member of the design team, 
and which are defined by external imposed requirements.   
 
Another reason for separating non-negotiable factors24 from options factors is that 
it is useful when building solutions need to be compared over different types of 
legislation. An example is when trying to compare a solution that is defined by 
the low energy classification 2015 with low energy classification 2020 (Danish 
Building Regulations, 2013). This was attempted in the project Nordfløjen. Often 
such comparisons are quite difficult as the benefits and disadvantages of the 
different solutions are subjects to different laws or different measurement 
methods (e.g. changing primary factors on electricity use and district heating). 
Therefore, solutions cannot be compared directly on their energy use or in terms 
of their ability to provide satisfactory daylight conditions. Nevertheless, 
comparisons across legislative requirements are something clients ask for. A third 
reason to separate non-negotiable factors from options factors is to identify 
solutions that always comply with legislations and imposed criteria. All solutions 
that do not comply with these can be discarded, or they may be subject to critical 
discussion on why other criteria are more important. As a consequence, one 
solution may perform outstandingly in terms of all categories and all optional 
criteria but need a statutory permit to be built, because the solution violates one 
criterion. Some clients are willing to account the risk of not fulfilling certain 
regulations, such as.  local politically imposed requirements requiring special 
permits. 
 
                                                                                                                                
24 Factors are used instead of criteria, as criteria in themselves are non-negotiable 
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Figure 64 Examples of scaling the negotiable factors, the non-negotiable factors and optional factors. 
 
 
Negotiable and non-negotiable factors are subject to the same scaling procedure 
as all of the optional factors (Figure 64). In that sense, fulfilling requirements from 
imposed criteria is not the same as having a building solution that performs “well”. 
It only suggests that the building fulfills the minimum requirements. To be able to 
fulfill more than the minimum required by regulations, the design team need to 
clearly state this as a requirement of their own. This requirement may be more 
important than non-negotiable factors and should be scaled thereafter. Even 
regulated requirements may be less important than other regulated requirements 
when seeking to create e.g. High-Performance Buildings. But they are regulated 
for a reason. Assumed a regulated requirement defines a minimum WWR in a 
building, such a requirement can be a good thing for the total energy consumption 
for daylight etc. But compared to the combined regulated requirements of 
minimum daylight factor, thermal environment and energy consumption the WWR 
may seem less important. Legislative factors are for this reason not equally 
important for the client or the expert scaling and evaluating the requirements. The 
project Nordic Built among other things showed that the current Danish 
regulations did not value design choices that lowered the energy use by e.g. 
monitoring personal energy consumption, neither did the regulations consider 
any real social benefits. In some cases, the regulations are simply not up for the 
job to create beautiful buildings for real people or as discussed in Section 2, not 
adequate to create High-Performance Buildings.  
 
Step two: Evaluating the solution(s) – design team 
When the criteria-scaling procedure is set, and divided into negotiable, non-
negotiable and optional factors, the actual evaluation process of solutions can 
begin.   
This process requires the same amount of expertise as in the first step of scaling 
the components. The evaluator has to be specific when “grading” each criterion 
relating to a particular solution. The grading will ideally be backed by an 
argument, a calculation or a simulation. And in relation to the rest of the thesis, 
this should be maintained by an integrated dynamic model. 
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An expert evaluator in building energy would as an example have three criteria in 
relation to which a solution is evaluated upon: 
 
· Yearly energy consumption LE2020 < 25 kwh/m2/year 
· Access to daylight DF>3% 
· Number of overheating hours for Tin>26°C    
 
These criteria have been scaled to be equally important in the step before. Two 
solutions were produced, each criterion is given a point from 1-10 where higher 
points are better25. The two solutions could be evaluated as seen in Table 16.  
 
 
Table 16 Equally scaled criteria 
Criterion AHP Solution 1 pt.  Solution 2 pt. 
Yearly energy consumption 0.333 22.4 6 > 23.1 4 
Access to daylight 0.333 3.1 1 < 4.2 5 
Number of overheating hours 0.333 75 7 > 102 4 
Better solution (highest weighed sum)   Solution 1 4.66   4.33 
 
 
If the different criteria were scaled for some reason, for an example access to 
daylight is considered twice as important as any of the two other factors, the 
chosen solution could be quite different as seen in Table 17. Of course these 
criteria must be considered along with many other criteria, and therefore which of 
the two solutions is better, is very much up to the entire team and their choice of 
scale. 
 
 
Table 17 Unequally scaled criteria 
Criterion AHP Solution 1 pt.  Solution 2 pt. 
Yearly energy consumption 0.250 22.4 6 > 23.1 4 
Access to daylight 0.500 3.1 1 < 4.2 5 
Number of overheating hours 0.250 75 7 > 102 4 
Better solution (highest weighed sum)   3.75  Solution 2 4.5 
 
  
 
Conclusion 
Until a way of quantifying any qualitative factor has been found, tested and 
standardized no definite methodology exists of equating the un-quantifiable with 
the quantifiable factors. By using the suggested method, different aspects of 
quantifying premises of social and environmental sustainability become more 
                                                                                                                                
25 This point system could be based on any evaluation method, even AHP itself. Each criterion needs to be normalized 
for the system to work. Ideally, an integrated dynamic model can handle the translation from numeric values received 
form BPS tools to normalized points. 
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transparent. The key issue is being honest in every aspect of the evaluation, from 
the building programming to the building operation period. Building codes and 
regulations do not explicitly ensure low energy buildings, better indoor 
environment, social sustainability etc. Certification systems like BREEAM and 
DGNB do add to the expectation of a High-Performance Building but they do not 
cover all of the client’s intensions and in some cases they will contradict what the 
client wants from their building. The suggested method provides a means of 
evaluating any given idea and transferring that into a concept of quantification 
based on the design team’s own definition. The methodology helps the client and 
the design team to define criteria and the coherence between these criteria. 
Furthermore, the method helps the client and the design team to navigate 
between different proposals and solutions, and in the end it helps to clarify if the 
client has received what the client asked for. With respect to social and 
environmental sustainability the method should be able to clarify the decision 
process better than the qualitative method used in e.g. Nordic Built. Also, the AHP 
method may help the design team to choose which objectives are more important. 
This can be used in the pre-modeling step in combination with decision diagrams 
(see 4.4.1), or to simplify the process of putting weights on multiple objectives 
when combined with integrated dynamic models with optimization. 
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4.4.3 Development: Termite 
Termite is developed by the author and is a free tool for all non-commercial 
purposes. It has been used in different ways since it was first developed. It is 
planned to keep on developing the tool and keep introducing the users to more 
features. This section demonstrates some thoughts behind Termite and how it 
works.  
 
Introduction 
Termite is a parametric tool using the Danish building performance simulation 
engine Be10 (SBI, 2013) written for the Rhino-Grasshopper environment. The 
tool Be10 is originally intended for building energy frame calculations and is 
required by Danish law (Danish Building Regulations, 2013) when constructing 
new buildings. Termite opens up for various types of analyses relating to energy 
performance. This ranges from component level analyses over abstractions of 
buildings, to entire building energy evaluations. Additionally, fully parametric 
district and city-size simulations of yearly building energy consumption were 
shown possible (Negendahl, 2014a) with the same precisions of energy use, 
since the tool simulates on each and every building. Figure 68 demonstrates 
some of the parametric possibilities in using Termite e.g. planning for optimal 
synergetic envelope requirements, placing solar energy production facilities etc. 
 
Termite is able to simulate the dynamics of building energy consumption over the 
year, which include thermal transport, natural and mechanical ventilation, cooling 
and heating systems, heat pumps, solar cells and much more (Figure 65). 
 
 
 
 
Figure 65 Termite building energy simulation tool 
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Termite features 
· Live energy performance feedback visualized directly in the design tool Rhino 
· Can be included in a parametric design process “on architectural terms” 
· Is fully parametric and can handle any types of buildings in Denmark 
· Uses the simulation engine Be10 directly by run-time couplings thus ensuring a 
calculating validity that meets the Danish building regulations 
·  
 
 
 
Figure 66 A typical screenshot of Be10 UI. To the left is the spreadsheet layout for input. The results are printed 
to the right. 
 
 
Be10 is originally developed to calculate the energy consumption of all new 
buildings in Denmark. The software is obligatory for governmental approvals for 
new buildings, and therefore should be used to calculate the energy frame for 
any project regardless of size. The software is developed by SBI – the Danish 
Building Research Institute. The downside of the program is primarily its user 
interface (UI – see Figure 66). The program is difficult to use and not very 
accessible for non-simulationists. There is no direct correlation between the 
model in Be10 and a building design, as the entire building is represented in 
schematic form in Be10. Be10 does not support the import of geometry or other 
data exchange and cannot be connected to other tools (until now). 
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Figure 67 A typical screenshot of Termite UI. To the left is the graph based layout for input. The results are printed 
to the right. 
 
 
Termite works simply by using the simulation solver in Be10 in the dynamic 
sense, so Be10’s solver is run-time linked to the VPL and thus the design tool 
Rhino (Figure 67). All features and any methods that are implemented in Be10 
are accessible to the user, not in schematic form but in graph based form. Simple 
modules written specifically for the early design stage, allows for manual input to 
be replaced with dynamic links to a geometry model. The results are fed back live 
(one simulation takes less than 0.1 seconds), and can be illustrated by colors or 
values directly in a design tool as it suits the designer best. 
 
Figure 68 illustrate the self-shading mechanisms in a fairly condensed city scape. 
The shading is calculated with an isovist-method based on C. Reinhart insulation 
distribution used in the BPS tool Radiance (Reinhart and Andersen, 2006). The 
shadow effects are then used by Termite in calculating the monthly heat gain 
through window openings. 
 
 
 
 
Figure 68 With Termite it is possible to make entire district size evaluations extremely fast. The results may be 
visualized on the buildings to create a whole new analytical dimension. From Negendahl (Negendahl, 2014a) 
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Termite can be used to calculate the monthly and yearly energy consumption in 
kWh/m2, here displayed as a color of building energy consumption. The entire 
city site is simulated within 5 seconds on an ordinary desktop machine, thus 
making the tool ideal for parametric design exploration purposes. Fundamental 
changes in heating strategies and ventilation requirements can lead to very 
different energy consumption. Here the district heating exchanger efficiency is 
improved by 10% and criteria on window g-values are changed in all buildings. 
 
Evaluation of Termite 
Termite has been used in several projects some of which are demonstrated in 
here in the case studies: Kirk, Nordfløjen and Good Year. The plugin has been 
used by several students and has been given to all the architects which Grontmij 
have been collaborating with during the Ph.D-project. The plugin has been 
expanded, altered and modified several times, either to fix bugs or to better 
support the design teams during or in following projects. There has been no 
attempt from the author to gather feedback or evaluate the plugin, which is 
needed to validate the usability, flexibility, speed, etc. Nonetheless feedback has 
been given from both students and external users (mainly architects). These 
feedbacks has often assisted in finding bugs or been the reason of new feature 
additions to the plugin. The plugin is still considered under development and is 
likely to change. Also the coupled BPS tool Be10 (SBI, 2013) is under continuous 
development and improvement, therefore the usability, flexibility, speed etc. as 
well as the overall performance of Termite is destined to change when Be10 
does.   
 
Conclusion  
Termite is a direct answer to the need of design teams to generate fast and 
reliable entire building energy simulations. Termite is a quasi-steady-state 
simulation tool using the solver from Be10. Termite is built specifically to ease the 
modeling process of integrated dynamic models as it works as a plugin in the VPL 
Grasshopper.  
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4.4.4 Development: HQSS  
In the following section the HQSS tool is explained. The tool was used in the 
Good Year project discussed in Section 4.1.5 project and published in Energy 
and Buildings in (Negendahl and Nielsen, 2015). 
 
Introduction  
When considering the risk of overheating only few tools presently can evaluate 
entire buildings fast enough to effectively be used in early stage design 
processes. Most of these tools rely on dynamic methods (see 2.4.2) which are 
slow even they are only considering single zone approximations. The clear 
limitation of HQSS (as for any quasi steady-state method) is the lack of time 
depended dynamics. This means true utilization of thermal mass, radiant 
temperatures, venting and cooling strategies and any system or user dependency 
of schedules is difficult to take into account. The advantage of quasi steady-state 
methods on the other hand is speed. The tool is now a part of the Termite plugin 
for Grasshopper.  
The purpose of HQSS tool is a simple evaluation of cooling capacity efficiency on 
an hourly basis simply by determining the accumulated hours where the cooling 
capacity ܳ஼,௖௔௣ does not meet the heat loads ܳ௟௢௔ௗ	at each calculation step ݐ: 
෍൫ܳ஼,௖௔௣ ൑ 	ܳ௟௢௔ௗ൯
௡௧
௧ୀଵ
 (1) 
 
where 	ܳ஼,௖௔௣ is the cooling capacity and ܳ௟௢௔ௗ is the heat loads at any calculation 
step ݐ, ݐ is defined as one hour in the range of a year of 8760 hours. However, to 
speed up the calculation process the number of calculation steps, ݊ݐ is reduced 
in two ways. A) Only hours, ݐ within the service period (usage profile) of the given 
zone are considered, in this case as an office open [08-17] every day, all year. B) 
Only hours, ݐ where direct solar irradiance has an effect on the given zone are 
considered, see equation (8). 
 
For each building zone for each calculation step the total heat transfer,	ܳ௛௧ is 
given by (ISO, 2008): 
ܳ௛௧ ൌ 	ܳ௧௥ ൅ ܳ௩௘ (2) 
 
where ܳ௧௥ is the total heat transfer by transmission and ܳ௩௘ is the total heat 
transfer by ventilation.  
The total heat gains are expressed as:  
ܳ௚௡ ൌ 	ܳ௜௡௧ ൅ ܳ௦௢௟ (3) 
 
where ܳ௚௡ is the total heat gains for each calculation step, ܳ௜௡௧ is the sum of 
internal heat gains, and ܳ௦௢௟ is the sum of solar heat gains over the given period. 
The ideal cooling demand at any point in time where the sum of  heat gains are 
larger than the sum of (positive) heat transfers can be expressed as; 
ܳ஼,௡ௗ,௖௢௡௧ ൌ 	ܳ௚௡ െ ߟ஼,௟௦ ∙ 	ܳ௛௧ (4) 
 170 Consequence based design 
	
where ܳ஼,௡ௗ,௖௢௡௧ is the needed amount of cooling to maintain set point 
temperatures and ߟ஼,௟௦ is a dimensionless utilization factor dependant on time 
constants and used specifically in seasonal and monthly calculation periods (ISO, 
2008). When the maximum cooling capacity, ܳ஼,௖௔௣ is known, equation (4) can be 
written as; 
ܳ஼,௖௔௣ ൒ 	ܳ௜௡௧ ൅ ܳ௦௢௟ െ ሺܳ௧௥ ൅ ܳ௩௘ሻ (5) 
 
The internal gains, ܳ ௜௡௧ for each zone k in each calculation step ݐ can be extracted 
as; 
ܳ௜௡௧ ൌ ൭	෍൫ܳ௘௤௨௜௣,௞ ൅ ܳ௢௖௖௨,௞ ൅ ܳ௟௜௚௛௧,௞൯
௡௞
௞ୀଵ
൱ ݐ (6) 
 
where k is the zone and	݊݇ is the number of zones in the building, ܳ௘௤௨௜௣,௞ ൌ
6	W m2⁄ 	and ܳ௢௖௖௨,௞ ൌ 4	W m2⁄  is assumed constant in every calculation step ݐ 
(since only the service period is considered). ܳ௟௜௚௛௧,௞ is calculated as the 
interpolated value based on a daylight factor, ܦܨ from radiance (see equation 
13.) The daylight factor is reduced to; if ܦܨ ൐ 3% ൌ 3%  and the effect ܳ௟௜௚௛௧,௞ is 
normalized to fit the range ሾ0. .3ሿ% with the expression: 
 
ܳ௟௜௚௛௧,௞ 	ൌ ቆ
ሺܦܨ	 െ 	0%ሻ ∙ ൫ܳ௟௜௚௛௧,௠௔௫,௞ 	െ	ܳ௟௜௚௛௧,௠௜௡,௞൯
3%	 െ 	0% ቇ ൅ ܳ௟௜௚௛௧,௠௜௡,௞ (7) 
	
The solar gains, ܳ௦௢௟  are assumed to be composed of a direct beam component 
depended on solar position	ݒ, and a constant diffuse component dependant on 
the sun position in the calculation step ݐ; 
ܳ௦௢௟ ൌ ൭෍ ൭෍ሺcosሺ߮௩ሻ ∙ ܫ௩ ൅	ܳௗ௜௙ሻ ∙ 	݃ ∙ ܾ ∙ ܣ௪ ∙
௡௩
௩ୀଵ
ܨܴ൱
௡௪
௪ୀଵ
൱ ݐ (8) 
 
where ݓ is the window in a façade and ݊ݓ is the number of windows in the zone, 
ݒ is the unique sun vector visible from the window and ݊ݒ is the total amount of 
vectors. ߮ is the incidence angle to the sun vector, and ܫ௩ is the correspondent 
(beam component) effect from the sun. ݃ is the g-value of window pane,	ܾ is an 
adjustment factor, which is further described in the discussion, ܣ௪ is the window 
area and ܨܴ is the frame ratio, ܳௗ௜௙ is the diffuse contribution calculated to: 70W 
for the particular site. ܳ ௗ௜௙ is estimated as an average fraction of horizontal diffuse 
radiation, Dh with the function; 
ܳௗ௜௙ ൌ ܦ݄തതതത ∙ ሺ180 െ ߚ 180⁄ ሻ (9) 
 
where ߚ is the inclination angle of 90°. 
 
The solar gains evaluation is defined as an annual simplified solar beam 
component simulation. To speed up the calculation process the annual hourly 
sun vectors are reduced from 8760 to 103 vectors, while the irradiance effect, ܫ௩ 
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per unique sun vector, ݒ	is maintained in every vector group. As a consequence, 
each originally placed vector is repositioned slightly on the hemisphere (see 
Figure 69). While this will affect the angle of incidence,	߮௩, the precision of the 
calculations are only slightly biased in the process, more on this subject is found 
in the discussion. If unobstructed, each irradiance factor with the new angle of 
incidence for each window is calculated. However, most sun vectors are 
obstructed by the building geometry so most sun vectors are omitted from the 
calculation; this again makes calculations run significantly faster. The obstruction 
calculation is processed by an isovist26 (Benedikt, 1979) function. 
The transmission losses/gains, ܳ௧௥ for each zone k in the each calculation step ݐ 
are extracted as; 
ܳ௧௥ ൌ ൭෍ܣ௪௜௡,௞ ∙ ܷ௪௜௡,௞ ൅ ܣ௪௔௟௟,௞ ∙ ܷ௪௔௟௟,௞
௡௞
௞ୀଵ
൅ ݈௪௜௡
௪௔௟௟,௞
∙ ߰௪௜௡
௪௔௟௟,௞
൱
∙ ൫ߠ௦௘௧,௜ െ ߠ௘൯ݐ 
(10) 
 
where ܣ௪௜௡,௞ is the area and ܷ௪௜௡,௞ is the U-value of the window (inclusive frame), 
ܣ௪௔௟௟,௞ and ܷ௪௔௟௟,௞ are the area and U-value of the opaque part of the façade.  
݈௪௜௡/௪௔௟௟,௞ and ߰௪௜௡/௪௔௟௟,௞ is the length and transmission factor of the connection 
between wall and window. The cooling set point temperature ߠ௦௘௧,௜ is assumed 
26°C, infiltration is ignored and ߠ௘ is the external temperature at calculation step ݐ. 
The ventilation loss/gains, ܳ௩௘ for each zone k in the each calculation step ݐ are 
extracted as; 
ܳ௩௘ ൌ ߩ௔௜௥ ∙ ܿ௔௜௥ ∙ ൭෍ܾ௩௘,௞ ∙ ݍ௩௘,௞,௠௔௫
௡௞
௞ୀଵ
൱ ∙ ൫ߠ௩௘,௦௘௧,௜ െ ߠ௘൯ݐ (11) 
 
where ߩ௔௜௥ ∙ ܿ௔௜௥ is the heat capacity of air volume set to 1200	 J ሺm3Kሻ⁄ , ܾ௩௘,௞ is 
the dimensionless temperature adjustment factor representing the heat recovery 
rate. ݍ௩௘,௞,௠௔௫ is the maximum airflow expressed in m3/s. The air supply 
temperature ߠ௩௘,௦௘௧,௜ is assumed to be 18°C and ߠ௘ is the external temperature at 
calculation step.  
 
                                                                                                                                
26 Isovist is defined as an object that can be seen from a given point in space 
 172 Consequence based design 
 
Figure 69 Annual solar sky component generated from the usage profile of a typical office [8-17]. The reduced 
vector field can be seen in the bottom picture.   
 
 
Evaluation of HQSS 
HQSS has only been used once (Good Year) and was developed for this 
particular project. The plugin has been given to students who have been using it 
for further improvement and hopefully a general use in other projects. There has 
been no attempt from the author to collect feedback on the particular plugin. 
Therefore its usability, flexibility, speed, etc. need to be verified by further studies. 
HQSS has been through peer review in a renowned journal (Energy and 
Buildings) which makes it a promising tool for further investigation. 
 
Conclusion 
The HQSS tool is meant to provide very early design stage thermal indoor 
environment evaluations. A thorough test of HQSS has been documented in 
(Negendahl and Nielsen, 2015), in which it is compared to Energy+ (U.S. 
Department of Energy, 2013). Based on these results HQSS is considered 
precise enough for early design stage thermal investigations and may be used 
for optimization purposes. However, as the authors state, HQSS should be used 
with care and only to determine the direction of design, not the final design. HQSS 
is built to ease the modeling of integrated dynamic models and to provide fast 
and reliable estimations of thermal indoor environment.  
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4.4.5 Development: Moth  
The following algorithm Moth is developed by the author and part of a student 
project by Perkov, T. and is described in the paper “Agent-based decision control 
- how to appreciate multivariate optimization in architecture” (Negendahl et al., 
2015). Parts of the paper are used to explain the concept of the optimization 
algorithm. The reason to include this development in the thesis is to explain some 
of the efforts in trying to improve the conditions of the inclusion of optimization in 
early design stages. As explained in in Chapter 3, existing optimization algorithms 
are difficult to integrate in the design process. Moth is an attempt to address this 
problem. For more details in the performance of the algorithm please see the 
paper attached to this thesis. 
 
Introduction 
Building performance optimizations during early stages of the design process are 
not only related to risks of high uncertainty (Lin and Gerber, 2014), but also 
require an excessive amount of calculations that are very time consuming 
(Salminen et al., 2012). The early design stage can be characterized by a limited 
amount of information about the building’s architecture and at the same time a 
high frequency of design changes. In contrast to that, most optimization methods 
rely on clear objectives and well defined boundaries. Such requirements are 
rarely associated with the early design stage. The process of designing can be 
far better described as an exploration of boundaries and objectives rather than 
finding the one solution inside a fixed number of boundaries and objectives. For 
optimization to be truly appreciated in building design both qualitative and 
quantitative objectives as well as “real” human control of these need to be part of 
the exploration process during the building optimization.  
 
The agent based modeling approach 
Bilboria (Biloria, 2011) showed ways to integrate multi agent models combing 
environmental data and emergent architecture. While the logics behind the 
various agent behaviors were based on metrological data, expert and 
engineering consultations, the agents were not directly coupled to simulation 
environments. What distinguishes ABMs from the more classical stochastic 
approaches  is the ability of ABMs to decompose a global problem into a number 
of smaller ‘‘local’’ problems that may be solved individually and simultaneously 
(Davidsson et al., 2007). In this way, reducing the size of the search space into 
single sub-problems could help in the achievement of finding better solutions 
faster. Agent based modelling often uses the term self-organization. This can be 
understood as a process where a structure or pattern appears in a system without 
a central authority (Biloria, 2011). ABMs are also Characterized by being able to 
adapt quickly to changing environments (often mentioned as high dynamicity / 
time scale reactiveness/ changeability). This is primarily due to the way agents 
work in distributed networks in parallel and continuously strive for a state of 
individual stability. Compared to the classic optimization approaches, ABMs can 
run continuously with radically changing inputs, where most stochastic methods 
often need a complete restart. 
 174 Consequence based design 
 
 
Figure 70 Integrated dynamic model with Moth. Optimization is in-state, and does not require a catalogue of 
candidate models to predict optimal performance. 
 
 
How Moth works 
The presented method makes use of a new adaptive, open agent-based 
optimization algorithm named Moth; it has been developed by the authors. The 
algorithm allows parametric geometry and any other parametric variables to be 
controlled by individual agents. 
Moth stands for Multivariate Optimization wiTh Heterogeneous agents. It is a fully 
scalable algorithm, thus capable of taking any number of quantifiable objectives 
with any number of boundaries. Moth is a heterogeneous system; this means that 
every agent actually comes in opposite pair; a minus- and a plus-agent. Moth is 
developed for the Rhino-Grasshopper environment (Robert McNeel & 
Associates, 2013a), and in this way it is integrated in the fast growing parametric 
universe supported by many enthusiasts and designers using the environment. 
Moth is open source and built in the IronPython programming language (Viehland 
et al., 2015). 
 
Each Moth-agent has as a goal to improve its own dynamic objective. The Moth-
agents can be manipulated by the model operator (designer) during the 
optimization process as seen in Figure 72. This gives the designer an option to 
focus on selected areas of a building (in the Euclidean space). The idea is to give 
the designer live decision control over a complex system that continuously seeks 
to find balance in the multivariate decision space. 
 
 
 
Figure 71 Moth - The agent-based optimization algorithm allows user feedback and feedback from one or more 
coupled BPS tools facilitated through an integrated dynamic model. No post process is necessary. 
 
 
The paired agents (-agent and a +agent) seek to reach the same objective by 
inversely changing design variables. These changes are based on the evaluation 
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feedback from a coupled BPS tool (see Figure 70 and 71). The evaluation of 
feedbacks is tied to the agent behavior through a promotion system. The 
strongest agent in the pair gets promoted by a positive feedback, thus giving the 
promoted agent more authority to change its design variables in its own preferred 
direction (either positive or negative). In this way every agent-pair does not need 
to have any pre-defined preference or knowledge of what it is supposed to do 
other than what design variables it is allowed to manipulate. These design 
variables connected to the agent-pairs are simply native Grasshopper sliders, 
which means that any building designer that is capable of using sliders to control 
parametric geometry in Grasshopper can with little effort use the Moth-agents as 
assisting decision support the early design stages.  
 
Moth-agents will be attracted or flock around geometrical features in the model 
representing the design variables. In the case in the presented paper (Negendahl 
et al., 2015) windows and a proxy point placed in the center of the building 
representing the window type are deemed design variables. The number of active 
agents assigned to a particular design variable will define the focus of the search. 
 
 
 
Figure 72 Example of Moth-agents in action. 
 
 
Figure 72 illustrate how Moth works during optimization. Here, to make the 
process simpler, two types of the agent pairs and two variations of the building 
geometry are illustrated. The two types of agent pairs seek to modify the design 
variables to reach their individual objectives; daylight and energy consumption. 
The orange Moth-agent objective is to increase daylight by affecting window 
openings in the building. The Moth-pairs will be attracted towards windows and 
each +agent will try to increase the window size, while each -agent will do the 
opposite. Based on the feedback, the +agent will over time get promoted (as 
larger windows will let more daylight inside the building), and the +agent it will try 
to further increase the windows sizes. The -agent will on the other hand have 
decreasing success in affecting geometry, as it will be gradually demoted during 
the process. The promotion can be explained as the Moth-agents’ ‘strength of 
focus’ on the attracting geometry - here windows. The +agent will have more 
success in circling and thus hitting and affecting the windows that provide most 
daylight by changing (increasing) the size, whereas the -agent will seem to seek 
other areas to improve its own goals, that is reducing window sizes, with little 
success. Over time the +agent will increase windows that make greatest impact 
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on the daylight evaluation, this process is considered a single objective 
optimization. When more agents are added to the system, and these agents are 
coupled to other objectives, such as energy consumption and capital cost 
functions like the one showed in (Negendahl et al., 2015), the agent-based 
optimization is scaled with the number of objectives.  
 
Results 
A lengthy qualitative test on Moth’s performance and a comparison to two 
evolutionary algorithms (Galapagos (Rutten, 2010) and Goat (Simon Flöry et al., 
2015)) have been performed. One of the findings was that the evolutionary 
algorithms were better in spreading their search in the search spaces, but (in the 
particular tests) Moth was able to find minima like the other algorithms. The main 
difference between Moth and any other currently known implementations of 
optimization algorithms available in the Grasshopper- or Dynamo-environments, 
is that Moth can be controlled in-state during optimization. More on this subject 
and further discussions on optimization algorithms are found in the papers 
(Negendahl and Nielsen, 2015) and (Negendahl et al., 2015).      
 
Conclusion 
It is concluded that agents may provide valuable design feedback on building 
performance (e.g. energy, capital cost and indoor environment). Agents may help 
optimize open ended multivariate design problems. However, the presented 
system is not particularly efficient in doing so. Given the many fixed and dynamic 
constraints as well as discontinuities in design variables the algorithm has 
difficulties in finding true global multivariate optima. However, the presented 
agent-based system is fully open and adaptable and will allow a high degree of 
operator intervention during optimization. For this reason these agent-based 
optimization algorithms such as Moth are found better suited in the decision 
support of early design stages as in contrast to other algorithms, which do not 
support operator intervention during optimization. The concept behind Moth may 
help optimization with integrated dynamic models to better include qualitative 
analyses. However, as Moth remains untested in real projects, the optimization 
approach may still need further development. 
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4.4.6 Development: Sentient integrated dynamic models 
The idea of sentient models originated from the project Nordfløjen. Later the idea 
was made into Thomas Perkov’s masters project under the supervision of the 
author. Finally, some of the concepts were changed into its current form as seen 
in the paper Approaching Sentient Building Performance Simulation Systems 
(Negendahl et al., 2014). The main idea began as a simple way to couple an 
integrated dynamic model to a database, and then start brute force simulations 
of all the permutations of open design variables. In projects like Nordfløjen where 
hundreds of individual rooms may need to be assessed separately (i.e.. daylight 
and thermal conditions) the model would over time generate all variations of 
zones in the building and store the results in the database. From the user 
perspective, the user would not care if the result came directly from the BPS tool 
or from an intermediate database. However, pulling results from the database 
was instantaneous regardless of the origin of BPSs. Therefore, in principle it was 
possible to pre calculate any option in the solution space with any type of BPS 
tool and deliver the results instantaneously to the design team. This, however, 
generated a whole new set of challenges.  
 
Introduction 
Two different approaches of linking BPS with design tools are dominating. The 
first approach is coupling highly detailed and complicated BPS environments to 
the design tools. These systems may be able to calculate the performance to a 
very precise degree, well beyond the information level of a building design in its 
conceptual stages. In general, these BPS tools need large computing capacity 
and will need long time to simulate. The first approach for this reason is often 
much slower than the second approach and in some instances such a system will 
block the dynamics of the design process. The second most dominating approach 
seeks to maximize the responsiveness by either linking simplified BPS or 
implementing user defined scripts acting as BPS (Klitgaard et al., 2006). Ideally, 
the right implementation and powerful computing power will allow super-
responsive live performance feedback from the BPS. This approach lacks 
precision and may in the worst case make performance evaluations on incorrect 
assumptions that again can lead to the very opposite of an improved building 
performance. 
 
Souza (2012) argues that the validity of modeling and calculation assumptions 
depends not only on the level of competency but also on the purpose of modeling. 
In this sense, a good model depends enormously on the experience of the 
modeler, which comes from practical knowledge and contextual understanding 
of the subject in order to solve similar problems. Valid operation and BPS tool 
input requires competent simulation experts or "simulationists" as Souza calls 
them. 
 
A sentient integrated dynamic model 
Sentient, also meaning “conscious” and “responsive” is a term used for enhanced 
integrated dynamic models that is able to observe and react “consciously” on user 
requests. The sentient integrated dynamic model was at eCAADe presented as 
 178 Consequence based design 
a “Sentient BPS system” as the authors wanted to state that VPLs are not 
necessarily needed to create user-conscious feedback processes. The proposed 
concept was nonetheless a special case of an integrated dynamic model. It was 
found a responsive alternative to simple (designer friendly, see Section 2.4.1) 
BPS tools or which could match the more complicated but slow BPS tools (e.g. 
computational intensive tools using ray tracing methods or CFD methods). 
Specifically, this concept was targeted at design team in the early design 
exploration. The model included parametric modeling procedures, which 
decreased the decision space into a finite size, see Figure 73. By utilizing a 
database structure combined with a multivariate interpolation algorithm (through 
MATLAB) it was feasible to simulate fewer solutions and still provide the building 
designer with fast and precise results (from one or more building BPS tools). 
 
Basically, the integrated dynamic model had a result database containing building 
performance feedback data needed to accompany the designer's own solutions. 
The model was able to reduce the number of solutions needed to be simulated, 
as it observes user activity and adjusts the BPS tool to simulate and improve 
interpolation precision (Negendahl et al., 2015). To effectively do this, the system 
attempts to predict the space of interest of the building designer while utilizing 
multivariate interpolation capabilities of the model. Essentially, the model 
presents building performance feedback of solutions that is of interest to the 
designer for decision making in the early design stages, in a very efficient way.  
 
 
 
Figure 73 Decision space: Here illustrated in relation to two performance metrics, each dot represents a specific 
solution. Space of solutions a) is defined by all solutions that conform to the requirement of a certain performance 
criterion, here performance 1 and 2. Space of interest b) is defined by the building designers’ interest in certain 
solutions related or unrelated to the performance criteria 1 and 2. The complete and pareto optimal decision 
spaces c), d) are shown for comparative purposes.  
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Result database 
It was first suggested by Sullivan et al. (1988) that a large number of building 
energy simulations saved systematically in a database could provide fast 
feedback on energy performance. Such a database is capable of giving 
responsive answers to multiple criteria but required either very large databases 
or very simple buildings to get meaningful answers. Caldas (2001) notes that 
these kinds of approaches generate data that do "only apply to solutions that are 
close to those simulated, what makes them of limited use in an architectural 
design domain". Nonetheless, since the time when Sullivan's and Caldas' 
considerations were written, much development has been done in the field of 
databases and computing in general. It may still not be feasible to construct 
universal databases, comprehending every thinkable combination of variables. 
But it can be feasible to make a finite subset of solutions as a database lookup 
that takes a very specific design concept into consideration.  
 
Predictions in the space of interest 
Predictions of building designer interest are a rather unexplored subject while 
predictions of the (space of ) solutions have been thoroughly investigated e.g. by 
(Pedersen, 2006; Shi and Yang, 2013). Framing the space of solutions is defined 
by very accurately defined objectives, and in terms of building performance, the 
objectives have to be defined in a way that BPS tools can understand. Predicting 
the user interest is very different, simply because the user often does not know 
what he or she is interested in to begin with. The objective is an exploration in 
itself and consequently objectives are likely to be unclear and fuzzy. The concept 
is to utilize embedded information of the parametric variables present in the 
integrated dynamic model. The amount of variables and their resolutions will 
define the amount of unique combinations in the model as it was mentioned 
above. 
A variable resolution is the amount of unique states that a given (parametric) 
variable has. The variable is an enumeration of numbers, which does not need to 
be sequential or based on integers. To better control the design variables variable 
resolution levels (Negendahl et al., 2014) were introduced. This helped to further 
reduce the amount of solutions needed to be simulated. The idea is to make 
precise performance simulations on strategically selected solutions within the 
space of interest, then estimate the rest of the space of interest with a minimum 
amount of errors. The variable resolution level of any given sentient model is 
basically all the unique combinations of every variable state divided by the 
number of finished simulations (per BPS tool), defined as follows: 
 
Let the resolution ݎ > 0 and the amount of variables ݒ > 1 
For every resolution ݎ in the range of variables ݒ௜  
 
Variable resolution level =  ௥ೡభ∙௥ೡమ∙…∙௥ೡ೔finished	simulations   (12) 
 
Essentially, the variable resolution level indicates how much of the space of 
interest has been covered by simulated results. A high variable resolution level 
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means that few simulations are completed by the coupled BPS tool (in relation to 
the total number of potential solutions), while a variable resolution level = 1 means 
that every possible variable combination has been simulated. The number of 
variables and their resolution will affect the variable resolution level quite 
substantially. An ideal model will have a minimum required number of variables, 
each with the lowest possible variable resolutions to cover the space of interest 
quickly in the design process. Minimizing variables and resolutions, however, can 
be rather difficult when the building designer has not yet decided all the design 
objectives. For this reason an interest prediction algorithm has been 
implemented, hence to further reduce the needed simulations, to cover the actual 
interest space within the boundaries of the defined variables and their resolutions. 
An interest prediction algorithm is implemented on the basis of a continuous 
weight factorization of the yet-to-be-simulated unique data combinations. 
 
There are basically three weight functions in the prediction algorithm; s, t, w. They 
are discussed in detail in  (Negendahl et al., 2014), however one of the functions 
is mentioned here, as it is central for the sentiency of the model. Weight-function, 
t was implemented as a variable listener function, which essentially is a timer 
function that reads the particular variable state of Grasshopper sliders. Basically, 
the listener function identifies the state of every variable and how long time it 
remains in that state. The function assigns weights to the design variable with the 
fewest alterations, which the authors argued “must be the preferred state of 
interest of that particular variable”. The reasoning is that changing design 
variables are “unwanted” and unchanged design variables are preferred. This is 
a sound, but flawed argument. First, it is assumed that the designer has defined 
the parametric model to be as clear and flexible as theoretically possible (see 
Section 2.1.4), and it is assumed that the designer has created more than one 
design variable which is controlled by a “slider”. These design variables are very 
likely to be dependent on one another. Hence, a change of one design variable 
may affect the other variables. Therefore, it is difficult to assume that “preferred 
variables” are untouched variables. 
 
Conclusion 
The whole idea to bring sentiency into the model was shown possible in one 
particular way: it is fairly easy to develop advanced AI-inspired concepts of this 
kind with integrated dynamic models. The platform that holds a VPL is very strong 
in supporting software experiments. Even small ideas can generate great 
challenges, which many students (and researchers) find impossible to handle in 
typical BPS tools. The integrated dynamic models was found to be of great value 
for the development of new concepts such as this particular idea of sentient 
models. Whether the sentient integrated dynamic models are applicable in reality 
is difficult to say. First the design team that operates the model has to sufficiently 
adept in VPLs and automation. Second, the building designers need to be willing 
to dedicate their time to explore the design choices within the model. And third, 
these kinds of models are likely to fail if the design changes beyond what the 
model is capable to within the boundaries of design variables.  
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4.4.7 Development: Surrogate models 
 
Introduction  
In recent years, there has been advancements in the field of Artificial Intelligence 
(AI) in almost any branch of research. It has spread beyond the academic world 
with major players like Google, Netflix and Facebook creating their own research 
teams. This has not yet gained the same momentum in the building industry. Not 
surprisingly there have been several speculations in how AI can help building 
design in the industry in practice to improve buildings in general e.g. (Bento and 
Feijó, 1997; Ehrich and Haymaker, 2011; Parmee and Bonham, 2000; Sanyal et 
al., 2013). Some of this research can be accredited to researchers who seek to 
improve building performance, for example (Dong et al., 2005; Eisenhower et al., 
2012; Georgescu et al., 2010; Kalogirou, 2000; Pauwels et al., 2011; Qian et al., 
2006; Yezioro et al., 2008). Hopfe et al. (2012) used surrogate modeling 
techniques to approximate the objective functions on energy consumption and 
over/under-heating hours. The method used Gaussian processes (GPs and 
sometimes called Kriging), which correlate quite strongly with the introduced 
noise on the design parameters, to model real-life uncertainties. Other popular 
approaches such as Linear regression (LR), Support vector machines (SVMs), 
Tree classifiers and regression (TR) and artificial neural networks (ANNs) can be 
mentioned.  
Almost all BPS tools take too long time to simulate to be effectively used in the 
design exploration in the early design stages. If consequence feedback is to have 
an effect on design choices during the early design stages, the feedback has to 
be reduced to a matter of seconds and not minutes, hours or days. To solve this 
challenge surrogate modelling techniques to predict "un-simulated solutions" in 
the vast space of interest are investigated. 
 
Surrogate models in research and practice 
The idea to use machine learning with integrated dynamic models is to increase 
speed and validity. Basically, a machine learning layer is inserted into the model 
and it acts as a BPS tool, much like the concept of sentient models. The whole 
point by using machine learning is however not so much to listen to the designer, 
but to speed up the feedback. 
Research within optimization has shown that surrogate models (also called meta-
models or emulators) can approximate the original simulation model typically 
originating from one BPS tool. It mimics the behavior of the simulation model to 
be able to produce the model responses at reduced computational cost. 
Surrogate models are often built through an iterative process with a repeated 
number of evaluations until the desired model accuracy has been achieved. The 
number of evaluations needed to train the machine learning algorithm is probably 
bigger than or the same as the number needed when an optimization algorithm 
is been coupled to a building simulation engine (Machairas et al., 2014). Expert 
knowledge on how artificial intelligence works is essential as well. These are the 
main reasons why surrogate models are uncommon in building design research 
and has a long way to go before it starts being used by practicing professionals 
(Machairas et al., 2014). Surrogate models have helped in solving many types 
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building control problems, which benefits from the immediate result feedback. In 
addition, surrogate models are useful in solving demanding building design 
problems, with numerous design variables, many local minima and a huge search 
space (Machairas et al., 2014). 
  
Establishing a surrogate model often goes through three major steps (Nguyen et 
al., 2014) as follows: 
 
· Sampling input vectors and calculating corresponding model responses, which 
constitute a database for training a surrogate model 
· Constructing the surrogate model based on the database by selecting an appropriate 
method 
· Validating the model before using it as a surrogate of the original model 
 
The second and the third steps may be repeated iteratively until the validation 
achieves success. Most surrogate models in research used for optimization are 
set up as seen in Figure 74.  
 
 
Figure 74 Surrogate model and surrogate model optimization (optional in gray), based on Nguyen et al. (Nguyen 
et al., 2014) 
 
Testing various surrogate models 
The basic idea is to utilize high precision BPS tools but provide near 
instantaneous performance feedback directly in the design tool. The design tool 
will request feedback estimations from the surrogate model rather than directly 
from the BPS tool. To test if integrated dynamic models can substitute the BPS 
with a surrogate model a simple design case is constructed based on the 
following assumptions: 
 
· A singular performance feedback is of interest to the designer, for example 
kWh/m2/year 
· The designer is interested in different types of design variables such as window size, 
building orientation, ventilation rates, shading geometry, etc. 
· The designer does not consider any limitations of the machine learning algorithms 
being used in the surrogate model 
· The designer trusts the performance feedback as if it was made by a BPS tool  
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Figure 75 Integrated dynamic model with surrogate models for simulation models 
 
 
The surrogate model is built in such a way that it is continuously improved by 
more data from the coupled BPS tool. This is implemented much like the sentient 
model seen in 0, only this time IPython is used instead of Matlab. Like sentient 
models the predicted values and the actual values are approaching, ݕො → ܻ. This 
idea is represented by using changing sizes of a fixed dataset generated from 
BPS output from Termite (Be10). Three types of widely used regression methods 
implemented in Scikit-learn and GPy are tested for the purpose:  
 
· Linear regression (LR), Scikit-learn  
· Tree regression (TR) , Scikit-learn 
· Gaussian processes (GP), GPy 
 
To get an idea of the performance of the LR, TR and GP, methods have been 
tested individually on low dimensional datasets. In this section, the methods are 
only presented for one higher dimensional set, which basically follows the 
assumptions of a typical early design stage building, as stated above. A 12 
dimensional dataset is constructed. There have been no considerations in 
separating continuous and discontinuous design variables and no considerations 
in separating high sensitive design variables from low sensitive design variables, 
as the integrated dynamic model was supposed to reflect a typical early design 
stage building. To test the methods, the model generation method and Termite 
have produced a large dataset with around 3000 simulations, all of which have 
12 features representing vectors for each design variable. 
To begin with, the data has been split in such a way that 15% of the original set 
is kept hidden from the learning algorithms. This part was used for verification 
and the rest is used for testing purposes. The remaining 85% is then further 
sampled gradually. This is done to reflect a growing database generated from a 
continually refining process from the integrated dynamic model as seen in Figure 
75, top. 
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Figure 76 The illustration shows three variations of the building. Model generation is done in an integrated 
dynamic model with 12 open design variables. The target vector is the simulated energy consumption 
(kWh/m2/year).  
 
 
The simulated energy consumption (kWh/m2/year) is the target vector and 12 
different design variables are the features. Three randomly chosen combinations 
of the 12 features are seen in Figure 76. 
 
Three examples of design variables are shown in Figure 77 :  
 
· Rotating a building [0-360] [degrees] 
· Window-percentage [0-100] [%] on one side of a building 
· Ventilation rate [1-5] [(m3 /hr)/m2] of all rooms in the building 
 
It is seen that the effect on building energy consumption is very different. When 
the design variables are combined with the 9 other design variables (such as U-
values of windows and walls, g-values, external shading dimension and room 
height), the data is impossible to visualize and individually they are of no interest 
to the building designer.  
 
 
 
 
Figure 77 Three examples of the effect of changing design variables on the building energy consumption. Left, 
rotating building normalized degrees [0-360][°]. Middle Window percentage normalized [0-100][%]. Right 
ventilation rate normalized [1-5] [ (m3/hr)/m2] 
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Linear Regression, LR 
Assuming that the regression function ܧሺܺ|ܻሻ is linear (or at least that the linear 
model is a reasonable approximation) the following basic form of linear regression 
model may be used:  
݂ሺݔሻ ൌ ߚ଴ ൅෍ ௜ܺߚ௝
௉
௝ୀଵ
 (13) 
 
, where Xj is normalized design variables from the BPS tool 
 
Tree Regression, TR 
Different from linear models like LR, logistic regression or SVM, gradient boost 
trees can model non-linear interactions between the features and the target. TR 
models are suitable for handling numerical features and categorical features with 
tens of categories but are less suitable for highly sparse features (such as text 
data). TRs has the form: 
݂ሺݔሻ ൌ ෍ ܿ௠ܫሺݔ ∈ ܴ௠ሻ
ெ
௠ୀଵ
 (14) 
  
, where M is the partitions in the regions R1, R2, ... RM 
 
Gradient boosting methods have been used on the TR, these are also known as 
Boosting Trees with numerical optimization. Essentially the idea is to utilize a loss 
function criterion, which is to be minimized. In this test least squares ½ሾݕ௜ െ ݂ሺݔ௜ሻሿ 
and least absolute deviation |ݕ௜ െ ݂ሺݔ௜ሻ| as loss functions have been used. It 
should be noted that these functions are solely used to order the information of 
the input variables. The following loss function ݂ሺݔሻ is used to predict ݕ on the 
training data: 
ܮሺ݂ሻ ൌ෍ܮሺݕ௜, ݂ሺݔ௜ሻሻ
ே
௜ୀଵ
 (15) 
 
In each stage a TR is fit on the negative gradient of the given loss function. The 
TR builds an additive model in a forward stage-wise fashion that allows for the 
optimization of one of the pre-set loss functions.  
 
Gaussian Processes, GP 
A Gaussian process (GP) is a distribution over functions. It is fully specified by a 
mean function and a covariance function: ݂ ∼ 	ܩܲሺ݉, ݇ሻ. The GP provides a prior 
over an infinite dimensional function. When the covariance matrix is computed 
using GPy’s kern.K(X, X) the covariance matrix between the values of the 
function corresponds to the input locations in the matrix  : 
 
݂ሺݔሻ~ܩܲሺ݉ሺݔሻ, ݇ሺݔ, ݔᇱሻሻ (16) 
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This particular GP model is based on a Matern 3/2 covariance function that is 
built by first defining a covariance function and then combining it with the data to 
form a GP model. The Matern 3/2 kernel has a distinct exponential part that is 
beneficial for fitting in minima and maximum: 
 
݇ሺݔ, ݕሻ ൌ ሺ1 ൅ |ݔ െ ݕ| ൈ exp	ሺെ|ݔ െ ݕ|ሻ (17) 
 
Results 
 
LR and TR: 
The size of the 12D training set: (449, 12) (449, 1)  
  
GP: 
1. The size of the first training set: (29, 12) (29, 1)  
2. The size of the second training set: (449, 12) (449, 1)  
3. The size of the third training set: (1497, 12) (1497, 1) 
 
The LR, TR and GP models have been exposed to a gradually growing test data 
set. The test set of the size 449 is visualized for LR and TR in Figure 78, top. And 
the test set sizes 29, 449 and 1497 for GP are visualized in Figure 78, bottom. 
The vertical axes are the predicted values from the surrogate model and the 
horizontal axes are the simulated values. The LR is the fastest model to fit (0.02 
seconds). The TR fit performed with a grid search with cross validation took 3 min 
to fit. The GP took 1.7 seconds to fit (to the largest dataset). All models were 
instantaneous in receiving “look-ups”, that is when giving the model a 
combination of the 12 design vectors, all models respond with a prediction in less 
than a millisecond.   
 
 
 
Figure 78 Top left LR trained on 449 data points. Top right TR trained on 449 data points. Bottom, from left GP 
trained on 29, 449 and 1497 data points, the size of points represents the variance of each prediction. 
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It can be seen from Figure 78 that a fairly small dataset of 449 data points creates 
rather different quality fits with different types of machine learning algorithms. The 
TR is the most reliable of the three methods. Based on this particular dataset the 
best fit that has been made with any of the models is by using TR with 1100 data 
points (above this number over-fitting begins to occur); this model is able to 
predict 60 % within a variance of +/- 10  kWh/m2/year. This level of precision is 
far from satisfactory for feedback of energy requirements. In terms of GP it only 
performed slightly worse than the TR model, but it needed more data points to 
reach this level of reliability. A unique feature of GPs is that the “inner variance” 
per data point is known by the model. This depends on the dataset size as seen 
in the sizes of data points in Figure 78. The danger is to use the variance as a 
confidence interval to inform the designer how far off the prediction is from the 
suspected values. Over-fitting the model (as seen in the Figure 78, bottom, right) 
will not only predict wrong results but also wrong a confidence intervals. 
 
Conclusion 
Linear regression (LR) and Tree regression (TR) with gradient boosting as well 
as Gaussian Process (GP) have been tested upon different sizes of datasets. 
The datasets originate from an integrated dynamic model including the BPS tool 
Termite/Be10. LR provides very precise prediction accuracy when the data is 
linear, however most data from BPS tools would be far from linear. The TR 
method provided a far better accuracy, but the method comes with limitations. TR 
does not fit well to linear data, they need quite a long time to fit a model and they 
need rather large datasets for larger dimensions (how much is still an open 
question). GP provides powerful capabilities in multivariate regression. In simple 
1D cases, the precision is very high and model-fit is near instantaneous. The 12D 
scenarios, which represented a typical building design model in the early design 
stage, showed some of the weak points of GP models. They are difficult to scale 
as they need much computing power (grows cubic with the size of data set). The 
amount of data required by the GP model to fit 12 dimensions are slightly larger 
than required of the TR model however GP was much faster than the TR. 
Nevertheless, in terms of the “necessary data size" for these types of surrogate 
models can be very hard to determine. 
 
As to the question whether surrogate models provide "good enough" accuracy to 
make meaningful predictions for the early design stage, the answer is no.  
This is the case at least for the particular test case testing LR, TR and GP, with 
the condition of a maximum variance of +/- 10  (kWh/m2/year). Here only around 
60% of the predictions were near enough to the true (simulated) values. In real 
use a building designer might accept a variance of +/- 1.0  (kWh/m2/year), which 
is hard to see happening, at least with the methods of LR, TR and GP analysed 
in this test case. 
 
The above tests have showcased the danger in using auto regression (machine 
learning) models as surrogate models in the early design stage. When fast 
feedback from any type of BPS tool is needed, surrogate models might possibly 
be used. However, to create reliable surrogate models requires careful handling 
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of design variables, careful choice of machine learning methods and careful 
understanding of the surrogate model output. Therefore, a systematic use 
surrogate model needs to be defined in a way that ensures that any type of 
building design variable can be used as a feature and any performance feedback 
can be used as target vectors. 
 
In terms of feedback speed Linear regression methods, Boosted Tree regression 
and Gaussian Processes all deliver the same instantaneous results from any type 
of building performance. Nonetheless, more research is required to determine the 
better choice of machine learning methods.     
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4.5 Discussion 
In some projects integrated dynamic models were called methods, platforms, 
systems, tools or toolboxes and they have even been called software programs. 
The reason for this confusing naming convention is that the integrated dynamic 
model has a very broad scope in use and application. Integrated dynamic models 
have been used in several types of projects and performed a multitude of tasks. 
Not all of these tasks have been considered central for the approach of 
Consequence based design when first defined back in 2011. Nevertheless, as 
the project evolved new ways to use the models were developed. The use of 
more advanced machine learning methods was in the beginning of the project 
just speculations, but today the author sees the developments of “more 
intelligent” integrated dynamic models as a natural progression of the presented 
research. Another interesting aspect is that many of the examples shown in this 
thesis are direct answers to needs identified in practice. The way the integrated 
dynamic models are structured around a design tool and a visual programming 
language, and the building performance simulation tool, have brought more focus 
to the design process and the process of creation of alternatives than the previous 
focus on evaluation process of building performance. In the above sentence the 
words “design”, “visual”, and “performance” are emphasized. These three words 
in many ways specify the real value of the Consequence based design approach, 
and wraps the whole point of the approach: to visualize the design and 
performance. In retrospect the author now sees that the choice of naming the 
models was based on his background as an engineer: “Dynamic” was about the 
parametric abilities of the model and the way tools are linked, “integrated” was 
about the team, the objectives and the cross disciplinary tools and methods. 
Maybe the integrated dynamic models should have simply been called visual 
design- and performance models.          
Nevertheless, the words do still not seem to encapsulate the use of the models. 
And the author believes that the following years will bring many interesting 
building projects, which in the early design stage will be formed with integrated 
dynamic models in some variation of the Consequence based design approach.   
 
4.5.1 Comments on tools 
In terms of the design tool and the VPL, the most widely used combination has 
been the Rhino-Grasshopper environment, however in the past year the 
competitor to McNeel, Autodesk has put a large effort into the development of the 
VPL Dynamo for Revit. This author has no preference whatsoever of platform, 
and will continue to argue that integrated dynamic models can be made with any 
design tool that has runtime access to a VPL.  
In terms of BPS tools used throughout the projects, Be10 has been used 
extensively, Energy+ and Radiance have in the later projects gained more 
attention as they were implemented as plugins (Honeybee/Ladybug), and 
therefore a large acknowledgement goes to the community and developers of 
these plugins. Daysim and Ecotect have also been of great value to several 
projects and the same acknowledgements go to the developers of these tools. 
The interesting part here is that there is no paradigm in the use of open source 
BPS tools, and integrated dynamic models may couple both open and closed 
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sourced tools. What remains central is that the tools generating most interest in 
the communities and in the design teams are the tools that are available and open 
(enough) to be accessed through runtime calls. Therefore for future reference, 
developers of BPS tools are hereby encouraged to open up their tools for API 
access or even develop their own plugins for better integration in popular VPLs.  
 
4.5.2 Building performance 
The Consequence based design approach has now been used in several projects 
by Grontmij. As all consulting engineers this company’s staff finds satisfaction in 
providing “optimal” results within their own field of expertise. The engineers in the 
company have found that integrated dynamic models have given them more time 
to analyze and thus the ability to provide means of better and faster consulting. 
This however is not the same as to have improved the building performance. 
There is no obvious method to measure if the Consequence based design 
approach will improve building performance. But many documented cases 
indicate that it is very likely to do so. 
In an internal report the leading simulationist of light and daylight claimed that the 
approach allowed her to model much more of the building far more detailed than 
before. And the ability to implement fast parametric variations (of rooms) made 
her up front with the architect’s questions, even in very complicated geometrical 
buildings. Whether or not this applies to all “simulationist disciplines” (structural, 
fire, etc.) has not been investigated, however in terms of energy simulations and 
thermal indoor environment, there are many indications that the building 
performance has been improved with the use of integrated dynamic models.  
 
4.5.3 Embedded knowledge 
 
“It is worth reflecting that if powerful, general design algorithms existed, 
there would be little need for architects or engineers.” (Mitchell, 1977) 
 
With the many types of integrated dynamic models, and the many types of tools 
that are coupled into the models, one might think that these models are very 
different. However this is not the case. The models are very similar in terms of 
structure, and many of the rule based methods, such as measuring the WWR 
and sorting various components are almost exactly the same throughout all the 
case studies. The reason is found in the “embedded knowledge” that these 
models collect over time. Methods, rules and even system input such as “average 
hot water consumption” or “average people load” are almost identical from project 
to project. It may seem like a poorly designed model, if such variables have not 
been optimized or altered at least. But the truth is that these repeats have been 
considered changed, but are almost newer changed. The embedded knowledge 
may be used in a much more direct way. It can be used as base inputs for 
unknown factors in the earliest design stage, or this embedded knowledge may 
be used by disciplines that do not entirely suffice in terms of the quality assurance 
within the embedded knowledge.  
Building designers may in time be able to use integrated dynamic models 
completely independently of simulationists. The models may have sufficient 
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knowledge embedded to inform the building designer of what type of analysis is 
needed, and it may even automate this process. Also simulationists may in time 
be able to detach the building designer from the entire design process, as the 
whole framework of building design is gradually embedded in the models. 
Exactly 40 years ago Mitchell (1975) performed a survey with the practice of 
architecture on the topics of automated design. He concluded:  
 
“It does not appear likely that we will discover some basic, underlying 
“secret” of effective automated architectural design. Rather, the power of effective 
systems will reside in their capacity to access exceedingly numerous procedures, 
each of which efficiently performs some relatively small, well understood, and 
well-bounded task.” (Mitchell, 1975) 
 
Still today this seems to be true, and therefore the prospect of architecture as a 
discipline is far away from being replaced by automations and intelligent models. 
Whether or not the opposite can happen and embedded knowledge in models 
and tools will replace simulationists in the near future, is maybe a more likely 
scenario. 
 
4.5.4 Comments on the commercial aspects of integrated dynamic models 
As this project has been developed with aid from the consulting engineers 
Grontmij the commercial interests in Consequence based design and the use of 
integrated dynamic models have mainly been driven by this company. The 
company largely sees Consequence based design as a methodological approach 
to improve the rational foundation of collaboration between the architect and 
engineer through the extensive use of integrated dynamic models. As Grontmij’s 
main client27 is the architect, the buyer-seller relationship is strong between the 
consulting architects and the consulting engineers. Therefore it is important for 
consulting engineers to consult the client in the client’s interests. The challenge 
to remain focused on the objectives of High-Performance Buildings is that the 
end client, the building user, is rarely the architect. Many considerations regarding 
each individual interest of “clients” on the path to the building user have to be 
made (see  
Figure 79).  
 
 
                                                                                                                                
27 Consulting engineers have many other clients, but in the Danish building design industry, the architect is usually the 
main client who refers to the building owner. In contrast to consulting engineers architects also have stronger relationships 
to building users. Consulting engineers usually also have a steady income flow from building maintenance and renovation 
projects, and are therefore compelled towards reaching the clients of building maintenance. These clients in many cases 
refer back to architects and contractors.  
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Figure 79 The typical paths through technological innovation system (Bergek et al., 2008) 
 
 
Consequence based design seeks to include these considerations by striving for 
High-Performance Buildings in a way that the building designer (the main client) 
can support and take advantage of performance feedbacks as discussed in 
Chapter 2. The economic incentive for the consulting engineers is quite clear: if 
the main client (the architect) sees the benefit in using integrated dynamic 
models, he might choose Grontmij over the competition. However, to make 
architects see the benefit in integrated dynamic models is not always as easy as 
it may seem. The presented five case studies showed many versions of 
integrated dynamic models, and in all projects the clients saw a clear benefit in 
the approach. The main challenge is not to convince architects to strive for High-
Performance Buildings, but to dedicate the design process towards an evaluation 
heavy approach. The Consequence based design approach will not work without 
continuous performance evaluations and the changes to the building design 
based on consequence feedbacks from the integrated dynamic models. If the 
building designers are not interested in computational modeling, the approach is 
very difficult to apply in practice, but if they are uninterested in consequence 
feedback in early design stage, the approach is impossible to apply in practice. 
Integrated dynamic models have for these reasons been used in other contexts 
within Grontmij. The company has used the models as any other BPS tool. This 
includes; manual modeling, singular criteria definition and traditional reporting of 
results to the clients.  
This process is a step backwards in the perspective of improving the architect-
engineer relationship and it is not an efficient approach to create High-
Performance Buildings. However, what remains interesting is that integrated 
dynamic models are used even though the client is not involved, and there is only 
one reason for this: it pays off. The case study Kirk showed opportunity in 
improved precision, improved speed and improved means of communicating the 
results internally. An internal report suggests on average 25%28 of the resources 
put into early design stage consulting can be saved if integrated dynamic models 
are used over traditional BPS tool-approaches. Grontmij argues that it is not 
uncommon to make changes to a simulation model 8-10 times in the early design 
                                                                                                                                
28 25% saved resources is based on a comparison of various types of other BPS tools Grontmij uses in the early design 
stages. The benefit of integrated dynamic models is their parametric capabilities which save the simulationists much time 
for remodeling and reanalyzing when the many design changes have to be evaluated. Details of the internal report are 
disclosed of commercial reasons.  
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stage, therefore there is no doubt that integrated dynamic models will save time 
in (the consultants’) daily work. These numbers need to be verified by other 
consulting companies to be validated. At present time few consultants in the 
Danish building industry make use of integrated dynamic models, therefore it is 
difficult to verify Grontmijs records. More comments on Grontmijs records are 
found in section 5.1.1.   
 
The developments of integrated dynamic models may have been driven by the 
objectives of High-Performance Buildings, but as the outcome of such 
developments have created more cost-efficient modeling and evaluation 
techniques these models can be used for other (financial) gains. As discussed in 
Section 4.5.3 the embedded knowledge in the models as a fortunate side effect 
of the Consequence based design approach, consultant engineers will be able to 
create even faster and more cost-efficient analyses with integrated dynamic 
models in the future. But there is no guarantee that the economic gains will benefit 
the creation of High-Performance Buildings. 
 
4.5.5 Comments on optimization 
 
“You can formulate the design problem as one of enumerating feasible 
solutions for consideration, or you can specify an objective function and search 
for optimal or good sub-optimal solutions.” (Mitchell, 1998). 
 
Basically both approaches to optimization are valid; however when it comes to 
applying optimization algorithms in the design process the latter approach is 
necessary. In terms of the definition of “optimal or good sub optimal solutions” 
challenges arise. The case study Good Year (Section 4.1.5) showed the option 
to include architectural (qualitative) considerations as constraints in the objective 
function. The main problem with this approach was the post processing needed 
to find a solution that was “optimal or a good sub optimal solution” in terms of the 
many architectural criteria. Even though Pareto ranking was shown to help in the 
process to navigate in the many good sub optimal solutions, there was and still 
is a problem with the process “of choosing a solution” in the option space. If 
optimization algorithms are to be used as showed in Good Year, it has to be very 
clear for all the involved parties in the design team that the “optimal” solutions are 
suggestions (not resulting solutions) to inform the design team. The solutions will 
always be lacking quality in some aspect of building design, partially because the 
objective function does not consider all aspects of design, and partially because 
the solutions are representations of the trade-offs between objectives that have 
been predefined. 
 
The proposed method of utilizing agents (the Moth case, see Section 4.4.5) for 
in-state optimization was shown to work in a constructed case, however it has yet 
to be seen used in practice.  
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Therefore, integrated dynamic models with optimization are still far from ideal in 
their current form. High risks of excluding essential parts of building design 
evaluations (specifically the qualitative criteria) still persist.   
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5. Conclusion 
The primary aim of the project was to envision, implement and document the use 
of integrated dynamic models. This thesis demonstrates ways that integrated 
dynamic models can be used in practice. The thesis demonstrates how integrated 
dynamic models may include building performance feedbacks, specifically 
feedbacks regarding energy consumption and indoor environment in the aim to 
create High-Performance Buildings. It further demonstrates the inclusion of 
quality defined performances un-associated with High-Performance Buildings. 
The thesis has discussed ways integrated dynamic models affect the design 
process and collaboration between building designers and simulationists. This 
was done by applying the approach of Consequence based design to five case 
studies, followed by documentation based on interviews, surveys and project 
related documentations derived from internal reports and similar sources.  
The case studies include a mixed use building, office buildings of various 
complexities, a building renovation of housings and a hospital project. The 
Consequence based design approach was applied to all case studies in a way 
where integrated dynamic models have been used to inform the design team on 
building performance associated with the objectives of High-Performance 
Buildings. 
 
The secondary aim was to envision, implement and document optimization 
processes when combined with integrated dynamic models. This thesis has 
investigated and demonstrated multi-objective optimization methods, including 
evolutionary algorithms and agent based modelling. Multi criteria optimization has 
been applied to one of the five case studies; it was followed up by several 
developments to improve optimization of High-Performance Buildings in the early 
design stage.  
The Developments cover new software tools, methods to clarify objectives and 
clarifications of other elements in the early design stage, developments of new 
algorithms (optimization algorithm, ontology algorithms, and prediction 
algorithms) and developments of new calculation methods for building energy 
consumption and thermal indoor environment. 
 
Visualization and facilitation of performance consequences 
The ability to visualize and facilitate building performance with integrated dynamic 
models has been observed and shown to increase the (simulated) building 
performance. The results of the case studies suggest that integrated dynamic 
models are highly efficient in transforming quantitative performance metrics into 
visual feedback for building designers and other practitioners. The use of 
integrated dynamic models has been shown to help the design team to find the 
balance between what is possible, what is lawfully required and what design 
variables are most cost-efficient to change in terms of High-Performance Building 
objectives. The models help to communicate changes in a non-technical and 
easily understandable way, which was found highly valuable to all members of 
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the design team. For the five case studies performed, it can be concluded that 
the Consequence based design approach has shown to be efficient in clarifying 
performance based objectives in the design process.  
Since there have been no direct ways to measure if the increased consequence 
feedback can improve building performance and increase the likelihood of High-
Performance Buildings, surveys and interviews have been used as 
documentation. The results of the surveys indicate that the inclusion of integrated 
dynamic models is likely to increase building performance compared to traditional 
design approaches. As the surveys are based on limited data and a small number 
of projects more research is needed to fully conclude that integrated dynamic 
models and Consequence based design is increasing the building performance 
of buildings.      
 
Building performance – one of many important criteria  
When both qualitative and quantitative performance requirements are taken into 
consideration the design teams in several case studies have shown more interest 
in using integrated dynamic models. Thus, the success of creating High-
Performance Buildings with integrated dynamic models is tied to the ability to 
include more than predefined objectives of High-Performance Buildings. With 
integrated dynamic models in the early design stage the simulationists have been 
able to simulate and evaluate more solutions (several magnitudes) than 
previously possible. Based on the surveys these changes to the early design 
removes a major risk for the simulationists in the subsequent design phases. In 
practice this has been hard to detect since none of the projects have been 
monitored during the later stages. Therefore whether or not Consequence based 
design and the extensive use of integrated dynamic models leads to a reduced 
number of changes to the building design in the later project stages still need 
further investigation. 
The integrated dynamic models have shown ways to include architectural 
concerns not associated with High-Performance Buildings, and the ability to 
include qualitative (high visual quality) feedbacks and qualitative assessments. 
 
Building performance optimization in the early design stages 
The approach of Consequence based design has demonstrated the use of 
integrated dynamic models with optimization relating to High-Performance 
Building objectives. Optimization was found difficult to put into practice as the 
current optimization algorithms and methods have problems in handling both the 
qualitative and the quantitative objectives. Nevertheless, when optimization 
methods were implemented in the model, the results were used by the design 
team as any other feedback from an integrated dynamic model. The main 
differences are that integrated dynamic models with optimization generate 
solutions (thousands of solutions), and therefore post processing of solutions is 
necessary. The generation process and post process are biased towards the 
predefined performance objectives, and this make optimization with qualitative 
criteria difficult to handle. The integrated dynamic models with optimization, 
however, were found beneficial over existing optimization approaches, as 
qualitatively defined constraint functions with little effort could be implemented by 
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the design team. The inclusion of constraint functions limited the search space 
into a finite and manageable space of interest. This reduced the number of 
simulations made by the coupled BPS tools and made the optimization viable in 
the early design stage. The integrated dynamic models with optimization have 
shown promise to help the design team in locating High-Performance Building 
designs that do include a narrow amount of quality defined constraint functions. 
Thus it can be concluded that optimization as a method can be included in 
integrated dynamic models, however the nature of optimization as a generational 
process still pose challenges in terms of artistic and qualitative control. 
 
5.1 Research contributions 
This Ph.D. project is an industrial Ph.D. which means that the research had the 
opportunity to be applied in practice.   
 
5.1.1 Contribution to industry 
 
Batteriet 
The integrated dynamic models have been found resourceful over existing BPS 
tool models that were either too slow or required a large amount of knowledge 
and expertise to operate. The integrated dynamic models allowed an easy way 
to create a quasi-steady-state calculation method directly in the VPL. And it 
allowed dynamic couplings to spreadsheets (Excel). Thereby creating a new way 
to utilize existing (Grontmij’s own) calculation methods such as a heat-balance 
equation and apply this directly on the architectural concept models. The 
integrated dynamic model was found more precise and faster than the traditional 
rules-of-thumb and design guidelines. The models showed the benefits to utilize 
automation in modelling. This created a freedom to sort, process, bundle and 
extract data for desired purposes. Options and processes that usually require 
large number of worker hours are with integrated dynamic models fully 
automated. 
 
Kirk 
From the Kirk project, it was established that the traditional evaluation approach 
of the energy consumption (utilizing the BPS tool Be10) in the very complex 
building geometry had led to under-estimation due to modelling and data 
exchange errors. When the subsequently integrated dynamic model was used 
with the plugin Termite (coupled Be10 solver) the following was found: 
 
· A more valid basis for energy simulations can be established 
· Integrated dynamic models create a whole range of new design variable analyses  
· The building designers receive consequence feedback in a visual form that 
represents the exact model 
· Integrated dynamic models have shown to facilitate evaluations that traditional BPS 
tools cannot 
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Nordfløjen 
The integrated dynamic models used in the Nordfløjen project ensured a highly 
responsive performance based design process. The Consequence based design 
approach produced more results and was several magnitudes faster than 
traditional methods. The separated (but dynamically integrated) tools ensured 
quality assurance, as the simulationists operated the BPS input/output and the 
building designers handled the geometry model in their own design tools.  
 
Grontmij considered Nordfløjen as one of the great successes in newer history in 
terms of integrated design. Daylight conditions and energy consumption were 
optimized by controlling the size of individual windows of a 55,000 m2 building 
façade. This created a High-Performance hospital which was found much 
cheaper in terms of building operation than the client required. A task, which 
according Grontmij, in no way could have been done without integrated dynamic 
models and implementation of Be10 (Termite). The project also showed the 
benefit of the Consequence based design approach as the daylight and energy 
criteria were successfully included in synergy with the architects’ criteria. 
The parametric abilities of the model made it possible to showcase numerous 
variations of the same concept, thereby frontloading responds to changes quickly 
and visually. 
 
Nordic Built 
The Nordic Built project has shown that BPS tools in some cases are incapable 
of qualifying the consequence of design choices in the early design stage, even 
when clear objectives have been defined. This especially applies to social 
sustainability. The integrated dynamic models demonstrated ways to clarify and 
visualize performance evaluations based on qualitative evaluations. The use of 
qualitative evaluation methods was found to fit well with the objectives of 
Consequence based design, especially in terms of difficult assessments on 
multidisciplinary problems such as social and environmental building renovation 
projects.  
 
Good Year 
The integrated dynamic models used in the Good Year project showed promise 
in multi criteria optimization. Applying optimization (such as using evolutionary 
algorithms like SPEA-II) to the model, automating the generation of variations 
and comparing alternatives in short time was difficult to do without dedicated 
optimization tools. 
The integrated dynamic models with optimization allowed the design team to 
focus on very specific design problems that include qualitative criteria defined as 
constraint functions. This had not been possible without the integrated dynamic 
model.  
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Commercial perspectives 
The many ways integrated dynamic models have been used have demonstrated 
integrated dynamic models to be very flexible. Grontmij has identified the models 
to be most effectively used in all large and medium-sized projects where the 
design team needs to evaluate the building relating to minimum requirements e.g. 
for daylight and energy consumption. Some types of evaluations such as 
quantitative shadow-analyses (Nordfløjen) are not possible without integrated 
dynamic models. Grontmij has in an internal business report estimated that the 
use of integrated dynamic models can save the company 25% of the company’s 
resources (mainly referring to the saved working hours and only in this particular 
design stage) if used in the early design stage. This estimation, is based on 
feedback from a limited amount of projects and based on Grontmijs own 
experiences. Similar conclusions are needed to be made from other 
consultancies using integrated dynamic models, for this to be verified. Worth 
noticing is that Grontmij’s internal report state that the savings will likely to be 
found in future projects if the company decide to enter early design projects, but 
the report also suggest that the resources saved should be put into making more 
and more detailed analyses to further strengthen the building performance of the 
particular project. Therefore the large amount of savings in working hours may 
be questionable. After all since consulting companies are competing on 
competency and price the saved working hours may partly or fully be invested in 
improving the consultancy quality. The interesting notion though, is the “saved” 
working hours could substitute “better building performance”. At these points 
there have been little evidence in this claim and more research is needed to state 
if this is true in general sense. Also whether these savings apply to the entire 
design team has not been determined. As an advise to consulting companies 
seeking to utilize integrated dynamic models, it must be held that even if there 
are two large potentials in  these types of models; the potential of better 
collaboration between the building designer and the simulationist, and the 
potential of more efficient use of simulation tools, these potentials cannot be 
separated. This can also be said in another less elegant way, to exploit the 
efficiency of integrated dynamic models to save time, the simulationist must reach 
out to the building designer and collaborate from the earliest possible stage. In 
the end it all comes down to how people relate on personal and professional 
levels and no model can replace that. 
 
5.1.2 Contribution to academia 
13 student projects have been co-supervised or subject to external assistance 
during the Ph.D. project. 5 articles (Negendahl and Nielsen, 2015; Negendahl, 
2015a, 2014b; Negendahl et al., 2015, 2014) and one poster presentation have 
been produced (Negendahl, 2014a). The author has been interviewed or 
contributed otherwise with material to the following articles: (Gram, 2014; Mueller 
et al., 2013; Peters, 2012). One workshop on Termite was organised by the 
author (Energi og Parametri Glostrup Denmark, May 2014), and the author has 
participated in two external workshops (SmartGeometry New York 2012, DCEE3 
Copenhagen 2014). The author has presented various findings relating to 
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Consequence based design at four conferences (eCAADe Newcastle 2014, 
DCEE3 Kgs. Lyngby 2014, iiESI Copenhagen 2014, BIPS Nyborg 2012). 
 
Developments 
Integrated dynamic models were found to be a very strong and versatile platform 
for prototyping new tools, new methods, new algorithms and new concepts. The 
sentient integrated dynamic model (section 4.4.6) is one example of how a 
student may implement a concept of user preference listener functions. Other 
students under supervision during this project have prototyped several other 
concepts or algorithms that have not been mentioned here, but have been 
interesting and inspiring to follow. If nothing else, the integrated dynamic model 
as a research and test platform is deemed to generate many innovative ideas. 
And hopefully some of these prototypes may propagate into practice and bring 
momentum to the Consequence based design approach.  
 
Prototyping also applies to the development of new tools and algorithms, such as 
Termite, HQSS and Moth. These developments have been beneficial for many of 
the case studies. For example, Termite has provided new possibilities for the use 
of BPS tool Be10. The different developments share the following benefits: 
 
· Fast and parallel simulations/evaluations 
· Linking and combining different types of simulations/evaluations with other 
simulations/evaluations 
· The ability to apply optimization using the VPL as a middleware to different types of 
optimization algorithms 
· Visualization of consequences derived from BPS results 
· Visualization of numerical analyses unassociated with BPS results 
 
These benefits are the direct result of integrated dynamic models. Therefore, new 
developments of tools, algorithms and methods prototyped with integrated 
dynamic models will be subject to similar benefits. 
 
5.2 Future work 
 
Inclusion of stakeholders 
Future works where practitioners utilize integrated dynamic models in the aim to 
create High-Performance Buildings are a ratification of the Consequence based 
design approach. Practitioners in all disciplines of building design might be able 
to benefit from integrated dynamic models. However, at this point only the 
building designer and the simulationist have been included in the design process. 
Therefore, more applications of Consequence based design are needed to 
determine if the inclusion of e.g. the contractor, the client, and the end user may 
increase the chance of creating High-Performance Buildings.  
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High-Performance Building objectives 
The main focus of this project has been to improve the energy consumption of 
buildings and the thermal indoor environment. High-Performance Buildings 
concern many more building performances that may be derived from BPS tools. 
Therefore, more research and development in the coupling of BPS tools and 
VPLs is needed to fully cover and connect all performance of High-Performance 
Buildings. 
 
Optimization 
More research is needed to fully integrate qualitative assessments in 
optimization. The work on agent based modelling for optimization has shown 
promise to change and adjust the optimisation process based on continuous 
qualitative assessment. However, more research is needed to improve agent 
based optimization algorithms and how these algorithms can be applied in 
practice while maintaining quality assurances. 
 
Design process 
Consequence based design has been confined to the early design stage as 
changes are less expensive and the relative impact is higher. Nevertheless, the 
transition from the early design stages into the construction stages and even 
further has not been addressed. Using integrated dynamic models in later design 
stages may be beneficial, but to determine this more research and applications 
in practice are needed. It is believed by the author that more conventional 
collaboration BIM models (such as IFC-models) are more beneficial for the later 
design stages. Therefore, more research in combining integrated dynamic 
models and e.g. IFC is needed. 
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