Abstract-We introduce and discuss photon-processing detectors and we compare them with photon-counting detectors. By estimating a relatively small number of attributes for each collected photon, photon-processing detectors may help understand and solve a fundamental theoretical problem of any imaging system based on photon-counting detectors, namely null functions. We argue that photon-processing detectors can improve task performance by estimating position, energy, and time of arrival for each collected photon. We consider a continuous-tocontinuous linear operator to relate the object being imaged to the collected data, and discuss how this operator can be analyzed to derive properties of the imaging system. Finally, we derive an expression for the characteristic functional of an imaging system that produces list-mode data.
I. INTRODUCTION
Conventional detectors used in medical imaging can be termed as photon-counting detectors. In the case of photoncounting, the detector space is logically divided into an array of M bins. Parameters for each photon emitted by the object and that interacts with the detector are estimated and the location of interaction is used to increment one of the M bins. After a certain amount of time, the bin counts are read and stored in the memory of a computer.
This process is summarized by the diagram shown in Fig. 1 . This setup suffers from uncertainty due to binning and-more importantly-does not allow storing accurately important photon parameters such as energy, time of arrival, and instantaneous detector position (relevant, for example, in a tomographic system in which the detector moves continuously around the object as the data are collected).
The problems discussed above can be solved if we consider list-mode (LM) data [1] . Besides location of interaction, other photon parameters such as energy, time of arrival, and projection angle are retained for each photon. These parameters are the components of an attribute vectorÂ j which, in turn, becomes an entry in the listÂ = {Â 1 , . . . ,Â J }. The general setup is shown in Fig. 2 .
In this work, we use simple dimensionality considerations to argue that list-mode imaging systems are intrinsically different than any imaging system that collects data in binned format. x2,ŷ2,ẑ2,θ2,Ê2 x3,ŷ3,ẑ3,θ3,Ê3 . . .
Fig. 2. Example of a photon-processing imaging system
We consider a simple imaging system for which we can derive analytic expressions of the event likelihood and use a simulation study to clarify the advantages of list-mode data with respect to binned data. We conclude this work by discussing characteristic functionals for list-mode imaging systems.
II. MATHEMATICAL CHARACTERIZATION
Consider an imaging system that produces list-mode attribute vectorsÂ j , where j = 1, . . . , J. The dimensionality of this attribute vector, denoted K, ranges from 2 to 10, depending on the detector and the imaging application. The full information from a photon-processing detector is retained if we simply store the K estimated attributes for each of the J photons in a list, but an equivalent construction as a random point process [2] - [5] in attribute space offers new theoretical insights. We define this point process as
where δ(. . .) is a K-dimensional Dirac delta function. In [4] , it is shown that the mean of the process u above-denoted as u(f )-is related to the 3D object f by u(f ) = Lf , where L is a linear operator that maps the Hilbert space
For comparison, all linear photon-counting imaging systems that record only the number of counts in each of M bins are described by g(f ) = Hf [6] , where now
The crucial difference between L and H is that the latter must necessarily have an infinite-dimensional null space [7] , [8] . The system maps a vector in an infinitedimensional Hilbert space to a finite set of numbers, so there is an infinite set of objects f null that yield no data at all: Hf null = 0. In other words and using the language of linear algebra, we can show that the dimension of the vector space im H = {Hf such that f ∈ U} generated by applying the operator H to any vector f in U cannot exceed the dimension of V binned . In symbols:
Furthermore, by the rank-nullity theorem, we can write the following expression relating the dimension of U to the dimensions of two orthogonal subspaces of V binned :
in which ker H is the null space of the operator H, ker H = {f null ∈ U such that Hf null = 0}.
Hence, because dim(im H) ≤ M , we must necessarily have dim(ker H) = ∞.
If we repeat the same analysis for the operator L, we would get:
with the remarkable difference that now we can no longer conclude that dim(ker L) = ∞. In other words, the operator L may have a non-trivial null space, but if K ≥ 3 the null space is not demanded by dimensionality considerations. In fact, it might also happen that dim(ker L) = 0, which corresponds to the case of a trivial null space. An algorithm for the calculation of null functions has been discussed in [6] , [9] . Considerations about the null space of an imaging system are related to reconstruction methods and whether or not the image reconstruction step is a well-posed problem [10] .
III. AN EXAMPLE
To show the advantages of list-mode data with respect to binned data, we considered a simple emission tomography imaging system consisting of a scintillation detector imaging the body through a small pinhole. We assumed that the pinhole-and-detector-assembly can rotate around the body by a small angle θ, as shown in Fig. 3 . A similar setup has been used in [11] . We allowed for up to one scattering event inside the body and we denoted with µ PE and µ Compton the photoelectric and Compton linear attenuation coefficients of the body. The sum of these two numbers gives the total linear attenuation coefficient of the body: µ body = µ PE + µ Compton . For simplicity, we assumed that µ PE and µ Compton do not depend on the photon energy. Similarly, we denoted as µ det the detector's energy-independent linear attenuation coefficient. We assumed that the pinhole-and-detector-assembly projection angle θ can be measured exactly and we included that information in the list-mode entryÂ. Alternatively, we can include the time of arrival t in the list-mode entry, provided that we can calculate θ from t.
We derived analytical expression for the likelihood pr(Â | r) whereÂ is a list-mode entry and r is a point that is inside the object (see Fig. 3 ). To show the benefits of list-mode data, we considered two case: 1) A photon energy estimateÊ is available and included in the list-mode entry along with the estimated photondetector location of interactionR and projection angle θ. In other words,Â = (R,Ê, θ). (Energy information has previously been considered in the literature [12] , although not in the context of list-mode data.) 2) The energy estimateÊ is solely used to accept or reject detected photons. IfÊ is not within a certain energy window [W min , W max ], the photon has undergone scattering inside the body by a large angle and its estimated location of interactionR is not recorded. Otherwise, ifÊ is within the energy window [W min , W max ], the location of interactionR and the projection angle θ are retained and we define the list-mode entry asÂ = (R, θ). We can interpret this second case as binning in the energy dimension with just one bin. We first notice that by Bayes' theorem:
If the projection angle θ can be measured exactly, then pr(θ, θ 0 | r) = δ(θ − θ 0 ), where δ(. . .) is the Dirac delta function. By the properties of δ(. . .) we conclude:
We now derive an expression for pr(R,Ê | θ, r). Again, by Bayes' theorem:
in which pr(Ê | E) is the probability density function for the photon energy estimateÊ conditioned on the true deposited energy E and [E min , E max ] is the range of possible photon energies. Hence, ifÂ = (R,Ê, θ | r),
We can repeat the same derivation for the case ofÂ = (R, θ) to get:
where, as we said before, [W min , W max ] denotes the energy acceptance window. To calculate pr(R | E, θ, r) we note that, by rotational symmetry, we can assume that θ = 0 provided that the points r andR are rotated around the z axis by −θ:
If we introduce the probability density function pr(R 0 | R 0 ) for the estimation of the position of interactionR 0 given the real location of interaction R 0 , then we can write
in which det. . . . d 3 R 0 denotes the 3D integral over the detector volume. To calculate pr(R 0 | E, r 0 ), we need to distinguish two cases: E = E 0 or E < E 0 , where E 0 is the energy of the emitted photon (for example, E 0 = 140 keV).
The case E = E 0 corresponds to the case of no scattering inside the body, while E < E 0 implies that scattering has occurred. In the latter case, we can calculate the cosine of scattering angle α as follows:
in which m 0 is the electron rest mass and c is the speed of light in vacuum. For the case E = E 0 and if we assume the pinhole very small, we have
in which n = (n x , n y , n z ) is the vector of length 1 defined as
where c is the point at the center of the pinhole, D is the diameter of the pinhole, µ det is the detector's linear attenuation coefficient, µ body the body's total linear attenuation coefficient and, finally, A and B are such that r 0 + A n and r 0 + B n are the points r A and r B shown in Fig. 4 . In (3), the 
If, on the other hand, E < E 0 , then scattering has occurred inside the body and we can write:
where now
As shown in Fig. 5 , p is the vector of length 1 along the direction from point r 0 to r 0 . An approximated expression for pr(R 0 | E, r 0 ) follows from (3), provided that we set r 0 = r 0 and n = n . As shown in (2), the quantity cos α depends on E, and the term δ(cos α − p · n ) is used in (4) to restrict the integral to points r 0 compatible with the scattering angle α. We can show that the probability density function pr(r 0 | E, r 0 ) takes the form pr(r 0 | E, r 0 ) = P µ body e −µ body |r 0 −r0|
is the probability that, if photon-matter interaction has occurred at r 0 , then the interaction was Compton scattering.
IV. SIMULATION STUDIES
We carried out a simulation study to compare the likelihood pr(Â | r) for the casesÂ = (R,Ê, θ) andÂ = (R, θ). The theoretical relevance of the "shape" of the likelihood come from the fact that an estimate of the location of photon emission can be calculate by maximizing the likelihood pr(Â | r) over r and for fixedÂ:
We call the estimate above a maximum likelihood estimate of r [6] . The accuracy of the estimater ML can be calculated using the Fisher information matrix F r [6] 
, in which r = (x 1 , x 2 , x 3 ). The matrix F r is related to the variances σ 2 x1 , . . . , σ 2 x3 of the components of the estimater ML of r by the following relationship [13] :
r is the inverse of the matrix F r . The inequality above suggests that the more localized in space pr(Â | r) is, the better, because the partial derivatives ∂ ln pr(Â | r)/∂x n will be large for r close to the maximum likelihood, leading to small values for the diagonal components of F −1 r .
We can reach the same informal conclusion above if we consider image reconstruction and we decide to use a listmode variant [14] of the well-known maximum-likelihood expectation-maximization (MLEM) algorithm [15] , [16] . If f (k) is the estimate of object f at the k th iteration, then
in which τ is the total collection time and s(r) is the sensitivity at point r (defined as the probability density function that a photon generated at point r inside the object produces a measured eventÂ). Again, we can argue that a likelihood pr(Â | r) that when plotted as a function of r is well localized in space, could result in reconstructed images that have higher spatial resolution.
In our simulation study, we considered pr(Â | r) and we averaged it overÂ for known E and r. The average is calculated by generating noisy realizationsÂ 1 , . . . ,Â J ofÂ for fixed initial photon energy E and emission point r:
In both cases, we modeled the detector position estimation performance pr(R | R) with a 3D Gaussian function. The mean of this Gaussian was set to 0 and the standard deviation for the estimation of depth of interaction was set to σ Z = 3 mm. The standard deviations for the X and Y estimates were set to σ X = σ Y = 2 mm. We report in Fig. 6 the plot of pr(Â | r) for the casê A = (R,Ê, θ). In this plot, we assumed a scattering angle α = 30
• and we set the projection angle θ = 22.50
• . We set the initial photon energy to E 0 = 140 keV. To model the detector's energy resolution, we assumed a Gaussian form for the probability density function pr(Ê | E) that appears in (1) . The probability density function pr(Ê | E) was centered around the actual photon energy E after scattering, and we assumed a full width at half maximum (FWHM) for pr(Ê | E) ofÊ/10.
On the other hand, the calculation of pr(Â | r) for the caseÂ = (R, θ) assumes that the energy of the scattered photon in uniformly distributed over the energy window [W min , W max ], which was assumed to be ±20% the value of E. A plot of pr(Â | r) for this case has been reported in Fig. 7 .
V. CHARACTERISTIC FUNCTIONALS
The object f being imaged is usually unknown. In a rigorous treatment, f should be regarded as a stochastic process (i.e., a family of random variables indexed by the parameter r), for which we can calculate the characteristic functional:
where ξ is a function in the same Hilbert space as f , . . . denotes expectation, and ξ † f is the inner product between ξ and f . The statistics of any stochastic process are completely specified by its characteristic functional. Hence, starting from Ψ f (ξ), we can study how the imaging system maps this characteristic functional to the characteristic functional of the output noisy data. This calculation has successfully been carried out for Ψ g (ρ) [17] , which corresponds to the case of binned data g. We want to derive here a similar result, but for the case of an imaging system that produces list-mode data.
Recall that s(r) is the sensitivity function at point r in the field of view. If we allow s(r) ≤ 1, then we can assume pr(Â | r) dÂ = 1, for all r in the field of view. We know that [4] u(Â) = τ pr(Â | r)s(r)f (r) dr,
where J(f ) is the mean number of collected events during time τ . With the assumptions above:
We define J(u) = J(f ). By definition of characteristic functional,
in which we have assume the existence of the probability density function pr(f ). If ℵ is a vector that belongs to the same Hilbert space as u, we can write
To calculate Ψ u (ℵ), first notice
With this,
Notice that,
Because the list-mode dataÂ and the stochastic process u convey equivalent information, we can derive the result shown in (5) . Notice that
The denominator-which is a normalization term-evaluates to J(u), hence
Using this result and the Taylor series of e x , we get:
We can rewrite J(u) as
which allows us to write
where we have defined:
If we further manipulate the expression above, we get:
The final result obtained above is remarkably similar to the one obtained in [17] . However, it should be pointed that the result found here is more general than the one of [17] . Indeed, the result of [17] assumes that the components of the vector g follows Poisson statistics. While, in practice, this is a very reasonable assumption, the derivation above does not make use of it.
VI. RESULTS The plots reported in Fig. 6 and 7 show that when the energy estimateÊ is included in the data (as opposed to using it to reject events that have undergone scattering by a large angle), the plot of the likelihood pr(Â | r) as r is varied over the body region, is more localized in space. This suggest that by keeping the energy estimate in the list-mode entryÂ, an improvement in estimation of position could be attained. Although we have not performed any reconstruction studies yet, the resolution in the reconstructed images should increase as the more spatially localized pr(Â | r) is.
Our derivation of the characteristic functional Ψ u (ℵ) for a generic imaging system producing data in list-mode format showed that Ψ u (ℵ) has almost the same form as the characteristic functional Ψ g (ρ) of an imaging system producing binned data. This result can be regarded as surprising, as the two imaging systems produce very different data. Because listmode data can be binned and used to produce binned data, it is possible to obtain Ψ g (ρ) from Ψ u (ℵ). This suggests that the mapping from Ψ u (ℵ) to Ψ g (ρ) can be used to study the loss of information incurred when binned data are generated from raw detector outputs.
VII. CONCLUSIONS AND FUTURE WORK
Our preliminary studies are in agreement with the intuitive concept that the larger the dimensionality of the attribute space is, the more "information" is conveyed by each collected photon.
We can furthermore introduce the concept of the ideal dose utilizer as any scheme in which the task of interest is performed via maximum-likelihood processing of a list of attributes vectors obtained via maximum-likelihood estimation from raw detector outputs.
Future work includes:
• Carry out a theoretical analysis to better understand the implications of dimensionality and null functions of the L operator.
• For a clinically relevant detection or estimation problem, consider task performance with list-mode data and compare it with task performance with binned data. The effect of binning or discretizing the projection angle θ should be considered as well.
• Develop parallel code for the evaluation of the likelihood function pr(Â | r) on graphics processing units (GPUs).
• Implement image reconstruction via the LMMLEM algorithm [14] for the limited-angle imaging system considered here.
• Use the characteristic functional of a photon-processing imaging system to derive task-based figures-of-merit. How can we use the characteristic functional to study the properties of the L operator?
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