Abstract: In this paper, we establish a large deviation principle for a stochastic evolution equation which describes the system governing the nematic liquid crystals driven by pure jump noise. The proof is based on the weak convergence approach.
Introduction
As we all know, the obvious states of matter are the solid, the liquid and the gaseous state. The liquid crystal is an intermediate state of a matter, in between the liquid and the crystalline solid, i.e. it must possess some typical properties of a liquid as well as some crystalline properties. The nematic liquid crystal phase is characterized by long-range orientational order, i.e. the molecules have no positional order but tend to align along a preferred direction. Much of the interesting phenomenology of liquid crystals involves the geometry and dynamics of the preferred axis, which is defined by a vector θ. This vector is called a director. Since the sign as well as the magnitude of the director has no physical significance, it is taken to be unity.
The concrete description of the physical relevance of liquid crystals can be originated by Chandrasekhar [9] , Warner and Terentjev [19] and Gennes and Prost [12] . In the 1960's, Ericksen [10] and Leslie [15] demonstrated the hydrodynamic theory of liquid crystals. Moreover, they expanded the continuum theory which has been widely used by most researchers to design the dynamics of the nematic liquid crystals. Inspired by this theory, the most fundamental form of dynamical system representing the motion of nematic liquid crystals has been procured by Lin and Liu [16] .
The addition of a stochastic noise to this model is fully natural as it represents external random perturbations or a lack of knowledge of certain physical parameters. More precisely, we consider the following nematic liqiud crystals driven by a pure jump noise in WhereÑ is the compensated time homogeneous Poisson random measure. G, f are measurable functions specified later. There are several recent works about the existence and uniqueness of pathwise weak solution of the above equation, i.e. strong in the probabilistic sense and weak in the PDE sense. In [4] , Brzeźniak, Hausenblas and Razafimandimby studied the Ginzburg-Landau approximation of the nematic liquid crystals under the influence of fluctuating external forces. In that paper, they proved the existence and uniqueness of local maximal solution for both 2D and 3D case using fixed point argument. Also they have proved the existence of global strong solution to the problem in 2D. Later, in [5] , the same authors considered the same model with multiplicative Gaussian noise, where the Ginzburg-Landau function is replaced by a general polynomial. In their paper, they have proved the existence of global weak solution and showed pathwise uniqueness of the solution in 2D. Also, they have established the existence and uniqueness of local maximal strong solution and showed this solution is global in 2D. Brzeźniak, Manna and Panda [6] studied the nematic liquid crystals driven by pure jump noise in both 2D and 3D case. They proved the global well-posedness of strong solution in the two dimensional case and established the existence of weak martingale solution of this model in the three dimensional case.
The purpose of this paper is to prove a large deviations for the 2D nematic liqiud crystals driven by a pure jump noise, which provides the exponential decay of small probabilities associated with the corresponding stochastic dynamical systems with small noise. The proof of the large deviations will be based on the weak convergence approach introduced in Budhiraja, Chen and Dupuis [7] and Budhiraja, Dupuis and Maroulas [8] . As an important part of the proof, we need to obtain global well-posedness of the so called skeleton equation. For the uniqueness, we adopt the method introduced in [6] . For the existence, we first apply the Faedo-Galerkin approximation method to construct a sequence of approximating equations as in [6] . We then show that the family of the solutions of the approximating equations is compact in an appropriate space and that any limit of the approximating solutions gives rise to a solution of the skeleton equation. To complete the proof of the large deviation principle, we also need to study the weak convergence of the perturbations of the system (1.1) in the random directions of the Cameron-Martin space of the driving Brownian motions. This paper is organized as follows. The mathematical formulation of nematic liquid crystals flows is in Section 2. In Section 3, we recall a general criterion obtained in Budhiraja, Dupuis and Maroulas [8] and state the main result. Section 4 is devoted to the study of the skeleton equations. The large deviations is proved in Section 5.
The mathematical framework
Let T > 0 and O ⊂ R 2 be a bounded domain with smooth boundary ∂O. Consider the following twodimensional stochastic evolution equations in
where the vector field u = u(x, t) denotes the velocity of the fluid, θ = θ(x, t) is the director field, p denoting the scalar pressure.Ñ is the compensated time homogeneous Poisson random measure on a certain locally compact Polish space (X, B(X)). G and f are measurable functions, which will be specified in subsection 2.3. The symbol ∇θ ⊙ ∇θ is the 2 × 2-matrix with the entries
Without loss of generality, we assume that
The boundary and initial conditions for (2.2) are u = 0 and
where n is the outward unit normal vector at each point x of O.
Functional spaces
Firstly, we introduce some notations. Denote by N, R, R + , R d the set of positive integers, real numbers, positive real numbers and d−dimensional real vectors, respectively. For a topology space E, denote the corresponding Borel σ−field by B(E). Then, we will follow closely the framework of [6] . For any p ∈ [1, ∞) and 
Now, define working spaces for the system (2.2) as
In the space H, we equip it with the scalar product and the norm inherited from L 2 (O) and denote them by (·, ·) H and | · | H , respectively, i.e.,
In the space V, we equip it with the scalar product inherited from the Sobolev space H 1 (O), i.e.,
3)
The norm of V is defined as u
where u 2 := |∇u| 2 .
As we are working on a bounded domain, it's clear that
where the embedding is compact continuous. Also, we have the embedding
Some functionals
Set
where ((·, ·)) is defined by (2.3). If u ∈ V, then A 1 u ∈ V ′ . By the Cauchy-Schwarz inequality, we deduce that
It's well-known that A 1 is a positive self-adjoint operator. Let {̺ i } ∞ i=1 be the orthonormal basis of H composed of eigenfunctions of the Stokes operator A 1 with corresponding eigenvalues 0
We will use fractional powers of the operator A 1 , denoted by A α 1 , as well as their domains D(A α 1 ) for α ∈ R. Note that
We may endow D(A α 1 ) with the inner product
) is a Hilbert space and {λ −α
be the orthonormal basis of L 2 composed of eigenfunctions of the Stokes operator A 2 . We have
Consider the following trilinear form (see [18] )
where p, q, r ∈ [1, ∞] satisfying
Referring to [1] , by the Sobolev embedding Theorem and Hölder inequality, we obtain
for some positive constant C. Thus, b is a continuous on V. Now, define a bilinear map B :
Then, referring to [18] , it gives Lemma 2.1. For any u ∈ V, v ∈ V, w ∈ V,
, for some positive constnat C.
Based on Lemma 2.1, the operator B can be uniquely extended to a bounded linear operator
and it satisfies the following estimate
For the convenience for written, denote B(u) := B(u, u). Note that B : V → V ′ is locally Lipschitz continuous. Now, define a bilinear mappingB :
We still denote byB(·, ·) the restriction ofB(·, ·) to V × H 2 , which map continuously from V × H 2 into L 2 . According to [18] , we have Consider the trilinear form defined by
for any θ 1 ∈ W 1,p , θ 2 ∈ W 1,q and u ∈ W 1,r with p, q, r ∈ (1, ∞) satisfying (2.8).
Define a bilinear operator M :
Then, by Hölder inequality and Sobolev interpolation inequality, we have
For simplicity, we denote M(θ) := M(θ, θ). Collecting all the above functionals, (2.2) can be written as
Hypotheses
To obtain the global well-posedness of (2.12), we introduce the following hypotheses stated in [6] .
Hypothesis H0 (A)Ñ is a compensated time homogeneous Poisson random measure on a locally compact space (X, B(X)) over a probability space (Ω, F , P) with a σ−finite intensity measure ϑ.
and for each p ≥ 1, there exists a constant C p such that
(2.14)
Define a map f :
Let F : R 2 → R be a Frechét differentiable map such that for any θ ∈ R 2 and g ∈ R 2
Under Hypothesis H0 (C), referring to Appendix D in [6] , we have 17) and
where
Moreover, for any θ ∈ H 1 , it gives
Now, we recall the definition of a strong solution to (2.12) in [6] .
Definition 2.1. The system (2.12) has a strong solution if for every stochastic basis (Ω, F , {F t } t≥0 , P) and a time homogeneous Poisson random measureÑ on (X, B(X)) over the stochastic basis with intensity measure ϑ, there exist progressively measurable process u : [0, T ] × Ω → H with P−a.e.
and progressively measurable process θ :
such that for all t ∈ [0, T ] and χ ∈ V, the following identity holds P−a.e.
and for all υ ∈ H 1 , the following identity holds P−a.e.
According to [6] , we have
Under Hypothesis H0, the system (2.12) has a strong solution (u, θ) in the sense of Definition 2.1. Also, the solution satisfies the following estimates
Preliminaries to large deviations
In this section, we will recall a general criterion for a large deviation principle introduced by Budhiraja, Dupuis and Maroulas in [8] . To this end, we closely follow the framework and notations in Budhiraja, Chen and Dupuis [7] and Budhiraja, Dupuis and Maroulas [8] .
Let {X ε } be a family of random variables defined on a probability space (Ω, F , P) taking values in some Polish space E. The large deviation principle is concerned with exponential decay of P(X ε ∈ ·), as ε → 0. ε log P(X ε ∈ G) ≥ −I(G).
Controlled Poisson random measure
The following notations will be used. Let X be a locally compact Polish space. Set C c (X) be the space of continuous functions with compact supports. Denote
Endow M FC (X) with the weakest topology such that for every
is continuous. This topology can be metrized such that M FC (X) is a Polish space (see [8] ).
Let
We recall the definition of Poisson random measure from [13] that Definition 3.3. We call measure n a Poisson random measure on X T with intensity measure ϑ T is a M FC (X)−valued random variable such that
Denote by P the measure induced by n on (
. P is the unique probability measure on (M, B(M)), under which the canonical map N : M → M, N(m) := m is a Poisson random measure with intensity measure ϑ T . In this paper, we also consider probability P θ , for θ > 0, under which N is a Poisson random measure with intensity θϑ T . The corresponding expectation operators will be denoted by E and E θ , respectively. Set
Similarly, letM = M FC (Y T ) and letP be the unique probability measure on (M, B(M)) under which the canonical mappingN :M →M,N(m) := m is a Poisson random measure with intensity measure For ϕ ∈Ā, define a counting process N ϕ on X T by
N ϕ is the controlled random measure with ϕ selecting the intensity for the points at location x and time s, in a possibly random but nonanticipating way. If ϕ(s, x,m) ≡ θ ∈ (0, ∞). We write N ϕ = N θ . Note that N θ has the same distribution with respect toP as N has with respect to
For any ϕ ∈Ā, the quantity
is well-defined as a [0, ∞]−valued random variable.
A general criterion
In order to state a general criteria for large deviation principle (LDP) obtained by Budhiraja et al. in [8] , we introduce the following notations. Define
A function g ∈ S M can be identified with a measure ϑ g T ∈ M, which is defined by
This identification induces a topology on S M under which S M is a compact space (see the Appendix of [7] ). Throughout this paper, we always use this topology on S M . Let
whereĀ is defined in subsection 3.1. Let {G ε } ε>0 be a family of measurable maps fromM to U, whereM is introduced in subsection 3.1 and U is a Polish space. Let Z ε = G ε (εN ε −1 ). Now, we list the following sufficient conditions for establishing LDP for the family {Z ε } ε>0 .
Condition A There exists a measurable map G 0 :M → U such that the following hold.
The following result is due to Budhiraja et al. in [8] .
Theorem 3.1. Suppose the above Condition A hold. Then Z ε satisfies a large deviation principle on U with the good rate function I given by
By convention, I(∅) = ∞.
Hypotheses and the statement of main results
In order to obtain LDP for (2.12), we need additional conditions on the coefficients. Here, we adopt the same conditions as [20] and state some preliminary results from Budhiraja et al. [7] .
Now, we state the following Lemmas established by [7] and [20] . 
and for all δ ∈ (0, ∞) and
Then, we have
(2) Fix M ∈ N. Given ε > 0, there exists a compact set K ε ⊂ X, such that
In this paper, we consider the following nematic liquid crystals driven by small multiplicative Lévy noise: 
For g ∈ S , consider the following skeleton equation
The solution (u g , θ g ) defines a mapping
Proof. According to Theorem 2.1, we need to prove (i) and (ii) in Condition A. The verification of (i) will be established by Proposition 5.1, (ii) will be proved by Theorem 5.2.
The skeleton equation
In this section, we will show that the skeleton equation (3.34) admits a unique solution for every g ∈ S .
Let K be a Banach space with norm
endowed with the norm
The following results can be found in [11] . Let p ∈ (1, ∞) and α ∈ (0, 1) be given. Let X be the space 
For the skeleton equation (3.34), we have Theorem 4.1. Given (u 0 , θ 0 ) ∈ H × H 1 and g ∈ S . Assume Hypothesis H0 and Hypothesis H1 hold, then there exists a unique solution (u g , θ g ) such that
Moreover, for any M ∈ N, there exists C(p, M) > 0 such that
Proof. (Existence) We apply the Faedo-Galerkin approximation method to deduce the existence of solution of (2.12). Let Φ n : R → [0, 1] be a smooth function such that Φ n (t) = 1, if |t| ≤ n, Φ n (t) = 0, if
Define the following finite dimensional spaces for any n ∈ N,
Denote by P n the projection from H onto H n , andP n the projection from L 2 onto L n . Let
Based on the above mappings, consider the following Faedo-Galerkin approximations: (u n (t), θ n (t)) ∈ H n × L n , which is the solution of du n (t) + A 1 u n (t)dt + P n B n (u n (t))dt + P n M n (θ n (t))dt = P n X G(t, u n (t), v)(g(t, v) − 1)ϑ(dv)dt,(4.39)
with the initial condition (u n (0), θ n (0)) = (P n u 0 ,P n θ 0 ).
Since B n , M n ,B n are all globally Lipschitz continuous, the existence of solutions to (4.39)-(4.40) can be obtained using the similar method as [2] . Now, for the solution (u n (t), θ n (t)) of (4.39)-(4.40), we aim to show for any p ≥ 1,
and
F(|θ n (s)| 2 )dx and F is defined by (2.16). Firstly, we prove (4.41). For p ≥ 2, let ψ(·) be the mapping defined by
The first Fréchet derivative is
Based on (4.43)-(4.44) and (4.40), we deduce that
By (4.43) and Lemma 2.2, we obtain
Referring to equations (5.12)-(5.13) in [6] , it gives
Using this result in (4.45), we deduce that
which implies that 
Thus, we complete the result (4.41). For (4.42), we firstly define a stopping time
From (4.41), we deduce that τ R n ↑ T, P − a.s., as R ↑ ∞.
Using Lemma 2.1, we obtain dφ(u n (t)) + u n (t)
Let Ψ(·) be the mapping defined by
Using (2.16), the first Fréchet derivative is
Referring to (5.28)-(5.29) in [6] , it gives
Adding (4.50) and (4.53), we get
We conclude that
Applying Gronwall inequality to (4.55), we have
Utilizing (3.30), we deduce that
As the constant in the right hand side of (4.57) is independent of R and n, passing to the limit as R → ∞, we obtain
Moreover, with the help of (4.58), we can obtain an estimate for ∆θ n and θ n (t) 2 H 1 using similar method as Proposition 5.6 in [6] . Concretely, for any p ≥ 1, there exists a positive constant C independent of n such that
In the following, we want to prove that for α ∈ (0,
Firstly, u n (t) can be written as
Hence, by (4.42), we have for α ∈ (0, 1 2 ),
Moreover, using (2.10), for t > s, we get
thus, by (4.42), for α ∈ (0, 1 2 ), we have
Utilizing (2.11), for t > s, we deduce that
hence, by (4.42) and (4.59), for α ∈ (0, 1 2 ), we have
For I 5 n , we have
with the help of (3.30) and (4.42), for α ∈ (0, 1 2 ), we get
Based on the above estimates, we complete the proof of (4.60). The proof of (4.61) is similar to (4.60). θ n (t) can be written as
It's easy to know
thus, by (4.41), for α ∈ (0, 1 2 ), we have
Using Lemma 2.2, for t > s, we get
hence, using (4.41)-(4.42) and (4.59), for α ∈ (0, 1 2 ), it gives
Utilizing (2.20), for t > s, we deduce that
where for any N ∈ N + , H 1 ֒→ L 4N+2 is used. By (4.59), for α ∈ (0, 1 2 ), we deduce that
Therefore, collecting all the above estimates, it gives (4.61). Based on (4.60)-(4.61), applying Lemma 4.1, we conclude that u n is compact in
Moreover, using (4.41)-(4.42), we deduce that there exists (û,θ) and a subsequence still denoted by (u n , θ n ) such that
Next, we need to show (û,θ) is the unique solution of (4.35)-(4.36). We will use the same method as [20] . Let ψ be a continuously differential function defined on [0, T ] with ψ(T ) = 0. Recall {̺ j } j≥1 is an orthonormal eigenfunction of H, which can be viewed as an orthonormal eigenfunction of V. Multiplying (4.39) by ψ(t)̺ j and using integration by parts, we obtain
Denote the above equality by symbols
Since u n →û strongly in C([0, T ]; V ′ ), we have
By Cauchy-Schwarz inequality and u n →û strongly in L 2 ([0, T ]; H), we get
By the triangle inequality and (2.10), we have
hence,
Using (2.11), we get
With the help of (4.42) and θ n →θ strongly in L 2 ([0, T ]; H 1 ), we conclude that
The proof of
is the same as (4.25) in [20] , we omit it. Based on the above steps, we conclude that for any j ≥ 1,
Actually, (4.62) holds for any ζ, which is a finite linear combination of ̺ j . That is
Since V is dense in H, we get
Finally, it remains to proveû(0) = u 0 . Multiplying (4.64) with the same ψ(t) as above and integrating with respect to t. By integration by parts, we have
By comparison with (4.63), it gives u 0 −û 0 , ψ(0)ζ = 0, ∀ζ ∈ V. Choosing ψ such that ψ(0) 0, then
Since V is dense in H, we haveû(0) = u 0 . Using the same method as above, we can obtain the following equality holds
Therefore, (û,θ) satisfies (4.35)-(4.36).
(Continuity) According to Lemma 4.2, we need to show
The proof is similar to the proof process of (4.60)-(4.61), we omit it. Thus, we obtain
(Uniqueness) Assume (u 1 , θ 1 ), (u 2 , θ 2 ) are two solutions of (4.35)-(4.36). Let u = u 1 − u 2 , θ = θ 1 − θ 2 , then (u 0 , θ 0 ) = (0, 0). From (4.35)-(4.36), we have
Using Lemma 2.2, we get
By Lemma 2.1, we obtain
Referring to (9.13) in [6] , it gives
Adding (4.66),(4.67) and (4.68), then using the above estimates and (2.17)-(2.18), we get
By the choice of Υ(t), we deduce that
Hence, we conclude that
Applying Gronwall inequality to the above inequality and using (3.30), we obtain the uniqueness. Up to now, we complete the proof of Theorem 4.1.
Proof of large deviations
This section is devoted to the proof of the main result. According to Theorem 2.1, we need to prove (i) and (ii) in Condition A. Firstly, we prove (i) in Condition A. For g ∈ S , from Theorem 4.1, we can define
).
Proposition 5.1. For any M ∈ N + , and {g n } n≥1 ⊂ S M , g ∈ S M satisfying g n → g as n → ∞. Then
For simplicity, denote (u n , θ n ) = (u g n , θ g n ). Using similar method as Theorem 4.1 and by Lemma 3.1, we can prove that
Hence, we deduce from Lemma 4.1 that there exists an element (u, θ) and and a subsequence still denoted by (u n , θ n ) such that
We will prove (u, θ) = (u g , θ g ). Let ψ be a continuously differential function defined on [0, T ] with ψ(T ) = 0. Multiplying u n (t) by ψ(t)̺ j and using integration by parts, for every n > (sup
By the same process as Theorem 4.1, we can obtain
For the remain term
Therefore, we conclude that
Similarly, we can obtain
B (u(t), θ(t)), ψ(t)ς j dt − T 0 f (θ(t)), ψ(t)ς j dt.
Thus, we get (u, θ) = (u g , θ g ). (|w n (t)| 2 + |r n (t)| 2 + r n (t) 2 ) = 0, which implies the desired result.
Recall G ε (εN ε −1 ) = (u ε (·), θ ε (·)). Let ϕ ε ∈ U M and ϑ ε = 1 ϕ ε . The following lemma was proved by Budhiraja et al. [8] . Based on all the above estimates, we complete the proof.
To prove (ii) in Condition A, we need to obtain the tightness of {(ũ ε ,θ ε )} 0<ε<ε 0 in D([0, T ]; D(A −α 1 ))× C([0, T ]; H −2 ), for some α > 1.
Recall the following two Lemmas related to the tightness of {(ũ ε ,θ ε )} 0<ε<ε 0 . The proof them can be found in [14] and [3] . Consider a sequence {τ ε , δ ε } satisfying Condition C:
(1) For each ε, τ ε ia a stopping time with respect to the natural σ−fildes, and takes only finitely many values. 
