Electron dynamics in the bulk and at the surface of solid materials are well known to play a key role in a variety of physical and chemical phenomena. In this article we describe the main aspects of the interaction of low-energy electrons with solids, and report extensive calculations of inelastic lifetimes of both low-energy electrons in bulk materials and image-potential states at metal surfaces. New calculations of inelastic lifetimes in a homogeneous electron gas are presented, by using various well-known representations of the electronic response of the medium. Band-structure calculations, which have been recently carried out by the authors and collaborators, are reviewed, and future work is addressed. q
Introduction
Over the years, electron scattering processes in the bulk and at the surface of solid materials have been the subject of a great variety of experimental w x 2 and theoretical investigations 1-3 . Electron in-Ž . elastic mean free paths IMFP and attenuation lengths have been shown to play a key role in photoelectron spectroscopy and quantitative surface w x analysis 4-6 . Linewidths of bulk excited electron states in metals have also been measured, with the These new and powerful experimental techniques, based on high resolution direct and inverse photoemission as well as time-resolved measurements, have addressed aspects related to the lifetime of excited electrons and have raised many fundamental questions. The ultrafast laser technology has allowed to probe fast events at surfaces in real time and, therefore, extract information about elementary electronic Ž processes with time scales from pico to femtosec-. onds that are relevant for potential technological applications. In general, the two-photon photoemission spectroscopy is sensitive to changes of geometries, local work functions, and surface potentials during layer formation. The interaction of excited electrons and the underlying substrate governs the cross-section and branching ratios of all electronically induced adsorbate reactions at surfaces, such as dissociation or desorption, and influences the reactivity of the surfaces as well as the kinetics of growth w x 36 . Hot-electron lifetimes have long been invoked to give valuable information about these processes.
Inelastic lifetimes of excited electrons with energies larger than ; 1 eV above the Fermi level can Ž . be attributed to electron-electron e-e inelastic scattering, other processes such as electron-phonon and electron-imperfection interactions being, in general, of minor importance 3 . A self-consistent calculation of the interaction of low-energy electrons with an electron gas was first carried out by Quinn and w x Ferrell 38 . They performed a self-energy calculation of e-e scattering rates near the Fermi surface, and derived a formula for the inelastic lifetime of hot electrons that is exact in the high-density limit.
Ž . These free-electron-gas FEG calculations were exw x 4 w x tended by Ritchie 39 and Quinn 41 to include, within the first-Born and random-phase approximations, energies away from the Fermi surface, and by w x w x Adler 42 and Quinn 43 to take account of the effects of the presence of a periodic lattice and, in particular, the effect of virtual interband transitions w x 43 . Since then, several FEG calculations of e-e scattering rates have been performed, with inclusion Ž . w x of exchange and correlation XC effects [44] [45] [46] [47] , w x chemical potential renormalization 48, 49 , plasmon w x w x damping 50 , and core polarizability 51 . In the case of free-electron materials, such as aluminum, valence electrons were described within the FEG model and atomic generalized oscillator strengths w x were used for inner-shell ionization 51, 52 . For the description of the IMFP in non-free-electron metals, 3 Electron relaxation times due to coupling with the lattice are Ž w x. found to be on a picosecond scale see, e.g., Ref. 37 . 4 The 1r2 factor in front of z 2 in the expansion of f just 1 Ž . before Eq. 6.15 of this reference must be replaced by 1r3, as w x done in a subsequent paper, 40 . w x Krolikowski and Spicer 53 employed a semiempirical approach to calculate the energy dependence of the IMFP from the knowledge of density-of-state distributions, which had been deduced from photoelectron energy-distribution measurements. Tung et w x al. 54 , used a statistical approximation, assuming that the inelastic scattering of an electron in a given volume element of the solid can be represented by the scattering appropriate to a FEG with the electron density in that volume element. This approximation was found to predict IMFPs for electrons in Al that are in good agreement with predictions from an electron gas model plus atomic inner-shell contribuw x tions, and these authors 54 went further to evaluate IMFPs and energy losses in various noble and transition metals. Later on, new methods were proposed w x 55-59 for calculating the IMFP, which were based on a model dielectric function whose form was motivated by the use of optical data. Though highenergy electron mean free paths now seem to be well w x understood 60-62 , in the low-energy domain electrons are more sensitive to the details of the band structure of the solid, and a treatment of the electron dynamics that fully includes band structure effects is necessary for quantitative comparisons with experimentally determined attenuation lengths and relaxation times. Ab initio calculations of these quantities in which both the electronic Bloch states of the probe electron and the dielectric response function of the medium are described from first principles have w x been performed only very recently 63, 64 .
The self-energy formalism first introduced by Quinn and Ferrell for the description of the lifetime of hot electrons in a homogeneous electron gas was w x extended by Echenique et al. [65] [66] [67] to quantitatively evaluate the lifetime of image-potential states w x w x 68-75 at metal surfaces. Echenique et al. [65] [66] [67] used hydrogenic-like states to describe the imagestate wave functions, they introduced a step model potential to calculate the bulk final-state wave functions, and used simplified free-electron-gas models to approximate the screened Coulomb interaction. A three band model was used by Gao and Lundqvist w x Ž . 76 to describe the band structure of the 111 surfaces of copper and nickel. They calculated, in terms of Auger transitions, the decay of the first image state on these surfaces to the n s 0 crystal-induced surface state, neglecting screening effects.
Self-consistent calculations of the linewidths of image states on copper surfaces have been reported w x recently 77-80 , and good agreement with experimentally determined decay times has been found. These calculations were performed by going beyond a free-electron description of the metal surface. Single-particle wave functions were obtained by solving the Schrodinger equation with a realistic one-dimenw x sional model potential 81 , and the screened interaction was evaluated in the random-phase approxima-Ž . tion RPA .
This paper includes an overview of inelastic lifetimes of low-energy electrons in the bulk and at the surface of solid materials, as derived within the first-Born approximation or, equivalently, linear response theory. In the framework of linear response theory, the inelastic energy broadening or lifetimewidth of probe particles interacting with matter is found to be proportional to the square of the probe charge. Extensions that include the quadratic response to external perturbations have been discussed w x by various authors 82-88 , in order to give account of the existing dependence of the energy loss and the w x IMFP on the sign of the projectile charge 89, 90 . Section 2 is devoted to the study of electron scattering processes in a homogeneous electron gas, employing various representations of the electronic response of the medium. In Section 3, a general self-energy formulation appropriate for the description of inhomogeneous many-body systems is introduced. This formulation is applied in Sections 4 and 5 to review theoretical investigations of lifetimes of both hot electrons in bulk materials and image-potential states at metal surfaces. Future work is addressed in Section 6.
Unless otherwise is stated, atomic units are used throughout, i.e., e 2 s " s m s 1. The atomic unit of
ength is the Bohr radius, a s " rm s 0.529 A, 0 e the atomic unit of energy is the Hartree, 1 Hartrees e 2 ra s 27.2 eV, and the atomic unit of velocity is 0 the Bohr velocity, Õ s a c s 2.19 = 10 8 cm s y1 , a 0 and c being the fine structure constant and the velocity of light, respectively.
Scattering theory approach
We take a homogeneous system of interacting electrons, and consider an excited electron interact- Ž . probe electron is scattered from a state f r of energy E to some with energy v s k 2 r2 and V being the normalizak tion volume, one finds 2p
where W represents the Fourier transform of the q, v Ž X . screened interaction W r y r ;v . The Kroenecker delta and the Dirac delta function on the right-hand Ž . side of Eq. 4 allow for wave-vector and energy conservation, respectively.
X By summing the probabilities P of Eq. 4
Fermi momentum , k k ) q and k , and noting
that each allowed k X leads to two one-electron states i Ž . one for each spin , the total scattering rate of the probe electron in the state k is found to be given by i the following expression:
Ž . Ž .
where e is taken to be the dielectric function of q, v w x the medium 92,93 .
For v ) 0, the imaginary part of the RPA dielecw x tric function 94,95 is simply a measure of the number of states available for real transitions involving a given momentum transfer q and energy transfer v:
kq q k
In the limit that the volume of the system V becomes infinite, one can replace sums over states by integrals with the following relation
Ž . and after introduction of Eq. 8 into Eq. 5 , one finds
Ž .
where the prime in the integration indicates that the momentum transfer q is subject to the same condi-Ž . tion as in Eq. 5 . With the screened interaction W q, v Ž . of Eq. 7 described within RPA, one writes
where G is the so-called local-field factor, first Ž .
Finally, we note that the inelastic mean free path Ž . IMFP is directly connected to the lifetime t through the relation =² < iŽ qqG X .P r < :
k, n k , n h being a positive infinitesimal. The sums run over the band structure for each wave wave vector k in the first BZ, and f are Fermi factors
Couplings of the wave vectorG to wave vectorsG X with G / G X appear as a consequence of the existence of electron-density variations in real solids. If these terms, representing the so-called crystalline local-field effects, are neglected, one can write function of a homogeneous electron gas,
Ž . then Eq. 33 yields the damping rate of excited Ž . electrons in a FEG, as given by Eq. 11 .
We note that the hot-electron decay in real solids depends on both the wave vector k and the band index i of the initial Bloch state. As a result of the y1 Ž . symmetry of these states, one finds that t Sk,i s y1 Ž . t k,i , with S representing a point group symmetry operation in the periodic crystal. Hence, for each value of the hot-electron energy the scattering rate y1 Ž . y1 Ž . t E is defined by averaging t k,i over all wave vectors k lying in the irreducible element of Ž . the Brillouin zone IBZ , with the same energy, and also over the band structure for each wave vector.
Lifetimes of hot electrons in metals

Jellium model
Early calculations of inelastic lifetimes and mean free paths of excited electrons in metals were based on the 'jellium' model of the solid. Within this model, valence electrons are described by a homogeneous assembly of electrons immersed in a uniform background of positive charge and volume V. The only parameter in this model is the valence-electron density n , which we represent in terms of the 0 so-called electron-density parameter r defined by Bohr radius. Hence, the damping rate of a hot electron of energy E s v is obtained, within this model,
Ž . In the high-density limit r ™ 0 , XC effects as s well as high-order terms in the expansion of the scattering probability in terms of the screened interaction are negligible. Thus, in this limit the damping Ž . rate of hot electrons is obtained from Eq. 11 with use of the RPA dielectric function. Now we focus on the scattering of hot electrons just above the Fermi level, i. e., E y E < E . As screening in the interaction between the hot electron and the Fermi sea. Hence, the hot-electron lifetime is determined by the competition between transitions and screening. Though increasing the electron den-Ž . sity makes the density of states DOS larger, momentum and energy conservation prevents, in the case of a FEG, the sum over available states from Ž . any dependence on r , as shown by Eq. 35 . As a s result, the scattering rate of hot electrons in a FEG only depends on the electron-density parameter through the screening and the initial momentum k . w x paper, Ritchie and Ashley 40 investigated the simplest exchange process in the scattering between the probe electron and the electron gas. Though this exchange contribution to the e-e scattering rate is of a higher order in the electron-density parameter r than the direct term, it was found to yield, s for r s 2.07 and E ; E , a ; 70% increase with s F respect to the RPA lifetime, and an even larger increase in the case of metals with r ) 2. This s reduction of the e-e scattering rate appears as a consequence of the exclusion principle keeping two electrons of parallel spin away from the same point, thereby reducing their effective interaction. Neither the effect of Coulomb correlations between the probe electron and the electron gas, which also influence the e-e mutual interaction, nor XC effects between pairs of electrons within the Fermi w x sea were included by Ritchie and Ashley 40 . Kleinw x man 44 included not only XC between the incoming electron and an electron from the Fermi sea but also XC between pairs of electrons within the Fermi sea, and found a result which reduced the ; 70% increase obtained by Ritchie In the case of excited electrons near the Fermi level the renormalization constant, as obtained within the GW-RPA, is nearly real and k-independent. In Ž . the metallic density range r ; 2-6 one finds Z ; s 0.8-0.7, and the resulting lifetimes are, therefore, Ž . larger than those obtained from Eq. 11 by ; 20%.
Statistical approximations
In order to account for the inelastic scattering w x rates of non-free-electron materials, Tung et al. 54 applied a statistical approximation first developed by w x Lindhard et al. 106 . This approximation is based on the assumption that the inelastic electron scattering of electrons in a small volume element d r at r is the same as that of electrons in a FEG with density equal to the local density. w x Within the statistical approximation of Ref. 54 , Ž . for a given density distribution n r one finds the total scattering rate t y1 by averaging the correy1 sponding local quantity t n r over the volume Ž .
V of the solid: , as follows
where
The Penn algorithm has been employed by w x Tanuma et al. 60 to calculate IMFPs for 50 to 2000 eV in a variety of materials comprising elements, inorganic compounds, and organic compounds. Rew x cently, several other groups 61 have calculated IMFPs from optical data in a manner similar to that w x proposed by Penn 59 , with some differences in approach, and high-energy IMFPs now seem to be w x well understood 62 .
The effect of d-electrons in noble metals has been w x recently investigated by Zarate et al. 109 , by including the d-band contribution to the measured optical inverse dielectric function into a FEG description of the s-p part of the response.
In order to account for the actual DOS in real materials, early IMFP calculations were carried out w x by Krolikowski and Spicer 53 , with the explicit assumption that the matrix elements of the screened Ž . e-e interaction entering Eq. 5 are momentum independent. This so-called ''random'' k approximation w x 110,111 has proved to be useful in cases where the DOS plays a key role in the determination of scattering rates, as in the case of ferromagnetic materials ( )w x 112,113 , thereby allowing to explain the existence w x of spin-dependent hot-electron lifetimes 26,27 . Although this method, due to its simplicity, cannot provide full quantitative agreement with the experiment, it provides a useful tool for the analysis of experimental data, thus allowing to isolate the effects that are directly related to the DOS.
Figs. 6 and 7 show the lifetime versus energy, for representative free-electron-like and non-free-elec-Ž . Ž . tron-like materials, Al Fig. 6 and Cu Fig. 7 , respectively. First of all, we consider a relatively Ž . free-electron-like solid such as Al see Fig. 6 . The contribution to the inelastic scattering of low-energy electrons in Al coming from the excitation of core electrons is negligible. Hence, statistical approximations yield results that nearly coincide with the FEG calculation with r s 2.07. However, the effective s number of valence electrons in Al is 3.1 rather than 3 Ž . the actual number of valence electrons , and lifetimes calculated from the statistical model of Ref. w x 54 are, therefore, slightly larger than those obtained within a FEG description. At higher energies, new contributions to the inelastic scattering come from the excitation of core electrons, and FEG lifetimes would, therefore, be much longer than those obtained from the more realistic statistical approximations.
For non-free-electron-like materials such as Cu, the role of d states in the electron relaxation process . dashed-dotted-dotted-dotted line , and the empirical w x formula of Goldmann et al. 10 is represented by a dotted line. We note from this figure that while at low electron energies t y1 increases quadratically with E y E , a combination of inner-shell and plas-F mon contributions results in lifetime-widths that approximately reproduce, for electron energies in the range ; 10-50 eV above the Fermi level, the empirw x ical prediction 10 that the lifetime-width increases linearly with increasing distance from E . F High-energy lifetime-widths and IMFPs seem to be well described by model dielectric functions, by assuming that the probe wave functions are simply plane waves. Nevertheless, in the case of low-energy electrons band structure effects are found to be important, even in the case of free-electron-like metals such as Al, and a a treatment of the electron dynamics that fully includes band structure effects is necessary for quantitative comparisons with the experiment.
First-principles calculations
Ab initio calculations of the inelastic lifetime of hot electrons in metals have been carried out only w x w x very recently 63,64 . In this work 63,64 , Bloch states were first expanded in a plane-wave basis, and the Kohn-Sham equation of density-functional the-Ž . w x ory DFT 114,115 was then solved by invoking the Ž . local-density approximation LDA . The electron-ion interaction was described by means of a non-local, w x norm-conserving ionic pseudopotential 116 , and the one-electron Bloch states were then used to evaluate both the B coefficients and the dielectric matrix
entering Eq. 27 .
G,G
First-principles calculations of the average life-Ž . time t E of hot electrons in real Al, as obtained Ž . from Eq. 27 with full inclusion of crystalline local field effects, are presented in Fig. 9 by solid circles. As Al crystal does not present strong electron-density gradients nor special electron-density directions Ž . bondings , contributions from the so-called crystalline local-field effects are found to be negligible. On the other hand, band-structure effects on the imaginary part of the inverse dielectric matrix are approximately well described with the use of a statis-Ž . Ž tical approximation, as obtained from Eq. 39 dotted . between full ab initio calculations solid circles and Ž . FEG calculations solid line are mainly due to the sensitivity of hot-electron initial and final wave functions on the band structure of the crystal. When the hot-electron energy is well above the Fermi level, these orbitals are very nearly plane-wave states and the lifetime is well described by FEG calculations. However, in the case of hot-electron energies near the Fermi level, initial and final states strongly depend on the actual band structure of the crystal. Due to the opening, at these energies, of interband transitions, band structure effects tend to decrease the inelastic lifetime by a factor that varies from ; 0.65 Ž . near the Fermi level E y E s 1 eV to a factor of
Ab initio calculations of the average lifetime t E of hot electrons in real Cu, the most widely studied metal by TR-2PPE, are exhibited in Fig. 10 
virtual interband transitions giving rise to additional screening is to increase, for hot-electron energies under study, the lifetime by a factor of f 3, in qualitative agreement with the approximate predicw x tion of Quinn 43 and with the use of the statistical w x average of Ref. 54 .
Finally, band-structure effects on hot-electron energies and wave functions are investigated. Full Ž . band-structure calculations of Eq. 27 with and Ž Ž .. without see also Eq. 33 the inclusion of crysw x talline local field corrections were carried out 64 , and these corrections were found to be negligible for E y E ) 1.5 eV, while for energies very near the F Fermi level neglection of these corrections resulted in an overestimation of the lifetime of less than 5%.
Ž . Therefore, differences between the full solid circles Ž . and plane-wave solid triangles band-structure calculations come from the sensitivity of hot-electron initial and final states on the band structure of the crystal. When the hot-electron energy is well above the Fermi level, these states are very nearly planewave states for most of the orientations of the wave vector, and the lifetime is well described by plane-Ž wave calculations solid circles and triangles nearly . coincide for E y E ) 2.5 eV . However, in the case F of hot-electron energies near the Fermi level initial and final states strongly depend on the orientation of the wave vector and on the shape of the Fermi surface. For most orientations, flattening of the Fermi surface tends to increase the hot-electron decay rate w x 42 , while the existence of the so-called necks on the Fermi surface of noble metals results in very small scattering rates for a few orientations of the y1 Ž . wave vector. After averaging t k,n over all orientations, Fermi surface shape effects tend to decrease the inelastic lifetime.
Ž . 2 Scaled lifetimes, t = E y E , of hot electrons F in Cu are represented in Fig. 11 , as a function of E y E . Results obtained, within RPA, from Eqs. 
Lifetimes of image-potential states at metal surfaces
Concept and deÕelopment of image states
A metal surface generates electron states that do not exist in a bulk metal. These states can be classified into two groups, according to their charge density localization relative to the surface atomic layer: intrinsic surface states and image-potential states. The so-called intrinsic surface states, predicted by w x w x Tamm 117 and Shockley 118 , are localized mainly at the surface atomic layer. Image-potential states w x 68-75 appear in the vacuum region of metal surfaces with a band gap near the vacuum level, as a result of the self-interaction of the electron with the polarization charge it induces at the surface. Far from the surface, into the vacuum, this potential well approaches the long-range classical image potential, y1r4 z, z being the distance from the surface, and it gives rise to a series of image-potential states localized outside the metal.
In a hydrogenic model, with an infinitely high repulsive surface barrier, these states form a Rydw x berg-like series with energies 69 y0.85 eV E s , 42
where a is a quantum defect depending on both the energy-gap position and width and also on the posiw x tion of the image state relative to the gap 68,69 .
After This intensive work on image states has resulted in an understanding of some of the key points of the physics of these states and of the relatively extensive data-base of their energies on noble and transition metals.
Lifetimes of image states
Introduction
In contrast to the relatively simple spectroscopic problem of determining the position of spectral features that directly reflect the density of states and which may be, in principle, calculated within a oneelectron theory, the study of spectral widths or linew x shapes is essentially a many-body problem 143 . These spectral widths appear as a result of electronelectron, electron-defect, electron-phonon, and elecw x tron-photon interactions 143-147 , and 
w x The first estimation 69 of the lifetime of image states used simple wave-function arguments to show that the lifetime of image states asymptotically in-Ž . creases with the quantum number n, as in Eq. 44 . Nearly twenty years later, this prediction was con-Ž . firmed experimentally for the 100 surface of Cu, for which lifetimes of the first six image states were measured with the use of quantum-beat spectroscopy w x 33 . The first quantitative evaluation of the lifetime of image states, as obtained within the self-energy w x formalism, was reported in Ref. 65 . In this calculation hydrogenic-like states were used, with no penetration into the solid, to describe the image-state wave functions, a step model potential was introduced to calculate the bulk final-state wave func-Ž . tions, and a simplified free-electron-gas FEG model was utilized to approximate the screened Coulomb interaction. More realistic wave functions, allowing for penetration of the electron into the crystal, were w x introduced in subsequent calculations 66,67 . In these evaluations the linewidth of the first image state at the G point was shown to be directly proportional to the penetration, and the prediction of Ž . Eq. 44 was confirmed.
The penetration of an image state into the bulk is defined as
thereby giving a measure of the coupling of this state to bulk electronic states. This coupling, weighted by the screened interaction, is responsible for the decay of image states through electron-hole pair creation. Intuitively, it seems clear that the larger the penetration the stronger the coupling and, therefore, the smaller the lifetime. This idea was exploited to qualitatively explain the linewidth of image states on w x various surfaces 74 , and also the temperature-dependence of the linewidth of the n s 1 state on Ž . w x Cu 111 31 . In this heuristic approximation, the linewidth of an image state is determined by Ž . plying Eq. 47 ; instead, contributions to the imagestate decaying mechanism coming from either the evanescent tails of bulk states outside the crystal or the existence of intrinsic surface states must also be taken into account, together with an accurate description of surface screening effects. Here we give the results obtained within a theory that incorporates these effects and that has been used recently to evaluate intrinsic linewidths or, equivalently, lifew x times of image states on metal surfaces 77-80 .
Model potential
w x It is well known 69,73,136 that image-state wave functions lie mainly in the vacuum side of the metal surface, the electron moving, therefore, in a region with little potential variation parallel to the surface. Hence, these wave functions can be described, with a reasonable accuracy, by using a one-dimensional potential that reproduces the key properties of image states, namely, the position and width of the energy gap and, also, the binding energies of both intrinsic and image-potential surface states at the G point. Such a one-dimensional potential has recently been proposed for a periodic-film model with large vacw x uum intervals between the solid films 81,135 :°A
Ž .
V z s Ž .
where the z-axis is taken to be perpendicular to the surface. D is the halfwidth of the film, a is the Assuming that corrugation effects, i.e., effects associated with spatial variations of the potential in the plane parallel to the surface, are not important and that the three-dimensional potential can be de-Ž . scribed by the x, y -plane average, one-electron wave functions and energies are taken to be given by Ž . Ž . Eqs. 20 and 21 , respectively. Within a many-body self-energy formalism, the linewidth of the n image Ž . state with energy´is then obtained from Eq. 22 k, n or, within either the GW or the GWG approxima-Ž . tion, from Eq. 23 .
Results and discussion
First of all, we present results obtained with use Ž . of the one-dimensional model potential MP of Eq. Ž . 49 , and compare with experimental and other theoretical results. A summary of experimental results for image-state lifetimes in noble and transition metal surfaces, as obtained from either 2PPE or TR-2PPE measurements, is presented in Table 2 , together with the result of theoretical calculations at the G point Ž . k s 0 . We note that there are large differences I between 2PPE and TR-2PPE experimental results for copper and silver surfaces, the lifetime broadening derived from recent very-high resolution TR-2PPE measurements being smaller than that obtained from 2PPE experiments by nearly a factor of 2.
Theoretical calculations presented in Table 2 In the other group of calculations the many-body self-energy formalism described in Section 3 was used for the evaluation of the lifetime of image states w x 77-80 , resulting in a quantitative agreement with TR-2PPE measurements of the lifetime of image states on Cu surfaces and showing, therefore, that the present state of the theory enables to accurately predict the broadening of image states on metal surfaces.
To illustrate the importance that an accurate description of the self-energy might have on the evaluation of the linewidth, we show in Fig. 15 this maximum is plotted, as a function of z X , in Fig.  16 , showing that it is an oscillating function of z within the bulk 8 , and reaches its highest value at the surface.
It is interesting to note from sic surface state provides a ; 75% of the decay mechanism at the surface. The intrinsic-surface-state contribution to the total linewidth of the n s 1 image Ž . state on Cu 111 was found to be of about 40% w x 77,78 . Similarly, lower lying image states can give noticeable contributions to the linewidth of excited, i.e., n s 2, 3, ... image states. For example, the decay from the n s 2 to the n s 1 image state on Ž . Cu 100 yields a linewidth of 0.5 meV, i.e. a 10% of the total n s 2 image-state linewidth. The decay Ž . from the n s 3 to the n s 1 image state on Cu 100 yields a linewidth of 0.17 meV, and the decay from Ž . the n s 3 to the n s 2 image state on Cu 100 yields a linewidth of 0.05 meV, i.e. ; 10-15% of the total linewidth.
Coupling of image states with the crystal occurs through the penetration of the image-state wave function and, also, through the evanescent tails of bulk and surface states outside the crystal. To illustrate this point, the linewidth G s t y1 can be split as follows
Ž . 
These separate contributions to the linewidth of image states on Cu surfaces are shown in Table 3 . We note that the contribution to G coming from the interference term G is comparable in magnitude inter and opposite in sign to both bulk and vacuum contributions. This is a consequence of the behaviour of the imaginary part of the two-dimensional Fourier transform of the self-energy, as discussed in Ref. yield an image-state linewidth that increases with k , it increases very slowly within the first approach I and more rapidly within the second approach, showing the key role that the penetration of the image-state wave function plays in the decay mechanism, i.e., as the coupling of the image-state wave function with bulk and intrinsic-surface states increases, the image-state linewidth is enhanced.
As all theoretical calculations presented in Tables  2, 3 and 4 have been obtained with use of the wave Ž . functions of Eq. 20 , surface corrugation has not been taken into account. Estimating the influence of surface corrugation on the image-state broadening requires the use of three-dimensional wave functions for the evaluation of initial and final states and, also, for the evaluation of the screened interaction. Work along these lines is now in progress.
An approximate way of including surface-corrugation effects on the final-state wave functions is to account for the actual effective mass of the intrinsic-surface and all bulk states, as obtained from the theoretically or experimentally determined dispersion of these states. In Table 5 we compare the The present state of a theory that uses the self-energy formalism in combination with an accurate description, within a quasi one-dimensional model, of the key aspects of image states, namely, the position and width of the energy gap and the binding energies of the intrinsic and image-potential surface states has been shown to give quantitative account of the lifetime of image states on metal surfaces. Moreover, this theory also gives a linewidth of the Shock-Ž . w x ley surface state on Cu 111 148 at the G point that is in excellent agreement with recent very-high-resolution angle-resolved photoemission measurements w x 145,146 . The calculated inelastic linewidth has been found to be of 26 meV, while measurements give 30 w x w x meV 145 and 21 " 5 meV 146 . This calculation w x 148 emphasizes the extremely important role that the intrinsic surface state plays in the decaying mechanism of this state at the G point, resulting in a contribution of ; 70% of the total linewidth. This surface-state contribution explains the difference bew x tween the experimental data 145,146 and theoretical results obtained within a bulk description of the broadening mechanism.
If dielectric layers are grown on the metal substrate, one can analyze the layer growth by simply looking at the energetics and lifetimes of image-state w x electrons 150 . Deposition of an overlayer on a metal substrate can change drastically the properties of image states, such as binding energies, wave functions, and lifetimes. This change depends on weather the adsorbate is a transition metal, an alkali metal, or a noble gas atom. In particular, deposition Ž . of alkali metal adlayer on Cu 111 decreases the w x work function by nearly a factor of 2 151 . The linewidths of image states on a single layer of Na Ž . Ž . Ž . and K on Cu 111 , Fe 110 , and Co 0001 were w x measured with 2PPE by Fisher et al. 152 . A large value of 150 meV was obtained for the first image state, which is quite close to the linewidth of the Ž . Ž . n s 1 image state on Fe 110 and Co 0001 but much larger than the linewidth of the n s 1 image Ž . w x state on Cu 111 74 . All these values were measured with 2PPE, and they include both energy and phase relaxation contributions. Additionally, these experiments showed the presence of the n s 0 intrinsic surface state generated by the NarK layer, which Ž . replaces the intrinsic surface state on Cu 111 . More accurate measurements of the intrinsic linewidth can be obtained with use of TR-2PPE spectroscopy. Nevertheless, the influence of impurities and imperfections on the linewidth remains to be evaluated. For more realistic estimates of the intrinsic linewidth, accurate models andror first-principles calculations are necessary. The same applies to other metal overw x layers 153 .
Ž . Ž . Overlayers of Xe and Kr on Ag 111 , Cu 111 , Ž . and Ru 0001 have been studied recently with use of w x w x 2PPE 154,155 and TR-2PPE 30,31,156-158 spectroscopies. All these measurements have shown that the lifetime of the n s 1 state increases significantly upon deposition of the noble atom adlayer on all metal substrates of interest. Qualitatively, this increase can be explained by the fact that the interaction of the image-state electron with the closed Xe or Kr valence-shell is repulsive and, therefore, the probability amplitude of this state moves away from the crystal, as compared to the simple case of clean metal surfaces. Therefore, the coupling to the substrate decreases and the lifetime increases. The same qualitative argument can also explain the decrease of the binding energy of image states upon deposition of Xe or Kr on metal substrates. Moreover, Harris et w x al. 34,155 have studied the evolution of image states as a function of the number of deposited Ž . atomic layers of Xe on Ag 111 . They have found that with increase of a number of Xe layers the n s 2 and n s 3 image states evolve into quantum-well states of the overlayer. A qualitative interpretation of this behaviour of image states has been given, within w x a macroscopic dielectric continuum model 155 . Unfortunately, no microscopic investigation of the image-state evolution of adlayers on metal surfaces that takes into account the band structure of both the substrate and the overlayer has been carried out.
Defects on the surface or adsorbed particles cause electron scattering processes that lead to phase relaxation of the wave function. This can be monitored in real time, in order to extract relevant information. In fact, measurements of the n s 1 and n s 2 image-Ž . potential states of CO adsorbed in Cu 100 indicate a decreasing dephasing time when the CO molecules Ž . form an ordered c 2x2 structure on the surface
have shown correlation between decay and dephasing, on the one hand, and the existence of surface defects, on the other hand. A first-principles description of this problem is still lacking, due to intrinsic difficulties in dealing with the loss of twodimensional translational symmetry.
Another important field of research is the understanding of the processes leading to the electronic relaxation in magnetic materials. The spin-split imw x age states on magnetic surfaces 159-162 offer the possibility of extracting information about the underlying surface magnetism. These spin-split states can decay in different ways and, therefore, their linewidths can be different. In particular, spin-re-Ž . solved inverse photoemission experiments on Fe 110 w x Ž . 160 give an intrinsic linewidth of 140 70 meV for Ž . the first minority majority image state. The difference in the lifetime is of the order of the total linewidth of the n s 1 image state on other metal surfaces. At the same time, as the spin-splitting is Ž only of ; 8% of the total binding energy E s 1 . y0.73 eV , it is unlikely that this splitting is responsible for the large difference between linewidths. Hence, one has to resort to details of the phase space of final states and to the screened Coulomb interaction as responsible for this effect. Work along these lines is now in progress.
All these problems are of technological relevance and pose technical and theoretical questions that need to be answered in order to make a correct interpretation of what is really being measured. One technique is based on the ab initio description of the fast-dynamics of a wave-packet of excited electrons w x in front of the surface 163 . The time evolution will pick up all the relevant information concerning scattering processes and electronic excitations that can w x be mapped directly with experiments 33 . On a more complex and fundamental level, there is the theoretical description of coupled electron-ion dynamics, which is relevant in many experiments.
Future
We present here a brief summary of on-going and future work in the field of inelastic electron scattering in solids and, in particular, in the investigation of electron and hole inelastic lifetimes in bulk materials and low-dimensional structures. The advance in our knowledge is closely linked to the experimental developments that combine state-of-the-art angle-resolved 2PPE with ultrafast laser technology. These investigations might be relevant for potential technological applications, such as the control of chemical reactions in surfaces and the developing of new materials for opto-electronic devices.
A theoretical and experimental challenge is the description of the reactivity at surfaces. Experiments are being performed nowadays directed to get a deeper understanding of the electronic processes involved. We note that electronic excitation is the initial step in a chemical reaction, and the energetics and lifetimes of these processes directly govern the reaction probability. For example, we can achieve chemical selectivity through a femtosecond activaw x tion of the chemical reaction 164 . This shows clearly that nonrandom dissociation exists in polyatomic molecules on the femtosecond time-scale, by Ž exciting the reactant to high energies well above the . threshold for dissociation and sampling the products on time scales that are shorter than the rate for Ž intramolecular vibrational energy-distribution this concept is relevant in chemical reactivity and assumes ergodicity or, equivalently, that the internal . energy is statistically redistributed . The idea of ergodicity has to be revisited in this short time-scale.
Very recently, it has been shown that selective adsorption of low-energy electrons into an imagepotential state, followed by inelastic scattering and desorption, can provide information on the interacw x tion between these states and the substrate 165 . A deep theoretical analysis of this interaction, as well as the role of the substrateradsorbate band structure, is still lacking and is needed in order to interpret the experimental data.
So far, we have concentrated our attention to the investigation of bulk and surfaces, i.e., extended systems. From a technological point of view, and due to the fast miniaturization of the magneto-and opto-electronic components in current devices, the study of the electron dynamics in nanostructures is of relevance. For example, alkali metals that have image states as resonances would have, in a finite piece of material, a well-defined image state with a long lifetime. These states are spatially located out-( )side the nanostructure and, at least in principle, could be used in a possible self-assembling mechanism to build controlled structures made of clusters, and also as an efficient external probe for chemical characterization. Measurements on negatively charged clusters would be able to assess this effect, as well as its size dependence. Experiments performed on a Na y clus- 91 ter have looked at two decay mechanisms for the collective excitation, namely, electron and atom emission. The estimated electronic escape time is of w x the order of 1 fs 166 . The relaxation time for two-electron collisions in small sodium clusters has been estimated theoretically at the level of a time-de-Ž . pendent local-density-functional approach TDLDA w x 167 . The computed values are in the range of 3-50 fs, which are between the direct electron emission Ž . and the ionic motion ) 100 fs . These values com-Ž pete with the scale for Landau damping coupling of the collective excitation to neighbouring particle-hole . states . A first non-perturbative approach to the quasiparticle lifetime in a quantum dot has been w x Ž presented in Ref. 168 , where localized quasipar-. ticle states are single-particle-like states and delocal-Ž . ized superposition of states regimes are identified. Furthermore, if we wish to use these nanostructures in devices, we need to understand the scattering mechanism that controls the electronic transport at the nanoscale level. We expect new physical phenomena to appear in detailed time-resolved experiments in these systems, related to quantum confinement. In summary, the investigation of electronelectron interactions in nanostructures is still in its infancy, and much work is expected to be done in the near future. In particular, we are planning to investigate electron lifetimes in fullerene-based materials, such as C and carbon nanotubes. 60 Asymmetries in electron lifetimes arise from the different nature and localization of electrons; in this sense, noble and transition metals offer a valuable framework to deal with different type of electrons that present various degrees of localization. New theoretical techniques should be able to address the calculation of excitations and inelastic electron lifetimes, including to some extent electron-phonon couw plings which might be important and even dominant for high enough temperatures and very-low-energy x electrons and also both impurity and grain-boundary scattering. Final-state effects have been neglected in most practical implementations, and they might be important when there is strong localization, as in the case of transition and rare earth materials. In the case Ž of semiconductors, electron-hole interactions ex-. citonic renormalization strongly modify the singleparticle optical absorption profile, and they need to w x be included in the electronic response 169 . Although similar interactions are expected to be present in metals, the large screening in these systems makes their contribution less striking as compared to the case of semiconductors. However, in the case of low-dimensional structures they might play an important role in the broadening mechanism of excited electrons and holes.
All calculations presented in Sections 4 and 5 stop at the first iteration of the GW approximation. Although going beyond this approximation is possible, this has to be done with great care, since higher-order corrections tend to cancel out the effects of selfconw x Ž . sistency 170-172 see Appendix B . As we start from an RPA-like screening, the net effect of including the so-called vertex corrections for screening electrons would be a reduction of the screening. Furthermore, a simpler and important effect to be included in the present calculations is related to the renormalization of the excitation spectral weight due to changes in the self-energy close to the Fermi surface. We know that this renormalization could be w x as large as 0.5 for Ni 173,174 and of the order of w x 0.8 for Si 175 . This modifies the energy of the excitation and, therefore, the lifetime. We aim to include such effects in the calculation of the inelastic electronic scattering process in noble and transition w x metals 176 , along the lines described in the Appendix B. The main idea is to work directly with the Green function in an imaginary-timerenergy representation. The choice of representing the timerenergy dependence on the imaginary rather than the real axis allows us to deal with smooth, decaying quantities, which give faster convergence. Only after the full imaginary-energy dependence of the expectation values of the self-energy operator has been Ž established do we use a fitted model function whose sophistication may be increased as necessary with . negligible expense , which we then analytically continue to the real energy axis in order to compute w x excitation spectra and lifetimes 177-180 . Furthermore, this technique is directly connected with ( )finite-temperature many-body Green functions, and can be used to directly address temperature effects on the lifetime that can be measured experimentally.
An interesting aspect in the theory of inelastic electron scattering appears when one looks at the energy dependence of the electron lifetime in layered materials. In a semimetal as graphite, the lifetime has been found to be inversely proportional to the energy w x above the Fermi level 181 , in contrast to the quadratic behaviour predicted for metals with the use Ž . of Fermi-liquid theory see Section 4 . This behaviour has been interpreted in terms of electronw x plasmon interaction in a layered electron gas 181 ; however, this is not consistent with the fact that a layered Fermi-liquid shows conventional electron w x lifetimes 182 . A different interpretation based on Ž the particular band structure of graphite with a . nearly point-like Fermi surface yielding a reduction of the screening can explain the linear dependence of w x the lifetime 183 . A similar linear dependence of the inelastic lifetime has been found for other semiconw x ducting-layered compounds as SnS 184 . We are 2 presently working on the evaluation, within the GW approximation, of electron lifetimes in these layered w x compounds 185 . The special band structure of graphite has also been invoked as responsible for the peculiar plasmon dispersion and damping of the w x surface plasmon 186 . Therefore, a careful analysis of the layer-layer interaction and broadening of the Fermi surface needs to be included, in order to understand this behaviour. We note that in a metal like Ni the imaginary part of the self-energy shows a quadratic Fermi-liquid behaviour, which becomes w x linear very quickly 173,174 .
Together with the self-energy approach discussed in this review, an alternative way of computing the excitation spectra of a many-body system, which is based on information gleaned from an ordinary ground-state calculation, is the time-dependent den-Ž . w x sity-functional theory . In this approach, one studies how the system behaves under an external perturbation. The response of the system is directly related to the N-particle excited states of an N-particle system, in a similar manner as the Ž . one-particle Green function is related to the N q 1 -Ž . and N y 1 -particle excited states of the same system. TDDFT is an ideal tool for studying the dynamics of many-particle systems, which is based on a complete representation of the XC kernel, K xc , in time and space. One computes the time-evolution of w x the system 191-194 without resorting to perturbation theory and dealing, therefore, with an external field of arbitrary strength. The fact that the evolution of the wave function is mapped for a given time-interval helps one to extract useful information on the dynamics and electron relaxation of many-electron systems. The method does not stop on the linear response and includes, in principle, higher-order nonlinear response as well as multiple absorption and emission processes.
On a more pure theoretical framework, the connection between TDDFT and many-body perturbation theory is needed, in order to get further insight into the form of the frequency-dependent and non-local XC kernel K xc . If one were able to design an XC kernel that works for excitations as the LDA does for ground-state properties, then one could handle many interesting problems that are related to electron dynamics of many-electron systems.
In summary, many theoretical and experimental challenges related to the investigation of lifetimes of low-energy electrons in metals and semiconductors are open, and even more striking theoretical and experimental advances are ready to come in the near future. Lifetime measurements can be complementary to current spectroscopies for the attainment of Ž information about general properties structural, elec-. tronic, dynamical, .... of a given system. dependent perturbation theory and keeping only terms ext Ž . of first order in the external perturbation V r,v , the charge density induced in the electronic system is found to be
. where x r,r ;v represents the so-called linear density response function
A.2 Ž .
Ž . Here, v s E y E and r r represent matrix
elements taken between the unperturbed many-par-< : ticle ground state C of energy E and the unper-0 0 < : turbed many-particle excited state C of energy E : and r describing electron coordinates.
i
In a time-dependent Hartree or random-phase approximation, the electron density induced by the ext Ž . external potential, V r,v , is approximated by the electron density induced in a noninteracting electron ext Ž . ind Ž . gas by the total field V r,v q V r,v :
This approximation for the induced electron density Ž . can be written in the form of Eq. A.1 , with
. where x r,r ;v is the density-response function of noninteracting electrons,
Ž . f r representing a set of single-particle states of i energy´. i
In the framework of time-dependent density-funcw x tional theory 187-190 , the theorems of which generalize those of the usual density-functional theory w x 114,115 , the density-response function satisfies the integral equation In the case of a homogeneous electron gas, one introduces Fourier transforms and writes
Within RPA, Ž . bers, as given by Eq. 6 .
In the more general scenario of TDDFT,
Hence, this dielectric function screens the potential both generated and 'felt' by a test charge.
If the external potential is that generated by an electron, then one writes
respectively. If the local-field factor G is set equal 
stands for a N q 1 -0 electron state in which an electron has been added to the system at point r and time t. When t X -t, the many-body Green function gives the probability amplitude to detect an electron at point r and time t Ž . when a possibly different electron has been added to the system at point r X and time t X . When t X ) t, the Green function describes the propagation of a many-body state in which one electron has been removed at point r and time t, that is, the propagation of a hole.
For a system of interacting electrons, there is little Ž X . hope of calculating G G r,r ,v exactly. One usually has to resort to perturbation theory, starting from a suitably chosen one-electron problem with a Hamil-Ž . Ž . tonian H r , eigenfunctions f r , and eigenener- 
w x In usual practice the LDA 115 is considered, which Ž . provides a local one-electron potential, u r .
LDA
The exact Green function obeys the following w x Dyson's equation 100 ,
where the integral kernel S r,r ,v is known as the self-energy. It can be understood as the complex non-local energy-dependent potential felt by the electron added to the system at point r X and time t X . This potential arises from the response of the rest of electrons to the presence of the additional electron. However, one must be careful with this interpretation, since the many-body Green function for t X -t not only describes the propagation of the additional Ž . electron, but also that of the whole N q 1 -electron system. This means, for instance, that the self-energy also accounts for the exchange processes that occur in a system of indistinguishable particles.
To obtain the inelastic lifetime of one-electron-like excitations, called quasiparticles, one seeks for the poles of the many body Green function. A good estimate of the position of these poles can be ob-Ž . tained by projecting Eq. B.3 onto the chosen basis of one-electron orbitals, and neglecting the off-diagonal terms in the self-energy, i.e., 
Ž . Ž . i i i
and after noting the reality of the matrix elements of Ž . the LDA potential one finds Eq. 15 . w x Within many-body perturbation theory 96 , it is Ž X . possible to obtain S r,r ,v as a series in the Ž X . Coulomb interaction Õ r y r . Due to the long range of this interaction, such a perturbation series is expected to contain divergent terms. However, it has ( )been known for a long time that when the polarization induced in the system by the added electron is taken into account the series is free of divergences. Thus, the perturbation series for the self-energy can be rewritten in terms of the so-called screened inter-Ž X . action W r,r ;v .
To lowest order in the screened interaction, the self-energy reads:
S r ,r X ,v Ž . The GW approximation gives a comparatively simple expression for the self-energy operator, which allows the Green function of an interacting manyelectron system to be computed by simply starting 0 Ž X . from the Green function G G r,r ;v of a fictitious system with an effective one-electron potential. The GW approximation has been shown to be physically well motivated, especially for metals where the Hartree-Fock approximation leads to unphysical results.
Ž . Ž . Eqs. B.3 -B.11 form a set of equations which Ž X . must be solved self-consistently for G G r,r ,v . This means that the Green function used to calculate the self-energy must be found to coincide with the Green function obtained from the Dyson equation with the very same self-energy. However, there is some eviw x dence 101 supporting the idea that introducing the 0 Ž X . noninteracting Green function G G r,r ;v both in Ž . Ž . Ž 0 0 . Eq. B.9 and Eq. B.11 G W approximation one obtains accurate results for the description of oneelectron properties such as the excitation energy and the quasiparticle lifetime. However, self-consistency Ž modifies the one-electron excitation spectrum exci-
. w x tation energies and lifetimes 171,172 , as well as the calculated screening properties. Self-consistent calculations have been performed only very recently w x for the homogeneous electron gas 171 , simple w x semiconductors, and metals 172 .
Discrepancies between G 0 W 0 and self-consistent GW calculations seem to be originated in the fact w x that the so-called vertex corrections 100,101 , which go beyond the GW approximation, need to be included as well. Inclusion of these corrections might cancel out the effect of self-consistency, thereby full self-consistent self-energy calculations yielding results that would be close to G 0 W 0 results. The main outcome of self-consistent GW calculations for the w x electron gas is that the total energy 208 turns out to be strikingly close to the total energy calculated with w x use of quantum Monte Carlo techniques 198 . This result may be related to the fact that the self-consistent GW scheme conserves electron-number, energy, and total momentum, that is, fulfills the microw x scopic conservation laws 209 .
The simplest improvement to the GW approximation is achieved by introducing a vertex correction that is consistent with an LDA calculation of the w x one-electron orbitals 210 , the XC potential being regarded as a self-energy correction to the Hartree approximation. Based on this idea, the vertex G w x 211 can be easily expressed in terms of the static Ž . local field correction of Eq. A.9 . This is the sow x called GWG approximation 102-105 . In this approximation, the polarization propagator is formally ( )equivalent to the density-response function obtained within linear response theory in the framework of w x time-dependent density-functional theory 187-190 . In the case of a homogeneous electron gas, this approximation yields the test-charge-electron dielec-Ž . tric function of Eq. A.23 .
Appendix C. Lifetimes of hot electrons near the Fermi level: Approximations
The damping rate of hot electrons near the Fermi Ž . level E < E y E is obtained, within RPA, from 
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In Fig. 18 , the ratio trt is plotted against r QF s for hot electrons in the immediate vicinity of the 
