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Abstrakt
Prˇi reprezentaci objekt˚u pomoc´ı polygona´ln´ıch model˚u cˇasto vznikaj´ı modely obsahuj´ıc´ı
velmi vysoke´ mnozˇstv´ı polygon˚u. Pokud chceme pracovat s takovy´m modelem v rea´lne´m
cˇase, tak je nutne´ ho zjednodusˇit. Proces zjednodusˇova´n´ı modelu se nazy´va´ decimace. Je
zna´my´ch neˇkolik decimacˇn´ıch metod pro zjednodusˇen´ı model˚u. Podle charakteristiky mod-
elu a pozˇadovany´ch vlastnost´ı zjednodusˇenne´ho modelu chceme vybrat vhodnou metodu,
proto je nutne´ zna´t vlastnosti jednotlivy´ch metod a take´ jejich omezen´ı.
Kl´ıcˇova´ slova
Decimace, polygona´ln´ı modely, zjednodusˇova´n´ı, zmensˇen´ı velikosti, srovna´n´ı
Abstract
When representing objects with polygonal models, we must often use models consisting
of large number of polygons. If we want to work in real time with such model the model
must be simplificated. The process of simplification is called decimation. We know several
decimation techniques for simplification of models. According to characteristics of model
and target features of simplified model, we want to choose suitable method. So we need to
know characteristics of particular methods and also their limits.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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V pocˇ´ıtacˇove´ grafice se setka´va´me sta´le cˇasteˇji s potrˇebou reprezentovat objekty rea´lne´ho
sveˇta pomoc´ı polygona´ln´ıch model˚u. V urcˇity´ch aplikac´ıch se mu˚zˇeme setkat s modely
obsahuj´ıc´ımi azˇ neˇkolik miliard polygon˚u. Zdrojem takovy´chto rozsa´hly´ch model˚u jsou
nejcˇasteˇji 3D skenery, syste´my pocˇ´ıtacˇove´ho videˇn´ı, le´karˇska´ zobrazovac´ı zarˇ´ızen´ı a CAD
syste´my. Ovsˇem tyto modely je nutne´ cˇasto zobrazovat na beˇzˇny´ch osobn´ıch pocˇ´ıtacˇ´ıch a
proto je potrˇeba modely zjednodusˇit, prˇed t´ım nezˇ jsou zobrazeny. Dı´ky tomu je mozˇne´ zje-
dnodusˇene´ modely v interaktivn´ıch programech rychleji zpracova´vat za cenu nizˇsˇ´ı kvality.
Zmensˇova´n´ı pocˇtu polygon˚u v modelu se nazy´va´ decimace.
Dalˇs´ı d˚uvod procˇ vyuzˇ´ıvat decimaci model˚u je v prˇ´ıpadeˇ, zˇe potrˇebujeme jeden model
v r˚uzny´ch rozliˇsen´ıch. Toho se vyuzˇ´ıva´ naprˇ´ıklad v pocˇ´ıtacˇovy´ch hra´ch, kde jsou pouzˇity
r˚uzne´ velikosti modelu v za´vislosti na vzda´lenosti modelu od pozorovatele. V tomto prˇ´ıpadeˇ
je vzˇdy aktua´ln´ı velikost modelu volena tak, aby uzˇivatel pokud mozˇno nepoznal zda se
jedna´ o zjednodusˇeny´ nebo p˚uvodn´ı model.
Je zna´mo neˇkolik obecny´ch typ˚u simplifikacˇn´ıch technik, kazˇda´ pro urcˇity´ typ model˚u.
Existuj´ı metody zameˇrˇuj´ıc´ı se na zjednodusˇova´n´ı krˇivek, vy´sˇkovy´ch pol´ı, povrch˚u reprezen-
tovany´ch polygona´ln´ı s´ıt´ı atd. Pra´veˇ na zjednodusˇova´n´ı polygona´ln´ıch s´ıt´ı se zameˇrˇ´ım v te´to
pra´ci, jelikozˇ teˇmto technika´m se v posledn´ıch letech dosta´va´ nejveˇtsˇ´ı pozornosti.
Existuje relativneˇ velke´ mnozˇstv´ı variant algoritmu˚ pro decimaci a u veˇtsˇiny z nich je
nutne´ udeˇlat urcˇity´ kompromis mezi rychlost´ı vytvorˇen´ı aproximace a jej´ı kvalitou. Existuj´ı
na jedne´ straneˇ algoritmy, ktere´ pracuj´ı velmi rychle, ale produkuj´ı ma´lo kvalitn´ı aprox-
imace a na druhe´ straneˇ jsou metody produkuj´ıc´ı velmi kvalitn´ı aproximace, ovsˇem jsou
nepouzˇitelne´ pro velke´ mnozˇstv´ı aplikac´ı kv˚uli cˇasove´ na´rocˇnosti.
V dalˇs´ım vy´kladu budeme pro decimaci model˚u pouzˇ´ıvat take´ vy´razy zjednodusˇova´n´ı
redukce, prˇ´ıpadneˇ simplifikace.
1.1 Rozvrzˇen´ı dokumentu
Tato pra´ce obsahuje 5 kapitol, po te´to u´vodn´ı kapitole na´sleduje kapitola, kde jsou rozebra´ny
neˇktere´ znalosti o reprezentaci 3D model˚u. V te´to kapitole jsou take´ teoreticky rozebra´ny im-
plementovane´ decimacˇn´ı metody a zp˚usoby ohodnocen´ı u´speˇsˇnosti decimace. V na´sleduj´ıc´ı
kapitole je popsa´na implementace decimacˇn´ıch metod a pouzˇite´ na´stroje. Cˇtvrta´ kapitola
ukazuje vybrane´ vy´sledky a porovna´va´ metody. Posledn´ı pa´ta´ kapitola uzav´ıra´ pra´ci a




2.1 Reprezentace 3D objekt˚u
Kazˇda´ graficka´ sce´na se skla´da´ s trojrozmeˇrny´ch objekt˚u, ktere´ mohou by´t reprezentova´ny
r˚uzny´mi metodami. Za´rovenˇ je mozˇne´ na objekty aplikovat r˚uzne´ efekty jako je transformace
nebo jine´. Zp˚usob reprezentace model˚u je za´vsily´ na oblasti ve ktere´ je model vytvorˇen a
pouzˇ´ıva´n.
Na´sleduj´ıc´ı informace byly cˇerpa´ny z knihy [9] a z elektronicky´ch materia´l˚u k prˇedmeˇtu
IZG na FIT VUT v Brneˇ [3], z teˇchto materia´l˚u byly prˇevzaty i neˇktere´ na´sleduj´ıc´ı obra´zky.
Existuje velke´ mozˇnost´ı popisu modelu ve 3D, ja´ zde pop´ıˇsi trˇi z teˇchto mozˇnost´ı, prˇicˇemzˇ
nejv´ıce se zameˇrˇ´ım na hranicˇn´ı reprezentaci, ktera´ je pro mou pra´ci nejd˚ulezˇiteˇjˇs´ı.
2.1.1 Konstruktivn´ı geometrie
Nazy´vane´ take´ CSG z anglicke´ho Constructive Solid Geometry. Tento zp˚usob reprezen-
tace je pouzˇ´ıva´n naprˇ. v oblasti CAD. Model je popsa´n pomoc´ı za´kladn´ıch prostorovy´ch
teˇles a komplexneˇjˇs´ı sce´ny jsou tvorˇeny transformacemi teˇchto za´kladn´ıch teˇles a oper-
acemi pr˚uniku, sjednocen´ı nebo rozd´ılu. Transformace a operace mezi za´kladn´ımi teˇlesy
jsou ulozˇeny ve stromu. Vytva´rˇen´ı takove´ho objektu je naznacˇeno na 2.1
Obra´zek 2.1: Prˇ´ıklad modelu reprezentovane´ho pomoc´ı CSG
Prˇi kazˇde´ zmeˇneˇ v modelu je trˇeba cely´ strom znova regenerovat, proto se pro urychlen´ı
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pr˚uchodu stromem pouzˇ´ıva´ rozdeˇlen´ı modelu pomoc´ı tzv. oktalove´ho stromu. Prˇi pouzˇit´ı
oktalove´ho stromu je p˚uvodn´ı strom rozdeˇlen na podstromy a nen´ı tedy nutne´ procha´zet
cely´ p˚uvodn´ı strom
Nevy´hodou te´to reprezentace modelu je, zˇe nejsou ulozˇeny informace o povrchu modelu
a proto je neˇkdy nutne´ prˇeve´st model do hranicˇn´ı reprezentace 2.1.3.
2.1.2 Dekompozicˇn´ı modely
Model je reprezentova´n pomoc´ı za´kladn´ıch objemovy´ch jednotek, tyto jednotky maj´ı nejcˇa-
steˇji tvar krychle. Jedna elementa´rn´ı jednotka se nazy´va´ voxel. Slovo voxel vzniklo kombinac´ı
slov pixel a volume, reprezentuje tedy pixel ve 3D prostoru. Voxely jsou nejcˇasteˇji umı´steˇny
v pravidelne´ mrˇ´ızˇce a nesou informace o barveˇ nebo materia´lu. Nen´ı potrˇeba uchova´vat
informace o poloze voxelu jelikozˇ ta je jasna´ z pozice v mrˇ´ızˇce. Jedna´ se v podstateˇ o bitmapu
ve 3D jak je naznacˇeno na obra´zku 2.2.
Obra´zek 2.2: Model reprezentovany´ pomoc´ı voxel˚u
Dekompozicˇn´ı modely se pouzˇ´ıvaj´ı hlavneˇ v le´karˇstv´ı jako data z´ıskana´ pomoc´ı CT/MRI
technik, prˇ´ıpadneˇ ve stroj´ırenstv´ı . Existuj´ı take´ pokusy o pouzˇit´ı te´to reprezentace v neˇ-
ktery´ch pocˇ´ıtacˇovy´ch hra´ch, ovsˇem toto se prˇ´ıliˇs neujalo prˇedevsˇ´ım kv˚uli vysoke´ pameˇt’ove´
na´rocˇnosti.
Pro sn´ızˇen´ı pameˇt’ove´ na´rocˇnosti je mozˇne´ vyuzˇ´ıt ulozˇen´ı do oktalove´ho stromu, kdy se
opsany´ hranol modelu rekurzivneˇ deˇl´ı na osm cˇa´st´ı. Ulozˇen´ı pomoc´ı oktalove´ho stromu je
vhodne´ prˇedevsˇ´ım pro malou hustotu dat, jelikozˇ zhorsˇen´ı prˇ´ıstupove´ho cˇasu k dat˚um je
vyva´zˇeno vysokou u´sporou pameˇti.
2.1.3 Hranicˇn´ı reprezentace
Zkra´ceneˇ nazy´va´no take´ B-rep, cozˇ je zkratka z anglicke´ho boundary representation. Je to
jedna z metod reprezentace model˚u pomoc´ı jejich okraj˚u, tedy modely jsou ulozˇeny jako
propojene´ plosˇne´ u´tvary. Objekty jsou definova´ny pomoc´ı vrchol˚u, hran( nejcˇasteˇji u´secˇky,
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Obra´zek 2.3: Prˇ´ıklad pouzˇit´ı hranicˇn´ı reprezentace
ale obecneˇ to mu˚zˇe by´t i libovolna´ krˇivka ) a steˇn( nejcˇasteˇji troju´heln´ıky, ale je mozˇne´
pouzˇ´ıt libovolne´ tvary polygon˚u nebo trˇeba spline plochy).
Reprezentace steˇn objektu pomoc´ı troju´heln´ıku (viz. obra´zek 2.3) je veˇtsˇinou nejlepsˇ´ı
volba, jelikozˇ vykreslova´n´ı troju´heln´ık˚u je sˇiroce podporova´no graficky´mi kartami a je proto
nejvy´hodneˇjˇs´ı z hlediska vy´konnosti.
Obra´zek 2.4: Okrˇ´ıdlena´ hrana
Prˇi zpracova´n´ı takto reprezentovany´ch model˚u je d˚ulezˇite´ efektivn´ı ulozˇen´ı modelu
v pameˇti, ktere´ umozˇnˇuje procha´zen´ı modelem (hleda´n´ı sousedn´ıch vrchol˚u, hran nebo
troju´heln´ık˚u ktere´ pouzˇ´ıvaj´ı dany´ vrchol apod.) a za´rovenˇ v pameˇti nezab´ıra´ zbytecˇneˇ moc
mı´sta. Nejzna´meˇjˇs´ı ulozˇen´ı je pomoc´ı tzv. okrˇ´ıdlene´ hrany 2.4.
Prˇi pouzˇit´ı okrˇ´ıdlene´ hrany je pouzˇit seznam okrˇ´ıdleny´ch hran, kde kazˇda´ hrana je
reprezentova´na datovou strukturou obsahuj´ıc´ı s polozˇky pro:
• koncove´ vrcholy hrany
• polygony soused´ıc´ı s hranou
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• prˇedcha´zej´ıc´ı a na´sleduj´ıc´ı hranu na leve´ straneˇ
• hrany na prave´ straneˇ
2.2 Manifold a non-manifold povrchy
Manifold nebo take´ 2-manifold se nazy´va´ takovy´ povrch, jehozˇ vsˇechny body maj´ı okol´ı
topologicky shodne´ s diskem. Manifold s hranic´ı je povrch, jehozˇ vsˇechny body maj´ı bud’
diskove´ nebo p˚ul-diskove´ okol´ı.
Jednodusˇeji rˇecˇeno, za manifold teˇleso je povazˇova´no takove´ teˇleso, kde kazˇda´ hrana
sd´ıl´ı pra´veˇ se dveˇ plochami a jehozˇ hrany neprot´ınaj´ı jine´ plochy, za´rovenˇ zˇa´dny´ osamoceny´
bod nesmı´ spojovat dveˇ cˇa´sti teˇlesa.
Prˇ´ıklad teˇlesa, ktere´ je 2-manifold je na obra´zku 2.5.
Obra´zek 2.5: Manifold teˇleso
Vsˇechny implementovane´ decimacˇn´ı metody umı´ zpracova´vat i non-manifold povrchy,
ovsˇem metoda decimace vrchol˚u ( viz kapitola 2.3.1 ) nezarucˇuje vzˇdy dosazˇen´ı pozˇadovane´
velikosti zjednodusˇene´ho modelu, pokud jako vstup dostane non-manifold teˇleso. Neˇktere´
metody take´ mohou samy vyprodukovat non-manifold objekty, jedna´ se naprˇ. o metodu
kontrakce hran ( viz kapitola 2.3.2).
2.3 Prˇehled decimacˇn´ıch metod
2.3.1 Decimace vrchol˚u
Tato metoda byla jako prvn´ı prˇedstavena v pra´ci Williama J. Schroedera. Metoda je po-
drobneˇji popsa´na v [11] a [12]. V dalˇs´ım textu bude pro tuto metodu pouzˇ´ıva´n take´ na´zev
Schroederova metoda. Prˇi pouzˇit´ı te´to decimacˇn´ı metody jsou vrcholy polygona´ln´ıho mod-
elu ohodnoceny na za´kladeˇ d˚ulezˇitosti v modelu.
Vrcholy jsou serˇazeny s pouzˇit´ım tohoto ohodnocen´ı a v kazˇde´m kroku je odstraneˇn
nejme´neˇ vy´znamny´ vrchol. Ohodnocen´ı odstraneˇne´ho vrcholu je distribuova´no do okoln´ıch
bod˚u a t´ım se sn´ızˇ´ı pravdeˇpodobnost zˇe v dalˇs´ım kroku bude neˇktery´ z teˇchto sousedn´ıch
bod˚u odstraneˇn.
Tato metoda je pouzˇitelna´ i pro non-manifold povrchy a povrchy obsahuj´ıc´ı d´ıry. Ovsˇem
prˇi implementaci metody dle [12] nen´ı zarucˇeno, zˇe metoda dosa´hne pozˇadovane´ redukce
polygona´ln´ı s´ıteˇ, d˚uvod tohoto faktu bude podrobneˇji popsa´n da´le.
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Vy´sledny´ model obsahuje podmnozˇinu bod˚u p˚uvodn´ıho modelu (poloha bod˚u se nemeˇn´ı,
pouze se vybrane´ body odstranˇuj´ı).
Metoda nen´ı prˇ´ıliˇs efektivn´ı a rychla´ ve srovna´n´ı se zby´vaj´ıc´ımi dveˇma implemento-
vany´mi metodami.
Ohodnocen´ı vrchol˚u





• Lezˇ´ıc´ı na vnitrˇn´ı hraneˇ
• Lezˇ´ıc´ı na rohu
Obra´zek 2.6: Ru˚zne´ kategorie vrchol˚u
Dle [11] je mozˇne´ rozliˇsovat jesˇteˇ dalˇs´ı dveˇ kategorie vrchol˚u : vrcholy degenerovane´
(u takove´ho vrcholu je neˇktery´ ze sousedn´ıch troju´heln´ık˚u degenerovany´) a vrcholy lezˇ´ıc´ı
na okraji trhliny.
Pokud troju´heln´ıky v okol´ı bodu tvorˇ´ı souvisly´ kruh a kazˇda´ z hran, sb´ıhaj´ıc´ıch se
v dane´m je sd´ılena pra´veˇ dveˇma troju´heln´ıky, tak je dany´ vrchol oznacˇen jako jednoduchy´.
Vrchol, jehozˇ okoln´ı troju´heln´ıky tvorˇ´ı veˇj´ıˇr, tzn. dveˇ z hran sb´ıhaj´ıc´ıch se do dane´ho bodu
maj´ı pouze jeden sousedn´ı troju´heln´ık, je oznacˇen jako okrajovy´. Vsˇechny ostatn´ı vrcholy
jsou oznacˇeny jako slozˇite´.
Jednoduche´ vrcholy se da´le deˇl´ı do dalˇs´ıch kategori´ı na za´kladeˇ pocˇtu tzv. vy´znamny´ch
hran.
Jako vy´znamnou oznacˇ´ıme takovou hranu, ktera´ vycha´z´ı ze zkoumane´ho vrcholu a k n´ızˇ
norma´ly vycha´zej´ıc´ı z j´ı prˇ´ıslusˇej´ıc´ıch troju´heln´ık˚u sv´ıraj´ı prostorovy´ u´hel α mensˇ´ı nezˇ
zadany´ mezn´ı u´hel αmax, jak je naznacˇeno obra´zku 2.7.
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Obra´zek 2.7: Urcˇen´ı vy´znamne´ hrany v modelu
Pokud z vrcholu vycha´z´ı dveˇ vy´znamne´ hrany, tak je oznacˇen jako vrchol lezˇ´ıc´ı na vnitrˇn´ı
hraneˇ. Prˇi dvou nebo v´ıce hrana´ch se jedna´ o rohovy´ vrchol. V ostatn´ıch prˇ´ıpadech z˚ustane
vrchol oznacˇen jako jednoduchy´.
Zp˚usob ohodnocova´n´ı za´vis´ı na tom zda budou z modelu odstranˇova´ny rohove´ vrcholy
a vrcholy lezˇ´ıc´ı na vnitrˇn´ı hraneˇ. V prˇ´ıpadeˇ, zˇe budou tyto vrcholy zachova´va´ny, tak jsou
odstranˇova´ny pouze vrcholy oznacˇene´ jako jednoduche´ a mu˚zˇe to ve´st k tomu, zˇe nebude
dosazˇeno pozˇadovane´ redukce velikosti modelu. Ovsˇem tato strategie odstranˇova´n´ı vrchol˚u
vede veˇtsˇinou k o neˇco lepsˇ´ım vy´sledk˚um jelikozˇ zachova´va´ v´ıce detail˚u.
Druha´ mozˇnost dle [11] je, zˇe budou odstranˇova´ny vsˇechny vrcholy vcˇetneˇ slozˇity´ch. To
vede k o neˇco horsˇ´ı vy´sledne´ aproximaci, ale za´rovenˇ umozˇnˇuje veˇtsˇ´ı redukci modelu. Prˇi
pouzˇit´ı tohoto zp˚usobu odstranˇova´n´ı vrchol˚u je mozˇne´ dosa´hnout te´meˇrˇ libovolne´ velikosti
aproximace p˚uvodn´ıho modelu.
d
(a) Vzda´lenost od roviny
d
(b) Vzda´lenost od hrany
Obra´zek 2.8: Zp˚usob ohodnocen´ı vrcholu
Prˇi ohodnocova´n´ı slozˇite´ho vrcholu je mu nastavena maxima´ln´ı mozˇna´ hodnota, ta
je nastavena prˇ´ıpadneˇ i rohovy´m vrchol˚um a vrchol˚um na vnitrˇn´ı hraneˇ pokud nejsou
odstranˇova´ny.
Pro ohodnocen´ı vrchol˚u jednoduchy´ch a prˇ´ıpadneˇ take´ rohovy´ch byl pouzˇit algoritmus,
ktery´ kazˇde´mu bodu prˇiˇrad´ı hodnotu dle jeho vzda´lenosti od tzv. pr˚umeˇrne´ roviny, cozˇ je
rovina prolozˇena´ body, ktere´ jsou v okol´ı ohodnocovane´ho vrcholu (viz. obra´zek 2.8a).
V prˇ´ıpadeˇ okrajovy´ch vrchol˚u prˇ´ıpadneˇ vrchol˚u na vnitrˇn´ı hraneˇ je dle [12] pro ohod-
nocen´ı bod˚u pouzˇita vzda´lenost od prˇ´ımky, tak jak je naznacˇeno na obra´zku 2.8b.
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Zby´va´ dodat zp˚usob vy´pocˇtu vzda´lenosti od pr˚umeˇrne´ roviny. K vy´pocˇtu jsou pouzˇity












Vzda´lenost bodu ~v od roviny je potom urcˇena na´sleduj´ıc´ım vztahem:
d =| ~n(~v − ~x) | (2.2)
Triangulace
Po odstraneˇn´ı vrcholu a prˇilehly´ch troju´heln´ık˚u vznikne v modelu d´ıra, kterou je potrˇeba
nahradit noveˇ vytvorˇeny´mi troju´heln´ıky. Tento proces se nazy´va´ triangulace. Nove´ troju´hel-
n´ıky mus´ı by´t vytvorˇeny tak, aby se neprot´ınaly a aby nebyly degenerovane´. Po odstraneˇn´ı
vrcholu vznikne cyklus okoln´ıch hran, ktery´ je rekurzivneˇ deˇlen dokud je pocˇet hran v cyklu
veˇtsˇ´ı nezˇ trˇi.
Pro rozdeˇlen´ı cyklu hran je vybra´na dvojice nesousedn´ıch vrchol˚u, ktere´ budou spolecˇneˇ
s norma´lou na pr˚umeˇrnou rovinu p˚uvodn´ıch troju´heln´ık˚u tvorˇit plochu deˇl´ıc´ı cyklus hran,
tzv. deˇl´ıc´ı rovinu. Tato plocha je pouzˇita pro rozhodnut´ı, zda je dana´ dvojice vrchol˚u
prˇ´ıpustna´ pro rozdeˇlen´ı cyklu hran. Vy´pocˇet je naznacˇen na obra´zku 2.9.
Obra´zek 2.9: Triangulace [12]
Vybrana´ dvojice bod˚u rozdeˇl´ı cyklus hran do dvou mensˇ´ıch cykl˚u a proto aby dana´
dvojice bod˚u prˇ´ıpustna´, tak mus´ı vsˇechny body prvn´ıho cyklu lezˇet na jedne´ straneˇ deˇl´ıc´ı
roviny a body druhe´ho cyklu mus´ı lezˇet na druhe´ straneˇ deˇl´ıc´ı roviny. Pokud se nepodarˇ´ı
naj´ıt vhodnou dvojici, ktera´ by splnˇovala toto krite´rium, tak je odstranˇovany´ bod prˇeskocˇen
a pokracˇuje se dalˇs´ım bodem.
Samozrˇejmeˇ v neˇktery´ch prˇ´ıpadech je mozˇne´ naj´ıt v´ıce nezˇ jednu dvojici vhodny´ch
bod˚u, ktere´ odpov´ıdaj´ı uvedene´mu krite´riu. V takove´m prˇ´ıpadeˇ je nutne´ vybrat nejvhodneˇjˇs´ı
dvojici bod˚u. Nejvhodneˇjˇs´ı dvojice je vybra´na na za´kladeˇ pomeˇru vzda´lenosti bod˚u cykl˚u
od aktua´lneˇ testovane´ deˇl´ıc´ı roviny.
2.3.2 Kontrakce hran
Prˇi pouzˇit´ı te´to metody zjednodusˇova´n´ı modelu spocˇ´ıva´ v odstranˇova´n´ı cely´ch hran. Budu
se veˇnovat varianteˇ te´to metody, kterou prˇedstavil M. Garland v [2] nebo podrobneˇji v [6]
a ktera´ zobecnˇuje metodu decimace hran a rozsˇiˇruje ji o mozˇnost odstranˇovat libovolne´
dvojice vrchol˚u, nejen ty dvojice, ktere´ jsou spojeny hranou. V dalˇs´ım vy´kladu bude tato
metoda nazy´va´na take´ prˇ´ımo jako Garlandova metoda.
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Tato metoda mu˚zˇe neˇkdy meˇnit topologii modelu, mu˚zˇe tedy doj´ıt k odstraneˇn´ı deˇr
v modelu, nebo spojen´ı oddeˇleny´ch cˇa´st´ı modelu. Z teˇchto d˚uvodu nen´ı tato metoda prˇ´ıliˇs
vhodna´ naprˇ´ıklad pro aplikace v medic´ıneˇ, kde je kladen d˚uraz na prˇesnost a zachova´n´ı
topologie a je le´pe vyuzˇitelna´ naprˇ´ıklad v pocˇ´ıtacˇovy´ch hra´ch. Pokud tuto metodu mod-
ifikujeme tak, aby odstranˇovala pouze dvojice vrchol˚u spojene´ hranou, tak nedocha´z´ı ke
zmeˇna´m topologie, ovsˇem v prˇ´ıpadeˇ zˇe se jedna´ o objekt s d´ırami nebo o model slozˇeny´
z neˇkolika oddeˇleny´ch cˇa´st´ı tak metoda nemus´ı dosa´hnout pozˇadovane´ho zjednodusˇen´ı mod-
elu.
Tato metoda produkuje velmi kvalitn´ı aproximace p˚uvodn´ıho modelu a pracuje i rela-
tivneˇ rychle, jej´ı rychlost je srovnatelna´ s metodou decimace vrchol˚u.
Prˇi vy´pocˇtech nejsou bra´ny v u´vahu vsˇechny dvojice bod˚u v modelu, ale tyto dvojice
jsou urcˇeny prˇi inicializaci. Vy´pocˇty tedy prova´d´ıme s dvojicemi bod˚u, ktere´ tvorˇ´ı hrany a
dvojicemi, kde vzda´lenost bod˚u je mensˇ´ı nezˇ urcˇita´ hranicˇn´ı dmax.
Ohodnoceni hran
Prˇed t´ım nezˇ jsou ohodnoceny a serˇazeny hrany je nutne´ ohodnotit vrcholy v modelu. Kazˇdy´
vrchol je ohodnocen pomoc´ı tzv. kvadraticke´ matice, cozˇ je matice o rozmeˇrech 4×4 . Ovsˇem
pro ulozˇen´ı matice stacˇ´ı pouze deset cˇ´ısel v plovouc´ı rˇa´dove´ cˇa´rce, jelikozˇ jak bude uka´za´no
v podkapitole 2.3.2 matice jsou symetricke´ dle sve´ hlavn´ı diagona´ly.
Po odstraneˇn´ı hrany je noveˇ ohodnoceny´ vrchol ohodnoceny´ kvadratickou matic´ı Q,
ktera´ vznikne jako soucˇet matic Q1 a Q2 p˚uvodn´ıch dvou bod˚u.
Chyba ktera´ vznikne prˇi nahrazen´ı bod˚u v1 (matice Q1) a v2 (matice Q2 ) bodem
v(ohodnoceny´ matic´ı Q ) je:
∆(v) = vTQv = vT (Q1 +Q2)v (2.3)
Pokud jsou nahrazova´ny body v1 a v2 bodem v, tak existuje neˇkolik mozˇnost´ı umı´steˇn´ı
nove´ho bodu v:
• Do bodu v1 nebo bodu v2
• Do geometricke´ho strˇedu teˇchto bod˚u, tedy do bodu v1+v22
• Umı´stit bod tak, aby se minimalizovala vy´sledna´ chyba ∆(v)
Umı´steˇn´ı nove´ho bodu do mı´sta s minima´ln´ı chybou samozrˇejmeˇ produkuje nejkval-
itneˇjˇs´ı aproximace, ovsˇem za´rovenˇ je take´ vy´pocˇetneˇ nejna´rocˇneˇjˇs´ı. Idea´ln´ı vy´sledna´ poloha
bodu se vypocˇ´ıta´ na za´kladeˇ na´sleduj´ıc´ıho vztahu:
~v =

q11 q12 q13 q14
q21 q22 q23 q24
q31 q32 q33 q34














kde Q reprezentuje matici ohodnocuj´ıc´ı vy´sledny´ vrchol ~v.
Vy´sledne´ umı´steˇn´ı nove´ho bodu se vypocˇ´ıta´ pro kazˇdou dvojici bod˚u prˇedem a chyba
ktera´ vznikne nahrazen´ım dane´ dvojice bod˚u novy´m bodem prˇedstavuje ohodnocen´ı dane´




Zby´va´ doplnit zp˚usob vy´pocˇtu chyby prˇi pocˇa´tecˇn´ı inicializaci. Pocˇa´tecˇn´ı chyba je vyja´drˇena
pomoc´ı rovin troju´heln´ık˚u, ktere´ procha´zej´ı ohodnocovany´m vrcholem. Kazˇda´ rovina je
reprezentova´na obecnou rovnic´ı a ∗ x+ b ∗ y + c ∗ z + d = 0 , kterou je mozˇne´ vyja´drˇit take´
vektorem: r =
[
a b c d
]T ,





kde Kp je na´sleduj´ıc´ı matice:
Kp = ppT

a2 ab ac ad
ab b2 bc bd
ac bc c2 cd
ad bd cd d2
 (2.6)
Zde je jasneˇ videˇt procˇ pro ulozˇen´ı matice stacˇ´ı pouze deset hodnot, jelikozˇ scˇ´ıtane´
matice jsou symetricke´ dle sve´ diagona´ly.
Geometricka´ interpretace
Kvadraticka´ matice v kazˇde´m bodeˇ urcˇuje rovnici plochy. Body te´to plochy maj´ı v˚ucˇi ohod-
nocene´mu bodu chybu  a jsou reprezentova´ny rovnic´ı : ∆(v) = . Plocha vyja´drˇena´ touto
rovnic´ı prˇedstavuje kvadratickou plochu, nejcˇasteˇji je touto plochou elipsoid, v neˇktery´ch
prˇ´ıpadech mu˚zˇe by´t tento elipsoid degenerovany´. Prˇ´ıklady elipsoid˚u prˇ´ıslusˇej´ıc´ı k jednotlivy´m
vrchol˚um jsou vykresleny na obra´zku 2.10, kde je prˇ´ıklad zjednodusˇene´ho modelu kra´l´ıka.
Na tomto obra´zku je prˇesneˇji videˇt jak kvadraticka´ matice vyjadrˇuje geometrickou chybu
(obra´zek prˇevzat z [2]).
Pokud se pod´ıva´me na tvar elipsoid˚u naprˇ. na usˇ´ıch kra´l´ıka, tak je videˇt zˇe jsou hodneˇ
zplosˇteˇle´, cozˇ znamena´, zˇe nejmensˇ´ı chyba je v tom smeˇru, ve ktere´m je kvadrika zplosˇteˇla´
a nejveˇtsˇ´ı chyba je ve smeˇru kolme´m. Naproti tomu elipsoidy naprˇ. na za´dech maj´ı tvar
v´ıce kulovy´, cozˇ znamena´, zˇe geometricka´ chyba ve vsˇech smeˇrech je te´meˇrˇ stejna´.
Obra´zek 2.10: Okolo kazˇde´ho vrcholu je vykreslen elipsoid vyjadrˇuj´ıc´ı chybu
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2.3.3 Vertex clustering
Tato metoda byla poprve´ prˇedstavena v [10]. Jedna´ se o velice rychlou, ale ne prˇ´ıliˇs prˇesnou
metodu a prˇi pouzˇit´ı te´to metody nen´ı mozˇne´ prˇesneˇ urcˇit velikost vy´sledne´ho modelu.
Tato metoda pouzˇ´ıva´ shlukova´n´ı (angl. clustering) v´ıce vrchol˚u do jednoho. Prostor
modelu je rozdeˇlen pomoc´ı pravidelne´ mrˇ´ızˇky na mensˇ´ı oblasti. Tyto oblasti budeme nazy´vat
take´ clustery. Vsˇechny body, ktere´ padnou do stejne´ oblasti jsou nahrazeny jedn´ım bodem.
Velikost buneˇk mrˇ´ızˇky urcˇuje prˇesnost vy´sledne´ho modelu, cˇ´ım mensˇ´ı budou bunˇky v mrˇ´ızˇce
t´ım prˇesneˇjˇs´ı bude vy´sledny´ model.
Jelikozˇ se jedna´ o velmi efektivn´ı algoritmus ovsˇem za´rovenˇ o algoritmus neposkytuj´ıc´ı
prˇ´ıliˇs prˇesne´ vy´sledky, tak bylo navrzˇeno neˇkolik dalˇs´ıch variant, ktere´ se snazˇ´ı vylepsˇit
vy´sledky z´ıskane´ touto metodou. V [4] nejsou clustery umı´steˇny v pravidelne´ mrˇ´ızˇce, ale jsou
rozmı´steˇny v za´vislosti na topologii modelu a mohou se tud´ızˇ i prˇekry´vat. Dalˇs´ı mozˇnosti
vylepsˇen´ı algoritmu jsou navrzˇeny v [5], zde je pro deˇlen´ı modelu pouzˇit oktalovy´ strom a
v kazˇde´m clusteru jsou odstranˇova´ny pouze vrcholy spojene´ hranou lezˇ´ıc´ı v dane´ oblasti,
jak je naznacˇeno na obra´zku 2.11.
Obra´zek 2.11: Vy´beˇr vhodny´ch hran pro odstraneˇn´ı
Ohodnoceni vrchol˚u
U te´to metody nen´ı nezbytne´ ohodnocovat vrcholy, prˇi vy´beˇru vrcholu, ktery´ nahrad´ı os-
tatn´ı body v dane´ bunˇce je mozˇne´ pouzˇ´ıt naprˇ. geometricky´ strˇed bunˇky, prˇ´ıpadneˇ jeden
z p˚uvodn´ıch vrchol˚u, ktery´ je nejbl´ızˇe strˇedu bunˇky.
Pokud je pouzˇito ohodnocen´ı vrchol˚u, tak se vyuzˇije pro ohodnocen´ı kombinace dvou
faktor˚u. Prvn´ı je pravdeˇpodobnost zˇe dany´ bod tvorˇ´ı obrys modelu, druha´ je maxima´ln´ı
velikost polygonu soused´ıc´ıho s ohodnocovany´m vrchol.
Dle [4] je prvn´ı faktor urcˇen pomoc´ı maxima´ln´ıho u´hlu mezi dveˇma hranami, prot´ınaj´ıc´ı
se v dane´mu vrcholu. Pokud je tento u´hel α tak pravdeˇpodobnost, zˇe u´hel lezˇ´ı na obrysu
modelu je urcˇena jako cos(α2 ), druhy´ faktor mu˚zˇe by´t urcˇen jako maxima´ln´ı de´lka hrany
na´lezˇej´ıc´ı k dane´mu vrcholu.
Eliminace vrchol˚u
Pro kazˇdy´ cluster je vybra´n jeden vrchol, ktery´ nahrad´ı vsˇechny odstranˇovane´ vrcholy
na´lezˇ´ıc´ı do te´to oblasti. Je vybra´n bud’ vrchol s nejveˇtsˇ´ım ohodnocen´ım v ra´mci clusteru
nebo vrchol, ktery´ je nejbl´ızˇe strˇedu clusteru.
Da´le jsou vrcholy p˚uvodn´ıch troju´heln´ık˚u nahrazeny noveˇ urcˇeny´mi vrcholy, podle toho
do ktere´ oblasti patrˇily p˚uvodn´ı vrcholy troju´heln´ık˚u. Neˇktere´ troju´heln´ıky se t´ımto stanou
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duplika´tn´ı jelikozˇ jejich vrcholy p˚uvodneˇ s r˚uzny´mi sourˇadnicemi jsou nahrazeny jedn´ım
vrcholem dle prˇ´ıslusˇnosti k dane´ oblasti. Duplika´tn´ı troju´heln´ıky je trˇeba odstranit. Je
trˇeba odstranit take´ troju´heln´ıky ktere´ se staly degenerovane´, tedy takove´ troju´heln´ıky kde
jsou dva prˇ´ıpadneˇ vsˇechny trˇi vrcholy shodne´.
Jinou mozˇnost´ı jaky´m zp˚usobe prova´deˇn´ı decimace naznacˇeny´ na obra´zku 2.11. V tomto
prˇ´ıpadeˇ jsou postupneˇ procha´zeny hrany v modelu a pokud koncove´ body hrany lezˇ´ı ve
stejne´m clusteru, tak je dana´ hrana odstraneˇna a s n´ı i na´lezˇej´ıc´ı troju´heln´ıky a hrana je
nahrazena vybrany´m bodem reprezentuj´ıc´ım cluster.
Prˇi odstranˇova´n´ı vrchol˚u je trˇeba kontrolovat zda nedocha´z´ı k degeneraci polygona´ln´ı
s´ıteˇ. Jednou z mozˇnost´ı je kontrolovat zda nahrazova´n´ı p˚uvodn´ıho bodu novy´mi body ne-
docha´z´ı k prˇevra´cen´ı p˚uvodn´ıho troju´heln´ıku. Toto je mozˇne´ testovat pomoc´ı skala´rn´ıho
soucˇinu norma´ly p˚uvodn´ıho troju´heln´ıku (npuvodni) a norma´ly troju´heln´ıku, kde byly na-
hrazeny p˚uvodn´ı body (nnove). Pokud je skala´rn´ı soucˇin teˇchto norma´l mensˇ´ı nezˇ nula ,
tak je dany´ troju´heln´ık ponecha´n s p˚uvodn´ımi vrcholy. Toto krite´rium samozrˇejmeˇ nemu˚zˇe
prˇedcha´zet naprosto vsˇem degenerac´ım troju´heln´ık˚u, ovsˇem da´va´ pomeˇrneˇ dobre´ vy´sledky
a za´rovenˇ je efektivn´ı.
2.4 Ohodnocen´ı zjednodusˇene´ polygona´ln´ı s´ıteˇ
Je velmi d˚ulezˇite´ ohodnotit zjednodusˇenou polygona´ln´ı s´ıt’, jelikozˇ bez tohoto ohodnocen´ı
by bylo nemozˇne´ urcˇit, ktery´ ze zjednodusˇuj´ıc´ıch algoritmu˚ byl u´speˇsˇneˇjˇs´ı. Pokud je p˚uvodn´ı
model oznacˇen jako M a aproximace jako M
′
, tak je potrˇeba naj´ıt funkci E(M,M
′
) jej´ızˇ
hodnota pro dane´ dva modely urcˇuje chybu aproximace.
Mozˇnosti vyhodnocen´ı podobnosti aproximace vzhledem k p˚uvodn´ı s´ıt´ı jsou pomeˇrneˇ
podrobneˇ popsa´ny v [6] odkud jsem take´ cˇerpala na´sleduj´ıc´ı informace.
2.4.1 Podobnost vzhledu
Jako prvn´ı je mozˇne´ ohodnotit aproximaci dle podobnosti vzhledu s p˚uvodn´ım modelem.
Toto ohodnocen´ı se mu˚zˇe jevit jako nejlepsˇ´ı, jelikozˇ polygona´ln´ı modely jsou nejcˇasteˇji
zjednodusˇova´ny, aby mohly by´t vykresleny.
Vzhled modelu M vzhledem podmı´nka´m pozorova´n´ı ξ je urcˇen rastrovy´m obra´zkem Iξ,
ktery´ se vykresl´ı prˇi zobrazen´ı. Dva modely M1 a M2 jsou identicke´ z pohledu ξ, pokud
jsou jejich rastrove´ obra´zky Iξ1 a I
ξ
2 identicke´.
Rozd´ıl mezi dveˇma rastrovy´mi obra´zky I1 a I2, oba o rozmeˇrech m × m, je mozˇne´
definovat na´sledovneˇ:






‖ I1(u, v)− I2(u, v) ‖2 (2.7)
kde je ‖ I1(u, v) − I2(u, v) ‖ Euklidovska´ vzda´lenost mezi dveˇma RGB pixely. Pokud
M2 bude dobrou aproximac´ı modelu M1 tak bude hodnota ‖ I1 − I2 ‖img mala´. Celkovy´
rozd´ıl mezi dveˇma modely je mozˇne´ z´ıskat pokud integrujeme ‖ Iξ1 − Iξ2 ‖img pro vsˇechna
ξ. V praxi se samozrˇejmeˇ pouzˇij´ı vzorky pro urcˇity´ konecˇny´ pocˇet hodnot ξ.
Toto ohodnocen´ı aproximace je vy´hodne´ prˇedevsˇ´ım z toho d˚uvodu, zˇe ohodnocuje prˇ´ımo
vzhled objektu, cozˇ na´s prˇi vykreslova´n´ı zaj´ıma´ nejv´ıce. Ma´ ovsˇem take´ jednu podstatnou
nevy´hodu, kv˚uli ktere´ se prˇ´ıliˇs nepouzˇ´ıva´ , a tou je nutnost vykreslen´ı modelu z urcˇite´ho
pocˇtu pohled˚u, aby bylo mozˇne´ vyhodnotit podobnost model˚u. Jednak je velmi obt´ızˇne´
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urcˇit, ktere´ pohledy je nejvhodneˇjˇs´ı vykreslit a take´ to mu˚zˇe by´t cˇasoveˇ velmi na´rocˇne´,
jelikozˇ je nutne´ neˇkolikra´t vykreslit nejen zjednodusˇeny´ model, ale i ten p˚uvodn´ı.
2.4.2 Geometricke´ vyja´drˇen´ı chyby
Pouzˇ´ıva´n´ı geometricke´ho vyja´drˇen´ı chyby by´va´ veˇtsˇinou jednodusˇsˇ´ı nezˇ porovna´n´ı na za´kladeˇ
podobnosti vzhledu, a proto se take´ pouzˇ´ıva´ cˇasteˇji. Nejcˇasteˇji se pouzˇ´ıva´ meˇrˇen´ı vzda´lenosti












Emax(Mi,Mf ) = max(maxv∈xnd
2(v,Mi),maxv∈xid
2(v,Mn)) (2.9)
kde Xi jsou body p˚uvodn´ıho modelu a Xn jsou body zjednodusˇene´ho modelu a d je
vzda´lenost mezi dany´m bodem a nejblizˇsˇ´ım polygonem modelu.
Pouzˇit´ı maxima´ln´ı odchylky jako metriky da´va´ veˇtsˇinou lepsˇ´ı vy´sledky, ale pouzˇit´ı
pr˚umeˇrne´ odchylky je v´ıce odolne´ proti sˇumu.
Dalˇs´ı mozˇnost ohodnocen´ı s´ıteˇ je zmeˇna objemu oproti p˚uvodn´ımu modelu, prˇ´ıpadneˇ
zmeˇna plochy v˚ucˇi p˚uvodn´ımu modelu.
2.4.3 Kvalita polygona´ln´ı s´ıteˇ
Dalˇs´ım parametrem, pomoc´ı ktere´ho je mozˇne´ ohodnotit kvalitu aproximace je kvalita poly-
gona´ln´ı s´ıteˇ. Nejd˚ulezˇiteˇjˇs´ım a nejcˇasteˇjˇs´ım pozˇadavkem je vhodny´ tvar troju´heln´ık˚u. Opti-
malizovat tvar troju´heln´ık˚u je mozˇne´ jizˇ prˇ´ı samotne´ decimaci, kdy jsou uprˇednostnˇova´ny
troju´heln´ıky s maxima´ln´ım minima´ln´ım u´hlem, nebo podobne´ krite´rium je pozˇadavek na
troju´heln´ıky s minima´ln´ım maxima´ln´ım u´hlem. Z toho plyne, zˇe nezˇa´douc´ı jsou troju´heln´ıky,
ktere´ maj´ı jeden z u´hl˚u velmi maly´, te´meˇrˇ nulovy´. Proto se neˇkdy pouzˇ´ıva´, pokud je to
mozˇne´, tzv. Delaunayova triangulace, ktera´ se snazˇ´ı splnit vy´sˇe uvedena´ krite´ria na tvar
troju´heln´ık˚u.
Pouzˇit´ı vy´sˇe uvedene´ optimalizace je ovsˇem nutne´ zva´zˇit, protozˇe povolen´ı troju´heln´ık˚u
s maly´mi u´hly neˇkdy vede k lepsˇ´ım aproximac´ım p˚uvodn´ıho modelu.
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2.4.4 Topologie
Prˇi zjednodusˇova´n´ı je trˇeba prˇedcha´zet degeneraci polygona´ln´ı s´ıteˇ. Nejcˇasteˇjˇs´ı je tzv.
prˇeklopen´ı (mesh fold-over) s´ıteˇ. Prˇ´ıklad je na 2.12. Obeˇ triangulace na obra´zku jsou ohod-
noceny stejnou chybou, ovsˇem vlevo troju´heln´ık C sply´va´ s troju´heln´ıkem A, cozˇ neodpov´ıda´
prˇedpoklad˚um pro manifold povrchy tak jak byly definova´ny v kapitole 2.2.




C´ılem te´to pra´ce bylo navrhnout syste´m pro decimaci polygona´ln´ıch model˚u. Byly imple-
mentova´ny trˇi vy´sˇe uvedene´ zjednodusˇovac´ı algoritmy. Take´ byly implementova´ny metody
umozˇnˇuj´ıc´ı ohodnotit u´speˇsˇnost a vy´konnost teˇchto trˇ´ı metod.
Programy byly implementova´ny s pouzˇit´ım jazyka C++ na platformeˇ Microsoft Win-
dows s vyuzˇit´ım vy´vojove´ho prostrˇed´ı Microsoft Visual Studio 2005, ovsˇem zdrojove´ ko´dy
je mozˇne´ zkompilovat take´ na platformeˇ Linux s vyuzˇit´ım prˇekladacˇe g++ jazyka C++.
Jazyk C++ byl zvolen jelikozˇ umozˇnˇuje prˇenositelnost mezi r˚uzny´mi platformami a take´
protozˇe poskytuje dobrou vy´konnost.
Prˇi implementaci decimacˇn´ıch algoritmu˚ je nutne´ efektivneˇ procha´zet polygona´ln´ı s´ıt´ı,
cozˇ umozˇnˇuje Medical Data Segmentation Toolkit (pouzˇita´ verze MDSTk v0.7.2beta),
konkre´tneˇ nejv´ıce byla vyuzˇita jeho soucˇa´st knihovna VectorEntity
Zdrojove´ soubory jsou dokumentova´ny pomoc´ı syste´mu Doxygen, ktery´ umozˇnˇuje au-
tomaticke´ generova´n´ı dokumentace. Pro vizualizaci model˚u byla pouzˇita knihovna Open-
SceneGraph (konkre´tneˇ verze OpenSceneGraph-2.4) a pro zobrazen´ı graf˚u v te´to pra´ci byl
pouzˇit na´stroj gnuplot.
3.1 MDSTk
Medical Data Segmentation Toolkit je kolekce na´stroj˚u pro zpracova´n´ı 2D a 3D obrazovy´ch
dat, p˚uvodneˇ urcˇeny´ch pro segmentaci medic´ınsky´ch dat. Osahuje moduly pro zpracova´n´ı
volumetricky´ch dat, ale take´ pra´veˇ knihovnu VectorEntity, cozˇ je n´ızkou´rovnˇova´ knihovna
pro zpracova´n´ı 3D povrch˚u reprezentovany´ch s´ıt´ı troju´heln´ık˚u, prˇ´ıpadneˇ cˇtyrˇu´heln´ık˚u.
Jedna´ se o soubor knihoven vyv´ıjeny´ na Fakulteˇ informacˇn´ıch technologi´ı vysoke´ho
ucˇen´ı technicke´ho v Brneˇ, konkre´tneˇ pod U´stavem pocˇ´ıtacˇove´ grafiky a multime´di´ı. Jedna´
se o open source projekt psany´ v jazyce C++ a je urcˇeny´ pro platformy Microsoft Windows
a Linux. Blizˇsˇ´ı informace a zdrojovy´ ko´d je mozˇne´ nale´zt na internetovy´ch stra´nka´ch [8].
Za´kladem pro tvorbu programu˚ pomoc´ı te´to knihovny je trˇ´ıda CModule, ktera´ tvorˇ´ı
za´klad te´meˇrˇ vsˇech programu˚ vytvorˇeny´ch pomoc´ı te´to knihovny. Tato trˇ´ıda umozˇnˇuje
vytva´rˇet modula´rn´ı konzolove´ aplikace s jednotny´m rozhran´ım. Aplikace mezi sebou mohou
komunikovat pomoc´ı sd´ılene´ pameˇti nebo rour, prˇ´ıpadneˇ je mozˇne´ v budoucnu zp˚usoby
komunikace rozsˇ´ıˇrit jesˇteˇ na dalˇs´ı mozˇnosti. Vsˇechny moduly maj´ı jednotne´ rozhran´ı pro
prˇeda´n´ı vstupn´ıch a vy´stupn´ıch dat pomoc´ı parametr˚u prˇ´ıkazove´ rˇa´dky a ostatn´ı parametry
je mozˇne´ prˇizp˚usobit dle dane´ho modulu.
Modul vzˇdy spousˇt´ı trˇi za´kladn´ı metody, ktere´ mus´ı by´t definova´ny. Metoda startup()
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je spusˇteˇna na zacˇa´tku a slouzˇ´ı prˇedevsˇ´ım pro kontrolu parametr˚u prˇ´ıpadneˇ nacˇten´ı dat.
Metoda main() prˇedstavuje hlavn´ı funkci programu. Pokud neˇktera´ z prˇedchoz´ıch dvou
metod vra´t´ı hodnotu false, tak je program prˇedcˇasneˇ ukoncˇen. Na za´veˇr je vola´na metoda
shutdown(), ktera´ prova´d´ı uvolneˇn´ı pameˇti a jiny´ch prostrˇedk˚u. Dalˇs´ı metodou, ktera´ mus´ı
by´t vzˇdy definova´na je metoda writeExtendedUsage(), ktera´ popisuje parametry programu
unika´tn´ı pro dany´ modul.
Dı´ky vy´sˇe popsane´ modulariteˇ je mozˇne´ psa´t jednodusˇsˇ´ı programy a jejich funkcionalitu
spojit, prˇ´ıpadneˇ rozsˇ´ıˇrit azˇ dle potrˇeby pomoc´ı naprˇ´ıklad neˇjake´ho skriptovac´ıho jazyka.
Pro mou pra´ci byla nejd˚ulezˇiteˇjˇs´ı knihovna VectorEntity, jelikozˇ bylo nutne´ zpracova´vat
modely reprezentovane´ s´ıt´ı troju´heln´ık˚u. Tato knihovna obsahuje take´ trˇ´ıdy reprezentuj´ıc´ı
matematicke´ funkce, prˇedevsˇ´ım funkce pro pra´ci s vektory a maticemi.
Obra´zek 3.1: Architektura MDSTk prˇevzato z [7]
Obra´zek 3.1 naznacˇuje architekturu MDSTk. Za´kladem je soubor knihoven, ktere´ vy-
uzˇ´ıva´ knihovna VectorEntity a take´ vsˇechny moduly vytvorˇene´ s pomoc´ı tohoto toolkitu.
Da´le jsou pouzˇity neˇktere´ extern´ı knihovny, naprˇ. pro neˇktere´ matematicke´ operace nebo
pro zpracova´n´ı urcˇite´ho druhu obra´zk˚u.
Knihovna podporuje nacˇ´ıta´n´ı a ukla´da´n´ı soubor˚u v bina´rn´ım forma´tu STL a take´
ukla´da´n´ı ve forma´tu VRML. Model se nacˇte do kontejneru troju´heln´ık˚u a odtud je mozˇne´
procha´zet kontejner vrchol˚u nebo vygenerovat kontejner hran a da´le s n´ım pracovat.
3.2 Popis implementovany´ch trˇ´ıd
Diagram trˇ´ıd ktere´ byly implementova´ny je zobrazen na obra´zku 3.2. Za´kladem vsˇech trˇ´ıd











     Triangulate()
       ApplySplit()
 FindPossiblePairs()
CheckPossiblePairs()
   GetVertexType()







   SelectPoints()











        SortEdges()
ComputeEdgeInfo()
 ApplyContraction()
      Decimate()
   AddNonEdges()
Obra´zek 3.2: Diagram trˇ´ıd
3.2.1 Trˇ´ıda Decimace
Prvn´ı implementovana´ trˇ´ıda je Decimace, ktera´ deklaruje promeˇnne´, potrˇebne´ vsˇemi trˇemi
zby´vaj´ıc´ımi trˇ´ıdami, mimo jine´ promeˇnna´ stopwatch slouzˇ´ıc´ı k meˇrˇen´ı doby beˇhu metody.
Da´le jsou v te´to trˇ´ıdeˇ definova´ny metody Distance(),Area() a Volume().
Metoda Distance() vrac´ı vzda´lenosti bod˚u p˚uvodn´ıho modelu od troju´heln´ık˚u zjedno-
dusˇene´ho modelu. Oproti vzorc˚um 2.8 a 2.9 je tady vy´pocˇet poneˇkud zjednodusˇen, jelikozˇ
dle teˇchto vzorc˚u jsou bra´ny v u´vahu i vzda´lenosti nove´ho modelu od p˚uvodn´ıho modelu.
Metoda Volume() vra´t´ı objem polygona´ln´ıho modelu. Algoritmus vy´pocˇtu objemu je
pomeˇrneˇ jednoduchy´. Pro vy´pocˇet objemu je nutne´ zvolit promı´tac´ı rovnu, do ktere´ se
promı´tne kazˇdy´ troju´heln´ık v modelu. Na´sledneˇ je vypocˇ´ıta´n objem teˇlesa tvorˇene´ho p˚uvod-
n´ım troju´heln´ıkem a troju´heln´ıkem promı´tnuty´m do zvolene´ roviny. Pote´ je nutne´ rozhod-
nout zda se bude objem tohoto teˇlesa prˇicˇ´ıtat nebo odecˇ´ıtat k celkove´mu objemu. Toto
rozhodnut´ı je provedeno na za´kladeˇ norma´ly p˚uvodn´ıho troju´heln´ıku, prˇesneˇji je pouzˇita
slozˇka norma´ly kolma´ na promı´tac´ı rovinu. Pokud je tato hodnota kladna´ tak se objem
prˇicˇ´ıta´, jinak se odecˇ´ıta´.
3.2.2 Trˇ´ıda Schroeder
Trˇ´ıda Schroeder implementuje decimaci pouzˇit´ım Schroederovy metody decimace vrchol˚u.
Tato trˇ´ıda obsahuje dveˇ priva´tn´ı promeˇnne´ featureAngle a presCorners. Promeˇnna´ fea-
tureAngle urcˇuje u´hel od ktere´ho je jizˇ hrana povazˇova´na za vy´znamnou hranu. Nalezene´
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vy´znamne´ hrany pro jsou ulozˇeny pro kazˇdy´ vrchol, ktery´ je oznacˇen jako vrchol lezˇ´ıc´ı na
vnitrˇn´ı hraneˇ nebo rohovy´. Dalˇs´ı promeˇnnou, kterou tato trˇ´ıda vyuzˇ´ıva´ je presCorners,
ktera´ urcˇuje zda bude metoda zachova´vat nebo odstranˇovat rohove´ vrcholy.
Da´le je zde definova´no neˇkolik metod. Metoda GetVertexType() dosta´va´ jako parametr
vrchol a nastavuje tomuto vrchol prˇ´ıznak dle toho o jaky´ vrchol se jedna´. Na´sledneˇ je
vypocˇ´ıta´no ohodnocen´ı tohoto bodu s vyuzˇit´ım metody EvaluateVertex(). Metody Find-
PossiblePairs() a CheckPossiblePairs() najdou vsˇechny dvojice bod˚u pro triangulaci a zkon-
troluj´ı zda se jedna´ o prˇ´ıpustne´ dvojice. Metoda Triangulate() na´sledneˇ provede triangulaci
na za´kladeˇ dvojic bod˚u nalezeny´ch v prˇedchoz´ıch dvou metoda´ch.
3.2.3 Trˇ´ıda Garland
Tato trˇ´ıda obsahuje priva´tn´ı promeˇnnou placement, ktera´ urcˇuje kam se bude umist’ovat
bod nahrazuj´ıc´ı hranu po jej´ım odstraneˇn´ı. Trˇ´ıda rozliˇsuje na´sleduj´ıc´ı trˇi mozˇnosti:
1. BEST = pokus´ı se naj´ıt optima´ln´ı polohu nove´ho bodu
2. CENTER = umı´st´ı novy´ bod do geometricke´ho strˇedu p˚uvodn´ı hrany
3. CENTER-BOUNDS = rozhodne se mezi strˇedem hrany a jej´ımi krajn´ımi body
da´le jsou ve trˇ´ıdeˇ Garland implementova´ny tyto metody:
• AddNonEdges() najde dvojice bod˚u, ktere´ nejsou spojeny hranou, ale jejichzˇ de´lka
d je kratsˇ´ı nezˇ zadana´ de´lka dmax a tyto dvojice bod˚u prˇida´ mezi hrany se ktery´mi
algoritmus pracuje.
• CreateQuadrics() inicializuje pocˇa´tecˇn´ı hodnotu chyby pro vsˇechny vrcholy v poly-
gona´ln´ım modelu.
• ComputeEdgeInfo() na za´kladeˇ polohy bodu, ktery´ by nahradil tuto hranu spocˇ´ıta´
chybu ktera´ vznikne odstraneˇn´ım te´to hrany.
• SortEdges() serˇad´ı hrany na za´kladeˇ jejich ohodnocen´ı.
• ApplyContraction() provede kontrakci hrany a uprav´ı jej´ı okol´ı.
• GetBestPosition() z´ıska´ nejvhodneˇjˇs´ı pozici pro umı´steˇn´ı nove´ho bodu, ktery´ nahrazuje
hranu
3.2.4 Clustering
Posledn´ı implementovanou trˇ´ıdou je VertexClusering. Obsahuje priva´tn´ı promeˇnne´ cluster-
Count, clusterSize. Promeˇnna´ clusterCount oznacˇuje pocˇet cluster˚u, ktere´ budou vytvorˇeny
v jednom rozmeˇru. Celkoveˇ tedy bude vytvorˇeno pocetClusteru3 cluster˚u. Pocˇet cluster˚u,
ktere´ budou vytvorˇeny zada´va´ uzˇivatel jako parametr prˇi spusˇteˇn´ı programu. Promeˇnna´
clusterSize je inicializova´na na za´kladeˇ pocˇtu cluster˚u, ktere´ budou vytvorˇeny a rozmeˇrech
modelu.
Dalˇs´ı promeˇnne´, ktere´ ovlivnˇuj´ı chova´n´ı te´to trˇ´ıdy jsou placement a presTopology.
Promeˇnna´ placement urcˇuje, ktery´ vrchol bude vybra´n jako vy´sledny´ vrchol v clusteru.
Prvn´ı mozˇnost´ı je, zˇe v kazˇde´m clusteru bude vybra´n vrchol nejbl´ızˇe strˇedu clusteru. Dalˇs´ı
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mozˇnost je ohodnotit vrcholy dle polohy v modelu a vybrat vzˇdy vrchol s nejveˇtsˇ´ım ohod-
nocen´ım v ra´mci clusteru.
Promeˇnna´ presTopology urcˇuje zp˚usob jaky´m je prova´deˇna decimace modelu, zda bude
program postupneˇ odstranˇovat pouze hrany lezˇ´ıc´ı cele´ v jednom clusteru, tak jak je nazna-
cˇeno na obra´zku 2.11. Druhou mozˇnost´ı je, zˇe program bude postupneˇ procha´zet troju´heln´ıky






Kazˇdy´ z vytvorˇeny´ch programu˚ po ukoncˇen´ı decimace vola´ funkci, ktera´ zajist´ı tisk infor-
mac´ı o pr˚ubeˇhu decimace do souboru. Jsou tisknuty mimo jine´ informace o de´lce beˇhu pro-
gramu, objemu a plosˇe zjednodusˇenne´ho modelu a take´ o pr˚umeˇrne´ a maxima´ln´ı odchylce
p˚uvodn´ıch bod˚u od noveˇ vytvorˇene´ho modelu. Pro generova´n´ı dat tedy stacˇ´ı jednoduchy´
skript, ktery´ postupneˇ spust´ı jednotlive´ programy se vstupn´ımi modely a s pozˇadovanou
velikost´ı vy´sledne´ho modelu. Jako testovac´ı velikosti zjednodusˇenne´ho modelu jsme vy-
brali velikosti 1,2,4,6,8 a 10 procent p˚uvodn´ı velikosti. Poneˇkud slozˇiteˇjˇs´ı je generova´n´ı
dat s pouzˇit´ım clusteringu, zde je mozˇne´ vy´slednou velikost pouze odhadnout na za´kladeˇ
zadane´ho pocˇtu cluster˚u. Soubory s daty o probeˇhly´ch decimac´ıch jsou zpracova´ny s vyuzˇit´ım
skriptu v jazyce PHP.
4.2 Modely pro testova´n´ı
Modely jsou zobrazeny na obra´zku 4.1 a rozmeˇry teˇchto model˚u jsou v tabulce 4.1. Rozsah
velikost´ı model˚u je pomeˇrneˇ velky´, nejmensˇ´ı model zubu ma´ pouhy´ch 20000 troju´heln´ık˚u a
nejveˇtsˇ´ı model blade ma´ prˇiblizˇneˇ 1,7 milionu polygon˚u.









Tabulka 4.1: Velikosti testovany´ch model˚u
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(a) angel (b) blade (c) buddha (d) bunny
(e) dragon (f) hand (g) horse (h) zub
Obra´zek 4.1: Testovane modely
4.3 Rychlost metod
V tabulce 4.2 jsou uvedeny cˇasy v sekunda´ch dosazˇene´ prˇi prova´deˇn´ı redukce model˚u na
deset procent p˚uvodn´ı velikosti, kazˇdou ze trˇ´ı metod. U metody vertex clusering je mozˇne´
velikost vy´sledne´ho modelu urcˇit pouze prˇiblizˇneˇ a proto nameˇrˇene´ cˇasy pro tuto metodu
je nutne´ bra´t pouze orientacˇneˇ.
Z grafu 4.2 je jasneˇ videˇt, zˇe nejhorsˇ´ı cˇasovou charakteristiku ma´ metoda decimace
vrchol˚u. Cˇas potrˇebny´ touto metodou pro zpracova´n´ı modelu roste exponencia´lneˇ s ve-
likost´ı modelu. Obdobneˇ u Garlandovy metody roste de´lka zpracova´n´ı exponencia´lneˇ, ovsˇem
Na´zev modelu Decimace vrchol˚u Garlandova metoda Vertex clusering
zub 1.231 0.517 0.089
bunny 5.300 2.146 0.298
horse 7.738 3.109 0.403
angel 59.587 24.791 2.276
hand 93.438 31.914 2.863
dragon 141.410 47.834 4.050
buddha 188.845 64.222 4.964
blade 481.440 131.850 8.368
























































Obra´zek 4.3: Cˇasy decimace jednotlivy´ch metod v za´vislosti na velikosti modelu
v prˇ´ıpadeˇ te´to metody nen´ı nar˚ust tak zrˇetelny´. Nejlepsˇ´ıch cˇas˚u dosahuje metoda vertex
clustering, u ktere´ roste potrˇebny´ cˇas pouze velice pomalu s velikost´ı modelu.
Na dalˇs´ım obra´zku 4.3 je srovna´n´ı r˚ustu cˇasu potrˇebne´ho metodami v v za´vislosti na
velikosti pozˇadovane´ aproximace p˚uvodn´ıho modelu. Je zde srovna´na doba potrˇebna´ jed-
notlivy´mi metodami pro zredukova´n´ı modelu na 10,8,6,4 a 2 procenta p˚uvodn´ı velikosti
modelu. Nar˚ust cˇasu v prˇ´ıpadeˇ pozˇadavku na mensˇ´ı aproximaci modelu je zrˇetelny´ pouze
u decimace vrchol˚u. U zby´vaj´ıc´ıch dvou metod nen´ı patrny´ vliv velikosti.
4.4 Vyhodnocen´ı kvality aproximace
Jak bylo uvedeno v kapitole 2.4, chybu aproximace je mozˇne´ vyja´drˇit neˇkolika zp˚usoby,
prvn´ı z mozˇnost´ı je porovnat odchylku bod˚u p˚uvodn´ıho modelu od nove´ho modelu. Dalˇs´ı
mozˇnost jak ohodnotit kvalitu aproximace je porovnat pomeˇr objemu p˚uvodn´ıho modelu
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(a) Garlandova metoda (b) Decimace vrchol˚u (c) Clustering
Obra´zek 4.4: Zjednodusˇen´ı modelu bunny pomoc´ı jednotlivy´ch metod
a nove´ho modelu, prˇ´ıpadneˇ je mozˇne´ take´ porovnat pomeˇr plochy p˚uvodn´ıho modelu a
nove´ho modelu. Take´ je velmi uzˇitecˇne´ porovnat vzhled p˚uvodn´ıho a nove´ho modelu
4.4.1 Podobnost vzhledu
Prˇi vyhodnocova´n´ı podobnosti vzhledu nen´ı nezbytneˇ nutne´ pouzˇ´ıvat matematicke´ vztahy
uvedene´ v kapitole 2.4.1. Je dostacˇuj´ıc´ı porovna´n´ı pouze podle vzhledu vy´sledne´ho modelu.
Na obra´zku 4.4 je srovna´n´ı modelu bunny s pozˇit´ım vsˇech trˇ´ı metod prˇi redukci na deset
% p˚uvodn´ı velikosti modelu. Je zde zobrazen povrch modelu i jeho troju´heln´ıkova´ s´ıt’. Pro
z´ıska´n´ı modelu na obra´zku 4.4a byla pouzˇita garlandova metoda, model na obra´zku 4.4b
decimace vrchol˚u a na 4.4c vertex clustering.
Z obra´zk˚u je videˇt, zˇe decimace i Garlandova metoda produkuj´ı obeˇ kvalitn´ı aproximace.
Aproximace pomoc´ı vertex clusteringu, je v´ıce odliˇsna´ od p˚uvodn´ıho modelu, ovsˇem sta´le
se jedna´ o relativneˇ kvalitn´ı aproximaci.
Na obra´zku 4.5 obra´zku je videˇt postupne´ zjednodusˇova´n´ı modelu horse s vyuzˇit´ım
garlandovy metody azˇ na pouhy´ch sto troju´heln´ık˚u. Tato metoda produkuje velice kvalitn´ı
aproximace, jelikozˇ i prˇi tak vy´razne´ redukci jako je na obra´zc´ıch 4.5e a 4.5f jsou sta´le
zachova´ny vy´razne´ prvky p˚uvodn´ıho modelu. Dalˇs´ı prˇ´ıklady zjednodusˇenny´ch model˚u jsou
v prˇ´ıloze B.
4.4.2 Vzda´lenost bod˚u p˚uvodn´ıho modelu
Aby bylo mozˇne´ le´pe porovna´vat vzda´lenosti u rozd´ılny´ch model˚u, tak byla prˇed zobrazen´ım
nameˇrˇena´ vzda´lenost vydeˇlena velikost´ı modelu pode´l osy x.
Opeˇt byly pouzˇity aproximace jednotlivy´ch model˚u na deset % p˚uvodn´ı velikosti. Na
obra´zku 4.6 je zobrazeno srovna´n´ı pr˚umeˇrne´ nameˇrˇene´ vzda´lenosti a na obra´zku 4.7 jsou
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(a) Pu˚vodn´ı model = 96966
troju´heln´ık˚u
(b) Model zredukovany´ na 10 % (c) Model zredukovany´ na 4 %
(d) Model zredukovany´ na 1 % (e) 500 troju´heln´ık˚u (f) 100 troju´heln´ık˚u
Obra´zek 4.5: Postupne´ zjednodusˇova´n´ı modelu koneˇ pomoc´ı Garlandovy metody
zobrazeny maxima´ln´ı vzda´lenosti.
Prˇi porovna´n´ı metod t´ımto zp˚usobem se u veˇtsˇiny model˚u jev´ı neju´speˇsˇneˇjˇs´ı Garlan-
dova metoda a nejme´neˇ u´speˇsˇny´ je vertex clustering. Prˇekvapiveˇ u pr˚umeˇrne´ vzda´lenosti
u modelu zubu vycha´z´ı jako neju´speˇsˇneˇjˇs´ı pra´veˇ vertex clustering a u zby´vaj´ıc´ıch metod
byly prˇi zjednodusˇova´n´ı tohoto modelu nameˇrˇeny horsˇ´ı hodnoty, prˇestozˇe se jedna´ o velice
jednoduchy´ model.
4.4.3 Zmeˇna objemu modelu
Zachova´n´ı p˚uvodn´ıho objemu modelu je v prˇ´ıpadeˇ pozˇadavku na kvalitn´ı aproximaci velmi
d˚ulezˇite´. Nen´ı ovsˇem mozˇne´ porovna´vat prˇ´ımo objemy jednotlivy´ch model˚u, jelikozˇ jejich
objemy se mu˚zˇou dost liˇsit. Proto jsem se rozhodla porovna´vat objem noveˇ vytvorˇene´
aproximace modelu v˚ucˇi p˚uvodn´ımu modelu. Opeˇt jsem pro vyhodnocen´ı pouzˇila decimaci
pomoc´ı kazˇde´ z metod na velikost modelu rovnou 10 % p˚uvodn´ıho modelu.
Vy´sledky porovna´n´ı jsou zobrazeny na obra´zku 4.8. Pro neju´speˇsˇneˇjˇs´ı metodu by se
pomeˇry mezi objemy meˇly bl´ızˇit hodnoteˇ 1. U veˇtsˇiny model˚u nejle´pe zachova´va´ objem
Garlandova metoda a nejh˚urˇe metoda vertex clustering. Opeˇt je zaj´ımave´, zˇe u modelu
horse a hand da´va´ vertex clustering lepsˇ´ı vy´sledky nezˇ zby´vaj´ıc´ı dveˇ metody.
4.4.4 Zmeˇna plochy modelu
Podobneˇ jako u srovna´n´ı objemu i zde vyja´drˇ´ım pomeˇr plochy zjednodusˇene´ho modelu v˚ucˇi
p˚uvodn´ımu modelu, vy´sledky tohoto porovna´n´ı jsou zobrazeny v grafu 4.9.
Dle tohoto krite´ria je ve veˇtsˇineˇ prˇ´ıpad˚u opeˇt nejprˇesneˇjˇs´ı Garlandova metoda. Opeˇt i




















































































Obra´zek 4.9: Pomeˇry ploch zjednodusˇenne´ho modelu v˚ucˇi p˚uvodn´ımu modelu
4.4.5 Optimalizace metody kontrakce hran
Jak jizˇ bylo zmı´neˇno v kapitola´ch 3.2.3 a 2.3.2, prˇi pouzˇit´ı Garlandovy metody existuje v´ıce
mozˇnost´ı kam umı´stit novy´ bod nahrazuj´ıc´ı p˚uvodn´ı hranu. Tato podkapitola porovna´va´
rozd´ıl mezi dveˇma variantami umist’ova´n´ı nove´ho bodu. V prvn´ım prˇ´ıpadeˇ se program
pokus´ı naj´ıt optima´ln´ı umı´steˇn´ı kazˇde´ho nove´ho bodu v druhe´m prˇ´ıpadeˇ umı´st´ı bod vzˇdy
do geometricke´ho strˇedu p˚uvodn´ı hrany.
Pro testova´n´ı jsem pouzˇila cˇtyrˇi modely: angel,buddha,dragon a hand. Kazˇdy´ z teˇchto
cˇtyrˇ model˚u byl zjednodusˇen na jedno procento p˚uvodn´ı velikosti modelu nejdrˇ´ıve s pou-
zˇit´ım optimalizace umı´steˇn´ı nove´ho bodu a prˇi dalˇs´ı decimaci byl model zjednodusˇen vzˇdy
s pouzˇit´ım geometricke´ho strˇedu hrany.
Vy´sledky teˇchto porovna´n´ı jsou zobrazeny na obra´zc´ıch 4.10, 4.11, a 4.12. Nejvy´razneˇjˇs´ı
vliv meˇlo pouzˇit´ı optimalizace na cˇasovou na´rocˇnost zpracova´n´ı modelu, cˇas potrˇebny´ pro

















Obra´zek 4.10: Porovna´n´ı doby metod v za´vislosti na umist’ova´n´ı nove´ho bodu
V grafu a 4.11 jsou zobrazeny vy´sledky porovna´n´ı plochy model˚u zjednodusˇenny´ch
nejdrˇ´ıve s pouzˇit´ım optimalizace a bez pouzˇit´ı optimalizace. Podobneˇ v grafu je porovna´n
objem 4.12 model˚u.
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Z nameˇrˇeny´ch vy´sledk˚u vyply´va´, zˇe pokud metoda optimalizuje noveˇ vlozˇene´ body, tak
docha´z´ı ke zlepsˇen´ı vlastnost´ı vy´sledne´ho modelu, ovsˇem toto zlepsˇen´ı nen´ı tak vy´razne´
jako prodlouzˇen´ı cˇasu potrˇebne´ho pro zjednodusˇen´ı modelu. Proto je nutne´ se prˇi pouzˇit´ı
te´to metody rozhodnout zda je d˚ulezˇiteˇjˇs´ı rychlost metody, nebo kvalitneˇjˇs´ı zjednodusˇene´






































V te´to bakala´rˇske´ pra´ci byly implementova´ny trˇi vybrane´ metody decimace polygona´ln´ıch
model˚u. Metody byly srovna´ny na za´kladeˇ neˇkolika r˚uzny´ch charakteristik.
Porovna´n´ım vy´sledk˚u vsˇech trˇ´ı decimacˇn´ıch metod bylo zjiˇsteˇno, zˇe ve veˇtsˇineˇ testo-
vany´ch prˇ´ıpad˚u vede k nejlepsˇ´ım vy´sledk˚um pouzˇit´ı Garlandovy metody. Ovsˇem pokud
je nutne´ zjednodusˇovat velmi rozsa´hle´ modely, kde je kromeˇ kvality aproximace kladen
d˚uraz na rychlost decimace, tak se jako nejvhodneˇjˇs´ı jev´ı pouzˇit´ı metody vertex clustering.
Zat´ımco cˇas proveden´ı decimace u zby´vaj´ıc´ı dvou metod roste exponencia´lneˇ s velikost´ı
modelu, u vertex clusteringu roste cˇas pouze linea´rneˇ.
Metoda decimace vrchol˚u nema´ prˇ´ıliˇs dobre´ vlastnosti. Kvalita aproximac´ı vytvorˇeny´ch
touto metodou je veˇtsˇinou o neˇco mensˇ´ı nezˇ prˇi pouzˇit´ı Garlandovy metody, ovsˇem cˇas
potrˇebny´ k proveden´ı decimace je obzvla´sˇteˇ u velmi rozsa´hly´ch model˚u podstatneˇ veˇtsˇ´ı.
5.1 Mozˇna´ rozsˇ´ıˇren´ı pra´ce
Metoda decimace pomoc´ı vertex clusteringu byla implementova´na pouze v za´kladn´ı vari-
anteˇ uvedene´ v [10]. Jelikozˇ je metoda extre´mneˇ rychla´ ve srovna´n´ı se zby´vaj´ıc´ımi dveˇma
metodami, tak by bylo vhodne´ implementovat neˇktere´ z vylepsˇen´ı te´to metody, aby metoda
produkovala kvalitneˇjˇs´ı aproximace. Jedna z mozˇnost´ı vylepsˇen´ı je deˇlen´ı prostoru pomoc´ı
oktalove´ho stromu, tak jak je popsa´no v [5]. Tento zp˚usob prova´deˇn´ı decimace by meˇl
zachova´vat topologii modelu le´pe nezˇ na´mi implementovana´ za´kladn´ı metoda simplifikace.
Decimace vrchol˚u neodstranˇuje z modelu slozˇite´ vrcholy. To vede k tomu, zˇe u neˇktery´ch
model˚u nemus´ı by´t dosazˇeno pozˇadovane´ aproximace. Dalˇs´ım krokem by tedy bylo imple-
mentovat odstranˇova´n´ı slozˇity´ch vrchol˚u.
Take´ by bylo mozˇne´ zobecnit Garlandovu metodu o decimaci model˚u i s informacemi
o texturˇe dle [1]. Ovsˇem pro vytvorˇen´ı tohoto rozsˇ´ıˇren´ı by bylo nutne´ doimplementovat
nacˇ´ıta´n´ı model˚u i z jine´ho forma´tu nezˇ je forma´t STL, jelikozˇ ten neukla´da´ informace
o barveˇ modelu. Vhodny´m forma´tem by byl naprˇ. forma´t VRML.
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Po prˇelozˇen´ı zdrojovy´ch ko´d˚u jsou vytvorˇeny trˇi spustitelne´ soubory clustering, garland a
schroeder. Kazˇdy´ ze soubor˚u prova´d´ı decimaci pomoc´ı prˇ´ıslusˇne´ metody. Programy maj´ı
neˇkolik spolecˇny´ch parametr˚u. Prvn´ı dva parametry jsou zdeˇdeˇny ze za´kladn´ı trˇ´ıdy pro
modul v MDSTk. Jsou to parametry ’-i’ pro zada´n´ı vstupn´ıho souboru a ’-o’ pro zada´n´ı
vy´stupn´ıho souboru. Jako vstupn´ı nebo vy´stupn´ı soubor lze take´ zadat hodnoty stdin
pro standardn´ı vstup a sednout pro standardn´ı vy´stup. Hodnoty stdin a stdout jsou
povazˇova´ny za implicitn´ı pokud je neˇktery´ z teˇchto parametr˚u vynecha´n.
Dalˇs´ı spolecˇny´ parametr jizˇ nen´ı zdeˇdeˇny´ ze za´kladn´ı trˇ´ıdy, jedna´ se o parametr ’-stat 1’
jehozˇ zada´n´ı zp˚usob´ı, zˇe budou tisknuty statistiky o provedene´ decimaci do logovac´ıho
souboru. V prˇ´ıpadeˇ, zˇe je tento soubor vytva´rˇen, tak je nazva´n stejneˇ jako vy´stupn´ı soubor
s modelem , pouze je mu prˇida´na prˇ´ıpona .log.
Dalˇs´ı prˇ´ıpustne´ parametry urcˇuj´ı velikost vy´sledne´ho modelu. Pro programy garland a
schroeder jsou to parametry ’-c’ urcˇuj´ıc´ı pocˇet troju´heln´ık˚u ve vy´sledne´m modelu a ’-p’
urcˇuj´ıc´ı velikost vy´sledne´ho modelu v procentech oproti p˚uvodn´ımu modelu. U clusteringu
nen´ı mozˇne´ takto prˇesneˇ urcˇit velikost vy´sledne´ho modelu a proto je zde pouzˇit pouze
parametr ’-c’ urcˇuj´ıc´ı pocˇet cluster˚u do ktery´ch bude model deˇlen.
U programu garland je mozˇne´ pouzˇ´ıt parametru ’-plac’, urcˇuj´ıc´ı mı´ru optimalizace
umı´steˇn´ı nove´ho bodu, prˇ´ıpustne´ hodnoty pro tento parametr jsou CENTER, CENTER ENDS
a BEST. Implicitneˇ je pouzˇita hodnota BEST. Dalˇs´ı volbou u tohoto programu je zda se
budou odstranˇovat i dvojice bod˚u, ktere´ nejsou spojeny hranou. V prˇ´ıpadeˇ, zˇe maj´ı by´t
odstranˇova´ny tak je nutne´ zadat parametr ’-add-pairs1 1’.
Pro program schroeder existuje pouze jeden unika´tn´ı parametr a to je parametr urcˇuj´ıc´ı
zda budou odstranˇova´ny v modelu i rohove´ vrcholy. Implicitneˇ jsou rohove´ vrcholy odstra-
nˇova´ny. Pokud nemaj´ı by´t odstranˇova´ny, tak je nutne´ zadat parametr ’-pres-corners 1’.
Chova´n´ı programu clustering je mozˇne´ ovlivnit take´ parametrem ’-plac’. Tento parametr
prˇij´ıma´ dveˇ mozˇne´ hodnoty, prvn´ı je VALUE a druha´ CENTER. Parametr ovlivnˇuje vy´beˇr
vy´sledne´ho bodu v ra´mci clusteru, pokud je zada´na hodnota CENTER, tak je vybra´n bod
nejbl´ızˇe strˇedu clusteru a prˇi zada´n´ı hodnoty VALUE je bod vybra´n na za´kladeˇ ohodnocen´ı




(a) Garlandova metoda (b) Decimace vrchol˚u (c) Clustering
Obra´zek B.1: Srovna´n´ı metod prˇi zjednodusˇova´n´ı modelu buddha (zjednodusˇeno na 4%
p˚uvodn´ı velikosti)
(a) Garlandova metoda (b) Decimace vrchol˚u (c) Clustering
Obra´zek B.2: Zjednodusˇeny´ model dragon (zjednodusˇeno take´ na 4% p˚uvodn´ı velikosti)
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(a) Garlandova metoda (b) Decimace vrchol˚u (c) Clustering
Obra´zek B.3: Zjednodusˇeny´ modelu angel (zjednodusˇeno na 2% p˚uvodn´ı velikosti)
(a) Garlandova metoda (b) Decimace vrchol˚u (c) Clustering





2. Uka´zky zjednodusˇeny´ch model˚u vytvorˇeny´ch jednotlivy´mi metodami
3. Soubory se zdrojovy´mi ko´dy
4. Dokumentace ko´du vytvorˇena´ programem Doxygen
5. Adresa´rˇ se skripty pro testova´n´ı metod a soubory pro vytvorˇen´ı graf˚u pouzˇity´ch v te´to
pra´ci pomoc´ı programu gnuplot
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