Improving Memory And I/O Systems Through Foresight by Mukundan, Janani
IMPROVING MEMORY AND I/O SYSTEMS
THROUGH FORESIGHT
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Janani Mukundan
January 2014
c© 2014 Janani Mukundan
ALL RIGHTS RESERVED
IMPROVING MEMORY AND I/O SYSTEMS THROUGH FORESIGHT
Janani Mukundan, Ph.D.
Cornell University 2014
Traditionally, DRAM scheduling techniques have been optimized for perfor-
mance. Only recently has there been a push for improving other optimization
metrics, such as energy efficiency, power, or fairness. A multitude of schedul-
ing algorithms have been proposed in the past few years for tackling these goals.
But a major shortcoming in many of these techniques is that they are made up of
inflexible, static hard-coded scheduling policies that lack the ability to learn and
improve automatically with experience, or to reconfigure themselves to target a
variety of such optimization metrics.
Recently, I˙pek et al. [32] proposed the use of reinforcement learning (RL) to
design high-performance, self-optimizing memory schedulers. Reinforcement
learning is a machine learning technique that learns automatically with expe-
rience, by interacting with the environment. It tries to pick the actions that
maximize a desired long-term objective function. By using an online learning
technique like RL, memory controllers have the capability of foresight and long-
term planning, thereby enabling a non-greedy approach to scheduling. How-
ever, I˙pek et al.’s methodology has a key limitation: it does not possess a gener-
alizable way to target an objective function.
In my thesis, we present a framework for designing a class of memory con-
trollers that have the capability of managing multiple objective functions in a
synergistic and coordinated fashion. MORSE (MultiObjective Reconfigurable
Self-Optimizing Scheduler) is a systematic and general methodology to design
reconfigurable DRAM schedulers following RL principles. Our framework also
provides a way to reconfigure the scheduler on the field (post-silicon), whether
at boot time or dynamically at run time, to accommodate changes to the opti-
mization criteria.
Beyond DRAM scheduling, we find that the storage technology landscape
is rapidly undergoing many changes, primarily enabled by device scaling. In
particular, DRAM is scaling in terms of density and frequency. High-density
DRAM chips are becoming increasingly more common. As a result, memory
systems are becoming more complex structurally. Due to this, a number of prob-
lems that were either non-existent or inconsequential in prior DRAM systems,
have started surfacing.
In particular, DRAM refresh overheads are on the rise. In the next part of my
thesis, we investigate refresh overheads that are caused due to DRAM scaling.
We propose simple scheduling techniques that help mitigate refresh stalls that
occur in high density DDR4 memory systems. These techniques again involve
the notion of foresight, by anticipating the patterns that lead to refresh stalls,
and planning ahead of time to mitigate them. Scheduling refreshes is a real-time
algorithm, and missing deadlines may lead to reliability concerns. Hence, this
research initially focuses on simple prioritization techniques that do not require
complex online learning to overcome refresh stalls.
Over the past few years computer systems of all types have started integrat-
ing flash memory. The usage of NAND-flash based SSDs is becoming more
widespread. As NAND based flash scales, flash memory’s high density and
low cost make it a viable option for desktop and high-end server environments.
Just like DRAMs, there are a number of interrelated goals and metrics that need
to be managed synergistically in the SSD domain as well. Therefore, in the fi-
nal chapter of my thesis, we tackle the problem of improving scheduling in I/O
systems by leveraging our RL based framework for designing self-optimizing
schedulers. Current I/O controllers manage goals like write placement, garbage
collection, and wear leveling individually. These schedulers also don’t have the
capability of online learning: they are fixed, static scheduling policies. Since
NAND-flash characteristics are known to vary over time as the flash dies start
wearing out, it is important to understand how these techniques correlate with
each other. We adopt the principles of reinforcement learning to build self-
optimizing SSD controllers that have the capability of foresight and planning,
and can synergistically manage multiple objective functions in I/O systems.
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CHAPTER 1
INTRODUCTION
1.1 SECTION 1
The storage technology landscape is rapidly undergoing many changes, pri-
marily enabled by device scaling. As a result, memory and I/O systems are be-
coming complex structurally. This introduces a number of problems that were
either easily overlooked or did not surface in prior technology generations. In
my thesis, I analyze three of these problems as shown below. Specifically, I
look at DRAM and NAND based flash storage technologies because of their
widespread and prevalent usage in current day memory systems: there is high
volume production of memory chips based on both DRAM and flash in the
industry. Moreover, they are likely to yield insights that are portable to other
speculative memory technologies like PCM, MRAM etc., as well.
1.1.1 Memory scheduling for diverse optimization functions
Traditionally, computer architects have primarily optimized DRAM controllers
for performance. This was appropriate, as the gap between the CPU and mem-
ory speed kept growing at the time. DRAM energy consumption has been given
due consideration only relatively recently. In current and upcoming multicore-
based servers, DRAM accounts for a significant fraction of power consumption.
Therefore, apart from performance, power and energy are also becoming first
order issues while designing memory schedulers for multicore systems. In ad-
dition to these issues, DRAM memory bandwidth is a critical shared resource in
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a multi-core system, and it is important to efficiently share the memory band-
width among multiple threads running in a multicore environment, so as to not
adversely affect system throughput and fairness. As DRAM scaling continues,
modern memory systems have reached an inflection point. Partly due to this
scaling, there is a convergence of several trends in modern memory systems,
such as the increasing importance of energy consumption, the need for QoS and
Fairness etc., that need to be addressed immediately.
Contributions
– We propose MORSE, a systematic and general mechanism to designing self-
optimizing DRAM schedulers that can target arbitrary figures of merit and has
the capability of foresight and long-term planning.
– We employ genetic algorithms to automatically calibrate the relative impor-
tance that the scheduler places on the different DRAM actions for a given envi-
ronment and objective function.
–We also employ a multi-factor variation of feature selection that takes into ac-
count first-order interactions among system attributes, which are used by the
scheduler to sense the systems state at each point in time.
Importantly, the resulting hardware need not directly observe the objective
function on the field: only during training at design time (using simulation
models) does our framework require the objective function to be observable.
This allows our framework to target relatively sophisticated figures of merit
that would be generally hard to measure on the field (e.g., weighted speedup).
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1.1.2 Refresh in High Density DRAMs
Since DRAMs are capacitive in nature, the dynamic nature of DRAM requires
logic to carefully track the DRAM lines that need to be refreshed, and to issue
refresh commands in a timely fashion. For a long time, refresh commands were
relatively short and infrequent, and thus system performance and power were
not significantly impacted. As DRAM density increased, industry decided to
design for a constant per-cell retention time (64 ms) and refresh interval (tREFI),
changing instead the time that each refresh command takes to complete (tRFC).
This essentially means that each refresh command refreshes a larger number of
rows as chip density increases. As refresh latency (tRFC) increases, concern has
been raised about the performance impact of refresh.
Additionally, as technology scaling advances, DRAM tends to maintain the
same number of electrons in its storage capacitor, so DRAMs can theoretically
continue to scale. However, concerns about the end of scaling remain well-
founded, since it will be more and more difficult to maintain the same amount of
charge in the storage capacitor in future technologies. There are several reasons
for this, and we list a few here. (a) decrease in per-cell capacitance for smaller
DRAM cells, (b) supply voltage scaling to meed low power demands causes
increased leakage, (c) reduced sensitivity of the sense amps etc. All of these
scaling issues make it more difficult to meet the JEDEC DRAM cell retention
time specification of 64 ms in future technology. Thus, in addition to increases
in tRFC as DRAM chip density increases, it is anticipated that tREFI may also
worsen.
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Contributions
– We conduct an analysis of the recently introduced DDR4 DRAM’s Fine Gran-
ularity Refresh (FGR), and determine that there is no single mode that works
well across all the applications studied.
– We propose Adaptive Refresh, a simple yet highly effective mechanism that
leverages DDR4 DRAM’s FGR, by dynamically choosing the mode that suits
best each application, and each phase within the application.
– We introduce Command Queue Seizure, a phenomenon that we show will be-
come a concern in systems built with high-density DRAM chips (16 and 32 Gb),
which are expected to be common for DDR4 DRAM and beyond.
– We propose Delayed Command Expansion (DCE) and Preemptive Command
Drain (PCD), two complementary mechanisms to address the Command Queue
Seizure phenomenon by proactively increasing the percentage of commands to
non-refreshing ranks. This provides the scheduler more opportunities to is-
sue commands, thereby reducing idle cycles and improving performance. Both
DCE and PCD provide simple, yet effective forms of foresight and planning as
they try to anticipate and prevent a command queue seizure ahead of time.
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1.1.3 Improving I/O scheduling for FLASH-based solid state
drives (SSDs) through Foresight
Over the past few years computer systems of all types have started integrat-
ing flash memory. Initially, because of its small size, low power consumption,
and low-cost I/Os per second, flash was a natural fit for embedded devices. As
NAND based flash scales, flash memory‘s high density and low cost make it a
viable option for desktop and high-end server environments. However, as flash
scaling continues, endurance of flash chips is projected to drop as well. Current
systems do not have the capability to manage concurrency and endurance syn-
ergistically: The flash controllers in these systems manage performance, wear,
and garbage collection individually. However, it is important to understand
how these metrics relate to one another and how they impact each other as
well. Therefore, designing flash controllers for modern I/O systems will require
more sophisticated scheduling algorithms that have the capability of synergistic
learning. To conclude, we investigate the effectiveness of using reinforcement
learning (RL) in designing self-optimizing SSD controllers in hardware that can
improve performance by using foresight to better leverage parallelism.
Contributions
– Investigate the technique of binning to perform write placement, garbage col-
lection and wear leveling efficiently in hardware.
– Investigate the effectiveness of reinforcement learning in designing self-
optimizing flash controllers, particularly for the following goals: performance,
wear leveling and garbage collection.
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CHAPTER 2
MORSE: IMPROVING SCHEDULING IN MEMORY SYSTEMS
2.1 Introduction
Modern high-performance memory subsystems support a high degree of con-
currency. This is primarily accomplished by increasing the number of indepen-
dent channels and/or increasing the number of independent banks in a chan-
nel [17, 18, 19, 31, 76]. It is critical that the memory controller be able to produce
a schedule that can leverage this potential concurrency, all while abiding by nu-
merous strict timing constraints imposed by the DRAM.
Traditionally, computer architects have primarily optimized DRAM con-
trollers for performance [18, 29, 54, 53, 59, 76]. This was appropriate, as the
gap between the CPU and memory speed kept growing at the time.
DRAM energy consumption has been given due consideration only rel-
atively recently [20, 30]. In current and upcoming multicore-based servers,
DRAM accounts for a significant fraction of power consumption [43]. There-
fore, apart from performance, power and energy are also becoming first-order
issues while designing memory schedulers for multi-core systems.
In addition to these issues, DRAM memory bandwidth is a critical shared
resource in a multi-core system, and it is important to efficiently share the mem-
ory bandwidth among multiple threads running in a multicore environment, so
as to not adversely affect system throughput and fairness.
Several scheduling algorithms have been proposed in the past to tackle the
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problems listed above. Most such proposals are relatively inflexible in two
ways: (1) they have a limited ability to adapt to the environment and to im-
prove automatically with experience; and (2) they each target a particular objec-
tive function.
I˙pek et al. [32] propose the use of reinforcement learning (RL) [67] to design
high-performance self-optimizing memory schedulers. Reinforcement learning
works by interacting with the environment and learning automatically with ex-
perience to pick the actions that maximize a desired long-term objective func-
tion. I˙pek et al. show that, when used to target performance, this approach can
outperform existing ad hoc designs by a significant margin.
Still, I˙pek et al.’s methodology has a key limitation: they do not propose a
generalizable way to target an objective function (performance in their case).
Because it is intuitive that bus utilization and throughput (and ultimately per-
formance) correlate strongly for memory-intensive applications, it was natural
and entirely appropriate for them to take a completely ad hoc approach to de-
signing the RL reward function, by trivially rewarding load/store commands
over precharge and activate commands. Unfortunately, this approach becomes
much more difficult in other important scenarios that target more sophisticated
objective functions (e.g., metrics that combine performance, energy, and/or fair-
ness).
This work builds upon I˙pek et al.’s RL-based framework. We propose
MORSE, a systematic and general mechanism to designing self-optimizing
DRAM schedulers that can target arbitrary figures of merit. We employ
genetic algorithms to automatically calibrate the relative importance that the
scheduler places on the different DRAM actions for a given environment and
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objective function (Section 4.4.1). We also employ a multi-factor variation of fea-
ture selection that takes into account first-order interactions among system at-
tributes, which are used by the scheduler to sense the system’s state at each
point in time (Section 4.4.1). Importantly, the resulting hardware need not di-
rectly observe the objective function on the field: only during training at design
time (using simulation models) does our framework require the objective func-
tion to be observable. This allows our framework to target relatively sophisti-
cated figures of merit that would be generally hard to measure on the field (e.g.,
weighted speedup). Still, the hardware can be made to allow for on-the-field
reconfiguration (Section 2.4).
Using this general approach, we rebuild I˙pek et al., and present quantita-
tive evidence of significantly higher performance with respect to their origi-
nal design (Section 2.6). We also use our general mechanism to design DRAM
schedulers that can target energy efficiency (Section 2.7), as well as through-
put/fairness of multiprogrammed workloads (Section 2.8). The designs prove
significantly superior to the state of the art in each case.
2.2 Background
2.2.1 Power-Aware DRAM Interfaces
A basic DRAM interface has one or more DRAM channels; each channel con-
sists of one or more memory modules. Most modern DRAM systems make use
of dual in-line memory modules (DIMM); each DIMM consists of one or more
8
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Figure 2.1: Basic DRAM Interface, with four independent channels (C), one quad
ranked DIMM per channel (R), and eight internal banks (B) per rank.
ranks–a set of DRAM devices that operate in lockstep. Each DRAM device con-
tains a set of independent memory arrays called banks. A bank is made up of
rows (a.k.a. DRAM pages), which are simply a set of storage cells that are acted
upon in parallel. Figure 2.1 shows a DRAM system interface, with four inde-
pendent DRAM channels (C). Each channel has one quad ranked DIMM (R),
with eight internal banks (B) per rank.
Read and Write commands to a bank can only take place to locations within
one row at a time, which must be first copied into the bank’s row buffer (Activate
command). Prior to accessing a different row, the one currently stored in the
row buffer must be written back to its permanent location (Precharge command).
Finally, since DRAM is non-persistent, rows need to be periodically read out and
restored to maintain data integrity (Refresh command). To make matters more
difficult, modern DRAM chips have a large number of timing constraints that
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must be obeyed when scheduling commands, which any memory scheduler
must work around.
Current DDR3 SDRAMs have the capability of placing a rank in low-power
mode. It may take as little as one DRAM cycle to place a DDR3 rank in low-
power mode [5], however additional timing constraints must typically be met,
depending on the DRAM command that is in progress. A rank in low-power
mode must be powered back up before it can accept commands. Powering up
a rank in DDR3 systems can take anywhere between 4-13 DRAM cycles [5].
Section 3.7.1 provides more details on the DDR3 DRAM interface that we model.
2.2.2 Basics of Reinforcement Learning
A reinforcement learning (RL) agent interacts with a probabilistic environment
for the purpose of maximizing some notion of a long-term reward [67]. At each
point in time, the agent does not necessarily pursue the action that offers the
highest immediate reward; instead, the agent strives to take the action that pro-
vides the best cumulative reward over time. To learn how to do this, the agent
needs to explore its environment carefully: Early exploitation (i.e., picking the
action that seems most profitable in the long term at each point in time based on
acquired knowledge) may result in an agent stuck with low-performing poli-
cies, while too much exploration (i.e., trying different actions) may cause the
agent to take a long time to settle on an optimal policy. Moreover, the agent
must never stop exploring completely if it is to adapt its policy to changes in the
environment (e.g., program phases).
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A basic RL model consists of: (1) a set of states that sufficiently describes
the environment and the problem being solved; (2) a set of actions that the RL
agent can perform; and (3) a reward function that assigns credit for perform-
ing an action in a state and moving to another state. In the context of DRAM
scheduling, the RL agent is the memory scheduler, the pending requests and the
state of the CPU and memory subsystem constitute the environment, and the le-
gal DRAM commands at each point in time are the actions that the RL agent can
perform [32]. The set of states and the reward function need to be determined
depending on the long-term goal that needs to be achieved. At every time step:
(1) the memory scheduler observes the state of the environment; (2) among the
actions available for all the pending requests,1 the memory scheduler chooses
the one action that will maximize the cumulative reward; and (3) the memory
controller performs that action, which results in a state change.
The agent needs to learn how to assign credit and blame for the actions it
takes. A common way of learning to assign credit is through a technique called
Q-learning. Formally, the Q-value of a state-action pair (s, a) while executing
a policy pi, Qpi(s, a), is the expected cumulative reward resulting from taking
action a in state s and following policy pi thereafter. A Q-learning-based RL
agent learns the optimal policy pi∗ indirectly, by learning Qpi∗(s, a) for every state-
action pair (s, a) (the Q-value matrix).
States are often represented as tuples of attributes. Because the size of the
state space (in the case of Q-learning, the size of the Q-value matrix) is expo-
nential in the number of attributes considered (this is often referred to as the
1Not all pending requests will have actions available at any point in time: For example, if
a row has not yet been activated, a read to that row is not an available action. Even among
available actions, only a subset may be evaluated in order to reach a decision every DRAM
cycle.
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“curse of dimensionality”), it is essential that the number of attributes and the
resolution of each attribute be contained. This helps not only in reducing stor-
age and speed requirements in a silicon implementation of the Q-value matrix;
it also allows the RL agent to generalize, i.e., exploit knowledge acquired through
past experience–in the case of Q-learning, approximate the Q-value of a previ-
ously unseen state-action pair (s, a) with the Q-value of state-action pair (s′, a),
with s and s′ sufficiently close in the state space.
2.3 A General Framework For Self-Optimizing Memory Sched-
ulers
In this section we describe how to generalize I˙pek et al.’s original RL-based
memory scheduler design [32] to obtain high-quality schedulers that can target
arbitrary objective functions–not just performance. We first present our design
approach, and then describe a practical implementation.
2.3.1 Design
We now determine the three main characteristics of our RL-based design: ac-
tions, state attributes, and reward structure.
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Available Actions
Concurrently to sensing the environment’s state (Section 4.4.1), the scheduler
determines whether a valid DRAM command exists for each pending memory
request among:
Activate: Bring the contents of a bank’s DRAM row into the bank’s row buffer.
Precharge: Write the contents of a bank’s row buffer back to the corresponding
DRAM row. We categorize as a separate action the case where there are no
active requests for a particular (open) row, yet the scheduler still may choose to
preemptively precharge; we call this Preemptive Precharge.
Read(Load), Read(Store): Perform a read from a bank’s row buffer.
Write: Perform a write to a bank’s row buffer.
Rank Power Down (PwDn): Place the corresponding rank into a low power
mode. When a rank is in low power mode, it cannot be accessed. Current
DRAM subsystems already provide support for such low-power rank modes;
in our implementation, we use those of the DDR3 interface [5].
Rank Power Up (PwUp): Bring the corresponding rank back to normal opera-
tion mode.
NoOp: If no legal DRAM command exists for this cycle (often due to DRAM
timing constraints), the scheduler will do nothing and wait for the next cycle.
(But a rank may remain powered down even if PwUp is a legal command.)
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Reward Structure
In order to explore the environment, the scheduler implements an exploration
mechanism known as -greedy action selection: Every DRAM cycle, with a
small probability , the scheduler picks a random (legal) action; at all other
times, it picks the (legal) action with the highest Q-value. This guarantees that
there is a non-zero probability of visiting every entry in the Q-value matrix.
Each action is associated with an immediate reward. Once action at is picked
and the immediate reward is determined, the Q-value prediction associated
with the state-action pair (st−1, at−1) that was picked in the previous cycle t − 1
can be updated using SARSA [67] as follows:
Q(st−1, at−1)← (1 − α)Q(st−1, at−1) + α[rt + γQ(st, at)]
where α is the learning rate, empirically determined;2 rt is the immediate reward
collected for the action taken; and 0 ≤ γ < 1 is a discount factor that causes future
rewards to be incorporated in the form of a geometric series.3
In the performance-oriented design of I˙pek et al. [32], the immediate reward
function is picked solely based on expert intuition. Since the memory through-
put (and ultimately execution time) of a memory-bound application tends to
correlate strongly with the effective data bus utilization, the authors trivially
assign an immediate reward of 1 to a read or write DRAM command, and an
immediate reward of 0 to any other DRAM command. Unfortunately, this ap-
2A high learning rate quickly substitutes past knowledge with new information, whereas a
small learning rate incorporates new knowledge slowly.
3Intuitively, γ can be interpreted as a knob that controls how important future rewards are
relative to immediate rewards; larger γ values introduce more foresight at the expense of longer
training times.
14
proach does not easily generalize: In a design that seeks to optimize a more
sophisticated function (e.g., Et2 or weighted speedup), an appropriate immedi-
ate reward function is not at all evident.
Automatic Derivation of Reward Structures
In this paper we propose to follow an automated approach to solve this prob-
lem. Specifically, we devise a genetic algorithm (GA) [51] to explore the search
space of possible reward functions for a given objective function. 4
Genetic algorithms (GAs) [51] are a heuristic search technique that is based
on evolutionary processes. GA starts by randomly generating a population
space of individuals, where each individual is a candidate solution for the prob-
lem being solved. Typically individuals in the population set are represented in
binary as strings of 0’s and 1’s, but other encodings are also possible. Evolution
is performed in generations and it starts by evaluating the fitness of the initial
population according to an objective function. (Evaluation means simulations
of candidate DRAM schedulers in our case.) Based on the fitness of individ-
uals in the population set, the next generation of individuals are determined
stochastically using some form of fitness based selection technique. These new
individuals are then further evolved using operations like crossover and muta-
tion, which leaves us with a population for the next generation. This is done
iteratively until a certain number of generations has been evolved, or when
a certain fitness level has been reached, after which the search is terminated.
While many of the individuals in the initial population might not do anything
4We did try “simpler” search techniques, such as manual trial-and-error or automatic hill-
climbing with random restarts and momentum, but the end result was significantly inferior. We
believe GA offers a good trade-off between simplicity and effectiveness in this context.
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useful, the evolutionary nature of GAs allow some of them to evolve into mean-
ingful, high-performing solutions, and shed the rest in the process.
In our GA, each individual in the population stores rewards for each of the
eight actions that can be performed by the scheduler. Initially, these rewards
are randomly generated. We evaluate our initial population by conducting
execution-driven simulations with each individual’s memory scheduler config-
uration, using a small subset of our application set5 and determining the fitness
of each individual. The fitness-based selection criteria that we use is tourna-
ment selection combined with elitist selection [51, 39]. To perform crossover, we
randomly pick two individuals and swap the reward values of an action. Muta-
tion is performed by randomly replacing the reward of an action with another
value. Multiple-point crossover and mutations are performed in our experi-
ments, which means that reward values can be swapped or replaced multiple
times within a given individual. Once we have the population set for the next
generation, it is evaluated against the fitness criteria, and this iterative evolu-
tionary search process continues until we reach 50 generations, at the end of
which we are left with a set of rewards, one per possible action, which together
constitute our reward function.
In theory, it should be possible to periodically re-calibrate the reward val-
ues as the application goes through different execution phases. These rewards
would need to be re-learned on the fly by the hardware. We are currently inves-
tigating this aspect, but in this paper we confine our solution to static rewards
learned offline, which still yields good results and simplifies the design of the
5The applications that we use for training are fft, mg, and radix (Section 3.7.3). We picked
these because they are the fastest to simulate among the parallel applications that we evaluate.
By using a small subset, picked not based on behavior but simply on execution time, we speed
up training and at the same time minimize the chance of overfitting the final solution to our
application set.
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scheduler (as we will see, the reward structure is just a small table).
State Attributes
Every memory cycle, the scheduler senses the environment’s state via a set of
attributes. During the design of the scheduler, it is important to pick the right
kind of state attributes that will adequately represent the system environment.
There are many candidate attributes that can be used to describe the state of
the system. However, to obtain an implementation with reasonable delay and
silicon area, it is critical to use a good selection mechanism that picks the right
(small) set of state attributes.
Multi-factor Feature Selection
A quick and relatively simple way to accomplish this is to use a linear feature se-
lection process [32]. The designer picks a set of N candidate attributes based on
expert intuition. The first step involves simulating N schedulers, each of which
uses only one of the N candidate attributes to determine the state of the mem-
ory system. Among these N attributes, the designer picks the attribute t1 that
optimizes an objective function (e.g., performance). Then, the designer repeats
the selection process with N − 1 schedulers, each one considering t1 and one of
the remaining N − 1 attributes. After i  N iterations, the process concludes,
and the i attributes picked determine the state representation.
This linear procedure ignores potentially important interactions between at-
tributes (e.g., attribute tx alone yields the highest-performing scheduler during
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iteration 1, but combination < ty, tz > may be superior than < tx, tk > for any
1 ≤ k , x ≤ N), which we experimentally observed are important in our context.
In this paper we propose a multi-factor approach that takes into account first-
order attribute interactions.6 At the end of the first iteration, we pick the top
two attributes, and explore the resulting two branches concurrently; at the end
of the second iteration, we again pick the top two attributes from each of the
two branches, and proceed down four branches; etc. The obvious downside of
this approach is that the number of simulations is much higher: for N = 50 and
i = 6, our methodology yields on the order of 8,600 simulations, using the same
three training applications per design point. Fortunately, feature selection is a
one-time effort made at design time.7 The resulting attributes are, in principle,
inextricably linked to the objective function targeted in the simulations. In Sec-
tion 2.4, however, we will show that a carefully-trained design can successfully
tackle variations of an objective function, by simply reprogramming the reward
structure.
Finally, the astute reader will notice that there is a “circular dependence” be-
tween automatic feature selection and automatic reward structure derivation:
both search a space of completely specified memory scheduler designs. What
we do in our paper is to impose a basic ad hoc reward structure during feature
selection (Read = Write = 1, rest = 0), but still use the appropriate objective func-
tion when evaluating candidate state attributes, and then use the resulting state
attributes in the computation of the true reward structure. One could conceive
iterating over these two steps to potentially refine the outcome, however for
simplicity we do not explore this in this work.
6Our mechanism trivially generalizes to higher orders, however we experimented with
second-order interactions as well and found no differences in the final state representation.
7For each design, we were able to complete all 8,600 simulations in one day.
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2.3.2 Implementation
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Figure 2.2: Snapshot of the dual five-stage pipeline used in this study to pick the
DRAM command with the highest Q-value, among up to 24 eligi-
ble actions (four waves of six actions) which can be evaluated every
DRAM cycle.
The basic structure of our implementation is necessarily similar to the one
described by I˙pek et al. [32]. In general, only a fraction of the (maximum) 64
outstanding memory requests will have an associated ready DRAM command
at each point in time (i.e., one that can be issued to process a memory request
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without violating timing constraints). We empirically determine that evaluating
24 ready DRAM commands per DRAM cycle is sufficient to deliver performance
that is very close to peak.
For a DRAM scheduler pipeline clocked at 4.27 GHz (same as the CPU, since
the memory scheduler sits on chip)8, controlling a DDR3-1066 system, the Q-
value estimation pipeline can be clocked eight times every DRAM cycle. Thus,
we use two five-stage command pipes, each capable of considering three ready
DRAM commands every processor cycle, for a total of up to 24 ready DRAM
commands (four waves of six commands) every DRAM cycle. If there are more
memory requests with ready DRAM commands on the queue, the scheduler
simply takes the ready DRAM command with the highest Q-value found by
the end of the DRAM cycle. (Alternatively, more commands can be considered
per cycle if the more pipes are added.) Figure 2.2 shows the five-stage pipeline
structure that is used to calculate the Q-values of the proposed scheduler.
In the first stage of the pipeline, the scheduler retrieves six ready DRAM
requests (three per command pipe), and it generates the corresponding state-
action pairs. (Information about state attributes is actually sensed during the
previous DRAM cycle.) In the second pipeline stage, the indices for the Q-value
tables are generated and are use to read the Q-values out of the CMAC arrays.
The Q-value tables follow a CMAC organization [66]: each Q-value is in fact
the result of indexing multiple relatively small tables, each index shifted by an
amount predetermined randomly at design time, then adding the result from all
such tables together. This structure provides a good balance between resolution
and generalization [32]. In our design, we carefully account for the delay and
8The clock frequency of IBM’s server class Power7 CPU is 4.25 GHz at 45 nm (we target 32
nm in our calculations), with four processor cores and all memory controllers simultaneously
on.
20
power incurred by this structure, which essentially amounts to 32 SRAM tables,
each with 256 two-byte (fixed-point) entries, three read ports and one write port,
and where the updates to the Q-values are done using fixed point arithmetic.
The index for the CMACs are generated by concatenating the higher order bits
of the state attributes. This concatenated value is then XOR-ed with a constant,
depending on the corresponding action that was chosen. Finally, the XOR-ed
value is passed through a hash function (to reduce storage requirements) to get
the index into the Q-value tables. The next two stages are used to add up the 32
Q-values of the three different commands analyzed per command pipe, which
have been read out from the CMAC arrays. In the fifth and final stage of the
pipeline, the maximum Q-value seen so far is compared against the six new
Q-values and updated as needed.
2.4 Reconfigurability
We have described our general framework as a design-time mechanism to build
self-optimizing memory schedulers. In this section, we briefly outline how one
can in fact implement a self-optimizing scheduler that can accommodate mul-
tiple objective functions, and target each as desired on the field (post-silicon),
either at boot time or even dynamically by the operating system.
Actions – The actions available to the self-optimizing scheduler are simply the
possible DRAM commands, irrespective of the objective function. Therefore,
no hardware changes are required to map actions to commands for a different
configuration.
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Rewards – There are as many rewards as there are actions in the RL agent. These
rewards can be stored easily using a table inside the RL agent. There are two
approaches to storing rewards for multiple configurations: (a) A single table
that can be programmed as needed (e.g., by the operating system) to store the
values relevant to the desired objective function. (b) The memory scheduler can
store a small number of pre-programmed tables, and use the appropriate one
as needed. A combination of both is also possible (i.e., multiple programmable
tables).
State Attributes – Although selecting state attributes is an offline process, the
resulting state attributes must be sensed by adding the appropriate hardware
(e.g., a counter, a read port, etc.). However small this may be, as the number
of metrics of interest increase (e.g., to support more than one possible objective
function), so will the aggregate hardware overhead. In general, the solution
will be a compromise in the number of observable state attributes, driven by
potential gains vs. area and complexity.
Fortunately, the CMAC structure that stores the Q-values (the main storage
overhead) is itself attribute-agnostic–the differentiation across objective func-
tion resides in what attributes are actually sensed, but the indexing into the
CMAC is identical regardless of the attribute [32]. Thus, we can easily add mul-
tiplexers to steer the right set of attributes to the CMAC depending on the target
objective function.
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2.5 Experimental Methodology
2.5.1 Architecture Model
The baseline processor model integrates eight cores and supports a DDR3-1066
memory subsystem with four independent, address-interleaved memory chan-
nels. Our memory subsystem model (DIMM structure, timing, and power) fol-
lows the Micron DDR3 DRAM specification [5, 7, 8], including refresh. The
micro-architectural features of the baseline processor are shown in Table 3.2; the
parameters of the L2 cache, the memory system, and the DDR3 SDRAM power
model are shown in Tables 3.3 and 3.5. We implement our model by extending
the SESC simulation environment appropriately [58].
We compute the energy overhead of the self-optimizing scheduler designs
as follows, assuming a 32 nm process except where noted.
Dynamic power – Q-value computation: Computing a Q-value consists of
three basic steps: (a) generating the array indices, (b) reading the Q-values, and
(c) adding the Q-values and determining the maximum Q-value. To generate
the array indices, we first read the six selected state attributes and concatenate
the higher order bits. This is then XOR-ed with a random number and passed
through a hash function. Reading the state attributes and indexing into a hash
function can be approximated as a dynamic SRAM read each and consumes 1.4
pJ per read (from CACTI 6.5 [1]). The XOR function takes 0.23 pJ (an XOR func-
tion is conservatively approximated to consume the same power as an adder
implemented in an older 70 nm technology [35]). We use CACTI to estimate
the energy expended in reading out the Q values from the SRAM arrays. Each
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SRAM read consumes 0.78 pJ, and the total dynamic SRAM energy for read-
ing out the Q values from the 32 matrices per command is 24.96 pJ. We esti-
mate the power consumed by the adders that sum up the 32 Q-values to be 1.0
mW each [35], and accordingly calculate the energy consumed by the 16 adders
used in each RL pipeline to be 3.75 pJ (adding the 32 Q-values takes up two
pipeline cycles). We conservatively assume that the comparator consumes the
same power as the adder. Since a maximum of 24 commands can be analyzed
every DRAM cycle, a maximum of 24 final Q-values need to be compared each
cycle, and the energy estimated to do so is 3 pJ. The total RL pipeline energy
consumed is then 32 pJ.
Dynamic power – Q-value update: To update the Q-values using the SARSA
update rule we use three multipliers and three adders. The energy consumed
to perform this operation is 2.1 pJ [35]. Finally the Q-values need to be written
back into the SRAM arrays (32 per command, 64 in all). This consumes 49 pJ as
estimated from CACTI.
Leakage: Using CACTI, we also estimate the total leakage power per CMAC
matrix to be 0.36 mW, and consequently the leakage energy to be 5.4 pJ per
DRAM cycle.
Overall, we find the energy overhead of the self-optimizing schedulers to be
negligible (the equivalent of about 2% of the energy consumed by the DRAM
on average). Nevertheless, the energy and Et2 results reported in sections 2.6.1,
2.7.1, and 2.8 do include this overhead. Moreover, in our results we effec-
tively assess zero energy overhead for the competing FR-FCFS and Pwr-FR-
FCFS schemes.
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2.5.2 Applications
We evaluate our proposed MORSE scheduler on a wide variety of parallel
and multi-programmed workloads from the server and desktop computing do-
mains. We simulate nine memory-intensive parallel applications, running eight
threads each, to completion. Our parallel workloads constitute a good mix of
scalable scientific programs from different benchmark suites, as shown in Ta-
ble 3.6. For our multi-programmed workloads, we use 14 four-application bun-
dles from the SPEC 2000 and NAS benchmark suites, which constitute a healthy
mix of CPU-, cache-, and memory-sensitive applications. Table 2.5 describes
the bundles. In each case, we fast-forward each application for half a billion
instructions, and then execute the bundle concurrently until all applications in
the bundle have committed at least half a billion more instructions.
2.6 Case I: Performance
In this section we use our general framework to design a performance-oriented
self-optimizing memory scheduler, and provide quantitative evidence of its su-
periority with respect to I˙pek et al.’s original design [32].
I˙pek et al.’s scheduler uses a simple ad hoc reward structure, which assigns a
reward of 1 for reads and writes (immediately “productive” actions), and 0 oth-
erwise. To allow the controller to use the most appropriate set of state attributes
for our experimental setup (different from theirs), we re-run their proposed lin-
ear feature selection [32], using their six winning attributes, plus another 44
relevant ones that we come up with. By using their original attributes as part of
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Table 2.1: Core Parameters.
Technology 32 nm
Frequency 4.27 GHz
Number of cores 8
Fetch/issue/commit width 4/4/4
Int/FP/Ld/St/Br Units 2/2/2/2/2
Int/FP Multipliers 1/1
Int/FP issue queue size 32/32 entries
ROB (reorder buffer) entries 96
Int/FP registers 96 / 96
Ld/St queue entries 24/24
Max. unresolved br. 24
Br. mispred. penalty 9 cycles min.
Br. predictor Alpha 21264 (tournament)
RAS entries 32
BTB size 512 entries, direct-mapped
iL1/dL1 size 32 kB
iL1/dL1 block size 32 B/32 B
iL1/dL1 round-trip latency 2/3 cycles (uncontended)
iL1/dL1 ports 1 / 2
iL1/dL1 MSHR entries 16/16
iL1/dL1 associativity direct-mapped/4-way
Memory Disambiguation Perfect
Coherence protocol MESI
Consistency model Release consistency
RL discount rate parameter γ 0.95
RL learning rate parameter α 0.1
the set, we make sure the resulting scheduler is at least as good as the original
one. In our experiments, we call this configuration Ipek.
MORSE-P is our performance-oriented self-optimizing scheduler. It is de-
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Table 2.2: Parameters of the shared L2 and DRAM.
Shared L2 Cache Subsystem
Shared L2 Cache 4 MB, 64 B block, 8-way
L2 MSHR entries 64
L2 round-trip latency 32 cycles (uncontended)
Write buffer 64 entries
Micro DDR3-1066 DRAM [5]
Transaction Queue 64 entries
Peak Data Rate 6.4 GB/s
DRAM bus frequency 533 MHz (DDR)
Number of Channels 4
DIMM Configuration Quad rank
Number of Banks 8 per rank
Row Buffer Size 1 KB
Address Mapping Page Interleaving
Row Policy Open Page
Burst Length 8
tRCD 7 DRAM cycles
tCL 7 DRAM cycles
tWL 6 DRAM cycles
tCCD 4 DRAM cycles
tWTR 4 DRAM cycles
tWR 8 DRAM cycles
tRTP 4 DRAM cycles
tRP 7 DRAM cycles
tRRD 4 DRAM cycles
tRTRS 2 DRAM cycles
tRAS 20 DRAM cycles
tRC 27 DRAM cycles
Refresh Cycle 8,192 refresh commands every 64 ms
tRFC 59 DRAM cycles
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Table 2.3: Parameters of the Micron DDR3-1066 DRAM power manage-
ment features [5, 8, 7].
IDD0 90 mA
IDD3PF 55 mA
IDD3PS 55 mA
IDD2PF 35 mA
IDD2PS 12 mA
IDD2N 70 mA
IDD3N 80 mA
IDD4R 200 mA
IDD4W 255 mA
tFAW 20 DRAM cycles
tACTPDEN 1 DRAM cycles
tPREPDEN 1 DRAM cycles
tRDPDEN 12 DRAM cycles
tWRPDEN 18 DRAM cycles
tXP 4 DRAM cycles
tXPDLL 13 DRAM cycles
Vdd 1.8V
rived using our proposed automatic reward derivation and multi-factor feature
selection procedures, using performance as the objective function and the same
50 candidate state attributes.
The state attributes selected via multi-factor feature selection for MORSE-
P are: (1) Number of reads (load/store misses) in the transaction queue. (2)
Number of writes in the transaction queue. (3) Number of reads for the current
rank under consideration. (4) If the memory request is related to a load miss,
the order of the load relative to the other loads in the transaction queue for the
corresponding core. (5) Number of writes in the transaction queue that reference
rows that are open. (6) Number of commands for the rank under consideration
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Table 2.4: Simulated parallel applications and their input sets.
Data Mining [57]
scalparc Decision Tree 125k pts., 32 attributes
NAS OpenMP [12]
mg Multigrid Solver Class A
cg Conjugate Gradient Class A
SPEC OpenMP [11]
swim-omp Shallow water model MinneSpec-Large
equake-omp Earthquake model MinneSpec-Large
art-omp Self-organizing Map MinneSpec-Large
Splash-2 [73]
ocean Ocean movements 514×514 ocean
fft Fast Fourier transform 1M points
radix Integer radix sort 2M integers
when it is powered down.
Attributes (1) and (2) help the scheduler determine how to balance reads and
writes in the transaction queue ; (3) prioritizes among reads from different ranks
; (4) is used to prioritize among load misses from the same core ; (5) helps the
RL scheduler issue writes in bursts so as to better manage write-to-read delays
; and finally (6) determines if it is time to power up ranks if there are memory
requests waiting to access the rank.
The rewards obtained from the GA-based automatic reward derivation pro-
cess are: Activate = 1.59, Precharge = -1.47, Preemptive Precharge = -1.47,
Read(Load) = 2.00, Read(Store) = 1.59, Write = 0.88, PwDn = -0.27, PwUp = 0.30,
NoOp = 0.58.9 The resulting values are very interesting. On the one hand, in
9We arbitrarily set up the reward structure to use higher (lower) values as positive (negative)
rewards, which is typical in machine learning texts.
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Table 2.5: Multiprogrammed Configurations evaluated. C, P, and M stand
for Cache-, Processor-, and Memory-sensitive, respectively [12,
28].
Art Mcf Ep Vpr (TFEV) M M M C
Mg Sp Mesa Vpr (GPMV) M P P C
Mg Cg Apsi Crafty (GCAY) M M P C
Apsi Art Mg Swim (ATGS) P M M M
Mg Cg Mesa Mgrid (GCMD) M M P M
Art Is Vpr Parser (TIVR) M M C C
Mg Cg Vpr Swim (GCVS) M M C M
Cg Mesa Is Crafty (CMIY) M P M C
Twolf Cg Mesa Is (OCMI) C M P M
Cg Lu Sp Art (CLPT) M P P M
Art Is Vpr Wupwise (TIVW) M M C C
Cg Vpr Wupwise Mesa (CVWM) M C C P
Twolf Cg Mesa Parser (OCMR) C M P C
Lu Cg Mesa Is (LCMI) P M P M
many cases their magnitude relative to each other makes intuitive sense: For
example, reads and writes have a high positive reward. Precharge is nega-
tive while Activate is positive, which hints at the importance of exploiting row
buffer locality. PwDn is negative, as the penalty to bring up a rank once it has
been powered down is 4-13 cycles.
On the other hand, other aspects of this reward assignment are not so obvi-
ous. For example, the specific ratios among the reward values for the different
actions are non-intuitive. It is intriguing that, despite the fact that the objec-
tive function is straight performance, a PwDn-PwUp action sequence yields a
slightly positive aggregate reward (-0.27+0.3), even though powering up a dor-
mant rank incurs a penalty of 4-13 cycles. Note also that NoOp (which competes
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with PwUp when a rank is powered down) is assigned a definitely positive
reward, even though keeping a rank powered down does not directly benefit
performance. We will revisit this later.
2.6.1 Evaluation
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Figure 2.3: Performance (higher is better) of Ipek, Ipek+PwDn/Up and MORSE-
P, normalized to that of FR-FCFS. The three applications used during
training are marked with an asterisk; mean-testonly excludes them.
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Figure 2.4: Breakdown of expected page status at the time a new memory re-
quest for that page arrives for FR-FCFS, Ipek, Ipek+PwDn/Up and
MORSE-P.
Figure 2.3 shows performance data for all the configurations studied. The
proposed MORSE-P scheduler has a speedup of 15.5% (18.4% excluding the
three applications used during training) and 7% (8.6%) with respect to FR-FCFS
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and Ipek, respectively. It would seem that the additional sophistication in pick-
ing state attributes and immediate reward values does pay off. We now try to
understand how MORSE-P achieves its superiority.
Figure 2.4 breaks down the expectation of page status for a newly arrived
command: Open-Hit if the page is already open in the corresponding bank;
Open-Miss if there’s an open page which is not the right one (which will impose
a Precharge-Activate sequence to get the right page); and Closed if there’s no
open page at that bank–i.e., the scheduler has preemptively precharged a page,
probably in an attempt to save time the next time a page needs to be activated.
Evidently, FR-FCFS, which is an open-page algorithm, simply does not expect
to find a closed page in steady state. On the other hand, the self-optimizing
configurations Ipek and MORSE-P do precharge pages proactively if they pre-
dict a long-term benefit. The plot shows that MORSE-P is in fact superior to
FR-FCFS and Ipek, in that the expectation of Open-Hit is highest almost uni-
versally. This increased hit rate correlates well with bottom-line performance in
many applications.
Interestingly, the expectation of finding a bank closed in Ipek is significantly
higher than in MORSE-P. It turns out that this is in part a potentially undesirable
side effect of I˙pek et al.’s imposition that a NoOp be allowable only if no legal
commands (in particular, Precharge) exist, which was put in place to speed up
convergence [32]. This means that Ipek is hardwired to closing pages (instead of
doing nothing) when there are no other options available, regardless of the long-
term benefit of doing so. In the case of MORSE-P, the scheduler learns by itself
that it may “bypass” this restriction, by judiciously exploiting the PwDn/PwUp
actions available in the DDR3 interface (i.e., it can force NoOp to be a legal
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choice indirectly by powering down a rank, effectively making Precharge to
any bank within that rank ineligible until the rank is powered back up). As
indicated before, the reward values obtained by our GA-based procedure hint at
the potential benefit of this subterfuge, as it assigns a slightly positive aggregate
reward to PwDn+PwUp, and a definitely positive reward to NoOp.
Thus, it is conceivable that Ipek might also learn to do the same if
PwDn/PwUp actions are made available, potentially closing the performance
gap with MORSE-P. This is precisely what the Ipek+PwDn/Up configuration
in the plots tries to answer. In that configuration, PwDn/PwUp are available
actions with an immediate reward of 0 (consistent with the ad hoc reward func-
tion employed), and linear feature selection is re-run. Figures 2.3 and 2.4 show
the performance and expected page status for the Ipek+PwDn/Up configura-
tion. As we can see, the expectation of finding a bank closed drops dramatically
to levels similar to those in MORSE-P. When looking at overall performance,
however, not much is gained on average, and a significant gap remains, which
means that appropriate state attribute and reward values are, in fact, the pri-
mary contributors to performance in MORSE-P vs. Ipek.
Looking at individual applications, however, we see a couple of outliers. In
cg, both Ipek+PwDn/Up and MORSE-P derive noticeable benefit from having
PwDn/PwUp available, even if MORSE-P still edges out Ipek+PwDn/Up sig-
nificantly (Figure 2.3). cg strongly favors an open page policy, as evidenced by
the large expectation of a page hit for FR-FCFS (which is open-page). Ipek de-
stroys such potential by being forced by design to close pages prematurely over
doing nothing (Figure 2.4). On the other hand, swim seldom hits on open pages
for FR-FCFS, and actually performs best with Ipek, where the NoOp restriction
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is unavoidable and it results in a high number of preemptive precharges. Re-
laxing this constraint actually hurts Ipek+PwDn/Up and MORSE-P virtually
equally with respect to Ipek, although they still outperform full-open-page FR-
FCFS significantly. In other words, while these configurations do learn to pre-
emptively close pages and derive speedups as a result, in the case of swim they
fall short of the level of aggression with which they could apply it, as (acciden-
tally) evidenced by Ipek. (Note that swim is not part of our training set. While
the obvious temptation is to include it, this would amount to overfitting.)
2.7 Case II: Energy Efficiency
In this section, we use our general framework to design a self-optimizing mem-
ory controller that will strive to optimize for energy-delay-squared (Et2)–a met-
ric that combines performance and energy consumption. Our evaluation pro-
vides quantitative evidence that the resulting controller is significantly superior
to a power-aware extension of FR-FCFS that includes Hur and Lin’s Queue-
Aware Power-Down mechanism [30], which we refer to as Pwr-FR-FCFS.10
In this section, MORSE-E is our energy-efficient self-optimizing scheduler,
which is naturally derived using our proposed automatic reward derivation and
multi-factor feature selection procedures, using Et2 as the objective function and
the same 50 candidate state attributes used in Section 2.6.
The state attributes selected via multi-factor feature selection for MORSE-E
are:
10We also experimented with Hur and Lin’s AHB [29] and found the results to be very similar.
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(1) Number of ranks that are idle and powered up. (2) Number of rows that are
open with no pending commands for a given rank. (3) Number of commands
that will be negatively affected if a Precharge is issued for the corresponding
open row (i.e., they would subsequently miss on the page being precharged).
(4) Number of writes in the transaction queue. (5) Number of reads for the
current rank under consideration. (6) If the memory request is related to a load
miss, the order of the load relative to the other loads in the transaction queue
for the corresponding core.
Attributes 1 and 2 address power, while the rest are geared primarily to-
wards performance. This is good news, as energy efficiency targets both these
metrics. Specifically, those two attributes help the scheduler determine when
it is time to power down ranks. Attribute 3 helps maintain row-buffer local-
ity, by determining the number of commands that get affected by a precharge.
Attribute 4 helps keep a balance between reads and writes in the transaction
queue. Attribute 5 prioritizes among reads from different ranks. Lastly, At-
tribute 6 is used to prioritize among load misses from the same core.
The rewards obtained from the GA-based automatic reward derivation pro-
cess are: Activate = -0.21, Precharge = -3.52, Premptive Precharge = -2.06,
Read(Load) = 3.71, Read(Store) = 0.86, Write = 1.38, PwDn = -2.06, PwUp = -3.10,
NoOp = -1.78. As before, reads and writes always have higher positive reward
(better performance) than the other actions. This time, PwUp carries a negative
reward–even more so that PwDn. This makes sense, as once the scheduler has
decided to power down a rank, it should be because it intends to keep it that
way for a while and save energy. Still, as in the case of the straight-performance
scheduler, a Precharge is more negative than a PwDn-PwUp sequence, which
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helps preserve row-buffer locality.
2.7.1 Evaluation
Energy-Delay Squared
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Figure 2.5: Energy-delay squared Et2 (lower is better) for the energy-aware con-
figurations considered in this study, normalized to that of FR-FCFS.
The three applications used during training are marked with an as-
terisk; mean-testonly excludes them.
Figure 2.5 compares the configurations considered in this study in terms of
Et2, normalized to that of FR-FCFS (which is not energy-aware). Our proposed
MORSE-E DRAM scheduler reduces Et2 by 42% (43% excluding the three ap-
plications used during training) when comapred to FR-FCFS, and by 26% (30%)
when compared to Pwr-FR-FCFS. MORSE-E outperforms Pwr-FR-FCFS by 18%
or more for all applications except radix (11.0%) and equake (2.0%) .
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Figure 2.6: Performance (higher is better) of the energy-aware configurations
considered in this study, normalized to that of FR-FCFS. The three
applications used during training are marked with an asterisk; mean-
testonly excludes them.
Figure 2.6 shows performance data for all the configurations studied. The
proposed MORSE-E scheduler has a speedup of 9.7% (11%) and 10% (11%) with
respect to FR-FCFS and Pwr-FR-FCFS respectively. This is very good news: The
proposed scheme not only beats Pwr-FR-FCFS handsomely in energy efficiency,
it does so while actually delivering a performance gain.
Energy
Figure 2.7 shows the energy consumed in executing the various applications.
Naturally, the energy-oblivious configuration (FR-FCFS) has the highest energy
consumption. Our proposed MORSE-E scheduler yields energy savings of 20%
(30% excluding the training apps) and 11% (12%) on average over FR-FCFS and
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Figure 2.7: Energy (lower is better) consumed by the energy-aware configura-
tions considered in this study, normalized to that of FR-FCFS. The
three applications used during training are marked with an asterisk;
mean-testonly excludes them.
Pwr-FR-FCFS, respectively.
2.7.2 Analysis
Number of Active Ranks
Figure 2.8 shows the DRAM transaction queue occupancy and active ranks, av-
eraged over intervals of 5,000 DRAM cycles, for the NAS-OpenMP application
mg (this behavior is representative of most of the applications studied) using
Pwr-FR-FCFS. From the plot, we can see that, throughout the entire execution
cycle of the application, there are relatively few instances where the DRAM
queue occupancy exceeds the number of active ranks in the memory system.
This is consistent with our expectation for high-end servers, where peak de-
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Figure 2.8: DRAM transaction queue occupancy and average number of active
ranks per channel, averaged over 5,000-DRAM-cycle intervals, for
the mg application in Pwr-FR-FCFS. (The behavior is representative
of the other applications.)
mand must be served efficiently to ultimately deliver good performance. Thus,
it is extremely important to have an efficient power management scheme that
puts idle devices into low-power states and activates them at the right time to
avoid significant losses in performance. Figure 2.9, which plots the average
number of active ranks per channel, shows how MORSE-E is able to reduce the
average number of active DRAM devices significantly over Pwr-FR-FCFS.
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Figure 2.9: Average Number of DRAM ranks (per channel) that are powered up
(active) each cycle in Pwr-FR-FCFS and MORSE-E.
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Figure 2.10: Number of cycles DRAM ranks stay powered up when no outstand-
ing command exists in the DRAM transaction queue for the corre-
sponding rank for the MORSE-E configuration, normalized to Pwr-
FR-FCFS.
Impact of the Selected Attributes on Energy Efficiency
The energy-aware feature selection process in MORSE-E picked attributes that
hinted at situations that help improve DRAM background power consumption.
In this section, we provide insights into the benefits of picking those attributes,
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and how they help improve energy efficiency. Figure 2.10 shows the number
of DRAM cycles a rank remains powered up when no outstanding command
is present in the transaction queue for MORSE-E and Pwr-FR-FCFS. Recall that
one of the states picked by the feature selection process evaluates the ranks that
are idle and powered up (Attribute 1). MORSE-E is able to proactively deter-
mine when a rank can be placed in low power mode without hurting pending
requests. As a result, ranks stay in this mode for longer on average, resulting in
greater energy efficiency.
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Figure 2.11: Number of cycles DRAM ranks stay powered down for the MORSE-
E configuration, normalized to Pwr-FR-FCFS.
Figure 2.11 shows the number of DRAM cycles a rank remains powered
down in MORSE-E and in Pwr-FR-FCFS normalized to that of Pwr-FR-FCFS.
Powering up a rank from low power mode takes 4-13 cycles, and hence, if done
prematurely, will lead to increase in energy consumption, while if done later,
will lead to a loss in performance. The MORSE-E scheduler is able to learn this
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fine balance based on the state information and the reward function.
2.7.3 Effect on Multiprogrammed Workloads
We now assess the robustness of this scheduler by evaluating it in a scenario dif-
ferent from the one used in the design phase, namely multiprogrammed work-
loads.
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Figure 2.12: Energy-delay squared Et2 (lower is better) for the MORSE-E config-
uration, normalized to that of Pwr-FR-FCFS.
Figures 2.12, 2.13, and 2.14 shows Et2, energy, and performance of MORSE-E
relative to that of Pwr-FR-FCFS in each case. (To compute performance and Et2,
we measure the time needed in each case to execute at least half a billion instruc-
tions in each of the workloads after warm-up.) The results are very reassuring:
Even though MORSE-E has been trained on a very small number of parallel ap-
plications and no multiprogrammed workloads whatsoever, our methodology
has been able to produce a memory scheduler that is relatively robust in this
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Figure 2.13: Energy consumption (lower is better) for the MORSE-E configura-
tion, normalized to that of Pwr-FR-FCFS.
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Figure 2.14: Performance (higher is better) for the MORSE-E configuration, nor-
malized to that of Pwr-FR-FCFS.
different context. Specifically, MORSE-E improves Et2 by 22% on average over
Pwr-FR-FCFS, which results from simultaneously saving 8% energy on average
and delivering a 8.3% average speedup. Only two workloads experience an Et2
degradation (below 15% in any case), most likely stemming from the fact that
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Figure 2.15: Weighted speedup (higher is better), normalized to that of FR-
FCFS. The two workloads used during training for MORSE-WS are
marked with an asterisk; mean-testonly excludes them.
MORSE-E is not specifically designed for multiprogrammed workloads.
2.8 Case III: Throughput/Fairness
In this section, we describe a self-optimizing scheduler design that targets sys-
tem throughput/fairness for multiprogrammed workloads. We use weighted
speedup as the objective function. It is the sum of the ratio, for each application,
of the IPC obtained in the multiprogrammed scenario over the IPC that the ap-
plication would enjoy if it were to run alone in the same system [62]. We also
conducted experiments using harmonic speedups [46], but obtained virtually
identical results.
MORSE-WS is a configuration for which feature selection and GA-based re-
wards derivation have been conducted, using weighted speedup as the objec-
tive function. The two workloads used for training are GPMV and GCAY (Sec-
tion 3.7.2). A key detail to notice is that, while weighted speedup would be
complex to observe directly on the field, in our framework it is easy to target at
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design time through simulations. Once features and rewards have been tuned
for that metric, they will “embed” it behaviorally on the field, without ever
needing to actually measure it.
We also report the performance of plain MORSE-P, and MORSE-E, which
represent cases where no post-silicon changes are possible. Finally, we also eval-
uate a state-of-the-art scheduler form the literature that also targets weighted
speedup (PAR-BS) [53].
Figure 2.15 shows the weighted speedups obtained for all configurations,
relative to FR-FCFS. For our architecture organization and applications (differ-
ent from those of PAR-BS’s original paper [53]), PAR-BS offers negligible ben-
efit over FR-FCFS. MORSE-WS, on the other hand, significantly outperforms
PAR-BS. We also notice that MORSE-P matches MORSE-WS’s performance,
whereas MORSE-E does not. This is maybe not too surprising: Although neither
MORSE-P not MORSE-E were designed to target weighted speedup of mul-
tiprogrammed workloads, MORSE-P’s objective is more closely aligned with
MORSE-WS’s. MORSE-E’s result, on the other hand, is probably representative
of a scenario where the fundamental differences between train (-E) and test (-
WS) objective functions are more significant, and in that case the bottom line
suffers. Still, given the fact that MORSE-P was trained using very different
workloads (parallel applications), the results are further testament to MORSE’s
robustness.
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2.9 Related Work
Hur and Lin [30] propose a simple queue-aware power-down policy for exploit-
ing low-power modes of modern DRAMs. In addition, they also propose the
use of a power-aware memory scheduler that encodes several scheduling goals
in finite state machines (FSM), and chooses among the FSMs using a probabilis-
tic arbiter. The FSMs encode the ratio of reads and writes serviced in the past,
groups same rank commands together and groups commands that optimizes for
expected latency. However, one drawback of their power-aware memory sched-
uler is that it does not consider row precharges, row activations, rank power up
and rank power down as separate, individual DRAM commands and hence
does not address different trade-offs involved in DRAM scheduling.
Lebeck et al. [41] explore the interaction of page placement policies with
the power management techniques used in DRAM systems. Their preliminary
experiments using offline profiling of memory accesses show that there is po-
tential in employing page placement policies by an informed operating system
to complement the hardware power management strategies.
Fan et al. [23] investigate memory controller policies for manipulating
DRAM power states in cache-based systems. They develop an analytical model
that approximates the idle time of memory devices, so that they can be powered
down and powered up accordingly. However, their model does not sufficiently
capture changes to workload demands, and does not learn the long-term per-
formance impact of a scheduling decision, both of which are major benefits of
our energy-efficient scheduler.
In other related work, Fan et al. [24] show that there is a positive synergistic
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effect between DVS and power-aware memories that can transition into low
power states, which offers potential for energy savings. Sudan et al. [65] make
an interesting observation that a large number of memory accesses mechanisms
to heavily accessed OS pages are to a small chunk of contiguous cache blocks.
Thus co-locating these chunks from different pages will improve row buffer
locality, and energy consumption.
2.10 Conclusions
We have proposed the use of genetic algorithms as a general way to systemati-
cally derive reward functions for RL-based DRAM schedulers. We have shown
that this mechanism is not only capable of targeting arbitrary objective func-
tions, it yields higher-performing schedulers than previously-proposed self-
optimizing solutions that employed an ad hoc reward structure. In the pro-
cess, we have also proposed a multi-factor feature selection procedure for de-
signing self-optimizing schedulers that takes into account first-order interac-
tions among RL state attributes. We use this general mechanism to present
three memory scheduler designs that target performance, energy efficiency,
and throughput/fairness, respectively. Our results significantly outperform the
state of the art in the literature in each case. We also show evidence that our de-
signs are robust across workload classes and objective functions when train and
test objective functions are similar enough in nature (e.g., both performance-
oriented metrics).
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CHAPTER 3
UNDERSTANDING AND MITIGATING REFRESH OVERHEADS IN
HIGH DENSITY DDR4 MEMORY
ABSTRACT
Recent DRAM specifications exhibit increasing refresh latencies. A refresh com-
mand blocks a full rank, decreasing available parallelism in the memory subsys-
tem significantly, thus decreasing performance. Fine Granularity Refresh (FGR)
is a feature recently announced as part of JEDEC’s DDR4 DRAM specification
that attempts to tackle this problem by creating a range of refresh options that
provide a trade-off between refresh latency and frequency.
In this chapter, we first conduct an analysis of DDR4 DRAM’s FGR feature,
and show that there is no one-size-fits-all option across a variety of applications.
We then present Adaptive Refresh (AR), a simple yet effective mechanism that
dynamically chooses the best FGR mode for each application and phase within
the application.
When looking at the refresh problem more closely, we identify in high-
density DRAM systems a phenomenon that we call command queue seizure,
whereby the memory controller’s command queue seizes up temporarily be-
cause it is full with commands to a rank that is being refreshed. To attack this
problem, we propose two complementary mechanisms called Delayed Command
Expansion (DCE) and Preemptive Command Drain (PCD).
Our results show that AR does exploit DDR4’s FGR effectively. However,
once our proposed DCE and PCD mechanisms are added, DDR4’s FGR becomes
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redundant in most cases, except in a few highly memory-sensitive applications,
where the use of AR does provide some additional benefit. In all, our simula-
tions show that the proposed mechanisms yield 8% (14%) mean speedup with
respect to traditional refresh, at normal (extended) DRAM operating tempera-
tures, for a set of diverse parallel applications.
3.1 Introduction
The dynamic nature of DRAM requires logic to carefully track the DRAM lines
that need to be refreshed, and to issue refresh commands in a timely fashion. For
a long time, refresh commands were relatively short and infrequent, and thus
system performance and power were not significantly impacted. As DRAM
density increased, industry decided to design for a constant per-cell retention
time (64 ms) and refresh interval (tREFI), changing instead the time that each
refresh command takes to complete (tRFC). Essentially, a strategic decision was
made to refresh a larger number of rows per refresh command, rather than is-
suing more refresh commands.
As tRFC increases, concern has been raised about the performance impact of
refresh [44, 64]. When a refresh command is issued, it blocks a full rank, decreas-
ing available parallelism in the memory subsystem significantly. Read requests
to the rank currently being refreshed stall until the refresh command completes,
affecting system performance. To attack this problem, recent approaches rely
on scheduling refresh commands at opportune times [64], or issuing refresh
commands less frequently than specified by the DRAM manufacturer [44]. (We
comment on related work in Section 3.3.)
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3.1.1 DDR-4 DRAM and Fine Granularity Refresh
First discussed in US Patent 2012/0151131 [36], a Fine Granularity Refresh
(FGR) feature has been recently announced as part of the JEDEC’s DDR-4
DRAM specification [33]. FGR attempts to tackle the increase in tRFC by cre-
ating a range of refresh options for memory controller use: {1x, 2x, 4x}. 1x re-
fresh is a direct extension of DDR-2 and DDR-3 refresh: each refresh command
takes tRFC, and it must be issued every tREFI=7.8 µs. 2x and 4x modes re-
quire that refresh commands be issued twice and four times as frequently–at 3.9
and 1.95µs intervals, respectively. However, in these modes, fewer DRAM rows
are refreshed per command, and as a result, their refresh cycle times tRFC2x
and tRFC4x are shorter (although not proportionally). Table 3.1 lists the pro-
grammable refresh intervals specified for DDR-4 DRAM.
3.1.2 Contributions
This chapter makes the following contributions:
– We conduct an analysis of DDR-4 DRAM’s FGR, and determine that there is
no single mode that works well across all the applications studied.
– We propose Adaptive Refresh, a simple yet highly effective mechanism that
leverages DDR-4 DRAM’s FGR, by dynamically choosing the mode that suits
best each application, and each phase within the application.
– We introduce Command Queue Seizure, a phenomenon that we show will be-
come a concern in systems built with high-density DRAM chips (16 and 32 Gb),
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which are expected to be common for DDR-4 DRAM and beyond. Command
Queue Seizure occurs when the memory controller issues a refresh command to
a rank, only to find that it is soon unable to process memory requests to other
ranks because the command queue is taken up by commands associated with
the rank being refreshed (and thus ineligible for processing).
– We propose Delayed Command Expansion and Preemptive Command Drain, two
complementary mechanisms to address the Command Queue Seizure phe-
nomenon. In Delayed Command Expansion, the memory controller withholds
expansion of memory requests into the command queue if such requests are to
ranks that will be refreshed soon. In Preemptive Command Drain, the sched-
uler prioritizes commands in the command queue that map to ranks about to be
refreshed, so that they may leave the queue and not occupy valuable slots dur-
ing the upcoming refresh. The net result is a higher availability of the command
queue to memory requests that can proceed concurrently to specific refresh ac-
tions.
Our results show that AR does exploit DDR-4’s FGR effectively. However,
once our proposed DCE and PCD mechanisms are added, DDR-4’s FGR be-
comes redundant in most cases, except in a few highly memory-sensitive ap-
plications, where the use of AR does provide some additional benefit. In all,
the proposed mechanisms yield 8 and 14% performance gains with respect to
traditional refresh at normal and extended DRAM operating temperatures, re-
spectively.
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Table 3.1: Refresh cycle times (tRFC = amount of time each refresh com-
mand takes) and refresh intervals (tREFI = how frequently re-
fresh commands must be issued) in the DDR-4 DRAM specifica-
tion [33]. Values for large chips are extrapolated.
Chip Size tRFC 1x tRFC 2x tRFC 4x
8 Gbit 350 ns 260 ns 160 ns
16 Gbit 480 ns 350 ns 260 ns
32 Gbit 640 ns 480 ns 350 ns
tREFI 7.8 µs 3.9 µs 1.95 µs
3.2 Background
Modern DRAM-based memory systems are organized with many degrees of
parallelism. Each microprocessor chip has one or more memory controllers,
which control one or more channels. Each channel has a small number of ranks,
where each rank contains a handful of DRAM chips (including ECC). Within
each chip are a handful of banks. All chips in a DRAM rank respond in tan-
dem to commands, meaning a memory controller has scheduling parallelism
opportunities across banks, ranks, and channels.
For server memory systems, total system capacity is a primary design objec-
tive. Logically speaking, a memory controller may be able to support as many as
32 ranks (2 LRDIMMs with 2 physical ranks/DIMM and 8-high DRAM stacks
per rank). However, electrically, channels are much more constrained, due to
I/O channel signaling limitations. The faster a channel is run, the more power
is burned in signaling and termination. In this chapter we simulate an energy-
efficient server-class configuration: a four-rank system at a power-friendly data
rate of 1,600 Mbps. In the future, lower-power, higher-frequency offerings may
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be possible through 3D TSV-Stacked Master-Slave (3DS) technology [9].
3.2.1 JEDEC DDR4 DRAM Specification
The initial JEDEC DDR4 DRAM specification was released in September
2012 [33], and initial server products with DDR4 DRAM chips are anticipated
to begin shipping in 2014 [74]. There are several key new features of this stan-
dard: memory speeds are expanded to 3,200 Mbps (compared to 1,600 Mbps
for the initial DDR3 specification) with high-tap (VDDQ) termination; core and
I/O supply voltage (VDD/VDDQ) are lowered to 1.2 V (compared to 1.5 V for
DDR3 and 1.35 V for DDR3L) with a new supply (VPP) added for word-line
voltage; several reliability features are added, such as write data CRC, com-
mand/address bus parity, and dynamic bus inversion; and architecturally, a
key change is the concept of a bank group, with the number of banks increased
from eight (DDR3) to sixteen. Two (x16) to four (x4/x8) bank groups per chip
allow interleaving of column access operations between different bank groups
at the periphery blocks (data lines and data sense amplifier) keeping column
cycle time (tCCD) to the minimum timing (4 cycles). To help with core power,
the page size for x4 parts will be cut in half, dropping from 1 kByte to 512 Bytes.
Several standby power reduction features are also added, such as gear down
mode, chip-select-to-address latency, and maximum power saving mode.
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3.2.2 DDR4 DRAM Refresh Challenges
As technology scaling advances, DRAM tends to maintain the same number
of electrons in its storage capacitor (Yoon and Tressler [75] estimate on the
order of 100,000), so unlike NAND technology, which will soon reach tens of
electrons per floating-gate cell [75], DRAM can theoretically continue to scale.
However, concerns about the end of scaling remain well founded, since it will
become increasingly difficult to maintain the same amount of charge in the stor-
age capacitor in future technologies. One major reason is that the per-cell capac-
itance will decrease as lithographic scaling results in physically smaller DRAM
cells, but the aspect ratio of the deep-trench cell capacitor cannot keep growing.
Supply voltage scaling to meet power reduction demands also causes charge
loss. Increased series resistance of the cell access transistor and the bit line (due
to smaller cell geometry) makes restoration of charge into the cell slower, and
leaves insufficient charge in the storage capacitor. In addition to a decrease in
charge, the input offset voltage of the sense amplifier also increases due to in-
creased variability in its transistor pair, which makes it more difficult to sense
data, even if the amount of charge is the same.
All of these scaling issues make it more difficult to meet JEDEC’s DRAM cell
retention time specification of 64 ms in future technology. Thus, in addition to
increases in tRFC as DRAM chip density increases, it is anticipated that tREFI
may also worsen.
To tackle the refresh problem, DDR4 includes several new concepts, one of
which we leverage in this chapter: Fine Granularity Refresh. In addition, DDR4
includes low power auto self-refresh and temperature-controlled refresh mode,
but these are related to saving refresh power at low temperature and when
54
idling, and are not within the scope of this work.
3.3 Related Work
RAIDR – Liu et al. propose RAIDR [44], a clever attempt to minimize refresh
operations by exploiting inter-cell variation in retention time. The authors assert
that only a small number of weak cells require a conservative refresh interval
of 64 ms. DRAM rows are grouped into several retention bins, based on the
measured minimum retention time across all cells in the corresponding row.
Rows are then refreshed at different rates based on the bin they are classified in.
While this may be well suited to certain domains, we believe there are four
important reasons why caution is in order when operating DRAMs outside the
standards specified mechanisms for server systems, where data integrity is fre-
quently a non-negotiable design constraint.
– Corner sensitivity: The manifestation of a retention failure is dependent not
just on the amount of charge retained in a DRAM cell capacitor, but also on
the ability of the sensing mechanism to distinguish a 0 from a 1. Retention
characteristics are therefore highly dependent on the combination of tempera-
ture, voltage, and DRAM internal noise encountered during a particular test,
because the effects which must be considered are not just at the DRAM cell, but
also in the sensing mechanism. While chip temperature is something which can
be measured during an in-system chip characterization run, a system operator
generally has little control over the voltages and noise in the memory subsys-
tem, and no ability to know the internal noise sensitivities of a part (since these
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will be highly design-dependent). The weak-cell conclusions of a particular
characterization pass may thus not represent worst-case retention characteris-
tics, and it is very challenging for a system-level test to control voltage supply
variability and internal DRAM noise.
– Manufacturer freedom: JEDEC specifications only dictate a command called
“Refresh” along with its duration, necessary frequency, and how to measure
the current consumed during this operation (Idd5). Manufacturers are actually
free to do whatever needs to be done to maintain the DRAM during the tRFC
duration of the refresh command. From this perspective, an assumption that a
refresh command may only refresh some rows, or may only refresh a particular
number of rows during tRFC, is technically unsafe. While these assumptions
may be accurate for certain DRAMs, they are not guaranteed to apply over all
DRAMs across manufacturers, and across the lifetime of any standard.
– Access-pattern-dependent mechanisms: A DRAM cell’s or row’s retention
time of its contents may not only be related to the last time at which it was writ-
ten, but may also be sensitive to the data pattern which is stored or the access
patterns to surrounding cells.
– VRT: Variable Retention Time is not a single phenomenon, but rather a gen-
eral characterization of DRAMs, which states that there are factors which cause
some percentage of DRAM cells to exhibit different retention characteristics at
different points in time (e.g., exposure to very high temperature during compo-
nent assembly). VRT effects occur both during manufacturing and in the field.
While ECC and other error-tolerance mechanisms are designed to handle inter-
mittent errors, extending the interval at which cells are refreshed introduces the
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risk that total error accumulation, due to VRT, standard retention, soft errors,
and other effects, may rise above the initial design threshold for a system.
The combination of these four factors means that it may be risky to oper-
ate DRAM cells at a refresh interval beyond the specification range that DRAM
manufacturers guarantee using their own test methodology. We believe it is
crucial to address the refresh challenge through alternate means, for those sys-
tems where data integrity is essential. For systems where the risk of weak-cell
migration or incorrect characterization is acceptable, the work presented in this
chapter is largely complementary to prior refresh interval extension approaches,
and can be used in conjunction with those techniques.
Elastic Refresh – JEDEC specifications allow some flexibility in issuing refresh
commands: up to eight refresh commands can be postponed or issued in ad-
vance. Stuecheli et al. [64] propose Elastic Refresh, a technique that effectively
exploits the flexible dynamic range allowed in the JEDEC refresh specification,
by being less aggressive in issuing refresh commands. The primary idea behind
elastic refresh is to use predictive mechanisms that decrease the probability of a
read or a write operation from colliding with a refresh operation. Earlier tech-
niques make use of the flexibility in issuing refresh operations by scheduling
them any time the bus or the rank queues are idle. The elastic refresh algorithm
extends this concept by waiting an additional period after the rank becomes
idle before it issues the refresh operation. This additional idle delay not only
reduces the priority of the refresh command, but also exploits bursty behavior
in applications.
Although Elastic Refresh lowers the priority of refresh commands and tries
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to reduce collisions with reads and writes, as DRAM scales, the increase in tRFC
effectively reduces the probability of avoiding such collisions. In this sense, our
Adaptive Refresh mechanism is better suited for adapting to bursty behavior
in systems and avoiding collisions by moving between DDR4 DRAM’s 1x and
4x modes. Additionally, the concept of Elastic Refresh can be easily integrated
with our proposed Adaptive Refresh scheme.
Smart Refresh and Selective DRAM Refresh – Ghosh et al. [25] and Song [63]
propose similar techniques that eliminate unnecessary DRAM refresh com-
mands and overheads. The Smart Refresh algorithm proposed in [25] maintains
a “refresh-needed“ counter for each row that gets reset every time the row gets
read out or written to. Smart Refresh relies heavily on data access patterns of
the workloads, as the number of refreshes issued only reduces if a large number
of rows are being activated. Additionally, it has a high area overhead: for a 2
GB DRAM module, it requires 131,072 counters, each 3-bit wide. Song’s Selec-
tive DRAM Refresh [63] proposes the use of a reference bit for each DRAM row,
which is set when being accessed. During refresh, if a row’s reference bit is set,
refresh is skipped. This proposal suffers from similar issues as Smart Refresh.
RAPID and Flikker – RAPID, proposed by Venkatesan et al. [68], is a software
solution that exploits retention time variation among different DRAM cells. The
primary idea is to allocate pages with longer retention time before those with
shorter retention time. This allows selection of a refresh period that is depen-
dent on the shortest allocated page retention. RAPID risks similar problems
as RAIDR, caused by dynamic variation in retention time and DRAM scaling.
In addition, its performance is based on the utilization of the memory pages.
Flikker [45], another software solution, proposes partitioning data into critical
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and non-critical groups. Non-critical data is then refreshed at much lower rates
than critical data. However, identifying data criticality requires substantial pro-
grammer effort and is orthogonal to our Adaptive Refresh mechanism.
3.4 Understanding DDR4 DRAM’s Fine Granularity Refresh
(FGR)
The internal operation of DRAM during refresh includes activating some num-
ber of pages, waiting for data to be fully restored, and then precharging those
pages. The number of pages that are refreshed together depends on the device
density, and can be calculated as (Density/PageSize) × (tREFI/64 ms). This cor-
responds to 256 pages on a 16 Gb x8 DDR4 DRAM chip for the 1x mode.
Activating a large number of pages simultaneously generates more sensing
current than the internal regulator or the power delivery network can sustain.
Therefore, refresh pages are internally divided into subgroups, and refresh is
performed per subgroup sequentially, with some time delay between subgroups
to reduce the peak noise current. For example, 256 pages can be divided into 32
subgroups, with each group having 8 pages, and the 32 subrefresh operations
are staggered every 10 ns (manufacturer and technology dependent).
For a normal activation-precharge operation, the minimum row cycle time
is denoted as tRC cycles, and determines the minimum time between accesses
to different rows; but for refresh operations, the cycle time is longer than tRC,
as each sub-refresh operation activates more than one page and generates more
sensing noise. We denote this as tRC Refresh. When the subrefresh staggering
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delay tSTAG is added, the time to complete one refresh operation in 1x mode
can be expressed as tRFC 1x = (N−1)×tSTAG+tRC Refresh, where N represents
the number of subgroups.
For the 2x or 4x modes, there are N/2 or N/4 subgroups, respectively. Thus,
the time to complete one refresh operations in 2x mode is tRFC 2x = ((N/2) −
1) × tSTAG + tRC Refresh, and similarly for 4x mode.
Note that tRFC 2x is longer than half of tRFC 1x, and that tRFC 4x is also
longer than half of tRFC 2x, both due to the term tRC Refresh. In other words,
for each subrefresh operation, there is a startup and completion overhead time
tRC Refresh which must be amortized. For the 2x and 4x modes, this is amor-
tized over a smaller number of refreshes, so the total time spent doing refreshes
in 2x and 4x mode grows, as this initiation cost is paid 2x and 4x more fre-
quently. This introduces a tradeoff: total DRAM stall time due to refresh is
minimized when long-latency (many-row) 1x mode is used, but the average
stall time should be smallest when shorter refresh operations are used, allowing
arriving reads to be issued as soon as possible.
3.4.1 FGR Characterization
To understand the impact of FGR on performance, we run experiments on a
set of parallel applications using the 1x, 2x and 4x refresh modes. (A detailed
description of the experimental methodology can be found in Section 3.7.) Fig-
ure 3.1 shows the corresponding performance data. From the plot we see that,
on average, the 1x mode tends to perform better than both the 2x and 4x modes.
However, for certain applications like art and swim, the 4x mode tends to per-
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Figure 3.1: Performance (higher is better) of the 1x, 2x and 4x modes, run-
ning in the normal temperature range (below 85◦C), normal-
ized to the 1x mode.
form better than both 1x and 2x modes. We also observe that 2x is always ei-
ther the second best or the worst performing among all modes. The reason is
because, when moving from 1x to 2x to 4x, while tREFI scales linearly, tRFC
doesn’t, and this makes the 2x mode sub-optimal. Therefore, for the remaining
part of the chapter we do not consider the 2x mode for our experiments
In order to gain insight as to why certain applications performed better in
the 1x mode and others performed better in the 4x mode, we choose two appli-
cations to analyze: swim (which has better 4x performance) and equake (which
has better 1x performance). We find that for memory-intensive applications,
there is a clear benefit from short-latency refresh operations (4x mode). This is
because the command queue will often receive requests for a rank that is being
refreshed, and these commands will sit in the queue waiting for refresh to com-
plete. The result is a longer average DRAM access time. Figure 3.2 shows the
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Figure 3.2: Average read latency for swim in 1x and 4x FGR modes (lower
is better for performance).
average read latency for swim (from the SPEC-OMP parallel suite) when run-
ning in 1x and 4x modes. 4x mode has on average a smaller read latency than
the 1x mode, because DRAM commands spend less time waiting for a refresh
to complete in the 4x mode, therefore improving performance.
On the other hand, for applications with low memory utilization, longer re-
fresh commands are less disruptive to overall performance. The cumulative
time spent doing refreshes is lower for long-latency commands–more rows are
refreshed per command, thus better amortizing tRC Refresh. Figure 3.3 shows
the average number of cycles the memory controller remains idle due to refresh
for equake (also from the SPEC-OMP parallel suite) when running the 1x and 4x
refresh mode configurations. The 4x mode yields more idle cycles than the 1x
mode, which affects performance negatively.
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Figure 3.3: Number of cycles the controller remains idle while a rank is
refreshing (lower is better for performance) for equake in 1x and
4x FGR modes.
3.5 Adaptive Refresh
From our above analysis, we conclude that no single refresh mode works best
in all cases. Thus, we set out to design an adaptive FGR mechanism capable of
determining the best refresh mode for a particular workload during the course
of its execution.
We propose a very simple Adaptive Refresh mechanism to achieve this goal.
The mechanism tracks data bus utilization as a proxy measurement for perfor-
mance, because it is directly observable at the memory controller, and because
it tends to correlate strongly with system performance for memory-bound ap-
plications. Specifically, at each interval, we use a counter that is incremented
every time the memory controller issues a read or a write—the two commands
that involve an actual data transfer.
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Algorithm 1: Simple FGR-Aware Adaptive Refresh
1: while application is still running do
2: Choose 1x mode and run the application for n intervals, while monitoring data
bus utilization
3: Choose 4x mode and run the application for n intervals, while monitoring data
bus utilization
4: if utilization in 1x mode ≥ utilization in 4x mode then
5: Choose 1x mode and run the application for m  n intervals
6: else
7: Choose 4x mode and run the application for m  n intervals
8: end if
9: end while
Algorithm 1 shows the simple procedure for our Adaptive Refresh mecha-
nism. We start by initially running the application in the 1x mode for a training
period of n intervals, while monitoring data bus bandwidth. At the end of n
intervals, we switch from the 1x mode to the 4x mode, and train for a period of
another n intervals, again while monitoring data bus bandwidth. At the end of
these 2n intervals, we compare the measured utilization for both refresh modes,
and pick the mode that has yielded the higher utilization. We then continue to
run using the chosen mode for a period of m  n intervals. This whole process
is repeated periodically in order to accommodate changes in phase behavior of
the application.
Picking the right n, m, and interval duration is important. In our experi-
ments, we empirically determined the refresh rate for the 1x mode (tREFI) to be
a good value for our algorithm’s interval. This is convenient because a refresh
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command is sent out every tREFI cycles in the 1x mode (twice/four times as
often for the 2x/4x modes), so picking this interval trivially guarantees that the
controller does not miss any refreshes, even when switching modes. As for n
and m, we empirically determine that n = 5 and m = 100 is a good compromise
when all the associated overheads are accounted for. We evaluate this Adaptive
Refresh mechanism in Section 3.8.1.
Micro-architectural Support for Adaptive Refresh
Very few minor additions are required to a memory scheduler in order to incor-
porate Adaptive Refresh. Note that a scheduler already has registers that store
the current values of tRFC and tREFI. Two additional registers are required to
store the value of the training and testing intervals: n (3-bit register) and m (7-
bit register). Another 7-bit register and a 7-bit adder are needed to keep track of
the elapsed intervals during the training and testing phases. Modern-day mem-
ory controllers already have the capability of measuring data bus utilization,
and therefore no additional hardware is required to monitor the bandwidth of
the data bus. However, a 13-bit adder and two 15-bit registers are required to
keep track of the cumulative utilization across n intervals during the two train-
ing phases. Finally, a 15-bit comparator is necessary to compare the utilization
measured during training in the 1x and 4x modes and a 2-to-1 multiplexor is
needed to choose the FGR mode based on the output of the comparator.
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Figure 3.4: Analysis of the command queue seizure phenomenon for a 4
Gb DRAM chip running a micro-benchmark with an even dis-
tribution of loads and stores across ranks and banks. For a
two-rank system, the command queue can fill up with DRAM
commands to a rank being refreshed, momentarily stalling
command issue and increasing the idle time of the scheduler,
thereby hurting performance. For a four-rank system, the prob-
lem is alleviated with sufficient command variety in the queue,
and the controller is able to continue to issue commands while
a refresh operation completes in a target rank.
3.6 Increasing The Command Queue Effectiveness of High -
Density DRAM
During a typical refresh operation, the controller cannot issue any DRAM com-
mands to a rank while it is being refreshed. Fortunately, modern server memory
systems have multiple ranks, and thus when a refresh operation to a rank is un-
derway, the controller can still issue DRAM commands to the other ranks that
are not being refreshed. In earlier technology generations like DDR3 DRAM,
the refresh latency tRFC was still small enough that issuing DRAM commands
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to non-refreshing ranks could likely keep the controller busy. However, for very
dense DRAM chips, this may no longer be the case.
Recall that, as DRAM’s chip density increases, the time required to refresh
these DRAM chips also increases. As refresh latency begins to grow, we notice
that our modeled controller remains idle for a longer period of time despite the
presence of multiple ranks in the memory system. In this section, we introduce
and analyze a new phenomenon caused by refresh commands on the memory
controller: command queue seizure.
For a memory system designed with multiple ranks, refreshes are staggered
across the ranks. This is done primarily for two reasons: (1) Issuing simultane-
ous refreshes to all ranks can push memory systems close to (or over) their peak
power budgets (or cause voltage drop issues). This is because refresh is the most
power-hungry DRAM operation, and the Vdd voltage rail is commonly shared
across all chips in the system. Although not specifically reported in DDR JEDEC
specifications, almost all the modern multi-rank memory controllers of which
we are aware stagger refreshes among ranks for this reason (because it is a sys-
tem design issue involving power budgets). (2) From a performance perspec-
tive, staggering refreshes to multiple ranks ensures that the controller does not
remain idle while a rank is being refreshed. Due to the complexity involved in
the design of command queues for on-chip memory controllers in current mem-
ory systems, a majority of system designs opt for a common command queue
for all requests targeting any DRAM rank on a given memory channel [21].1 For
a high-performance memory system, addresses will be hashed across channels
and ranks, enabling maximum system parallelism. An understanding of the im-
1Additionally, experiments conducted using per-rank command queues (as opposed to per-
channel command queues) did not provide a significant improvement in performance to war-
rant the need.
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Figure 3.5: Analysis of the command queue seizure phenomenon for a 32
Gb DRAM chip running a micro-benchmark with an even dis-
tribution of loads and stores across ranks and banks. In large
capacity DRAM chips, for a two-rank system, once the com-
mand queue has been filled with commands to the rank being
refreshed, long tRFC times quickly leads to the memory sched-
uler stalling for longer. The problem worsens for four-rank sys-
tems as the number of refresh commands issued per refresh in-
terval doubles. The net result is an increase in the idle time of
the scheduler, which leads to a loss in performance.
pact of refresh on the command queue can be obtained by looking at Figures 3.4
and 3.5. These plots show the effect of command queue seizure when running a
micro-benchmark with an even distribution of commands arriving to each rank,
for a system modeled using 4 Gb and 32 Gb DDR4 DRAM chips.
In Figure 3.4, we see the command queue occupancy and the number of
reads being issued per cycle for a two-rank and four-rank system using a 4 Gb
chip. Let us first analyze the two-rank system. In interval 3120, a refresh is
issued to rank 0. It remains idle for the duration of refresh while the sched-
uler issues commands to the other rank in the system, rank 1. However, due to
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the even distribution of the memory stream, the controller will steadily drain
the command queue of rank 1 requests, while filling it with requests to rank 0.
When the command queue gets filled up with requests to rank 0, the controller
stalls, as it can no longer issue any more commands. This is indicated by the
plateaus in the “# reads” line, which tracks the cumulative count of issued read
operations to all locations in the memory system. For a four-rank system us-
ing 4 Gb chips, this poses less of a problem, as the extra ranks add sufficient
variety of commands to the queue’s available scheduling resources. The queue
seldom fills up with pending commands to the rank being refreshed, and the
controller is continuously able to issue operations to the memory system (“#
reads” increases monotonically).
The situation changes significantly if we consider the increased refresh cy-
cle times of high density DRAMs (32 Gb chips) (figure 3.5). Here the increased
refresh latency (tRFC) blocks the rank being refreshed for a longer period of
time. This gives the command queue more time to fill up with commands to the
rank being refreshed. The situation becomes untenable for high-density mem-
ory with longer refresh latencies, and causes the controller to stall for relatively
long periods of time. The phenomenon actually worsens for a four-rank system
when compared to a two-rank system, as the number of refresh commands sent
in one refresh interval (tREFI) is also twice as many.
3.6.1 Preemptive Command Drain
In this section we propose a new scheduling technique that helps mitigate the
negative effects of command queue seizure, which we call Preemptive Command
69
Drain (PCD). The idea behind PCD is to drain the command queue of commands
to a rank that is about to be refreshed, by prioritizing them over commands to
other ranks. This is easily accomplished by checking whether the refresh count-
down of each DRAM rank is below a certain threshold. In this way, when the
refresh operation is actually issued by the controller, there will be fewer (possi-
bly none) commands to the refreshing rank in the command queue, and more
commands to non-refreshing ranks. This gives the memory controller more op-
portunities for successful command scheduling while the refresh operation is
taking place, thereby reducing idle cycles.
For this to be effective, it is important to pick the right refresh countdown
threshold. In the general case, we could use a simple interval adaptation
scheme, similar to the one proposed for Adaptive Refresh (Section 3.5), to de-
termine the right threshold for each application and each application phase. In
our experimental setup, however, we conducted a sensitivity study, and found
that a threshold of 150-250 cycles was universally optimal across the studied
applications and phases. Thus, without losing generality, in our evaluation we
show PCD results with a constant threshold of 200 cycles (Section 3.8.2).
Micro-architectural Support for PCD
Most modern memory schedulers use some variant of the FR-FCFS scheduling
algorithm proposed by Rixner et al. [59]. The basic FR-FCFS scheduling policy
prioritizes CAS commands over RAS commands and to break ties, older over
younger commands. In order to incorporate PCD into FR-FCFS, a few minor
changes to the scheduling algorithm would be needed. PCD + FR-FCFS would
need to prioritizes commands in the following order: (a) CAS commands over
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RAS commands for the soon-to-be-refreshed rank; (b) older commands over
younger commands for the soon-to-be-refreshed rank; (c) CAS commands over
RAS commands for other ranks; and finally (d) older commands over younger
commands for other ranks. An 8-bit comparator would be required to check if
the refresh countdown of a DRAM rank is below a particular threshold. If so,
commands mapping to this rank would then be selected with higher priority.
3.6.2 Delayed Command Expansion
Memory controllers typically hold loads and stores received from the last-level
cache in a transaction queue. As space becomes available in the command
queue, these memory requests are expanded into the appropriate DRAM com-
mands and transferred to the command queue. The PCD algorithm explained
above tackles the negative effects of refresh on the command queue, by priori-
tizing the scheduling of commands to a rank about to be refreshed, so they can
be drained from the command queue instead of getting stuck in place for the
duration of the refresh operation. This process can also be optimized on the
transaction queue side: We propose that the memory controller be allowed to
temporarily put off memory requests to a rank that is being refreshed, instead
expanding and transferring to the command queue requests to non-refreshing
ranks. This helps increase the number of issuable commands inside the com-
mand queue, potentially improving performance. We call this Delayed Com-
mand Expansion (DCE), and evaluate it in Section 3.8.2.
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Micro-architectural Support for DCE
In our model, when memory requests arrive at the transaction queue, they are
expanded into DRAM commands in FIFO order and placed in the command
queue. In order to incorporate DCE, an additional comparison of the rank id’s
of the memory requests with the current rank that is being refreshed would
also be needed. As a conservative estimate, this requires a 2-bit comparator for
each transaction queue entry. However, it is also possible for multiple entries
to share a single comparator, as long as they are used serially. DCE is triggered
only when a rank is refreshing. Any memory controller would already have
this information stored, and hence additional hardware would not be required
to support this. Similar to PCD, the information of whether a rank is being
refreshed or not would be determined using a comparator, and if so commands
mapping to this rank would then be selected with lower priority for expansion
into the command queue.
3.7 Experimental Methodology
3.7.1 Architecture Model
Our baseline processor model integrates eight cores and supports a DDR4-1600
memory subsystem with one independent memory channel (we model our
memory subsystem based on the configurations used in IBM Power7TM systems
710, 720 and 730, where the ratio of threads to memory controllers is eight [21]).
The DIMM structure and timing parameters of our memory model follow JE-
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DEC’s DDR4 SDRAM specification [33]. For power and energy calculations,
we use Idd values estimated from discussions with authors of the JEDEC DDR4
standard and DRAM chip manufacturers. The micro-architectural features of
the baseline processor are shown in Table 3.2; the parameters of the L2 cache,
the memory system, and the DRAM power model are shown in Tables 3.3, 3.4
and 3.5.
3.7.2 Simulation Setup and Applications
All our experiments have been carried out by extending the SESC simulation
environment [58] with DRAMSim2 [60], which has been modified to model
JEDEC’s DDR4 specification, including bank and rank groups, and Fine Gran-
ularity Refresh. We evaluate a number of configurations as follows: The con-
figuration 1x represents the baseline auto-refresh policy present in current day
memory systems; the 4x configuration makes use of the corresponding FGR re-
fresh mode; AR is our proposed adaptive refresh technique that leverages FGR;
PCD denotes our proposed Preemptive Command Drain mechanism, wherein
the scheduler prioritizes commands in the command queue that are mapped to
ranks that are about to be refreshed; and finally, DCE is our proposed Delayed
Command Expansion scheme, that withholds expansion of memory requests
into the command queue if they are to a refreshing rank. We evaluate our pro-
posed schemes on a set of parallel applications, running eight threads each, to
completion. Our parallel workloads constitute a good mix of scalable scientific
programs from different benchmark suites, as shown in Table 3.6.
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3.7.3 DDR4 Extended Temperature Range
In the normal operating temperature range for DRAMs (below 85◦C), the aver-
age time between refresh commands (tREFI) is 7.8 µs. DRAMs can also oper-
ate in the extended temperature range (between 85◦C and 95◦C), particularly in
server type environments and while using 3DS technology [9, 22]. The required
time between refresh commands at high temperatures is halved to 3.9 µs. There
is global interest in expanding the operating temperature ranges of data centers,
driven mostly by the desire for achieving higher operating efficiency and lower
total cost of ownership [10]. Increasing operating temperature ranges in a data
center environment causes all components in servers (including memory) to see
higher temperatures. Evaluation of the extended temperature range is hence
both necessary and critical when evaluating high-density memory systems.
3.8 Evaluation
3.8.1 Adaptive Refresh
Figure 3.6 shows the performance obtained by the 1x, 4x, and AR configura-
tions in the normal DRAM operating temperature range, normalized to the per-
formance of the 1x configuration. Our proposed AR essentially matches the
performance of the refresh mode that works best for each individual applica-
tion. For applications that are not as memory-sensitive (which tend to work
better in the 1x configuration), like mg, cg, equake and radix, AR outperforms the
4x configuration significantly and is within less than 2% of the 1x configuration.
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Table 3.2: Core Parameters.
Technology 32 nm
Frequency 3.2 GHz
Number of cores 8
Fetch/issue/commit width 4/4/4
Int/FP/Ld/St/Br Units 2/2/2/2/2
Int/FP Multipliers 1/1
Int/FP issue queue size 32/32 entries
ROB (reorder buffer) entries 96
Int/FP registers 96 / 96
Ld/St queue entries 24/24
Max. unresolved br. 24
Br. mispred. penalty 9 cycles min.
Br. predictor Alpha 21264 (tournament)
RAS entries 32
BTB size 512 entries, Direct-mapped
iL1/dL1 size 32 kB
iL1/dL1 block size 32 B/32 B
iL1/dL1 round-trip latency 2/3 cycles (uncontended)
iL1/dL1 ports 1 / 2
iL1/dL1 MSHR entries 16/16
iL1/dL1 associativity Direct-mapped/4-way
Memory Disambiguation Perfect
Coherence protocol MESI
Consistency model Release consistency
For more memory-sensitive applications like art, AR performs better than the 1x
configuration, and it is within 1.5% of the performance of the 4x mode. For some
applications like fft, ocean, scalparc, and swim, AR outperforms both the 1x and
the 4x configurations, as AR successfully adapts to application phase changes.
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Table 3.3: Parameters of the shared L2 and DRAM.
Shared L2 Cache Subsystem
Shared L2 Cache 4 MB, 64 B block, 8-way
L2 MSHR entries 64
L2 round-trip latency 32 cycles (uncontended)
Write buffer 64 entries
DDR4 @1600 Mbps DRAM – 16Gb chip size
Transaction Queue 128 entries
Command Queue 32 entries
Number of Channels 1
DIMM Configuration Quad rank
Number of Banks 16 per rank
Row Buffer Size 1 KB
Address Mapping Page Interleaving
Row Policy Closed Pagea
Burst Length 8
tRCD 10 DRAM cycles
tCL 10 DRAM cycles
tWL 12 DRAM cycles
tCCD 4 DRAM cycles
tCCD L 5 DRAM cycles
tWTR 2 DRAM cycles
tWTR L 6 DRAM cycles
tWR 15 DRAM cycles
tRTP 6 DRAM cycles
tRP 10 DRAM cycles
tRRD 4 DRAM cycles
tRTRS 2 DRAM cycles
tRAS 28 DRAM cycles
tRC 28 DRAM cycles
tFAW 20 DRAM cycles
tCKE 4 DRAM cycles
aWe have conducted our experiments with open page policy and the results and insights
closely follow those for closed page, which we present.
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Table 3.4: Refresh Parameters
Refresh Parameters: DDR4 @1600 Mbps DRAM – 16Gb chip size
tREFI 7.8 µs
tREFI-XTemp 3.9 µs
tRFC 1x 384 DRAM cycles
tRFC 2x 280 DRAM cycles
tRFC 4x 208 DRAM cycles
Table 3.5: Parameters used for 16 Gb DDR4 @ 1600 Mbps DRAM power
management features.
IDD0 24 mA
IDD1 32 mA
IDD3P 7.2 mA
IDD2P 6.4 mA
IDD2N 10.1 mA
IDD3N 16.6 mA
IDD4R 60 mA
IDD4W 58 mA
IDD5 102 mA
IDD6 6.7 mA
IDD7 107 mA
Analysis – Let’s look into what is happening. We first take an example from the
class of applications that are less memory sensitive: mg. Figure 3.7 is divided
into two plots: The left plot shows the number of cycles per interval the memory
controller remains idle while a rank is refreshing (lower is better), in spite of the
command queue not being empty, when running the 1x and 4x configurations.
The right plot shows the same for AR and the 4x configurations. From the plot
on the left, we see that the 1x configuration has fewer scheduler idle cycles than
the 4x configuration, which translates into improved system performance. We
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Table 3.6: Simulated parallel applications and their input sets.
Data Mining [57]
scalparc Decision Tree 125k pts., 32 attributes
NAS OpenMP [12]
mg Multigrid Solver Class A
cg Conjugate Gradient Class A
SPEC OpenMP [11]
swim-omp Shallow water model MinneSPEC-Large
equake-omp Earthquake model MinneSPEC-Large
art-omp Self-organizing Map MinneSPEC-Large
Splash-2 [73]
ocean Ocean movements 514×514 ocean
fft Fast Fourier transform 1M points
radix Integer radix sort 2M integers
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Figure 3.6: Performance (higher is better) in the normal DRAM tempera-
ture range for the 1x, 4x and AR configurations, normalized to
the performance of the 1x configuration.
78
0 100 200 300 400 500 600 700 800
Interval
1000
1500
2000
2500
3000
3500
N
u
m
b
e
r 
o
f 
id
le
 c
y
cl
e
s
p
e
r 
in
te
rv
a
l 
w
h
e
n
a
 r
a
n
k 
is
 r
e
fr
e
sh
in
g
Application: mg
1x 4x
0 100 200 300 400 500 600 700 800
Interval
1000
1500
2000
2500
3000
3500
N
u
m
b
e
r 
o
f 
id
le
 c
y
cl
e
s
p
e
r 
in
te
rv
a
l 
w
h
e
n
a
 r
a
n
k 
is
 r
e
fr
e
sh
in
g
Application: mg
AR 4x
Figure 3.7: Number of cycles per interval the controller remains idle
(lower is better) while a rank is refreshing and the command
queue is not empty for the application mg. The plot to the left
shows idle cycles for the 1x and 4x FGR configurations. The
plot to the right shows the same for the 4x mode and our pro-
posed AR configuration. AR closely follows the FGR mode
that has the fewest scheduler idle cycles (1x in this case), which
translates to improved performance.
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Figure 3.8: Number of cycles per interval the controller remains idle
(lower is better) while a rank is refreshing and the command
queue is not empty for the application swim when running the
4x and AR configurations. The plot shows that AR closely
tracks the 4x mode for the most part, but also has periodic
drops in idle cycles. These drops correspond to a profitable
switch from the 4x to the 1x FGR mode due to a phase change
in the application, as indicated by the overlaid tRFC plot which
jumps to 480ns from 260ns (when the switch occurs).
can see that AR (right plot) closely tracks the behavior of the 1x configuration.
The right plot does show some periodic, narrow spikes for the AR configuration.
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These correspond to AR’s training phase in 4x mode. As it turns out, mg doesn’t
have phase changes that alter the refresh mode patterns significantly, and 4x
mode is never picked by AR. Fortunately, since the training phase is a small
fraction of the overall execution, it affects system performance minimally, as
shown earlier.
Next we look at an example from the class of applications for which AR
performs better than both 1x and 4x modes: swim. As before, Figure 3.8 shows
the number of cycles per interval the memory controller remains idle while a
rank is refreshing (lower is better), when the command queue is not empty.
Similar to mg, the plot shows that AR closely tracks the better configuration,
4x in this case. However this time AR exhibits wide, periodic drops in idle
time. These correspond to adaptation to program phase changes, where AR
concludes that a temporary switch to 1x mode is profitable. The overlaid plot
of tRFC shows that this is indeed what is happening. The net result is better
performance than the static 4x configuration, as shown before (Figure 3.6).
Extended DRAM temperature range – Figure 3.9 shows the performance ob-
tained by the 1x, 4x and AR configurations in extended DRAM operating tem-
perature range, normalized to the performance of the 1x configuration. (Recall
that operating in extended DRAM temperature range is an important consider-
ation for high-performance configurations.) In the extended temperature range
(XTemp), the volume of refresh commands issued essentially doubles within the
same refresh interval. This means that the controller spends more time perform-
ing refresh operations. The results show the same trends as in the earlier case of
normal DRAM temperature mode, only the performance benefit of picking the
right refresh mode is larger, and thus AR is even more beneficial.
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Figure 3.9: Performance (higher is better) in the extended DRAM temper-
ature range for the 1x, 4x and AR configurations, normalized
to the performance of the 1x configuration.
3.8.2 Delayed Command Expansion and Preemptive Command
Drain
Figure 3.10 shows the performance obtained by the 1x, Delayed Command Ex-
pansion in 1x mode (DCE1x), Preemptive Command Drain in 1x mode (PCD1x),
and DCE1x+PCD1x configurations, run under normal DRAM operating tem-
perature conditions, and normalized to the performance of the 1x configura-
tion. We see that DCE1x and PCD1x improve performance on average by 3%
and 5.5% over the 1x configuration, respectively. Moreover, combining the two
schemes has an additive effect: DCE1x+PCD1x shows an improvement in per-
formance of 8% over the 1x configuration.
Analysis – To understand where this improvement is coming from, let’s look
at art a bit more closely. Recall that both the DCE and PCD mechanisms at-
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Figure 3.10: Performance (higher is better) in the normal DRAM tempera-
ture range for DCE, PCD and DCE+PCD when running in the
1x mode, normalized to the performance of the 1x configura-
tion.
tempt to increase the number of commands to non-refreshing ranks in the
command queue, by proactively draining the queue of commands to the re-
freshing rank, and by prioritizing commands to non-refreshing ranks. Fig-
ure 3.11 shows the percentage of command queue slots taken up by commands
to non-refreshing ranks per interval for the application art when running the
1x and DCE1x+PCD1x configurations. The results show that the configura-
tion DCE1x+PCD1x has a much higher number of commands to non-refreshing
ranks in the command queue per interval, when compared to the 1x configura-
tion. This increases the opportunity for issuing more commands per interval,
reducing idle cycles in the controller and improving throughput, ultimately im-
proving performance.
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Figure 3.11: Fraction of commands to non-refreshing ranks in the com-
mand queue (higher is better) while a rank is being refreshed
for the application art when running the 1x configuration and
the DCE+PCD configuration in the 1x mode.
3.8.3 Putting It All Together: AR+DCE+PCD
Figures 3.12 and 3.13 show the performance obtained by combining our three
proposed schemes when running in both normal and extended DRAM tem-
perature ranges, and normalized to the appropriate 1x mode in each case. A
few interesting observations can be made from these plots: First, for most ap-
plications, adding DCE and PCD to the 4x mode reduces performance when
compared to adding the schemes to the 1x mode. This is because the 4x mode
cumulatively spends more time on refresh than the 1x mode. We notice that
the increase in refresh commands while running the 4x mode increases the idle
time during refresh, especially for those applications that do not provide a con-
stant stream of loads and stores (which helps DCE and PCD). Second, following
from the above argument, adding AR to DCE and PCD provides no significant
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Figure 3.12: Performance (higher is better) in the normal DRAM temper-
ature range when running DCE+PCD in the 1x, 4x and AR
modes, normalized to the performance of the 1x configura-
tion.
improvement in performance when compared to adding the schemes to the 1x
mode. The combination of AR, DCE, and PCD, improves performance over
the 1x configuration by 8 and 14% on average in normal and extended DRAM
temperature ranges, respectively. These results are remarkably close (in fact,
virtually identical in the case of normal DRAM temperature range) to the ones
obtained by DCE1x+PCD1x alone. What this means is that, on average for these
applications, leveraging DDR4 DRAM’s Fine Granularity Refresh feature offers
little advantage once our proposed DCE and PCD mechanisms are in place. For
applications that are particularly memory sensitive and/or exhibit refresh phase
behavior (art and swim), we do observe an improvement by adding AR on top
of DCE and PCD, especially in the extended DRAM temperature range.
Analysis – To provide further insight, we look at the access pattern of the ap-
plication art, one of the two that benefit from combining AR to DCE+PCD. Fig-
84
art cg
equ
ake fft m
g
oce
an
radi
x
scal
parcswimGMe
an
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
S
p
e
e
d
u
p
 w
rt
 1
x
-X
T
e
m
p DCE1x+PCD1x-XTemp
DCE4x+PCD4x-XTemp
AR+DCE+PCD-XTemp
Figure 3.13: Performance (higher is better) in the extended DRAM tem-
perature range when running DCE+PCD in the 1x, 4x and AR
modes, normalized to the performance of the 1x configura-
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Figure 3.14: Effective data bandwidth for the application art when running
DCE+PCD in the 1x and AR configurations. AR closely fol-
lows the 1x configuration for the most part, but also makes
profitable switches to the 4x mode when it finds an oppor-
tunity for increasing data bus utilization. This is indicated
by the the overlaid tRFC plot in the AR configuration which
jumps to 260ns from 480ns when these switches occur.
ure 3.14 shows the effective data bandwidth per interval for the DCE1x+PCD1x
and the AR+DCE+PCD configurations on the primary y-axis (left), and tRFC
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per interval for the AR+DCE+PCD configuration on the secondary y-axis
(right). (For DCE1x+PCD1x, tRFC remains constant at 480 ns.) Around
the 650 interval time frame, the application art has a memory phase change.
AR+DCE+PCD detects this change and immediately switches to the 4x mode.
DCE1x + PCD1x, however, remains in the 1x mode. As a result, AR + DCE +
PCD is able to sustain a high effective data bandwidth, whereas DCE1x+PCD1x
drops in bandwidth at that point.
3.8.4 Energy Calculations
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Figure 3.15: Mean performance, energy, energy-delay and energy-delay
squared in the normal DRAM temperature range for the 1x,
4x, AR and AR+DCE+PCD configurations, normalized to that
of the 1x configuration.
Figures 3.15 and 3.16 show average performance, energy, energy-delay and
energy-delay squared numbers for the 1x, 4x, AR, and AR+DCE+PCD configu-
rations, normalized to that of the 1x configuration in each case, in both normal
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Figure 3.16: Mean performance, energy, energy-delay and energy-delay
squared in the extended DRAM temperature range for the 1x,
4x, AR and AR+DCE+PCD configurations, normalized to that
of the 1x configuration.
and extended DRAM temperature ranges. In the normal DRAM temperature
range, AR+DCE+ PCD improves performance by 8% on average, and reduces
energy-delay and energy-delay squared by 7 and 14%, respectively. In the ex-
tended DRAM temperature range, AR+DCE+ PCD improves performance by
14% on average, and reduces energy-delay and energy-delay squared by 14 and
24%, respectively. As expected, because of the increase in the volume of refresh
operations, the 4x configuration exhibits the highest energy consumption. Thus,
our proposed AR+DCE+PCD not only improves performance significantly, it
does so by consuming the same amount of energy when compared to the 1x
configuration, for an overall improvement in energy efficiency.
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Figure 3.17: Average performance, energy, energy-delay, and energy-
delay squared in the normal DRAM temperature range for the
1x, RAIDR and AR+DCE+PCD configurations, normalized to
that of the 1x configuration.
3.8.5 Comparison to RAIDR
Figure 3.17 shows the performance, energy, energy delay, and energy delay
squared numbers for the the 1x mode, RAIDR [44], and AR+DCE+PCD. RAIDR
is a RAS-only refresh implementation that cuts down significantly on the num-
ber of refreshes by exploiting inter-cell variation in retention, resulting in im-
proved performance and energy efficiency (Section 3.3). The plot shows that
AR +DCE+PCD virtually matches RAIDR in every performance and energy
metric. This is significant because it does so (1) without resorting to RAIDR’s
RAS-only refresh (which bypasses DRAM’s auto-refresh feature and requires
the controller to identify on the address bus which bank needs to be refreshed
at each point in time), and (2) without making any assumptions on retention
times of DRAM cells, which may cause reliability issues (Section 3.3).
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3.9 Conclusion
Our analysis of DDR4 DRAM’s new Fine Granularity Refresh feature shows that
there is no one-size-fits-all refresh option across the applications that we have
used in our study. This makes our proposed Adaptive Refresh (AR) mechanism a
simple yet effective way to leverage the best FGR mode in each application and
phase within the application.
For high-density DRAM systems, we have identified a phenomenon that we
call command queue seizure, whereby the memory controller’s command queue
seizes up because it is full with commands to a rank that is being refreshed. To
attack this problem, we have proposed two complementary mechanisms called
Delayed Command Expansion (DCE) and Preemptive Command Drain (PCD) which
increase the number of issuable DRAM commands in the scheduler’s command
queue when a refresh operation is underway.
Once our proposed DCE and PCD mechanisms are in place, DDR4’s FGR
becomes redundant in most cases, except in highly memory-sensitive applica-
tions, where the use of AR does provide some additional benefit. In all, the
proposed mechanisms yield significant performance gains with respect to tra-
ditional refresh at both normal and extended DRAM operating temperatures.
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CHAPTER 4
IMPROVING I/O SCHEDULING FOR FLASH-BASED SOLID STATE
DRIVES (SSDS) THROUGH FORESIGHT
Over the past few years computer systems of all types have started integrat-
ing flash memory. Initially, because of its small size, low power consumption,
and low-cost I/Os per second, flash was a natural fit for embedded devices. As
NAND flash scales, flash memory‘s high density and low cost make it a viable
option for desktop and high-end server environments. However, as this scal-
ing continues, endurance of flash chips is projected to drop as well. Therefore,
designing flash controllers for modern I/O systems will require more sophisti-
cated scheduling algorithms that not only improve performance and I/Os per
second but also encompass other issues like endurance and write amplification.
4.1 Introduction
Modern enterprise-class SSDs are designed to provide high performance by ex-
ploiting concurrency. The number of channels in an SSD, the number of flash
devices that connect to a single channel, and the internal parallelism within each
device have all increased in recent years. Although increased concurrency gen-
erally results in higher performance, Wang et al. show that there is a fundamen-
tal tradeoff between parallelism and garbage collection overhead due to data
migration (known as write amplification), which complicates this relationship.
Another trend in SSD designs has been the decreasing endurance of indi-
vidual flash cells, which has resulted in devices that are increasingly sensitive
to wear. This has magnified the importance of wear-leveling algorithms, which
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attempt to maximize the lifetime of the system by distributing wear-causing
program and erase operations evenly among the physical memory blocks in the
SSD. Again because wear-leveling, like garbage collection, involves data mi-
gration (and hence, write amplification), these algorithms affect not only the
lifetime of an SSD, but also its performance.
Because of the inter-dependencies of the factors that govern SSD perfor-
mance and lifetime, the ability to meet particular goals for each metric depends
in large part on the ability of the SSD controller to schedule and reorder SSD
commands (including commands related to data access, garbage collection, and
wear leveling) to take advantage of the highest degree of concurrency possi-
ble, while attempting to minimize write amplification, and to evenly distribute
wear in the system. However, many existing SSD controllers use heuristics for
command scheduling that can neither be tailored to suit the requirements of an
individual system, nor can they be adapted over time in response to changing
runtime conditions.
Recently, Mukundan and Martı´nez proposed MORSE, a reinforcement learn-
ing (RL) based technique for designing self-optimizing DRAM schedulers to
target arbitrary objective functions [52]. Reinforcement learning works, in this
case, by having the scheduler use the experience it has gained over time by in-
teracting with the system to schedule commands in such a way as to maximize
the value given by an objective function. MORSE was shown to provide signif-
icant gains in performance, energy efficiency, and fairness, when compared to
competing DRAM scheduler designs.
This work builds off the RL-based technique discussed by Mukundan and
Martı´nez, and proposes a framework for developing SSD schedulers that target,
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in a unified manner, not only performance, but also domain-specific idiosyn-
crasies such as garbage collection and wear leveling. Using this framework,
we present SSD scheduler designs that target performance and system lifetime,
and we present a quantitative case for these designs’ superior ability to capital-
ize on the trend of increasing concurrency in maximizing these targets, when
compared to existing SSD controller designs.
The remainder of this chapter is as follows: in section 4.2, we describe SSD
operation, and highlight some of the factors that complicate SSD scheduling. In
section 4.4, we propose our technique for designing SSD schedulers. Finally, in
section 4.5 we discuss how we evaluated our technique, and in section 4.6, we
show that our RL-based SSD controller compares favorably to existing state of
the art designs.
4.2 Background
4.2.1 Flash Memory Overview
In this section, we discuss the basics of NAND flash-based SSDs. The numerical
values given below are intended to represent an enterprise-like design, and are
the parameters we use in our evaluation.
Flash Memory Organization:
Inside our NAND flash-based SSD, an SSD controller manages eight indepen-
dent channels. Each channel is connected to one NAND flash package, which
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Figure 4.1: Block diagram of SSD system. The SSD controller contains the
flash translation layer which is responsible for issuing flash
commands and performing maintenance operations on the
SSD dies. In this figure we see two flash packages commu-
nicating with the SSD controller using independent channels
or buses. Each flash package also has eight independent flash
dies.
includes eight dies. (It is possible for multiple packages to share a channel,
which increases the level of concurrency.) Dies are further subdivided into two
planes, each of which contains 2,048 blocks. Finally, a block consists of 256 16KB
pages. Figure 4.1 shows an SSD system with two independent channels. Each
channel is connected to a NAND flash package with eight dies.
Flash Memory Operations:
Flash memory devices are capable of performing the following basic operations:
• Read: Transfer the data stored at a given page address from the flash back
to the host.
• Program (write): Store the data from the host at the given page address.
This involves selectively clearing certain bits in a free (erased) page. The
choice of which logical page to use for new writes, known as the write-
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placement strategy, can be an important factor in determining both the per-
formance and the endurance of the system.
• Erase: Set all of the bits in a physical block to ‘1.’ This puts the block in
the free state and capable of receiving writes. When determining which
blocks to erase, and when, it is important to consider that blocks can only
be written to a finite number of times before wearing out. (The endurance
of a flash block is on the order of thousands to tens of thousands of erases,
depending on the technology.)
Note that in the operations described above, writes can only be performed
on pages that have been erased. This behavior, known as out-of-place updat-
ing, complicates the relationship between the SSD and the host (which is gener-
ally configured for accessing block devices with in-place updating, such as hard
disks). Also note that writes operate on an individual page, while erases affect
an entire block. This makes more challenging the problem of keeping enough
pages free to receive future writes. These issues will be addressed by the flash
translation layer, as discussed below in Section 4.2.1.
Garbage Collection:
Because SSDs require a block to be erased before any pages can be written to it, a
process known as garbage collection is required to ensure that there is sufficient
supply of erased blocks in the system at any given time. Garbage collection first
involves migrating all of the valid pages in a particular block into a separate
free block, which is accomplished by reading the valid data from the old block,
and then writing it to the new block (known respectively as read relocate and
write relocate commands. After migration the first block is marked as invalid,
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and therefore eligible for erasure. Collectively, read relocate, write relocate, and
erase commands are referred as maintenance operations.
Wear Leveling
Flash memory cells can only be erased a finite number of times before they wear
out. These effects are generally expressed as a maximum number of erases to
a given block that can be performed, before that block is considered unreliable;
these counts are generally in the tens of thousands for the type of enterprise-
grade SLC flash we are considering. Wear leveling refers to the attempt to dis-
tribute wear evenly among the blocks in the system–during write placement
and garbage collection–in order to maximize system lifetime. Wear-leveling al-
gorithms may also decide to move static data to heavily-worn blocks, to help
spread the wear to other blocks.
Flash Page States
A Flash page can be in one of three states at any given time:
• Valid: page contains valid data
• Invalid: page contains invalid (stale) data
• Free: page contains no data
A valid page becomes invalid if the logical address it maps to is re-written to
another physical location. An invalid page becomes free when the block it resides
in gets erased.
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Flash Block States
Figure 4.2 illustrates the possible states for each block: free blocks have only free
(erased) pages, active free blocks have some free pages and some pages that are
valid/invalid, active blocks have no free pages, but still have some valid data,
and finally inactive blocks contain only invalid pages.
Figure 4.2: A flash block can be in one of four states. A free block contains
all pages in erased (clean) state. An active-free block contains at
least one free page. An active block contains valid and invalid
pages, but no free pages and finally an inactive block contains
only invalid pages.
The finite state machine in Figure 4.3 shows how a given block transitions
among these states. When the SSD is initialized, all blocks begin as free blocks.
Once a free block is written to, it transitions to the active free state, where it will
remain as long as it contains free pages to write to. After the last free page has
been written to, the block transitions to the active state. It will remain in this state
until it is chosen for garbage collection, at which point it will move to the inactive
state. Alternatively, subsequent writes can invalidate all its pages, making this
state change partially data dependent. Finally, inactive blocks transition to the
free state when they are erased. The SSD controller can explicitly choose which
free blocks to write to, which active blocks to garbage collect, and which inactive
blocks to erase, so it has nearly complete control over the ways in which blocks
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transition between these states.
Figure 4.3: Finite state machine indicating the state transitions of a block.
Initially all blocks start in free state. A write to a block makes
it active free. A write to the last free page in an active free
block transitions it to active state. A block will remain in active
state as long as it has at least one valid page. When the last
valid page has been invalidated because of subsequent writes
or garbage collection, it moves to inactive state, where it re-
mains until it gets erased. This transitions it back to the free
state.
Flash Translation Layer (FTL)
The issues of out-of-place updating and program/erase granularity mismatch
are addressed by a special layer called the flash translation layer (FTL). The FTL is
primarily responsible for maintaining the physical page location for each logical
page in the system. As updates for a given logical address arrive from the host,
the FTL selects a clean page to write the new data to, and then changes the
translation table entry for that logical address to point to the physical address
of the new page.
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There are several common alternatives for storing this translation informa-
tion, ranging from block-mapped, which forces writes to occur to the physical
page with the same fixed offset as the logical address (saving memory in the
translation table), to page-mapped, which is fully associative and allows a logical
page to be stored in any physical page, but requires a large amount of memory
for the translation table. Many proposals employ a hybrid mechanism, known
as log-mapped translation, but in order to realize the full possibilities of our rein-
forcement learning framework, we chose a page-mapped implementation. (The
memory requirements for the translation table in our design are discussed in
Section 4.3.)
In addition to maintaining translation information, the FTL is responsible
for keeping a ready supply of free pages for new writes with garbage collection,
and for doing so in such a way as to help maximize block endurance and pro-
long system lifetime through wear leveling. Write placement, garbage collec-
tion, and wear leveling, are complex, multi-dimensional problems that impact
various system characteristics such as the performance and the endurance of the
SSD. For example, an attempt to reduce the latency of writes through aggressive
garbage collection, can cause a write amplification problem, which both hurts
performance by delaying user reads and writes from being issued, and increases
the wear of the system. A good FTL, then, is a key factor in designing an SSD
for demanding enterprise environments.
98
4.2.2 Basics of Reinforcement Learning
Reinforcement learning (RL) involves training an autonomous agent to select
an action at each point in time, with the goal of maximizing some reward over
the long-term, by interacting with, and learning from a probabilistic environ-
ment [67]. Importantly, what makes RL distinct from greedy optimization tech-
niques, is that the agent does not simply select the actions that yield the greatest
immediate reward, but rather, it tries to choose actions that will maximize the cu-
mulative reward. Thus, for some given time step, it may pick actions that do not
appear to be beneficial in the near-term–and in fact, may even seem to detract
from the near-term reward–if it predicts that doing so will help to escape local
optima.
One of the keys to enabling this kind of foresight and planning is known as
exploration. Exploration is the process of choosing a random action for a given
time step, observing the results, and updating the agent’s internal model of the
environment accordingly. This helps the agent to make better predictions in the
future, because it will have more experience to draw on. Exploration is the dual
of the agent’s other primary mode: exploitation, which is the process of choosing
the particular action that is predicted to maximize long-term reward.
An RL agent must balance exploration and exploitation carefully; too much
exploration causes the agent to take a long time to reach the optimal policy,
while too little exploration may cause the agent to be stuck with a sub-optimal
policy. Furthermore, the agent can never stop exploring completely, because it
must constantly adapt its policy over time to changes in the environment, such
as when entering a new program phase. To achieve this balance, the scheduler
implements an exploration mechanism known as -greedy action selection, in
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which the scheduler sometimes picks a random (legal) action with a small prob-
ability .
4.2.3 RL Model
Every RL model comprises three basic components:
• A state representation that maps the current conditions of the environment
to one in a set of states
• A set of actions that can be performed by the RL agent
• A reward function to determine the credit associated with transitioning
among states after performing a given action
Each of these components can be represented in an SSD–where the RL
agent is the command scheduler in the FTL, and the system as a whole is the
environment–as follows: the vectorized list of relevant system attributes is the
state-representation (the process of selecting relevant attributes for inclusion in
the state-representation is called feature selection, and will be discussed further
in Section 4.4.1). The SSD commands in the queue at any particular time are
the set of actions that the RL agent must select from. The specific reward func-
tion depends on the weighted priorities of the target metrics being optimized
(performance, in this case).
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RL Operation
At every time step (a single SSD scheduling quantum), the agent must observe
the state of the system, and choose the action from among the ready commands
in the queue that it predicts will obtain the maximum reward from the reward
function. It then performs that action, observes the resulting change in state,
and determines the actual credit (or blame) associated with its decision. A com-
mon technique for credit assignment in RL problems is called Q-Learning, which
attempts to quantify the cumulative reward (referred to as the Q-value that will
result from taking action a, while in state s, and then continuing following pol-
icy pi, represented as Qpi(s, a). The RL agent tries to approximate the optimal
policy pi∗ by filling in the Q-value matrix, which consists of the values of Qpi∗(s, a)
for every state-action pair, and updating these Q-values as the agent gains ex-
perience over time, according to the SARSA update rule as discussed in [67].
4.3 Architectural Support for SSD Controller
4.3.1 Baseline Scheduler
Scheduling is a complex problem that is provably NP-hard. While more so-
phisticated scheduling algorithms can provide additional performance benefits
over a simpler approach, they do so at the cost of increased complexity. The
more complex the scheduling scheme, the more time it takes to schedule a com-
mand. In many high-end server and enterprise applications (such as the OLTP-
like workloads we target), requests from the host arrive at the SSD at a higher
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rate than individual commands can be processed. These incoming requests are
queued by the SSD upon arrival, until they can be issued by the controller as
commands to the flash devices. Nam et al. propose Ozone (O3), and discuss
the tradeoffs associated with scheduling these requests in order, vs. schedul-
ing them out of order[55]. They show that out-of-order scheduling allows for
better utilization of the inherent parallelism in the multi-level hierarchical orga-
nization of the flash memory. To that end, we will be comparing our proposed
technique against the decoupled out-of-order scheduling algorithm in Ozone
(O3). The O3 scheduling algorithm first prioritizes ready commands over com-
mands that are not ready, and then older commands over younger commands.
A command is considered “ready” according to the following rules:
• A read command is “ready” if the flash channel, die, and plane that holds
the logical address to be read are not currently locked in another operation.
• A write command is “ready” if an active-free block exists, and the corre-
sponding flash channel, die, and plane are not locked in another opera-
tion.
• A erase command is “ready” if the flash channel, die, and plane corre-
sponding to the block that needs to be erased are not locked in another
operation.
4.3.2 Hardware Support for SSD Controller
In order to realize the benefits of out-of-order scheduling, we need a controller
that can efficiently support specialized operations without compromising the
scheduling quantum. Therefore, while an SSD controller can be implemented
102
either in hardware, or in software, we have chosen to focus our efforts on a hard-
ware approach because it can perform these operations in parallel effectively.
Two of the primary functions that an SSD controller performs are garbage
collection and wear leveling. Generally, the controller picks the block with the
lowest number of valid pages for garbage collection. Similarly, for wear lev-
eling, the block with the lowest erasure count is chosen. Because the order in
which blocks change state is partially data dependent (section 4.2.1), the con-
troller will not know ahead of time the best candidate for these operations with-
out the overhead of keeping lists of sorted blocks based on erasure counts and
valid pages. Sorting a list of blocks on the fly would dramatically hurt our
scheduling quantum. Instead, we chose a binning approach that maintains a
dynamically pseudo-sorted list, so that blocks with low erasure counts or num-
bers of valid pages can always be quickly found. An added benefit is that the
same hardware can also be leveraged to find low erasure count blocks for write
placement.
SSD Maintenance Using Bins:
The number of bins and the granularity of binning are parameters that can be
tuned, depending on the system. For our experiments, we have found the setup
shown in Table 4.1 to provide a good balance between accuracy and complex-
ity1.
To implement these bins, we use a hardware implementation of a doubly-
linked list. The SSD controller uses registers for each of the three bins inside
1We have observed that binning provides similar accuracy when compared to sorting blocks
based on erases or valid pages.
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each list to store the head and tail pointers (physical addresses)). It must also
keep track of the next and previous pointers for each block within a bin.
With the above framework, choosing a block to garbage collect, for exam-
ple, involves picking the block at the head of bin 1 in the active list. Similarly,
to choose a block to write to, the controller uses the block indicated by the
head pointer for bin 1 in the free list. When a block transitions from one state
to another, the controller must bin it according to its properties, and update
the corresponding head, tail, next and previous pointers. (Section 4.3.3 discusses
the latency of these updates during a scheduling quantum in detail.) With these
bins in place, the SSD controller’s write placement, garbage collection, and wear
leveling decisions are dramatically simplified, and require no on-the-fly sorting.
Table 4.2 describes the hardware structures required by the SSD controller
to perform scheduling and maintenance. Some modern SSD controllers have a
dedicated DRAM of 512MB or more [13]. We leverage this DRAM to store the
larger hardware structures required to keep track of the state of the SSD includ-
ing the properties of the blocks. Those structures that are accessed frequently
are stored in SRAM. We sized these structures to fit within 1MB of SRAM to be
comparable with the SRAM caches in the Atom-like microprocessors that are
often used to implement controllers in SSDs.
4.3.3 Scheduling in Hardware:
With these hardware structures in mind, we briefly describe how the O3 al-
gorithm works in hardware. We will discuss the extensions required for the
RL-based scheduler in section 4.4.2, but the procedures discussed in this section
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Table 4.1: Binning criteria for each of the block lists. For example, consider
an active block whose erase count is 30% of the maximum num-
ber of erases. If this block were to become inactive, it would be
inserted at the end of bin 2 in the inactive list
State Criteria Bin 1 Bin 2 Bin 3
Free # Erases 0%-25% 25%-50% 50%-100%
Inactive # Erases 0%-25% 25%-50% 50%-100%
Active # Valid Pages 0%-25% 25%-50% 50%-100%
Table 4.2: Hardware structures used in Binning
Structure Description Size2 Location
Translation Table (TT) Holds Logical to physical page
address mapping 48MB DRAM
Block Status Table (BST) Stores state, # valid pages
and # erases for all blocks 12KB/die SRAM
Block FSM Table (BFSMT) Tracks state, bin number,
next and previous pointers for each block 16KB/die DRAM
FSM Pointer Table (FSMPT) Stores head and tail pointers
for the bins in each list 27 bytes/die SRAM
Active Free Register (AFR) Holds physical address of
next free page in die 18 bits/die Register
Channel Free Register (CFR) Stores bit mask that indicates
channel-locked status 8 bits Register
Die Free Register (DFR) Stores bit mask that indicates
die-locked status 64 bits Register
are common to both schedulers. Each scheduling quantum can be divided into
four logical phases as indicated in figure 4.4:
1. Choose ready command based on scheduling algorithm
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Figure 4.4: The four phases of a scheduling quantum. The first phase in-
volves choosing one ready command from to issue based on
the scheduling algorithm. In the next two phases, the com-
mand is issued, and the state of the SSD, the state machine and
the blocks are updated. Finally, in the last stage, we pick the
ready commands that will be available for the next scheduling
quantum.
2. Issue ready command and update the block state table (BST)
3. Update the finite state machine for the blocks (BFSMT)
4. Prepare list of ready events for the next quantum
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Choose ready command based on scheduling algorithm:
At the beginning of each scheduling quantum, the controller already has a list of
commands that are ready for issue (this list is computed at the end of the previ-
ous quantum), and the task of the scheduler is to choose one of these commands
to issue. In the case of O3, this is a simple decision: the controller chooses the
ready command that arrived first. We discuss how the RL controller picks a
ready command in section 4.4.
Issue and Update BST:
In the case when the scheduler picks a write command to be issued, we start
by reading the TT to get the old physical page address where the data was pre-
viously stored (this is needed to invalidate the old page). In parallel, we read
the AFR of the appropriate die to get the new physical page address to write to.
Next, we update the TT to reflect the new physical location of the data. Since
a write event changes the state and the properties of a block, we must update
the BST as well. Additionally, the AFR needs to be changed to point to the next
free page. On the other hand, when the scheduler chooses a read command, we
already know where the data resides (from the previous scheduling quantum),
and hence it can be issued immediately.
Once a command gets issued, it causes the channels and dies to be locked
for a certain amount of time (depending on what was issued). The critical path
in this phase requires going to DRAM to read and update the TT. All other
structures are in SRAM and hence do not affect the latency of the critical path.
Conservatively assuming that a DRAM access takes 100 ns [4], this phase takes
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200 ns to complete.
Update the state machine for the blocks (BFSMT):
Issuing a read event does not cause any updates to the state machine, but issuing
a write event can cause blocks to change their bins and potentially their states.
For example, if the write event is to the last free page in an active free block,
this causes the block to move to active state. Additionally, it also gets a new bin
number depending on the number of pages containing valid data. The write
event could invalidate pages in other blocks, which could potentially transition
these blocks to another bin in the active state. The write event could also cause
the old block to transition to an invalid state, at which point it gets a new bin
number depending on the number of times it has been erased.
Because these bins simulate a doubly linked list in hardware, the corre-
sponding, head, tail, next and previous pointers must be updated to account
for these changes. In the worst case, there are updates to five different blocks in
the BFSMT. This happens when the following occur: (a) We write to the last free
page the current active free block, which makes it active. (b) We invalidate a page
in an old active block, which causes it to transition bins. The critical path for this
phase requires one DRAM read to the BFSMT for the new block, and possibly
a maximum of five DRAM writes to update the BFSMT. Therefore, in the worst
case this phase takes 600 ns.
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Get ready events for the next quantum:
To exploit out-of-order scheduling, we need a sufficiently large set of ready com-
mands to pick from. Empirically we determine that for a transaction queue
depth of 128 entries, a scheduling window of 64 is sufficient to guarantee at
least one ready command per scheduling quantum. In this scheduling window,
We need to perform a dependency check on these 64 commands to to elimi-
nate data hazards. This dependency check logic requires 2016 logical address
comparisons, which takes 464 ns (Perri and Corsonello [56]) .
Next, for each read event in this subset, we query the TT to get the physical
page address. In the worst cases scenario, when we run applications that are
read centric (like sequential read and random read workloads), this involves up
to 64 DRAM reads to the TT, which will take 6400 ns. We then read the CFR and
DFR to get free channels and dies that can accept events. The total latency of this
phase is 6900 ns. With this information, at the end of the scheduling quantum,
we know the set of ready events that can be issued in the quantum. Summing
up the latency of each of the phases gives us the scheduling quantum, which
adds up to: 7700 ns.
4.4 RL-based Self-Optimizing SSD Schedulers
4.4.1 Design of the RL-based SSD Scheduler
We now examine in more detail the components of our RL-based SSD scheduler
as discussed in section 4.2.2 in light of the additional background on flash and
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scheduling.
RL Actions:
The commands that our RL-based scheduler may encounter in the queue are as
follows:
• Read: Read user specified flash page
• Read Relocate: Similar to a read operation, but the request is specified by
the garbage collection engine.
• Write Write user specified flash page to a free page.
• Write Relocate: Similar to a write operation, but the request is specified
by the garbage collection engine.
• Erase: Erase specified block.
• Wait-Before-Erase (WEB): This action delays the scheduler from issuing
an erase command.
State Representation:
Recall that at every time step the RL scheduler has the capability of sensing its
environment and identifying its state via a set of attributes. Because it is not
possible to represent all aspects of the system state in hardware and still be able
to meet area, timing and power requirements, it is crucial to pick a representa-
tive set of state attributes that can sufficiently characterize the environment, a
process known as feature selection. We chose to perform feature selection using
a heuristic search technique known as genetic algorithms.
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Reward Function:
The absolute and relative values of the immediate rewards associated with each
action are critical component of an RL system that can influence the rate of learn-
ing. For a simplistic RL scheduler, the rewards can be manually assigned based
on the designer’s expert intuition. However, for a sophisticated design whose
objective functions seek to optimize complex and interrelated metrics such as
wear and write amplification, an appropriate immediate reward function is not
at all evident. Furthermore, the rewards that may suit one application (or pro-
gram phase), may not work well for another. Therefore, just as with feature
selection, we use genetic algorithms to evolve a suitable set of immediate re-
wards for our target applications.
Deriving the State Representation and Reward Function using Genetic Algo-
rithms:
Genetic algorithms (GAs) are a class of heuristic techniques for searching a
multi-dimensional design space [51], that are based on evolutionary processes.
GAs help to search for the optimal candidate from a population, where candidates
are represented as a vector of features. These features can be binary values, inte-
gers, or real numbers, depending on the application, but in our case, these fea-
tures are a combination of real numbers, representing the reward values for each
action as discussed in section 4.4.1, and binary values, which indicate whether
a particular characteristic of the system is to be used or not used as an attribute
in the state representation as discussed in section 4.4.1. A set of reward values
and state attributes is referred to as a policy.
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In order to use GAs to find the optimal candidate policy, we start with a ran-
domly generated initial population of 100 policies. That is, the feature values for
each of the policies in the initial population is randomly generated. Each of the
policies in the initial population is used to simulate the SSD for several applica-
tions in the testing set. The results of each of the simulations is ranked according
to a fitness function, which is used to encode the designers’ priorities into the RL
agent. For our experiments, we choose to use performance (throughput) as our
fitness function.
Once the fitness values have been determined, the policies are randomly
assigned to participate in tournaments with each other, where the policy with
the highest fitness in the tournament wins. (The reason for the random se-
lection of tournament participants is to avoid the automatic elimination of all
lower-performing policies in favor of higher-performing ones, which could lead
to getting trapped in local optima.) Finally, the winners of these tournaments
undergo transformations as part of the evolutionary process to create the next
generation of candidate policies. Examples of these transformations include
crossover, in which part of the vector of features for one policy is swapped with
part of another policy, and mutation, wherein certain feature values for a pol-
icy are randomly changed. These transformations help to more rapidly explore
various regions in the design space.
This process, of simulating the policies in a population, computing their fit-
ness values, holding tournaments, and transforming the tournament winners,
is continued iteratively as time allows, or until the improvement in fitness from
one generation to the next is sufficiently small. At the end of this iterative pro-
cess, the policies seen in all of the generations are ranked according to their
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fitness values, and the policy with the highest fitness is chosen for the operating
mode associated with that fitness function.
Results from the GAs
The state attributes for our proposed RL configuration (which uses the baseline
garbage collection engine) when co-evolving attributes and reward function are:
1. Number of reads in the transaction queue for the die under consideration.
2. Total number of reads in the transaction queue.
3. Number of reads in the transaction queue for the plane under considera-
tion.
4. The timestamp of the the most recently issued read for the die under con-
sideration.
5. Number of valid pages in a block.
The individual rewards that were obtained are shown in Table 4.3:
Table 4.3: Individual rewards obtained from the GAs for RL.
Action Reward
Read 0.38
Write 3.15
Relocate Read -3.36
Relocate Write 4.23
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The immediate reward for reads is lower than that for writes. It would be
shortsighted to conclude from this that somehow writes are more important
than reads in this design, as the RL scheduler makes decisions based on state-
action pairs (not actions alone) and an expectation of long-term reward (not
immediate reward alone). Keep in mind that in TPC-C the majority of opera-
tions are reads in any case, and this weighs in the cumulative reward at the end
of the run. On the other hand, recall that the write time is about twice as long
as the read time, and that means that every write takes up its die for twice as
long. This weighs in favor of squeezing writes in order to free up queue entries;
in fact, our simulations tell us that the command queue is often very highly
occupied.
Also noticeable is the fact that relocate reads have a negative reward over
user defined reads and writes. This makes sense because, in general, we want
to prioritize user defined operations over maintenance operations as they are
directly related to the performance of the system. The results later will show
that this in fact averts a degradation in die utilization that is evident often in
execution traces with the O3 configuration.
Note also that relocate writes cannot be issued before their corresponding re-
locate read commands have completed (to avoid data hazards). Therefore, the
fact that relocate writes have a higher reward than relocate reads does not nec-
essarily mean that write maintenance operations will be prioritized over read
maintenance operations. Importantly, we see that relocate writes have a higher
reward than user reads and writes. In this context, this makes intuitive sense:
once a relocate read has completed, we do not want the corresponding relocate
write to be delayed waiting in the queue, as this will adversely affect garbage
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collection.
When using the automatic GA process to co-evolve the state attributes and
the reward structure for an RL scheduler that includes maintenance operations
like garbage collection and wear leveling in its decision making process, we
obtain the following state vector and reward function. The state attributes are:
1. Number of reads in the transaction queue for the die under consideration.
2. Number of reads in the transaction queue for the block under considera-
tion.
3. Number of valid pages in the block under consideration.
4. Age of the plane.
Table 4.4: Individual rewards obtained from the GAs for RL with GC.
Action Reward
Read 3.55
Write 2.46
Relocate Read -3.27
Relocate Write -2.20
Insert Relocates into Queue 4.40
Erase -3.17
Wait-Before-Erase (WBE) -0.63
We see that the reward for inserting maintenance operations into the trans-
lation queue is higher than both user reads and writes. It is important to un-
derstand that for the RL scheduler in the above configuration garbage collec-
tion and wear leveling actions are tightly coupled with scheduling. This means
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that it not only determines when to relocate pages and issue block erases, but
it also decides which pages to relocate or which blocks to erase. Therefore, the
scheduler is proactively deciding to insert relocate operations in the anticipation
that the SSD will not reach a point where the number of active blocks becomes
sufficiently high and the number of free blocks becomes sufficiently low, that
garbage collection must kick in, leading to a delay in issuing user defined reads
and writes. However, once inserted, we see that the rewards for the mainte-
nance operations are lower than those for user defined operations. Hence, the
scheduler is still prioritizing user events over maintenance events, which is im-
portant for improved performance. We also notice that the reward for erases is
lower than that for a Wait-Before-Erase (WBE). The scheduler, before deciding to
issue an erase, checks to see if doing nothing in that cycle (WBE) is better in the
long run. This is because, an erase operation is the most time-consuming flash
operation, and it ties up an entire die for close to 3ms. No commands can be sent
to that die for the duration of an erase operation. Therefore, it must be issued
with caution. Comparing against a WBE action which has a higher reward helps
monitor the rate at which the erase operations are issued. Finally, notice that the
GA process has also picked an attribute that helps improve the endurance of the
SSD. The fourth attribute in the state vector represents the number of times the
blocks in a particular plane have been erased. With the help of this information,
the scheduler can make intelligent decisions about which blocks to pick so that
it can improve the wear leveling of the system.
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Figure 4.5: The four state RL Q-value estimation pipeline. Each schedul-
ing quantum, the RL pipeline looks at command window of 64
ready commands and picks one command to issue from that
set. This takes a total of 132 pipeline cycles. When clocked at a
frequency of 1GHz the latency of picking a single command is
132 ns.
4.4.2 Implementation of the RL-based SSD Scheduler
For each scheduling quantum, the RL-based scheduler chooses a command
to issue by comparing the Q-values (cumulative long term reward values) of
the various ready commands. Figure 4.5 shows the four-stage Q-value estima-
tion pipeline we use in our implementation. As discussed in section 4.3.3, the
controller begins each quantum with the list of ready commands. In the first
pipeline stage, the RL controller computes the corresponding state-action pairs
for each of these ready commands by querying the TT and BST for the relevant
physical block addresses and block attributes.
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In the next stage of the pipeline, the Q-values for each state-action pair are
read out of the CMACs. The indices to read the CMAC tables are calculated
using a three step process: first, the upper order bits of the state attributes that
were chosen using the GP process described in Section 4.4.1 are concatenated
(the quantization granularity of each attribute determines the number of upper
order bits that will be used.) Next, the result is XOR-ed with a different constant
random number, depending on the command type. Finally, to reduce storage
requirements, this XOR-ed value is hashed to generate the index for the CMACs.
In the third pipeline stage, the Q-values from the different CMACs are added
up together to obtain the final Q-value for the each state-action pair. Finally,
in the last stage of the pipeline, we compare the Q-value computed from the
previous stage with the maximum Q-value seen so far, and this maximum value
is updated accordingly.
4.4.3 Hardware
The width of the pipeline and number of independent pipes that can operate
in parallel can be tuned for different types of systems, based on the number
of events that need to be compared, the area, and timing constraints etc. The
maximum number of pipeline cycles required to compute and compare the Q-
values of “w” ready write commands is given by the following equation:
cycles = (S + ((w ∗ d)/P))
where S is the number of pipeline stages, P indicates the number of parallel
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pipes, w indicates the number of ready write commands, and d represents the
number of dies explored for write placement. In our implementation we chose
to compare a maximum of 64 ready commands per clock cycle using two paral-
lel pipes (32 commands per pipe), and four die options for write placement, for
which we describe the timing constraints. Depending on the type of attributes
chosen by the GP process, the state-action pairs can be computed by reading the
BST and the channel and die registers.
From CACTI [1], we estimate an SRAM read to the BST to be 187 ps. Con-
servatively assuming that it takes the same time to read the channel and die
registers, the first pipeline stage has a clock period of 187 ps. In the second
pipeline stage, we assume that the CMACs (SRAM tables) are read out in par-
allel, and also require 187 ps. Once the CMACs have been read out we, need
sixteen 16-bit adders to add up the 32 Q-values from the CMACs (arranged in a
four-deep tree). From Wang et al., [70], we estimate the delay of 16-bit adder to
be 181 ps. We conservatively estimate the total time required for adding up to 32
Q-values to be close to 1 ns. Finally, the last pipeline stage requires a 16-bit com-
parator which is estimated to have a delay 230 ps (Perri and Corsonello [56]).
We observe that the third pipeline stage is the one in the critical path (1ns), and
clock the pipeline at 1 GHz to satisfy its timing constraints.
Using above equation, we estimate that the total number of cycles required
to choose a ready command to issue for a set of window of 64 commands is 132
cycles (132 ns).
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4.5 Experimental Methodology
We model our system based on high-end enterprise and server based configura-
tions, which have the capabilities of exploiting high degrees of parallelism. All
our experiments have been carried out by extending the FlashSim simulation
environment [38]. Our baseline flash based SSD integrates eight independent
channels with the flash translation layer. Each channel supports a single pack-
age3. Each package has eight independent dual-planed dies. The planes each
have 2k blocks and each block supports 64, 16KB flash pages. The latency of
a read operation is 25µs, a write operation is 1.3ms and an erase operation is
3.8ms. These numbers were chosen based on discussions with SSD flash ven-
dors in the enterprise domain. The data bus frequency used in our experiments
is 200 MHz. Currently, the bus speeds for flash devices are in the range of
40MHz-133MHz, and these values are only expected to increase in future gen-
erations [13].
We evaluate a number of configurations as represented in Table 4.5. The
O3 configuration performs out-of-order scheduling on a set of ready SSD
events [55]. The baseline garbage collection engine starts performing mainte-
nance operations when the number of free blocks falls below a particular thresh-
old. It continues to garbage collect until a certain upper threshold is reached.
In our experiments we empirically determine these limits to be 15% and 30%
4. RL is our proposed reinforcement learning based scheduler that performs
out-of-order scheduling on read and write SSD events by incorporating fore-
sight and planning. RL uses the baseline garbage collection engine to perform
3Additional packages can be added to independent channels at the cost of bus frequency
4We conducted further experiments on different thresholds and found the results to not vary
significantly.
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maintenance operations. Finally, RL GC, adds garbage collection into the RL
scheduler’s decision making process.
Table 4.5: Evaluated Configurations
O3 Out-Of-Order Scheduling
proposed Nam et al.[55] +
baseline garbage collection
RL RL based scheduling
for read and write events +
baseline garbage collection
RL GC RL based scheduling
for read, write and
garbage collection events
We evaluate our proposed schemes on a set of TPC-C application traces ob-
tained from the SNIA IOTTA Repository [3]. The TPC-C benchmark traces was
collected at Microsoft using the event tracing for Windows framework. All
traces are six-minute long traces collected at various points during periods of
steady-state activity [2].
4.6 Evaluation
Figure 4.6 (left) shows the performance obtained when running the TPC-C
benchmark traces using the O3, RL and RL-GC configurations, normalized to
the performance of O3. RL improves performance over O3 by 10% and RL-GC
improves performance over O3 by 12%. As we will see next, RL’s and RL-GC’s
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Figure 4.6: Performance (left) and Wear (right) for the TPC-C benchmark
traces when running the configurations O3, RL and RL-GC
(higher is better).
superiority comes not only from attaining better I/O operations schedules, but
also importantly by minimizing the interference of maintenance operations with
the schedule.
At the same time, Figure 4.6 (right) shows that the wear sustained by the RL-
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GC configuration (as reflected by the reduced number of block erases) is equal
to or lower than that of O3, whereas the wear for RL configuration is somewhat
higher in many cases. This tell us that the RL configurations are both effective
at improving performance, by learning how to best schedule I/O commands
at run-time. Moreover, by integrating garbage collection into the scheduler’s
available actions (RL-GC), the RL configuration also improves wear—something
the RL configuration that keeps O3’s uncoordinated garbage collection mecha-
nism is unable to achieve. Recall also that the RL configuration’s objective func-
tion does not factor in wear, which results in a reward structure that is agnostic
to it, which RL-GC’s is not.
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Figure 4.7: Cumulative distribution function of completed events for the
benchmark trace TPC-C1, when running the configurations O3,
RL and RL-GC (higher is better).
Figure 4.7 shows the cumulative distribution function of completed events
for the benchmark TPC-C1 when running the configurations considered in this
study. (We verified that this is representative of all the benchmarks studied.)
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The plot is reassuring in that it shows how the RL-based configurations attain
their gains by sustaining a higher event completion rate than the baseline over
the entire run, rather than getting ahead due to some specific, discrete event.
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Figure 4.8: Mean (left) and standard deviation (right) of utilzation across
dies for the benchmark trace TPC-C1, when running O3, RL
and RL-GC
Figure 4.8(left) shows the mean die utilization of each configuration. The
utilization dips reflect maintenance phases, which are not counted toward uti-
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lization (recall that during these no read/write requests are serviced). The plot
shows that, for the RL and RL-GC, utilization is often higher than O3. Two main
factors contribute to this:
— First, remember that O3 performs write placement on a round-robin basis,
whereas the RL-based configurations assess up to four different candidate dies
for every write command. This intelligent write placement exploits the avail-
able parallelism more effectively. As a result, the RL configurations on average
keep dies busy more often, increasing utilization, and hence performance. Fig-
ure 4.8(right) shows the standard deviation of utilization across dies, and shows
that intelligent die selection actually results in lower utilization imbalance than
the seemingly “even-minded” round-robin policy.
— Second, once the maintenance threshold is reached, the O3 configuration is
unable to work around them through changes in its fixed scheduling algorithm,
resulting in frequent drops in die utilization. The RL schedulers successfully
work around maintenance operations, and succeed at maintaining utilization
high wherever there are read/write operations in the command queue.
Overall, these characteristics combined yield higher, more sustained utiliza-
tion, and thus higher performance.
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4.7 Related Work
4.7.1 Flash Translation Layer
Chen et al. propose CAFTL, a content aware flash translation layer that re-
duces write traffic to flash memory by removing unnecessary duplicate writes
and also extends free flash memory by coalescing redundant data is SSDs [16].
DFTL, introduced by Gupta et al. [26], exploits temporal locality to reduce the
size of the translation table by caching. Reuse-Aware NFTL (RNFTL) [69] pro-
poses a reuse strategy that utilizes free pages in a un-erased block efficiently
to reduce the cost of merge operations. LazyFTL proposed in [49] is a page-
mapped FTL that holds small areas of flash memory as update buffers, so that
the main page-level mapping table can be updated in a lazy manner. Wu et al.
propose an adaptive two-level scheme for the FTL that dynamically adjusts the
mapping granularity of logical to physical address blocks [6].
4.7.2 Wear Leveling
Chang et al. [15] propose wear leveling policies that proactively swap hot and
cold data between blocks to promote evenness. M-System TrueFFS [48] dis-
cusses a round robin policy that allocates new blocks for writes based on erasure
counts (static wear leveling) and swaps hot and cold data between young and
old blocks (dynamic wear leveling). STMicroelectronics uses a two-level tech-
nique that writes new data to free blocks with the fewest erases using methods
discussed in [71]. It also swaps hot data with cold data based on the number
of write cycles. Kim et al [37] propose a technique that computes a score for
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each erasable block in the SSD during garbage collection, and erases the block
with the highest score. JFFS [72] and YAFFS [50] propose a turn based selection
policy that periodically enables and disables wear leveling during erasure (fur-
ther elaborated in [61] and [47]). Finally, the dual pool algorithm proposed by
Chang et al. in [14] partitions blocks into a hot pool and a cold pool and swaps
data if the difference between the erasure cycles of the oldest block in the cold
pool and the youngest block in the hot pool reaches a threshold.
4.7.3 Garbage Collection
Kwon et al. introduce FeGC: a scheme with two policies: an efficient block recy-
cling policy based on invalidation history, and a free block management policy
to balances the number of erase operations [40]. Ji et al. propose a technique,
which exploits data redundancy between main memory and flash memory to
minimize garbage collection overheads [34]. Buffer aware garbage collection,
proposed by Lee et al. in [42] discuss improvements for block merging and
victim block selection to reduce migrations and increase fairness. Han et al. de-
scribe an algorithm for flash memory storage systems that predicts future I/O
streams, and selects victim blocks based on these predictions [27].
4.8 Conclusion
In this chapter, we have presented a framework for designing SSD controllers
that use reinforcement learning techniques to simultaneously target important
SSD metrics like performance and endurance. These RL-based controllers are
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able to schedule commands using foresight, gained through experience, to max-
imize concurrency. We have shown that these controllers are able to outper-
form significantly a state-of-the-art out-of-order scheduler (about 12% on aver-
age across several TPC-C benchmarks), and that when the garbage collection
mechanism is integrated into the scheduler itself, this is accomplished with no
endurance penalty.
128
CHAPTER 5
CONCLUSION
Scheduling in DRAM based memory systems is provably NP-hard. A number
of scheduling algorithms have been proposed in the past, primarily focussing
on improving performance. As the storage technology landscape undergoes
rapid changes especially because of device scaling, modern memory systems
have reached an inflection point. There is a convergence of several trends in
DRAM systems, such as the increasing importance of energy consumption, the
need for QoS and Fairness etc., Additionally, device scaling has also enabled
higher degrees of parallelism, concurrency and density in such systems. Al-
though traditionally computer architects have primarily designed memory sys-
tems for improved performance, other objectives like energy efficiency, power
and fairness among multi-programmed applications need to be addressed im-
mediately. We find that most existing techniques make fixed static scheduling
decisions, handle objective functions individually and lack the capability of long
term planning and foresight.
First, this thesis investigates the need for improved scheduling in highly con-
current server-class DRAM systems. We propose MORSE: Multi-Objective Re-
configurable SElf-Optimizing Scheduler: a systematic and general mechanism
based on principles of reinforcement learning (RL), that has the capabilities
of managing multiple objective functions. We use this general mechanism to
present three memory scheduler designs that target performance, energy effi-
ciency, and throughput/fairness. Our first scheduler design – MORSE-P – is
able to improve performance of DDR3 memory subsystems by 16% when com-
pared to FR-FCFS and 7% when compared to the performance oriented self-
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optimizing scheduler described in [32]. We find that by using the available
PwUp/PwDn actions judiciously, MORSE-P is able to derive noticeable bene-
fit by powering down ranks (thereby saving power) without having to close
the rows (thereby increasing page hit rate). This allows MORSE-P to improve
row buffer locality for the applications which inherently helps improve perfor-
mance. The appropriate state attribute and reward values help MORSE-P de-
termine when to issue these PwUp/PwDn actions, making them the primary
contributors to performance.
Our next scheduler design – MORSE-E – is able to increase energy efficiency
by 26%, and reduce energy consumption by 11% in server-class DDR3 systems
when compared to a power-aware extension of the FR-FCFS scheduling algo-
rithm. Since our target optimization metric is energy efficiency, the state at-
tributes selected via multi-factor feature selection for MORSE-E have a good
mix of features geared towards improving both performance, as well as reduc-
ing energy consumption. We find that the rewards obtained using the GA-based
automatic reward derivation process tend to favor powering down ranks more
frequently, in order to improve energy consumption. It is extremely important
to have an efficient power management scheme that puts idle devices into low-
power states and activates them at the right time to avoid significant losses in
performance. With the help of the energy-aware feature selection and reward
function generation process, MORSE-E is able to reduce the average number of
active DRAM devices significantly. MORSE-E is able to proactively determine
when a rank can be placed in low power mode without hurting pending re-
quests. As a result, ranks stay in this mode for longer on average, resulting in
greater energy efficiency.
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Our final scheduler design – MORSE-WS – is able to improve weighted
speedup of multiprogrammed workloads (a measure of system throughput and
fairness) by 8%. It is important to realize that while weighted speedup is a com-
plex metric to measure directly on the field, in our framework it is easy to target
at design time through simulations. Once we have derived the features and
rewards for a metric, the versatility of RL allows the objective function to be
embedded behaviorally on the field, without ever needing to actually measure
it. Another interesting aspect we observe is that MORSE-P – our performance
oriented scheduler – does equally well when compared to MORSE-WS, even
though it was never trained on weighted speedup. But, this is not too supris-
ing, as MORSE-P’s objective is more closely aligned with MORSE-WS’s. This
brings us to the notion of reconfigurability. In a situation where the features are
already set in stone, and where the only changes allowed are to a programmable
table of immediate rewards, we can envision a solution where the features of a
relatable and closely aligned metric can be reused, while deriving the reward
function (using offline training) for the new metric, which can then be easily
reprogrammed using the OS or firmware updates.
As DRAM scaling continues, it has also introduced several problems that
were either easily overlooked or did not manifest in prior memory systems.
Chief among these problems is DRAM Refresh overheads, which have been on
the rise, especially for high density DRAM memory. Additionally, due to this
scaling and increased concurrency, the operating temperature range for DRAMs
have also increased. The ability of DRAM cells to be able to retain charge is
inversely proportional to temperature. Therefore, at high temperatures, the fre-
quency of refresh operations is doubled, which further exacerbates these over-
heads.
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Second, this thesis understands and analyzes the refresh overheads that sur-
face when moving to high density memory, and quantifies the loss in perfor-
mance due to these overheads for DDR4 DRAM subsystems. We first eval-
uate Fine Granularity Refresh (FGR) – a new feature that was introduced in
the DDR4 specification to counter increased refresh latencies in high density
memory. Our analysis of DDR4 DRAM’s new Fine Granularity Refresh feature
shows that there is no one-size-fits-all refresh option across applications. We
propose Adaptive Refresh (AR), a simple yet effective way to leverage the best
FGR mode in each application and phase within the application based on moni-
toring memory utilization. Adaptive refresh is able to find the best refresh mode
for all applications and has very little overhead.
For high-density DRAM systems, we have identified a phenomenon that we
call command queue seizure, whereby the memory controller’s command queue
seizes up because it is full with commands to a rank that is being refreshed. To
attack this problem, we have proposed two complementary mechanisms called
Delayed Command Expansion (DCE) and Preemptive Command Drain (PCD) which
increase the number of issuable DRAM commands in the scheduler’s command
queue when a refresh operation is underway. Both DCE and PCD provide sim-
ple, yet effective forms of foresight and planning as they try to anticipate and
prevent a command queue seizure ahead of time. With these new techniques,
the performance of high density DDR4 memory improves by 12% with no loss
in energy consumption. Once our proposed DCE and PCD mechanisms are in
place, we find that DDR4’s FGR becomes redundant in most cases, except in
highly memory-sensitive applications, where the use of AR does provide some
additional benefit. In all, the proposed mechanisms yield significant perfor-
mance gains with respect to traditional refresh at both normal and extended
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DRAM operating temperatures.
Over the past few years, the usage of NAND flash based SSDs is becoming
more prevalent, primarily because of it’s small size, low power consumption,
low cost and due to device scaling. However, as NAND flash continues to scale,
much like DRAM based memory systems, I/O systems are faced with similar
problems. I/O scheduling is also provably NP-hard and existing I/O controllers
lack coordinated management of various objective functions and are unable to
understand the long-term consequences of their scheduling decisions. There-
fore, finally, this thesis tackles the problem of I/O scheduling in NAND-Flash
based SSDs, by leveraging the reinforcement learning based multi-objective re-
configurable framework used for designing self-optimizing schedulers, intro-
duced in the first part of this thesis. We propose an RL based SSD controller
that manages write-placement, garbage collection and wear leveling synergisti-
cally using foresight and long-term planning. We also provide a methodology
for performing the above operations in effectively in hardware by using the con-
cept of binning. The self optimizing SSD controller is able to improve the perfor-
mance of I/O systems by 12%. There are two main factors that can be attributed
to this increased performance. First, the self-optimizing SSD controller performs
write placement after assessing up to four different dies, but current systems use
a round robin based policy. This intelligent write placement exploits the avail-
able parallelism more effectively. As a result, the RL configurations on average
keep dies busy more often, increasing utilization, and hence performance. Sec-
ond, the RL scheduler successfully works around maintenance operations, and
succeeds at maintaining high utilization whenever there are read/write oper-
ations in the command queue. Overall, these characteristics combined yield
higher, more sustained utilization, and thus higher performance.
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We believe this work provides attractive techniques to improve various as-
pects of memory and I/O subsystems, especially in the wake of device scaling.
More importantly, it is likely to provide useful insights that can be leveraged in
other storage technology domains like PCM, MRAM etc. as well.
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