A Bayesian and Bootstrap logistic left-turn gap acceptance model is developed using 2,730 field observations. The variables that are considered in the model include the gap duration; the driver's wait time in search of an appropriate acceptable gap; the time traveled by a driver to clear the conflict point; and the rain intensity. The model demonstrates that the acceptable time gap decreases as a function of the driver's wait time and increases as the rain intensity increases. The Bayesian and Bootstrap approaches are demonstrated to estimate consistent model parameters. A procedure for modeling the Bayesian realizations that captures parameter correlations without the need to store all parameter combinations is developed. The proposed procedure is demonstrated to produce results that are consistent with the use of the Bayesian realizations. The study then demonstrates how the model produces stochastic realizations of opposed saturation flow rates using a Monte Carlo simulation example application.
Introduction
Gap acceptance is defined as the process that occurs when a traffic stream (known as the opposed flow) has to either cross or merge with another traffic stream (known as the opposing flow). Examples of gap acceptance behavior occur when vehicles on a minor approach cross a major street at a two-way stop controlled intersection or when vehicles make a left turn through an opposing through movement at a signalized intersection. This paper focuses on crossing gap acceptance behavior for permissive left turns at signalized intersections.
A gap is defined as the elapsed-time interval between arrivals of successive vehicles in the opposing flow at a specified reference point in the intersection area. The minimum gap that a driver is willing to accept is generally called the critical gap. The Highway Capacity Manual (HCM) defines the critical gap as the "minimum time interval between the front bumpers of two successive vehicles in the major traffic stream that will allow the entry of one minor-street vehicle." When more than a single opposed vehicle uses a gap, the time headway between successive opposed vehicles is defined as the follow-up time. In general, the follow-up time is shorter than the critical gap and equals the inverse of the unopposed saturation flow rate. Since the critical gap of a driver cannot be measured directly, censored observations (i.e., accepted and rejected gaps) are used to compute critical gaps, as will be described later. For more than three decades research efforts have attempted to model driver gap acceptance behavior, using either deterministic or probabilistic methods. The deterministic critical values are treated as a single threshold for accepting or rejecting gaps. Examples of deterministic methods include the Raff's (Fitpatrick, 1991; Gattis & Low, 1999; Raff & Hart, 1950) and Greenshields' (Greenshields, Schapiro, & Ericksen, 1947; Mason, 1990 ) methods. The stochastic or probabilistic approach for modeling gap acceptance behavior involves constructing either a logit (Yan & Radwan, 2008) or probit model (Hamed & Easa, 1997; Solberg & Oppenlander, 1966) . The fundamental assumption is that drivers will accept all gaps that are larger than the critical gap and reject all smaller gaps. Daganzo (1981) demonstrated the feasibility of maximum likelihood as an approach to estimate the mean and variance of the critical gap of a population of drivers based on collected field dataset. Daganzo used a multinomial probit model to estimate the parameters of the multivariate normal distribution of critical gaps. This multivariate approach accounted for the variation among gaps for a given driver as well as variation among drivers, but Daganzo restricted his model to a certain number of gaps. On the other hand, Mahmassani & Sheffi (1981) used the same collected data by Daganzo and proved that the number of gaps considered does not have to be defined a priori.
Although various researchers have used different definitions for the critical gap, the deterministic model has been the conventional approach of gap acceptance studies. As an alternative, probabilistic models solve some of the inconsistency elements in gap acceptance behavior by using a statistical treatment of opposed driver gap acceptance behavior. In other words a driver's perception of a minimum acceptable gap is treated as a random variable (Madanat, 1994) . For this study, the definition used for the critical gap, is the gap size that is equally likely to be accepted and rejected by the driver, in other words, the gap size corresponding to 50 th percentile of the accepting gap probability distribution (Hamed & Easa, 1997; Solberg & Oppenlander, 1966; Yan & Radwan, 2008) .
In the case of permissive left-turn maneuvers, the HCM estimates the opposed saturation flow rate based on the critical and follow-up gap durations. The critical gap accepted by left-turn drivers is 4.5 s, according to the HCM, and the average follow-up time between continuous left-turn vehicles is 2.5 s at signalized intersections with a permitted left-turn phase. These values are independent of the number of opposing-through lanes to be crossed by the opposed vehicles. The American Association of State Highway and Transportation Officials (AASHTO, 2001) , classifies the left turning movements from the major road across opposing traffic as Case F. The AASHTO (2001) recommends that critical gap for left-turning passenger cars be set equal to 5.5 s and for left-turning vehicles that cross more than one opposing lane to add an additional 0.5 s for each additional lane of travel.
Study Objectives and Paper Layout
The objectives of this study are: (a) to develop two stochastic approaches (bootstrap and Bayesian) for the modeling of driver gap acceptance behavior; (b) to compare the stochastic modeling behavior; and (c) to study the impact of stochastic gap acceptance behavior on the opposed saturation flow rate.
In terms of the paper layout initially the data gathering procedures and a description of the data is provided followed by a discussion of the bootstrap approach to modeling gap acceptance behavior. Subsequently, a Bayesian approach for modeling driver gap acceptance behavior is presented followed by a comparison of the two approaches. The modeling of stochastic opposed saturation flow rate is then discussed using the proposed stochastic gap acceptance modeling framework. Finally, the conclusions of the paper are presented together with recommendations for further research.
Data Gathering and Extraction
The study site that was considered in this study was the signalized intersection of Depot Street and North Franklin Street (Business Route 460) in Christiansburg, Virginia, as illustrated in Figure 1 . The intersection consisted of four approaches at approximately 90° angles. The posted speed limit for the eastbound and northbound approaches was 35 mi/h and for the westbound and southbound approaches was 25 mi/h. The signal phasing of the intersection included three phases, two phases for the Depot street North and South (one phase for each approach) and one phase for the North Franklin Street (two approaches discharging during the same phase) with permissive left turn movements. The entering average annual daily traffic (AADT) for this intersection was 26,671 veh/day and there was an average of 11 accidents per year reported at this intersection. The intersection was equipped with an infrastructure-based radar and digital video data collection system that measured a variety of state and kinematic information (such as vehicle acceleration and velocity). The video cameras were mounted on each of the four traffic signal mast arms to provide an image of the entire intersection environment at a frequency of 20 Hertz. In addition, a weather station was installed on one of the signal masts that provided weather information (rain intensity) each minute.
The video data were reduced manually by recording the time instant at which a subject vehicle initiated its search to make a left turn maneuver, the time step at which the vehicle made its first move to execute its left turn maneuver, and the time the left turning vehicle reached each of the conflict points. In addition, the time stamps at which each of the opposing vehicles passed the conflict points were identified. The final dataset that was analyzed consisted of a total of 2,730 gaps of which 301 were accepted and 2,429 were rejected. These 2,730 observations included 2,017 observations for dry conditions and 713 observations for different rain intensity levels, as summarized in Table 1 . 
Model Parameter Estimation using Bootstrapping
Given that the driver response is a discrete variable (reject or accept) while the independent variables are continuous, a logistic model was fit to the data. Three multivariate models were evaluated and compared. The final model that was selected was of the form ( )
Where logit(p) equals ln(p/(1-p)); p is probability of accepting a gap; g is the gap size offered to the opposed vehicle (s); w is the duration of time that the driver waits in search of an acceptable gap (s); r is the rain intensity (cm/h); and t is the median travel time to the conflict point (2.3 s in the case of the first conflict point and 3.5 s for the second). The model's coefficients were calibrated using the field data by a generalized linear model (GLM). The model coefficients ( 0 , 1 , 2 , and 3 ) are listed in Table 2 along with the t-statistics and the p-value. The 95 percent confidence limits were estimated at (-4.011, -3.367), (0.698, 0.850), (0.014, 0.053), and (-1.167, -0.217), respectively. Based on Equation (1), the critical gap can then be computed by setting the probability of accepting a gap to 0.5 which results in a logit function that equals zero. Consequently the critical gap (t c ) can be computed as By applying the calibrated logit model coefficients ( 0 , 1 , 2 , and 3 ) to Equation (2) the critical gap coefficients ( 0 , 1 , and 2 ) are computed to be 7.07, -0.04, and 0.81 for the first conflict point and 8.27, -0.04, 0.81 for the second conflict point, respectively. This implies that the critical gap decreases as the driver waits longer in search of an acceptable gap (i.e. drivers become more aggressive as they wait longer). Alternatively, the critical gap increases as the rain intensity increases (i.e. drivers become less aggressive as the rain intensity increases).
The model coefficients were also calibrated using a Bootstrap approach in order to generate stochastic estimates of the model coefficients. This was achieved by re-sampling the observations with repetitions and estimating the model parameters for each sample. Specifically, the observed gaps were randomly sampled by generating N uniformly distributed random numbers between 0 and N, where N is the total number of observations. These random numbers were then rounded to the nearest integer to identify the observations to be included in the sample. Each sample was used to calibrate four model parameters using Equation (1). The calibration, which was conducted in Matlab using the GLM procedure, was repeated 50,000 times. The calibrated model parameter distributions were then generated. Figure 2 illustrates the parameter distributions considering a sample size of 1,000 realizations in order to be consistent with the results of the following section. Noteworthy is the fact that in some rare instances the wait time coefficient ( 2 ) was less than zero, indicating that for these realizations the model critical gap increases as the driver wait time increases. These instances represent unrealistic realizations of the model parameters. ects the parameters fixed. In Bayesian meters are regarded distributions, were e Matlab software. utions when these
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Comparison of Bootstrapping and Baye
This section presents a comparison betw approaches. The comparison is made in te Kurtosis which is a measure of the distributi distributions. arable results for the coefficient 0 , 1 , and 2 ; howeve ervation is that the Bayesian analysis converges app ution is except for the 3 parameter. The Bootstrappin . ty functions showed similar distributions were ob orrelation between trap and Bayesian deviation (σ), and ity and cumulative model parameters. ast row shows the niform distribution ) Normal 2, where nd (e) Bootstrap, is er, the 3 estimates proximately to the ng distributions are btained from both techniques for parameters 0 and 1 . However, differences were observed for the 2 and 3 parameters. A Kolmogrov-Smirnov test was applied to compare the parameter probability density functions for the various parameters. The test results showed that for the first three coefficients there was insufficient evidence to reject the hypothesis that the parameters were from the same distribution at a level of significance of 5 percent except the last two (Normal 3 and Bootstrap approaches). The distribution obtained from Bootstrapping for 3 is different from all others.
It should also be noted that in the case of the 2 parameter the Bayesian approach produces a normally distributed function with a mean of 0.0337 and a standard deviation of 0.0102. Consequently all 2 parameter realizations are positive. Similarly, the Bootstrap approach has a 0.0% probability of producing negative 2 parameter estimates given that the 2 parameter mean is 0.0336 with a standard deviation of 0.0106. All model parameter estimates are close to the GLM model estimates of -3.677, 0.771, 0.033, and -0.623, respectively regardless of what the prior distribution is. In summary, the results suggest that a Bayesian approach for estimating model parameters is consistent a Bootstrap approach, however it does produce less variability in the model parameter estimates. Consequently, the remainder of the paper considers the sole use of a Bayesian approach.
Model Application
The model coefficient probability density functions obtained in the previous section can be used to model individual driver behavior within a micro-simulation. This model can capture individual differences in driver behavior and their unique responses to difference factors, including the rain intensity and wait time. The realizations of the i parameters cannot be generated independently; instead the correlations between these parameters must be captured. Figure 5 demonstrates that there are definite correlations between the 1 and 0 and 2 and 0 parameters. The modeling of parameter interactions can be achieved by storing the set of parameter realizations from the Bayesian model, which is computationally intensive. Alternatively, the interaction can be captured through the use of joint probability functions; however, this is typically difficult to implement given that the joint probability is a five dimensional function when one considers the four parameters. Consequently, a cascaded regression approach adopted as follows: This relationship can be reduced to a relationship between 2 on 0 using the relationship between 1 and 0 that was established in Equation (4). The error term remains normally distributed given that it is the summation of two normally distributed variables with zero mean. The final model is cast as Table 4 . Consequently, the final model requires the calibration of a total of 12 parameters. The model parameter credible intervals interval for the critical gap for the 1-lane a credible intervals are treated as Frequenti statistically different. This difference is app traverse the two conflict points.
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