Abstract: Several direct empirical time series investigations of global climate change and its impact have been studied by several world famous researchers. Some researches regarding local climatic change and its impact have been published but the time series properties of the variables related to national as well as local climate are yet to be able to have proper attention. The presence or absence of unit roots in these time series or inappropriate statistical tools may challenge the validity of the interpretations of their results and implies that cointegration analysis can be used to investigate the relation among variables. This article attempts to deduce time series properties of temperature, rainfall and humidity of Dinajpur district.
Introduction
Several direct empirical time series investigations of global climate change and its impact (e.g. Lane et al. 1994; Kuo et al. 1990; Thomson 1995; Schönwiese 1994; Tol 1994; Lean et al. 1995) and some researches regarding local climatic change and its impact (e.g. Karmaker, 1997; Hossain, et al., 2001) have been published but the time series properties of the variables have received little attention with a few notable exceptions in the case of global temperature series (Bloomfield and Nychka 1992; Woodward and Gray 1993) .
Classical linear regression techniques may indicate a positive/negative relationship among such climatic series but unable to show any relationship among the climatic variables. However, recent developments in econometrics allow for the analysis of relationships between statistically nonstationary data.
Cointegration techniques (Engle and Granger, 1987; Johansen, 1988) are used by macro-economists to detect and quantify relations among variables such as GDP and aggregate price levels. These non-stationary trending variables may share common long-run stochastic trends.
In this paper, some climatic data (viz., temperature, humidity, and rainfall) are analyzed for the presence of stochastic trends in individual variables and for stochastic trends shared by two or more of these variables.
Objectives of the Study
The aim of this paper is to investigate the time series properties of three climatic variables (temperature, humidity and rainfall) of Dinajpur district of Bangladesh, which is known for wheat production and quality varieties of rice by using these newly available statistically rigorous techniques. The whole study consists of several sections comprising research methodology, data sources and findings of the study.
Time Series Properties
Time series can be characterized in many ways. The study focuses on the presence or absence of stochastic trends in the variables. The reason for this is that, unlike linear deterministic trends, stochastic trends provide a unique "fingerprint" for a variable which we can then look for in other series. A shared stochastic trend is taken as evidence for a causal relation between the series. In the following, review was done for the theory of stochastic trends and tests for stochastic trends, and also the theory of cointegration and discussed its implications. 
Deterministic trend

Stochastic trends
If a series is nonstationary but its first difference is stationary the series is said to be integrated of order one or I(1). A process that requires differencing twice to achieve stationarity is referred to as an I(2) process. A process that is stationary without differencing is referred to as an I(0) or "levels stationary" process.
For an I(1) process this trend is a simple random walk. An integrated variable shows no particular tendency to return to a mean or deterministic trend and shocks to the variable are "remembered" -those do not die out over time. An I (2) process (the more general case) can be represented as: 
Tests for trends (deterministic/stochastic)
To test for the presence of deterministic/stochastic trends, four tests were applied. The Dickey-Fuller (Dickey and Fuller, 1979, 1981) and Phillips-Perron (Phillips and Perron, 1988) tests are the same but use different approaches to deal with serial correlation in the data. For both tests the null hypothesis is that the series contains a stochastic trend. The model for the Dickey Fuller test is:
where Y t is the variable under investigation and t  is a random error term. The number of lags p is chosen using the Akaike Information Criterion (Akaike, 1973) . The lagged variables provide a correction for possible serial correlation. The null hypothesis is . The alternative hypothesis is that the process is stationary around the deterministic trend.
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The Phillips-Perron test uses the same models as the Dickey-Fuller tests, but rather than using lagged variables, it employs a non-parametric correction (Newey and West, 1987) for serial correlation. The test statistics for both the Dickey Fuller and Phillips Perron tests have the same distributions. Critical levels are reproduced in Hamilton (1994) and Enders (1995) .
The Kwiatowski, Phillips, Schmidt, and Shin (1992) test (KPSS) differs from the other tests in that the null hypothesis postulates that the series is stationary, the alternative is the presence of a stochastic trend.
Unit root test by bootstrapping
To test for stochastic trend, The model-based bootstrap for unit root test was considered. To conduct the test assuming the AR(1) model as The bootstrap test is very important from the robustness and diagnostic viewpoint. The test procedures mentioned above are studied rigorously in statistical inference but so far as we know the behavior of these tests based on asymptotic distribution and bootstrap replications is not much reported.
Cointegration
Cointegration analysis can determine whether the stochastic trends uncovered by univariate tests are shared by more than one series. Typically, linear combinations of integrated process also are integrated. The residual from a regression of the two variables will be non-stationary. This violates the classical conditions for a linear regression. Such a regression is known as a spurious regression (Granger and Newbold, 1974) . Correlation coefficients and t statistics for the regression are likely to show that there is a significant relation between the variables when no such relation exists. A further implication of the cointegration concept is that if the variables have different orders of integration they cannot be cointegrated directly.
Sources of Data
The major mean monthly meteorological data of Dinajpur district on temperature, humidity, rainfall are collected from Bangladesh meteorological office. 
Results and Discussions
Forecasting the Missing Observations
To forecast the missing observation of two climatic variables, humidity and temperature, the study uses suitable ARIMA model. from time origin t. The RMSFE of the 24 forecasts in Table 4 .1 is 3.6068. Figs. 5.1, 5.2 and 5.3 show that the time series plots does not shows any trend in each series and the variance is constant over time. The data seem to move around a constant overall mean; but certain observations are regularly above or regularly below this overall mean. That is, the level of these series shifts in a seasonal fashion. SACF also supports this statement. SACF shows that a given month of each series is similar to the same month one year earlier, two years earlier and so on. These evidences imply that humidity, rainfall and temperature series of Dinajpur district have strong seasonal patters.
It will be better to show that whether each seasonally occurring series have the same degree and variation through the years. It can be explicitly shown by boxplot. Figs. 5.4, 5.5, 5.6 show the monthly degrees and variations through the years which are almost different for each climatic series. (April, 1960 ) to 90 (August, 1966 . Humidity increases gradually from April and remains almost high (82-90) through July to September and then starts to decrease gradually from October. That is, the period from June to September is very highly humid. Rainfall is very minimal during the period November to March. That is, the monthly mean rainfall ranges from 0 mm to 1196 mm and the period June to September can be characterized by heavy rainfall. 
Results of tests for stochastic trends
In this subsection, four tests were used to determine the presence of stochastic trends in a selected group of climate change data of Dinajpur district. Here four time series were considered namely, average, maximum, minimum and difference (i.e., difference between maximum and minimum) for each of the three annual climatic variables; humidity, rainfall and temperature over the period 1948 to 2002. That is, we perform four test procedures for stochastic trends on twelve time series over the period 1948 to 2002. Time series plots (Figs. 5.1, 5.2 and 5.3) of all the series are far less clear. Almost all the series are trending but the graphs cut a deterministic linear regression line repeatedly, which hint that these series could be trend stationary. So, we conduct the tests under the null hypothesis that the series is a random walk with drift whilethe alternative hypothesis is that the series is a trend stationary. Summary of the tests are given in Table 5 .1 Table 5 .1 shows that ADF and KPSS give identical results. They show that three humidity series (average, minimum and difference) and two temperature series (minimum and difference) are I(1) and all other series are tend stationary. Though Bootstrap and P-P also shows identical results, they say that only humidity (average) series is I(1) rather than trend stationary. That is, except four series, all test procedures used here give same results. We also conduct the tests under the null hypothesis that the series is a random walk while the alternative hypothesis is that the series is stationary. Results of these tests are shown in Table 5 .2. 
Conclusions
The overall findings obtained from the Dickey-Fuller (Dickey and Fuller, 1979, 1981) , Phillips-Perron (Phillips and Perron, 1988) , KPSS (Kwiatowski, Phillips, Schmidt, and Shin, 1992 ) and Bootstrap test demonstrate that the annual average, minimum, maximum and difference series for humidity, temperature and rainfall of Dinajpur district are integrated of order 1, that is, these contain stochastic trends except the minimum rainfall series. So, we should be careful about being trapped in spurious regression in case of climatic variables in regression where we need the help of co-integration technique for showing causal relationship among climatic variables / economic and climatic variables.
