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Abstract
The thesis presents an over-exposure correction method for photographs. The
method corrects the lightness and color parts of the over-exposure regions of the
photograph separately. For the lightness part, the well-exposed regions are com-
pressed non-linearly and then the over-exposure regions are corrected based on
a confidence function. For the color part, the color values of the small holes are
corrected using spatial and chromatic bilateral filter, and the color values of the
large regions are filled in by a patch-based inpainting algorithm.
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Exposure in photography means the total amount of light fell on the photo-
graphic medium, be either photographic film or image sensor [1]. A desired expo-
sure should reflect the actual scene or subject accurately. Over-exposure in a
photograph means a loss of highlight details in some bright regions, resulting in
those parts become all white-looking or washed-out. It is also called saturation
or over-saturated in some work. It happens when the photographic sensor fails
to capture the correct exposure, because some parts of the scene are beyond the
limited dynamic range (or exposure range) of the sensor. Here dynamic range
refers to the ratio between the largest and smallest light intensities in the scene.
A typical digital camera usually has dynamic range around 1000. Fig 1.1 shows
one example of over-exposure in a photograph.
Some practice can be done to avoid over-exposure. The photographer may
choose suitable camera setting to control the physical amount of light from the
scene to the sensor, thus to capture the significant areas of shadow and highlight
details within the dynamic range. One common way to change the exposure value
is to adjust the lens aperture and shutter speed (exposure time), but adjust the
1
2Figure 1.1: Wiki picture: the over-exposed regions are marked red [1]
aperture will change the depth of field (focal length) as well and shorter shutter
speed will probably make the photograph dark (Fig 1.2 and 1.3). Other physical
methods include: using a graduated neutral density filter (an optical filter that has
a variable light transmission) or gobo (a physical template placed in front of the
lighting source to control the shape of emitted light) to reduce the amount of light
coming from the highlight areas. They are too professional for a common camera
user. Sometimes it is difficult to choose the right setting, such as scenes with
non-static subjects or under strong day light. For some extreme cases it is even
3impossible since the dynamic range of a typical digital camera is usually limited to
1000, while some natural scenes under direct sunlight have dynamic range exceeds
105. Thus a common digital camera cannot avoid over-exposure in those extreme
conditions. Another way to solve the problem is to use HDR (high dynamic range)
cameras, but this kind of cameras are expensive. And over-exposure in the current
LDR (low dynamic range) photographs cannot be fixed.
Figure 1.2: The change of aperture will change the depth of field, from wiki [2]
4Figure 1.3: Different shutter speed will result different light exposure, from wiki
[1]
1.2 The Method
Over-exposure correction is the post-processing after photo-taking. It is ba-
sically the restoration of the information lost in the over-exposed regions in the
photograph (or maybe other images). To recover the information, there are mainly
two sources to estimate the real information. One is to use the information from
the neighboring well-exposed regions; another is to use some prior information
based on human visual principles or the special properties of the scene. When
certain parts of the photograph are damaged badly by over-exposure, it is almost
impossible to retrieve the original information. What can be done at best is to
fill the damaged regions with reasonable information such that the whole image
becomes visually smooth. Following that thought, an over-exposure correction
method based on two papers [22] and [27] is presented.
The over-exposure correction method is of three parts, over-exposure detection,
lightness correction and color correction. Firstly, the over exposed region is de-
tected based on an over-exposure detection function. The well-exposed regions
will be used as the source region for the color correction later. Secondly, lightness
correction is performed using both tone reproduction operator and the previous
5exposure detection function. Lastly, for the small over-exposed regions (pixels sur-
rounded by many pixels from the well-exposed regions), color correction is done
by using weighted neighborhood pixel color values; for the large over-exposed re-
gions, color correction is based on a patch-based inpainting algorithm. The method
workflow is shown in the diagram below:
Figure 1.4: The workflow for the over-exposure correction method
1.3 The Structure
The rest of thesis is organized as follows: Chapter 2 shows some previous work on
related problems. Chapter 3 describes the details of the over-exposure correction
method. Chapter 4 presents and discusses the experimental results. And at last,
Chapter 5 concludes the thesis and describes future work.
Chapter 2
Previous Work
Not many papers deal with over-exposure directly, but there are some useful
techniques related to the problem, such as tone mapping and patch-based inpaint-
ing, which will be discussed below.
2.1 Tone mapping
Tone mapping and reverse tone mapping techniques are well known in imag-
ing processing and computational graphics. Here tone mapping is a technique
to approximate the appearance of HDR (high dynamic range) images in a LDR
(low dynamic range) medium, such as LCD monitors or projectors [5]. DiCarlo
[6] organizes the tone mapping algorithms into two categories: tone reproduction
curves (TRCs) and tone reproduction operators (TROs). TRCs operate point-
wise on the image data, while TROs use the spatial structure of the image data
and attempt to preserve local image contrast. TRCs are simple and efficient, but
they have difficulty preserving local image contrast for images with both bright
and dark parts. And preserving local contrast is important because human eyes
are more sensitive to intensity contrast rather than intensity differences. TROs
usually use multi-resolution decomposition algorithms such as Gaussian decompo-
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7sition to preserve local image contrast. It may lead to unwanted artifacts. Some
attempts are tried to avoid the problem. In [23], the algorithm focuses on both lo-
cal contract and global consistency. A log luminance perceptual grouping process
to derive a sparse representation of HDR luminance is proposed. Then tone map-
ping is applied to a few perceptual significant regions using region-wise bilateral
weighting scheme. Ashikhmin [35] firstly estimates the local luminance adaptation
level for each pixel, then applies a TRCs function and lastly puts back the image
details. The algorithm both preserves image details and provides enough absolute
brightness information in a low dynamic range tone mapped image.
On the opposite side, reverse tone mapping is to create HDR output from LDR
inputs. For example, the combination of multiple LDR photographs with different
exposure values to form a HDR image, such as in Banterle [38], Debevec and
Malik [3] and De Neve et al. [4]. Debevec and Malik’s method is a well-known
HDR image synthesis method, using the assumption of reciprocity to derive the
response function and relative radiance values from multiple images with different
exposures. De Neve improved upon Debevec and Malik’s method, estimates the
camera response function and then reconstructs the radiance map by solving a
joint optimization. The method is faster and renders better visual performance.
But for both methods, the limit is that multiple photographs of the same static
scene are needed. Thus those methods cannot work on existing pictures, and it
cannot be used for those photographs capturing moving objects. The method
in this thesis only requires the original photograph and it is purely automatic.
However, the technique itself can be used in gradient compression of the lightness
correction part of this thesis.
82.2 Inpainting method
Image inpainting is to fill the damaged or missing regions (target regions) of
an image based on the observable parts. Ideally the inpainted image possess
texture and edges are consistent to the original image and reasonable to human
vision. Its initial applications include restoration of old paintings by museum
artists, and removing scratches from photographs [7]. The term firstly appeared
in the pioneering work of Bertalmio et al. [8], in which they tried to connect
the contours (isophotes) across the target regions. In the later works [9] [10],
Bertalmio et al. realize that the approach used is equivalent to the inviscid Euler
equation from incompressible flow and the boundary condition needs a Navier-
Stokes formulation. This kind of geometrical approach can propagate contours
quite well but often failed for large regions with texture. Another approach is
the total variational model. One example is Chan and Shen [11] [13]. Their
model includes penalty term that keeps the solutions close to the given image
and regularization term based on the prior knowledge of properties of the image.
However the model cannot connect contours of long distances as the regularization
term penalize on the length of edges.
Both of the above are PDE-based modeling methods. Besides that type, there
are Bayesian method, wavelets and spectral method, and the learning-and-growing
method (texture synthesis), etc. The idea behind Bayesian method is simple: how
we inpaint an image is depends on how we interpret the image (data model) and
what class we believe the picture belongs to (image model) [12]. The data model is
mostly related to our visual system. For example, one most well-known principle
is the connectivity principle: we always try to connect broken lines and view
broken structure as one whole part. Image model is based on our knowledge of
the real objects [14]. For example, the shape of normal furnitures and the color
of common fruits. Wavelet-based methods make use of sparsity and regularity
9of the wavelet transformed images. In [15], total variation (TV) minimization
wavelet models are proposed. TV norm is used because it can retain sharp edges
while reducing the noise. In [17], a tight frame based regularization approach
is used for inpainting problems, and the minimization problem is solved by the
split Bregman algorithm [16]. Those methods can successfully solve inpainting
problems with small target regions, but they are not suitable for those with large
target regions of large texture.
2.3 Patch-based inpainting
Texture synthesis is one of the methods that can propagate large textures [30]
[34] [37] [40] [43] [44] [45] [46] [47]. General definition of texture does not exist in
computer vision literature. In [51], the reason explained is that the intensity varia-
tions in an image which characterize texture are generally due to some underlying
physical variation in the scene, and modeling this physical variation is very diffi-
cult, so texture is usually characterized by the two-dimensional variations in the
intensities present in the image. However, these properties are always linked with
texture: uniformity, smoothness, roughness, regularity, linearity and frequency.
Textures can be arranged along the spectrum from stochastic to regular.
Patch-based texture synthesis is a simple and efficient way to generate new
textures. For example, Ashikhmin [34] presents an algorithm that can generates a
new image of arbitrary size with visually similar appearance. And the new image
does not change the basic spatial frequencies the original image. It can also be
applied to over-exposure correction problems. Wang et al. [21] tries to transfer
texture details to the over-exposed regions, using a rather interactive algorithm.
The technique can hallucinate an HDR image from a LDR original. However, the
algorithm requires a near repeating texture pattern in the image and also user’s
interaction to specify the needed texture. Besides Wang et al., there are other
10
papers using texture synthesis techniques. Some are related to the method used
in the color correction part, which will be discussed more in Chapter 4.
Inpainting problems usually specify the source region and the target region to fill
in the input image beforehand. However for over-exposure correction, the whole
photograph is more or less affected by over-exposure, both in lightness and color.
The objective is to make the photograph more visually reasonable, while maintain
the original information in the photograph. The correction of those over-exposed
regions, especially those with colors damaged severely by over-exposure, is similar
to the inpainting process. Thus basically, any effective inpainting method can be
applied to the color part of the over-exposure correction algorithm.
2.4 Over-exposure correction methods
Few papers directly address the problem of over-exposure correction. Zhang et
al. [18], Masood et al. [20], Razlighi et al. [33], Wang et al. [21] and Guo et al.
[22] are some examples.
Zhang et al. [18] and Masood et al. [20] both use the intuition that in regions
that at least one color channel unsaturated, the unsaturated color channel can
provide some useful information for the estimation of true values of the saturated
color channel. Zhang et al. [18] constructed a Bayesian algorithm which uses the
non-saturated color channels and a multivariate Gaussian prior to estimate the
saturated (over-exposed) color values. As noted in Zhang’s paper [19], the algo-
rithm operates on the raw sensor responses, it is intended to be incorporated into
the camera image processing pipeline and is not appropriate for post-processing
already existing images. Masood et al. [20] developed an algorithm based on the
smoothness prior: the similarity of the color channel ratios and color values of
neighboring pixels. The algorithm tries to estimate the ratio between different
11
color channels of over-exposed regions by using the ratios in the nearby unsatu-
rated regions. However, both methods are limited as there must be at least one
color channel unsaturated in the whole photograph. It cannot deal with the cases
which all three color channels are over-exposed.
Guo’s method [22] recovers the lightness and color of the photograph separately.
Firstly, the dynamic range of well-exposed region is slightly compressed to make
room for the over-exposed region. Then lightness is recovered based on an over-
exposure likelihood. At last the color is corrected using neighborhood propaga-
tion. However, the color correction part is basically the averaging of the weighted
neighborhood information, which may not work well for large over-exposed re-






Inpainting problems usually specify the target region to fill in the image be-
forehand. For over-exposure correction problems, it is different since the whole
photograph is more or less affected by over-exposure, both in lightness and color.
However, the correction of those over-exposed regions, especially those with colors
damaged severely by over-exposure, is similar to the inpainting process of those
corresponding regions. Thus an effective inpainting method can also be applied
to the over-exposure correction, especially the methods that can transfer large
textures. The good thing for over-exposure correction problems is that even the
severely damaged regions can provide some information for data recovery.
As described in the introduction, the over-exposure correction method is of three
parts, over-exposure detection, lightness correction and color correction. Firstly,
the over-exposed region is detected based on an over-exposure detection function.
The other parts of the photograph are considered more trusted and will be used
12
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as the source region for the color correction later. Secondly, lightness correction
is performed using both tone reproduction operator and the previous exposure
detection function. Lastly, for the small over-exposed regions (pixels surrounded
by many pixels from the well-exposed regions), color correction is using weighted
neighborhood pixel color values; for the large over-exposed regions, color correction
is based on a patch-based inpainting algorithm. The method workflow is shown
in the diagram below:
Figure 3.1: The workflow for the over-exposure correction method
We use CIELAB colorspace instead of the common RGB colorspace in this
thesis for two reasons. Firstly, there is substantial evidence that the response of the
rod and cone photoreceptors are organized at an early stage in the human visual
system into responses in an achromatic channel sensitive to luminance variations
14
(lightness) and two chromatic channels (color), one sensitive to variation along a
red/green axis and the other sensitive along a yellow/blue axis [41]. Secondly, we
need the perceptual uniformity of the CIELAB colorspace [28]. Here perceptually
uniformity means that a change of the same amount in a color value should produce
a change of about the same visual importance [31]. This is useful when we need to
find the patches with similar colors. Hence the input (original image) is converted
to CIELAB colorspace from the original RGB colorspace to separate lightness L
and color C = (a b)T to represent the two color channels of the input image. L̂
and Ĉ are defined to represent lightness and color of the output image. Noted
that L ranges from 0 to 100, and both a and b range from −128 to 128 [31]. The
picture below is one example of the over-exposure correction.
Figure 3.2: The result of the over-exposure correction
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3.2 Detection
For the over-exposure problems, one difficulty is to detect the over-exposed
regions. If using RGB colorspace with the 8 bits quantization, the saturated pixel
values are usually 255 or near 255. Previous works usually use a hard threshold
near the maximum value 255, such as 235 [20], which only values larger or equal
to the threshold value are considered over-exposed (Fig 3.3 is one example).
Figure 3.3: The over-exposed regions are marked red, from wiki
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However, such a hard threshold may not capture the gradual transition from
the over-exposed regions to the neighboring regions. L is the lightness matrix
and C is the color matrix of the pixels in the original photograph. Li and Ci are
corresponding to the individual pixels. Here an over-exposure detection function
F [22] is used based on L and C. The rational behind it is: for the pixel that is
affected more by over-exposure, the lightness will be brighter (value be larger) and
the color will be desaturated (thus absolute value be smaller). Hence F increases




(tanh (σ  ((Li − LT ) + (CT − ||Ci||2)) + 1) (3.1)
here LT and CT denote the threshold value of the over-exposure region, Fi = 0.5
for Li = LT and Ci = CT . And σ controls the growth of Fi when Li increases or
||Ci||2 decreases. By default, σ = 160 , LT = 80 and CT = 40 [22].
We can observe that the value F is between 0 and 1. As F increases, the pixel
is more over-exposed. We define the region with F ≥ 0.5 as the over-exposure
region, which are the region that is more likely to be over-exposed, denote as Ω,
the region with F < 0.5 is denoted as ¬Ω, e.g. Fig. 3.4. This is a default setting,
user may adjust the parameters specifically.
17
Figure 3.4: the white area Ω is detected as more or less affected by over-exposure
3.3 Lightness Correction
Since the pixels in the over-exposed region Ω have lightness value close to the
maximum value, in order to make room for the recovered lightness of those pixels
in Ω, a tone mapping technique [48] is used here to compress the dynamic range
of the well-exposed region ¬Ω, thus Ω have some values to fill in.
We introduce over-exposure likelihood P based on over-exposure function F to
denote the relative value of the actual lightness in Ω. We can observe that P is




where N is the normalization factor to make maxiPi = 1. Fi 6= 1 because of its
definition, hence Pi is well-defined.
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To compress the dynamic range in ¬Ω, we use the gradient attenuation function






β · ∇Li if i ∈ ¬Ω
∇Li otherwise
(3.3)
where α and β are two parameters to control the compression ratio of the image.
α is to control the minimum gradient that is compressed, and it is usually set to
the 0.1 times the average gradient magnitude. β is to control the compression
ratio, and it is set to 0.1 here.
It is a TROs method. DiCarlo [6] organizes the tone mapping algorithms into
two categories: tone reproduction curves(TRCs) and tone reproduction opera-
tors(TROs). TRCs operate pointwise on the image data, making the algorithms
simple and efficient, while TROs use the spatial structure of the image data and
attempt to preserve local image contrast. Since human vision is mainly sensitive
to local contrast rather than the absolute values, TROs method is used here. The
gradient ∇L is compressed non-linearly: those larger gradients are compressed
more than smaller ones. As the human visualize the contrast of light based on
intensity ratio rather than intensity difference [26]. The compression factor in ¬Ω
is a power of the magnitude of the gradient. Those small gradient (less than α,
0.1 times the average gradient magnitude) are even increased to make sure those
small details are not ignored. And the gradient in Ω is kept unchanged.
To recover the lightness L̂, we try to optimize with some constraints. One is to
keep the gradients as close to the desired gradients as possible; second is to keep
the pixel values as close as the original values with different likelihood; third is to
keep the pixels with low lightness unchanged hence the details will not lost after
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compression. The penalty functions are constructed as an optimization problem:
1 =





i∈¬Ω Pi|L̂i − Li|2
(3.4)
where |¬Ω| denotes the number of pixels in ¬Ω. 1 is for the first constraint and
2 is for the second constraint.
Overall, the optimization will be
 = 1 + λ2 (3.5)
and the following is to make sure the pixels with low lightness will not lose details
L̂ = L if L < min(L) + r(max(L)−min(L)) (3.6)
where r = 0.1. Here λ controls the balance between gradient and value. Larger λ
means that the lightness of Ω is less affected by the gradient compression in ¬Ω.




After lightness correction, we try to modify the color values of the over-exposed
regions Ω. The color values of the pixels in ¬Ω are considered trusted, as they are
barely affected by over-exposure. They are used as the source region. And the
pixels in Ω are our target region, the region to fill in the color values.
In [27], Criminisi discuss the difference between texture synthesis algorithms
and inpainting algorithm. The former focus on repeating 2D patterns with some
randomness and the latter focus on linear structures. Here we simplify the color
filling procedure by separate the target regions into two cases. For pixels in the
over-exposed region with many neighborhood pixels from the trusted region, we
use inpainting method based on neighborhood information. For those without
much neighborhood trusted pixels, we use patch-based texture transfer method
instead. This will speed up the method as the time consuming steps of patch
finding is reduced to the case two pixels. The case one pixels are corrected using
the fast bilateral filter.
If all the pixels are by simple inpainting, the large regions will be blurred, as
shown in Fig 3.5.
Figure 3.5: The result of using inpainting to fill large regions, from [27]
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The method used here to differentiate the two cases is to calculate the percentage
of the pixels from source region in the 9×9 neighborhood window. If the percentage
is more than 80%, it is considered a small hole. Otherwise it is a large region.
Both cases will be dealt separately. A more mathematical convincing method is to
use Gaussian filter for the neighborhood pixels, thus the neighboring pixels nearer
to the center pixel will have more weight. In practice the simple method is used
for general pictures. The separation may be bad for some special pictures, and it
will be discussed in the implementation part later.
22
3.4.1 Small holes
Firstly we try to fill the color values of the small holes, which are those pixels
with enough neighbor pixels from the source region ¬Ω. The color value of the
pixel is kind of a weighted average of the color values of the neighborhood pixels
from the source region. The weight we used here is similar to that in bilateral
filter [36], which is a product of several Gaussian function. For example, for the
pixel i ∈ Ω, j ∈ ¬Ω(the trusted region), the composition weight is the product of
four Gaussian weights.
wij = w(D(i, j))w(DL̂(i, j))w(Da(i, j))w(Db(i, j)) (3.7)
where the first D denote the spatial distance. And the next three D denotes
the distance between the lightness L, color a and b, the value difference. The
first Gaussian weight measures spatial difference, the second measures lightness
difference and the third and fourth Gaussian weights measure the color difference
[42].





wij · Cj (3.8)
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3.4.2 Large regions
To fill the color values of the large regions, we try to use the idea of Efros [40] for
the basic algorithm. The idea is to fill the target region in blocks or patches, and
for each iteration, search the source region for the patch with similar overlapping
constraints, then copy and paste the most similar patch back to the target region.
The notations are kept consistent in the thesis. Ω denotes the target region,
¬Ω the source region, δΩ the front, p the pixel to be filled, Ψp the patch need
to be found, Ψq′ and Ψq′′ the candidate patches for filling centered at q
′ and q′′
correspondingly.
As shown in Fig 3.6, if the inpainting starts from the pixel on the continuation
of the linear structure, it is more likely to produce a visually smooth patch. The
linear structure of yellow and blue are well preserved. The problem here is how
to find the most proper pixel in the filling front. We will discuss the filling order
later.
Vision Principle According to the “Connectivity Principle” of vision psychol-
ogy [25], the broken lines always try to connect. One example is the famous
“Kanizsa triangles”, human eyes can visualize the white triangle by connecting
the linear contour of the invisible triangle. Based on that principle, the inpainting
process should try to link the “broken” linear structures as priority.
Filling order The filling order is crucial in the inpainting process. The standard
filling order is the concentric layer filling (onion peel). In Fig 3.8, b,c,d show the
result of anti-clockwise onion peel filling strategy. The result has the undesired
24
Figure 3.6: Inpainting process [27]
curved structure instead of the horizontal one. Fig 3.8 b’,c’,d’ show the result of
the prioritized filling order, which render a good horizontal boundary.
A better filling algorithm would be the one that gives higher priority of syn-
thesis to those regions of the target area which lie on the continuation of image
structures.
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Figure 3.7: Kanizsa triangle, from wiki
1. General Firstly the source region and target region are identified. The target
region is the region which the color value of the pixels need to be filled in, and
the source region is where the pixels can be used as a source of information. The
initial source region is ¬Ω and target region is Ω. The fill front is the pixels of the
target region neighboring source region pixels. The window size of the patch is
depend on the texture information of the source region. A good one is just enough
to capture the essential texture information. Here the default window size is 9×9.
For each pixel, there are two color values and one confidence value. The color
values are the values from the two color channels of the CIELAB colorspace.
The confidence value C reflects the confidence in the pixel color value.
2. Filling order The filling order of the algorithm depends on the priority value
calculated. The priority is of two aspects: one is those of high confidence values;
the other is those on the continuation of strong linear structures, data values is
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Figure 3.8: Filling order difference [27]







255 · 2 (3.10)
where |ψp| is the area of the patch ψp, ∇Ip is the direction of the linear structure,
and np is the vector orthogonal to the front contour at point p.
P (p) = C(p) ·D(p) (3.11)
The priority value P (p) is calculated for each pixel at the fill front.
For initialization, the confidence values are set to zero for target regions, one
for source regions. The confidence value is a measure of the amount of reliable
information surrounding the pixel p. The data value is a measure of the linear
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Figure 3.9: Priority values [27]
structure towards the target region. Then the priority value is calculated as the
dot product of the confidence and data value. The pixel with max priority value
is the one with reliable neighboring information and most likely on the edge of the
linear structure.
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3. Similar patch After all the priority values of the pixels in the fill front have
been calculated, the pixel p with the highest priority value is chosen. The patch
ψp centered at the pixel p is the patch need to be filled. To find the patch most
similar to the patch ψp, all the distances between any other patch in the source
region and the patch ψp are calculated, where the distance is just the SSD (sum
of squared differences) between the two patches [40]. The value difference reflects
the visual difference as we use CIELAB colorspace [25].
ψq = arg min
ψq∈¬Ω
d(ψp, ψq) (3.12)
After the most similar patch ψq is found, the corresponding pixel color values
are pasted from the source region to the target region.
4. Update After the patch filling process, the confidence values of the newly
filled pixels are updated to be the same as C(p), the center pixel. And the new
gradient values are computed based on the newly updated pixel color values. We
can see that as the filling process proceeds, the confidence value of the filling pixels
will decrease, since we are less sure about the color values.
29
A Brief Algorithm for the large region color correction Below is the brief
filling algorithm for the color correction of large regions:
Initial source region: ¬Ω, target region: Ω.
Repeat the iteration until all pixels in the target region are filled
i. Identify the fill front
ii. Compute the priority values of all pixels in the fill front
iii. Find the pixel with maximum priority
iv. Find the patch in source region which is mostly similar to the filling patch
v. Copy image data and update confidence and data values.
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3.5 Implementation
Lightness For the parameters used in the lightness correction part, most of
them can be changed for different images. The threshold values LT and CT in the
over-exposure detection function can be estimated as a median value of the whole
image, or be specified based on the prior knowledge of the image. For the gradient
attenuation function, the denominator ||∇L|| must be made non-zero by adding
a small number, e.g. 10−9.
To solve the optimization problem of the lightness recovery is the same as solving
the linear system, of the order the same as the number of over-exposed pixels. It
can be solved easily, e.g. using the conjugate gradient method. In Matlab, “cgs”
is used here, with the default result as the matrix with all original lightness values.
One thing to note is that sparse matrix is usually used since the number of pixels
will be quite large.
Color Correction For the over-exposure color correction, a balanced target
region is chosen for two purposes. One is that the source region will not be too
small such that there is little texture information to fill the target region. Another
is that the target region should be as large as possible hence to fill more regions
with trusted information.
For the priority calculating part, for any point in the front contour region, the
normal direction and gradient are calculated as follows. 1. the front contour are
estimated using 2D Gaussian kernel, then the normal direction np is just the line
orthogonal to the contour. 2. the gradient ∇Ip is just the image gradient at the
pixel p. Filtering methods can be used here to avoid noise. For each step of the
iteration, the confidence values and gradient values are updated, as well as the
image color value.
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One difficulty of the implementation for the color correction part is to separate
the two cases of small holes and large regions of the filling region, since two different
methods are used separately for them. A successful separation not only produce a
more smooth and seamless result, but also speed up the whole algorithm. Because
the patch-based texture filling for large regions is comparatively slow. As most
of the time are spent on the searching for the most similar patch, one way to
accelerate the algorithm is to specify the source region which the similar texture
is most likely to be found. Texture categorization or segmentation may be used
here, or a database can be built to help find the similar texture.
Another difficulty is the approximation of the front contour shape, and the
normal direction of each pixel on the contour. This is closely related to edge
detection, which John canny [39] defined three criteria for a good method. One
is good detection, there should be a low probability of failing to mark real edge
points, and low probability of falsely marking non-edge points. Second is good
localization, the points marked as edge points should be as close as possible to
the true edge. Third is single response, means only one response to a single edge.
These can be used to examine methods. In the thesis a 2D Gaussian kernel is used
for the computation, but other good methods can be used as well.
Chapter 4
Testing Results and Discussion
4.1 Lightness Correction
The lightness correction part is rather successful. As over-exposure usually
affects the lightness of certain regions quite smoothly, the task is easier compare
to the color correction part. Fig 4.1, 4.2, 4.3, 4.4 are some of the examples.
Figure 4.1: sample picture 1
For the lightness correction part, many parameters used in the process can be
changed when needed. In the detection part, Ω is totally determined by the thresh-
old values LT and CT . A good choice of the threshold value can better capture the
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Figure 4.2: sample picture 2
over-exposure region, and the values may be different for different images. For the
gradient compression part, β determined the degree of compression of the image
lightness gradients. β can be chosen from 0 to 1, when β = 0, there is no com-
pression, the color values will stay unchanged. Larger β means the there is more
compression in the normal region and more room are made for the over-exposure
region. However, a very large β value will make the region looks dim. Here β is
chosen to be 0.1. A good choice of β is usually between 0.1 and 0.3. α is the min-
imum gradient to be compressed, it is set as a percentage of the average gradient
magnitude. Usually it is 10% or 20%, to avoid compressing the small gradient.
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Figure 4.3: sample picture 3
Figure 4.4: sample picture 4
4.2 Color Correction
The color correction part is generally good, but sometimes there are defects
appearing in some small regions. Fig 4.5, 4.6, 4.7 are some of the good results
of the proposed method. For the boy picture (Fig 4.5), the face and clothes are
affected by the strong sunlight and the color desaturated. The result corrected
the lightness. The face color and clothes color looks more natural. For the bee
picture (Fig 4.6), the pale yellow color of flowers in the original picture is corrected
35
and it looks more smooth. For the building picture (Fig 4.7), some regions in the
original picture are totally washed white by over-exposure. The output corrected





Some failed results There are some failed examples due to various reasons.
Firstly, in the patch-based inpainting process, the patch window size is crucial,
usually 9× 9 is used [49]. But sometimes the size need to be adjusted depending
on the special picture. The patch size must be large enough to capture the texture
information in the picture and not so large such that the filling results inconsistent
colors, making the picture not smooth. Secondly, the method failed at some
pictures because the right color patch is difficult to find by simple scanning, one
way to fix this is to specify the source region to make the finding process easier,
but this requires extra human interaction.
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4.3 Relation to Inpainting
Inpainting problems usually specify the source region and target region in the
picture beforehand. However for over-exposure correction, the whole photograph
is more or less affected by the over-exposure, lightness as well as color. The
objective is to make the photograph more visually reasonably, while maintain
the original information in the photograph. The correction of those desaturated
regions, especially those with colors damaged severely by over-exposure, is similar
to the inpainting process. Thus basically, any effective inpainting method can be
applied to the color part of the algorithm for over-exposure correction.
texture analysis Texture analysis is one of the method used for inpainting.
General definition of texture does not exist in computer vision literature. In [51],
the reason explained is that the intensity variations in an image which character-
ize texture are generally due to some underlying physical variation in the scene,
and modeling this physical variation is very difficult, so texture is usually charac-
terized by the two-dimensional variations in the intensities present in the image.
However, those properties are always linked with texture: uniformity, smoothness,
roughness, regularity, linearity and frequency. Texture can be arranged along the
spectrum from stochastic to regular. In [29], texture analysis is categorized into
four type of methods: statistical; geometrical; model based; signal processing. For
model based texture analysis, there are three criteria as in [40], biological plausi-
bility; generality; quantitative match with psychophysical data. Efros and Leung’s
original algorithm [40] is based on a nonparametric Markovian model. In [29], the
author uses space-filling curves to transform 2D image into 1D signal, then analyze
the 1D signal against the existing texture data base for the inpainting purpose.
And in Liang[30], an accelerated patch-based texture sampling algorithm is given.
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The most successful methods for texture synthesis are based on Markov Ran-
dom Field (MRF) [32], as Markov Random Field methods model a texture as a
realization of a local and stationary random process. Stationary means that a
fixed sized portion of the image always look similar, and local means that each
pixel can be determined by some neighboring pixels. Our method for color cor-
rection is also based on those two principles. In Kwatra et al.[32],. the three most
basic methods of texture synthesis are discussed. Besides patch-based synthesis
algorithm used in this thesis, there are pixel-based synthesis and optimization-
based synthesis. Pixel-based synthesis is similar to patch-based synthesis, the
difference is that pixel-based synthesis copy one pixel for each iteration instead
of one patch. It is more computationally expensive, but sometimes it is more
flexible. Optimization-based synthesis can sometimes combine the advantages of
pixel-based and patch-based synthesis, it considers all pixels in the patch together
by minimizing the squared error of the mismatches. But it is like an averaging
method instead of choosing from discrete values. Thus it is more likely to introduce
blur, especially in the boundary regions.
The size of the patch window is always important in the implementation. If the
size is too big, then it will be more computationally expensive. If the size is too
small, it will be difficult to capture the right texture. Sometimes it is difficult or
even impossible to find the appropriate size, especially for those images with both
small and large textures. Multi-resolution image pyramid may be used here [50].
The idea is like this: for the two level case, besides the original high resolution
image, a low resolution image of smaller size is built using Gaussian pyramid.
In the synthesis process the neighboring pixels of both images are used. Hence
the large textures are easier to capture as more levels are built. This can be
implemented to patch-based color correction part to improve the result.
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4.4 Under-exposure
Opposite to over-exposure, under-exposure means the loss of shadow details
due to the out-of-range values recorded as “black”. It happened when the pho-
tographic sensor failed to capture the correct exposure, because some parts of
the scene are below the limited dynamic range. It can also be corrected using
the method similar to the lightness correction part of the thesis. The difference
is that the pixel lightness values will be compressed from below, making room
for the “black” (under-exposed) pixels. And the under-exposure detection map
need to be changed accordingly. One thing to notice is that over-exposure and
under-exposure may be used for artistic or aesthetic purpose, such as Fig 4.8, 4.9.
Those photographs cannot not be “corrected” automatically. Hence over-exposure
correction must be with human judgment.
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Figure 4.8: Beach images have elements of under and over exposure





In this thesis, an inpainting-based method for correcting over-exposed pho-
tographs is presented. The lightness and color of the over-exposed regions are
corrected separately. Firstly the over-exposed regions are detected using a soft
threshold function. Then the lightness of the well-exposed region are compressed
non-linearly and the over-exposure region are corrected based on a confidence
function. For the color part, the color values of the small holes are corrected using
spatial and chromatic bilateral filter; the color values of the large regions are filled
in by a patch-based inpainting algorithm.
5.2 Limitation
One limitation is that for severe over-exposure in photographs, the boundary
may be hard to detect. It will hinder the patch filling process as similar patches
will be likely to propagate through the boundaries, such as Fig 5.1 and Fig 5.2.
Another limitation is that in the large region inpainting part, if there is no similar
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texture in the unsaturated regions, it is difficult to produce good result. One way
to fix this is to specify the source region with similar textures to make the finding
process easier, but this introduces extra human interaction. The third limitation
is that for a fixed patch window size, the large textures may be difficult to capture,
as discussed in Chapter 4. Multi-resolution analysis may be used here, but this
will make the method more complex and computationally expensive.
Figure 5.1: Blur boundary
Figure 5.2: Blur boundary 2
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5.3 Future work
To improve the over-exposure correction method, one important part is to bet-
ter extract and use the information from the original photograph, especially the
severely over-exposed regions. To facilitate the large region color correction, the
most important part is to transfer both linear structure and texture to produce
a visually smooth result. One thing can be tried is to build a texture database
of different types of photographs for texture segmentation purpose. Then design
different parameters (for example, the patch window size) for different types of
photographs. Another part can be improved is for the photographs with blur
boundary, if an edge detection method can be developed to detect the boundary
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