INTRODUCTION
The specific ethical and legal challenges posed by robotics must be considered within the context of the broader societal impact of emerging technologies. The public is generally fascinated by new technologies, and perceives technology as an engine of both promise and productivity. But there is also considerable disquiet as to whether we are surrendering the future to a juggernaut of change that will decimate cherished values and institutions. This disquiet is evident in the worldwide prohibition on human cloning, restrictions upon the sale of genetically modified foods in the EU, controversy regarding research using embryonic stem cells in the US, and international regulations prohibiting athletes from using human growth hormones and drugs that enhance performance. Technological innovation offers countless rewards, but also poses dangers that are difficult to predict. How will humanity navigate the promise and perils of the bio-tech, info-tech and nanotech revolution?
The various fields (genomics, synthetic biology, nanotechnology, information technology and robotics, regenerative medicine, and neuroscience) that are contributing to this revolution overlap and converge. The overlap and convergence of research in neuroscience and artificial intelligence will be given particular attention in this article.
Computational neuroscience has become an important tool for revealing information processing properties of various structures within the nervous system. Computer simulations provide laboratories for testing various theories about mental activity. Findings in neuroscience inform strategies for developing discrete cognitive capabilities in AI. The computational theory of mind drives hypotheses regarding the likelihood of reproducing human intelligence artificially. In turn, critics of the contention that mental activity can * Lecturer and Chair of the Technology and Ethics Study Group of the Yale Interdisciplinary Center for Bioethics, Yale University, USA. I would like to thank Bibi van den Berg and Ruth Massey for their assistance and for their valuable suggestions while editing this paper.
be reduced to its computational components are pressed to sharpen their arguments, as are critics of the hypothesis that human-level intelligence and consciousness can be reproduced artificially. The convergence of robotics and neuroscience will be realised with the development of advanced neuroprosthetics, in the creation of robots with higherlevel cognitive capabilities and artificial general intelligence, and with the emergence of a culture of techno sapiens, individuals who utilise information technology and neurotechnologies to enhance their capabilities. Television required 13 years to reach an audience of 50,000,000, while the Internet required only four years. Few predicted the speedy growth of the Internet and even faster adoption of smart telephones, two innovative technologies that have transformed behaviour, communications, entertainment and education. Michael Polanyi and Karl Popper, two twentieth century philosophers of science, recognised that scientific progress can be unpredictable. This is often presumed to mean that scientific development is also ungovernable. Indeed, Popper 1 and Polanyi 2 were also both troubled by the dangers posed when any government attempts to direct the development of science and restrict the freedom of scientific enquiry.
Nevertheless, the desire to maximise the societal benefits derived from science has always been weighted against the need to minimise harms. Governments are heavily involved in directing scientific development in the form of capital investment and through regulations and regulatory oversight directed at public health, human subjects research, the oversight of animals used in research, the safety of goods and services, the safety of laboratory workers, and, more recently, biosecurity. Criminal and tort law, insurance regulations, professional codes of conduct, guidelines for laboratory practices and procedures, and various strategies for soft governance contribute to a relatively robust system of protections. Deriving benefits from research in genomics and nanotechnology while protecting the public against harms caused by exposure to toxic nanoparticles, pathogenic organisms, or potentially dangerous genetically modified foods has received particular attention over the past decade. Addressing new challenges is largely a piecemeal process of adding new laws and regulatory agencies as needed. Existing policy mechanisms can also be modified. Debate is underway, for example, regarding whether regulations on research ethics should be eased to allow field-testing of GM plants for medical applications (eg growing inexpensive antibiotics), or strengthened to prohibit animal enhancements or research on synthetic biology. 3 There are, however, serious questions as to whether the cumulative impact of emerging technologies will overwhelm the piecemeal, incremental approach to monitoring and managing their development. This article will be an exercise in foresight, planning and anticipatory governance. The unpredictable course of technological development should not be interpreted as meaning that planning is futile. Social theorists such as Arizona State University's David Guston challenge the assumption that unpredictable should be equated with ungovernable. Anticipatory knowledge, including predictable trends, can result from analysis of how specific technologies are likely to be used. In turn, this knowledge can contribute to formulating public policy. Given the potential of emerging technologies to cause considerable harms there is a serious need to develop methodologies for anticipatory governance. 4 But it is probably naive to expect legislators to act upon anticipatory knowledge. Unfortunately, legislative attention to technological concerns is commonly held in abeyance until forced by unanticipated disasters. From thalidomide babies to the Chernobyl meltdown, technology has been complicit in crisis after crisis. Most recently, information technology played a significant role in the derivative crisis and the 'flash crash'. While not caused by IT, the BP oil spill, like the Challenger disaster, is an example of a crisis resulting from the difficulty in managing complex systems. The acceleration of scientific development and the inherent difficulties of managing complex systems mean that tragedies, crises and catastrophes in which technology will be complicit are likely to escalate during the coming decades. When a disaster has occurred, emotions run high and the time for balanced reflection contracts. However, foresight and planning prepare scholars and other interested parties in presenting developed proposals when the time for action is at hand.
My discussion will focus upon societal, ethical and policy challenges arising from robotics, but will also address a few instances of where robotics and neurotechnologies converge in the form of enhanced humans or techno sapiens. The risks posed by emerging technologies fall within three broad categories:
(1) Specific discernible risks that can be largely addressed through innovation, regulation and soft governance.
(2) Far-reaching societal impacts arising from the various ways in which emerging technologies will be combined.
(3) Existential risks-'where an adverse outcome would either annihilate Earthoriginating intelligent life or permanently and drastically curtail its potential' 5 .
more recent Presidential Commission made a few recommendations but found 'no reason to endorse additional federal regulations or a moratorium on work in this field at this time'.
These categories are not mutually exclusive, but they are useful for framing the discussion. The existential risks are beginning to be popularised by the media, while most scholars and legal theorists direct their energies toward managing specific risks. More attention can and should be directed at monitoring and managing the impact of technologies that will be combined in ways that will have far-reaching societal consequences. Certainly, most of the specific societal challenges arising from the development of robots and neurotechnologies are similar to ethical and legal challenges in other realms for which laws and legislation have already been forged. Manufacturers of robots face the same safety and liability concerns that confront companies marketing other tools and devices. Testing and distribution of neuropharmaceuticals and neuroprosthetics fall within the canons of research and medical ethics. So in what sense are the ethical and legal challenges posed by robots and neurotechnologies new? This is among the questions I will explore.
I am generally skeptical about contentions that emerging technologies will threaten human existence in the not-too-distant future. But for the purposes of this narrative, I will begin with a discussion of the existential risks, then turn to specific discernible risks, and finish with a discussion of the combinatorial impact of emerging technologies.
EXISTENTIAL RISKS
Existential risks are speculative threats such as designer pathogens that could wipe out humanity. The poster children for existential risks associated with robotics are an unfriendly technological singularity and grey goo. 6 Grey goo, first noted by Eric Drexler 7 and later popularised by Bill Joy, 8 is a not entirely fanciful notion that self-reproducing nanomachines would eat up all the carbon-based matter, leaving the earth covered in a three-foot deep sludge of identical tiny machines. The singularity, a time when machines would equal and then exceed human intelligence, was conceptualised by the mathematician IJ Good, 9 named and developed by the science fiction writer and mathematician Vernor Vinge, 10 and popularised in recent years by the inventor Ray Kurzweil. 11 An 6 Grey goo is a possibility often associated with nanotechnology, as tiny nanomachines or nanobots are likely to be the product of molecular engineering rather than IT. 7 Eric Drexler, Engines of Creation (Bantam Doubleday Dell, 1986) unfriendly singularity refers to the concern that computers or robots, which are more intelligent than humans, may not be interested in human welfare. (In the remainder of this article, I will use the term '(ro)bots' when referring to both physical robots and intelligent 'bots' within computer networks.) One possibility is that super-intelligent machines will be antagonistic to humans. But a more serious challenge may be actions taken by intelligent (ro)bots in single-minded pursuit of their own goals, which threaten human existence.
Humanity would presumably resist the development of technologies that pose clear existential risks. That of course assumes that (a) we perceive those threats earlier enough, and (b) we can agree upon an approach for stopping or redirecting the potentially threatening research. There is certainly plenty of hype that AI and other technologies pose near-term (20-100 years) existential risks. But without clear-cut evidence that a particular area of research will cause harms, there will be economic and political pressures to proceed with the development of technologies that offer societal benefits. Speculative risks do not carry much weight in the formulation of public policy. How many of us in either Europe or the US, for example, would have been willing to stop all progress in genetics or computer science over the past half century based on fears voiced during the 1950s of giant locust and robot takeovers?
Furthermore, it will be difficult to forge international agreements for regulating or relinquishing the development of most technologies given the differences in values from country to country. For example, the EU has codified the precautionary principle, 12 while in the American context there tends to be a faith that a 'technological fix' will be available for most, if not all, challenges. Countries with more stringent precautionary policies are likely to be at a competitive disadvantage in reaping the benefits of potentially transformational technologies, while a more open policy could expose the citizenry to the introduction of dangerous products. This, of course, is not a new issue. It informs policy debate in every country as legislatures struggle to balance public safety against economic growth.
There is certainly a need for public education and for the public to engage in a conversation about the longer-term course of technological development. However, it is unclear whether such a conversation can yield practical results within countries with very heterogeneous populations. 13 narratives will defuse the prospect of formulating clear policy goals. Nevertheless, in a democratic society the public should give at least tacit approval to the futures it is creating.
One serious concern is the likelihood that any discussion of existential risk will be highly politicised. If tacit approval is lacking, tensions will periodically erupt, and could potentially lead to crises that undermine social stability. The debates over the fate of Terri Schiavo and funding for stem cell research were two such mini-crises in the US, and may be harbingers of social tensions to come. At their best, such crises are valuable opportunities for public education. When values conflict, the public has occasion to work through the issues and establish new priorities. At their worst, these crises become politicised in such a manner that more heat than light is generated. James Hughes 14 argues that the enhancement debate is likely to become a central dividing issue in American politics.
In conclusion, reflection upon longer-term existential risks is a fascinating subject that touches upon many of the great philosophical and ethical questions. The conversation can yield broad, generally shared societal values and guidelines, but in the absence of a specific threat is unlikely to lead to substantive public policy.
The Probable, the Plausible and the Highly Speculative Possibilities
The speed at which emerging technologies are developing is a central issue in determining when and if additional mechanisms for their oversight are necessary. There is tremendous confusion regarding which technological possibilities are probable and which are highly speculative. This confusion is rampant not only among the general public, but also among experts. Prognostications as to when, or if, a technological singularity or self-reproducing nanomachines are possible vary from 30 to 200 years or never.
A theory that exponential growth is accelerating the pace of technological development 15 is gaining currency among a vocal community of scientists, futurists and young adults. The theory focuses on trends where information technologies are expanding exponentially, while costs such as computing capacity and gene sequencing are contracting exponentially. These trends are then projected into the future to make predictions as to what can be expected over the next 5-50 years.
On a line graph, a mild slope represents exponential growth in its early phases over an extended period of time. But eventually the slope shifts upward, representing a pattern of accelerating growth.
Certainly not all trends show this accelerated upward shift. But the model of accelerating growth is very difficult to challenge, in that any trend line that does not show a pattern of rapid acceleration may merely represent an early phase of expansion. In other words, exponential change is a theory that is difficult to falsify.
Other theories, such as a somewhat simplistic computational theory of mind, are marshalled to support the view that (ro)bots with human-like cognitive abilities are on the near horizon. By 2013 a supercomputer will be completed that rivals the computation capacity of the human brain. But there is considerable disagreement as to whether such landmarks signal that robots with human intelligence are in the near-future.
In the more optimistic projections of accelerating change there is a tendency to aggrandise the character and capacities of our presumed evolutionary successors who we will create over the next few decades. This is often accompanied by a tendency to pathologise human nature, a position supported by research in the cognitive sciences that accentuates evolutionarily bequeathed flaws. Together these two positions reinforce an implicit bias that creating our evolutionary successors, whether artificial or biological, is a 'good' in itself.
The academic community tends to be much more skeptical regarding the pace of scientific discovery. To be sure, there are many funding proposals where the prospects for dramatic breakthroughs are hyped. But even in a climate of ongoing scientific progress, the research community remains cognisant of a history of unfulfilled predictions.
Mediating between the more radical visions of futurists who perceive exponential change and the more conservative visions of scholars working in specific fields is incred-ibly difficult. I share in the skepticism that many of the more dramatic futuristic scenarios will not be possible within the next 20-40 years. But I do believe that we need credible mechanisms for monitoring technological developments, and for flagging when thresholds are about to be crossed that hold serious risks for humanity. At present there are no good mechanisms in place to help either the public or scholars differentiate the probable from the plausible, the unpredictable, and the highly unlikely scenarios.
ROBOTICS: SPECIFIC ETHICAL AND LEGAL CONCERNS
Legal theorists and philosophers have been intrigued for years by the thought experiment of when, or if, future robots might be granted legal rights, or be designated legal persons responsible for their own choices and actions. 16 But there is also beginning to be a small body of scholarship that analyses more near-term issues for the robotics industry.
The introduction of robots into the home, the battlefield, and the commerce of daily life pose an array of societal, ethical, legal and policy challenges. Indeed, limited purpose robots have been proposed for all kinds of human activity. Drones and unmanned ground vehicles developed for the military are being marketed to local police forces. Surveillance drones, some smaller than birds, will be a nightmare for administering the safety of aviation. Driverless cars, cooks and caregivers are under development. Robots that care for the elderly and homebound are a high priority for countries such as Japan. 17 The array of applications for robots will also entail a vast array of ethical and legal considerations that must be addressed. The central concerns are subsumed within four interrelated themes: (a) safety, (b) appropriate use, (c) capability, and (d) responsibility.
Safety has always been of importance to the engineers who build systems. Existing legal frameworks largely cover the legal challenges posed by present day robots. The robots that have been developed so far are sophisticated machines whose safety is clearly the responsibility of the companies that produce the devices and of the end users who adapt the technology for particular tasks.
Social and ethical theorists have raised a number of questions regarding which tasks are appropriate for robots. Some find the use of robots as sex toys offensive. Others lament 18 Robert Sparrow, 'The March of the Robot Dogs' (2002) the sensibilities and lessons lost in substituting robopets and robocompanions for animals or people. 18 From a humanistic perspective, turning to robotic caregivers for the homebound and elderly is perceived as abusive or reflecting badly upon modern society, although robotic care is arguably better than no care at all. One dangerous practice is the increasing use of robonannies, robots that tend infants and children. Noel and Amanda Sharkey 19 argue that the extensive use of robots as nannies, and companions for infants, may actually stunt emotional and intellectual development. The appropriateness and ability of robots to serve as caregivers is commonly misunderstood by the public or misrepresented by those marketing the systems. The limited abilities of present day robotic devices can be obscured by the human tendency to anthropomorphise robots whose looks or behaviour is faintly similar to that of humans. There is a need for a professional association or regulatory commission that evaluates the capabilities of systems and certifies their use for specific activities. This is likely to be very expensive, as the development of each robotic platform is a moving target-existing capabilities are undergoing refinement and new capabilities are constantly being added to systems.
The diminution of privacy and property rights is already a focus for computer ethics and for theorists working on information and Internet law. Robots will exacerbate those concerns. For example, introducing robots into the home and other social settings raises privacy risks similar to those posed by surveillance cameras. Robots will have both sensors and large hard drives that can record all the data they collect. This data offers a benefit, in that it can be analysed if anything goes wrong. But it will also be a record of all private activity within range of the sensors. No doubt the hard drives within robots and networks will be subpoenaed for everything from criminal investigations to custody battles. Data stored on robots that are connected to the Internet, as most are likely to be, may be accessible for a variety of criminal purposes. 20 21 Helen Nissenbaum, 'Accountability in a Computerized Society ' (1996) 
Limiting Liability
With the increasing complexity of robotic systems, designers and engineers cannot always predict how they will act when confronted with new situations and new inputs. 'Many hands' will have contributed to the building of a robot. 21 The full operation of each hardware component in a system will only be understood by those who designed and built that component, and even they may have little or no understanding of how that component might interact with other components in a totally new device. The pressures to complete projects and the cost of testing also contribute to limited understanding of the potential risks inherent in new devices.
Of course credible manufacturers do not want to be held liable for marketing faulty devices. They may elect to avoid releasing products whose safe use they have no way of guaranteeing. For a society banking on the productivity improvements that transformative technology such as robots offer, this could be perceived as a heavy burden on innovation and a heavier price to pay for systems whose risks are low but whose benefits are significant. Indeed, other countries with higher bars to litigation would be likely to take a lead in robot technologies as manufacturers waited for liability law to be sorted out in their own country.
Manufacturers will certainly welcome measures that lower their liability. As a means of spurring industry growth and innovation, Ryan Calo 22 has proposed immunising manufacturers of open robotic platforms from all actions related to improvements made by third parties. But any approach to limiting liability must be balanced against insuring that industry does not knowingly introduce dangerous products.
No-fault insurance for robots is another approach that could lower manufacturers' liability. Consider driverless cars, such as the one Google has developed. Even if driverless cars are much safer than those driven by humans, robot-chasing attorneys are likely to initiate suits for each death in which a robotic car is involved. All new technologies face similar challenges. Free societies have an array of laws, regulations, insurance policies and precedents that help protect industries from frivolous lawsuits. Companies pursuing the huge commercial market in robotics will protect their commercial interests by relying on the existing frameworks and by petitioning legislatures for additional laws that help manage their liability.
Difficulty in Establishing Responsibility for Harms
The Challenger disaster is a case study in the difficulty of determining cause and responsibility for the failure of complex systems. Millions of dollars were spent before investigators established that the culprit was the brittleness of tiny o-rings in cold weather. Later investigators questioned whether precautionary measures would have uncovered a flaw like this in the design of the system. In reviewing that research, Malcolm Gladwell writes, 'we have constructed a world in which the potential for high-tech catastrophe is embedded in the fabric of day-to-day life'. 23 Manufacturers will emphasise the difficulty in establishing who is responsible for complex intelligent systems as they petition to dilute liability for system failures. Meanwhile, practical ethicists and social theorists are raising concerns as to the dangers inherent in diluting corporate and human responsibility, accountability and liability for the actions of increasingly autonomous systems. Recently, five rules have been proposed as a means of re-establishing the principle that humans cannot be excused from moral responsibility for the design, development or deployment of computing artefacts. 24
Rule 1: The people who design, develop or deploy a computing artefact are morally responsible for that artefact, and for the foreseeable effects of that artefact. This responsibility is shared with other people who design, develop, deploy or knowingly use the artefact as part of a sociotechnical system.
Rule 2:
The shared responsibility of computing artefacts is not a zero-sum game. The responsibility of an individual is not reduced simply because more people become involved in designing, developing, deploying or using the artefact. Instead, a person's responsibility includes being answerable for the behaviours of the artefact and for the artefact's effects after deployment, to the degree to which these effects are reasonably foreseeable by that person.
Rule 3:
People who knowingly use a particular computing artefact are morally responsible for that use.
Rule 4: People who knowingly design, develop, deploy or use a computing artefact can do so responsibly only when they make a reasonable effort to take into account the sociotechnical systems in which the artefact is embedded.
Rule 5: People who design, develop, deploy, promote or evaluate a computing artefact should not explicitly or implicitly deceive users about the artefact or its foreseeable effects, or about the sociotechnical systems in which the artefact is embedded.
The rules are broad in scope. Their application would not be easy, and might significantly slow the development of the robotics industry. For example, the rules propose that those who develop and market computing artefacts are morally responsible for the foreseeable ways in which the artefact might be used. If this standard were codified in law, the manu-facturer of a gun would be accountable for its use in a murder, and the manufacturer of cigarettes accountable for lung cancer.
Whether rules, such as those proposed for computing artefacts, can or should be translated into liability law remains an open question. There is a difficult policy debate ahead. Should accountability and liability for computing artefacts be lowered in order to stimulate the development of a potentially transformational industry? Or, should existing protections be maintained even if this arrests the willingness of companies to introduce products that offer significant benefits with low or uncertain risks?
Placing decisions made by (ro)bots ahead of human intelligence is a mistake. While IT systems may exceed human intelligence in some aspects such as searching large databases, they are a long way off matching human intelligence in so many other dimensions. Unfortunately, humans are uncomfortable about going against the recommendations of semi-intelligent systems. Human decision makers need to be empowered when they have the courage to override the actions or suggestions of robotic systems. Claims that robots have the capabilities to make superior decisions, or even function as safe substitutes for human agents in social contexts, should be examined skeptically.
Moral Machines
If robots can be designed so that they are sensitive to ethical considerations and factor those considerations into their choices and actions, new markets for their adoption will be opened up. However, if they fail to adequately accommodate human laws and values, there will be demands for regulations that limit their use.
A new field of inquiry variously known as machine ethics, machine morality, computational ethics, artificial morality and friendly AI has emerged in response to the advent of increasingly autonomous (ro)bots. When designers and engineers can no longer anticipate how intelligence systems will act when confronted with new situations and new inputs, it becomes necessary for the (ro)bots themselves to evaluate the appropriateness or legality of various courses of action.
Machine ethics (ME) should be distinguished from robot ethics. While the latter addresses societal concerns in the deployment of robots, ME considers the prospects for developing machines that are explicit moral reasoners. Initially, (ro)bots capable of making moral decisions will function within contexts where their freedom of action is limited. However, as autonomy increases (ro)bots may eventually evolve into artificial moral agents (AMAs). But there are many issues as to whether (ro)bots can acquire the full intelligence and moral acumen to actually be considered true moral agents. Many thresholds, both technological and philosophical, must be crossed between here and there. Some of the thresholds looming may turn out to be ceilings that define limits to the intelligence and moral understanding of (ro)bots.
Operational Morality and Appropriate Behaviour
The chart below will be helpful for appreciating the development of (ro)bots as autonomy and sensitivity to moral considerations expands.
All technology can be viewed as falling within this chart. A hammer has neither sensitivity nor autonomy. A thermostat has some sensitivity to temperature and the autonomy to turn a furnace or fan on or off when a threshold has been reached.
Most of the robotic devices available or being developed are operationally moral in the sense that the corporations and engineers who build the device determine the values instantiated in the robot's actions and choices. Proscribed behaviour is programmed into the systems.
Appropriate Behaviour
What kinds of behaviour are appropriate for a robot? Whose values or what values should be instantiated in a robotic device? A few years back the manufacturer of a speaking robot doll considered what the doll should do if treated abusively by a child. The engineers knew how to build sensors into the doll that would alert the system to such behaviour. After analysing the issues and consulting with lawyers they decided that the doll would say and do nothing. How should a robot caregiver perform in an ethically charged situation? What should a robot do if an elderly patient refuses medicine? 25 Or, what if the robot enters a room and discovers that the person under its supervision is hysterical? How would the robot know whether the fear on the face of its charge was caused by the robot itself or by some other factor?
Autonomy
Consider a robot that is the companion of a young child or teenager. Should the robot intervene if the child puts itself in harm's way? Are there circumstances where inappropriate intervention by the robot might do some harm? Would programming a robot to tell a child to stop abusing himself be a good or a bad idea? What if the child ignores the directive? Should the robot discipline the child? A robot that instructs but cannot follow up with discipline may well be teaching the wrong lessons. But a robot that disciplines is not likely to instill trust. 26 How should a robot nanny respond to a child that relates to the nanny in a way that would be inappropriate or even physically violent if the nanny were human? Would you want the robot to say, 'Stop that! You are hurting me,' presuming (as is probable) that the robot has no capacity to feel pain? While well intentioned, such a statement by a robot is absurd, and could lead to unintended consequences. There are countless similar situation that could arise.
Robots will be able to mechanically discern certain ethical challenges, presuming that the designers and engineers anticipate the challenge and program in an appropriate response. But one response may not suit everyone. Some parents might want a robot to tell a youngster to 'stop' if she is relating to the robot in ways that would hurt a human. Other parents would reject having a robot dispense a reprimand. Engineers could design software that offered a user option (parental choice) as to the manner in which a robot caregiver would respond to a child in ethically charged situations. During setup, parents would be introduced to a variety of ethically charged situations. They could be informed about the ramifications of different alternatives, and the responsibility they were taking on in placing the child in situations where a robot might need to take such actions. This proposal requires further thought, but a setup procedure would provide an excellent opportunity for manufacturers of companion robots to educate parents on what they could and could not expect from such devices. The parents get a little education on the proper use of robonanny, and the manufacturer protects itself from certain forms of liability. The plethora of such new ethical challenges will hopefully alert leaders of industry to the importance of making ethical considerations an integral aspect of the design process. It is heartening that schools of engineering have gone beyond paying lip service to professional ethics, and have become truly concerned with ensuring that their students are sensitised to the societal impact of the products they design. The next step lies in applied ethicists joining the design process, not as naysayers, but as members of the team looking for ways to engineer solutions to societal and ethical challenges. Philosopher Helen Nissenbaum 27 calls this 'engineering activism'.
Functional Morality
Robots capable of even limited autonomous activity will need to factor in an array of considerations in determining what behaviour is appropriate or legal when confronted with difficult ethical challenges. The field of machine morality is largely concerned with the approaches and procedures used by the (ro)bot to make such judgements. I have written about this subject extensively, so I will only mention a few brief details here. 28 The approaches for implementing moral decision-making capabilities in robots fall within two broad categories, top-down and bottom-up. 29 Top-down refers to the implementation of rules, principles or moral decision-making procedures, such as utilitarianism, Kant's categorical imperative, the Ten Commandments, Hinduism's yama and niyama, and even Asimov's laws. A top-down approach takes an antecedently specified ethical theory and analyses its computation requirements to guide the design of algorithms and subsystems capable of implementing the theory. Bottom-up approaches take their inspiration from evolutionary psychology and game theory, as well as developmental psychology and theories of moral development. Bottom-up approaches, if they use a prior theory at all, do so only as a way of specifying the task for the system, but not as a way of specifying an implementation method or control structure.
Both top-down and bottom-up approaches have their strengths and weaknesses. For example, principles defined broadly can cover countless situations, but if too broad or too abstract their application to specific challenges will be debatable. Bottom-up approaches are particularly good at dynamically integrating input from discrete subsystems. But defining the ethical goal for a bottom-up system would be difficult, as would assembling a large number of discrete components into a functional whole.
Eventually, we may need AMAs that maintain the dynamic and flexible morality of bottom-up systems that accommodate diverse inputs, while subjecting the evaluation of choices and actions to top-down principles that represent ideals we strive to meet. Furthermore, AMAs will require additional capabilities in order to be sensitive to a range of ethical considerations or to acquire access to essential information. These suprarational capabilities (beyond reason) include emotions, social intelligence, a theory of mind, empathy, consciousness, and being embodied in a world with humans, objects and other agents.
There are many questions as to whether all these capabilities can be instantiated computationally. But as the sensitivities and abilities of robots expand, new applications for the use of robots will open up. One of the tasks for machine ethics is to delineate the capabilities AMAs will require in order to operate appropriately and safely within specific domains.
The task of building AI systems with moral decision-making capabilities can be understood as encompassing two hard problems. The first problem entails finding a computational method to implement norms, rules, principles or procedures for making moral judgements. The second is a group of related challenges that I refer to as frame problems. How does the system recognise that it is in an ethically significant situation? How does it discern essential from inessential information? How does the AMA estimate the sufficiency of initial information? What capabilities would an AMA require to make a valid judgement about a complex situation, eg, combatants vs non-combatants? How would the system recognise that it had applied all necessary considerations to the challenge at hand or completed its determination of the appropriate action to take? For example, what stopping procedure would the system use to determine that it had completed a utilitarian calculation?
The development of AMAs is likely to be a long, incremental process. Throughout this development, a primary challenge for society will be the monitoring and assessing of the capabilities of each system. What criteria should be used to determine whether a particular system could be deployed safely in a specific context? What oversight mechanisms need to be put into place in order to ensure that such an assessment can be made and has been made? What penalties might be applied if a certified system is later implicated in harmful actions?
If sophisticated AMAs can be built, the more distant theoretical and speculative challenges that have fascinated science fiction writers, philosophers and legal theorists will come into play. Will artificial agents need to emulate the full array of human faculties in order to function as adequate moral agents and to instill trust in their actions? What criteria should be used for evaluating whether an AI system deserves rights or should be held responsible for its own actions? Does punishing a robot make any sense? If yes, how might one punish a robot for infractions of rules or transgressions against the rights of others? Should or can we control the ability of robots to reproduce? The advent of intelligent (ro)bots may pose new threats that require new mechanisms for protecting individuals and communities from possible harm.
COMBINATORIAL RISKS AND SOCIETAL IMPACT
If only a fraction of the technologies being proposed come to pass within the next decades, human behaviour and human culture will be transformed dramatically. By our standards, people alive at the end of the eighteenth century were superstitious, unscientific, unsanitary, provincial, and held racial, sexual and class prejudices. But humanity was about to be transformed by the industrial revolution, a germ revolution in medical science, and by the sanitation revolution. The changes that take place in the next 30 years may be as dramatic as the changes over the past 200 years.
Three related examples will suffice to illustrate highly probable trends that will have profound social impacts. These examples fall far short of the existential risks stirred up by speculative possibilities. Most of the technologies I will mention have already been developed, although a few may not be practical. They do, however, illustrate societal and ethical challenges that may well arise, but will not necessarily be addressed by the kinds of policy mechanisms that are presently in place.
Technological Unemployment
In quite a few years-in our own lifetimes I mean-we may be able to perform all the operations of agriculture, mining, and manufacture with a quarter of the human effort to which we have been accustomed … We are being afflicted with a new disease of which some readers may not yet have heard the name, but of which they will hear a great deal in the years to come-namely, technological unemployment. This means unemployment due to our discovery of means of economising the use of labour outrunning the pace at which we can find new uses for labour.
But this is only a temporary phase of maladjustment. All this means in the long run that mankind is solving its economic problem. I would predict that the standard of life in progressive countries one hundred years hence will be between four and eight times as high as it is today. There would be nothing surprising in this even in the light of our present knowledge. It would not be foolish to contemplate the possibility of a far greater progress still. 30 Contentions that technology and industrialisation would undermine employment opportunities predate this prediction by John Maynard Keynes. But in each generation human ingenuity has repeatedly generated new forms of employment. Yet the spectre of technological unemployment is revisiting us once again with what appears to be the second jobless recovery in a decade. Ingenuity and the desire to work may again create employment opportunities. But two factors alter the present equation: (a) ever-increasing life expectancy and later retirement, and (b) the development of robots capable of performing an ever-increasing number of intelligent tasks.
30 JM Keynes, 'Economic Possibilities for our Grandchildren' in Essays in Persuasion (WW Norton, 1963 [1930 ) 358-73.
Average life expectancy is growing at a rate of 2-4 years each decade in advanced industrial countries. Radical life extension is among the possibilities that are being discussed. Aubrey de Grey has suggested that it may even be possible to end death. 31 To date, however, there appears to be a ceiling on overall life expectancy at around 120 years of age. But many new subfields, including stem-cell research, personalised medicine and RNA interference, will contribute to regenerative medicine. Even if the rate of growth for average life expectancy remains at its present pace, delays in retirement and benefits to those who do retire and live longer will lead to serious tensions within the social fabric.
Pressures on the job market are also exacerbated by intelligent machines capable of performing an increasing number of tasks at lower cost than human labour. If the human workforce actually contracts as the population expands (births plus extended lives), society will need to develop new mechanisms for the distribution of capital, goods and services.
Certainly biotechnologies that extend life will be popular and widely adopted. But should governmental policy be directed at extending life? Or, should extending life be treated as secondary to other goals, such as ensuring quality of life for all citizens up to a particular age, eg, 82 years?
Cyborg Warriors
The military is a driving force in speeding up the development of many new technologies. The goal of military planners is to achieve a strategic advantage in warfare. Little attention is given to the broader societal impact of technologies financed for military use. The scientists on the Manhattan Project did not understand how atomic weapons would radically alter a world under constant threat of their use. There is little or no reflection on how the strategic advantage achieved by roboticising aspects of warfare is likely to be far outweighed by its long-term consequences.
One active trajectory in military research is combining technologies to create the enhanced soldier or cyborg warrior. Future soldiers are likely to be outfitted with robotic exoskeletons that enhance strength and stamina. Neuroprosthetics devices that convey thoughts might facilitate their communicating with other members of the team. Insectsized drones fly around the battlefield looking for guerilla fighters and beam back their position, which are then overlaid on the soldier's visor. A tablet computer built into a data glove can be used to direct larger weapons-carrying drones. Nanosensors on the body and in the bloodstream will facilitate supervisors, not engaged in combat, in monitoring the physiological well being of soldiers during a skirmish.
Before going to the frontline a soldier could be given a cocktail of modafinil to improve attention, the latest cognitive enhancers that heighten memory and speed up reaction time, and propranolol to reduce the possibility of post-traumatic stress disorder (PTSD). 32 The likelihood of soldiers exposed to the stresses of high-speed combat developing PTSD will be of particular concern to military planners. A combatant will have been pre-screened for biomarkers that indicate great resilience should he experience a traumatic event. For example, a study conducted by Elisabeth Binder and colleagues found an association between polymorphisms of the FKBP5 gene, childhood abuse, and the risk of an adult suffering from PTSD. 33 How many more risk factors for PTSD will need to be revealed before scientists can screen out with a high degree of probably those individuals most susceptible to PTSD if exposed to constant stressors? What probability would justify shielding that individual from stressful occupations or environments: 50 per cent? 85 per cent? Should only those with high resilience profiles be allowed on the frontline during warfare? Will those who have lower resilience profiles be barred from the police force or from fighting fires?
Many societies, from ancient Sparta to the US Marine Corps, have cultivated their warrior class. However, explicitly limiting combat to individuals with a very specific profile has profound ramifications for a democratic society. Furthermore, applying screening techniques for social engineering purposes can lead to new forms of discrimination. On the other hand, there is both long-term suffering for the individual and significant cost to society for the healthcare of veterans with combat-related PTSD. Is it irresponsible to send those with a higher risk profile into the theatre of war?
Techno Sapiens
Students and early adopters are already engaged in widespread experimentation with supplements and prescription drugs in the hope of gaining a competitive advantage or for recreational purposes. As new cognitive enhancing drugs become available, one can presume that they will also be combined with a wide variety of other pharmaceuticals. What will be the responsibility of governmental agencies, insurance companies and educational institutions for adverse incidents arising from the use of cognitive enhancers for purposes for which they were not specifically prescribed? Will government and nongovernmental agencies have the resources to track which of these combinations cause side effects, mental distress or neurological damage?
Pharmaceuticals are already commonly prescribed in combinations that have never been tested. Arguably we already live in a pharmaceutical regime where multiple drugs are taken to compensate for side effects created by other drugs that have been prescribed. If 32 While it has been hypothesised that taking propranolol prophylactically might minimise guilt or susceptibility to PTSD, the theory has not been proven. the harmful consequences of widely disseminated cognitive cocktails do not show up in the short term, there will be future crises to manage. Cognitive enhancers will also be combined with both exogenous and endogenous devices, including glasses that augment reality and neuroprosthetics that have been developed for both military and therapeutic purposes. Devices for interfacing with computers and navigating the web that are capable of registering small muscular movements or even reading certain thought patterns will be particularly popular. These computer interfaces might be used to manage devices at a distance, on the body, or in the bloodstream.
We also have no understanding of whether combining various cognitive enhancers with neuroprosthetics will optimise the freedom of individuals or undermine their autonomy. The mind is a delicate instrument. Optimising one capability could easily interfere with another. Just as texting while driving is a dangerous enterprise, so too might mixing various drugs and tools that enhance individual skills impair other capabilities and thus be unsafe. There should be no tolerance for technologies that undermine the capacity of individuals to be responsible for their actions.
An Opportunity or a Threat to Humanity?
Values differ, as do perceptions of whether the transformation of humanity by emerging technologies is good or bad. If large segments of the public find alterations in human nature, character or presentation (eg cyborgs) offensive, all technologies that transform human identity might be evaluated as being existential threats. There is the rather melodramatic possibility that we are inventing the human species as we have known it out of existence.
Nevertheless, it is hard to imagine anything, short of a disaster that empowers Luddite political parties, arresting technological development. After all, most of the enhancements that cause disquiet within some communities will result as byproducts of research that serves therapeutic needs. A political platform which declares that the lame will never walk or those suffering from trauma will never live normal lives is unlikely to receive widespread acceptance.
Research on intelligent robots and enhancements will also be furthered in the name of economic productivity and personal or corporate freedom. The outstanding question is whether some limits can or should be placed on the development of robotics and other emerging technology. Agreed-upon limits might quell concerns that technological development is out of control or becoming the primary force shaping humanity's destiny. But more importantly, some limits will help stave off technological errors that cause harms to the public in the form of economic disruption, environmental degradation, a major health disaster, or political turmoil.
MONITORING AND MANAGING EMERGING TECHNOLOGIES
The likelihood that new technologies will be combined in ways that are difficult to predict poses some very tricky policy challenges. How can each society, and humanity as a whole, monitor and manage technological development when the tools we have for forecasting and risk assessment are highly subjective? Certainly any roadmap would be a work in progress as the possibilities change with each new scientific discovery.
As a first project, I would like to propose the creation of a credible vehicle for monitoring and evaluating the state of technological development. Making such a proposal is much easier than knowing how such a vehicle should be designed or implemented.
Government institutions tend to be shortsighted. The EU has taken perhaps more initiative than other governments in convening advisory committees and financing research directed at formulating policy for managing emerging technologies. Foundations and other funding sources have been slow to perceive this subject as one where their grants will nurture effective research. Universities pay lip service to fostering interdisciplinary research, but few actually reward scholars for interdisciplinary work. Within academia the prevailing presumption is that general or comprehensive interdisciplinary research lacks the rigour associated with more empirical research. Nevertheless, there is a need, and with some effort and attention that need will come to the fore. Hopefully it will be possible to generate that attention without a serious crisis in which an emerging technology has been complicit.
A first stage in the development of a credible vehicle for monitoring emerging technologies might be a series of expert workshops. Expert conferences are not just opportunities to present ideas and educate one another; they should be designed to provide an opportunity to grapple with specific issues and debate possible solutions. The challenges are largely beyond the ability of one individual to grasp, but there are many scholars, engineers, leaders of industry and policy planners who have expertise in essential aspects of those challenges. For example, William Halal's TechCast project has been periodically sampling one hundred experts on when projected technologies will appear. 34 Leon Fuerth, formerly Al Gore's National Security Advisor, has proposed how the executive branch of the US government can be reorganised to accommodate anticipatory planning-what Fuerth calls 'forward engagement'. 35 Futurists like Dennis Bushnell, chief scientist for NASA Langley, have begun trying to think through the potential combinatorial impact of current technological, economic and environmental trends. There is also no shortage of bioethicists with interdisciplinary expertise on challenges posed by the tech revolution.
(11) What are the primary values that should inform technology policy?
CONCLUSIONS
We are collectively in a dialogue directed at forging a new understanding of what it means to be human. Pressures are building to embrace, reject or regulate robots and technologies that alter the mind/body. How will we individually and collectively navigate the opportunities and perils offered by new technologies? With so many different value systems competing in the marketplace of ideas, what values should inform public policy? Which tasks is it appropriate to turn over to robots and when do humans bring qualities to tasks that no robot in the foreseeable future can emulate? When is tinkering with the human mind or body inappropriate, destructive or immoral? Is there a bottom line? Is there something essential about being human that is sacred, that we must preserve? These are not easy questions.
Among the principles that we should be careful not to compromise is that of the responsibility of the individual human agent. In the development of robots and complex technologies, those who design, market and deploy systems should not be excused from responsibility for the actions of those systems. Technologies that rob individuals of their freedom of will must be rejected. This goes for both robots and neurotechnologies.
Just as economies can stagnate or overheat, so also can technological development. The central role for ethics, law and public policy in the development of robots and neurotechnologies will be in modulating their rate of development and deployment. Compromising safety, appropriate use and responsibility is a ready formulation for inviting crises in which technology is complicit. The harms caused by disasters and the reaction to those harms can stultify technological progress in irrational ways.
It is unclear whether existing policy mechanisms provide adequate tools for managing the cumulative impact of converging technologies. Presuming that scientific discovery continues at its present relatively robust pace, there may be plenty of opportunities yet to consider new mechanisms for directing specific research trajectories. However, if the pace of technological development is truly accelerating, the need for foresight and planning becomes much more pressing.
