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Kurzfassung
Diese Arbeit liefert Beiträge zur Optimalen Steuerung partiell-diﬀerential algebraischer
Gleichungen. Insbesondere werden Zustandsbeschränkungen bei der Optimalen Steue-
rung gewöhnlicher und partieller Diﬀerentialgleichungen sowie gekoppelter Systeme un-
tersucht. Die verschiedenen Konzepte dieser Gebiete werden verglichen, übertragen und
eingeordnet.
Zentrale Ergebnisse sind die Übertragung der notwendigen Bedingungen nach Bryson,
Denham und Dreyfus auf elliptische Optimalsteuerungsprobleme mit punktweisen Zu-
standsbeschränkungen, die Übertragung von Sprungbedingungen und Maßdarstellungen
auf ein ODE-PDE beschränktes Optimalsteuerungsproblem mit Zustandsbeschränkun-
gen bei niederdimensionalen aktiven Mengen, sowie die Entwicklung eﬃzienter numeri-
scher Methoden für komplexe Anwendungsprobleme.
Die Beiträge dieser Arbeit gliedern sich in vier Kapitel, deren Aspekte jeweils zusam-
mengefasst werden:
Zunächst werden die Grundlagen aus der Optimalen Steuerung gewöhnlicher Diﬀerential-
gleichungen mit Zustandsbeschränkungen wiederholt. Die beiden geläuﬁgen notwendigen
Bedingungen nach Jacobson, Lele und Speyer, sowie nach Bryson, Denham und Dreyfus
(BDD-Ansatz) werden erläutert und in den Zusammenhang der Optimalen Steuerung
partieller Diﬀerentialgleichungen gestellt. Dabei wird der Zusammenhang zwischen den
Sprungbedingungen und dem Borel-Maß hergestellt.
In Kapitel 2 wird der BDD-Ansatz auf ein Optimalsteuerungsproblem einer elliptischen
partiellen Diﬀerentialgleichung mit punktweisen Zustandsbeschränkungen und verteilten
aktiven Mengen übertragen. Die Idee dieses BDD-Ansatzes ist es, die Zustandsbeschrän-
kung auf der aktiven Menge äquivalent in eine Steuerungs-Zustandsbeschränkung oder
ggf. eine reine Steuerungsbeschränkung zu transformieren. Dies erlaubt die Herleitung
neuer notwendiger Bedingungen. Durch die Transformation der Zustandsbeschränkungen
gewinnen die zugehörigen Lagrange-Multiplikatoren an Regularität. Man erhält aus den
neuen notwendigen Bedingungen ein Randwertproblem auf verschiedenen Gebieten mit
Übergangsbedingungen. Das Interface zwischen den verschiedenen Gebieten stellt eine
Optimierungsvariable dar. Eine notwendige Bedingung am Interface wird mit Techniken
der Shapeoptimierung hergeleitet.
Das Kapitel 3 behandelt Zustandsbeschränkungen bei gemischten ODE-PDE Proble-
men: Anhand eines zeitabhängigen Anwendungsproblems  des sogenannten Rocketcars
 lässt sich eine vollständige Darstellung des Borel-Maßes auf niederdimensionalen ak-
tiven Mengen angeben. In der Folge lassen sich Sprungbedingungen und weitgehende
Regularitätsaussagen herleiten. Die explizite Massdarstellung ermöglicht weiterhin die
Formulierung als Mehrpunkt-Anfangsrandwertproblem und den Einsatz angepasster Lö-
sungsmethoden.
vi
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Kapitel 4 widmet sich schließlich einem komplexen Anwendungsproblem eines OC-PDAE:
Ein Brennstoﬀzellenmodell stellt uns vor ein Optimalsteuerungsproblem eines Systems
von partiell-diﬀerentiell algebraischen Gleichungen. Es werden notwendige Bedingungen
hergeleitet und direkte sowie indirekte (adjungierten-basierte) Methoden der Optimalen
Steuerung entwickelt und verglichen. Numerische Experimente bestätigen die Eﬃzienz
der vorgestellten Methoden. Insbesondere das indirekte Quasi-Newton-Verfahren erlaubt
eine zeitadaptive optimale Steuerung der Brennstoﬀzellenanlage mit hoher Genauigkeit
und unter geringer Rechenzeit.
Abstract
The thesis is concerned with optimal control problems of coupled systems of partial
diﬀerential algebraic equations. In order to investigate (pointwise) state constraints, a
bridge is built from optimal control problems of ordinary diﬀerential equations (ODE)
to optimal control problems of partial diﬀerential equations (PDE). Diﬀerent concepts of
both ﬁelds are discussed and applied to optimal control problems with coupled systems
of equations.
Major contributions are the derivation of new necessary conditions for elliptic control
problems with pointwise state constraints, the transfer of jump conditions to state-
constrained ODE-PDE control problems via a structural analysis of the measures as-
sociated with state constraints with active sets of measure zero, and ﬁnally the deve-
lopment of eﬃcient numerical methods for the solution of complicated optimal control
problems from real-life applications.
The ﬁrst chapter outlines the background of optimal control of ODE with state cons-
traints. The two major sets of necessary conditions are discussed, the one of Jacobson,
Lele and Speyer, as well as the one of Bryson, Denham and Dreyfus (BDD ansatz). In
building the bridge from ODE to PDE control theory, connections between the jump
conditions and the Borel measure are shown.
The second chapter transfers the BDD ansatz to an elliptic control problem with point-
wise state constraints. The idea is to transform the state constraints on the active set
equivalently into a mixed control-state constraint or even a pure control constraint. This
yields new necessary conditions with more regular multipliers. The optimality system
is treated as a boundary value problem on diﬀerent domains with junction conditions.
Therefore, the interface in between the diﬀerent domains is an additional optimization
variable. A necessary condition at the interface is derived by technics from shape opti-
mization.
Chapter three is devoted to state constraints in mixed instationary ODE-PDE control
problems. For the so-called rocketcar problem, an explicit formula for the Borel measure
is given on active sets of measure zero. This allows the derivation of jump conditions and
enhanced regularity theorems. Numerical results conﬁrm the derived conditions.
Finally, an involved fuel cell model gives rise to an optimal control problem with partial
diﬀerential algebraic equations and control constraints. The aim is to develop eﬃcient
methods for solving such problems. Therefore, necessary conditions are derived and direct
as well as indirect (adjoint-based) methods of optimal control are designed and compared.
Numerical studies conﬁrm the eﬃciency of the methods. In particular, the indirect quasi-
Newton method allows for a time adaptive optimal control of the fuel cell system with
high accuracy and low computational eﬀort.
viii
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Einführung
Vorgänge in Natur- und Ingenieurwissenschaften beschreibt man mit mathematischen
Modellen, um daraus Vorhersagen treﬀen zu können. Aufbauend auf derartigen Simula-
tionen will man Ziele verwirklichen, d.h. etwas optimal gestalten. Ein Satz von Größen
soll optimal gewählt werden. Sind sowohl das Modell als auch die zu optimierenden Grö-
ßen endlich-dimensional, erhält man ein lineares oder nichtlineares Optimierungsproblem
(LP oder NLP).
Das Gebiet der Optimalen Steuerung setzt auf der nichtlinearen Optimierung auf. Anstel-
le endlich viele Parameter optimal einzustellen, fragt man bei der Optimalen Steuerung
nach einer optimalen Funktion. Probleme dieser Art sind unendlich-dimensional, die Va-
riablen leben in Funktionenräumen. Die Form der Nebenbedingungen legt die Bereiche
innerhalb der Optimalen Steuerung fest: So unterscheiden wir die Gebiete der Optimalen
Steuerung gewöhnlicher Diﬀerentialgleichungen (OC-ODE), sowie die Optimale Steue-
rung partieller Diﬀerentialgleichungen (OC-PDE).1 Treten bei einem OC-PDE zusätzlich
gewöhnliche oder algebraische Gleichungen als Nebenbedingungen auf, so sprechen wir
von Optimaler Steuerung partiell-diﬀerential algebraischer Gleichungen (OC-PDAE).
Derartige Optimalsteuerungsprobleme mit gewöhnlichen und partiellen Diﬀerentialglei-
chungen treten häuﬁg in Natur- und Ingenieurwissenschaften auf. Modelliert man gleich-
zeitig Eﬀekte aus verschiedenen Bereichen wie z.B. Mechanik, Strömungsmechanik, Ther-
modynamik, Elektrodynamik oder chemischer Verfahrenstechnik, so steht man vor einem
Optimalsteuerungsproblem mit einem gekoppelten System partiell-diﬀerential algebrai-
scher Gleichungen. Zwei derartige Beispiele werden in dieser Arbeit behandelt: Ein Ra-
ketenauto mit Aufheizung und eine Brennstoﬀzellen-Anlage.
Aufgrund der gekoppelten Systemen von Nebenbedingungen mischen sich bei OC-PDAE
häuﬁg Eﬀekte aus OC-ODE mit Eﬀekten aus OC-PDE. Die vorliegende Arbeit setzt da-
her grundlegendes Wissen aus dem Bereich der OC-PDE voraus, wie es beispielsweise
die Monograﬁe von Tröltzsch [96] liefert. Grundwissen zur algorithmischen Behandlung
im Funktionenraum und numerische Methoden ﬁndet man bei Hinze, Pinnau, Ulbrich
und Ulbrich [59] sowie im Artikel von Herzog und Kunisch [52]. Nötiges Grundwissen
aus OC-ODE wiederholen wir in Kap. 1.
Besonders anfordernd und aktuell sind Fragestellungen zu Zustandsbeschränkungen bei
OC-PDAE, weshalb sich die Arbeit ausführlich mit diesem Themengebiet auseinander-
setzt.
1 Die englischen Abkürzungen sind gebräuchlich. ODE: Ordinary Diﬀerential Equations. PDE: Partial
Diﬀerential Equations.
1
2Das Gebiet der Optimalen Steuerung partieller Diﬀerentialgleichungen mit Zustands-
beschränkungen ist ein sehr anforderndes Spezialgebiet der Optimalen Steuerung. Eine
Übersicht zum aktuellen Stand der Forschung anhand elliptischer PDE mit punktwei-
sen Zustandsbeschränkungen liefern Hintermüller und Kunisch [55]. OC-PDE mit rei-
nen, punktweisen Zustandsbeschränkungen sind deswegen schwierig zu behandeln, da
die Lagrange-Multiplikatoren im allgemeinen nur reguläre Borel-Maße sind ([95], [22],
[23]). Diese Maße erschweren nicht nur die Analyse, sondern insbesondere auch die nu-
merischen Methoden, nicht zuletzt weil sie mit Ansatzfunktionen  wie den ﬁniten Ele-
menten  nicht genau beschrieben werden können.
Bevor Methoden für Zustandsbeschränkungen bei OC-PDE entwickelt wurden, gab es
bereits beeindruckende Fortschritte auf dem Gebiet der Optimalen Steuerung gewöhn-
licher Diﬀerentialgleichungen mit Zustandsbeschränkungen, welche auf der Zerlegung in
die aktive und die inaktive Menge der Zustandsbeschränkung und deren struktureller
Analyse beruhen. Der Artikel von Hartl, Sethi und Vickson [50] gibt einen umfassenden
Überblick über die verschiedenen Systeme notwendiger Bedingungen. Die notwendigen
Bedingungen werden anschließend als Mehrpunkt-Randwertproblem formuliert und mit
der Mehrzielmethode oder dem Kollokationsverfahren gelöst. Eine Übersicht zur nume-
rischen Lösung der notwendigen Bedingungen anhand diverser komplexer Anwendungs-
probleme aus der Luft- und Raumfahrt enthält Pesch [76].
Das 1. Kapitel wiederholt die nötigen Grundideen aus OC-ODE mit Zustandsbeschrän-
kungen. Zwei verschiedene Systeme notwendiger Bedingungen werden vorgestellt und
eingeordnet. Beide werden ein zweites Mal über die formale Lagrange-Technik her-
geleitet, um den Anschluss an OC-PDE zu schaﬀen. Eine genauere Analyse des La-
grange-Multiplikators der Zustandsbeschränkung liefert den Zusammenhang zwischen
den Sprungbedingungen und dem Borel-Maß.
In Kapitel 2 übertragen wir den sogenannten BDD-Ansatz von OC-ODE auf OC-PDE
anhand eines elliptischen Prototyp-Problems mit punktweisen Zustandsbeschränkungen
und verteilten aktiven Mengen. Die Idee dieses BDD-Ansatzes ist es, die Zustandsbe-
schränkung auf der aktiven Menge äquivalent in eine Steuerungs-Zustandsbeschränkung
oder ggf. eine reine Steuerungsbeschränkung zu transformieren.
Das Kapitel 3 behandelt Zustandsbeschränkungen bei gemischten ODE-PDE Problemen:
Anhand eines zeitabhängigen Anwendungsproblems  des sogenannten Rocketcars  ge-
ben wir eine vollständige Darstellung des Borel-Maßes auf niederdimensionalen aktiven
Mengen an. Dies erlaubt weitgehende Regularitätsaussagen, sowie eine Formulierung als
Mehrpunkt-Anfangsrandwertproblem und den Einsatz angepasster Lösungsmethoden.
Kapitel 4 widmet sich schließlich einem komplexen Anwendungsproblem eines OC-PDAE:
Ein Brennstoﬀzellenmodell stellt uns vor ein Optimalsteuerungsproblem eines Systems
von partiell-diﬀerentiell algebraischen Gleichungen. Es werden notwendige Bedingungen
hergeleitet und direkte sowie indirekte (adjungierten-basierte) Methoden der Optimalen
Steuerung entwickelt und verglichen. Numerische Experimente bestätigen die Eﬃzienz
der vorgestellten Methoden. Insbesondere das indirekte Quasi-Newton-Verfahren erlaubt
eine zeitadaptive optimale Steuerung der Brennstoﬀzellenanlage mit hoher Genauigkeit
und unter geringer Rechenzeit.
Kapitel 1
OC-ODE mit
Zustandsbeschränkungen
Optimalsteuerungsprobleme mit gewöhnlichen Diﬀerentialgleichungen wurden in der Ver-
gangenheit sehr ausführlich untersucht. Dennoch sind Lehrbücher auf diesem Gebiet rar.
Gute Anleitungen zum praktischen Aufstellen der notwendigen Bedingungen ﬁndet der
Anwender im Buch von Bryson und Ho (Erstauﬂage 1969, [15]). Beweise suche man da-
gegen im Buch von Feichtinger und Hartl [36], welches mit Kapitel 6.2 auch eine gute
Übersicht zu Zustandsbeschränkungen liefert.
Vergleicht man die Literatur zu notwendigen Bedingungen von OC-ODE und OC-PDE,
so ﬁndet man aus erster Sicht heraus ein unterschiedliches Kalkül. Um den Zusammen-
hang zu schaﬀen, stellt dieses Kapitel daher in Abschnitt 1.1 zunächst die bekannten
notwendigen Bedingungen von OC-ODE nach Pontryagins Maximumprinzip dar. An-
schließend werden die notwendigen Bedingungen des OC-ODE im Abschnitt 1.2 mit
etablierten Techniken aus OC-PDE hergeleitet. Ein Vergleich versorgt uns mit den nöti-
gen Zusammenhängen. In den Kapiteln 2 und 3 werden wir diese Ergebnisse aufgreifen
und Teile von ihnen auf OC-PDE übertragen.
1.1 Notwendige Bedingungen aus dem Maximumprinzip
Verschiedene notwendige Bedingungen zustandsbeschränkter OC-ODE nach dem Ma-
xmiumprinzip ﬁndet der Leser z.B. im Übersichtsartikel von Hartl, Sethi und Vickson
[50] und in [36, Kap. 6.2]. Prinzipiell unterscheiden sich die Ansätze in der Art, wie sie
die Zustandsbeschränkung behandeln. Zwei herausragende Varianten zeichnen sich dabei
ab: Die direkte Ankopplung der Zustandsbeschränkung nach Jacobson, Lele und Speyer
[61] und die indirekte Ankopplung nach Bryson, Denham und Dreyfus [16]. Während die
direkte Ankopplung naheliegend erscheint und die schärfsten notwendigen Bedingungen
liefert, zeichnet sich die indirekte Ankopplung durch Praxisstärken gerade bei Anwen-
dungsproblemen aus. So lösen z.B. Bulirsch, Montrone und Pesch aufbauend auf der
indirekten Ankopplung in [19], [20] ein sehr anforderndes Problem des Landeabbruch-
manövers eines Flugzeugs bei Fallwinden. Eine Anleitung zur praktischen Umsetzung
anhand weiterer Anwendungsprobleme bietet Pesch [76]. Eine Einordnung der verschie-
denen notwendigen Bedingungen und weitere Literaturstellen ﬁndet man in der Habili-
tationsschrift von Maurer [66] und dem zugehörigen Report [68].
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Nach [15, S. 119] bietet sich neben den beiden Ansätzen noch eine dritte Möglichkeit,
welche wir als Eliminationsmethode bezeichnen wollen: Die Reduktion der Variablen
auf der aktiven Menge. Eine skalare Zustandsbeschränkung der Ordnung m erlaubt es
dabei, m Zustände aus dem System zu entfernen (zusammen mit einer Steuerung). Wir
sprechen die Eliminationsmethode in Abschnitt 1.3.1 an.
Wir werden die verschiedenen Ansätze anhand eines elementaren Beispiels diskutieren,
welches wir jetzt formulieren werden.
1.1.1 Problemstellung
Gegeben sei folgendes Problem: Ein Rennauto soll in minimaler Zeit einen Kurs ab-
solvieren. Der Einfachheit halber sei die Lenkung fest vorgegeben (das Auto fährt z.B.
auf einer Schiene). Der Fahrer möchte die Beschleunigung u(t) optimal wählen, um das
Rennen zu gewinnen. Allerdings führt die Beschleunigung zu einem entsprechenden Ben-
zinverbrauch, welcher mit einem Kostenfaktor λ > 0 berücksichtigt wird. Bei freier Bahn
versucht der Fahrer das Beste herauszuholen. Allerdings darf er gewisse Objekte nicht
überholen (z.B. ein Safety Car oder einen Teamkollegen aufgrund einer Stallorder). Dies
wird mit einer Zustandsbeschränkung beschrieben.
Als einfachsten Fall betrachten wir den Kurs eines Dragsterrennens  also eine rein gerade
Strecke. Die Fahrt wird beschrieben durch den Ort x1(t) und die Geschwindigkeit x2(t)
des zur Punktmasse geschrumpften Autos. Wir erhalten das Problem des optimal zu
steuernden Autos (vgl. auch Pesch [77, Übungsaufgabe 6]):
Deﬁnition 1.1.1 (Prototyp-Problem eines OC-ODE)
min J(x1, x2, u, tf) := tf +
λ
2
tf∫
0
u2 dt (1.1)
s.t. x˙1 = x2 , x1 ≤ xmax auf (0, tf) , (1.2a)
x˙2 = u auf (0, tf) , (1.2b)
x1(0) = x0 , x2(0) = x˙0 , x1(tf) = 0 . (1.2c)
Dabei seien λ, x0, x˙0 ∈ R, λ > 0, x0 < xmax(0) sowie xmax(t) ∈ H4(0, tf) gegeben.
Gesucht ist die Steuerung u ∈ L2(0, tf).
Es handelt sich um ein Problem mit freier Endzeit tf : Steuerung u(t) und Endzeit tf
sind optimal zu wählen. Die Größen ~x := (x1, x2) sind durch die Nebenbedingungen fest-
gelegt. Wir bezeichnen sie als Zustände, ihre Diﬀerentialgleichungen entsprechend als
Zustandsgleichungen.
Hauptaugenmerk liegt auf der Zustandsbeschränkung x1 ≤ xmax, da diese sowohl die
Analyse als auch die numerische Umsetzung erschwert. Wir betrachten im Folgenden die
verschiedenen notwendigen Bedingungen zustandsbeschränkter OC-ODE. Zur genaueren
Aufschlüsselung der notwendigen Bedingungen benötigen wir den Begriﬀ der aktiven
Menge:
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Deﬁnition 1.1.2 (Aktive Menge der Zustandsbeschränkung)
Die Menge
A := {t ∈ [0, tf ] : x1(t) = xmax(t)}
bezeichnen wir als aktive Menge der Zustandsbeschränkung x1 ≤ xmax.
Wir möchten die notwendigen Bedingungen aufschlüsseln in Bedingungen auf der aktiven
und auf der inaktiven Menge  sowie Übergangsbedingungen dazwischen. Dafür müssen
wir entartete Extremfälle ausschließen. Wir stellen daher eine Strukturannahme an die
aktive Menge A der Zustandsbeschränkung:
Annahme 1.1.3 Die aktive Menge A besteht aus endlich vielen Berührpunkten tjc und
Randstücken [tion, t
i
off ] d.h.
A =
n⋃
i=1
[tion, t
i
off ] ∪
m⋃
j=1
tjc , n ∈ N , m ∈ N ,
wobei die Mengen [tion, t
i
off ], {tjc} alle paarweise disjunkt sind. Weiterhin gelte {0, tf} 6∈ A.
Unter I := (0, tf) \ A verstehen wir entsprechend die inaktive Menge der Zustandsbe-
schränkung. Die Zeiten S :=
{
tion, t
i
off , t
j
c
∣∣ i = 1, . . . , n, j = 1, . . . ,m} bezeichnen wir als
die Schaltzeiten. An diesen Zeiten werden Übergangsbedingungen auftreten in Form von
Stetigkeits- oder Sprungbedingungen.
1.1.2 Notwendige Bedingungen nach dem JLS-Ansatz
Jacobson, Lele und Speyer schlagen in [61] vor, die Zustandsbeschränkung direkt an
die Hamilton-Funktion anzukoppeln (JLS-Ansatz). Wir deﬁnieren daher zunächst die
Hamilton-Funktion H. Dank tf =
∫ tf
0 1 dt besteht das Zielfunktional im Beispiel nur aus
einem sogenannten Lagrange-Anteil. Die Hamilton-Funktion setzt sich bekanntlich zu-
sammen aus den Integranden des Lagrange-Anteils und den Produkten aus adjungierten
Zuständen ~p := (p1, p2) und den rechten Seiten der ODE [78]:
H(~x, u, ~p) := λ0
(
1 +
λ
2
u2
)
+ p2 u+ p1 x2 . (1.3)
Im Falle des JLS-Ansatzes deﬁniert man die Lagrange-Funktion L unter zusätzlicher
Ankopplung der Zustandsbeschränkung mit ihrem Lagrange-Multiplikator η(0):
L(~x, u, ~p, η(0), t) := H(~x, u, ~p) + η(0) (x1 − xmax) . (1.4)
Die notwendigen Bedingungen nach dem Maximumprinzip werden mit dieser Hamilton-
bzw. Lagrange-Funktion dargestellt, siehe z.B. [50, Section 4] bzw. [15]. Sie lauten:
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Lemma 1.1.4 (Notwendige Bedingungen aus dem Maximumprinzip nach
JLS, analog zu [50, S. 186f])
Unter der Annahme 1.1.3 existieren λ0 ≥ 0 und stückweise stetige Funktionen ~p (ge-
nannt adjungierte Zustände) und η(0) mit (λ0, p1(t), p2(t), η(0)(t), %s) 6≡ 0∀t, so dass eine
optimale Lösung (x¯1, x¯2, u¯) des Problems (1.1), (1.2) neben den primalen Gleichungen
(1.2) noch folgende Bedingungen für alle t erfüllt:1
u¯(t) = arg min
u∈R
H(x¯1(t), x¯2(t), u, ~p(t)) , (1.5a)
Hu(x¯1, x¯2, u¯, ~p) = λ0 λ u¯+ p2 = 0 , (1.5b)
−p˙1 = Lx1(x¯1, x¯2, u¯, ~p, t) = η(0) , (1.5c)
−p˙2 = Lx2(x¯1, x¯2, u¯, ~p, t) = p1 , (1.5d)
η(0) ≥ 0 , 0 = η(0) (x¯1 − xmax) . (1.5e)
Weiterhin gelten die Endbedingung p2(tf) = 0, die Bedingung an die freie Endzeit
H(tf) = 0 sowie folgende Sprung- bzw. Stetigkeitsbedingungen zur Schaltzeit ts ∈ S:
p1(t
−
s ) = p1(t
+
s ) + %s , (1.6a)
H(t−s ) = H(t
+
s )− %s x˙max(ts) , (1.6b)
p2(t
−
s ) = p2(t
+
s ) . (1.6c)
Dabei ist p1(t+s ) der rechtsseitige Grenzwert, p1(t
−
s ) der linksseitige Grenzwert der stück-
weise stetigen Funktion p1 und H(t) die Abkürzung für H(x¯1(t), x¯2(t), u¯(t), ~p(t)). Für
eine reguläre Hamilton-Funktion ist ferner die Steuerung u stetig (z.B. [36, Korollar 6.2]).
Unter einer Regularitätsbedingung (Constraint Qualiﬁcation, CQ) kann man den abnor-
malen Fall λ0 = 0 ausschließen, siehe z.B. [67, Assumption 3.1]. Da hier der normale
Fall diskutiert werden soll, sei im Folgenden eine CQ erfüllt. Durch Normierung der
Lagrange-Multiplikatoren kann dann bekanntlich ohne Einschränkung λ0 = 1 gewählt
werden.
Interessant sind die Sprungbedingungen [p1]
t+s
t−s
= %s: An jedem Schaltpunkt ts müssen
wir also eine Sprunghöhe %s ∈ R bestimmen. Die Bedingungen (1.6b) führen wir näher
aus, da wir sie in Kap. 3 brauchen werden:
0 = H(t+s )−H(t−s )− %s x˙max(ts) =
λ
2
(
u2(t+s )− u2(t−s )
)
+ p1(t
+
s )− p1(t−s )︸ ︷︷ ︸
=%s
x2(ts)
+ p2(ts)(u(t
+
s )− u(t−s ))− %s x˙max(ts) (1.7)
Nun ist die Steuerung wegen (1.5b), (1.6c) oder wegen regulärer Hamilton-Funktion [36,
Korollar 6.2] stetig in den Schaltzeiten. Daher folgt für %s 6= 0
x2(ts) = x˙max(ts) ∀ts ∈ S . (1.8)
Der Übergang von x1 auf die Zustandsbeschränkung ist also im Regelfall stetig differen-
zierbar.
1 Die Bedingungen gelten stückweise auf den einzelnen Zusammenhangskomponenten von A und I.
Wir bleiben hier vorerst an der Literatur. Später werden wir dies genauer aufschlüsseln.
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Bemerkung 1.1.5 Endbedingungen für adjungierte Zustände erhält man nur dort, wo
Zustände keinen Endbedingungen unterliegen. Wegen x1(tf) = 0 liegt z.B. für p1(tf)
keine Endbedingung vor.
Zur numerischen Lösung dieser notwendigen Bedingungen transformiert man sie in ein
Mehrpunkt-Randwertproblem und löst dieses mit einem passenden Verfahren, z.B. der
Mehrzielmethode oder dem Kollokationsverfahren [76]. Am Ende des nächsten Abschnit-
tes wird ein derartiges Mehrpunkt-Randwertproblem exemplarisch aufgestellt.
Bei den notwendigen Bedingungen nach JLS ist das Mehrpunkt-Randwertproblem unter
Benutzung von x1 = xmax auf A allerdings ein DAE-System mit einem relativ hohen
Index. Im vorliegenden Beispiel berechnet sich der Diﬀerentiationsindex beispielsweise
zu 5, bis auch ODE für u und η(0) auf A˚ vorliegen. Ein derart hoher Index schließt eine
numerische Lösung nahezu aus. Daher sollte man diesen Weg nicht einschlagen, siehe
Abschnitt 1.3.2.
1.1.3 Ordnung einer Zustandsbeschränkung und der BDD-Ansatz
Bryson, Denham und Dreyfus schlagen in [16] bei OC-ODE vor, anstatt (x1−xmax) eine
spezielle Ableitung dieses Terms an die Lagrange-Funktion anzukoppeln. Sie wählen die
Ableitung gleich der Ordnung der Zustandsbeschränkung. Auf der aktiven Menge kann
die Zustandsbeschränkung dann wie eine gemischte Steuerungs-Zustandsbeschränkung
behandelt werden. Dies birgt einige Vorteile. So stellt sich z.B. heraus, dass die zu-
gehörigen Lagrange-Multiplikatoren dadurch regulärer sind als die des JLS-Ansatzes
[66]. Weiterhin umgeht man obiges DAE-Problem, da das resultierende Mehrpunkt-
Randwertproblem einen deutlich geringeren Diﬀerentiations-Index aufweist (i.d.R. den
Index 1, [28, p. 81]), bzw. sich sogar auf eine reine ODE reduzieren lässt. Weiterhin
wird der algebraische Charakter der Zustandsbeschränkung beseitigt, wodurch u.a. die
numerischen Methoden deutlich proﬁtieren.
Wir deﬁnieren daher zuerst den Begriﬀ der Ordnung einer Zustandsbeschränkung analog
zu [16], [15, S. 118], [66]:
Deﬁnition 1.1.6 (Ordnung m einer Zustandsbeschränkung)
Die Ordnung m einer skalaren Zustandsbeschränkung g(~x, t) ≤ 0 bezogen auf die Zu-
standsgleichungen ~˙x(t) = ~f(~x, ~u, t) wird wie folgt deﬁniert:
1. Starte mit m := 0 und S(0) := g(~x, t).
2. Wenn ∂S
(m)
∂~u 6= ~0, dann ist m die Ordnung.
3. Andernfalls setze
S(m+1) :=
d
dt
S(m) = ∇~xS(m) · ~f(~x, ~u, t) + ∂S
(m)
∂t
.
4. Setze m := m+ 1 und fahre fort mit Schritt 2.
Wir diﬀerenzieren also fortlaufend die Schaltfunktion S(0) und setzen die Zustandsglei-
chungen ein, bis eine Komponente der Steuerung explizit auftritt. Die Anzahl der Dif-
ferentiationsschritte ist die Ordnung der Zustandsbeschränkung. Bei vektorwertigen Zu-
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standsbeschränkungen deﬁniert man entsprechend eine Ordnung für jede Komponente.
Angewandt auf das Prototyp-Problem (1.1), (1.2) ergibt sich Ordnung m = 2:
S(0) = x1 − xmax , S(1) = x2 − x˙max , S(2) = u− x¨max . (1.9)
Exemplarisch betrachten wir den Fall eines einzigen Randstückes A = [ton, toff ]. Die
Lagrange-Funktion des BDD-Ansatzes lautet dann
LBDD(~x, u, ~p
(2), η(2), t) := H(~x, u, ~p (2)) + η(2) (u− x¨max) . (1.10)
Damit auf dem Randstück S(2) ≡ 0 auch äquivalent zu S(0) ≡ 0 ist, müssen zwei Punkt-
bedingungen erfüllt werden, welche hier per Konvention auf ton gelegt werden. Dies sind
S(0)(ton) = 0 und S(1)(ton) = 0.
Die daraus erhaltenen notwendigen Bedingungen ﬁndet man z.B. in [50, S. 198] oder
in [36]. Sie lauten: Neben den primalen Gleichungen (1.2) gibt es stückweise stetige
Funktionen p(2)1 , p
(2)
2 , η
(2) mit
u¯(t) = arg min
u∈R
H(x¯1(t), x¯2(t), u, p
(2)
1 (t), p
(2)
2 (t)) , (1.11a)
0 = LBDD,u(x¯1, x¯2, u¯, p
(2)
1 (t), p
(2)
2 (t), t) = λu¯+ p
(2)
2 + η
(2) , (1.11b)
−p˙(2)1 = LBDD,x1(x¯1, x¯2, u¯, p(2)1 (t), p(2)2 (t), t) = 0 , (1.11c)
−p˙(2)2 = LBDD,x2(x¯1, x¯2, u¯, p(2)1 (t), p(2)2 (t), t) = p(2)1 , (1.11d)
η(2) ≥ 0 , (1.11e)
für alle t ∈ (0, tf) und p(2)(tf) = 0, H(tf) = 0. Zusätzlich muss die Komplementaritäts-
bedingung erfüllt sein, welche sich aufschlüsselt in
η(2) = 0 auf I , x1 < xmax auf I , (1.11f)
u = x¨max auf A , x1(ton) = xmax(ton) , x2(ton) = x˙max(ton) . (1.11g)
In (1.11g) erkennen wir die beiden oben erwähnten Punktbedingungen. Sprünge sind
nach der verwendeten Konvention nur an den Eintrittspunkten möglich ([15, Formeln
(3.11.6), (3.13.4)-(3.13.6)]):
p
(2)
1 (t
−
on) = p
(2)
1 (t
+
on) + %1 , (1.11h)
p
(2)
2 (t
−
on) = p
(2)
2 (t
+
on) + %2 , (1.11i)
p
(2)
1 (t
−
off) = p
(2)
1 (t
+
off) , (1.11j)
p
(2)
2 (t
−
off) = p
(2)
2 (t
+
off) , (1.11k)
H(t−on) = H(t
+
on)− %1 x˙max(ton)− %2 x¨max(ton) , (1.11l)
H(t−off) = H(t
+
off) . (1.11m)
Dabei sind %1, %2 ∈ R, %1, %2 ≥ 0. Die beiden letzten Bedingungen sind näher zu
untersuchen. Zum einen ﬁndet man
0 = H(t+off)−H(t−off) =
λ
2
(
u2(t+off)− u2(t−off)
)
+ p
(2)
2 (t
−
off)︸ ︷︷ ︸
=−λu(t−off)
(u(t+off)− u(t−off)) (1.12)
=
λ
2
(
u(t+off)− u(t−off)
)2 ⇐⇒ u(t+off) = u(t−off) , (1.13)
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da p(2)1 , x2 und p
(2)
2 in toff stetig sind. Im Ggs. zu dem JLS-Ansatz in (1.7) ist hier die
Stetigkeit der Steuerung sogar äquivalent zur Stetigkeit der Hamilton-Funktion. Gleiches
ﬁndet man etwas aufwändiger im Aufsprungpunkt ton. Hier gilt
H(t−on)−H(t+on) =
[
λ
2
u2 + p
(2)
2 u
]t−on
t+on
+ (p
(2)
1 (t
−
on)− p(2)1 (t+on))︸ ︷︷ ︸
=%1
x2(ton)
(1.11b)
=
[
λ
2
u2
]t+on
t−on
+ η(2)(t+on)u(t
+
on) + %1 x2(ton) . (1.14)
Daher folgt aus (1.11l) entsprechend
0 =
[
λ
2
u2
]t+on
t−on
+ η(2)(t+on)u(t
+
on) + %1
[
x2(ton)− x˙max(ton)
]
︸ ︷︷ ︸
=0 nach (1.11g)
−%2 x¨max(ton)︸ ︷︷ ︸
=u(t+on)
=
[
λ
2
u2
]t+on
t−on
+ u(t+on)
[
η(2)(t+on)− %2
]
︸ ︷︷ ︸
(1.11b,1.11i)
= λu(t−on)−λu(t+on)
= −λ
2
(
u(t+on)− u(t−on)
)2
. (1.15)
Da die Optimalitätsbedingungen intervallweise als Mehrpunkt-Randwertproblem gelöst
werden sollen, sind in den Schaltzeiten alle Größen doppelt zu belegen. Die Diﬀerenti-
algleichungen werden auf den Bereichen I:= (0, ton), II:= (ton, toff), III:= (toff , tf) stück-
weise gelöst. Die Zustände erfüllen dann folgende Übergangsbedingungen:
Endbedingung I AB II AB III
x1(t
−
on) = xmax(ton) , x1(t
+
on) = x1(t
−
on) , x1(t
+
off) = x1(t
−
off) ,
x2(t
−
on) = x˙max(ton) , x2(t
+
on) = x2(t
−
on) , x2(t
+
off) = x2(t
−
off) ,
Wir zählen die Gleichungen und Unbekannten wie folgt: Zunächst eliminiert man die
Steuerung durch u = −p2/λ auf I, III bzw. u = x¨max auf II, sowie den Lagrange-
Multiplikator auf II durch (1.11b). Übrig bleiben auf allen drei Bereichen soviele ODE wie
jeweilige Anfangsbedingungen. Zusätzlich treten in dem Mehrpunkt-Randwertproblem
folgende 6 Unbekannte auf: ton, toff , %1, %2, p1(tf), tf .
Betrachten wir die zusätzlichen Gleichungen: Neben der Stetigkeit der Steuerung in bei-
den Schaltzeiten zählt man die beiden Endbedingungen des Intervalls I, H(tf) = 0 und
x1(tf) = 0: Es sind also 6 zusätzliche Bedingungen, welche obige 6 Konstanten festlegen.
Das Mehrpunkt-Randwertproblem weist also genauso viele Gleichungen wie Unbekann-
te auf. In Kap. 3 wird darauf aufbauend ein Mehrpunkt-Anfangsrandwertproblem eines
OC-PDAE aufgestellt.
Im Zuge des BDD-Ansatzes verliert man bekanntlich einige Vorzeichenbedingungen an
die Multiplikatoren, welche hinterher ergänzt werden müssen, damit die notwendigen Be-
dingungen äquivalent zu denen der direkten Ankopplung werden ([50, Remark 5.3 und
6.2]).
Die Hauptmerkmale des BDD-Ansatzes sind die folgenden: Die notwendigen Bedingun-
gen enthalten auf der aktiven Menge jeweils eine algebraisch explizite Formel für die
Steuerung u, sowie für den Multiplikator η(2) der abgeänderten Zustandsbeschränkung.
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Dies hat numerisch Vorteile, da auf der aktiven Menge die Steuerung u = x¨max und der
Multiplikator η(2) = −p2−λu direkt eliminiert werden können. Damit sind keine algebrai-
schen Gleichungen mehr vorhanden, man braucht keinen DAE-Solver, sondern kommt
mit einem stückweisen ODE-Solver aus. Die numerische Umsetzung der verschiedenen
Methoden werden in Abschnitt 1.3 kurz angesprochen.
1.2 Notwendige Bedingungen nach der formalen Lagrange-
Technik
Wir gehen im folgenden Abschnitt einen Schritt in Richtung OC-PDE, indem wir die
formale Lagrange-Technik (siehe z.B. Tröltzsch [96, Kap. 2.10 und 4.7]) auf das OC-ODE
anwenden. Wir leiten also obige notwendige Bedingungen ein zweites Mal her  diesmal
mit Techniken aus OC-PDE.
Die im folgenden hergeleiteten KKT-Bedingungen (Karush-Kuhn-Tucker-Bedingungen)
gelten nur unter einer CQ. Verschiedene CQ bei OC-PDE ﬁndet man in [96, Kap. 6]. Eine
dieser CQ wird in Kapitel 2 angewandt. Bei der formalen Lagrange-Technik nimmt man
die Erfülltheit einer CQ bzw. der Existenz der Lagrange-Multiplikatoren in den passen-
den Räumen an. Zusätzlich muss die Existenz einer optimalen Steuerung gezeigt werden.
Für eine feste Endzeit ist das vorliegende Problem konvex, so dass die Slater-Bedingung
als CQ sowie die Existenz der optimalen Steuerung mit Standard-Sätzen beweisbar ist.
Bei freier Endzeit handelt es sich dagegen um ein nicht-konvexes Problem, so dass sich
beide Punkte deutlich aufwändig gestalten. Einen Existenzsatz für freie Endzeiten ﬁndet
man z.B. in [50, Theorem 3.1]. Da der Fokus auf den notwendigen Bedingungen liegt,
werden die Beweise hier nicht erbracht.
Annahme 1.2.1 Das Problem (1.1), (1.2) besitze eine Lösung. Die Lagrange-Multipli-
katoren p1, p2 zu den ODE existieren und besitzen die nötige Regularität. Der Lagrange-
Multiplikator µ zu der Zustandsbeschränkung existiere mit µ ∈ C([0, tf ])∗.
Die Regularität von µ(t) wird diskutiert in Abschnitt 1.2.2, bzw. in Kapiteln 2, 3 im Rah-
men von OC-PDE. Tröltzsch [96, Kap. 6] liefert, dass eine optimale Lösung zusammen
mit den Multiplikatoren einen Sattelpunkt der Lagrange-Funktion L(x1, x2, u, tf , p1, p2, µ)
bildet mit
L := J(x1, x2, u, tf)−
tf∫
0
(x˙1 − x2) p1 dt−
tf∫
0
(x˙2 − u) p2 dt+
tf∫
0
(x1 − xmax) dµ(t)
=
tf∫
0
1 +
λ
2
u2 dt+
tf∫
0
x1 p˙1 + x2 p1 dt+
tf∫
0
x2 p˙2 + u p2 dt−
[
x1 p1 + x2 p2
]tf
0
+
tf∫
0
(x1 − xmax) dµ(t) . (1.16)
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Die notwendigen Bedingungen für ein Optimum (x¯1, x¯2, u¯) enthalten die Zustandsglei-
chungen (1.2) sowie
−p˙1 = µ , µ (x¯1 − xmax) = 0 auf (0, tf) ,
−p˙2 = p1 , µ ≥ 0 auf (0, tf) , (1.17)
0 = λu¯+ p2 auf (0, tf) ,
p2(tf) = 0 .
Wie die Gleichung −p˙1 = µ für ein Maß µ ∈M([0, tf ]) zu verstehen ist, wird in Abschnitt
1.2.2 erklärt.
Die Bedingungen (1.2), (1.17) sowie die noch folgende Bedingung zur freien Endzeit
(1.20) bilden zusammen die notwendigen Bedingungen 1. Ordnung. Sie werden auch
als die KKT-Bedingungen (Karush-Kuhn-Tucker-Bedingungen) oder das KKT-System
bezeichnet. Ihre Lösungen heißen entsprechend KKT-Punkte; sie sind die Kandidaten
für die optimale Lösung. Adjungierten-basierte numerische Methoden der Optimalen
Steuerung setzen i.d.R. an der Lösung der KKT-Bedingungen an.
1.2.1 Bedingung zur freien Endzeit
Zusätzlich benötigen wir die Bedingung der freien Endzeit (Transversalitätsbedingung).
Ausgedrückt mit der Hamilton-Funktion lautete sie
0 = H(tf) = 1 +
λ
2
u2(tf) + p2(tf)︸ ︷︷ ︸
=0
u(tf) + p1(tf)x2(tf) . (1.18)
Für p2(tf) setzt man weiterhin die bereits bekannte Endbedingung ein. Die Gleichung
(1.18) ist eine skalare Gleichung, die entsprechend die Information zur Bestimmung der
freien Endzeit liefert. Wir erhalten diese Beziehung auch durch Diﬀerentiation der inte-
gralen Lagrange-Funktion nach der Endzeit tf . Allerdings ist hier im Blick auf zeitab-
hängige Endbedingungen ein allgemeinerer Weg zu wählen: Die Endbedingungen sind
mit eigenen Lagrange-Multiplikatoren an die Lagrange-Funktion anzukoppeln. Daher
deﬁnieren wir mit α ∈ R
L(2) := L+ x1(tf) · α . (1.19)
Man erhält weiterhin alle Bedingungen, sowie zusätzlich aus der Ableitung nach dem
Zustand x1(t) die Formel α = p1(tf). Die Ableitung nach tf ergibt für diese Lagrange-
Funktion die passende Transversalitätsbedingung:
0 = DtfL(2) = 1 +
λ
2
u2(tf) +
[
x1 p˙1 + x2 p1 + x2 p˙2 + u p2
]
t=tf︸ ︷︷ ︸
Integranden an tf
−
[
x˙1 p1 + x1 p˙1 + x2 p˙2 + x˙2 p2
]
t=tf︸ ︷︷ ︸
Produktregel für die Endwerte
+α x˙1(tf)
= 1 +
λ
2
u2(tf) +
x2 p1 + u p2︸︷︷︸
=0
−x˙2 p2︸︷︷︸
=0

t=tf
+ x˙1(tf) (α− p1(tf))︸ ︷︷ ︸
=0
. (1.20)
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Die Zustandsbeschränkung spielt keine Rolle, da in Annahme 1.1.3 auch tf 6∈ A ange-
nommen war. Man beachte, dass die Diﬀerentialgleichungen hier nicht verwendet wer-
den. Zuletzt werden die Endbedingungen der adjungierten Zustände berücksichtigt. Diese
Methodik wird in Kapitel 3 aufgegriﬀen, um eine Endzeitbedingung eines gekoppelten
ODE-PDE Optimalsteuerungsproblems mit freier Endzeit zu bestimmen.
Bemerkung 1.2.2 Arbeitet man in der Theorie bereits mit der Transformation auf feste
Endzeit (t = τ · tf , τ ∈ [0, 1]), so ist die Endzeitbedingung über die integrale Lagrange-
Funktion mit Bedacht herzuleiten: Bei Bilden der totalen Ableitung nach tf muss die
Substitution berücksichtigt werden. Eine Umbenennung u˜(τ) := u(tf · τ) darf nur für
feste tf verwendet werden und z.B. nicht bei der Ableitung nach tf . Wir verdeutlichen
dies an einem einzigen Summand:
Dtf

tf∫
0
u2(t) dt
 = u2(tf) , (1.21)
Dtf
tf
1∫
0
u˜2(τ) dt
 =
1∫
0
u˜2(τ) dτ
Resubst.
=
1
tf
tf∫
0
u2(t) dt , (1.22)
Dtf
tf
1∫
0
u2(tf · τ) dτ
 =
1∫
0
u2(tf · τ) dτ + tf
1∫
0
2u(tf · τ) · τ dτ︸ ︷︷ ︸
p.I.
= [u2(tf ·τ)·τ ]1τ=0−
∫ 1
0 u
2(tf ·τ) dτ
= u2(tf) .
(1.23)
Die zweite Variante, also Gleichung (1.22), liefert das falsche Ergebnis, da die Umbe-
nennung die Abhängigkeit von tf verschleiert. Die beiden anderen Varianten liefern das
korrekte Ergebnis, welches nur Werte zur Endzeit tf enthält. Mit der Hamilton-Funktion
erhält man dagegen auch nach der Umbenennung die korrekte Formel:
0 = H(1) = tf ·
(
1 +
λ
2
u2(1) + [x2 p1 + u p2]τ=1
)
. (1.24)
1.2.2 Analyse des Multiplikators µ(t) der Zustandsbeschränkung
Die Regularität des Lagrange-Multiplikators µ(t) der Zustandsgleichung wird nun nach-
gereicht. Bekanntlich kommt der Multiplikator aus dem Dualraum der Beschränkung. Da
Zustandsbeschränkungen sinnvoll im Raum der stetigen Funktionen untersucht werden
sollten ([96, Kap. 6.2]), haben wir mit µ ∈ C([0, tf ])∗ ∼= M([0, tf ]) im allgemeinen ein
reguläres Borel-Maß (siehe z.B. [5, Satz 4.22]). Dabei istM([0, tf ]) der Raum aller regu-
lären Borel-Maße auf [0, tf ]; er kann bekanntlich identiﬁziert werden mit dem Dualraum
der stetigen Funktionen C([0, tf ])∗ durch
〈µ˜[0,tf ], y〉C([0,tf ])∗,C([0,tf ]) =
∫
[0,tf ]
y dµ[0,tf ] ∀y ∈ C([0, tf ]) .
Die Norm inM([0, tf ]) ist dabei die totale Variation (z.B. [89])
‖µ‖M([0,tf ]) = sup

∫
[0,tf ]
y dµ : y ∈ C([0, tf ]) und ‖y‖∞ ≤ 1
 .
1.2. NOTWENDIGE BEDINGUNGEN AUS DEM LAGRANGE-FORMALISMUS 13
Das Maß µ(t) hat bei OC-ODE allerdings eine ganz spezielle Form  weshalb man in
den Veröﬀentlichungen zu OC-ODE mit Zustandsbeschränkung selten auf Maße treﬀen
wird. Betrachten wir hierzu ein Randstück [ton, toff ]: Aufgrund der Regularitäten der
Daten liefert ein Vorgehen analog zu Bergounioux und Kunisch [13] auf dem Randstück
folgende Aussagen:
x1 ≡ xmax ∈ H4(A˚) =⇒ u = x¨1 = x¨max ∈ H2(A˚) (1.25)
=⇒ p2 = −λu ∈ H2(A˚) =⇒ µ = p¨2 − x1 + xd ∈ L2(A˚) . (1.26)
Das Maß ist also im Inneren des Randstückes regulär. Da weiterhin wegen der Komple-
mentaritätsbedingung bekanntlich µ
∣∣
I = 0 gilt, bleiben die Schaltzeiten S zu untersu-
chen. Diese sind aber nur endlich viele Punkte. Ein Maß µ(t) ∈ M([0, tf ]) auf endlich
vielen (isolierten) Punkten lässt sich explizit angeben (Casas [21] oder Hilfssatz 3.4.19
in Kap. 3). Wir notieren diese Idee noch einmal in anderen Worten:
Nach der Lebesgue-Zerlegung kann man jedes Maß µ ∈ M([0, tf ]) eindeutig darstellen
als µ = µa + µs mit einem absolut-stetigen Anteil µa und einem singulären Anteil µs,
welche auf disjunkten Mengen leben (siehe z.B. Alt [5]). Der Satz von Radon-Nikodym
liefert zudem, dass µa eine L1-Dichte besitzt [5, Satz 4.11]. Im vorliegenden Fall ist also
µs auf die Menge der Schaltzeiten S konzentriert. Da dies endlich viele, isolierte Punkte
(im Inneren) sind, liefert Hilfssatz 3.4.19 später die Tatsache, dass µs in jedem dieser
Punkte ein Dirac-Maß ist, mit einer Dirac-Dichte, d.h. µs =
∑
tk∈S
%tk · δ(t− tk).
Die ODE −p˙1 = µ ist daher stückweise zu verstehen: Nach Superposition p1 = pI1 + pII1
mit −p˙I1 = µa ∈ L2(0, tf) und −p˙II1 = µs ﬁnden wir pI1 ∈ H1(0, tf) ↪→ C([0, tf ]) und
der Treppenfunktion pII1 = −
∑
tk∈S %tk · σ(t − tk) mit der Sprungfunktion (Heaviside-
Funktion)
σ(t) :=
{
0 , t < 0 ,
1 , t ≥ 0 .
Die Adjungierte p1 ist also eine stückweise stetige Funktion, welche an jeder Schaltzeit
springen kann. Daher ﬁndet man in der OC-ODE Literatur i.d.R. direkt Sprungbedin-
gungen anstelle des singulären Anteils µs.
1.2.3 Notwendige Bedingungen des aufgeteilten Problems analog zu
BDD
Die Idee des BDD-Ansatzes soll nun mit der formalen Lagrange-Technik kombiniert
werden. Die in Frey, Bechmann, Rund und Pesch [39] entwickelte Technik, welche wir
in Kap. 2 einführen und beweisen werden, wird hierzu einmal formal auf OC-ODE an-
gewandt. Exemplarisch betrachten wir den Fall eines Randstückes A = [ton, toff ] ⊂ (0, tf).
Die Idee ist, die Identität x1 ≡ xmax auf A mittels eines Randwertproblems x¨1 = x¨max,
x1(t
+
on) = xmax(ton), x1(t
−
off) = xmax(toff) äquivalent umzuformen und die Zustandsglei-
chungen x¨ = u einzusetzen. Die erhaltenen Bedingungen werden mit q ∈ L2(A˚) bzw. σon,
σoff ∈ R an die Lagrange-Funktion angekoppelt. Im Gegensatz zu dem BDD-Ansatz aus
Abschnitt 1.1.3 wird die Konvention geändert: Wir stellen nicht zwei Anfangsbedingun-
gen in ton, sondern je eine Randbedingung in ton und toff . Schließlich soll die Methodik
in Kap. 2 auf elliptische Randwertprobleme übertragen werden.
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Die aufgeteilte Lagrange-Funktion analog zum BDD-Ansatz wird also deﬁniert als
LBDD :=
∫
I
1 +
λ
2
u2 − x˙1 p1 + x2 p1 − x˙2 p2 + u p2 dt
+
∫
A˚
1 +
λ
2
u2 − x˙1 p1 + x2 p1 − x˙2 p2 + u p2 dt (1.27a)
+
∫
A˚
(u− x¨max) q dt+
(
x1(t
+
on)− xmax(ton)
)
σon +
(
x1(t
−
off)− xmax(toff)
)
σoff
+
∑
s∈{on,off}
(
x2(t
+
s )− x2(t−s )
)
r1,s +
(
x1(t
+
s )− x1(t−s )
)
r2,s .
Man beachte, dass wir nicht einfach die Integrale in der Lagrange-Funktion aufspalten,
sondern zusätzliche Nahtbedingungen mit Multiplikatoren r1,s, r2,s ∈ R ankoppeln (sie-
he Kap. 2). Die Ableitungen werden mittels partieller Integration auf die adjungierten
Zustände übertragen:
LBDD =
∫
I
1 +
λ
2
u2 + x1 p˙1 + x2 p1 + x2 p˙2 + u p2 dt
+
∫
A˚
1 +
λ
2
u2 + x1 p˙1 + x2 p1 + x2 p˙2 + u p2 dt (1.27b)
+
∫
A˚
(u− x¨max) q dt+
(
x1(t
+
on)− xmax(ton)
)
σon +
(
x1(t
−
off)− xmax(toff)
)
σoff
+
∑
s∈{on,off}
(
x2(t
+
s )− x2(t−s )
)
r1,s +
(
x1(t
+
s )− x1(t−s )
)
r2,s
− [x1 p1 + x2 p2]tf0 − [x1 p1 + x2 p2]t−ont+on − [x1 p1 + x2 p2]t−offt+off ,
Betrachten wir nun die Zustände und adjungierten Variablen auf I und A als unabhän-
gig, so können wir durch Richtungsableitung die aufgeteilten notwendigen Bedingungen
herleiten.2 Sie lauten unter nachträglicher Elimination von r1,s, r2,s:
I : A˚ : ∂A :
x˙1 = x2 x˙1 = x2 x1(t
−
s ) = x1(t
+
s ) , (1.28a)
x˙2 = u x˙2 = u x2(t
−
s ) = x2(t
+
s ) , (1.28b)
−p˙1 = 0 −p˙1 = 0 p1(t−s ) = p1(t+s ) + σs , (1.28c)
−p˙2 = p1 −p˙2 = p1 p2(t−s ) = p2(t+s ) , (1.28d)
p2 + λu = 0 p2 + λu+ q = 0 , (1.28e)
u = x¨max x1(ts) = xmax(ts) , (1.28f)
wobei mit ts, s ∈ {on, off} die Schaltzeiten bezeichnet werden. Dazu erhält man unver-
ändert die Anfangs- und Endbedingungen sowie die Bedingung der freien Endzeit. Die
Komplementaritätsbedingung haben wir bereits eingearbeitet. Zusätzlich ist x1 < xmax
auf I zu den notwendigen Bedingungen hinzuzunehmen.
2 Grundlagen zur formalen Lagrange-Technik ﬁndet der Leser z.B. in [96, Kap. 2.10 und 4.7]. Die
Idee der Lagrange-Technik am aufgeteilten System stammt aus unserer Arbeit [39]. Wir besprechen
sie detailliert in Kap. 2.
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In Kapitel 2 werden wir diese aufgeteilte Lagrange-Technik ausführlicher behandeln. Fürs
Erste konzentrieren wir uns auf ihr Ergebnis: Wir erkennen alle bekannten notwendigen
Bedingungen außer den Vorzeichenbedingungen und u(t+s ) = u(t
−
s ) bzw. die gleichbe-
deutende Bedingung q(ts) = 0. Letztere fehlt, da dLdts = 0 noch nicht ausgewertet wurde.
Unter Verwendung der Leibnizregel folgt exemplarisch für ts = ton direkt für (1.27a),
aber auch für (1.27b) nach zusätzlichem Umklammern:
d
dts
LBDD =
λ
2
u2 + (x2 − x˙1)︸ ︷︷ ︸
=0 stetig
p1 + (u− x˙2)︸ ︷︷ ︸
=0 (∗)
p2

t−s
t+s
+
(
u(t+s )− x¨(ts)
)︸ ︷︷ ︸
(∗)
= 0
q(t+s ) +
x˙1(t+s )− x˙max(ts)︸ ︷︷ ︸
(∗∗)
= 0
 σs
+
x˙2(t+s )︸ ︷︷ ︸
(∗)
= u(t+s )
− x˙2(t−s )︸ ︷︷ ︸
(∗)
= u(t−s )
 r1,s︸︷︷︸
=−p2(t−s )(∗)= λu(t−s )
+
(
x˙1(t
+
s )− x˙1(t−s )
)︸ ︷︷ ︸
=0 stetig
r2,s (1.29)
=
λ
2
(
u2(t−s )− u2(t+s ) + 2u(t−s )u(t+s )− 2u2(t−s )
)
= −λ
2
(
u(t−s )− u(t+s )
)2
.
Bei (∗) wird jeweils die höhere Regularität u ∈ H2(A˚) sowie u ∈ H2(I) ausgenutzt. (∗∗)
verwendet x1 ≡ xmax auf [ton, toff ], was aus den restlichen notwendigen Bedingungen ge-
folgert werden kann. Das Verschwinden der Richtungsableitung liefert also die Stetigkeit
von u an jeder der Schaltzeiten ts ∈ S  ähnlich zu Gleichung (1.15).
Ein Vergleich mit der Ableitung DtfL aus (1.20) zeigt, dass die Ableitung nach den
Schaltzeiten schwieriger auszuführen ist: Nur bei passenden Nahtbedingungen liefert sie
das korrekte Ergebnis. Wir leiten derartige Nahtbedingungen in Kap. 2 für ein ellip-
tisches Problem her. In Kap. 3.6.1 werden Nahtbedingungen bei einem zeitabhängigen
ODE-PDE Problem angesprochen.
Wie wir sehen, ist diese Ableitung nach den Schaltzeiten ts bereits aufwändig. Bei OC-
PDE entspricht der Schaltzeit ts  als Rand einer verteilten aktiven Menge  nunmehr
eine Randkurve in R2 oder sogar eine geschlossene gekrümmte Fläche in R3. Die Leib-
nizregel wird gewissermaßen zur Shape-Ableitung, die Berechnung wird daher sehr auf-
wändig (siehe Frey, Bechmann, Rund und Pesch [39], Frey [37]).
Die aus dem BDD-Ansatz erhaltenen notwendigen Bedingungen enthalten keine Vorzei-
chenbedingungen an die Multiplikatoren mehr, da die Zustandsbeschränkung als Glei-
chung behandelt wurde und nicht als Ungleichung. Wir erhalten schwächere notwendige
Bedingungen. Fordert man die Äquivalenz der notwendigen Bedingungen, so erhält man
aus dem Vergleich der Bedingungen (1.28c-1.28e) mit den bekannten Bedingungen (1.5b-
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1.5e), (1.6a) entsprechend
q(ts) = 0 , (1.30a)
q¨ = η(0) ≥ 0 , (1.30b)
σon = %on−q˙(t+on)︸ ︷︷ ︸
≥0
, (1.30c)
σoff = %off + q˙(t
−
off)︸ ︷︷ ︸
≥0
(1.30d)
mit den Folgen q ≤ 0 und σon, σoff ≥ 0.
Vergleichen wir nun die Ergebnisse mit denen aus der Literatur bzw. aus Abschnitt 1.1.3:
Bis auf die unterschiedliche Konvention bei der Forderung der Punktbedingungen  und
in der Folge die Verteilung der Sprungbedingungen  erhalten wir die meisten notwen-
digen Bedingungen, mit Ausnahme der mit dem Maximumprinzip erhaltenen stärkeren
notwendigen Bedingung (1.11a). Vorteil der aufgeteilten Lagrange-Technik ist, dass wir
sie auch bei OC-PDE verwenden können (da sie ja gerade von dort  aus [39]  stammt).
1.3 Numerische Umsetzung über ein Mehrpunkt-Randwert-
problem
Es bieten sich drei verschiedene Methoden an, um zustandsbeschränkte OC-ODE aus-
gehend von einem Mehrpunkt-Randwertproblem zu lösen: Verwendet die Methode auf
A direkt die Zustandsbeschränkung, so sprechen wir in Analogie zu OC-ODE vom JLS-
Ansatz, greift man dagegen auf eine Umformung der Zustandsbeschränkung zurück, wel-
che die Steuerung explizit enthält, so bezeichnen wir dies als BDD-Ansatz. Eine dritte
Methode bezeichnen wir als Eliminationsmethode. Sie nutzt die Zustandsbeschränkung
auf der aktiven Menge zur Elimination von Zuständen und Steuerungen (siehe [15, S.
119], [61, S. 256] bzw. der dort zitierten Dissertation von Dreyfus). Der Vollständigkeit
halber sprechen wir sie kurz an:
1.3.1 Die Eliminationsmethode
Bei der Eliminationsmethode wird auf A die Zustandsbeschränkung der Ordnung m suk-
zessive ausgenutzt, um m Zustände und eine Steuerung aus dem System zu entfernen
[15, S. 119]. Man löst also stückweise auf der aktiven und der inaktiven Menge eine un-
terschiedliche Anzahl von ODE.
Führt man die Eliminationsmethode am KKT-System aus, so müssen konsistent auch
m adjungierte Gleichungen eliminiert werden. Die Auswahl kann nichttrivial sein. Als
Alternative kann man die Elimination direkt in der Problemstellung ausführen und erst
anschließend das KKT-System aufstellen. In diesem Fall sind die dualen Variablen bereits
kanonisch reduziert. In den Arbeiten Bulirsch und Chudej [18], Chudej und Günther [28]
und Chudej [27] wird diese Methode aus dem Kontext der DAE als Wahl von Minimalko-
ordinaten bezeichnet. Man erzielt dort sehr gute Ergebnisse anhand komplex gekoppelter
Anwendungsprobleme aus dem Bereich der Flugbahnoptimierung.
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Die Eliminationsmethode hat den Vorteil, dass weniger Gleichungen gelöst werden müs-
sen. Zusätzlich zeichnen sich bei Anfangs- oder Anfangsrandwertproblemen Vorteile aus
der Sicht der diﬀerential-algebraischen Gleichungen (DAE) heraus ab: Die eliminierten
Nebenbedingungen werden exakt eingehalten  zu einem Drift-Oﬀ-Eﬀekt kann es nicht
kommen (siehe [28]).
1.3.2 Numerische Umsetzung der verschiedenen indirekten Verfahren
Numerisch umgesetzt wurden i.d.R. nur der BDD-Ansatz sowie die Eliminationsmetho-
de [29]. Methoden, welche die notwendigen Bedingungen von JLS ohne Elimination von
ODE lösen, gibt es praktisch keine  aus folgenden Gründen: Prinzipiell bieten sich hier-
für zwei Möglichkeiten, welche beide nicht in Frage kamen.
Entweder löst man auf I, A jeweils alle ODE zusammen mit den Gradientengleichungen
und fügt auf A zusätzlich die algebraische Gleichung x1 = xmax hinzu. Hierzu benötigt
man allerdings einen DAE-Solver  und man handelt sich einen ungünstigen Diﬀerentia-
tionsindex von i.d.R. 2m+1 ein ([28]), wobei m ≥ 1 die Ordnung der Zustandsbeschrän-
kung ist.
Oder man versucht den Multiplikator η(0) zu eliminieren, um auf eine reine ODE zu kom-
men. Die dazu nötige algebraische Gleichung erhält man allerdings erst durch häuﬁges
(2m-maliges) Ableiten und Einsetzen, siehe Kap. 2.4.3 im Kontext von OC-PDE. Dabei
erbringt man allerdings bereits den Aufwand, welchen man für den BDD-Ansatz oder
eine Eliminationsmethode benötigt  und zieht diese aufgrund weiterer Vorteile entspre-
chend vor.
Den BDD-Ansatz setzt man folgendermaßen um: Man löst alle ODE auf A und I 
allerdings mit unterschiedlichen rechten Seiten. Auf A eliminiert man die Steuerung uj
durch den BDD-Ansatz, sowie den Multiplikator η(m) durch LBDD,uj = 0. Übrig bleibt
(unter kanonischer Elimination der anderen Steuerungen durch ihr Steuergesetz) ein
Mehrpunkt-Randwertproblem  ein ODE-System für Zustände und adjungierte Zustän-
de mit stückweise gegebenen rechten Seiten und Übergangsbedingungen. Man umgeht
also die Problematik der DAE. Das Mehrpunkt-Randwertproblem löst man i.d.R. mit
der Mehrzielmethode (siehe z.B. [19], [20], [76]).
Der BDD-Ansatz gewinnt an Bedeutung bei gekoppelten Systemen aus mehreren Zu-
ständen und Steuerungen, da man hier die Bestimmungsformel der Steuerung und des
Multiplikators nicht einfach ablesen kann wie im Prototyp-Beispiel.
1.3.3 Direkte Verfahren
Neben indirekten Verfahren der Optimalsteuerung wird diese Arbeit auch die direkten
Verfahren aufgreifen. Abschnitt 3.5.1 gibt einen Überblick über die möglichen Varianten
direkter Verfahren.
Die Idee einer direkten Methode ist es, das Problem ohne Kenntnis der adjungierten
Gleichungen zu lösen. Dazu sind die Nebenbedingungen und das Zielfunktional als Er-
stes zu diskretisieren. Man erhält ein endlich-dimensionales Problem, ein nichtlineares
Optimierungsproblem (NLP). Dieses Problem wird mit etablierten Methoden der nicht-
linearen Optimierung gelöst. Eine gute Übersicht zur nichtlinearen Optimierung bereiten
z.B. die Bücher Nocedal und Wright [74] sowie Geiger und Kanzow [42].
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1.4 Zusammenfassung
Anhand eines Prototyp-Problems eines OC-ODE mit einer punktweisen Zustandsbe-
schränkung zweiter Ordnung und einer freien Endzeit werden zwei Varianten der not-
wendigen Bedingungen nach dem Maximumprinzip besprochen: Der JLS-Ansatz (nach
Jacobson, Lele und Speyer), sowie der BDD-Ansatz (nach Bryson, Denham und Dreyfus).
Um den Anschluss an OC-PDE zu ﬁnden, werden beide Varianten von notwendigen Be-
dingungen erneut hergeleitet  diesmal mit der formalen Lagrange-Technik. Der Lagrange-
Multiplikator der Zustandsgleichung ist hier zunächst ein reguläres Borel-Maß. Dieses
Maß wird genauer untersucht. Unter einer Strukturannahme an die aktive Menge kann
das Maß zerlegt werden in einen stetigen, regulären Anteil und einen singulären Anteil,
eine Treppenfunktion. Der Zusammenhang zwischen den Sprungbedingungen und dem
Borel-Maß wird dadurch klar.
Zur numerischen Lösung transformiert man die notwendigen Bedingungen in ein Mehr-
punkt-Randwertproblem und löst dieses mit der Mehrzielmethode oder dem Kolloka-
tionsverfahren. Numerische Methoden bauen meist auf dem BDD-Ansatz auf, da das
Mehrpunkt-Randwertproblem hier eine DAE von deutlich geringerem Index (i.d.R. Dif-
ferentiationsindex 1) ist. Bei Standard-Problemen lassen sich sogar alle algebraischen
Gleichungen beseitigen, so dass ein Mehrpunkt-Randwertproblem bei gewöhnlichen Dif-
ferentialgleichungen entsteht. Das Mehrpunkt-Randwertproblem nach dem JLS-Ansatz
weist dagegen einen derart hohen Index auf, dass es numerisch nicht sinnvoll gelöst wer-
den kann.
Kapitel 2
BDD-Ansätze bei elliptischen
OC-PDE mit
Zustandsbeschränkungen
Um OC-PDE mit punktweisen Zustandsbeschränkungen für die theoretische Analyse
und für numerische Methoden zugänglich zu machen, haben sich zwei Regularisierungs-
methoden etabliert: Die Moreau-Yosida Regularisierung (siehe Hintermüller und Kunisch
[54], [55]) sowie die Lavrentiev-Regularisierung (siehe Meyer, Rösch und Tröltzsch [72]
oder auch [70], [84]). Während Erstere die Ungleichungen der Zustandsbeschränkun-
gen herausnimmt und in einem veränderten Zielfunktional berücksichtigt, führt Letztere
die Ungleichungen mit sich  jedoch werden sie durch Regularisierung zu gemischten
Steuerungs-Zustandsbeschränkungen verändert. Beide Regularisierungstechniken führen
einen Regularisierungsparameter ein, welcher iterativ angepasst werden muss und im
Grenzübergang das Ausgangsproblem approximiert. Eine ausführliche Darstellung der
beiden Regularisierungstechniken  sowie einen Vergleich anhand einiger Beispiele  ﬁn-
det man in Bechmann und Frey [9].
Nach der Regularisierung lassen sich etablierte Lösungsmethoden für gemischte Steuer-
ungs-Zustandsbeschränkungen oder reine Steuerungsbeschränkungen anwenden wie z.B.
Innere-Punkte-Methoden (z.B. [10], [84]) oder die primal-duale Aktive-Mengen-Strategie
(PDAS, siehe Bergounioux, Ito und Kunisch [11] sowie Hintermüller, Ito und Kunisch
[53]). Im Falle reiner Zustandsbeschränkungen selbst lässt sich die PDAS dagegen nicht
im Funktionenraum formulieren und zeigt numerisch eine Gitterabhängigkeit, d.h. die
Anzahl der Iterationen steigt mit der Verfeinerung der Gitter ([12], [55]). Innere-Punkte-
Methoden lassen sich dagegen auch im Funktionenraum formulieren, so dass sie sich ohne
Regularisierung auf zustandsbeschränkte OC-PDE anwenden lassen, siehe Schiela [92].
BDD-Ansätze gibt es derzeit im Bereich von OC-PDE dagegen noch nicht. Diese Lücke
schließen wir mit unserer Arbeit Frey, Bechmann, Rund und Pesch [39], welche in den
Abschnitten 2.1 bis 2.3 beschrieben und eingeordnet wird. Die wesentlichen Beweise ﬁn-
det der Leser in [39], sie werden hier nicht wiederholt.
Durch BDD-Ansätze wird die Zustandsbeschränkung auf der aktiven Menge äquivalent
in eine Steuerungs-Zustandsbeschränkung oder ggf. eine reine Steuerungsbeschränkung
transformiert. Wichtiger Unterschied zur Lavrentiev-Regularisierung ist, dass hier trans-
formiert und nicht regularisiert wird.
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Nach der Problemformulierung betrachten wir zunächst die vorhandenen notwendigen
Bedingungen. In Abschnitt 2.2 leiten wir dann neue notwendige Bedingungen nach einem
Analogon zum BDD-Ansatz bei OC-ODE aus Kap. 1 her. Die veränderte Betrachtungs-
weise, welche die Aufteilung in verschiedene Gebiete mit Übergangsbedingungen an dem
Interface dazwischen mit sich bringt, führt auf eine neuartige Problemstellung in Ab-
schnitt 2.3, in welcher sich die Problemstellungen der Topologie- und Shape-Optimierung
als auch Optimalen Steuerung vereinen. Wir nennen diese Problemstellung ein Mengen-
Optimalsteuerungsproblem. Abschnitt 2.4 gibt einen Ausblick auf Eliminationsmethoden
und den Begriﬀ der Ordnung von Zustandsbeschränkungen, um die verschiedenen An-
sätze und Methoden aus Kapitel 1 auch bei OC-PDE einschätzen zu können.
2.1 Problemstellung und notwendige Bedingungen
Um neue notwendige Bedingungen analog zum BDD-Ansatz aus Kapitel 1 aufsetzen
zu können, müssen wir zuerst die einzelnen Zusammenhangskomponenten der aktiven
Menge kategorisieren. Bei OC-ODE gibt es hier im Regelfall entweder Berührpunkte
oder Randstücke, also 0- und 1-dimensionale Komponenten der aktiven Menge. Ein OC-
PDAE, welches bewiesenermaßen mit diesen beiden Kategorien auskommt, behandeln
wir ausführlich in Kapitel 3. Bei OC-PDE kann die aktive Menge im Allgemeinen aber
auch Komponenten anderer Dimension besitzen. In diesem Kapitel entwickeln wir zu-
nächst Methoden für n-dimensionale Komponenten anhand eines elliptischen Prototyp-
Beispiels im Falle n = 2.1 Wir entscheiden uns für folgendes linear-quadratisches ellipti-
sches OC-PDE:
Deﬁnition 2.1.1 (Prototyp eines elliptischen OC-PDE)
Sei Ω ⊂ R2 oﬀen und beschränkt mit C1,1-Rand Γ. Gegeben sei yd ∈ H1(Ω),
ymax ∈ H4(Ω) und λ > 0. Es sei u ∈ L2(Ω). Gesucht ist die Lösung (y¯, u¯) des Opti-
malsteuerungsproblems
min J(y, u) =
1
2
‖y − yd‖2L2(Ω) +
λ
2
‖u‖2L2(Ω) , (2.1a)
s.t. −∆y + y = u f. ü. in Ω , (2.1b)
∂νy = 0 f. ü. an Γ , (2.1c)
g(y) := y − ymax ≤ 0 f. ü. in Ω . (2.1d)
Dabei ist ν das äußere Einheitsnormalenvektorfeld von Ω.
Zur weiteren Analyse benötigt man die Existenz einer Lösung (y¯, u¯) dieses OC-PDE. Da
es sich um ein Prototyp-Problem handelt, ﬁndet man jede Menge Resultate in der Lite-
ratur. So besitzt zum einen die Zustandsgleichung bei dieser passend gewählten Rand-
regularität zu jeder Steuerung u ∈ L2(Ω) nach Standardsätzen bekanntlich genau eine
Lösung y ∈ H2(Ω) [44, Theorem 2.2.2.5]. Darüberhinaus besitzt das Optimalsteuerungs-
problem eine eindeutige Lösung, siehe z.B. Casas [22, Theorem 1]. Infolgedessen wird
man die Lösung aus Optimalitätsbedingungen heraus bestimmen, z.B. denen aus [22]
bzw. Alibert und Raymond [4]:
1 In der vorliegenden Arbeit beschränken wir uns auf n = 2. Die Gültigkeit aller Aussagen für n = 3
prüfen wir derzeit. Ab n ≥ 4 fehlt die stetige Einbettung H2(Ω) ↪→ C(Ω¯) nach [5, Satz 8.13], so
dass die Theorie in dieser Form nicht anwendbar ist.
2.1. PROBLEMSTELLUNG UND NOTWENDIGE BEDINGUNGEN 21
Lemma 2.1.2 (Notwendige Bedingungen nach Casas [22, Theorem 2])
Es existieren Lagrange-Multiplikatoren p ∈ W 1,s(Ω) und µ ∈ M(Ω¯) mit s ∈ [1, 2),
so dass zusätzlich zum Randwertproblem (2.1b), (2.1c) und der Zustandsbeschränkung
(2.1d) folgende Optimalitätsbedingungen erfüllt sind:
−∆p+ p = y − yd + µ
∣∣
Ω
f. ü. in Ω ,
∂νp = µ
∣∣
Γ
f. ü. an Γ ,
p+ λu = 0 f. ü. in Ω ,∫
Ω¯
(y − ymax) dµ = 0 , µ ≥ 0 .
Dabei ist die adjungierte PDE distributionell zu verstehen. Gemeint ist ihre schwache
Formulierung, siehe [22], [23] oder [96, Kap. 7.2.3]. Wir gehen darauf in Kapitel 3 näher
ein.
Aus den Optimalitätsbedingungen kann man bei näherem Betrachten weitere Eigenschaf-
ten herleiten, wenn man zwischen aktiver und inaktiver Menge unterscheidet. Die grund-
legende Quelle zu einer derartigen strukturellen Analyse der Lagrange-Multiplikatoren
bildet Bergounioux und Kunisch [13]: Durch Aufteilung in aktive und inaktive Menge,
Herleitung der Übergangsbedingungen dazwischen und Anwendung von Regularitäts-
theorie können die Autoren die Maße sehr gut charakterisieren. Es zeigt sich, dass sich
der singuläre Teil des Maßes auf den Rand der aktiven Menge konzentriert. Die Zerlegung
in aktive und inaktive Menge bildet die Grundlage für alle weitergehenden Untersuchun-
gen dieses Kapitels, daher deﬁnieren wir:
Deﬁnition 2.1.3 (Aktive Menge)
Die aktive Menge A der Zustandsbeschränkung g(y) ≤ 0 ist gegeben durch
A := {x ∈ Ω : g(y¯(x)) = 0} .
Weiterhin deﬁnieren wir die inaktive Menge I := Ω \ A und das Interface γ := ∂A.
Wie bei OC-ODE müssen wir die weitere Analyse mit Regularitätsannahmen an die
aktive Menge absichern wie z.B., dass die aktive Menge nur aus endlich vielen Zusam-
menhangskomponenten besteht. Für dieses Kapitel schließen wir darüberhinaus nieder-
dimensionale Anteile der aktiven Menge sowie die leere Menge aus. Wir landen bei den
an dieser Stelle üblichen Annahmen an die aktive Menge (vgl. [13]).
Annahme 2.1.4 (Regularität der aktiven Menge)
A =
l⋃
i=1
Ai , ¯˚Ai = Ai , A ∩ Γ = ∅ ,
Ai ∩ Aj = ∅ , i 6= j , i, j ∈ {1, . . . , l} ,
Ai ist zusammenhängend und besitzt einen C1,1-Rand ∀i = 1, . . . , l ,
A˚ 6= ∅ .
Das Interface γ ist eine Niveaulinie der H2-Funktion y¯ − ymax. Leider kann man die all-
gemeine Frage nach der Regularität von Niveaulinien von Hk-Funktionen derzeit nicht
22 KAPITEL 2. BDD-ANSÄTZE BEI ELLIPTISCHEN OC-PDE
beantworten, weshalb wir die folgende Analyse mit der vorletzten Zeile der Annahme
absichern mussten; sie ist nötig, damit z.B. der zusammengesetzte Zustand später wie-
der in H2(Ω) landet, also zulässig für das Ausgangsproblem ist.
Da wir algorithmisch die aktive Menge iterativ bestimmen werden, arbeiten wir in jedem
Zwischenschritt mit einer Schätzung der aktiven Menge B bzw. der inaktiven Menge J .
Diese Mengen sollen ebenfalls obige Regularitätsannahmen erfüllen. Daher deﬁnieren wir
den Begriﬀ der Konﬁguration:
Deﬁnition 2.1.5 (Konﬁguration)
Eine Aufteilung (B,J ) der Menge Ω mit J := Ω \ B, wobei B die Annahme 2.1.4
erfüllt, nennen wir eine Konﬁguration. Das Interface der Konﬁguration bezeichnen wir
mit β = ∂B.
Betrachten wir zunächst eine beliebige Konﬁguration (B,J ). Wir teilen die Größe y
gemäß der Konﬁguration auf:
yJ := y|J , yB := y|B .
Analog deﬁnieren wir uJ bzw. uB. Das äußere Einheitsnormalenvektorfeld von B bzw.
J an ihrem Interface β bezeichnen wir entsprechend mit νB bzw. νJ . Analog verwenden
wir yA, yI etc. bei der optimalen Konﬁguration (A, I). Mit dieser Notation können wir
die notwendigen Bedingungen aus [13] in unsere Notation bringen. Wir werden sie später
oft als Vergleich heranziehen.
Lemma 2.1.6 (Notw. Bedingungen analog zu Bergounioux und Kunisch [13])
Unter Annahme 2.1.4 existieren Lagrange-Multiplikatoren p ∈ H1(Ω) und µ ∈ M(Ω¯),
so dass die Lösung (y¯A, y¯I , u¯A, u¯I) zusätzlich zu den Zustandsgleichungen (2.1b), (2.1c)
und der Zustandsbeschränkung (2.1d) folgende Optimalitätsbedingungen erfüllt:
−∆pI + pI = y¯I − yd , λ u¯I + pI = 0 in I , (2.2a)
−∆pA + pA = y¯A − yd + µA˚ , λ u¯A + pA = 0 in A˚ , (2.2b)
pI = pA , ∂νIpI + ∂νApA = µ
∣∣
γ
=: µγ an γ , (2.2c)
∂νIpI = 0 an Γ , (2.2d)
µI = 0 , µA˚ ≥ 0 , µγ ≥ 0 . (2.2e)
Wir lesen heraus, dass die linksseitige und die rechtsseitige Dirichlet-Spur des adjun-
gierten Zustandes p am Interface übereinstimmen, während die Diﬀerenz der Neumann-
Spuren von p dort um µ|γ springt. Weiterhin ﬁndet man dort unter den geforderten Daten
eine höhere Regularität pI , uI ∈ H2(I), pA, uA ∈ H2(A˚). Auch das Maß µ zeigt eine
höhere Regularität: µ|A ∈ L2(A˚), µ|γ ∈ H 12 (γ) sowie µ|I = 0.2 Der Multiplikator ist also
auf die aktive Menge konzentriert, sein singulärer Anteil (nach der Lebesgue-Zerlegung)
ist sogar nur auf das Interface γ konzentriert. Auch wenn µγ entlang des Interfaces eine
reguläre Dichte besitzt, bleibt es auf Ω gesehen jedoch ein Maß. Ferner sei erwähnt, dass
sich aus den notwendigen Bedingungen uI = uA ∈ H 32 (γ) folgern lässt (siehe z.B. [56]).
2 Die Räume H
1
2 (γ), H
3
2 (γ) ﬁndet man z.B. in Grisvard [44], Adams und Fournier [2] im Zusam-
menhang von Spuren von Hk-Funktionen.
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2.2 Neue notwendige Bedingungen nach dem BDD-Ansatz
In [13] werden die notwendigen Bedingungen des inA bzw. I aufgeteilten Problems durch
Testfunktionenwahl (in Kombination mit Aufteilung von L2-Integralen und der Anwen-
dung der Greenschen Formel) aus den nicht aufgeteilten Optimalitätsbedingungen aus
[22] aufgestellt. Da wir anhand von BDD-Ansätzen neue Optimalitätsbedingungen her-
leiten wollen, müssen wir einen anderen Weg schaﬀen. In [39] haben wir daher eine neue
Methodik geschaﬀen, welche wir hier behandeln werden. Die Methodik lautet im Über-
blick:
1. Äquivalentes Aufteilen des OC-PDE auf die feste, optimale Konﬁ-
guration (A, I).
2. Anwendung eines BDD-Ansatzes.
3. Herleiten der notwendigen Bedingungen für das geteilte Problem
an der optimalen Konﬁguration.
4. Erweiterung auf nicht optimale Konﬁgurationen (B,J ): B ist jetzt
eine weitere Optimierungsvariable.
5. Herleitung der notwendigen Bedingung am Interface mittels
Shape-Lagrange-Technik.
Dieser Abschnitt behandelt die Schritte 1 bis 3. Die letzten beiden Schritte folgen in
Abschnitt 2.3.
Zunächst lässt sich die Zustandsgleichung äquivalent auf eine beliebige Konﬁguration
aufteilen, wenn man passende Übergangsbedingungen fordert:
Lemma 2.2.1 (Aufteilung der Zustandsgleichung)
Das Randwertproblem der Zustandsgleichung (2.1b), (2.1c) auf Ω lässt sich äquivalent
aufteilen auf die Konﬁguration (B,J ) zu3
−∆yJ + yJ = uJ in I , −∆yB + yB = uB in B , (2.3a)
∂νyJ
∣∣
Γ
= 0 an Γ , yJ = yB an β , (2.3b)
∂νJ yJ + ∂νByB = 0 an β . (2.3c)
Beweis:
Siehe [39, Sect. 3]. 
Diese Aufteilung anhand einer beliebigen Konﬁguration benötigen wir erst in Schritt 4
 also in Abschnitt 2.3. Bis dahin arbeiten wir fest an der optimalen Konﬁguration (A, I).
Kommen wir nun zu Schritt 2, dem Anwenden des BDD-Ansatzes. In [39] übertragen
wir die Idee von Bryson, Denham und Dreyfus von OC-ODE auf OC-PDE. Wir erläu-
tern im Folgenden unser Vorgehen und die dahinterstehenden Ideen. Zunächst wird die
3 Im Folgenden lassen wir f. ü. der Übersichtlichkeit halber stets weg.
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Zustandsbeschränkung auf der aktiven Menge A durch ein passendes Randwertproblem
ersetzt. Wir teilen dazu die Zustandsbeschränkung auf in yI < ymax und yA = ymax.4
Man beachte, dass wir durch diese Transformation den Ungleichungscharakter auf A ver-
nachlässigen, da wir die Beschränkung dort als Gleichung betrachten. Eine Vorzeichen-
bedingung an den zugehörigen Multiplikator verlieren wir daher, unsere notwendigen
Bedingungen werden etwas schwächer sein als die klassischen notwendigen Bedingungen
(vgl. [50] im Falle OC-ODE). Wir ergänzen diese Vorzeichenbedingungen später durch
Vergleich mit den klassischen notwendigen Bedingungen (vgl. [50]).
Bemerkung 2.2.2 Die Zustandsbeschränkung wird behandelt als Gleichungsbeschrän-
kung auf A und strikte Ungleichungsbeschränkung yI < ymax; letztere ist bei der op-
timalen Konﬁguration nicht aktiv und kann daher bekanntlich gestrichen werden ohne
die Lösung des Problems zu beeinﬂussen. Wenn wir später die Konﬁguration frei wählen
(siehe Abschnitt 2.3), müssen wir diese Bedingung allerdings wieder berücksichtigen.
2.2.1 Der Bryson-Denham-Dreyfus-Ansatz bei OC-PDE
Zunächst möchten wir den BDD-Ansatz für OC-PDE zugänglich machen. Die Idee über-
trägt sich wie folgt: Wir ersetzen die Identität g(y) = yA − ymax ≡ 0 auf A äquivalent
durch ein Randwertproblem der passenden Ordnung, so dass die Steuerung explizit auf-
tritt. Bei OC-ODE war dieses Vorgehen bereits nicht eindeutig bestimmt, da man Frei-
heiten in der Wahl der Anfangs- und Randbedingungen hatte (vgl. [15]). Bei OC-PDE
hat man zusätzlich Freiheiten in der Wahl des Diﬀerentialoperators. Bei der vorliegenden
linearen Zustandsgleichung legen wir uns darauf fest, stets den Diﬀerentialoperator der
Zustandsgleichung zu verwenden. Dennoch erhalten wir bereits beim Prototyp-Problem
verschiedene BDD-Ansätze je nach Randbedingung: Wir bezeichnen die zwei typischen
BDD-Ansätze gehörend zu Dirichlet- und Neumann-Randbedingung als BDD-Ansatz
erster und zweiter Art (abgekürzt: BDD1, BDD2). Die zugehörigen Randwertprobleme
lauten
−∆g + g = 0 , −∆g + g = 0 in A˚ , (2.4)
g = 0 , ∂νAg = 0 an γ . (2.5)
Als zweiter Schritt ist die Zustandsgleichung einzusetzen, so dass die Steuerung explizit
auftritt. In beiden Fällen liefert dies 0 = −∆g + g = uA + ∆ymax − ymax sowie die
Randbedingung des entsprechenden Falles. Standardsätze nach Grisvard [44] liefern dank
der C1,1-Regularität des Interfaces γ die Äquivalenz der Lösung des Randwertproblems
zu der Ausgangsgleichung yA = ymax auf A.
Verwendet man diese Umformung auf Ebene des Optimalsteuerungsproblems, so können
wir mit Theorem 4.1 aus [39] beweisen, dass die Lösung davon unverändert bleibt.
2.2.2 Die Lagrange-Technik am aufgeteilten System
In [39] entwickeln wir eine neue Methode, um die Optimalitätsbedingungen des aufge-
teilten Systems herzuleiten: Die Lagrange-Technik am aufgeteilten System. Die Technik
gestattet es uns, die nötigen Veränderungen des BDD-Ansatzes einzubauen. Dass die
Lagrange-Technik zum Ziel führt, beweisen wir in [39, Theorem 5.1] über die Zowe-
Kurcyusz-Bedingung5.
4 Bei den Daten ymax, yd werden wir der Übersichtlichkeit halber die Einschränkungen
∣∣
I etc. weg-
lassen. Sie gehen aus dem Kontext hervor.
5 Hintergründe zu den verschiedenen Constraint-Qualiﬁcations ﬁndet der Leser in [96, Kap. 6].
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Wir zeigen dort die Existenz von Lagrange-Multiplikatoren6 pI ∈ L2(I,∆) bzw. pA ∈
L2(A˚,∆) zu den aufgeteilten Zustandsgleichungen (2.3), sowie (q, σ) ∈ L2(A˚)×H− 32 (γ).7
Da wir die Zustandsbeschränkung hier als Gleichungsnebenbedingung für die Steuerung
behandeln, ist ihr Lagrange-Multiplikator q von Anfang an in L2(A˚). Hinterher werden
wir höhere Regularität zeigen z.B. q ∈ H2(A˚).
Die Nahtbedingungen an γ erhalten eigene Multiplikatoren r1, r2. Damit deﬁnieren wir
die Lagrange-Funktion L des an der optimalen Konﬁguration (A, I) aufgeteilten OC-
PDE zu
L(yI , yA, uI , uA, r1, r2, q, σ) := L1(yI , yA, uI , uA, r1, r2) + LBDD1(q, σ) (2.6)
mit dem allgemeinen Anteil
L1 :=
∫
I
(yI − yd)2 dx+
∫
A˚
(yA − yd)2 dx+ λ
2
∫
I
u2I dx+
λ
2
∫
A˚
u2A dx
−
∫
I
(−∆yI + yI − uI) pI dx−
∫
A˚
(−∆yA + yA − uA) pA dx− 〈pI , ∂νyI〉
H−
1
2 (Γ),H
1
2 (Γ)
+ 〈r1, yI − yA〉
H−
3
2 (γ),H
3
2 (γ)
+ 〈r2, ∂νIyI + ∂νAyA〉H− 12 (γ),H 12 (γ) , (2.7)
sowie dem speziellen Anteil des BDD-Ansatzes erster Art
LBDD1 :=
∫
A˚
(uA + ∆ymax − ymax) q dx+ 〈σ, yA − ymax〉
H−
3
2 (γ),H
3
2 (γ)
. (2.8)
Dabei ist 〈., .〉V ∗,V die gebräuchliche Bezeichnung für das Dualitätsprodukt auf einem
Banachraum V und H−
3
2 (γ) = H
3
2 (γ)
∗
bzw. H−
1
2 (γ) = H
1
2 (γ)
∗
. Hervorzuheben ist,
dass die präsentierte Lagrange-Funktion nicht einfach durch Aufteilen der Integrale der
üblichen Lagrange-Funktion hervorgeht.
Wir führen nun die aufgeteilte Lagrange-Technik für den BDD-Ansatz erster Art aus und
tabellieren anschließend die Unterschiede des anderen BDD-Ansatzes. Dessen Lagrange-
Funktionen enthält entsprechend den speziellen Anteil
LBDD2 :=
∫
A˚
(uA + ∆ymax − ymax) q dx+ 〈σ, ∂νA(yA − ymax)〉H− 12 (γ),H 12 (γ) . (2.9)
Bemerkung 2.2.3 Wir behandeln yI , yA als unabhängige Größen mit entsprechend
unabhängigen Multiplikatoren. Die Lagrange-Technik liefert uns die Zusammenhänge
dieser Größen als Teil des Ergebnisses. Insbesondere sind pI und pA an dieser Stelle
noch nicht als Einschränkungen einer globalen Größe p auf die Mengen I bzw. A zu
verstehen.
6 Man beachte, dass jeder Ansatz seine eigenen dualen Variablen besitzt. Der Übersichtlichkeit halber
wird kein weiterer Index eingeführt.
7 Die Eigenschaften der verwendeten sehr schwachen Räume L2(C,∆) := {ϕ ∈ L2(C)|∆ϕ ∈ L2(C)}
ﬁndet man in [8, Section 7.1-9].
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Die Berechnung der notwendigen Bedingungen mit der formalen Lagrange-Technik aus
[96] teilt sich in einige Schritte auf: Zunächst rekonstruieren sich die aufgeteilten Zu-
standsgleichungen mit Nahtbedingungen durch Verschwinden der Richtungsableitungen
bzgl. pI , pA, r1, r2. Anschließend werden die Laplace-Operatoren mittels (verallgemei-
nerter) Greenscher Formel von den Zuständen auf die Multiplikatoren übertragen. Jetzt
lassen sich die restlichen notwendigen Bedingungen über Berechnung der Richtungs-
ableitungen und übliche Variationsargumente ablesen (siehe z.B. [96]). Zusätzlich zu den
aufgeteilten Zustandsgleichungen aus (2.3) erhalten wir unter nachträglicher Elimination
der Multiplikatoren r1, r2 folgende, beide Ansätze betreﬀenden Optimalitätsbedingungen
−∆pI + pI = yI − yd , pI + λuI = 0 in I , (2.10a)
∂νpI = 0 an Γ , (2.10b)
yA = ymax an γ , (2.10c)
sowie speziell für den ersten BDD-Ansatz die Bedingungen
−∆pA + pA = yA − yd , pA + λuA + q = 0 in A˚ , (2.11a)
pI = pA , ∂νIpI + ∂νApA = σ an γ , (2.11b)
uA = −∆ymax + ymax in A˚ . (2.11c)
Den zweiten BDD-Ansatz behandeln wir ausführlich in [39, Sect. 6]. Die Resultate be-
handeln wir tabellarisch im nächsten Abschnitt im Überblick.
Wir erkennen die von OC-ODE bekannten Hauptmerkmale des BDD-Ansatzes (vgl. Ab-
schnitt 1.3.2): Zum einen besitzt das Optimalitätssystem eine Darstellungsformel (2.11c)
für die Steuerung auf der aktiven Menge, zum anderen liefert die Gradientengleichung
in (2.11a) direkt den Lagrange-Multiplikator q des BDD-Ansatzes. Diese beiden alge-
braischen Gleichungen erlaubten es bei OC-ODE, das KKT-System ohne Umweg auf
eine stückweise gegebene ODE zu reduzieren, was stark zum praktischen Durchbruch
der BDD-Ansätze beitrug ([75], [26]).
Bemerkung 2.2.4 (Höhere Regularitäten der dualen Variablen)
Aus unserem allgemeineren Theorem 7.5 aus [39] können wir höhere Regularitäten q ∈
H2(A˚), pI ∈ H2(I), pA ∈ H2(A) und σ ∈ H 12 (γ) folgern.
2.2.3 Vergleich der notwendigen Bedingungen
Im Gegensatz zu den klassischen notwendigen Bedingungen zeigen beide BDD-Ansätze
folgende Unterschiede auf A˚:
klassisch: −∆pA + pA = yA − yd + µA˚ , pA + λuA = 0 , yA = ymax .
BDD: −∆pA + pA = yA − yd , pA + q + λuA = 0 , uA = −∆ymax + ymax .
Als Regularität ﬁnden wir q ∈ H2(A˚) [39, Prop. 5.2] im Gegensatz zu µA˚ ∈ L2(A˚)
aus Lemma 2.1.6. Dies steht im Einklang mit OC-ODE ([66], [50]): Der Multiplikator
des BDD-Ansatzes zeigt eine höhere Regularität verglichen zur direkten Ankopplung der
Zustandsbeschränkung.
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Zusätzlich unterscheiden sich alle drei Varianten in den notwendigen Bedingungen am
Interface γ, dargestellt in folgender Tabelle:8
klassisch: pI = pA ∂νIpI + ∂νApA = µγ µγ ∈ H
1
2 (γ)
BDD1: pI = pA ∂νIpI + ∂νApA = σ σ ∈ H
1
2 (γ)
BDD2: pI = pA + σ ∂νIpI + ∂νApA = 0 σ ∈ H
3
2 (γ)
Wir sehen insbesondere, dass sich die Regularität von σ beim Ansatz BDD2 erhöht.
Dies liegt daran, dass die Randbedingung (2.5) des Randwertproblems auf Ableitungen
zurückgreift. Die aus Maurer [66] bekannte Regel greift auch hier: Je höher die Ablei-
tungen der Zustandsbeschränkung im Ansatz sind, desto regulärer sind die zugehörigen
Lagrange-Multiplikatoren.
Betrachten wir abschließend die beiden Multiplikatoren pI , pA als Teile eines globalen
Multiplikators p, so erkennen wir Folgendes: Je nach BDD-Ansatz verändert man den
adjungierten Zustand auf der aktiven Menge, indem man mit σ Knicke oder Sprünge
erzeugt. So springt p beispielsweise im Falle des BDD2-Ansatzes am Interface, zeigt aber
eine stetig fortsetzbare Spur der Normalenableitung.
Bei unseren BDD-Ansätzen steckt die Optimalitätsbedingung uI = uA an γ zunächst
noch nicht im System, da eine zusätzliche Unbekannte q
∣∣
γ
auftritt. Die Argumentation,
welche bei den klassischen notwendigen Bedingungen aus Lemma 2.1.6 auf uI = uA an
γ führt, ist daher hier nicht anwendbar.
Dank der Äquivalenz der Problemstellungen aus [39, Theorem 4.1] können wir die erhal-
tenen notwendigen Bedingungen mit denen aus Lemma 2.1.6 vergleichen. Der Vergleich
liefert eine zusätzliche Randbedingung am Interface, sowie die fehlenden Vorzeichenbe-
dingungen: Wir erhalten −∆q + q = µA˚, sowie je nach Ansatz:
Ansatz zusätzliche RB an γ Vergleichsbedingung VZ-Bedingung
BDD1 q = 0 µγ = σ + ∂νAq q ≥ 0, σ ≥ 0
BDD2 q = σ µγ = ∂νAq q ≥ 0, σ ≥ 0
Mit der zusätzlichen Randbedingung ließe sich uI = uA an γ wieder folgern. Wir werden
die Gleichung uI = uA an γ im nächsten Abschnitt aber auch aus einem anderen Zugang
erhalten.
Bemerkung 2.2.5 (Elimination der Maß-Anteile σ, µγ)
Beim Ansatz BDD2 können wir σ und µγ durch passende Spuren von q eliminieren.
Dadurch treten im KKT-System keine Maße mehr auf, sondern nur noch Dirichlet- bzw.
Neumann-Spuren einer H2(A˚)-Funktion q.
Bemerkung 2.2.6 Die BDD-Ansätze lassen sich entsprechend auch durch spezielle
Substitutionen aus den klassischen aufgeteilten notwendigen Bedingungen aus [13] her-
leiten. Allerdings führen nicht alle Substitutionen auf BDD-Ansätze und nicht jede Sub-
stitution eines BDD-Ansatzes ist naheliegend. Daher empfehlen wir das Vorgehen aus
Abschnitt 2.2 bzw. [39].
8 Man beachte, dass jeder Ansatz seine eigenen dualen Größen besitzt, d.h. pA, q, σ sind hier zeilen-
weise verschieden.
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Als nächstes verlassen wir die optimale Konﬁguration. Wir erhalten darauf ein sogenann-
tes Mengen-Optimalsteuerungsproblem. Infolgedessen leiten wir in [39, Formel (7.36)] die
Bedingung uI = uA an γ aus einer partiellen Shape-Ableitung der Lagrange-Funktion
nach dem Interface her. Dies entspricht der Ableitung nach den Schaltzeiten aus Kap.
1.2.3, Formel (1.29).
2.3 Das Mengen-Optimalsteuerungsproblem
Wir möchten jetzt das Optimalsteuerungsproblem aus einem anderen Blickwinkel be-
trachten. Wir geben dabei nur einen kurzen Leitfaden zu dem Abschnitt 7 aus [39]. Den
interessierten Leser verweise ich auf unsere zukünftigen gemeinsamen Arbeiten (z.B.
[38])  sowie auf die Dissertationen meiner beiden Kollegen Simon Bechmann und Mi-
chael Frey [37].
Bei Mehrpunkt-Randwertproblemen im Bereich von OC-ODE in Kap.1 werden die Schalt-
zeiten  also die Randpunkte der aktiven Menge  als unbekannte Größen innerhalb des
KKT-Systems behandelt. Ableitungen der Lagrange-Funktion nach den Schaltzeiten lie-
fern hier zugehörige notwendige Bedingungen z.B. Formel (1.29). Alternativ liefert das
Pontryaginsche Maximumprinzip eine Stetigkeits oder Sprungbedingung der Hamilton-
Funktion an der Schaltzeit  siehe Gleichungen (1.6b), (1.11l, 1.11m).
Fortgeführt auf OC-PDE betrachten wir daher die Menge B  bzw. ihren Rand β  als
weitere Unbekannte. Die Topologie und die Form dieser Menge sollen optimiert werden,
so dass im Optimum die aktive Menge der Zustandsbeschränkung erhalten wird.
Eine Methode, welche die aktive Menge bzw. deren Rand als Optimierungsvariable be-
handelt und iterativ bestimmt, entwickeln Hintermüller und Ring in [56]. Sie transfor-
mieren die notwendigen Bedingungen des Ausgangsproblems  unter Elimination von
Variablen auf der aktiven Menge  in ein Problem der Shape-Optimierung und lösen es
mit Level-Set-Methoden.
Eine weitere Methode entwickeln wir derzeit. Sie wird in Frey, Bechmann und Rund [38],
sowie in Frey [37] erscheinen.
Die Betrachtungsweise von B als Optimierungsvariable führt in unserer Arbeit [39, Sec-
tion 7] auf eine neue Klasse von Problemstellungen, welche OC-PDE und Shapeoptimie-
rung umschließt: Zu bestimmen ist gleichzeitig eine optimale Steuerung und eine Menge,
so dass ein Zielfunktional unter stückweise gegebenen PDE-Nebenbedingungen mini-
miert wird. Wir möchten diese Problemstellung als Mengen-Optimalsteuerungsproblem
bezeichnen:
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Deﬁnition 2.3.1 (Mengen-Optimalsteuerungsproblem, MOP)
Als Mengen-Optimalsteuerungsproblem (MOP) bezeichnen wir das Problem
min J(yJ , yB, uJ , uB,B) := 1
2
‖yJ − yd‖2L2(J ) +
1
2
‖yB − yd‖2L2(B)
+
λ
2
‖uJ ‖2L2(J ) +
λ
2
‖uB‖2L2(B)
s.t. −∆yJ + yJ = uJ in J ,
−∆yB + yB = uB , uB = −∆ymax + ymax in B˚ ,
∂νyJ = 0 an Γ ,
yJ = yB , 0 = ∂νJ yJ + ∂νByB an β , (2.12)
yB = ymax an β ,
uJ ∈ L2(J ) , uB ∈ L2(B) ,
yI < ymax in J ,
(B,J ) ist eine Konﬁguration .
Wir sehen, dass alle Nebenbedingungen der Problemstellung berücksichtigt sind. Daher
erhalten wir den Äquivalenzsatz [39, Theorem 7.1]:
Lemma 2.3.2 (Äquivalenz von MOP und dem Ausgangsproblem)
Das MOP und das Ausgangsproblem (2.1) besitzen dieselbe eindeutige Lösung.
Beweis:
Jeder zulässige Punkt des MOP ist oﬀensichtlich auch zulässig für das Ausgangspro-
blem (2.1). Weiterhin ist die Lösung des Ausgangsproblems auch zulässig für MOP. Da
das Zielfunktional in beiden Problemen identisch ist, liefert ein einfacher Beweis durch
Widerspruch das Resultat. 
Wir müssen für diesen Beweis das MOP nicht einmal näher untersuchen.
Eine zugehörige notwendige Bedingung erreichen wir in [39, Formel (7.36)] anschließend
formal über Techniken aus der Shape-Optimierung. Die erhaltene Bedingung liefert die
Bedingung u¯I = u¯A an γ. Die damit verbundene Technik bezeichnen wir als Shape-
Lagrange-Technik, siehe [37]. Vorteilhaft ist, dass die Shape-Lagrange-Technik keine
Shape-Adjungierten benötigt.
Ein theoretisch gesichertes Vorgehen wird in Frey [37] anhand der totalen Shape-Ableitung
einer Reformulierung des Problems untersucht, welches wir in [39, Sect. 7] als Bilevel-
Optimierungsproblem einführen.
Wir gelangen auf diese Weise zum gleichen Ergebnis wie bei OC-ODE: Die Ableitung
der Lagrange-Funktion nach der Schaltzeit in Gleichung (1.29) lieferte dort die Stetigkeit
der Steuerung u.
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2.4 Die Eliminationsmethode und die Ordnung von
Zustandsbeschränkungen
Abschließend sollen zwei in Kap. 1 eingeführte Begriﬀe diskutiert werden. Beginnen wir
mit der Eliminationsmethode:
2.4.1 Eliminationsmethode
Bei der Eliminationsmethode nutzt man die Zustandsbeschränkung um sukzessive Zu-
stände und adjungierte Zustände (inklusive ihren Gleichungen) zu eliminieren. Im Falle
des Prototyp-Beispiels ist die Zustandsbeschränkung sogar von der speziellen Form, dass
sie alle Gleichungen und Variablen auf A festlegt. Man kann in diesem Fall das Opti-
malitätssystem komplett auf die inaktive Menge reduzieren, ein freies Randwertproblem
entsteht. In [56] wurde dieser Weg verfolgt. Wir behandeln diesen Weg auch in unserer
anschließenden Arbeit über numerische Methoden [38]. Das freie Randwertproblem des
Protoyp-Beispiels haben wir in [39, Sect. 7] notiert.
Bei Systemen mit mehreren Zustandsgrößen ist allerdings nicht mehr mit einer möglichen
Reduktion auf I zu rechnen, da im Allgemeinen nicht alle Variablen auf A festgelegt
werden. Wieviele Variablen eine skalare Zustandsbeschränkung festlegt, gab bei OC-
ODE der Begriﬀ der Ordnung an, welcher nun zu diskutieren ist.
2.4.2 Ordnung von Zustandsbeschränkungen bei OC-PDE
Bei OC-ODE gibt es den Begriﬀ der Ordnung von Zustandsbeschränkungen (Def. 1.1.6).
Eine treﬀende Deﬁnition für OC-PDE bedarf jedoch weitergehender Untersuchungen.
Daher wird der Begriﬀ im Folgenden lediglich anhand eines Beispiels erörtert.
Ist die Zustandsbeschränkung von höherer Ordnung, so muss das Vorgehen des BDD-
Ansatzes (Ableiten und Einsetzen einer Zustandsgleichung) wiederholt werden, bis eine
Steuerung auftritt. Diese strukturierte Methode gewinnt bei Zustandsbeschränkungen
höherer Ordnung an Bedeutung, da man hier die Bestimmungsformel der Steuerung und
des Multiplikators nicht einfach ablesen kann wie im Prototyp-Beispiel.
Da die Ordnung einer Zustandsbeschränkung nur von den Zustandsgleichungen und der
Zustandsbeschränkung abhängt, beschränkt sich folgendes Beispiel auch nur auf diese
Teile des OC-PDE:
Beispiel 2.4.1 (Zustandsbeschränkung höherer Ordnung)
Betrachten wir das System von Zustandsgleichungen
−∆y = −z + u , −∆z = y , −∆a = y + v , in Ω
y = 0 , z =0 , a = 0 an Γ .
Die Steuerungen seien u, v ∈ L2(Ω). Damit das System eindeutig lösbar ist, wurde es wie
folgt aufgebaut: Die beiden PDE von (y, z) ähneln einem KKT-System eines Tracking-
Problems einer Poissongleichung in y mit yd = 0, λ = 1, Steuerung −z, adjungiertem Zu-
stand z und Quellterm u ∈ L2(Ω). Bekanntlich besitzt dieses System für jedes u ∈ L2(Ω)
genau eine Lösung. Wir betrachten die beiden PDE allerdings als Zustandsgleichungen.
Darüber sitzt ein Randwertproblem für a. Für jedes v ∈ L2(Ω) und für jede Lösung y
des Subsystems besitzt dieses nach Standardsätzen eine eindeutige Lösung a.
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Betrachten wir nun verschiedene Zustandsbeschränkungen und ihre Einwirkung auf das
System.
(a) z ≤ zmax, zmax ∈ H8(Ω):
Die Zustandsbeschränkung z ≤ zmax ist bzgl. obiger Zustandsgleichungen von höherer
Ordnung. Der Laplace-Operator und die Zustandsgleichungen sind zweimal anzuwenden,
bis eine Steuerung in der Gleichung auftritt:
z = zmax
−∆⇒ −∆z = −∆zmax , −∆z=y⇒ y = −∆zmax ,
−∆⇒ −∆y = ∆∆zmax , −∆y=−z+u⇒ −z + u = ∆∆zmax .
Zur äquivalenten Umformung der Zustandsbeschränkung auf A nach dem BDD-Ansatz
bräuchte man hier 2 Randbedingungen am Interface γ, z.B. das Paar z = zmax, y =
−∆zmax.
Nach [15, S. 119] liefert die Ordnung einer Zustandsbeschränkung bei OC-ODE die In-
formation, wieviele Zustände die Zustandsbeschränkung auf A festlegt. Würde man die
Deﬁnition einer Ordnung einer Zustandsbeschränkung bei OC-PDE im Falle von derar-
tigen elliptischen Systemen 2. Ordnung auf dieser Grundlage aufbauen, dann hat dieses
Beispiel Ordnung 2: Die Zustandsbeschränkung legt auf der aktiven Menge eine Steue-
rung (u) sowie zwei Zustände (z, y) fest. Der dritte Zustand a ist durch Lösung einer PDE
zu bestimmen. a und v sind auf der aktiven Menge aus verbliebenen KKT-Bedingungen
numerisch zu bestimmen.
(b) y ≤ ymax, ymax ∈ H4(Ω):
Die Zustandsbeschränkung wirkt sich hier ähnlich dem Prototyp-Problem: Einmaliges
Ableiten und Einsetzen liefert die Bestimmungsformel u = −∆ymax +z. Nur ein Zustand
wird auf A festgelegt. Einen Unterschied gekoppelter Systeme erkennen wir dennoch:
Wir können zwar y und u durch Einsetzmethode eliminieren, kennen aber u selbst erst,
nachdem z aus Lösung einer PDE auf A bestimmt wurde.
Bemerkung 2.4.2 Komplizierter wird die Deﬁnition einer Ordnung, wenn die Steue-
rungen und Zustände auf verschiedenen Gebieten vorliegen, z.B. bei Problemen mit ODE-
PDE-Kopplung. Das Zusammenwirken ist dann sehr schwer erkennbar. In Kapitel 3 wird
eine Formel für die Steuerung auf der aktiven Menge anhand eines Prototyp-Beispiels
eines ODE-PDE gekoppelten Optimalsteuerungsproblems hergeleitet. Für komplexe An-
wendungsprobleme wie das Brennstoﬀzellenmodell in Kapitel 4 ist es unklar, ob sich
Identitäten für Steuerungen überhaupt angeben lassen. Am ehesten ist dies jedoch mög-
lich mit einer strukturierten Methode, wie die der Bestimmung der Ordnung einer Zu-
standsbeschränkung.
Bemerkung 2.4.3 (Strukturaussagen zur aktiven Menge)
Bei OC-ODE ist man in der Lage, Struktursätze über die aktive Menge zu beweisen. Je
nach Parität der Ordnung der Zustandsbeschränkung können hier entweder nur Berühr-
punkte auftreten oder Berührpunkte und Randstücke, siehe [61, S. 274]. Derartige Sätze
sind auch bei OC-PDE wünschenswert, allerdings existieren sie derzeit nicht. Mittels Ma-
ximumprinzipien und Symmetrieaussagen erreichen wir in Kapitel 3 eine Strukturaus-
sage bei einem Beispiel eines zeitabhängigen OC-PDAE mit Zustandsbeschränkungen.
Allgemeinere Aussagen bleiben jedoch oﬀen.
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2.4.3 Herleitung von Maß-Darstellungen
Eng verbunden mit dem Begriﬀ der Ordnung ist das Herleiten von Maß-Darstellungen:
Die Vorgehensweise der Bestimmung der Ordnung einer Zustandsbeschränkung liefert
eine Bestimmungsformel für die Steuerung auf A. Führt man  nach Anwenden der
Gradientengleichung  die gleiche Methodik ein zweites Mal aus, so erhält man eine
Darstellung des Multiplikators µA˚. Greifen wir dazu obiges Beispiel auf und erweitern es
auf ein OC-PDE:
Beispiel 2.4.4 (Maß-Darstellung bei höherer Ordnung)
min J =
1
2
‖a− ad‖2L2(Ω) +
λ1
2
‖u‖2L2(Ω) +
λ2
2
‖v‖2L2(Ω) s.t.
−∆y = −z + u , −∆z = y , −∆a = y + v in Ω ,
y = 0 , z =0 , a = 0 an Γ ,
mit λi > 0, ad ∈ L2(Ω) und der Zustandsbeschränkung z ≤ zmax auf Ω¯, zmax ∈ H8(Ω).
Unter der Annahme der Existenz der Multiplikatoren y˜, z˜, a˜ zu den PDE9 und µ ∈
M(Ω) zur Zustandsbeschränkung sowie z∣∣
Γ
< zmax erhält man formal die adjungierten
Gleichungen
−∆y˜ = z˜ + a˜ , −∆z˜ = −y˜ + µ , −∆a˜ = a− ad in Ω ,
y˜ = 0 , z˜ =0 , a˜ = 0 an Γ
sowie die Gradientengleichungen y˜ + λ1u = 0, a˜ + λ2v = 0. Für eine Konﬁguration
(A, I) lässt sich auf A˚ eine Maß-Darstellung aus dem BDD-Ansatz bzw. dem Ergebnis
der Ordnungsbestimmung u = ∆∆zmax + z gewinnen. Auf A˚ gilt:
y˜ = −λ1 (∆∆zmax + z) , −∆
=⇒ −∆y˜ = λ1
(
∆3zmax + ∆z
)
, PDE einsetzen
=⇒ z˜ + a˜ = λ1
(
∆3zmax − y
)
, −∆
=⇒ −∆z˜ −∆a˜ = −λ1
(
∆4zmax −∆y
)
, PDE einsetzen
=⇒ −y˜ + µA˚ + a− ad = −λ1
(
∆4zmax − z + u
)
.
Mit dieser expliziten Formel kann µA˚ := µ
∣∣
A˚ eliminiert werden.
9 Die Notation y˜ für einen adjungierten Zustand zur Zustandsgleichung von y gewöhnen wir uns in
Kapitel 4 an, da das dortige gekoppelte System 67 verschiedene adjungierte Zustände enthält.
2.5. ZUSAMMENFASSUNG 33
2.5 Zusammenfassung
Um BDD-Ansätze auf OC-PDE übertragen zu können, haben wir die Problemstellung
aufgeteilt auf die aktive und die inaktive Menge. Auf der aktiven Menge ist die Zu-
standsbeschränkung eine Gleichung, welche sich als Randwertproblem umformulieren
lässt. Einsetzen der Zustandsgleichung lässt die Steuerung auftreten, wir erhalten eine
Gleichungsnebenbedingung an die Steuerung im Inneren der aktiven Menge.
Das veränderte Problem erfüllt eine CQ, weshalb wir mit der Lagrange-Technik die not-
wendigen Bedingungen aufstellen können. Die letzte Gleichungsbedingung erhalten wir
aus der partiellen Shape-Ableitung der Lagrange-Funktion nach dem Interface.
Wir erhalten damit alle notwendigen Bedingungen  außer den Vorzeichenbedingungen
der Multiplikatoren der Zustandsbeschränkung, da wir diese rein als Gleichung behan-
delt hatten. Die notwendigen Bedingungen nach dem BDD-Ansatz sind damit zunächst
schwächer als die etablierten notwendigen Bedingungen. Wir können die Vorzeichenbe-
dingungen über einen Vergleich ergänzen.
Auf dem Wege treﬀen wir auf eine neue Problemstellung, welche Optimale Steuerung
und Shapeoptimierung verbindet. Erste Untersuchungen sprechen dafür, dass sich dieses
Mengen-Optimalsteuerungsproblem mit einer Shape-Lagrange-Technik behandeln lässt.
Dies bietet den großen Vorteil, dass man die notwendigen Bedingungen unabhängig von-
einander mittels partiellen Ableitungen der Lagrange-Funktion herleiten kann. Den Me-
thoden zur Lösung der neuen notwendigen Bedingungen widmet sich unsere nächste
Veröﬀentlichung [38].

Kapitel 3
Das Rocketcar - ein parabolisches
OC-PDAE Problem mit
Zustandsbeschränkungen
Das Problem des Rocketcars haben wir gemeinsam in einer Reihe von Veröﬀentlichun-
gen behandelt: Pesch, Rund, von Wahl und Wendl [80], [79] sowie Wendl, Pesch und
Rund [101]. Dabei ist der Artikel [80] noch nicht eingereicht, da er zusammen mit dem
2. Teil [81] erscheinen soll. Der 2. Teil wird die Ergebnisse dieser Dissertation enthalten
 insbesondere die Maß-Darstellung sowie die Sprungbedingungen aus Abschnitt 3.4.
Die Abschnitte 3.2 und 3.5.2 wiederholen für die weitere Arbeit relevante Ergebnisse
der einbezogenen Arbeiten [80], [79], [101] an den passenden Stellen. Darüberhinaus gibt
Abschnitt 3.2.1 eine Zusammenfassung der einzelnen Arbeiten.
Allerdings sind weite Teile des Kapitels neu, unveröﬀentlicht und von mir  ohne Mithilfe
meiner Kollegen  erarbeitet: Dazu gehören insbesondere die Abschnitte 3.3, 3.4, 3.6
und 3.7. Entsprechend werden sich in diesem Kapitel nur vereinzelt Verweise auf unsere
gemeinsamen Arbeiten ﬁnden. Daher wurde das Kapitel so konzipiert, dass der Leser es
unabhängig von den zugehörigen Veröﬀentlichungen lesen kann.
3.1 Einführung zu parabolischen OC-PDE mit Zustandsbe-
schränkungen
Notwendige Bedingungen für zustandsbeschränkte OC-PDE bei parabolischen Gleichun-
gen liefern beispielsweise Casas in [24] oder Raymond und Zidani in [86]. So liefert Casas
[24] die notwendigen Bedingungen für Randsteuerungsprobleme bei semilinearen para-
bolischen PDE mit Zustandsbeschränkungen. Die adjungierte PDE hat hier reguläre
Borel-Maße als Quellterme; der Autor liefert einen Existenz- und Eindeutigkeitssatz für
die adjungierte PDE mit Maßen und zeigt die Regularität des adjungierten Zustandes.
Das in Kapitel 1.2.2 angesprochene Problem, dass die Lagrange-Multiplikatoren der Zu-
standsbeschränkung im Allgemeinen nur reguläre Borel-Maße sind, beherrscht auch im
parabolischen Fall die theoretische Analyse und die Numerik. Ohne L∞-Boxbeschrän-
kungen an die Steuerung sind die Zustände im Allgemeinen nicht einmal stetig (außer
bei verteilten Steuerungsproblemen in 1D), siehe Neitzel und Tröltzsch [73]. Daher be-
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vorzugt man die Anwendung von Regularisierungsmethoden, wodurch die Maße aus der
Theorie verschwinden und etablierte numerische Methoden anwendbar werden.
Im folgenden Kapitel wird ein Prototyp-Problem eines ODE-PDE beschränkten Optimal-
steuerungsproblems mit Zustandsbeschränkungen behandelt, welches von der Struktur
her sehr nahe an parabolischen OC-PDE liegt. Zunächst werden das Problem und seine
notwendigen Bedingungen aufgestellt. Unter einer Strukturannahme an die aktive Men-
ge lassen sich wie in den Kapiteln 1 und 2 detailliertere notwendige Bedingungen und
Regularitätsaussagen herleiten.
Insbesondere werden die Sprungbedingungen von OC-ODE auf das gemischte ODE-PDE
Problem übertragen. Der hierfür entscheidende Schritt ist eine explizite Darstellung des
Maßes µ ∈ M(Q¯) aus handhabbaren Teilen. Dabei ist Q := Ω × (0, tf) der Orts-Zeit-
Zylinder. Das Ergebnis ist interessant: Bei dem behandelten Prototyp-Problem ist man
in der Lage, die Tatsache aus Kapitel 2 bzw. Bergounioux und Kunisch [13] erstmalig
auf eine niederdimensionale aktive Menge in Form einer Strecke im Inneren von Q zu
übertragen: Der Multiplikator ist glatt im relativen Inneren der aktiven Menge und zeigt
Dirac-Maße an den beiden Randpunkten. Diese Erkenntnis lässt sich zur weiteren theore-
tischen Analyse nutzen. Nach einem kurzen Überblick zur Lösung mit direkten Verfahren,
widmet sich Abschnitt 3.6 den indirekten Verfahren. Analog zu OC-ODE lässt sich un-
ter einer Strukturannahme an die aktive Menge ein Mehrpunkt-Anfangsrandwertproblem
aufstellen. Das Kapitel schließt mit numerischen Experimenten.
3.2 Das Modell und seine verschiedenen Formulierungen
Das Modell des Raketenautos ist entstanden in Pesch, Rund, von Wahl und Wendl [80].
Unser Ziel war es, einen Prototyp eines OC-PDAE Problems zu erschaﬀen, welches die
Gebiete OC-ODE, OC-PDE und OC-PDAE verbindet. Dadurch sind wir in der Lage, die
Theorie und die Verfahren der verschiedenen Gebiete zu vergleichen und zu übertragen.
Ausgegangen sind wir von einem Problem der Flugbahn-Optimierung hypersonischer
Flugzeuge aus Chudej, Pesch, Wächter et al. [30]. Die hohe Komplexität dieses Anwen-
dungsproblems musste reduziert werden. So entschieden wir uns, die Bewegung auf eine
Schiene einzuschränken (1D) und das Atmosphärenmodell einzusparen. Die Aufheizung
sollte jedoch berücksichtigt werden, um die gekoppelte ODE-PDE Struktur zu erhalten.
Aufgrund seines Hintergrundes bezeichnen wir das resultierende Modell als das Rocket-
car: Gesucht ist die Position w(t) eines Autos, welches sich auf einer Schiene ohne Kur-
ven nach den Gesetzen der Newtonschen Mechanik bewegt. Dies führt auf gewöhnliche
Diﬀerentialgleichungen. Dabei bezeichnen wir mit w(t) die Position des zur Punktmasse
geschrumpften Raketenautos, d.h. die Position seines Schwerpunkts. Das Raketenauto
heizt sich aufgrund der hohen Geschwindigkeit durch Reibung auf. Die Aufheizung des
ausgedehnten Raketenautos modellieren wir anhand der Temperaturverteilung T (x, t)
gemäß einer Wärmeleitungsgleichung, wobei wir mit x ∈ Ω := (0, l) die Position in-
nerhalb des Raketenautos bezeichnen. Die verschiedenen Reibungsmodelle (Coulomb,
Stokes, Newton) liefern die Form der Kopplung des ODE-PDE Problems. Alle Größen
des Systems seien bereits entdimensioniert.
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Das Raketenauto soll anhand der Beschleunigung u(t) ausgehend von seiner Anfangspo-
sition w0 und seiner Anfangsgeschwindigkeit w˙0 zeitoptimal in den Ursprung der Pha-
senebene (w = 0, w˙ = 0) gesteuert werden. Den Orts-Zeit-Zylinder bezeichnen wir mit
Q := Ω × (0, tf). Wir erhalten ein Problem mit freier Endzeit tf . OC-PDE mit freier
Endzeit sind Thema der aktuellen Forschung, siehe z.B. Kunisch und Wachsmuth [64]
für eine zeitoptimale Steuerung der Wellengleichung.
Dabei erzeugt die Beschleunigung u(t) Kosten, welche wir mit der L2-Norm mit Kosten-
faktor λ messen werden. Wir deﬁnieren nun die beiden Varianten des Optimalsteuerungs-
problems, welche sich in der Art der Aufheizung unterscheiden: In Problem 1 wird das
Auto auf seiner gesamten Länge aufgeheizt, in Problem 2 nur an seiner Spitze.
Deﬁnition 3.2.1 (Rocketcar  Problem 1, aus [80])
Wir betrachten das Optimalsteuerungsproblem
min
tf>0 , u∈Uad
J(tf , u) := tf +
λ
2
tf∫
0
u2 dt , (3.1a)
s.t. Tt −∆T = g(w2(t)) in Q := Ω× (0, tf) , (3.1b)
∂νT + T = TU an Σ := Γ× (0, tf) , (3.1c)
T (x, 0) = T0 in Ω , (3.1d)
w˙1 = w2 , w˙2 = u auf (0, tf) , (3.1e)
w1(0) = w0 , w2(0) = w˙0 , (3.1f)
w1(tf) = 0 , w2(tf) = 0 , (3.1g)
T ≤ Tmax in Q¯ , (3.1h)
u ∈ Uad :=
{
u ∈ L2(0, tf)
∣∣ |u(t)| ≤ umax} . (3.1i)
Dabei ist λ > 0, TU die Umgebungstemperatur, Γ := ∂Ω, w1 := w, w2 := w˙ und die
Anfangsbedingungen erfüllen w20 + w˙
2
0 > 0. Die Ungleichungsrestriktionen seien gegeben
durch Tmax ∈ R, Tmax > 0 sowie umax ∈ L∞(0, tf), umax > 0. Der Einfachheit halber
betrachten wir in dieser Arbeit nur den Fall T0 = 0, TU = 0. ν bezeichnet den äußeren
Einheitsnormalenvektor von Ω.
Deﬁnition 3.2.2 (Rocketcar  Problem 2, aus [80])
Im zweiten Modell wird das Raketenauto nur an seiner Spitze in x = l durch Reibung
aufgeheizt: Die Deﬁnition 3.2.1 wird übernommen. Lediglich die Gleichungen (3.1b),
(3.1c) ändern sich zu
Tt −∆T = 0 in Q , (3.2a)
∂νT + T =
{
TU in {0} × (0, tf) ,
TU + h(w2(t)) in {1} × (0, tf) .
(3.2b)
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Die Funktionen g und hmodellieren die Reibung; daher müssen sie folgende Bedingungen
erfüllen, formuliert für g (h analog):
g ∈ C∞(R \ {0}) ∩ C(R) , (3.3a)
g ≥ 0 , (3.3b)
g(z) = 0⇔ z = 0 , (3.3c)
g′(z) > 0 ,∀z ∈ (0,∞) , (3.3d)
g(z) = g(−z) ,∀z ∈ R . (3.3e)
Dies berücksichtigt, dass die Reibung stets als Temperaturquelle fungiert (es sei denn
es liegt keine Bewegung vor), dass die Reibung monoton mit dem Betrag der Geschwin-
digkeit ansteigt und unabhängig von der Richtung der Geschwindigkeit ist. Mögliche
Reibungsmodelle bieten die Funktionen z 7→ |z|n für n = 1, 2, 3. Diese Bedingungen ge-
hen in die Beweise der Abschnitte 3.3, 3.4 ein.
Problem 1 erinnert von der Struktur her an ein verteiltes Steuerungsproblem der Wär-
meleitungsgleichung, Problem 2 an ein Randsteuerungsproblem; daher werden wir zur
Unterscheidung diese Begriﬀe heranziehen. Wir konzentrieren uns in dieser Arbeit auf
Problem 1. Für Problem 2 verweisen wir auf unsere Arbeiten [80], [81]. Das Problem
ohne Steuerungskosten (λ = 0) betrachten wir in [80].
Man beachte die Kopplungsstruktur beider Rocketcar-Probleme: Die ODE-Variablen ge-
hen in die PDE ein. Die Zustandsbeschränkung schließt den Kreis: Die PDE-Variable
beeinﬂusst hierüber die Steuerung und damit die ODE, wodurch ein vollständig gekop-
peltes System entsteht.
Bemerkung 3.2.3 (Rein zeitabhängige Steuerungen)
Es sei angemerkt, dass wir stets nur zeitabhängige Steuerungen haben. Diese Konstella-
tion tritt aus technischer Sicht häuﬁg auf, dass nur endlich viele zeitabhängige Steuersi-
gnale eingestellt werden dürfen. Unter anderem gilt dies auch für das PDAE-Modell der
Brennstoﬀzelle in Kap. 4.
Mit in (x, t) verteilten aktiven Mengen wie in Kap. 2 ist aus der Dimension der Freiheits-
grade heraus daher i.d.R. nicht zu rechnen. Im vorliegenden Beispiel werden wir dies in
Satz 3.3.7 auch beweisen.
Umformulierung auf feste Endzeit
Zur numerischen Lösung des Problems müssen wir in der Regel auf feste Endzeit trans-
formieren. Dazu führen wir eine neue Zeit τ = t/tf ∈ [0, 1] ein und suchen u˜(τ) := u(tf τ)
etc., wobei wir die Kennzeichnung ˜ im Folgenden aus Übersichtsgründen weglassen. Im
Problem sind entsprechend alle Diﬀerentiale und Integrale zu substituieren. Problem 1
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ist daher äquivalent zu dem Problem
min
u∈Uad
J(y, u) := tf +
λ tf
2
1∫
0
u2(τ) dτ ,
s.t.
1
tf
Tτ (x, τ)−∆T (x, τ) = g(w2(τ)) in Ω× (0, 1) ,
∂νT (x, τ) + T (x, τ) = TU an Γ× (0, 1) ,
T (x, 0) = T0 in Ω , (3.4)
1
tf
w˙1(τ) = w2(τ) , w1(0) = w0, w1(1) = 0 ,
1
tf
w˙2(τ) = u(τ) , w2(0) = w˙0, w2(1) = 0 ,
T (x, τ) ≤ Tmax in Ω¯× [0, 1] ,
u ∈ Uad :=
{
u ∈ L2(0, 1)∣∣ |u(τ)| ≤ umax} .
Die Transformation sorgt dafür, dass alle Diﬀerentialgleichungen Produkte von tf und
Zuständen bzw. der Steuerung enthalten (wenn wir mit tf durchmultiplizieren). Das
transformierte Problem ist an diesen Stellen nichtlinear, Probleme mit freier Endzeit
sind daher stets iterativ zu lösen.
Interpretieren wir tf als Steuerungsparameter, so beeinﬂussen wir einen Koeﬃzienten der
PDE; allgemeinere Probleme dieser Art spielen z.B. bei der Steuerung bzw. Identiﬁkation
von Diﬀusionskoeﬃzienten eine Rolle [7], [33].
Wir können tf aber auch als Zustand interpretieren, indem wir eine triviale ODE
d
dτ tf = 0
oder eine triviale PDE ∂∂τ tf = 0 aufnehmen. In diesem Fall erhalten wir nichtlineare
Zustandsgleichungen.
Verbindung von OC-ODE, OC-PDE und OC-PDAE
Das Rocketcar-Modell erlaubt es, die Theorie und Methoden verschiedener Gebiete in
Verbindung zu bringen und Bekanntes auf andere Gebiete zu übertragen. Grund dafür
ist, dass sich das gemischte zustandsbeschränkte ODE-PDE auf drei verschiedene Vari-
anten behandeln lässt: Zum einen kann man es als reines OC-ODE Problem behandeln,
indem man die Lösung der PDE als Reihe über einen Separationsansatz bestimmt (semi-
analytische Lösung). Dieses Vorgehen haben wir in [81] und [79] verfolgt.
Zum anderen lässt sich entsprechend die ODE durch Integration eliminieren. Bei dieser
Variante erhalten wir ein reines OC-PDE Problem (siehe [81] und [101]). Bei beiden Vor-
gehensweisen erhält man ein anforderndes Problem, da die Elimination zu ausgefallenen
Zusatzbedingungen führt: Im ersten Fall entstehen Integralgleichungen. Im zweiten Fall
erhält man isoperimetrische Bedingungen sowie die Gegebenheit, dass neben der Steue-
rung zugleich auch ihre Stammfunktion im Problem auftritt.
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Diese Arbeit verfolgt eine dritte, neue Variante: Das gemischte Problem wird direkt als
Optimalsteuerungsproblem eines PDAE-Systems1 behandelt. Abschnitt 3.4 liefert die
notwendigen Bedingungen erster Ordnung für das PDAE-Problem, sowie eine detaillierte
Analyse des Multiplikators der Zustandsbeschränkung. Im Abschnitt 3.3 davor werden
einige inhärente Eigenschaften der Problemstellung bewiesen.
3.2.1 Inhalt der einbezogenen Veröﬀentlichungen
Ein Teil des Inhaltes der einbezogenen Veröﬀentlichungen wurde bereits in den vorigen
Abschnitten zusammengefasst. Da einige Teile jedoch nicht aufgegriﬀen werden, liefert
dieser Abschnitt eine Zusammenfassung jedes einzelnen Artikels.
Inhalt von [80]
Obwohl unser Artikel [80] noch nicht eingereicht ist, ist das Problem des Rocketcars dort
entstanden. Wir beschreiben die Idee und die Problemstellung des Rocketcars, welches
als Prototyp-Problem die Gebiete OC-ODE, OC-PDE und OC-PDAE verbinden soll.
Als Grundlage lösen wir zunächst das Problem ohne Zustandsbeschränkung analytisch
 jeweils für λ = 0 (Bang-Bang-Lösungen) und für λ > 0. Wir lösen die PDE semiana-
lytisch mit einem Separationsansatz unter Einsatz von Fourierreihen.
In einer Reihe von Theoremen zeigen wir die Existenz und Eindeutigkeit der Lösung
der Zustandsgleichungen, die stetige Abhängigkeit von den Daten sowie diverse Eigen-
schaften der beiden Problemstellungen: Die Temperaturverteilung von Problem 1 erweist
sich als nichtnegative, symmetrische klassische Lösung der Wärmeleitungsgleichung mit
gewissen zusätzlichen Regularitätseigenschaften. Das globale Maximum der Temperatur
liegt stets in der Wagenmitte x = l/2 vor. Auch Problem 2 besitzt stets genau eine
Lösung mit gewissen Regularitätseigenschaften. Das globale Maximum liegt hier für alle
Steuerungen stets an der Spitze in x = l. Abschließend analysieren wir das Konvergenz-
verhalten der semianalytischen Lösungsformeln.
Die Veröﬀentlichung erscheint zusammen mit Teil 2 [81], welcher zum einen Ergebnisse
der vorliegenden Dissertation und zum anderen ausführliche numerische Studien aus di-
rekten Verfahren enthalten wird.
Inhalt von [79]
In [79] behandeln wir das Rocketcar als reines OC-ODE mit Zustandsbeschränkungen:
Über einen Separationsansatz und Fourierreihen eliminieren wir die PDE durch eine se-
mianalytische Lösungsformel. Das resultierende OC-ODE weist daraufhin allerdings eine
nicht-lokale Zustandsbeschränkung auf. Daher führen wir einen dritten ODE-Zustand als
Hilfsvariable ein. Er erfüllt eine Volterrasche Integro-DGL mit Reihenanteil und nunmehr
eine punktweise Zustandsbeschränkung, weshalb sich die bestehende Theorie verwenden
lässt. Die notwendigen Bedingungen enthalten ebenfalls eine derartige Integro-DGL, wel-
che entsprechend rückwärts in der Zeit läuft.
1 Die Literatur ist sich hier uneinig. Wir werden jedoch das ODE-PDE Problem auch als PDAE-
System bezeichnen.
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Die Zustandsbeschränkung ist von 2. Ordnung und kann daher bekanntlich zu Berühr-
punkten und Randstücken führen. In der Tat beobachten wir numerisch sowohl einen
Berührpunkt als auch ein Randstück. Ergebnisse erzeugen wir mit der in Abschnitt 3.5.2
besprochenen direkten Methode  ohne die Lösungsformel zu verwenden, da die Op-
timalitätsbedingungen aufgrund der beiden Integro-DGL und der Reihenformel schwer
zugänglich sind. Wir nutzen die hergeleiteten Optimalitätsbedingungen jedoch zur Veri-
ﬁkation der Lösung: Wir zeigen, dass die Schätzungen der Lagrange-Multiplikatoren aus
dem direkten Verfahren die Optimalitätsbedingungen sehr gut erfüllen.
Inhalt von [101]
In [101] eliminieren wir die beiden ODE durch Integration und behandeln das Rocketcar
als reines OC-PDE. Die Randbedingungen der ODE führen zu zwei isoperimetrischen
Nebenbedingungen an die Steuerung. Zusätzlich geht das Integral der Steuerung nicht-
linear in die PDE ein, wodurch die Variationsungleichung sehr kompliziert wird: Über
Integralausdrücke koppelt sie alle Werte der optimalen Steuerung vorwärts und rückwärts
in der Zeit miteinander.
Wir schließen mit numerischen Ergebnissen aus dem direkten Verfahren. Insbesondere
rekonstruieren wir den adjungierten Zustand der PDE aus seinen diskreten Schätzun-
gen. Man kann aus den Ergebnissen bereits einige der Eigenschaften erahnen, welche im
Zuge der vorliegenden Dissertation in Abschnitt 3.4 bewiesen werden. So erkennt man
zwei Fundamentallösungen an den beiden Schaltpunkten und eine Knickbedingung im
relativen Inneren der aktiven Menge.
3.3 Theoretische Behandlung der Problemstellung
Dieser Abschnitt umfasst einen Existenz- und Eindeutigkeitssatz für die Zustandsglei-
chungen sowie Regularitätsaussagen über die Zustände des Problems. Um Eindeutigkeit
für eine feste Steuerung zu erreichen, sind die Endbedingungen (3.1g) dabei aus der
Betrachtung zu nehmen, da das Zustandssystem andernfalls überbestimmt ist. Die End-
bedingungen werden durch spezielle Wahl von u ∈ Uad ⊂ L∞(0, tf) und tf im Laufe
der Optimierung erfüllt; ihrer Erfüllbarkeit widmet sich Lemma 3.3.2. Dazu sei ange-
merkt, dass wir aufgrund der Steuerungsbeschränkungen (3.1i) mit umax ∈ L∞(0, tf)
entsprechend stets u ∈ L∞(0, tf) haben. Diese Eigenschaft ist wesentlich, um später die
Regularität der Nichtlinearität g zeigen zu können.
Lemma 3.3.1 (Existenz- und Eindeutigkeitssatz der Zustandsgleichungen)
Die Zustandsgleichungen (3.1b)(3.1f) besitzen für jede Steuerung u ∈ L∞(0, tf) eine
eindeutige Lösung
(w1, w2, T ) ∈W 2,∞(0, tf)×W 1,∞(0, tf)×
(
W (0, tf) ∩ C(Q¯)
)
.
Beweis:
Man betrachtet zuerst das Anfangswertproblem w˙2(t) = u(t), w2(0) = w˙0 (d.h. un-
ter Weglassen der Endbedingung). Nach wohlbekannten Sätzen der Theorie gewöhnli-
cher Diﬀerentialgleichungen besitzt das Anfangswertproblem für jede rechte Seite u ∈
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L∞(0, tf) genau eine Lösung w2 ∈ W 1,∞(0, tf) ↪→ C([0, tf ]). Aufgrund der Regula-
rität der Nichtlinearität (3.3a) folgt entsprechend g(w2(t)) ∈ L∞(0, tf). Es liegt also
ein Anfangs-Randwertproblem der linearen Wärmeleitungsgleichung mit einer verteilten
Quelle f(x, t) := g(w2(t)) ∈ L∞(Q) vor. Daher liefert [73, Theorem 1.3] die Existenz
und Eindeutigkeit der Temperaturverteilung T (x, t) ∈W (0, tf)∩C(Q¯).2 Weiterhin erhält
man dort stetige Abhängigkeit von den Daten. Das Anfangswertproblem der zweiten ODE
w˙1 = w2, w1(0) = w0 löst man analog dem der ersten. 
Damit das Optimalsteuerungsproblem eine Lösung hat, muss die Endzeit eine Mindest-
größe haben, da sonst die Endbedingungen nicht eingehalten werden können. Man kann
eine Abschätzung explizit angeben.
Lemma 3.3.2 Es gilt tf ≥ tf,0 > 0 mit
tf,0 :=
−w˙0 + 2
√
1
2 w˙
2
0 − w0 , w0 < −sign(w˙0) · 12 w˙20 ,
w˙0 + 2
√
1
2 w˙
2
0 + w0 , w0 > −sign(w˙0) · 12 w˙20 .
Beweis:
tf,0 ist die Lösung für λ = 0 ohne Zustandsbeschränkung aus Pesch [77, Übungsaufgabe
6b]. In weniger Zeit kann man die Endbedingungen (den Ursprung der Phasenebene)
mit maximaler Geschwindigkeit nicht erreichen, es gibt für kleinere Endzeiten keinen
zulässigen Punkt. 
Die Endzeit tf,0 muss nicht zu zulässigen Punkten führen, da die Zustandsbeschränkung
verletzt sein kann; jedoch kann es für Endzeiten tf < tf,0 keinen zulässigen Punkt geben.
Die Formel lässt sich später in der Numerik nutzen, um unzulässige Startschätzungen
für tf auszusortieren. In der Theorie setzen wir die Existenz einer Lösung des Optimal-
steuerungsproblems voraus. Eine Beschränkung an die Endzeit ist nicht nötig.
Die Zustände zeigen eine höhere Regularität als Lemma 3.3.1 erwarten lässt. Um dies zu
zeigen, müssen wir uns im diﬀerenzierbaren Bereich des Reibungsmodells g(z) beﬁnden.
Daher die
Annahme 3.3.3 Die Geschwindigkeitsverteilung w2(t) besitze in (0, tf) nur endlich viele
(isolierte) Nullstellen.
Ohne Zustandsbeschränkung haben wir in [80] gezeigt, dass die optimale Geschwindig-
keitsverteilung w¯2(t) in (0, tf) maximal eine Nullstelle hat; diese tritt als Umkehrpunkt
auf, wenn die Anfangsbedingungen einen einmaligen Richtungswechsel erfordern, d.h.
wenn das Raketenauto z.B. zu Beginn in die falsche Richtung fährt. Mit Zustandsbe-
schränkung beobachten wir numerisch das gleiche Verhalten (siehe [79], [81]); die An-
nahme ist daher sinnvoll. Mit der Annahme lässt sich höhere Regularität beweisen:
2 Die Deﬁnition von W (0, tf) :=
{
u ∈ L2(0, tf ;V )
∣∣u′ ∈ L2(0, tf ;V ∗)} ﬁndet man ausführlich in [96],
[87]. Im vorliegenden Fall ist V = H1(Ω).
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Satz 3.3.4 (Höhere Regularität der Temperatur)
Erfüllt die Geschwindigkeitsverteilung w2(t) die Annahme 3.3.3, so besitzt die Tempe-
raturverteilung die Darstellung
T (x, t) = T1(t) + T2(x, t)
mit den Regularitäten T1(t) ∈ C1([0, tf ]) bzw. T2(x, t) ∈ C∞(Ω× (0, tf ]).
Beweis:
Unter der Annahme 3.3.3 und der Regularität von g (3.3a) folgt entsprechend aus w2 ∈
W 1,∞(0, tf) jetzt auch g(w2(t)) ∈ W 1,∞(0, tf). Weiterhin ist die Tatsache auszunutzen,
dass der Quellterm der Wärmeleitungsgleichung konstant im Ort ist. Aufgrund der Li-
nearität der Zustandsgleichung kann man die Superposition T = T1 + T2 betrachten mit
T1,t −∆T1 = g(w2(t)) , T2,t −∆T2 = 0 in Q ,
∂νT1 = 0 , ∂νT2 + T2 = −T1 an Σ ,
T1(x, 0) = 0 , T2(x, 0) = 0 in Ω .
Durch diese Konstruktion lässt sich T1 analytisch angeben: Es gilt T1(x, t) = z(t) mit
z(t) ∈ W 2,∞(0, tf) aus z˙(t) = g(w¯2(t)), z(0) = 0. Wegen Sobolew-Einbettungssätzen [5,
Satz 8.9] gilt W 2,∞(0, tf) ↪→ C1([0, tf ]).
Kommen wir zu T2: Für die homogene lineare Wärmeleitungsgleichung gilt bekanntlich
sehr hohe Regularität im Inneren, also insbesondere T2 ∈ C∞(Ω×(0, tf ]) (z.B. Evans [35,
Theorem 8, S. 59]).

Im Ort zeigt sich die Temperaturverteilung aufgrund der speziellen Quelle also als be-
liebig glatt. Die Superposition aus dem Satz ist wichtig, sie wird in späteren Beweisen
oft aufgegriﬀen. Weitere Regularitätsresultate liefert uns von Wahl in [80, Theoreme 4.7
und 4.10]. Widmen wir uns nun dem Optimalsteuerungsproblem.
Annahme 3.3.5 Wir nehmen an, dass das Optimalsteuerungsproblem (3.1) eine Lösung
(w¯1, w¯2, T¯ , u¯ , t¯f) besitzt, bei welcher die Zustandsbeschränkung (3.1h) nicht überall strikt
erfüllt ist.
Deﬁnition 3.3.6 (Aktive Menge der Zustandsbeschränkung)
Die aktive Menge der Zustandsbeschränkung (3.1h) bezeichnen wir mit
A˜ := {(x, t) ∈ Q¯ ∣∣ T¯ (x, t) = Tmax} .
Die Symmetrie des Problems sorgt dafür, dass die aktive Menge eine spezielle Form hat.
Wir notieren den
Satz 3.3.7 Die aktive Menge A˜ der Zustandsbeschränkung (3.1h) in Problem 1 hat die
Form
A˜ ⊂ {l/2} × [t1, t2] ,
mit t1 > 0 und t2 < tf .
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Beweis:
Nach Satz 3.3.4 und [80, Theorem 4.7] ist die Temperaturverteilung T sehr regulär. [80,
Theorem 4.6] liefert daher für jede Steuerung u ∈ L∞(0, tf)
arg max
x∈Ω
T (x, t) =
l
2
∀t ∈ (0, tf) .
Weiterhin gilt nach dortigem Theorem 4.4 dass T (x, t) > T (x, 0) = 0 auf [0, l] × (0, tf ].
Wegen der Endbedingung w2(tf) = 0 und der Tatsache, dass w2 ∈ H1(0, tf) ↪→ C([0, tf ]),
folgt
max
Q
T (x, t) = max
t∈[t1,t2]
T (
l
2
, t) ,
für 0 < t1 < t2 < tf . Da Tmax ≡ const > 0 ist, gilt A = {(x, t) ∈ Q | T¯ (x, t) =
maxQ T¯ (x, t)} ⊂ {l/2} × [t1, t2]. 
Die Zustandsbeschränkung kann also maximal auf einer ﬁniten Linie im Inneren des
Orts-Zeit-Zylinders aktiv werden. In (x, t) verteilte aktive Mengen treten nicht auf. Die
aktive Menge lässt sich in Folge von Satz 3.3.7 allein durch die Zeit charakterisieren. Wir
deﬁnieren daher:
Deﬁnition 3.3.8 (Aktive Zeiten der Zustandsbeschränkung)
Die aktiven Zeiten der Zustandsbeschränkung bezeichnen wir mit
A :=
{
t ∈ (0, tf) ⊂ R
∣∣∣ T¯ ( l
2
, t
)
= Tmax
}
.
Die Tatsache, dass die Zustandsbeschränkung weder am Anfang noch am Ende aktiv
ist, wird häuﬁg in den Beweisen benötigt. Daher deﬁnieren wir den ersten und letzten
aktiven Zeitpunkt:
Deﬁnition 3.3.9 (Erster und letzter aktiver Zeitpunkt)
Wir bezeichnen den ersten aktiven Zeitpunkt als tE , den letzten als tL, d.h.
A ⊂ [tE , tL] ∩ {tE , tL} ⊂ ∂A .
Da das Maximum der Temperatur für jede Steuerung u ∈ L∞(0, tf) stets in der Mitte
liegt, reicht es die Zustandsbeschränkung auf der mittleren Linie zu fordern:
Folgerung 3.3.10 Die Zustandsbeschränkung bei Problem 1 lässt sich äquivalent um-
formulieren:
T ≤ Tmax auf Q ⇔ T
(
l
2
, t
)
≤ Tmax
(
l
2
, t
)
auf [0, tf ] .
Die Aussagen dieses Abschnittes setzen direkt auf der Problemstellung auf und gelten
daher für alle drei erwähnten Herangehensweisen. Der nächste Abschnitt widmet sich
nun speziell der PDAE-Formulierung des Rocketcars.
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3.4 Theoretische Behandlung als OC-PDAE Problem
In [79] haben wir das Rocketcar als reines OC-ODE behandelt, in [101] dagegen als rei-
nes OC-PDE. Als dritte Alternative wird das OC-PDAE im Folgenden erstmalig direkt
behandelt. Es werden notwendige Bedingungen hergeleitet und unter einer Strukturan-
nahme an die aktive Menge werden die entscheidenden Sätzen 3.4.9 und 3.4.13 erreicht,
welche uns eine Maß-Darstellung sowie die Sprungbedingungen liefern. In der Folge lässt
sich eine höhere Regularität der Lösung des OC-PDAE zeigen.
Notwendige Bedingungen für parabolische OC-PDE mit Zustandsbeschränkungen ﬁndet
man z.B. in [24, 86]. Da wir aber ein ODE-PDE gekoppeltes Problem haben, sind die
notwendigen Bedingungen selbst herzuleiten; wir wählen hierzu die formale Lagrange-
Technik (siehe z.B. [96]). Mit ihr lassen sich sogar bei komplexen Anwendungsproblemen
 wie dem Brennstoﬀzellenmodell aus Kapitel 4  die notwendigen Bedingungen eﬃzient
aufstellen. Ihre Anwendbarkeit wird man dann i.d.R. nicht beweisen können. Wir stellen
daher fortan folgende Annahme:
Annahme 3.4.1 Das Rocketcar-Problem aus Deﬁnition 3.2.1 besitze eine Lösung. Die
Lagrange-Multiplikatoren p1(t), p2(t) zu den ODE und q(x, t) existieren und besitzen die
nötige Regularität. Der Lagrange-Multiplikator µQ¯ ∈ M(Q¯) zu der Zustandsbeschrän-
kung existiere.
µQ¯ ist also zunächst erneut ein reguläres Borel-Maß auf Q¯. Allerdings erlaubt das Pro-
blem eine weitergehende Analyse und Speziﬁkation von µQ¯, welche später durchgeführt
wird.
Die Existenz mehrerer lokal optimaler Lösungen können wir nicht ausschließen, da es
sich um ein nichtlineares, nicht-konvexes Problem handelt. Numerisch beobachten wir
allerdings stets eine eindeutige Lösung. Jede Lösung, welche obige Annahme erfüllt, muss
Lösung der im Folgenden hergeleiteten notwendigen Bedingungen sein.
3.4.1 Notwendige Bedingungen
Die Lagrange-Funktion für das Rocketcar-Problem aus Deﬁnition 3.2.1 lautet unter Auf-
nahme der Endbedingungen mit α, β ∈ R (vgl. Kap. 1.2.1)
L = J(y, u)−
∫∫
Q
(
Tt −∆T − g(w2(t))
)
q dx dt−
∫
Σ
(
∂νT + T − TU
)
q ds dt
−
tf∫
0
(
w˙1 − w2
)
p1 dt−
tf∫
0
(
w˙2 − u
)
p2 dt+
∫
Q¯
(T (x, t)− Tmax) dµQ¯ (3.5)
+ αw1(tf) + β w2(tf) .
Für die Steuerungsbeschränkungen werden dagegen keine Lagrange-Multiplikatoren ein-
geführt. Sie werden stattdessen wie üblich mit der Forderung u ∈ Uad mit der konvexen
zulässigen Menge der Steuerungen Uad berücksichtigt. Die Theorie der Optimierung in
Banach-Räumen kann mit derartigen konvexen Bedingungen an die Freiheitsgrade be-
kanntlich sehr geschickt umgehen; die Herleitung der notwendigen Bedingungen verkürzt
sich.
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Bemerkung 3.4.2 Aufgrund von Folgerung 3.3.10 könnte man alternativ
∫ tf
0 T (
l
2 , t)−
Tmax dµ(t) an die Lagrange-Funktion ankoppeln und hätte dadurch zu Beginn bereits
strukturelle Aussagen über den Lagrange-Multiplikator. Wir bleiben vorerst bei der all-
gemeinen Version und präzisieren die Struktur des Multiplikators im Anschluss an die
Herleitung der notwendigen Bedingungen.
Die notwendigen Bedingungen erhält man durch Bilden der Richtungsableitungen dieser
Lagrange-Funktion mit anschließender partieller Integration. Wir behandeln hier nur die
ausgefallenste Gleichung, nämlich diejenige adjungierte Gleichung, welche durch Rich-
tungsableitung nach w2 entsteht:
0 = Dw2Lϕ =
∫∫
Q
g′(w2(t)) q ϕ dx dt+
tf∫
0
p1 ϕ dt−
tf∫
0
p2 ϕ˙ dt
=
tf∫
0
p1 + p˙2 + g′(w2(t)) ∫
Ω
q(x, t) dx
ϕ(t) dt , ∀ϕ ∈W 1,∞0 (0, tf) . (3.6)
Die Randterme der partiellen Integration verschwinden, da die Testfunktion ϕ(0) =
ϕ(tf) = 0 erfüllen muss, um die Randbedingungen von w2 einzuhalten. Die erhaltene
Gleichung zeigt bereits eine typische Eigenschaft von ODE-PDE gekoppelten Proble-
men: Funktionen einer und mehrerer Veränderlicher sind miteinander gekoppelt über
konstante Quellen (hier in der Zustandsgleichung von T ) oder als Gegenstück über Pa-
rameterintegrale (in obiger adjungierter Gleichung). Im Kapitel 4 werden wir weitere
Eﬀekte bei den Optimalitätsbedingungen des komplexen gekoppelten PDAE-Systems
einer Brennstoﬀzelle ﬁnden. Insgesamt lauten die adjungierten Gleichungen
−qt −∆q = µQ in Q , (3.7a)
∂νq + q = µΣ an Σ , (3.7b)
q(x, tf) = µf in Ω , (3.7c)
−p˙1 = 0 auf (0, tf) , (3.7d)
−p˙2 = p1 + g′(w2(t))
∫
Ω
q(x, t) dx auf (0, tf) , (3.7e)
wobei µQ := µQ¯
∣∣
Q
, µΣ := µQ¯
∣∣
Σ
, µf := µQ¯
∣∣
t=tf
Restriktionen des Maßes auf die entspre-
chenden Mengen sind. Lemma 3.4.4 sichert demnächst, dass µΣ = 0 und µf = 0 gilt.
Zusätzlich ergeben sich α = p1(tf) sowie β = p2(tf). Die PDE ist im distributionellen
Sinne zu verstehen; gemeint ist also ihre schwache Form∫∫
Q
q ϕt dx dt+
∫∫
Q
∇q · ∇ϕ dx dt+
∫∫
Σ
q ϕ ds dt =
∫∫
Q¯
ϕ (x, t) dµQ¯ (3.8)
∀ϕ ∈ Y0 ∩ C1(Q¯) ,
mit Y0 :=
{
y ∈ C(Q¯) ∩ L2(0, tf ;H1(Ω))
∣∣ y(x, 0) = 0 ∀x ∈ Ω}.
Die adjungierte PDE stimmt mit Gleichung (6.1) aus Casas [24] sowie Deﬁnition 3.4 aus
Raymond und Zidani [86] überein. Die adjungierte Gleichung wird eindeutig lösbar, wenn
wir zusätzlich die Formel der partiellen Integration bzw. die Greensche Formel fordern
(vgl. [96, S. 284], [4]); Theorem 6.3 aus [24] liefert:
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Lemma 3.4.3 (Existenz- und Eindeutigkeitssatz der adjungierten PDE)
Sei tf > 0 fest. Dann besitzt die adjungierte PDE (3.8) eine eindeutige Lösung q ∈
Lr(0, tf ; W
1,m(Ω)) für alle r, m ∈ [1, 2) mit 2/r+ 1/m > 2, die zusätzlich die Gleichung∫∫
Q
(ϕt −∆ϕ) q dx dt+
∫∫
Σ
(∂νϕ+ ϕ) q ds dt =
∫∫
Q¯
ϕ (x, t) dµQ¯ , ∀ϕ ∈ Y∞0 , (3.9)
erfüllt. Dabei ist Y∞0 :=
{
y ∈ Y0
∣∣ yt −∆y ∈ L∞(Q) , ∂νy + y ∈ L∞(Σ)}.
Wir werden später sehen, dass die Regularität von q fast überall wesentlich höher ist.
Wichtig ist, dass man für die adjungierte ODE keinerlei Randbedingungen erhält: Da
die Zustände bereits an beiden Rändern festgelegt sind, sind die adjungierten Zustände
hier frei. Die Endbedingungen erzeugen also erneut ein KKT-System mit asymmetrischer
Verteilung der Randbedingungen (vgl. Bem. 1.1.5).
An die Steuerung sind konvexe Mengenbeschränkungen u ∈ Uad gestellt. Die Richtungs-
ableitung nach u darf in keine der zulässigen Richtungen negativ sein. Dies liefert die
Variationsungleichung
tf∫
0
(
p2 + λu
)(
u− u¯) dt ≥ 0 ∀u ∈ Uad . (3.10)
Sie resultiert punktweise in der üblichen Projektionsbeziehung u¯ = PUad
( − 1λ p2) mit
PUad
(
f
)
:= min (umax,max(−umax, f)), vgl. [96].
Für die Ableitung nach der freien Endzeit gehen wir analog zu Formel (1.20) vor. Hier
erhält man unter Vorgriﬀ auf die als nächstes erbrachten Erkenntnisse µf = 0 (Lemma
3.4.4), sowie q ≡ 0 auf Ω× (tL, tf ] (Folg. 3.4.5) die Bedingung zur freien Endzeit
0 = DtfL = 1 +
λ
2
u2(tf) + w˙1(tf) (α− p1(tf))︸ ︷︷ ︸
=0
+w˙2(tf) (β − p2(tf))︸ ︷︷ ︸
=0
+
 w2︸︷︷︸
=0
p2 + u p2

tf
= 1 +
λ
2
u2(tf) + u(tf) p2(tf) , (3.11)
welche mit der Gleichung Hamilton-Funktion H(tf) = 0 aus [80] und der Theorie von
OC-ODE mit freien Endzeiten nach Abschnitt 1.2.1 übereinstimmt. Im Allgemeinen
wird diese Bedingung bei OC-PDAE Ortsintegrale über Diﬀerentialausdrücke verteilter
Größen enthalten, wie es später bei den Bedingungen an die Schaltzeiten in (3.30) der
Fall ist. Beim Rocketcar treten diese in tf nicht auf, da die Zustandsbeschränkung zur
Endzeit nicht aktiv ist. Dadurch entfällt einseitig die Kopplung: Für t > tL spielt die
Temperaturverteilung keine Rolle für die Optimierung.
Daneben gilt die Komplementaritätsbedingung
µQ¯ ≥ 0 in Q¯ ,
∫∫
Q¯
[T (x, t)− Tmax] dµQ¯ = 0 . (3.12)
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Die Gleichungen (3.1b)-(3.1h), (3.7), (3.10), (3.11), (3.12) formen die notwendigen Be-
dingungen 1. Ordnung, die KKT-Bedingungen.
Wir nutzen nun die Komplementaritätsbedingung, um die erste Strukturaussage des
Lagrange-Multiplikators µQ¯ zu erhalten. Wie bei elliptischen OC-PDE ([13]) gilt für
parabolische OC-PDE und auch für das gemischte Problem des Rocketcars bekanntlich
die Tatsache, dass der Lagrange-Multiplikator der Zustandsbeschränkung auf die aktive
Menge konzentriert ist:
Lemma 3.4.4 Es gilt µQ¯
∣∣
I˜ = 0 mit der inaktiven Menge I˜ := Q \ A˜.
Folgerung 3.4.5 (q ≡ 0 auf (tL, tf ])
Da µQ¯ die einzige Inhomogenität des rückwärts gerichteten, linearen Anfangsrandwert-
problems von q ist, ist q ≡ 0 auf Ω¯× (tL, tf ].
Lemma 3.4.6 Es gilt die Maß-Zerlegung
µQ¯ = µ(t) · δ(x−
l
2
) ,
mit µ(t) ∈M([tE , tL]) und dem Dirac-Maß δ(x− l2) ∈M(Ω) konzentriert in x = l2 .
Beweis:
Wir deﬁnieren µ(t) := µQ¯
∣∣
{l/2}×[tE ,tL], µ(t) ∈ M([tE , tL]). Dann betrachten wir für ein
festes y ∈ C(Q¯) das Dualitätsprodukt
〈µQ¯, y〉C∗(Q¯),C(Q¯) =
∫∫
Q¯
y dµQ¯
Lemma 3.4.4
=
∫∫
A˜
y dµQ¯
Satz 3.3.7
=
∫
A
y
(
l
2
, t
)
dµ(t)
=
∫∫
Q¯
y(x, t) · δ
(
x− l
2
)
dx dµ(t) ∀y ∈ C(Q¯) .
Dies folgt wegen der Komplementaritätsbedingung und der Ausblendeigenschaft des Dirac-
Impulses δ(x− x0) (z.B. [69]). 
Das Linienmaß µ(t) soll weiter aufgeschlüsselt werden, um Übergangs- und Sprungbe-
dingungen herzuleiten und die Regularitätsaussagen zu verbessern. Dazu benötigt man
eine Strukturannahme an die aktive Menge A. Greifen wir auf die bei OC-ODE übliche
Annahme zurück:
Annahme 3.4.7 Es gelte Annahme 1.1.3, d.h. A bestehe nur aus endlich vielen, dis-
junkten Berührpunkten tjc und Randstücken [tion, t
i
off ]. Weiterhin gelte |u¯| < umax auf A,
d.h. die aktiven Mengen der Steuerungsbeschränkungen und der Zustandsbeschränkung
seien disjunkt.
Unsere numerischen Ergebnisse anhand direkter Verfahren aus [79], [81] bestätigen, dass
diese beiden Annahmen gerechtfertigt sind. Weiterhin ist der entartete Fall auszuschlie-
ßen. Daher die
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Annahme 3.4.8 Zu aktiven Zeiten t ∈ A gilt stets w2 6= 0.
Die Annahme ist gerechtfertigt, da wegen Tmax > 0 die Zustandsbeschränkung bei klei-
nen Geschwindigkeiten nicht aktiv sein wird.
Das Linienmaß µ(t) wird nun auf Randstücken und Berührpunkten genauer untersucht.
Die Lage des (relativ gesehen) singulären Anteils lässt sich dabei auf endlich viele iso-
lierte Punkte ﬁxieren. Man ﬁndet Dirac-Maße in den Berührpunkten, sowie in den Auf-
und Absprungpunkten der Randstücke. Im Inneren der Randstücke stellt sich der Mul-
tiplikator als sehr glatt heraus. Beginnen wir mit der Analyse eines Randstückes.
3.4.2 Analyse von Randstücken
Für verteilte aktive Mengen  also Randstücke bei OC-ODE (Kap. 1), sowie n-dimensio-
nale aktive Mengen bei elliptischen OC-PDE (Kap. 2)  gilt: Die Zustandsbeschränkung
liefert auf der aktiven Menge zu regulären Daten eine höhere Regularität der optimalen
Steuerung. Beim Rocketcar können wir dies im folgenden Abschnitt erstmalig auch bei
einem parabolischen OC-PDAE mit aktiven Mengen in Form von Lebesgue-Nullmengen
folgern.
Betrachten wir zunächst den Stand der Forschung. Von elliptischen Optimalsteuerungs-
problemen mit Zustandsbeschränkungen aus [13], [56] weiß man, dass aktive Mengen von
positivem Maße zu einer reguläreren optimalen Steuerung führen; infolgedessen steigen
auch die Regularitäten des adjungierten Zustandes und des Lagrange-Multiplikators der
Zustandsbeschränkung im Inneren der aktiven Menge. Für aktive Linien im R2 erhält
man nach [13] zwar im relativen Inneren noch die Knickbedingung des adjungierten Zu-
standes ∂p
+
∂ν+
+ ∂p
−
∂ν− = µA˚ in C(A˚)∗, allerdings fällt die erhöhte Regularität weg, da keine
zusätzliche Information in Normalenrichtung der aktiven Linie vorhanden ist.
Beim Rocketcar kann nach Satz 3.3.7 keine aktive Menge von positivem Maße vorliegen.
Wir haben den Fall einer innerlich geschlitzten Menge. Eine derartige Menge ist schwer
zu behandeln, da sie z.B. keinen Lipschitz-Rand hat, da sich die Menge am Schlitz nicht
mehr nur auf einer Seite des Randes beﬁndet (siehe Grisvard [44, S. 5]). Dennoch lässt
sich eine höhere Regularität einer optimalen Steuerung zu aktiven Zeiten der Zustands-
beschränkung beweisen.
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Satz 3.4.9 (Höhere Regularität der optimalen Steuerung auf R¯)
Sei (T¯ , w¯1, w¯2, u¯, q, p1, p2, µ) eine optimale Lösung des Rocketcar-Problems im Falle eines
Randstückes R¯ mit R := (ton, toff), d.h. T¯ (
l
2 , t) ≡ Tmax auf R¯. Dann gilt u¯ ∈ C∞(R¯).
Beweis:
Wir greifen die Superposition T¯ = T1 + T2 aus dem Beweis von Satz 3.3.4 auf mit
T1(x, t) = z(t) mit z˙(t) = g(w¯2(t)), z(0) = 0 und T2(x, t) ∈ C∞(Q). Es gilt für die
reguläre Kurve ~γ(t) := (x(t), t) mit x(t) ≡ l/2, t ∈ R¯ entsprechend T¯ (~γ(t)) ≡ Tmax ∈
C∞(R¯) und daher
0 ≡ d
dt
{
T¯ (~γ(t))
}
= T1,t(
l
2
, t) + T2,t(
l
2
, t) = g(w¯2(t)) + T2,t(
l
2
, t)︸ ︷︷ ︸
∈C∞(R¯)
.
Der hintere Summand ist wegen T2(x, t) ∈ C∞(Q) und
(
R¯× { l2}
) ⊂⊂ Q beliebig glatt.
Als Konsequenz ist g(w¯2(t)) =: ξ(t) ∈ C∞(R¯).
Diese hohe Regularität ist als nächstes auf w¯2(t) zu übertragen. Zunächst gilt wegen An-
nahme 3.4.8 zum einen z := w¯2(t) 6= 0 und wegen (3.3b), (3.3c) auch y := g(w¯2(t)) > 0
∀t ∈ R¯. Sei O.E. z = w¯2(t) > 0 ∀t ∈ R¯.3 Dann ist wegen (3.3d) y = g(z) invertier-
bar mit stetig diﬀerenzierbarer Umkehrfunktion z = g−1(y) und es gilt die Umkehrregel
g−1′(y) = 1/g′(g−1(y)). Wir machen einen Induktionsschritt: g−1(y) ist C1(R+). Wegen
z = g−1(y) > 0 ist nach (3.3a) auch g′(g−1(y)) ∈ C1(R+) und g′(g−1(y)) > 0. Nach
der Umkehrregel ist daher g−1′(y) ∈ C1(R+) und folglich g−1(y) ∈ C2(R+). Induktion
liefert g−1(y) ∈ C∞(R+).
Als Konsequenz erhält man wegen ξ
∣∣
R¯
> 0 nun w¯2(t) = g−1(ξ(t)) ∈ C∞(R¯) als Verket-
tung von C∞-Funktionen. Folglich ist auch u¯(t) = ˙¯w2(t) ∈ C∞(R¯). 
Folgerung 3.4.10 Da nach Annahme 3.4.7 die Steuerungsbeschränkung auf [ton, toff ]
nicht aktiv ist, folgt aus (3.10) p2 ∈ C∞(R¯) sowie aus (3.7e) wegen g′(w¯2(t))|R¯ 6= 0 und
g′(w¯2(t)) ∈ C∞(R¯): ∫
Ω
q(x, t) dx ∈ C∞(R¯) .
Folgerung 3.4.11 (Feedback-Formel)
Aufgrund von T2 ∈ C∞(Q) ergibt sich die Feedback-Formel
g(w¯2(t)) = −T2,t
(
l
2
, t
)
= −T2,xx
(
l
2
, t
)
= −T¯xx
(
l
2
, t
)
(3.13)
und weiter
g′(w¯2(t)) · u¯(t) = −T2,tt
(
l
2
, t
)
= −T2,xxxx
(
l
2
, t
)
= −T¯xxxx
(
l
2
, t
)
. (3.14)
3 Der Fall w¯2 < 0 folgt analog mit Symmetrie (3.3e).
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Es sind also zwei Zeitableitungen nötig, bis die Steuerung explizit auftritt. Bei OC-ODE
würde man nach Deﬁnition 1.1.6 von einer Zustandsbeschränkung 2. Ordnung sprechen,
welche wir in [79] im Rahmen der Formulierung als OC-ODE auch zeigen. Ebenso würde
man nach einer Semidiskretisierung mit der Linienmethode ein OC-ODE mit einer Zu-
standsbeschränkung 2. Ordnung erhalten.
Um die hohe Regularität auf das Maß übertragen zu können, braucht man den
Hilfssatz 3.4.12 Es gilt
∫
Γ q(s, t) ds ∈ C∞([0, tf ]).
Beweis:
Das Randintegral enthält in 1D die beiden Anteile
∫
Γ q(s, t) ds = q(0, t) + q(l, t). Man
zeigt q(0, t) ∈ C∞([0, tf ]), der andere Anteil q(l, t) folgt analog oder durch Ausnutzen der
Symmetrie des Problems.
Auf dem Bereich S := (0, l4) × (0, tf) erfüllt q die homogene PDE −qt − ∆q = 0. Auf-
grund der hohen inneren Regularität gilt entsprechend q ∈ C∞(S) (z.B. Evans [35, S.
59]). Da die Randbedingung ∂νq(0, t) + q(0, t) = 0 ∈ C∞([0, tf ]) ist, überträgt sich die
hohe Regularität auch auf dieses Randstück. Da diese Tatsache in der Literatur nicht
auﬃndbar ist, folgt ihr Beweis:
Als Hilfsproblem betrachtet man das Anfangsrandwertproblem der adjungierten Gleichung
(3.7a)-(3.7c) auf einem vergrößerten Ortsgebiet Ω1 := (−δ, l + δ) für ein δ > 0. Dann
ist dessen Lösung q1 ∈ C∞ ((−δ, l/4)× [0, tf)) und wegen Folgerung 3.4.5 q1 ≡ 0 auf
Ω¯1 × (tL, tf ]. Daher ist q1(0, t), aber auch q1,x(0, t) ∈ C∞([0, tf ]) und analog für x = l.
Nun löst man das Ausgangsproblem mit der Superposition q = q1 + q2. Dann muss q2
folgendes Anfangsrandwertproblem lösen:
−q2,t −∆q2 = 0 in Q ,
∂νq2 + q2 = −∂νq1 − q1 ∈ C∞([0, tf ]) an Σ ,
q2(x, tf) = 0 in Ω .
Wegen q2 = q1 = 0 auf Ω¯ × (tL, tf ]) sind die Verträglichkeitsbedingungen zwischen der
Randbedingung und der Anfangsbedingung aus [35, Sect. 7.1] stets erfüllt. Damit ist q2 ∈
C∞(Q¯), indem man [35, S. 367] auf Robin-Randbedingungen anpasst. Daher ist q(0, t) ∈
C∞([0, tf ]). 
Satz 3.4.13 (Maßzerlegung auf Randstücken)
Für Problem 1 gilt auf einem Randstück R¯ die Maß-Zerlegung
µ
∣∣
R¯
= %on · δ(t− ton) + %off · δ(t− toff) + σ(t) ,
mit %on, %off ∈ R+0 und
σ(t) := −
∫
Ω
qt(x, t) dx+
∫
Γ
q(s, t) ds ∈ C∞(R¯) , σ(t) ≥ 0 , (3.15)
d.h. es gilt für alle V oﬀen mit V¯ ⊂ (0, tf) und V ∩ A = R¯:∫
V
ψ(t) dµ(t) = %on ψ(ton) + %off ψ(toff) +
∫
R
ψ(t)σ(t) dt ∀ψ(t) ∈ C(V ) .
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Beweis:
Wähle ein solches V und deﬁniere VL := V ∩ (0, ton) und VR := V ∩ (toff , tf). Dies
ist aufgrund Annahme 3.4.7 stets möglich. Wir testen nun zuerst die adjungierte PDE
(3.9) mit ϕ(x, t) = ψ(t) · ζ(x) mit ψ(t) ∈ C∞0 (VL) (sowie mit 0 fortgesetzt auf [0, tf ])
und ζ(x) ≡ 1 , ∀x ∈ Ω¯. Wegen ϕ(x, t) ∈ C∞(Q¯) und ϕ(x, 0) = 0 ist dies eine zulässige
Testfunktion. Wegen µ|VL = 0 folgt aus (3.9):∫
VL
ψ˙(t)
∫
Ω
q(x, t) dx dt+
∫
VL
ψ(t)
∫
Γ
q(s, t) ds dt = 0 ∀ψ(t) ∈ C∞0 (VL) .
Da ξ(t) :=
∫
Ω q(x, t) dx nach Lemma 3.4.3 zunächst nur in L
r(VL) ist, betrachtet man
Tξ(ψ) :=
∫
VL
ψ(t) ξ(t) dt ∀ψ(t) ∈ C∞0 (VL) als reguläre Distribution. Die distributionelle
Ableitung Tξ˙ erfüllt
Tξ˙(ψ) = −Tξ(ψ˙) = −
∫
VL
ψ˙(t) ξ(t) dt =
∫
VL
ψ(t)
∫
Γ
q(s, t) ds dt ∀ψ(t) ∈ C∞0 (VL)
und wird daher von ξ˙(t) =
∫
Γ q(s, t) ds erzeugt. Nach Hilfssatz 3.4.12 ist ξ˙(t) ∈ C∞(V¯L).
Folglich ist σ
∣∣
VL
= 0 und ξ(t) =
∫
Ω q(x, t) dx ∈ C∞(V¯L).
Analog geht man auf VR vor und erhält σ|VR = 0 sowie
∫
Ω q(x, t) dx ∈ C∞(V¯R). Wählt
man in gleicher Konstellation dagegen ψ(t) ∈ C∞0 (V ), so folgt∫
V
ψ˙(t)
∫
Ω
q(x, t) dx+
∫
V
ψ(t)
∫
Γ
q(s, t) ds dt =
∫
R¯
ψ(t) dµ(t) ∀ψ(t) ∈ C∞0 (V ) .
Aufgrund Folgerung 3.4.10 gilt bereits
∫
Ω q(x, t) dx ∈ C∞(R¯); daher lassen sich die In-
tegrale auf der linken Seite aufteilen und auf jedem Abschnitt partiell integrieren unter
Anwendung der Leibniz-Regel für Parameterintegrale. Es folgt:
∫
VL
ψ(t)σ(t) dt+
∫
R
ψ(t)σ(t) dt+
∫
VR
ψ(t)σ(t) dt+ ψ(ton)
∫
Ω
q(x, t) dx
t
−
on
t+on︸ ︷︷ ︸
=:%on
+ ψ(toff)
∫
Ω
q(x, t) dx
t
−
off
t+off︸ ︷︷ ︸
=:%off
=
∫
R¯
ψ(t) dµ(t) , ∀ψ(t) ∈ C∞0 (V ) .
Wegen σ|VL = σ|VR = 0 gilt entsprechend∫
R
ψ(t)σ(t) dt+ %on ψ(ton) + %off ψ(toff) =
∫
R¯
ψ(t) dµ(t) , ∀ψ(t) ∈ C∞0 (V ) .
Unter Verkleinerung von V folgt dies auch für alle stetigen Funktionen, da C∞0 (V ) ⊂
C(V¯2) dicht ist für ein V2 oﬀen mit R¯ ⊂ V2 und V¯2 ⊂ V .
Wegen Folgerung 3.4.10 und Hilfssatz 3.4.12 ist entsprechend σ(t) ∈ C∞(R¯). Die Vor-
zeichenbedingungen folgen aus µ(t) ≥ 0. 
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Bemerkung 3.4.14 (Sprungbedingungen)
Der Satz liefert als Beiprodukt die Sprungbedingungen∫
Ω
q(x, t) dx
t
−
on
t+on
= %on ≥ 0 ,
∫
Ω
q(x, t) dx
t
−
off
t+off
= %off ≥ 0 . (3.16)
Allgemein kann man aus w¯2(t) ∈ W 1,∞(0, tf) und (3.3a) folgern, dass g′(w¯2(t)) ∈
W 1,∞(Z) für jede Zusammenhangskomponente Z von
{
t ∈ (0, tf)
∣∣ w¯2(t) 6= 0} gilt. We-
gen Annahme 3.4.8 und (3.7e) übertragen sich die Sprungbedingungen daher auf
[
p˙2
]t+on
t−on
= g′(w¯2(ton)) · %on ,
[
p˙2
]t+on
t−off
= g′(w¯2(toff)) · %off .
Sie sind das Analogon zu Sprungbedingungen bei OC-ODE aus Kap. 1.
Bemerkung 3.4.15 Die Darstellung des Maßes lässt sich problemlos auf inhomogene
Robin-Randbedingungen und Neumann-Randbedingungen übertragen. Dirichlet-Rand-
bedingungen muss man dagegen separat angehen, da hier die gewählte Testfunktion nicht
die dann nötige Dirichlet-Randbedingung einhält.
Zusätzlich gilt die folgende Knickbedingung analog zu [13]:
Lemma 3.4.16 Innerhalb des Randstückes gilt
µ(t) = σ(t) = qx
(
l
2
−
, t
)
− qx
(
l
2
+
, t
)
= 2 · qx
(
l
2
−
, t
)
∀t ∈ R . (3.17)
Beweis:
Der Beweis läuft analog zum ellitpischen Fall in [13, Theorem 5]. Man deﬁniert D :=
(l/4, 3l/4)×R. Das Randstück R¯ trennt D in die beiden oﬀenen Mengen DL := (l/4, l/2)×
R und DR := (l/2, 3l/4) × R. Testen der sehr schwachen Form der adjungierten Glei-
chung (3.9) mit ϕ(x, t) ∈ C∞0 (D) liefert für alle ϕ ∈ C∞0 (D):∫
R
ϕ
(
l
2
, t
)
dµ(t)−
∫∫
D
ϕt q dx dt = −
∫∫
D
∆ϕ q dx dt
= −
∫
R
 l/2∫
l/4
∆ϕ q dx+
3l/4∫
l/2
∆ϕ q dx
 dt
= −
∫
R
 l/2∫
l/4
∆q ϕ dx+
3l/4∫
l/2
∆q ϕ dx
 dt+ ∫
R
− [ϕx q]
l
2
−
l
2
+ + [qx ϕ]
l
2
−
l
2
+ dt .
Zuletzt wurde die verallgemeinerte Greensche Formel verwendet; die letzte Gleichung ist
daher vorerst distributionell zu verstehen, da wir noch nicht wissen, dass ∆q ∈ L2(Ω ×
R) ist. Außerdem ist die einseitige Spur qx in x = l/2 noch nicht erklärt. Wie die
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Spurabbildungen konkret zu bilden sind, ﬁndet man in [24, Theorem 6.2]. Ein gleiches
Vorgehen auf DL liefert formalen∫
R
ϕ
(
l
2
, t
)
dµ(t)−
∫∫
DL
ϕt q dx dt = −
∫∫
DL
∆q ϕ dx ,
da hier die Randterme verschwinden. Analoges Vorgehen auf DR und Kombination die-
ser drei Gleichungen lässt die verteilten Terme verschwinden, was dem Verwenden der
homogenen PDE entspricht. Nur die Randterme bleiben stehen. Unter Verwendung der
passenden Spurabbildungen lauten diese für das m ∈ [1, 2) aus Lemma 3.4.3:∫
R
ϕ
(
l
2
, t
)
dµ(t) =
∫
R
[
q
(
l
2
+
, t
)
− q
(
l
2
−
, t
)]
ϕx(
l
2
, t) dt
+
〈
qx
(
l
2
−
, t
)
− qx
(
l
2
+
, t
)
, ϕ(
l
2
, t)
〉
W 1/m,m
′
(R)∗,W 1/m,m′ (R)
.
Nun sieht man zum einen q( l2
+
, t) = q( l2
−
, t) f.ü. auf R, da q ∈ Lr(0, tf ;W 1,m(Ω)) in
Ortsrichtung nicht springen kann. Zum anderen folgt
µ(t) = qx
(
l
2
−
, t
)
− qx
(
l
2
+
, t
)
in C(R)∗. Höhere Regularität liefert Satz 3.4.13 wegen µ(t) = σ(t). Weiterhin ist q(x, t)
oﬀensichtlich achsensymmetrisch zu x = l/2. 
Folgerung 3.4.17 Die Kombination von Satz 3.4.13 und Lemma 3.4.16 liefert µ|R =
2 qx(l/2, t) ∈ Hk(R) ∀k ∈ N. Daher erhalten wir stückweise eine klassische Lösung q ∈
C∞([ton +ε, toff−ε];B) ∀0 < ε < toff−ton mit B :=
{
v ∈ C(Ω¯) ∣∣ v|[0,l/2] ∈ C∞([0, l/2]) ,
v|[l/2,l] ∈ C∞([l/2, l])
}
.
Bemerkung 3.4.18 Die Ergebnisse aus Satz 3.4.13 lassen sich wie folgt einordnen: Man
wendet die Lebesgue-Zerlegung (Rudin [89, Theorem 6.9]) auf das Maß µ|R¯ an, d.h. man
zerlegt µ|R¯ =: µR¯ = µa+µs in einen absolut-stetigen Anteil µa und einen singulären An-
teil µs. Der reguläre Anteil µa besitzt nach dem Satz von Radon-Nikodým (z.B. [89], [5])
eine L1-Dichte; wir wissen aus Satz 3.4.13, dass µs|R = 0 ist und µa|R = σ(t) ∈ C∞(R¯)
sogar eine noch bessere Dichte besitzt. Damit ist der singuläre Anteil auf ∂[ton, toff ] =
{ton, toff} konzentriert. Reguläre Borel-Maße auf isolierten Punkten sind aber bekanntlich
stets Dirac-Maße (Hilfssatz 3.4.19).
3.4.3 Analyse von Berührpunkten
Neben Randstücken können laut unserer Strukturannahme auch Berührpunkte auftre-
ten. Aufgrund Annahme 3.4.7 sind solche Berührpunkte isoliert und von Randstücken
separiert. Das zugehörige Maß liegt daher auf einem isolierten Punkt vor und ist nach
folgendem Hilfssatz ein Dirac-Maß (vgl. auch Casas [23, Remark 4]).
Hilfssatz 3.4.19 (Isolierte Punkte und Dirac-Maße)
Ein reguläres Borel-Maß µ ∈ M (Q¯), welches auf einer einpunktigen Menge {(x0, t0)}
konzentriert ist mit (x0, t0) ∈ Q, ist ein Dirac-Maß.
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Beweis:
Der Sachverhalt des Hilfssatzes ist bekannt und verbreitet; der Beweis liegt dem Autor
leider nicht vor, da er laut [22] in der Dissertation von Eduardo Casas [21] steht. Zur
Vollständigkeit wird er daher erbracht: Sei (x0, t0) ∈ Q der Punkt, in welchem das Maß
µ ∈ M (Q¯) konzentriert ist. Die Borel-σ-Algebra auf {(x0, t0)} beinhaltet nur die leere
Menge und die gesamte Menge (den Punkt). Da Maße der leeren Menge stets die 0
zuordnen müssen, ist ein Maß eindeutig festgelegt durch µ({(x0, t0)}) = c ∈ R. Dieses
Maß wird mit Null fortgesetzt zu einem regulären Borel-Maß auf Q¯. Es reicht bekanntlich,
ein Maß auf einem durchschnittstabilen Erzeugendensystem der Borel-σ-Algebra auf Q¯
zu deﬁnieren, wobei sich die Gesamtheit aller oﬀenen Mengen A anbietet. Man deﬁniert
also
(x0, t0) ∈ A⇔ µ(A) = c ,
(x0, t0) 6∈ A⇔ µ(A) = 0 .
Das Maß ist also ein c-faches des Dirac-Maßes. Auf oﬀenen Mengen besitzt das Maß
folglich eine Dirac-Dichte
µ(A) =
∫∫
A
c · δ(x− x0) · δ(t− t0) dx dt .

Wir notieren also
µ|
tjc
= %jc · δ(t− tjc) , %jc ∈ R , (3.18)
d.h. jeder Berührpunkt liefert einen Dirac-Impuls. Insgesamt liefert damit jeder Schalt-
punkt einen Dirac-Impuls.
Unter Ausnutzung der Vorzeichenbedingungen aus (3.12) können wir das Maß vollständig
charakterisieren:
µ(t) =
m∑
j=1
%jc δ(t− tjc) +
n∑
i=1
%ion δ(t− tion) + %ioff δ(t− tioff) + σi(t) , (3.19)
µQ¯ = µ(t) · δ(x−
l
2
) , %∗∗ ∈ R , %∗∗ ≥ 0 , σi(t) ∈ C∞([tion, tioff ]) , σi(t) ≥ 0 .
Bemerkung 3.4.20 (Sprungbedingungen bei einem Berührpunkt)
Mit der Technik aus dem Beweis von Satz 3.4.13 erhält man die Sprungbedingung∫
Ω
q(x, t) dx
t
j,−
c
tj,+c
= %jc ≥ 0 , ⇔
[
p˙2
]tj,−c
tj,+c
= g′(w¯2(tjc)) · %jc . (3.20)
3.4.4 Höhere Regularität
Da die adjungierte PDE linear ist, könnte man die einzelnen Fälle der Maßzerlegung
superponieren und auf diese Weise die Regularität von q(x, t) charakterisieren. Ein Dirac-
Impulses liefert z.B. eine Fundamentallösung (siehe z.B. [35], [88]). Unter Anwendung
der inversen Zeittransformation (siehe Abschnitt 4.6.2) folgt direkt das
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Lemma 3.4.21 (Fundamentallösung)
Sei 0 < ts < tf . Die Lösung des rückwärtsgerichteten Anfangswertproblems
−rt −∆r = δ(x− xs) · δ(t− ts) in R× (0, tf) ,
r(x, tf) = 0 ∀x ∈ R ,
ist gegeben durch r = Φ(x− xs, ts − t), wobei Φ(x, t) die (mit Null fortgesetzte) Funda-
mentallösung der Wärmeleitungsgleichung ist, d.h. Φ(x, t) ∈ C∞(R2 \ {(0, 0)}) und
Φ(x, t) =

1√
4pit
exp
(
−x24t
)
für t > 0 ,
n.d. für (x, t) = (0, 0) ,
0 sonst.
(3.21)
Numerisch lässt sich dies in Abschnitt 3.6.2 dank dem Superpositionsprinzip ausnutzen,
um die Fundamentallösungen analytisch zu berechnen und so den Fehler zu reduzieren.
Konzentrieren wir uns jedoch auf die Regularitäten der restlichen Variablen. Dazu sind
zunächst folgende Deﬁnitionen nötig:
Deﬁnition 3.4.22 Wir deﬁnieren die verschiedenen signiﬁkanten Abschnitte der Zeit-
skala:
N := {t ∈ (0, tf) ∣∣ w¯2(t) = 0} ,
S :=
{
t ∈ (0, tf)
∣∣ t = tion ∨ t = tioff ∨ t = tjc , i = 1, . . . , n , j = 1, . . . ,m} ,
B := {t ∈ [0, tf ] ∣∣ |u(t)| = umax} ,
C := (0, tf) \ (B ∪ A) .
Die Dirac-Maße sind also auf die Schaltzeiten S konzentriert; C ist die Schnittmenge der
inaktiven Mengen der Steuerungs- und Zustandsbeschränkungen.
Deﬁnition 3.4.23 Wir deﬁnieren die stückweise glatten Funktionen als
C∞p,I([0, tf ]) :=
{
u ∈ L∞(0, tf)
∣∣ ∃ 0 = t0 < t1 < · · · < tn = tf ∀k = 0, . . . , n− 1 :
u|[tk,tk+1] ∈ C∞([tk, tk+1]) , I := {t1, . . . , tn−1}
}
.
I bezeichnet also die Menge der Knickstellen. Ist die Funktion zusätzlich stetig oder
stetig diﬀerenzierbar, so schreiben wir
C∞c,I([0, tf ]) := C
∞
p,I([0, tf ]) ∩ C([0, tf ]) ,
C∞d,I([0, tf ]) := C
∞
p,I([0, tf ]) ∩ C1([0, tf ]) .
Obwohl q(x, t) in der Umgebung von (l/2, ts) unbeschränkt ist für alle ts ∈ S, zeigt das
Ortsintegral von q stückweise eine sehr hohe Regularität: Das Integral ist stückweise
glatt und zeigt Sprungstellen in S gemäß den Sprungbedingungen.
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Lemma 3.4.24 Es gilt ∫
Ω
q(x, t) dx ∈ C∞p,S([0, tf ]) ∀ε > 0 .
Beweis:
Zum einen liefert Hilfssatz 3.4.12
∫
Γ q(s, t) ds ∈ C∞([0, tf ]). Zum anderen gilt die Iden-
tität σ(t) := − ∫Ω qt(x, t) dx + ∫Γ q(s, t) ds = 0 nach der Konstruktion im Beweis von
Satz 3.4.13 sogar auf Z¯ für jede Zusammenhangskomponente Z von I. Kombiniert mit
dem bekannten Zusammenhang auf Randstücken folgt das Resultat. 
Folgerung 3.4.25 Insbesondere ist
∫
Ω q(x, t) dx ∈ L∞(0, tf) und daher p2 ∈W 1,∞(0, tf).
Die Lösungen von Optimalsteuerungsproblemen zeichnen sich oft durch eine höhere Re-
gularität aus, als es die Zustandsgleichungen erwarten lassen. Aus den adjungierten Glei-
chungen lassen sich ggf. Rückschlüsse auf die Regularität der Zustände ziehen. Im vor-
liegenden Beispiel ﬁnden wir sogar stückweise eine sehr hohe Regularität:
Lemma 3.4.26 (Höhere Regularität der Zustände auf C)
Auf jeder Zusammenhangskomponente Z von C \ N gilt:
w¯2, u¯, p2 ∈ C∞(Z¯) .
Beweis:
Generell gilt w¯2 ∈W 1,∞(Z). Daher gilt diese Folgerungskette mit m := 1:
w¯2 ∈Wm,∞(Z) w¯2 6=0=⇒ g′(w¯2(t)) ∈Wm,∞(Z) Lemma 3.4.24=⇒
(3.7e)
p˙2 ∈Wm,∞(Z) =⇒ p2, u¯ ∈Wm+1,∞(Z) .
Wegen ˙¯w2 = u ist aber dann w¯2 ∈ Wm+2,∞(Z). Induktion über m liefert w¯2, u¯, p2 ∈
W k,∞(Z) ∀k ∈ N. Also liegen diese Größen insbesondere in Hk(Z) ∀k ∈ N und
nach Anwendung von Sobolew-Einbettungssätzen [5, Satz 8.9] folgt entsprechend w¯2, u¯,
p2 ∈ Ck−1(Z¯) ∀k ∈ N . 
Wir wissen bereits, dass die gleiche Regularität innerhalb von Randstücken vorliegt.
Damit ist u¯ stückweise glatt, außer auf der aktiven Menge B der Steuerungsbeschränkung;
dort gilt u¯ = ±umax, d.h. die Daten legen die Regularität fest. Der praktisch relevante
Fall einer Maximalbeschleunigung umax = const liefert daher stückweise glatte Lösungen:
Lemma 3.4.27 Gilt sogar umax ∈ C∞([0, tf ]) so folgt
u¯ ∈ C∞c,S∪N∪∂B([0, tf ]) , w¯2 ∈ C∞d,S∪N∪∂B([0, tf ]) ,
g(w¯2(t)) ∈ C∞c,S∪N∪∂B([0, tf ]) .
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Beweis:
Zunächst gilt nach Folgerung 3.4.25 p2 ∈ W 1,∞(0, tf) ↪→ C([0, tf ]) und daher wegen
der Projektionsformel auch u¯ ∈ W 1,∞(0, tf) ↪→ C([0, tf ]). Zusätzlich wissen wir bereits
u¯ ∈ C∞(R¯) für jedes Randstück aus 3.4.9. Weiterhin gilt auf jeder Zusammenhangs-
komponente Z von B entweder u¯ ≡ umax oder u¯ ≡ −umax, in jedem Falle u¯ ∈ C∞(Z¯).
Zusammen mit Lemma 3.4.26 folgt u¯ ∈ C∞c,S∪N∪∂B([0, tf ]). Darauf aufbauend verwen-
det man ˙¯w2 = u und (3.3a). Allerdings kann g(w¯2(t)) an N knicken, so dass wir nur
g(w¯2(t)) ∈ C∞c,S∪N∪∂B([0, tf ]) notieren. Für N = ∅ ist entsprechend zusätzlich g(w¯2(t)) ∈
C∞d,S∪∂B([0, tf ]). 
Die Temperaturverteilung ist dann ebenfalls stückweise regulär, allerdings müsste man
hier spezielle Räume abstrakter Funktionen einführen, was zu weit abführt.
Dies sind genau die Regularitäten, mit welchen die numerische Methode im nächsten
Abschnitt zu kämpfen haben wird. Die optimale Steuerung knickt also mitunter an allen
Randpunkten der aktiven Mengen der Steuerungs- und Zustandsbeschränkungen, sowie
am Umkehrpunkt (w¯2 = 0). Zu den Zeiten N ∩ B˚ kann es ferner keine Knicke geben.
Zuletzt knüpfen wir an den Begriﬀ der Ordnung einer Zustandsbeschränkung aus Kapitel
1 und 2 an. Ohne den Begriﬀ der Ordnung der Zustandsbeschränkung zu deﬁnieren,
erkennen wir bereits eine wichtige Tatsache:
Bemerkung 3.4.28 (Zur Zustandsbeschränkung)
1. Wir dürfen nicht einfach beliebiges Ableiten und Einsetzen anwenden. So gilt
beispielsweise folgende Folgerungskette nicht:
T¯ ≡ Tmax auf A Ableiten=⇒ T¯t −∆T¯ ≡ Tmax,t −∆Tmax Einsetzen=⇒
Tmax=const
g(w¯2(t)) ≡ 0 .
Denn i.A. ist ∆T (l/2, t) 6= ∆Tmax(l/2, t) ∀t ∈ R¯. Genauer gilt nach dem Beweis
von Satz 3.4.9 auf A: g(w¯2(t)) = − ddt
{
T2(
l
2 , t)
}
. Diese rechte Seite verschwindet
aus Energieerhaltung nur im stationären Fall (siehe auch die numerischen Resultate
[79]). Eine nach Satz 3.4.9 erlaubte Vorgehensweise ist
T¯ ≡ Tmax auf A Ableiten=⇒ T¯t ≡ Tmax,t Superposition=⇒
Tmax=const
g(w¯2(t)) + T2,t(l/2, t)︸ ︷︷ ︸
=∆T2(l/2,t)=∆T (
l
2
,t)
≡ 0 ,
wobei wieder die Superposition aus dem Beweis von Satz 3.3.4 mit T2 ∈ C∞(Q)
verwendet wird. Man darf also auf niederdimensionalen Anteilen der aktiven Menge
nicht beliebige Ableitungen der Zustandsbeschränkung bilden, sondern nur dem
Problem angepasste. Identitäten auf regulären C1-Kurven darf man eben nur total
nach dem Kurvenparameter diﬀerenzieren.
2. Die Zustandsbeschränkung legt auf A die Größen w2 und u fest. Die Größen w1
und T sind aus Lösung ihrer Zustandsgleichung zu bestimmen.
Wenden wir uns nun den Lösungsmethoden zu. Beginnen wir mit den direkten Verfahren.
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3.5 Direkte Verfahren
Da in Kap. 3 und 4 aufgrund verschiedener Anforderungen auch unterschiedliche direkte
Verfahren entwickelt werden, gibt der folgende Abschnitt zunächst einen Überblick über
die möglichen Varianten direkter Verfahren.
3.5.1 Übersicht direkter Verfahren
Bei direkten Verfahren werden das Zielfunktional und die Nebenbedingungen diskretisiert
und einem Optimierer (NLP-Solver) übergeben. Dabei ist eine wichtige Entscheidung zu
treﬀen: Verwendet man die volle oder die reduzierte Formulierung?
Bei der vollen Formulierung sind die Steuerungen und die Zustände Optimierungsvaria-
blen. Die Zustandsgleichungen werden voll diskretisiert und dem Optimierer als Nebenbe-
dingungen übergeben. Bei dieser vollen Diskretisierung werden die Zustandsgleichungen
in Zeit und Ort diskretisiert und in einem großen Gleichungssystem gesammelt. Dieses
Gleichungssystem wird dem Optimierer als Nebenbedingung übergeben.
Bei der reduzierten Formulierung erhält der Optimierer nur die wirklichen Freiheitsgrade
 die Steuerungen  als Optimierungsvariablen. Die Zielfunktion wird als Unterfunktion
übergeben, welche intern die Zustandsgleichungen löst, das Zielfunktional auswertet und
nur Letzteres zurückgibt. Die reduzierte Formulierung kann die Zustandsgleichungen in-
nerhalb der Unterfunktion zum einen aus der vollen Diskretisierung lösen, d.h. das große
Gleichungssystem wird gelöst. Bei Anfangswertproblemen oder Anfangsrandwertproble-
men gibt es aber eine eﬃzientere Alternative: Die schrittweise Integration in der Zeit.
Nach einer Semidiskretisierung im Ort wird das System hier schrittweise in der Zeit ge-
löst  mit passenden Einzelschritt- oder Mehrschrittverfahren.
Die volle Formulierung hat den Vorteil, dass sich reine Zustandsbeschränkungen und
gemischte Steuerungs-Zustandsbeschränkungen berücksichtigen lassen. Im Gegenzug ar-
beitet man mit mehr Optimierungsvariablen, so dass nur Probleme geringer Dimension
behandelt werden können. Das Anwendungsproblem der Brennstoﬀzelle in Kap. 4 lösen
wir  in Abwesenheit von Zustandsbeschränkungen  daher mit der reduzierten Formu-
lierung und der schrittweisen Integration. Dies erweist sich als sehr eﬃzient bzgl. des
Rechen- und Speicheraufwands.
3.5.2 Direkte Verfahren für das Rocketcar-Problem
Da das Rocketcar-Problem jedoch eine geringe Dimension hat, erlaubt uns die volle For-
mulierung eine Berücksichtigung der Zustandsbeschränkungen. Wir diskretisieren in x
und t und sammeln alle Gleichungen in einem großen Gleichungssystem. In diesem Fall
lässt sich die Zustandsbeschränkung kanonisch als punktweise Ungleichungsnebenbedin-
gung einbauen.
Als Programmierumgebung wählen wir die Modellierungssprache Ampl [1], da wir auf
diese Weise von ersten und zweiten analytischen Ableitungen proﬁtieren. Wir lösen das
Problem also mit Ampl in Kombination mit einem NLP-Solver. Wir entscheiden uns hier
für das gängige und kostenlos verfügbare Ipopt [100], eine renommierte open-source Soft-
ware.4
4
Ipopt gewann 2011 den J. H. Wilkinson Prize for Numerical Software.
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Die Ergebnisse des direkten Verfahrens ﬁndet man in unseren Arbeiten [79], [101], so-
wie in Abschnitt 3.7. Je nach Daten (w0, w˙0, umax, Tmax) beobachten wir dabei genau
zwei verschiedene Fälle von aktiven Mengen. Entweder tritt ein Randstück auf, oder ein
Berührpunkt gefolgt von einem Randstück. Mit diesem Vorwissen können nun indirekte
Verfahren der Optimalsteuerung entwickelt werden:
3.6 Indirekte Verfahren
Ein indirektes Verfahren für ein instationäres PDAE-System mit Zustandsbeschränkun-
gen aufzusetzen ist eine anfordernde Aufgabe. Beim Rocketcar wissen wir apriori bereits
aus den Sätzen über die Struktur der aktiven Menge, dass ein Linienmaß auftreten wird.
Dieses ist in der Methode treﬀend aufzulösen. Auch die freie Endzeit ist treﬀend zu be-
handeln.
In einem ersten Schritt ist der Orts-Zeit-Zylinder Q passend zu unterteilen, um das Lini-
enmaß an den Rand der Teilgebiete zu legen. Im vorliegenden Problem bedeutet dies, dass
man das KKT-System auf der rechten Hälfte QR := (0, l2)× (0, tf) sowie auf der linken
Hälfte QL := ( l2 , l) × (0, tf) separat betrachtet und dazwischen Übergangsbedingungen
deﬁniert. Beim Rocketcar kann man zeitgleich die Symmetrie ausnutzen, so dass generell
nur eine der beiden Hälften zu lösen ist: In [80] haben wir gezeigt, dass die Lösung der
PDE des Problems 1 achsensymmetrisch zu x = l/2 ist. Dies überträgt sich oﬀensichtlich
auf den adjungierten Zustand q bis auf die Tatsache, dass er in x = l/2 knickt. Beachtet
man dies separat, kann man das KKT-System auf den halben Orts-Zeit-Zylinder QR
reduzieren:
Tt −∆T = g(w2(t)) , −qt −∆q = 0 in QR , (3.22a)
∂νT (0, t) + T (0, t) = 0 , ∂νq(0, t) + q(0, t) = 0 auf (0, tf) , (3.22b)
∂νT (l/2, t) = 0 , ∂νq(l/2, t) =
1
2
µ(t) auf (0, tf) , (3.22c)
T (x, 0) = 0 , q(x, tf) = 0 in Ω , (3.22d)
w˙1 = w2 , w˙2 = u auf (0, tf) , (3.22e)
w1(0) = w0 , w1(tf) = 0 , (3.22f)
w2(0) = w˙0 , w2(tf) = 0 , (3.22g)
−p˙1 = 0 , −p˙2 = p1 + 2 g′(w2(t))
∫ l/2
0
q(x, t) dx auf (0, tf) , (3.22h)
0 = 1 +
λ
2
u2(tf) + u(tf) p2(tf) , (3.22i)
T (x, t) ≤ Tmax in Q¯R , (3.22j)
u¯ = PUad
(− 1
λ
p2
)
, (3.22k)
0 =
∫∫
Q¯R
[T (x, t)− Tmax] dµQ¯ , µQ¯ ≥ 0 . (3.22l)
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3.6.1 Transformation auf ein Mehrpunkt-Anfangsrandwertproblem
Ziel ist es, das Maß ähnlich zu den Methoden aus Kapitel 1 treﬀend aufzulösen. Man
stellt daher eine Hypothese an die aktive Menge analog zu OC-ODE: Eine Schaltfol-
ge wird vorgegeben, d.h. die Anzahl und Reihenfolge der Berührpunkte und Randstücke
wird festgelegt. Anschließend werden die KKT-Bedingungen in Analogie zu OC-ODE als
Mehrpunkt-Anfangsrandwertproblem formuliert. Die Dirac-Maße werden durch Sprung-
bedingungen und ihre analytisch gegebenen Fundamentallösungen ersetzt (welche bei
OC-ODE einfache Sprungfunktionen waren, siehe Abschnitt 1.2.2).
Dann versucht man das KKT-System stückweise in der Zeit zu lösen. Findet man eine
Lösung, so war die Annahme richtig. Wir haben einen KKT-Punkt gefunden. Findet man
keine Lösung, so verändert man die Hypothese und startet neu. Gute Startschätzungen
gewinnt man bei OC-ODE entweder aufgrund von Homotopie-Methoden [20] (schrittwei-
ses Absenken der oberen Schranke der Zustandsbeschränkung) oder anhand von Ergeb-
nissen aus direkten Verfahren. Beides führt beim Rocketcar je nach Parameterauswahl
entweder auf die Schaltfolge Berührpunkt  Randstück oder auf ein einzelnes Randstück.
Exemplarisch wird im Folgenden ein Mehrpunkt-Anfangsrandwertproblem für den Fall
eines Randstückes hergeleitet werden, d.h. A = R¯ = [ton, toff ]  da dieser Fall in den
Studien des direkten Verfahrens am häuﬁgsten auftritt. Das zugehörige Linienmaß lautet
µ(t) = %on δ(t − ton) + %off δ(t − toff) + σ(t). Die beiden Schaltzeiten ton, toff ∈ R sowie
die Sprunghöhen %on, %off ∈ R und die Funktion σ(t) ∈ C∞([ton, toff ]) treten als weitere
Unbekannte im aufgeteilten KKT-System auf. Die Gleichungen (3.22j), (3.22l) werden
analog zu Kap. 1 ersetzt durch
T (l/2, t) = Tmax für t ∈ A = [ton, toff ] , (3.23a)
T (l/2, t) < Tmax für t ∈ (0, tf) \ A , (3.23b)
µ(t) = %on δ(t− ton) + %off δ(t− toff) + σ(t) , (3.23c)
%on , %off > 0 , σ(t) ≥ 0 , (3.23d)
σ(t) = 0 für t ∈ (0, tf) \ A . (3.23e)
Die Bedingungen (3.23b), (3.23d) werden erst a posteriori geprüft zur Veriﬁkation der
Strukturannahme.
Es bietet sich an, das Mehrpunkt-Anfangsrandwertproblem kombiniert mit einer Trans-
formation auf feste Schaltzeiten umzusetzen. Dadurch kann die aktive Menge wesentlich
genauer aufgelöst werden, wodurch insgesamt bessere Ergebnisse erzielt werden können.
Daher teilt man die Zeitskala zuerst in drei Bereiche [0, ton], [ton, toff ], [toff , tf ] auf und
belegt jede Größe an den Nahtstellen doppelt (linker und rechter Wert). Die drei Bereiche
werden im Folgenden mit I, II, und III nummeriert. Stetigkeits- und Sprungbedingungen
fügt man als zusätzliche Gleichungen in das System ein. Zusätzlich wird jeweils auf feste
Zeiten transformiert. Die Zeittransformation von Seite 38 ist hierzu zu verallgemeinern
auf eine stückweise lineare Transformation auf die Zeitintervalle [0, a], [a, b] bzw. [b, c]
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mit festen a, b, c ∈ R gemäß
I) t = τ · ton
a
, dt =
ton
a
dτ , τ ∈ [0, a] , (3.24a)
II) t = ton +
toff − ton
b− a · (τ − a) , dt =
toff − ton
b− a dτ , τ ∈ [a, b] , (3.24b)
III) t = toff +
tf − toff
c− b · (τ − 2) , dt =
tf − toff
c− b dτ , τ ∈ [b, c] . (3.24c)
Zusätzlich sind entsprechend die Nebenbedingungen 0 < ton < toff < tf zu berücksichti-
gen.
Es werden nun alle Übergangsbedingungen aufgelistet: Beim Rocketcar sind die Größen
p1, p2, w1, w2, u stetig in den Schaltpunkten ton, toff nach Abschnitt 3.4.4. Zusätzlich
gelten für ts ∈ S = {ton, toff}:
T (x, t−s ) = T (x, t
+
s ) ∀x ∈ Ω , (3.25)
q(x, t−s ) = q(x, t
+
s ) ∀x ∈ Ω \ {l/2} . (3.26)
In den Zentren der Fundamentallösungen lässt sich bei q keine Stetigkeit notieren. Die
Umsetzung der Stetigkeit von q wird in Abschnitt 3.6.2 separat diskutiert.
Zusätzliche Nahtbedingungen sind nötig, damit die zusammengesetzte Temperaturver-
teilung die nötige Regularität aus Satz 3.3.4 erfüllt: Die Temperaturverteilung kann in
x = l/2 in Zeitrichtung weder springen noch knicken für alle t ∈ [tE , tL]. Daher gelten
Tt(l/2, t
−
on) = 0 , (3.27)
Tt(l/2, t
+
off) = 0 . (3.28)
Das gesamte Mehrpunkt-Anfangsrandwertproblem wird nun analog zu [76] und zu Kap. 1
aufgeschrieben. Auf jedem Stück ist ein Anfangswertproblem zu lösen mit Anfangsbe-
dingungen gemäß folgender Tabelle, wobei Zustände vorwärts und adjungierte Zustände
rückwärts in der Zeit integriert werden:
DGL AW I: AW II: AW III:
w˙1 = w2 w1(0) = w0 w1(t
+
on) = w1(t
−
on) w1(t
+
off) = w1(t
−
off)
w˙2 = u w2(0) = w˙0 w2(t
+
on) = w2(t
−
on) w2(t
+
off) = w2(t
−
off)
ARWP von T T (x, 0) = 0 T (x, t+on) = T (x, t
−
on) T (x, t
−
off) = T (x, t
+
off)
−p˙2 = . . . p2(t−on) = p2(t+on) p2(t−off) = p2(t+off) p2(tf) = frei
ARWP von q stetig5 stetig5 q(x, tf) = 0
Tabelle 3.1: Stückweise gegebenes Anfangsrandwertproblem.
p1 ist konstant und stetig, es handelt sich also in allen 3 Intervallen um die gleiche Kon-
stante. Dazu sind in den Intervallen I und III zusätzliche Anfangs- und Endbedingungen
zu erfüllen gemäß
5 Die Stetigkeit von q wird in Abschnitt 3.6.1 separat diskutiert.
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I III
w1(tf) = 0
w2(tf) = 0
0 = 1 + λu2(tf)/2 + u(tf) p2(tf)
Tt(l/2, t
−
on) = 0 Tt(l/2, t
+
off) = 0
H(t−on) = H(t+on) H(t
−
off) = H(t
+
off)
Weiterhin ist die Bedingung T (l/2, t) = Tmax ∀t ∈ [ton, toff ] zu erfüllen. Dies sind ge-
nauso viele zusätzliche Bedingungen, wie es Unbekannte gibt. Die Unbekannten sind p1,
p2(tf), ton, toff , tf , %on, %off , sowie σ(t) auf [ton, toff ]. Die letzten beiden Bedingungen an
eine passende Hamilton-Funktion sind schwierig aufzustellen, weshalb es einen eigenen
Abschnitt erfordert.
Dieses Mehrpunkt-Anfangsrandwertproblem löst man mit geeigneten Methoden. A po-
steriori prüft man dann die Richtigkeit der Schaltfolge anhand der Bedingungen (3.23b),
(3.23d).
Stetigkeit der Hamilton-Funktion in den Schaltpunkten
Die Stetigkeit der Steuerung in den Schaltzeiten ts ∈ S steckt bereits im System. Daher
erhält man an den Schaltzeiten analog zu Gleichung (1.8) jeweils eine andere weitere
notwendige Bedingung, welche wir auf drei verschiedene Weisen erhalten können: Zum
einen aus dem Maximumprinzip als H(t+s ) = H(t
−
s ). Geschickt erhält man diese formal
aus der abstrakten Hamilton-Funktionen
H := 1 +
λ
2
u2 + p2 u+ p1w2 −
∫
Ω
∇T · ∇q + g(w2) q dx−
∫
Γ
T q ds . (3.29)
Unter Ausnutzung der bereits bekannten Stetigkeiten von p1, p2, w2, u, T , Tx folgt
0 = H(t+s )−H(t−s ) = −
∫
∇T (x, ts) ·
(∇q(x, t+s )−∇q(x, t−s )) dx
+
∫
Ω
g(w2(ts))
(
q(x, t+s )− q(x, t−s )
)
dx−
∫
Γ
T (x, ts)
(
q(x, t+s )− q(x, t−s )
)
ds
=
∫
Ω
[
∆T (x, ts) + g(w2(ts))
] (
q(x, t+s )− q(x, t−s )
)
dx . (3.30)
Alternativ geht man nach Kap. 2 vor und arbeitet mit einer aufgeteilten Lagrange-
Funktion unter der zusätzlichen Nahtbedingung der Stetigkeit von T (x, t) in ts. Man
erhält formal die gleiche Bedingung.
Als dritte Variante lässt sich die Bedingung nach einer Semidiskretisierung im Ort mit
der Linienmethode sehr einfach beweisen: Mittels∫
Ω
Tt ϕ dx+
∫
Ω
∇T · ∇ϕ dx+
∫
Γ
T ϕ ds =
∫
Ω
g(w2(t))ϕ dx (3.31)
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und einem Finite-Elemente-Galerkinverfahren mit T (x, t) =
∑r
i=1 αi(t)ϕi(x) lautet das
ODE-System der Wärmeleitungsgleichung nach der Linienmethode
M~˙α+A~α = g(w2(t)) ·M~1 ,
mit der Massenmatrix M := (
∫
Ω ϕi ϕj dx)ij ∈ Rr×r, der erweiterten Steiﬁgkeitsmatrix
A := (
∫ ∇ϕi · ∇ϕj dx + ∫Γ ϕi ϕj ds)ij ∈ Rr×r und ~1 := (1, . . . , 1)T ∈ Rr. Zusammen
mit den restlichen Gleichungen liegt nun ein OC-ODE vor. Je nach Behandlung der
Massenmatrix deﬁniert man die Hamilton-Funktion H1 oder H2 daher als
H1 := 1 +
λ
2
u2 + p2 u+ p1w2 + ~q
T
1
[
g(w2)~1−M−1A ~α
]
, (3.32)
H2 := 1 +
λ
2
u2 + p2 u+ p1w2 + ~q
T
2
[
g(w2)M~1−A ~α
]
. (3.33)
Das Maximum-Prinzip aus OC-ODE liefert die Stetigkeit der Hamilton-Funktion an der
Schaltzeit ts und daher unter Verwendung der bereits bekannten Stetigkeitsbedingungen:
0 =
[
~q1(t
+
s )− ~q1(t−s )
]T [
g(ts)~1−M−1A~α(ts)
]
, (3.34)
0 =
[
~q2(t
+
s )− ~q2(t−s )
]T [
g(ts)M~1−A~α(ts)
]
. (3.35)
Als Unterschied zwischen den beiden Formulierungen erkennt man die Skalierung ~q1 =
M~q2. Der zweite Fall ist identisch mit der Finite-Element-Diskretisierung von (3.30).
3.6.2 Lösung des Mehrpunkt-Anfangsrandwertproblems
Zur Lösung eines derartigen Mehrpunkt-Anfangsrandwertproblems bieten sich verschie-
dene Möglichkeiten an. Zum einen kann man es mittels der Linienmethode in ein nichtli-
neares Mehrpunkt-Randwertproblem bei ODE transformieren und mit den dort etablier-
ten Methoden lösen, also mit der Mehrzielmethode oder einem Kollokationsverfahren.
Zum anderen kann man die Mehrzielmethode auf Mehrpunkt-Anfangsrandwertprobleme
verallgemeinern. Diese beiden Varianten lassen sich bekanntlich sehr gut parallelisieren.
Eine dritte Möglichkeit ist es, ein Newton-Verfahren auf eine volle Diskretisierung der
KKT-Bedingungen anzuwenden. Die Diﬀerentialgleichungen sind dabei auf den einzel-
nen Intervallen in Zeit und Ort zu diskretisieren (mit ﬁniten Diﬀerenzen oder ﬁniten
Elementen o.ä.) und alle Bedingungen inklusive der Übergangsbedingungen sind in ei-
nem großen nichtlinearen Gleichungssystem zu sammeln. Dieses löst man anschließend
mit etablierten Verfahren wie z.B. fsolve unter Matlab, also z.B. mit globalisierten
Varianten des Newton-Verfahrens.
Behandlung von q(x, t) und µ(t) im Mehrpunkt-ARWP
Ziel ist es, die singulären Maßanteile von µ(t) analytisch aufzulösen. Genutzt wird die
Superposition q = qon + qoff + qσ mit den beiden Fundamentallösungen qon = %on ·Φ(x−
1/2, ton − t), qoff = %off · Φ(x− 1/2, toff − t) aus Lemma 3.4.21. Damit q die adjungierte
PDE löst, muss qσ entsprechend Lösung des folgenden ARWP sein:
−qσ,t −∆qσ = 0 in Q , (3.36)
∂νqσ + qσ = −∂ν(qon + qoff)− (qon + qoff) auf {0} × (0, tf) , (3.37)
∂νqσ(l/2, t) = σ(t)/2 auf (0, tf) , (3.38)
qσ(x, tf) = 0 in Ω . (3.39)
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Nur dieses ARWP ist zu diskretisieren, da die beiden Fundamentallösungen analytisch ge-
geben sind. Man formiert sie erst a posteriori. Während der Lösung der KKT-Bedingungen
benötigt man zum einen die Randwerte der Fundamentallösungen z.B.
ζ(t) := −∂νqoff − qoff =

%off√
4pi(toff−t)
· exp
(
− l216(toff−t)
)
·
[
l
4(toff−t) − 1
]
auf (0, toff) ,
0 auf [toff , tf ] .
(3.40)
Diese Quelle ist zwar theoretisch ζ(t) ∈ C∞([0, tf ]), numerisch führt sie dennoch zu
Problemen aufgrund der hohen Steigungen, siehe Abb. 3.1.
Abbildung 3.1: Glattheit des Quellterms ζ(t) aus Gleichung (3.40) für die Parameter aus
Abschnitt 3.7. Rechts: Zoom um toff .
Zum anderen benötigt man die Ortsintegrale der Fundamentallösungen für die DGL von
p2, welche bekanntlich auf die Fehlerfunktion (erf) führen:∫
qon(x, t) dx
t<ton=
1
2
%on erf
(
x− l/2
2
√
ton − t
)
+ const , (3.41)
∫
Ω
qon(x, t) dx =

%on · erf
(
l
4
√
ton−t
)
t < ton ,
%on t = t
−
on ,
0 t ≥ t+on .
(3.42)
qoff behandelt man analog. Auf diese Weise ist der singuläre Anteil des Maßes und der
zugehörige unbeschränkte Anteil des adjungierten Zustandes q exakt aufgelöst. Folglich
kann man sich gröbere Ortsgitter erlauben.
Wie wir in Kapitel 1 gesehen haben, ist das Mehrpunkt-ARWP aus Sicht der diﬀerential-
algebraischen Gleichungen zu untersuchen und gegebenenfalls abzuändern, was abschlie-
ßend kurz angemerkt werden soll:
Bemerkung 3.6.1 (DAE-Index des Mehrpunkt-ARWP)
Diskretisiert man das Mehrpunkt-ARWPmit der Linienmethode, so erhält man ein DAE,
dessen Diﬀerentiationsindex zu untersuchen ist. Sollte er zu hoch sein, bieten sich die
Gleichungen (3.13), (3.15) zur Indexreduktion an.
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3.7 Numerische Experimente
Im Folgenden wird das Rocketcar-Problem mit direkten Verfahren gelöst. Die Ergeb-
nisse werden veriﬁziert, indem die notwendigen Bedingungen anhand diskreter dualer
Variablen aus Ipopt überprüft werden. Zur numerischen Umsetzung werden folgende
Parameter gewählt:
w0 = −6 , w˙0 = 0 , umax = 1 ,
Tmax = 1.5 , λ = 0.1 , g(z) = z
2 .
Der Ort wird äquidistant diskretisiert mit N Punkten, die Zeit τ ∈ [0, 1]  nach der
Transformation auf feste Endzeit  wird äquidistant in nt Zeitpunkte unterteilt. Alle
Zeitableitungen werden mit dem impliziten Euler-Verfahren diskretisiert, der Laplace-
Operator wird mit dem üblichen symmetrischen Diﬀerenzenstern behandelt. Damit er-
gibt sich ein Verfahren der Ordnung 1 in der Zeit, sowie 2 im Ort.
Unter Verwendung des Crank-Nicolson-Verfahrens kann man bekanntlich bei gleichblei-
bendem Aufwand die Ordnung in der Zeit auf 2 steigern. Dass jedoch Vorsicht geboten
ist bei der Verwendung des Crank-Nicolson-Verfahrens in Anwesenheit von Zustandsbe-
schränkungen zeigt Abschnitt 3.7.2.
Das direkte Verfahren liefert als Lösung diskrete Schätzungen der optimalen Steuerung
und der optimalen Zustände. Die Ergebnisse zu den genannten Parametern sind ex-
emplarisch dargestellt in Abb. 3.2. Die Werte der freien Endzeit ﬁndet man später in
Tabelle 3.2. Weitere Ergebnisse ﬁndet man in den Arbeiten [79], [101].
w¯2
u¯
τ
τx
T
Abbildung 3.2: Ergebnisse des direkten Verfahrens: Optimale Steuerung u¯(τ) und opti-
male Zustände w¯2(τ), T¯ (x, τ) bei N = 21 und nt = 3000. Nur jeder 40. Zeitschritt ist
dargestellt.
Bei den gewählten Parametern ist die Zustandsbeschränkung genau auf einem Randstück
aktiv: Die Temperaturverteilung nimmt in der mittleren Linie x = l/2 die Schranke
Tmax = 1.5 an. Die Geschwindigkeit w¯2(τ) ist zu den aktiven Zeiten weit vom Stillstand
entfernt. Die zur theoretischen Analyse benötigte Annahme 3.4.8 ist also zutreﬀend.
Ebenso werden die vorhergesagten Regularitäten bestätigt: Die Steuerung ist stückweise
glatt mit Knickstellen genau an den Auf- und Absprungpunkten der Steuerungs- und
der Zustandsbeschränkung.
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3.7.1 Veriﬁkation der Ergebnisse direkter Verfahren
Direkte Verfahren zeichnen sich durch ihre Anwenderfreundlichkeit aus. Allerdings ist
unklar, ob das Ergebnis wirklich optimal ist. Daher empﬁehlt es sich, die notwendigen
Bedingungen a posteriori abzuprüfen. In [79] führen wir dies für das Rocketcar als OC-
ODE aus. Im Folgenden werden nun die notwendigen Bedingungen der Formulierung als
OC-PDAE veriﬁziert.
Zur Veriﬁkation dieser Ergebnisse sollen nun die notwendigen Bedingungen unter Mat-
lab überprüft werden. Grundlage dafür sind die diskreten Schätzungen der dualen Va-
riablen, welche Ipopt zusätzlich ausgibt. Allerdings verwendet Ipopt zum einen eine
entgegengesetzte Vorzeichenkonvention, zum anderen liegen die dualen Größen verschie-
dener Nebenbedingungen in unterschiedlichen Skalen vor. Dies ist bei der Rekonstruktion
der dualen Größen zu beachten.
ττ
p2
−λ u¯
Abbildung 3.3: Links: Veriﬁkation der Projektionsbeziehung: Vergleich von −λ u¯(τ) und
p2(τ). Rechts: Residuum der ODE von p2. N = 21, nt = 3000.
Unter Beachtung dessen lassen sich die meisten Größen des KKT-Systems direkt ange-
ben. Sehr genau erfüllt sind p1 = const, sowie die Projektionsbeziehung u¯ = PUad
(− 1λ p2),
siehe Abb. 3.3 (links). Das Residuum von (3.7e) ﬁndet man in Abb. 3.3 (rechts), wobei
p˙2 mit numerischer Diﬀerentiation und
∫
Ω q(x, τ) dx mit der Trapezsumme berechnet
wurde. Die Diﬀerentialgleichung ist also sehr genau erfüllt, obwohl Ipopt sie gar nicht
kennt. Lediglich an den Schaltpunkten treten Fehler auf. Grund für das geringe Resi-
duum sind die analytischen Ableitungen, welche Ampl automatisch zur Verfügung stellt.
Die Schätzung des adjungierten Zustandes q(x, τ) aus Ipopt ﬁndet man in Abb. 3.4.
Man erkennt die beiden Fundamentallösungen. Ein Zoom auf die aktiven Zeiten zeigt
ein Hausdach: Der Zustand zeigt sich in Übereinstimmung mit der Theorie auf beiden
Dachhälften beliebig glatt. Am Dachgiebel stellt sich aufgrund des Maßes der erwartete
Knick ein.
Die Schaltzeiten und die Sprunghöhen %on, %off sind aus den Knicken der Steuerung
bzw. aus der Ableitung der Steuerung in Abb. 3.5 herauszulesen. Sie sind zusammen
mit der Endzeit und den Endbedingungen der adjungierten ODE-Zustände in Tabelle
3.2 dargestellt  in Abhängigkeit der Diskretisierungsparameter. Man erkennt, dass die
meisten Größen nahezu unabhängig von den Diskretisierungsparametern sind: Bereits
bei groben Gittern stellen sich gute Ergebnisse ein. Lediglich die Sprunghöhe %on ist
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Abbildung 3.4: Diskrete Schätzung von q(x, τ) aus dem direkten Verfahren. Rechts: Zoom
auf den mittleren Anteil. N = 21, nt = 3000, nur jeder 40. Zeitschritt ist dargestellt.
sensitiv bzgl. der Zeitdiskretisierung. Die Ursache ﬁndet man in Abb. 3.5: Aufgrund der
hohen Steigung der Kurve führen bereits kleine Diskretisierungsfehler in ton zu großen
Fehlern in der Sprunghöhe %on. Im Gegensatz dazu kann %off als Sprung zwischen zwei
nahezu konstanten Funktionen sehr gut bestimmt werden.
nt %on %off tf N p1 p2(tf) ton toff tf
51 0.322 1.112 5.347 11 −0.6455 1.051 2.511 3.728 5.357
201 0.543 1.115 5.354 21 −0.6455 1.051 2.512 3.728 5.357
1001 0.592 1.116 5.356 41 −0.6455 1.051 2.512 3.728 5.357
3001 0.601 1.116 5.357
5001 0.603 1.116 5.357
Tabelle 3.2: Skalare Größen aus Ipopt bei verschiedenen Diskretisierungen. Links: N =
11 Linien und verschiedenen Zeitdiskretisierungen. Rechts: nt = 3000 Zeitpunkte und
verschiedene Ortsdiskretisierungen.
ττ
u′(τ)/tf σ(τ)
Abbildung 3.5: Links: u′(τ)/tf : Die Sprunghöhen %on, %off lassen sich ablesen. Rechts:
σ(τ) aus (3.17). N = 11, nt = 3000.
Das Linienmaß σ(t) wird nicht direkt ausgegeben, sondern ist aus dem Normalenablei-
tungssprung in qx(l/2, t) zu berechnen, siehe Abb. 3.5. Außer an den beiden Schaltzeiten
erkennt man eine beliebig glatte Funktion in Übereinstimmung mit Satz 3.4.13. Die Vor-
zeichenbedingung ist erfüllt.
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Betrachten wir die weiteren notwendigen Bedingungen bei N = 11 und nt = 3000.
Die diskreten primalen und dualen Variablen aus Ipopt erfüllen die Transversalitätsbe-
dingung sehr gut: Es ergibt sich H(tf) = −5.5 · 10−4. Ebenso klein ist das Residuum
der Feedback-Formel (3.13) auf der aktiven Menge, siehe Abb. 3.6. Zuletzt prüfen wir
die Massdarstellung in Abb. 3.7. Links sieht man das Linienmaß σ(τ) einmal aus der
Massdarstellung (3.15) und einmal aus dem Normalenableitungssprung von q in (3.17).
Das zweite Bild zeigt die Diﬀerenz. Im Inneren des Randstückes ist die Formel sehr gut
erfüllt. An den Schaltpunkten kommt es zu Ungenauigkeiten, da die Fundamentallösun-
gen bei nur N = 11 Ortspunkten nicht genau genug aufgelöst werden.
ττ
Abbildung 3.6: Residuum der Feedback-Formel (3.13). Rechts: Zoom auf die aktiven
Zeiten, zu denen die Formel gelten soll. N = 11, nt = 3000.
ττ
σ1
σ2
Abbildung 3.7: Links: Linienmaß σ(τ) zum einen als σ1 aus der Massdarstellung (3.15),
zum anderen als σ2 aus dem Normalenableitungssprung in q aus (3.17). Rechts: Diﬀerenz.
N = 11, nt = 3000.
Das direkte Verfahren liefert gute Ergebnisse in kurzen Rechenzeiten. Vorallem die pri-
mären Variablen erweisen sich als robust gegenüber den Fehlern in den Schaltzeiten.
Einige duale Variablen zeigen jedoch Ungenauigkeiten an den Schaltpunkten, da die-
se auf dem festen, äquidistanten Gitter nicht exakt aufgelöst werden können und da
die Fundamentallösungen nicht exakt behandelt werden. Diese beiden Probleme lassen
sich mit den vorgestellten indirekten Methoden aus Abschnitt 3.6 lösen, was jedoch den
Rahmen dieser Arbeit sprengt.
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3.7.2 Das Crank-Nicolson-Verfahren und Zustandsbeschränkungen
Unter gleichbleibendem Aufwand lässt sich die Ordnung des Diskretisierungsverfahrens
in der Zeit bekanntlich erhöhen, indem man statt dem impliziten Euler-Verfahren auf
das Crank-Nicolson-Verfahren umstellt. Letzteres weist jedoch gerade im Zusammen-
hang mit Zustandsbeschränkungen einen Nachteil auf, welcher zu berücksichtigen ist:
Diskretisiert man innerhalb des direkten Verfahrens die Wärmeleitungsgleichung mit
dem Crank-Nicolson-Verfahrens, so zeigen einige duale Variablen regelmäßige Oszillatio-
nen. In Abb. 3.8 ﬁndet man σ(τ) aus dem Normalenableitungssprung in qx(l/2, τ) bei
beiden Verfahren. Der folgende Abschnitt liefert die Erklärung dieser Oszillationen.
CNV
Euler
σ(τ)
τ
CNV
Euler
σ(τ)
τ
Abbildung 3.8: Rekonstruktion von σ(τ) aus dem Normalenableitungssprung in q. Blau:
Implizites Euler-Verfahren. Magenta: Crank-Nicolson-Verfahren. Rechts: Zoom.
Das Crank-Nicolson-Verfahren weist bei unstetigen oder nicht diﬀerenzierbaren Anfangs-
bedingungen bekanntlich Oszillationen auf, da es zwar A-stabil, aber nicht stark A-stabil
ist ([62, p. 319]). Daher ist es zu dämpfen. Ein solches gedämpftes Crank-Nicolson-
Verfahren erreicht man über die sogenannte Rannacher-Glättung, welche in der Fi-
nanzmathematik stark verbreitet ist ([91], [85]). Bei der Rannacher-Glättung werden die
ersten beiden Schritte durch jeweils zwei Schritte des impliziten Euler-Verfahrens ersetzt,
siehe auch [43].
Die adjungierte PDE besitzt aufgrund der Zustandsbeschränkung mehrere Zeiten, an
welchen das Crank-Nicolson-Verfahren zu oszillieren beginnt. Beim Rocketcar sind dies
genau die Schaltzeiten. Bei indirekten Verfahren sind daher die Zeitschritte vor den
Schaltzeiten anzupassen.
Bei direkten Verfahren hat man allerdings keinen Zugriﬀ auf die Diskretisierung der ad-
jungierten Gleichungen. Verwendet man für die Zustandsgleichung das Crank-Nicolson-
Verfahren, so haben wir in Abb. 3.8 gesehen, dass duale Variablen des direkten Verfahrens
nicht gegen die kontinuierlichen Variablen konvergieren müssen. Im vorliegenden Beispiel
hat dies nur wenige Auswirkungen auf die Lösung des direkten Verfahrens: Die relative
Abweichung in der L2-Norm von w1, w2, p2 bei den beiden Varianten ist jeweils kleiner
als 3 · 10−4. Entscheidend wird der Unterschied jedoch, wenn die Multiplikatoren weiter-
verwendet werden, z.B. als Startschätzung für ein indirektes Verfahren.
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Für den allgemeinen Fall empﬁehlt es sich daher, die Konvergenz der diskreten gegen die
kontinuierlichen dualen Größen sicherzustellen. Für direkte Verfahren mit dem Crank-
Nicolson-Verfahren unter Zustandsbeschränkungen ist daher bereits die Zustandsglei-
chung direkt vor den Schaltzeiten mit der Rannacher-Glättung zu versehen ([91], [102]).
Da man die Lage der Schaltpunkte nicht kennt, ist das Problem zunächst mit dem im-
pliziten Euler-Verfahren zu lösen. Die daraus erhaltenen Näherungen der Schaltpunkte
lassen sich zum einen zur Rannacher-Glättung nutzen, zum anderen zu angepassten
pseudoadaptiven Gittern. Durch Letzteres werden die Schaltzeiten genauer aufgelöst,
wodurch die Genauigkeit der Ergebnisse gesteigert wird.
Bei indirekten Verfahren über die Formulierung als Mehrpunkt-Anfangsrandwertproblem
lässt sich die Rannacher-Glättung dagegen kanonisch einbauen, da die Lage der Schalt-
zeiten dank der Transformation 3.24 bekannt sind.
3.8 Zusammenfassung
Das Rocketcar ist ein OC-PDAE mit einer rein zeitabhängigen Steuerung und einer freien
Endzeit. Die aktive Menge lebt auf einer Linie. Unter einer bei OC-ODE üblichen Struk-
turannahme an die aktive Menge kann diese nur aus Berührpunkten und Randstücken
bestehen. Beide Fälle erlauben eine detaillierte theoretische Analyse. Im relativen Inne-
ren des Randstückes ﬁndet man sehr hohe Regularitäten. Der Lagrange-Multiplikator
der Zustandsbeschränkung lässt sich in Folge dessen vollständig charakterisieren: Er ist
stückweise glatt und zeigt nur an den Schaltpunkten Dirac-Impulse. Dort treten daher
u.a. Fundamentallösungen der adjungierten Wärmeleitungsgleichung auf. Aufgrund der
expliziten Maßdarstellung lassen sich Sprungbedingungen identiﬁzieren, ähnlich zu den
bekannten Sprungbedingungen aus OC-ODE.
Nach einer Strukturannahme an die aktive Menge lässt sich das KKT-System als Mehr-
punkt-Anfangsrandwertproblem formulieren. Dank der Transformation auf feste Schalt-
zeiten liegen diese stets auf dem Gitter, weshalb die aktive Menge exakt aufgelöst werden
kann. Zusätzlich erlaubt die Verwendung von Fundamentallösungen und von Sprungbe-
dingungen die exakte Auﬂösungen des singulären Anteils des Linienmaßes. Als nächster
Schritt ist einer der vorgeschlagenen Mehrpunkt-ARWP-Solver umzusetzen.
Mit geringerem Programmieraufwand lässt sich das Rocketcar-Problem mit einer di-
rekten Methode mittels Ampl und Ipopt lösen, welche sich als sehr eﬃzient erweist.
Dank analytischer erster und zweiter Ableitungen ergeben sich kurze Rechenzeiten und
gute Ergebnisse. Das OC-PDAE lässt sich sogar unter Zustandsbeschränkungen lösen.
Anhand der diskreten Schätzungen der dualen Variablen wird gezeigt, dass die notwen-
digen Bedingungen erfüllt sind. Lediglich das Linienmaß zeigt lokal um die Schaltpunkte
auﬀällige Fehler. Bei Verwendung des Crank-Nicolson-Verfahrens ist dabei Vorsicht ge-
boten: Es ist zu dämpfen, da andernfalls die diskreten Schätzungen der dualen Variablen
zu Oszillationen neigen und daher nicht gegen die kontinuierlichen dualen Variablen kon-
vergieren.
Das direkte Verfahren verwendet allerdings die volle Diskretisierung, weshalb die An-
wendbarkeit auf große Anwendungsprobleme fraglich ist. Daher werden im nächsten Ka-
pitel numerische Methoden für hochdimensionale Probleme entwickelt.

Kapitel 4
Optimale Steuerung von
Schmelzkarbonat-Brennstoﬀzellen
Das folgende Kapitel widmet sich der Lösung eines komplexen Optimalsteuerungspro-
blems aus den Anwendungen mittels indirekten und direkten Methoden. Die Problemstel-
lung entstand in einer interdisziplinären Arbeitsgemeinschaft aus Ingenieuren und Ma-
thematikern im Rahmen des BMBF-Projektes Optimierte Prozessführung von Brenn-
stoﬀzellen-Systemen mit Methoden der Nichtlinearen Dynamik im Zeitraum 2002 - 2005,
siehe Sundmacher, Kienle, Pesch et al. [94].
Nach einer Einführung in das Anwendungsgebiet beschäftigt sich Abschnitt 4.2 zunächst
mit der Modellierung und einer passenden Diskretisierungs- und Lösungsmethode der
Zustandsgleichungen, welche ein PDAE-System formen. In Abschnitt 4.3 wird das Op-
timalsteuerungsproblem deﬁniert. Anschließend werden die notwendigen Bedingungen
erster Ordnung mittels der formalen Lagrange-Technik hergeleitet und diskutiert. In der
Folge werden indirekte Verfahren der Optimalsteuerung für das vorliegende OC-PDAE
entwickelt. Am eﬃzientesten erweist sich ein Quasi-Newton-Verfahren mit BFGS-Update
und kubischer Liniensuche. Wir schließen mit numerischen Experimenten und einem Ver-
gleich der Methoden.
Die Abschnitte 4.2, 4.3, 4.5 und Anhang A beschreiben Teile der einbezogenen Arbeit
Rund und Chudej [90]. Zusätzlich ﬁndet man in [90] Simulationsergebnisse und Fehler-
studien zu dem in Abschnitt 4.2 beschriebenen Zustandssolver, welche in diesem Kapitel
nicht wiederholt werden.
Die Abschnitte 4.4, 4.6, 4.7.3 und Anhang B sind dagegen alleinig im Rahmen dieser
Dissertation entstanden.
Im Rahmen dieses Kapitels hat der Autor unter Matlab ein Programmpaket von ca.
5.000-10.000 Code-Zeilen entwickelt, auf welches in der Kürze der Arbeit nicht eingegan-
gen werden kann. Lediglich die Auswahl der Algorithmen wird beschrieben.
4.1 Hintergründe zu Brennstoﬀzellen
Die erste Erforschung und Nutzung von Brennstoﬀzellen geht auf militärische Einsatzge-
biete vor allem in U-Booten und auf die Raumfahrt zurück, Bereiche in denen Kosten oft
eine untergeordnete Rolle spielen. Die hohen Erwartungen, welche man in die Energiebe-
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reitstellung durch Brennstoﬀzellen legt, begründen sich mit dem umfassenden Potential,
mit dieser Technologie weite Bereiche der Energiebereitstellung zugleich zu reformieren.
Brennstoﬀzellen können stationär und mobil eingesetzt werden. Bei dem mobilen Einsatz
stellen neben der Eﬃzienz auch die Größe und das Gewicht der Anlage sowie die Spei-
cherung des Brennstoﬀes besondere Aspekte dar. Ein wichtiges stationäres Einsatzgebiet
ist die dezentrale Kraft-Wärme-Kopplung (KWK). Sie verspricht Energieeinsparungen
und Emissionsminderungen. So nutzt man in Blockheizkraftwerken Strom und Abwärme
einer Brennstoﬀzellenanlage und erreicht damit Gesamt-Wirkungsgrade bis ca. 90% [94].
In der Knallgasreaktion fusioniert Wasserstoﬀ und Sauerstoﬀ explosionsartig unter frei
werdender Energie zu Wasser. Eine vergleichbare Reaktion läuft in der Brennstoﬀzelle
ab, jedoch nicht explosionsartig sondern langsam und kontrolliert. Die beiden Teilre-
aktionen, Oxidation des Brennstoﬀes unter Abgabe von Elektronen und Reduktion des
Oxidationsmittels unter Aufnahme von Elektronen, ﬁnden räumlich getrennt statt. Der
Elektronenstrom zwischen diesen beiden Systemen ist für äußere Lasten nutzbar: Die
Brennstoﬀzelle stellt elektrische Energie bereit.
4.1.1 Typen von Brennstoﬀzellen
Man unterscheidet verschiedene Arten von Brennstoﬀzellen, welche sich in ihrer Be-
triebsart und damit in ihrem Anwendungsbereich stark unterscheiden. Für den mobilen
Einsatz gibt es die Niedertemperatur-Brennstoﬀzellen. Zu den Niedertemperatur-Brenn-
stoﬀzellen gehören die alkalische Brennstoﬀzelle (Alkaline Fuel Cell, AFC) und zwei
Typen der Polymer-Membran-Brennstoﬀzelle (Polymer Exchange Membrane Fuel Cell,
PEMFC, Direct Methanol Fuel Cell, DMFC). Die historische Vorreiterrolle spielt die
AFC, welche schon in Apollo-Missionen, in Space Shuttles und in U-Booten der deut-
schen Marine zum Einsatz kam.
Im mittleren Temperaturbereich von 200◦C laufen die sogenannten Phosphorsäure-Brenn-
stoﬀzellen (Phosphoric Acid Fuel Cell, PAFC), benannt nach ihrem Elektrolyt. Als
Hochtemperatur-Brennstoﬀzellen bezeichnet man zum einen die Schmelzkarbonat-Brenn-
stoﬀzelle (Molten Carbonate Fuel Cell, MCFC) mit einer Betriebstemperatur von ca.
650◦C, zum anderen Festoxid-Brennstoﬀzellen (Solid Oxide Fuel Cell, SOFC), welche bei
800 − 1000◦C arbeiten. Hochtemperatur-Brennstoﬀzellen zeichnen sich durch die höch-
sten Wirkungsgrade aus. Allerdings erfordern die hohen Temperaturen große Systemaus-
dehnungen, weshalb sie sich besonders zum stationären Einsatz eignen.
4.1.2 Die Schmelzkarbonat-Brennstoﬀzelle (MCFC)
Schmelzkarbonat-Brennstoﬀzellen setzt man in Kleinkraftwerken oder zur dezentralen
Wärme- und Energieversorgung ein. Die MCFC proﬁtiert von ihrem hohen Wirkungs-
grad, ihren schadstoﬀarmen Emissionen und der Flexibilität in der Art des Brennstoﬀes.
Allerdings reagieren Schmelzkarbonat-Brennstoﬀzellen-Anlagen nur langsam auf verän-
derte Anforderungen und eignen sich daher primär zur Deckung der Grundlasten. Beim
Hoch- und Herunterfahren der Anlage ist äußerste Vorsicht geboten, da hier bei falscher
Steuerung Materialkorrosionen durch die Bildung von Hotspots drohen, welche zu
großen ﬁnanziellen Schäden führen können [94].
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Blockheizkraftwerke mit einer MCFC-Einheit werden z.B. von zwei Firmen hergestellt.
Zum einen gibt es das Hotmodule der Firma MTU Onsite Energy Fuel Cell Systems
bzw. der übergeordneten Tognum AG mit Sitz in Friedrichshafen. Neuere Anlagen dieses
Typs stehen laut Herstellerangaben z.B. seit 2009 bei der Brauerei Erdinger Weißbräu,
seit 2009 am Universitätsklinikum Gießen, seit 2010 beim Automobilzulieferer Reich
GmbH oder seit November 2010 in der Heizzentrale Grünau in Zürich-Altstetten (Elek-
trizitätswerk der Stadt Zürich). Allerdings ist die Serienproduktion der Anlage kürzlich
gescheitert, da der asiatische Kooperationspartner am 28.12.2010 vom Projekt abge-
sprungen war [3]. Produziert und vermarktet werden ähnliche Anlagen auch vom ameri-
kanischen, NASDAQ-gelisteten Konkurrenten FuelCell Energy.
Das Modell, welches wir im nächsten Abschnitt aufgreifen werden, berücksichtigt alle
wesentlichen Eﬀekte, welche innerhalb einer MCFC ablaufen. Zusätzlich wurden die Pe-
ripherie sowie die Führung der Gasströme des Hotmodule abgebildet. Das Modell wurde
kalibriert und veriﬁziert an einem Hotmodule der IPF Heizkraftwerksbetriebsgesellschaft
mbH Magdeburg [45].
Das Herz des Hotmodule bildet ein Stapel aus ca. 300 Schmelzkarbonat-Brennstoﬀzellen,
welche jeweils eine Fläche von 0.8m2 aufweisen [94]. Das Hotmodule hat eine Leistung
ab 250 kW aufwärts und erreicht dabei einen elektrischen Wirkungsgrad von ca. 50%;
mit Nutzung der Abwärme gibt der Hersteller sogar erreichbare Gesamtwirkungsgrade
von ca. 90% an [94].
4.2 Das Modell und seine numerische Lösung
Aus dem Stapel der Schmelzkarbonat-Brennstoﬀzellen wird eine mittlere Zelle heraus-
gegriﬀen und modelliert. Die verschiedenen Schichten der Zelle werden aufgrund ihrer
vergleichsweise geringen Dicke zweidimensional modelliert. Die einzelnen Schichten inter-
agieren miteinander in Richtung der dritten Dimension. Das vollständige Modell ﬁndet
sich in den Dissertationen von Heidebrecht [51] und Sternberg [93]. Es liegt in verschie-
denen Komplexitäten vor, so dass eine Hierarchie von Modellen zur Verfügung steht.
Um das Modell für indirekte Methoden der Optimalsteuerung von PDAE-Systemen zu-
gänglich zu machen und um die Hierarchie zu erweitern, reduzieren wir das Modell in
Rund und Chudej [90] auf örtlich eindimensional. Da ein Kreuzstrom-Modell wie in [51]
in 1D nicht in Frage kommt, entscheiden wir uns aufbauend auf Erkenntnissen aus [93]
für das Gegenstrom-Modell, d.h. die beiden Gasströme laufen in entgegengesetzter Rich-
tung. Wir beschreiben nun kurz das Modell. Mehr Einzelheiten zur Modellierung ﬁndet
der Leser in den Arbeiten [51, 93].
Abb. 4.1 zeigt schematisch den Aufbau der MCFC. Als Ortskoordinate wählen wir
z ∈ [0, 1], und lassen das Anodengas von links nach rechts strömen; das Kathoden-
gas strömt folglich von z = 1 nach z = 0. Die Zeit wird mit t ∈ [0, tf ] bezeichnet, der
Orts-Zeit-Zylinder mit Q := (0, 1)× (0, tf).
Das Herz der Brennstoﬀzelle besteht aus einem Galvanischen Element. Die beiden Elek-
troden sind getrennt von einem speziellen Elektrolyt (Index e bzw. s), welcher nur
Carbonat-Ionen CO2−3 passieren lässt. Strom wird produziert, wenn die Anode mit Was-
serstoﬀ und die Kathode mit Sauerstoﬀ versorgt werden. Dazu dienen die angelegten
Gaskanäle. Der Anodengaskanal (Index a) wird mit einem Gemisch aus CH4 und H2O
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Abbildung 4.1: 1D Gegenstrom-Modell der MCFC (Graﬁk aus [90])
gespeist - plus möglicherweise ein Anteil H2 aus externer Reformierung. Aufgrund hoher
Temperaturen ﬁndet innerhalb des Gaskanals interne Reformierung statt, d.h. H2 wird
erzeugt durch die zwei Reduktionsreaktionen
CH4 + H2O 
 CO + 3 H2 , (ref1)
CO + H2O 
 CO2 + H2 . (ref2)
Die Gesamtreaktion der Reformierung ist endotherm, verbraucht also Energie. Der An-
odengas-Ausgang bei z = 1 wird in eine Brennkammer (Index b) geführt, mit Luft
gemischt und vollständig oxidiert, um anschließend über eine Mischkammer (Index m)
in den Kathodengaskanal (Index c) zu münden. Am Kathodenausgang z = 0 tritt war-
me, schadstoﬀfreie Abluft aus, bestehend aus Luft, H2O und CO2. Um die Restwärme
zu nutzen und die Prozesstemperatur zu stabilisieren, wird ein Teil dieser Abluft in die
Brennkammer zurückgeleitet.
Der Strom wird aufgrund der beiden Oxidations-Reaktionen an der Anode sowie der
Reduktionsreaktion an der Kathode produziert
H2 + CO
2−
3 
H2O + CO2 + 2e− , (ox1)
CO + CO2−3 
 2 CO2 + 2e− , (ox2)
1
2
O2 + CO2 + 2e
− 
 CO2−3 . (red)
Insgesamt treten im System sieben chemische Verbindungen auf. Sie werden zusammen-
gefaßt in der Indexmenge I := {CH4,H2O,H2,CO,CO2,O2,N2}.
Die auftretenden Zustände sind die Stoﬀstromdichte γ(z, t), die Molenbrüche χk(z, t) der
einzelnen Verbindungen k ∈ I, die Temperaturen ϑ(z, t), die Stromdichten i(z, t) und
Ströme I(t), die Potentiale Φ(z, t) sowie die Zellspannung Ucell(t).1 Die Input-Variablen
sind der Zellstrom Icell(t), welcher die äußere Last beschreibt, sowie die Konﬁguration
der in den Brennstoﬀzellenstapel einﬂießenden Gasströme (Eingänge von Anode und
Brennkammer), welche wir im Abschnitt 4.3 als Steuerungen im Rahmen der Deﬁniti-
on des Optimalsteuerungsproblems auswählen werden. Unter Beachtung der geänderten
Vorzeichen der Ortsableitungen erhalten wir das PDAE-System in Abbildung 4.2. 2
1 (γ, χk, ϑ) der Brenn- und der Mischkammer hängen in der Modellierung nur von t ab.
2 Die Variablen (z, t) werden der Übersichtlichkeit halber nur aufgeführt, wo es nicht aus dem Kontext
hervorgeht.
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Gaskanäle und Solid: Randbedingungen:
∂χk,a
∂t
+ γa ϑa
∂χk,a
∂z
= fχk,a , k ∈ I , χk,a(z = 0, t) = χk,a,in(t) ,
∂χk,c
∂t
− γc ϑc ∂χk,c
∂z
= fχk,c , k ∈ I , χk,c(z = 1, t) = χk,m(t) ,
∂ϑa
∂t
+ γa ϑa
∂ϑa
∂z
= fϑa , ϑa(z = 0, t) = ϑa,in(t) ,
∂ϑc
∂t
− γc ϑc ∂ϑc
∂z
= fϑc , ϑc(z = 1, t) = ϑm(t) ,
∂(γa ϑa)
∂z
(z, t) = fγaϑa , γa(z = 0, t) = γa,in(t) ,
−∂(γc ϑc)
∂z
(z, t) = fγcϑc , γc(z = 1, t) = γm(t) ,
cp,s
∂ϑs
∂t
− 1
Pe
∂2ϑs
∂z2
= fϑs ,
∂ϑs
∂z
(z = 0, t) =
∂ϑs
∂z
(z = 1, t) = 0 ,
Brenn- und Mischkammer: Anfangsbedingungen:
χk,b(t) = f
χk,b , k ∈ I , χk,a(z, t = 0) = χk,a,0(z) ,
ϑb(t) = f
ϑb , χk,c(z, t = 0) = χk,c,0(z) ,
γb(t) = f
γb , ϑa(z, t = 0) = ϑa,0(z) ,
γair(t) = f
γair , ϑc(z, t = 0) = ϑc,0(z) ,
ϑs(z, t = 0) = ϑs,0(z) ,
dχk,m
dt
(t) = fχk,m , k ∈ I , χk,m(t = 0) = χk,m,0 ,
dϑm
dt
(t) = fϑm , ϑm(t = 0) = ϑm,0 ,
γm(t) = f
γm ,
Stromdichten: Stromstärken:
ia(z, t) = f
ia , Ia(t) =
∫ 1
0 ia dz ,
ic(z, t) = f
ic , Ic(t) =
∫ 1
0 ic dz ,
ie(z, t) = f
ie , Ie(t) =
∫ 1
0 ie dz ,
i(z, t) = f i ,
Potentiale: Anfangsbedingungen:
dUcell
dt
(t) = fUcell , Ucell(t = 0) = Ucell,0 ,
∂ΦLa
∂t
(z, t) = fΦ
L
a , ΦLa (z, t = 0) = Φ
L
a,0(z) ,
∂ΦLc
∂t
(z, t) = fΦ
L
c , ΦLc (z, t = 0) = Φ
L
c,0(z) .
Abbildung 4.2: PDAE-System der Brennstoﬀzelle (1D-Gegenstrom-Modell)
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Dabei sind alle Quellterme mittels Funktionen f q abgekürzt, wobei der Index q für den
entsprechenden Zustand steht. Die Quellterme sind längliche Funktionen von den Zu-
ständen. Das vollständige Modell ﬁndet sich in [90] und im Anhang A.
In den Gaskanälen treten nichtlineare Advektions-Reaktionsgleichungen auf, also nicht-
lineare hyperbolische partielle Diﬀerentialgleichungen 1. Ordnung. Jeweils eine dieser
Gleichungen hat eine idealisierte Zeitkonstante und degeneriert daher: Bei den Stoﬀ-
stromdichten verschwindet der Summand der Zeitableitung. Bei Anwendung der Linien-
methode wird dies im nächsten Abschnitt algebraische Gleichungen erzeugen. Weiterhin
arbeiten wir mit einer Wärmeleitungsgleichung für die Solidtemperatur, sowie diversen
gewöhnlichen Diﬀerentialgleichungen, algebraischen Gleichungen, im Ort degenerierten
partiellen Diﬀerentialgleichungen (Potentiale ΦLa , Φ
L
c ) sowie Integralausdrücken. Insge-
samt bildet dies ein vollständig gekoppeltes PDAE-Modell.
4.2.1 Semidiskretisierung im Ort mit Diﬀerenzenverfahren
In [90] zeigen wir, dass die Zustände sehr glatt in Ortsrichtung sind, jedoch in Zeitrich-
tung große Gradienten und unterschiedliche Zeitkonstanten aufweisen. Anhand Fehler-
studien zeigen wir, dass eine Adaptivität in der Zeit dringend erforderlich ist: So über-
triﬀt ein adaptives Zeitgitter mit 57 Zeitschritten bereits ein äquidistantes Zeitgitter mit
2000 Zeitschritten um Längen. Für den Ort genügen äquidistante Gitter; adaptive Orts-
gitter erzielten in ersten Untersuchungen keine wesentlich besseren Ergebnisse. Daher
entscheiden wir uns für eine Semidiskretisierung mit der Linienmethode. Dies erlaubt
die Verwendung von etablierten, adaptiven DAE-Solvern wie z.B. ode15s unter Mat-
lab. Wir wählen also ein äquidistantes Ortsgitter z(i) = (i − 1) · h , i = 1, . . . , N , mit
Schrittweite h = 1/(N − 1). Die Funktionen f(zi, t) werden approximiert durch ihre
Werte auf den Linien f (i)(t).
Dennoch ist die Ortsdiskretisierung mit Bedacht zu wählen, da es sich um hyperboli-
sche PDE handelt. Zur Sicherstellung der Stabilität sind unter den Diﬀerenzenverfahren
die Upwind-Verfahren zu wählen, bei denen ein einseitiger Diﬀerenzenquotient entgegen
der Flussrichtung verwendet wird [49, S.775]. Für die Anode ist daher ein Rückwärts-
Diﬀerenzenquotient, für die Kathode ein Vorwärts-Diﬀerenzenquotient zu verwenden.
Bei 2D- oder 3D-Problemen wird man dann i.d.R. auf Finite-Volumen-Methoden zu-
rückgreifen (siehe z.B. [65]).
Bei den Erhaltungsgleichungen müssen die Upwind-Verfahren direkt auf die zugrun-
deliegende Erhaltungsform angewandt werden, damit sich das Erhaltungs-Prinzip auf
die diskreten Gleichungen überträgt. Daher sind die Transportgleichungen wie in [93,
Anhang C] zu diskretisieren. Die Koeﬃzienten werden dabei wie üblich am aktuellen
Punkt ausgewertet, außer die Stoﬀstromdichten γ, welche am zurückliegenden Orts-
punkt auszuwerten sind. Betroﬀen sind die PDE für χk,a, χk,c, θa, θc. Angewandt auf
das Gegenstrom-Modell in 1D ergibt sich folgende Diskretisierung:
1
ϑ
(i)
a
∂χ
(i)
k,a
∂τ
= −γ(i−1)a
χ
(i)
k,a − χ(i−1)k,a
h
+
∑
j=ox1,2,ref1,2
(νk,j − χ(i)k,a ν¯j)Daj r(i)j , (4.1a)
1
ϑ
(i)
c
∂χ
(i)
k,c
∂τ
= γ(i+1)c
χ
(i+1)
k,c − χ(i)k,c
h
+ (νk,red − χ(i)k,c ν¯red)Dared r(i)red . (4.1b)
4.2. DAS MODELL UND SEINE NUMERISCHE LÖSUNG 79
Gaskanäle und Solid: Randbedingungen:
∂χ
(i)
k,a
∂t
+ γ(i−1)a ϑ
(i)
a
χ
(i)
k,a − χ(i−1)k,a
h
= fχk,a(z(i), t) , k ∈ I , χ(1)k,a(t) = χk,a,in(t) ,
∂χ
(i)
k,c
∂t
− γ(i+1)c ϑ(i)c
χ
(i+1)
k,c − χ(i)k,c
h
= fχk,c(z(i), t) , k ∈ I , χ(N)k,c (t) = χk,m(t) ,
∂ϑ
(i)
a
∂t
+ γ(i−1)a ϑ
(i)
a
ϑ
(i)
a − ϑ(i−1)a
h
= fϑa(z(i), t) , ϑ
(1)
a (t) = ϑa,in(t) ,
∂ϑ
(i)
c
∂t
− γ(i+1)c ϑ(i)c
ϑ
(i+1)
c − ϑ(i)c
h
= fϑc(z(i), t) , ϑ
(N)
c (t) = ϑm(t) ,
γ
(i)
a ϑ
(i)
a − γ(i−1)a ϑ(i−1)a
h
= fγaϑa(z(i), t) , γ
(1)
a (t) = γa,in(t) ,
−γ
(i+1)
c ϑ
(i+1)
c − γ(i)c ϑ(i)c
h
= fγcϑc(z(i), t) , γ
(N)
c (t) = γm(t) ,
cp,s
∂ϑ
(i)
s
∂t
− ϑ
(i+1)
s − 2ϑ(i)s + ϑ(i−1)s
Pe · h2 = f
ϑs(z(i), t) ,
ϑ
(2)
s − ϑ(0)s
2h
= 0 =
ϑ
(N+1)
s − ϑ(N−1)s
2h
,
Brenn- und Mischkammer: Anfangsbedingungen:
χk,b(t) = f
χk,b , k ∈ I , χ(i)k,a(t = 0) = χk,a,0(z(i)) ,
ϑb(t) = f
ϑb , χ
(i)
k,c(t = 0) = χk,c,0(z
(i)) ,
γb(t) = f
γb , ϑ
(i)
a (t = 0) = ϑa,0(z
(i)) ,
γair(t) = f
γair , ϑ
(i)
c (t = 0) = ϑc,0(z
(i)) ,
ϑ
(i)
s (t = 0) = ϑs,0(z
(i)) ,
dχk,m
dt
(t) = fχk,m , k ∈ I , χk,m(t = 0) = χk,m,0 ,
dϑm
dt
(t) = fϑm , ϑm(t = 0) = ϑm,0 ,
γm(t) = f
γm ,
Stromdichten: Stromstärken: Quadraturformeln
i(i)a (t) = f
ia(z(i), t) , Ia(t) =
∑N
n=1 αn · i(n)a ,
i(i)c (t) = f
ic(z(i), t) , Ic(t) =
∑N
n=1 αn · i(n)c ,
i(i)e (t) = f
ie(z(i), t) , Ie(t) =
∑N
n=1 αn · i(n)e ,
i(t)(i) = f i(z(i), t) ,
Potentiale: Anfangsbedingungen:
dUcell
dt
(t) = fUcell , Ucell(t = 0) = Ucell,0 ,
∂ΦLa
(i)
∂t
(t) = fΦ
L
a (z(i), t) , ΦLa
(i)
(t = 0) = ΦLa,0(z
(i)) ,
∂ΦLc
(i)
∂t
(t) = fΦ
L
c (z(i), t) , ΦLc
(i)
(t = 0) = ΦLc,0(z
(i)) .
Abbildung 4.3: Semidiskretisierung des PDAE-Systems der Brennstoﬀzelle
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In der Anode ist also der Rückwärts-Diﬀerenzenquotient zu verwenden, in der Kathode
dagegen der Vorwärts-Diﬀerenzenquotient. Für die entarteten PDE für γa ϑa bzw. γc ϑc
sind die Upwind-Verfahren direkt am Produkt auszuführen. Die gesamte Semidiskreti-
sierung ist dargestellt in Abb. 4.3, wobei jeweils i = 1, . . . , N gilt.3
Die homogene Neumann-Randbedingung an ϑs wird mit höherer Ordnung aufgelöst vgl.
[49, S.635]:
∂2ϑs
∂z2
(z = 0) =
2ϑ2s − 2ϑ1s
h2
,
∂2ϑs
∂z2
(z = 1) =
2ϑN−1s − 2ϑNs
h2
.
(4.2)
Die Ortsintegrale der Stromstärken werden mit einer Quadraturformel diskretisiert, z.B.
der Trapezsumme oder der Simpsonsumme mit entsprechenden Gewichten αn. Durch
maximale Elimination von Gleichungen (identisch verschwindende Molenbrüche, linea-
re explizite algebraische Gleichungen, Integrale nach Quadraturformeln) erhalten wir
ein System aus 14 PDE und 5 ODE (siehe [90]). Die Linien der Dirichlet-Bedingungen
werden eliminiert, d.h. die erste Linie der Anoden-Variablen, sowie die letzte Linie der
Kathoden-Variablen werden jeweils aus dem System eliminiert. Die Solid-Temperatur
sowie die Potentiale sind dagegen auf allen Linien zu berechnen. Damit ergibt sich bei
den N Linien eine Gesamtzahl von 11(N − 1) + 3N + 5 = 14N − 6 gewöhnlichen Diﬀe-
rentialgleichungen.
Für die algebraischen Gleichungen und die entarteten PDE für (γa ϑa) und (γc ϑc) gibt
es zwei Varianten: Da sie alle linear und gestaﬀelt sind, kann man sie zum einen als
Ausdrücke eingeben und reduzieren4, so dass ein kleineres, stark besetztes, aber reines
ODE-System resultiert. Zum anderen kann man die Gleichungen mitführen und ein etwas
größeres, aber dünn besetztes DAE-System vom Index 1 erzeugen, welches mit entspre-
chendem DAE-Solver gelöst wird. Die Jacobi-Matrizen der rechten Seiten ﬁndet man in
Abbildung 4.4.5
Abbildung 4.4: Besetztheitsstruktur der Jacobi-Matrix bei der ODE- und der DAE-
Formulierung (spy-plot aus Matlab).
3 ϑ
(0)
s und ϑ
(N+1)
s sind Hilfswerte für die Neumann-Randbedingungen.
4 Für γc nur im Falle Rback = 0.
5 Abbildung vom Autor erstellt und in [90] veröﬀentlicht.
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Wie wir sehen, kaufen wir uns bei der ODE-Formulierung stark besetzte Systemmatrizen
ein, bei einer nur geringen Reduktion der Dimension (Reduktion um die weißen Zeilen
und Spalten). Da DAE-Systeme vom Index 1 bekanntlich sehr eﬃzient gelöst werden
können (siehe Hairer et al. [47, 48]), sollte man die DAE-Formulierung vorziehen. In [93]
wurde eine Mischung dieser beiden Varianten programmiert. Die algebraischen Gleichun-
gen für γa wurden eliminiert. Die Partialdrücke in den Poren und γc wurden dagegen als
algebraische Gleichungen ins DAE-System mit aufgenommen.
Die dicht besetzten Zeilen ließen sich sogar weiterhin auf 3 Zeilen reduzieren, indem man
die algebraischen Größen Ia, Ic, Ie zu den Zuständen hinzunimmt. Numerisch haben wir
diese Verbesserung derzeit noch nicht umgesetzt.
4.2.2 Zeitdiskretisierung
Für lineare Transportgleichungen ist bekannt, dass die Zeitschrittweite τ bei expliziten
Zeit-Integratoren durch eine CFL Bedingung τ ≤ C · h an die Ortsschrittweite h gebun-
den ist. Bei parabolischen Problemen haben wir die striktere Bedingung τ ≤ Ch2. Es
müssen daher u.U. sehr viele kleine Zeitschritte gewählt werden, damit das Verfahren
konvergiert. Implizite Diﬀerenzenverfahren in der Zeit erlauben dagegen größere Zeit-
schritte.
Das vorliegende Problem ist ein steifes DAE-System mit stark unterschiedlichen Zeits-
kalen ([90, 93]). Das DAE-System sollte daher mit impliziten und adaptiven Verfahren
gelöst werden. Explizite Verfahren laufen in der Tat nur unter verschwindend kleinen
Schrittweiten stabil (108−1010 Zeitschritte bei geringen Lastwechseln). Auch der Einsatz
verschiedener semi-impliziter Verfahren (siehe z.B. Herzog und Kunisch [52, Remark 3.1])
führte nicht zum Ziel, da das DAE-System vermutlich zu viele nichtlineare Kopplungs-
terme enthält und das zugrunde liegende PDAE-System nicht zuletzt auch quasilineare
PDE enthält, bei denen dann jeder Term nichtlinear ist bis auf die Zeitableitung.
Bei impliziten Einschritt- oder Mehrschrittverfahren muss in jedem Zeitschritt ein nicht-
lineares Gleichungssystem gelöst werden. Bei kleinen Schrittweiten konvergiert die nahe-
liegende Fixpunktiteration. Allgemeiner ist die Gleichung mit dem Newton-Verfahren
oder seinen Abwandlungen iterativ zu lösen. Sehr gute Ergebnisse erzielt die DAE-
Routine von Matlab, ode15s, ein adaptives Mehrschrittverfahren variabler Ordnung
zwischen 1 und 5 für steife ODE- und DAE-Systeme. Sie verwendet das vereinfachte
Newton-Verfahren, wobei eine berechnete Jacobi-Matrix  wenn möglich  für mehrere
Zeitschritte verwendet wird. Dadurch reduziert sich die Anzahl der benötigten Funktions-
auswertungen drastisch, die Laufzeit sinkt. Die Jacobi-Matrizen stellen wir entweder mit
numerischer Diﬀerentiation (odenumjac) oder mit automatischer Diﬀerentiation mittels
dem Tool ADiMat [14] zur Verfügung. Beachten sollte man, dass die voreingestellte nume-
rische Integration odenumjac, numjac inMatlab durch Angabe des Besetztheitsgrades
(Sparsity Pattern) bei der MCFC um ca. 36% beschleunigt werden kann (unabhängig
von N).6
6 getestet für N ∈ {21, 51, 151, 304}
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4.2.3 Anfangswerte
Das DAE-System muss mit zulässigen Anfangswerten gestartet werden. Konstante Start-
schätzungen erfüllen die Gleichungen nicht, der Gültigkeitsbereich des Modells wird dann
gerade bei feinen Diskretisierungen nicht erreicht, das Verfahren bricht ab. Daher sind
zulässige Anfangswerte zu generieren und in Tabellen abzuspeichern.
Für eine niedrige Ortsdiskretisierung liefert ode15s bei konstanten Anfangswerten kor-
rekte Ergebnisse. So sind wir in der Lage, durch Simulation über einen langen Zeitraum
stationäre Werte zu berechnen, welche in der Folge als stationäre Anfangswerte hergezo-
gen werden.
Für eine feinere Ortsdiskretisierung konstruieren wir die passenden Anfangswerte itera-
tiv: Für eine niedrige Anzahl an Linien liegt eine Startschätzung vor; wir interpolieren
diese auf ein feineres Gitter und errechnen auf diesem erneut die stationäre Lösung. Ei-
ne Iteration liefert entsprechend zuverlässige Startschätzungen für eine beliebig genaue
Ortsdiskretisierung. Gestestet wurde das Verfahren erfolgreich, um von 21 Linien auf
641 Linien zu verfeinern. Damit liegen sehr gute Startschätzungen vor, mit denen auch
der DAE-Solver arbeiten kann. Auf ein numerisches Hochfahren wie in [93] kann daher
verzichtet werden.
4.2.4 Simulationsergebnisse
Mit der vorgestellten Semidiskretisierung und dem adaptiven Mehrschrittverfahren aus
ode15s sind wir in der Lage, die Zustandsgleichungen eﬃzient und genau zu lösen  wir
haben also einen Zustandssolver. Ergebnisse der Simulationen haben wir in [90] aus-
führlich dargestellt. In mehreren Studien haben wir dort ferner die Diskretisierungsfehler
analysiert und das Übergangsverhalten des Systems bei einem akuten Lastwechsel cha-
rakterisiert. Aufbauend auf dem Zustandssolver sind wir nun in der Lage, Algorithmen
der Optimalen Steuerung aufzusetzen. Im nächsten Abschnitt identiﬁzieren wir zunächst
das Optimalsteuerungsproblem.
4.3 Das Optimalsteuerungsproblem der MCFC
Das Hauptziel der simulationsbasierten Optimierung einer MCFC-Anlage besteht dar-
in, die Inputs (Gasströme) so zu steuern, dass die Eﬃzienz der Anlage gesteigert wird,
damit die gewünschte Last schnell und exakt geliefert wird und vor allem die Lebens-
dauer der Komponenten erhöht wird: Zu niedrige oder zu hohe Temperaturen bringen
das System aus dem Gleichgewicht und können zu dauerhaften Schäden führen. Zu hohe
Temperaturunterschiede führen zu Spannungen in den festen Materialien, Spannungen
führen schließlich zu Rissen, die MCFC wird irreparabel beschädigt.
Die Gasströme selbst können dabei nicht beliebig geändert werden, sondern nur inner-
halb technisch bedingter Schranken. Aus diesen technischen Anforderungen erkennen
wir ein zugrunde liegendes Problem der Optimalen Steuerung bei PDAE-Systemen unter
Steuerungs- und Zustandsbeschränkungen, welches wir im folgenden Abschnitt deﬁnieren
werden.
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4.3.1 Auswahl der Steuerungen
Formulieren wir zunächst das Optimalsteuerungsproblem. Dazu sind zunächst die Steue-
rungen auszuwählen. Es gibt sieben technisch relevante Steuerungen, welche die Konﬁgu-
rationen der Gaseinlässe festlegen: γa,in(t), ϑa,in(t), χCH4,a,in(t), χH2,a,in(t), λair(t), ϑair(t),
Rback(t). Die anderen Molenbrüche am Anodeneingang werden mit 0 eingespeist, bis auf
das eliminierte χH2O,a,in(t) = 1− χCH4,a,in(t)− χH2,a,in(t).
Allerdings muss man bei indirekten Methoden der Optimalsteuerung von mathematischer
Seite her aufpassen. Steuerungen sollten hier idealerweise linear in die Zustandsgleichun-
gen eingehen. Beim vorliegenden Brennstoﬀzellenmodell gehen die Steuerungen jedoch
nichtlinear ein: Die meisten Steuerungen am Anoden-Eingang gehen ein zweites Mal
an der Brennkammer ein, dort jedoch nichtlinear. Die Luftzufuhr ist in dieser Hinsicht
ungünstig modelliert:
γair(t) = f
γair = γa,in(t)
λair(t)
χO2,air
(
−χO2,a,in(t)−
∑
k∈I
νO2,Ck χk,a,in(t)
)
. (4.3)
Wie wir sehen, geht zwar jede einzelne Steuerung linear ein, jedoch gibt es Produkte aus
drei Steuerungen. Nach Ableiten liefert dies entsprechend mehrere quadratische Glei-
chungen in den Optimalitätsbedingungen. Gelegentlich lassen sich derartige Probleme
mit einer Substitution beheben [96]. Dies gelingt uns auch im Falle der Brennstoﬀzelle,
wobei wir das Ziel von linearen Steuerungen nicht ganz erreichen, sondern uns mit einer
Situation dazwischen zufrieden geben müssen.
Wir deﬁnieren das Produkt γa,in ·λair als neue Steuerung. Damit handelt es sich in obiger
Gleichung nur noch um Produkte zweier Steuerungen. Wir besprechen die Auswirkungen
dieser Nichtlinearitäten in Abschnitt 4.4.4.
Als Steuerungen wählen wir also ~u(t) = (u1(t), . . . , u7(t)) mit7
u1(t) := γa,in(t) · ϑa,in(t) , u2(t) := ϑa,in(t) , u3(t) := χCH4,a,in(t) ,
u4(t) := χH2,a,in(t) , u5(t) := γa,in(t) · λair(t) , u6(t) := ϑair(t) , (4.4)
u7(t) := Rback(t) .
Daneben existiert eine weitere Input-Variable, die Stromstärke der Zelle Icell. Sie deﬁ-
niert die gewünschte Leistung, welche die MCFC liefern soll, da die zugehörige Spannung
der Zelle Ucell aus den Gleichungen folgt. Wir modellieren mit dieser Variable den vorlie-
genden Lastfall. Beispielsweise betrachten wir sprunghafte Lastwechsel oder periodische
Lastwechsel.
Ein weiteres Ziel der Optimalen Steuerung ist es herauszuﬁnden, mit welcher Steuerung
sich der größte Eﬀekt erzielen lässt. Denn die Verwirklichung einiger der Steuerungen
verlangt zusätzlichen Aufwand (man denke an die Anschaﬀungs- und Betriebskosten
der Steuereinrichtung). Die Zusammensetzung der Gasströme ist beispielsweise nicht so
einfach zu ändern wie die Menge des eingespeisten Gases. Daher werden die numerischen
Experimente in Abschnitt 4.7 auch mit Auswahlen dieser sieben Steuerungen arbeiten.
7 Das zweite Produkt in u1 motivieren wir im nächsten Abschnitt.
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4.3.2 Auswahl des Zielfunktionals
Aus technischer Hinsicht liegt eine Pareto-Optimierungsaufgabe vor, also eine Aufgabe
mit mehreren Zielen, welche abzuwägen sind. Wir formulieren jetzt mögliche Vertreter
der einzelnen Ziele. Zum Beispiel kann man die Solidtemperatur oder ihren Gradienten
an eine gewünschte, materialschonende Temperaturverteilung annähern, um die Lebens-
dauer zu optimieren:
Z1 :=
1
2
tf∫
0
1∫
0
(ϑs − ϑsoll)2 dz dt , (4.5)
Z2 :=
1
2
tf∫
0
1∫
0
(
∂ϑs
∂z
− ∂ϑsoll
∂z
)2
dz dt . (4.6)
Ein anderes Ziel ist das schnelle und exakte Erreichen der geänderten Last
Z3 :=
1
2
tf∫
0
(Ucell − Ucell, soll)2 dt . (4.7)
Zusätzlich zum Erreichen des gewünschten Ziels muss man berücksichtigen, dass der
Einsatz von Steuerungen nicht kostenfrei ist, sondern zu gewissen Kosten führt: Z.B. zu
einem höheren Verbrauch von Brennstoﬀ durch die Zelle oder durch nötiges Vorheizen
einzelner Gasströme. Modellieren wir diese Kosten mit jeweiligen Kostenfaktoren λk,
k = 1, . . . , 7 so lautet das zu minimierende Zielfunktional
min
~u(t)
J = Zj +
1
2
7∑
k=1
λk
tf∫
0
u2k(t) dt , (4.8)
wobei wir uns für eines der obigen Ziele entscheiden (oder eine Linearkombination der
Ziele ansetzen).
4.3.3 Nebenbedingungen
Als Nebenbedingungen sollen die Zustandsgleichungen der MCFC aus Abb. 4.2 bzw.
Anhang A erfüllt sein und zusätzlich Steuerungsbeschränkungen
uu,i(t) ≤ ui(t) ≤ uo,i(t) , i = 1, . . . , 7 , (4.9)
mit uu,i(t), uo,i(t) ∈ L∞(0, tf) und uu,i(t) < uo,i(t) für fast alle t. Alternativ schreiben
wir dafür
ui(t) ∈ Uad,i := {u ∈ L2(0, tf) |uu,i(t) ≤ u(t) ≤ uo,i(t) f. ü.} . (4.10)
bzw. ~u ∈ Uad mit Uad := Uad,1 × · · · × Uad,7. Die Problemstellung wird gelegentlich
erweitert um punktweise Zustandsbeschränkungen an die Solidtemperatur
ϑu(z, t) ≤ ϑs(z, t) ≤ ϑo(z, t) (4.11)
oder an ihren Gradienten
‖∂ϑs
∂z
(z, t)‖ ≤ g(t) . (4.12)
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Weiterhin müssen alle Molenbrüche stets in [0, 1] liegen, was weitere Zustandsbeschrän-
kungen liefern würde. Diese sind jedoch bereits durch Abstimmung der Gleichungen stets
erfüllt und entfallen daher (siehe [90]).
Insgesamt erhalten wir ein Dirichlet-Randsteuerungsproblem. Prototypen von Dirichlet-
Randsteuerungsproblemen wurden bereits von einigen Autoren untersucht, beispielsweise
geben Vexler und Kunisch [99] eine umfassende Darstellung. Derartige Probleme gelten
als sehr anspruchsvoll, da die Theorie mit geringeren Regularitäten kämpfen muss und
die Numerik umständlicher ist und geringere Konvergenzordnung besitzt. Allerdings han-
delt es sich in der Literatur um PDE zweiter Ordnung mit Dirichlet-Randsteuerung. Bei
der MCFC werden dagegen die Dirichlet-Randbedingungen von PDE erster Ordnung
gesteuert, so dass wir die Resultate nicht direkt übertragen können.
4.3.4 Existenz von Lösungen
Damit ein Optimalsteuerungsproblem sinnvoll gestellt ist, braucht man die Existenz
einer Lösung der Zustandsgleichungen für jede beliebige Steuerung ~u(t), welche die Box-
Beschränkungen (4.10) erfüllt. Im Allgemeinen besitzen nichtlineare PDAE-Systeme kei-
ne eindeutige Lösung mehr. Die Lösungsstruktur sowie die Existenzbeweise werden sehr
anfordernd. Wir setzen daher die Existenz und Eindeutigkeit des Modells im Betriebs-
bereich voraus.
Annahme 4.3.1 Die Zustandsgleichungen besitzen für jede gemäß (4.10) zulässige Steue-
rung genau eine hinreichend reguläre lokale Lösung.
Zur Gültigkeit der Annahme muss der Anwender angepasste Steuerungsbeschränkun-
gen wählen. In bisherigen numerischen Studien konnten wir keinen zweiten Lösungsast
im Betriebsbereich der MCFC entdecken. Die Ergebnisse sind stets physikalisch sinn-
voll. Das 2D-Modell wurde darüber hinaus sogar veriﬁziert in Gundermann, Heidebrecht
und Sundmacher [45]. Weder Hysterese-Eﬀekte noch das Auftreten von Schocks wurden
bisher beobachtet. Derartige Fälle schließen wir daher für die Analyse aus.
Die Existenz einer optimalen Steuerung müsste man ebenfalls sehr aufwändig beweisen
- falls es beim vorliegenden Anwendungsproblem überhaupt beweisbar ist. Wir gehen
auch hier von der Existenz einer optimalen Steuerung aus:
Annahme 4.3.2 Es existiert eine optimale Steuerung ~¯u und zugehörige optimale Zu-
stände des OC-PDAE aus Abb. 4.2 bzw. Anhang A. 8
Numerisch verwenden wir Abstiegsverfahren mit Abbruchkriterien, so dass diese auf
jeden Fall terminieren.
8 Die optimalen Zustände erhalten der Übersichtlichkeit halber in diesem Kapitel keine separate
Kennzeichnung. Sie geht aus dem Kontext hervor.
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4.4 Notwendige Bedingungen
Bei der Behandlung größerer Anwendungsprobleme aus dem Bereich der Optimalen
Steuerung mit indirekten Methoden empﬁehlt sich folgendes Vorgehen: Zunächst soll-
te man die formale Lagrange-Technik anwenden, um Kenntnis über die (vermutlichen)
Optimalitätsbedingungen zu erlangen. Zu beweisen, dass die so erhaltenen Optimalitäts-
bedingungen korrekt sind, wird dem Anwender dagegen nur in Spezialfällen möglich sein.
Eine CQ wie in den drei vorhergehenden Kapiteln werden wir hier nicht zeigen können:
Bei reinen Gleichungsrestriktionen G(u) = 0  wie z.B. das PDAE-System der Zustands-
gleichungen der MCFC ohne Zustandsbeschränkungen  ist die Slater-Bedingung nicht
anwendbar. Die Zowe-Kurcyusz-Bedingung erfordert hier, dass der Operator G′(u) sur-
jektiv ist. Diese einfach klingende Bedingung ist in der Praxis allerdings bereits schwer
erfüllbar. Denn die Funktionenräume müssen passend gewählt werden, so dass alle Nicht-
linearitäten noch diﬀerenzierbar aber gleichzeitig alle Multiplikatoren noch regulär genug
sind (vgl. [96, S. 265]). Zudem fehlen dann i.d.R. die linearisierten Zustandsgleichungen
sowie Sätze, welche die Existenz einer Lösung sicherstellen. Es bleibt oft nichts anderes
übrig als die Existenz der Lagrange-Multiplikatoren anzunehmen.
Annahme 4.4.1 Wir betrachten das Optimalsteuerungsproblem der MCFC aus Ab-
schnitt 4.3 unter Weglassen der Zustandsbeschränkungen (4.11), (4.12). Dann sollen die
Lagrange-Multiplikatoren zu den Gleichungsnebenbedingungen (also zum PDAE-System
der MCFC) existieren und die nötige Regularität besitzen.
4.4.1 Herleitung der adjungierten Gleichungen der MCFC
In diesem Abschnitt leiten wir die adjungierten Gleichungen des 1D-Modell der MCFC
ohne Zustandsbeschränkungen mit eliminierten Porendrücken mittels der formalen La-
grange-Technik her. Der Leser benötigt grundlegendes Vorwissen aus [96], z.B. das Be-
rechnen von Richtungsableitungen von Funktionalen.
Die Herleitung des adjungierten PDAE-Systems ist ein größeres Unterfangen. Der Über-
sichtlichkeit halber wurden daher technische Details in den Anhang ausgegliedert, wie
z.B. die 24 partiellen Ableitungen der Reaktionsraten oder der länglichen rechten Seiten
des PDAE-Systems. Hauptaugenmerk liegt dagegen auf den Diﬀerentialoperatoren und
den Integralausdrücken, sowie den Randbedingungen, welche zusammen den Charakter
des adjungierten PDAE-Systems festlegen werden.
Je nach Ausführung der Zustandsgleichungen erhält man anders beschaﬀene adjungierte
PDAE-Systeme. Wir werden im Folgenden einen Zugang wählen, bei welchem das adjun-
gierte PDAE-System nahe an den primären Gleichungen und dabei relativ dünn besetzt
ist. Grundlage dafür sind die Substitutionen va := γa ϑa sowie vc := γc ϑc, welche bereits
im Theorie-Teil von [93] Anwendung ﬁnden.9 In den rechten Seiten der Brennkammer
im Anhang ist an späterer Stelle entsprechend jeweils für γa der Bruch vaϑa zu setzen und
für γc analog  und dies ist beim Berechnen der partiellen Ableitungen auch zu berück-
sichtigen.10
9 Entsprechend verwenden wir fva := fγa ϑa , fvc := fγc ϑc sowie va,in := γa,in ϑa,in
10 Man beachte, dass ϑa|c 6= 0, da ϑa|c = 0 der absoluten Temperatur von 0 K entspricht.
4.4. NOTWENDIGE BEDINGUNGEN 87
Bei komplexen Anwendungsproblemen sollte man für die PDE und ihre Randbedingung
jeweils eigene Lagrange-Multiplikatoren ansetzen. Die formale Lagrange-Technik liefert
den Zusammenhang dieser Größen anschließend als Teil der Optimalitätsbedingungen.
Bei Optimalsteuerungsproblemen bei skalaren Dirichlet- oder Neumann-Problemen11
stellen sich beide Multiplikatoren als auf dem Rand identisch heraus. Bei Dirichlet-
Randsteuerungsproblemen 2. Ordnung hängen sie über die Normalen-Spur miteinan-
der zusammen, so dass die Gradientengleichung die Normalen-Spur des adjungierten
Zustandes enthält, vgl. [99]. Im vorliegenden gekoppelten System werden wir eigene Zu-
sammenhänge in Gl. (4.17) ﬁnden.
Unter der Annahme der Existenz der 67 Lagrange-Multiplikatoren χ˜k,a(z, t), ϑ˜a(z, t),
etc. der Gleichungen bzw. χˆk,a(t), ϑˆa(t), etc. der Randbedingungen lässt sich nun eine
Lagrange-Funktion deﬁnieren per12
11 unter Verwendung der Conormalen-Ableitung
12 Die Variablen (z, t) bzw. (t) sind der Übersichtlichkeit halber weggelassen, es sei denn ein fester
Wert wurde eingesetzt.
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L(...) : = J
−
∑
k∈I
∫∫
Q
(
∂χk,a
∂t
+ va
∂χk,a
∂z
− fχk,a
)
χ˜k,a dz dt−
tf∫
0
∑
k∈I
(
χk,a(0, t)− χk,a,in
)
χˆk,a dt
−
∑
k∈I
∫∫
Q
(
∂χk,c
∂t
− vc∂χk,c
∂z
− fχk,c
)
χ˜k,c dz dt−
tf∫
0
∑
k∈I
(
χk,c(1, t)− χk,m
)
χˆk,c dt
−
∫∫
Q
(
∂ϑa
∂t
+ va
∂ϑa
∂z
− fϑa
)
ϑ˜a dz dt−
tf∫
0
(
ϑa(0, t)− ϑa,in
)
ϑˆa dt
−
∫∫
Q
(
∂ϑc
∂t
− vc∂ϑc
∂z
− fϑc
)
ϑ˜c dz dt−
tf∫
0
(
ϑc(1, t)− ϑm
)
ϑˆc dt
−
∫∫
Q
(
∂va
∂z
− fva
)
v˜a dz dt−
tf∫
0
(
va(0, t)− va,in
)
vˆa dt
−
∫∫
Q
(
−∂vc
∂z
− fvc
)
v˜c dz dt−
tf∫
0
(
vc(1, t)− γmϑm
)
vˆc dt (4.13)
−
∫∫
Q
(
cp,s
∂ϑs
∂t
− 1
Pe
∂2ϑs
∂z2
− fϑs
)
ϑ˜s dz dt− 1
Pe
tf∫
0
[
∂ϑs
∂z
ϑˆs
]1
0
dt
−
∑
k∈I
tf∫
0
(
χk,b − fχk,b
)
χ˜k,b dt−
tf∫
0
(
ϑb − fϑb
)
ϑ˜b dt−
tf∫
0
(
γb − fγb
)
γ˜b dt
−
tf∫
0
(
γair − fγair
)
γ˜air dt−
∑
k∈I
tf∫
0
(
dχk,m
dt
− fχk,m
)
χ˜k,m dt−
tf∫
0
(
γm − fγm
)
γ˜m dt
−
tf∫
0
(
dϑm
dt
− fϑm
)
ϑ˜m dt−
∫∫
Q
(
i− f i
)
i˜ dt dz −
∑
k∈{a,c,e}
∫∫
Q
(
ik − f ik
)
i˜k dt dz
−
∑
k∈{a,c,e}
tf∫
0
Ik − 1∫
0
ik dz
 I˜k dt− tf∫
0
(
dUcell
dt
− fucell
)
U˜cell dt
−
∫∫
Q
(
∂ΦLa
∂t
− fΦLa
)
Φ˜La dt dz −
∫∫
Q
(
∂ΦLc
∂t
− fΦLc
)
Φ˜Lc dt dz .
Die Anfangsbedingungen werden wie üblich separat berücksichtigt bzw. in den Lösungs-
raum deﬁniert. Beim Ableiten muss die Testfunktion entsprechend eine homogene An-
fangsbedingung erfüllen. Soweit es eﬃzient ist, werden die Ableitungen mittels partieller
Integration bzw. Greenscher Formel bereits auf die dualen Variablen abgewälzt; die qua-
silinearen Anteile z.B. va
∂χk,a
∂z werden dagegen erst nach dem Diﬀerenzieren behandelt,
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da nicht jede Variable die partielle Integration erfordert (z.B. va nicht). Mit partieller
Integration erhalten wir beispielsweise
∫∫
Q
∂ϑa
∂t
ϑ˜a dt dz =
1∫
0
[
ϑa ϑ˜a
]tf
0
dz −
∫∫
Q
∂ϑ˜a
∂t
ϑa dt dz ,
∫∫
Q
∂va
∂z
v˜a dt dz =
tf∫
0
[va v˜a]
1
0 dt−
∫∫
Q
∂v˜a
∂z
va dt dz .
Durch Berechnung der Richtungsableitungen der Lagrange-Funktion lassen sich nun die
Optimalitätsbedingungen aufstellen. Der kürzeren Schreibweise wegen werden fortan die
Quellterme in Summen zusammengefasst mit Indexmengen benannt nach Zelle Z :=
{ϑa, ϑc,χk,a, χk,c,ϑs, va,vc, ia, ic}, Brennkammer B := {χk,b, ϑb, γb, γair}, Mischkammer
M := {χk,m, ϑm, γm} und restlichen elektrischen Variablen E := {ΦLa ,ΦLc , i, ie, Ucell}13.
Beispielhaft muss die Richtungsableitung nach ϑa für alle Richtungen ϕ(z, t) ∈ {ψ ∈
H|ψ(z, 0) = 0} verschwinden:
0 = DϑaLϕ = −
∫∫
Q
−∂ϑ˜a
∂t
ϕ+ va ϑ˜a
∂ϕ
∂z
dz dt+
∑
q∈Z
∫∫
Q
(Dϑaf
qϕ) q˜ dz dt
−
1∫
0
[
ϕ ϑ˜a
]tf
0
dz −
tf∫
0
ϕ(0, t) ϑˆa dt+
∑
q∈B
tf∫
0
(
Dϑaf
qϕ(1, t)
)
q˜ dt (4.14)
p.I.
= −
∫∫
Q
(
−∂ϑ˜a
∂t
− ∂(va ϑ˜a)
∂z
)
ϕ dz dt−
tf∫
0
[
va ϑ˜a ϕ
]1
0
dt+
∑
q∈Z
∫∫
Q
(Dϑaf
qϕ) q˜ dz dt
−
1∫
0
[
ϕ ϑ˜a
]tf
0
dz −
tf∫
0
ϕ(0, t) ϑˆa dt+
∑
q∈B
tf∫
0
(
Dϑaf
qϕ(1, t)
)
q˜ dt .
Um daraus die adjungierten Gleichungen herauslesen zu können, bedient man sich der
freien Wahl der Ableitungsrichtung ϕ ∈ {ψ ∈ H|ψ(z, 0) = 0}. Dabei ist H der Banach-
Raum, in welchem der Zustand ϑa liegt. Ohne Existenzsatz einer Lösung können wir
H nicht explizit angeben. Wir nehmen jedoch an, dass C∞0 (Q) ⊂ H ist und dass obige
Integrale auf Q entweder Skalarprodukte auf V := L2(Q) sind oder Dualitätsprodukte
auf V := Lp(Q) für 1 < p < ∞. Da C∞0 (Q) ⊂ V jeweils dicht liegt, liefert die Wahl
ϕ ∈ C∞0 (Q) ⊂ H die lokale Form der adjungierten PDE
− ∂ϑ˜a
∂t
− ∂(va ϑ˜a)
∂z
=
∑
q∈Z
∂f q
∂ϑa
q˜
⇔− ∂ϑ˜a
∂t
− va ∂ϑ˜a
∂z
=
∂va
∂z
ϑ˜a +
∑
q∈Z
∂f q
∂ϑa
q˜ .
Man beachte, dass die Ableitungen der Quellterme der Übersichtlichkeit halber erst im
nächsten Abschnitt behandelt werden. Zunächst fällt auf, dass im Gegensatz zu semi-
linearen PDAE-Systemen die hier vorliegenden quasilinearen Terme dazu führen, dass
13 Ia, Ic, Ie werden direkt behandelt.
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partielle Ableitungen von Zuständen in den Quelltermen der adjungierten Gleichungen
auftreten.14
Auch die restlichen Terme lassen sich nach Integrationsbereichen separieren, voraus-
gesetzt die Spurabbildungen sind surjektiv in die entsprechenden L2-Räume auf den
verschiedenen Randteilen des Orts-Zeit-Zylinders:
va ϑ˜a =
∑
q∈B
∂f q
∂ϑa
q˜ auf {1} × (0, tf) ,
ϑ˜a(z, tf) = 0 ∀z ∈ Ω ,
ϑˆa = va ϑ˜a auf {0} × (0, tf) .
Aus der dritten Gleichung erkennen wir, wie wir die Randbedingung hätten verändern
müssen, um sie mit dem gleichen Multiplikator ankoppeln zu können.
Mit dieser Methodik stellen wir alle adjungierten partiellen Diﬀerentialgleichungen auf:15
−∂ϑ˜a
∂t
− va ∂ϑ˜a
∂z
=
∂va
∂z
ϑ˜a +
∑
q∈Z
∂f q
∂ϑa
q˜ , (4.15a)
−∂ϑ˜c
∂t
+ vc
∂ϑ˜c
∂t
= −∂vc
∂z
ϑ˜c +
∑
q∈Z
∂f q
∂ϑc
q˜ , (4.15b)
− χ˜k,a
∂t
− va ∂χ˜k,a
∂z
=
∂va
∂z
χ˜k,a +
∑
q∈Z
∂f q
∂χk,a
q˜ , (4.15c)
− χ˜k,c
∂t
+ vc
∂χ˜k,c
∂z
= −∂vc
∂z
χ˜k,c +
∑
q∈Z
∂f q
∂χk,a
q˜ , (4.15d)
−cp,s ∂ϑ˜s
∂t
− 1
Pe
∂2ϑ˜s
∂z2
=
∑
q∈Z
∂f q
∂ϑs
q˜ , (4.15e)
−∂v˜a
∂z
= −
∑
k∈I
∂χk,a
∂z
χ˜k,a − ∂ϑa
∂z
ϑ˜a , (4.15f)
∂v˜c
∂z
=
∑
k∈I
∂χk,c
∂z
χ˜k,c +
∂ϑc
∂z
ϑ˜c . (4.15g)
Wir erkennen bereits an den linken Seiten, dass der Typus der einzelnen partiellen Dif-
ferentialgleichung unverändert bleibt, jedoch alle ersten Ableitungen ihr Vorzeichen än-
dern. Für die hyperbolischen Transportgleichungen bedeutet dies eine Umkehr des Flus-
ses. Zusätzlich laufen die Transport- und Wärmeleitungsgleichungen nun ab der Endzeit
rückwärts in der Zeit.
Die erhaltenen Randbedingungen auf {1} × (0, tf) ergeben sich zu
va ϑ˜a =
∑
q∈B
∂f q
∂ϑa(1, t)
q˜ , va χ˜k,a =
∑
q∈B
∂f q
∂χk,a(1, t)
q˜ , v˜a =
∑
q∈B
∂f q
∂va(1, t)
q˜ , (4.16a)
14 Man vergleiche die adjungierten Gleichungen der Navier-Stokes-Gleichungen (siehe z.B. [32]).
15 Den Beitrag des Zielfunktionals J fügen wir nachträglich hinzu, wenn wir das Zielfunktional spezi-
ﬁzieren (siehe Abschnitt 4.4.3).
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sowie auf {0} × (0, tf) zu
vc ϑ˜c =
∑
q∈B
∂f q
∂ϑc(0, t)
q˜ , vc χ˜k,c =
∑
q∈B
∂f q
∂χk,c(0, t)
q˜ , v˜c =
∑
q∈B
∂f q
∂vc(0, t)
q˜ . (4.16b)
Dazu gilt für die adjungierte Solidtemperatur auf {0, 1}×(0, tf) die Symmetriebedingung
∂ϑ˜s
∂z
= 0 . (4.16c)
Weiterhin ﬁnden wir den Zusammenhang der adjungierten Variablen auf den Ortsrän-
dern:
ϑˆa = va ϑ˜a , χˆk,a = va χ˜k,a , vˆa = v˜a auf {0} × (0, tf) , (4.17a)
ϑˆc = vc ϑ˜c , χˆk,c = vc χ˜k,c , vˆc = v˜c auf {1} × (0, tf) , (4.17b)
ϑˆs = ϑ˜s auf {0, 1} × (0, tf) . (4.17c)
Diese Gleichungen werden wir sukzessive dazu nutzen, um die Variablen auf den linken
Seiten aus den Optimalitätsbedingungen zu entfernen.
Die Endbedingungen sind jeweils homogen, sie werden hier nicht separat aufgeführt.
Inhomogen werden sie in dem Moment, in welchem das Zielfunktional auch Tracking-
Terme von Endzuständen enthält16.
Das DAE-System der Brenn- und der Mischkammer erzeugt ein ähnliches DAE-System
von adjungierten Gleichungen:
χ˜k,b =
∂fχk,m
∂χk,b
χ˜k,m , (4.18a)
ϑ˜b =
∑
q∈{ϑm,γm}
∂f q
∂ϑb
q˜ , (4.18b)
γ˜b =
∑
q∈B∪M
∂f q
∂γb
q˜ , (4.18c)
γ˜air =
∑
q∈B
∂f q
∂γair
q˜ , (4.18d)
− dχ˜k,m
dt
= χˆk,c +
∂fχk,m
∂χk,m
= vc(1, t) · χ˜k,c(1, t) + ∂f
χk,m
∂χk,m
χ˜k,m , (4.18e)
− dϑ˜m
dt
= ϑˆc +
∑
q∈M
∂f q
∂ϑm
q˜ = vc(1, t) · ϑ˜c(1, t) +
∑
q∈M
∂f q
∂ϑm
q˜ , (4.18f)
γ˜m = ϑm vˆc = ϑm v˜c(1, t) . (4.18g)
Die Endbedingungen sind erneut homogen, also χ˜k,m(tf) = ϑ˜m(tf) = 0. Ausgefallener
sind dagegen die adjungierten Gleichungen von Ucell(t) und Ik(t), k ∈ {a, c, e}, da hier
Integralterme involviert sind. Als Richtungsableitung erhalten wir z.B. für Ucell:
0 = DUcellLϕ(t) =
tf∫
0
dU˜cell
dt
ϕ(t) dt+
∫∫
Q
∑
q∈Z∪E
∂f q
∂Ucell
(z, t) q˜(z, t) dz dt
=
tf∫
0
 dU˜cell
dt
+
1∫
0
∑
q∈Z∪E
∂f q
∂Ucell
(z, t) q˜(z, t) dz
 ϕ(t) dt . (4.19)
16 Also z.B. den Summanden 1
2
∫ 1
0
(ϑs(z, tf)− ϑsoll,2(z))2 dz.
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Testen mit ϕ ∈ C∞0 ((0, tf)) liefert eine gewöhnliche Diﬀerentialgleichung mit Integralter-
men von im Ort verteilten Funktionen, wie sie meist bei gemischten ODE-PDE Steue-
rungsproblemen auftritt - siehe auch Kapitel 3.4.1. Dieser Eﬀekt tritt ebenso bei den
anderen Variablen einer Veränderlichen Ik(t), k ∈ {a, c, e} auf. Insgesamt lauten die ad-
jungierten Gleichungen der elektrischen Variablen:
I˜k(t) =
∑
q∈E
1∫
0
∂f q
∂Ik
q˜ dz , k ∈ {a, c, e} , (4.20a)
− dU˜cell
dt
(t) =
∑
q∈Z∪E
1∫
0
∂f q
∂Ucell
q˜ dz , (4.20b)
−
∂Φ˜La|c
∂t
(z, t) =
∑
q∈Z∪E
∂f q
∂ΦLa|c
q˜ , (4.20c)
i˜(z, t) =
∑
q∈E
∂f q
∂i
q˜ , (4.20d)
i˜k(z, t) = I˜k(t) +
∑
q∈E∪{ϑs}
∂f q
∂ik
q˜ , k ∈ {a, c, e} . (4.20e)
Bemerkenswert ist weiterhin die letzte Gleichung: Aus der Integralgleichung Ik(t) =∫ 1
0 ik(z, t) dz wird hier eine örtlich konstante Quelle I˜k(t) in den algebraischen Gleichun-
gen der adjungierten Stromstärken i˜k , k ∈ {a, c, e}.
4.4.2 Herleitung der rechten Seiten
Bisher wurden die Diﬀerentialoperatoren sowie die Struktur der Übergangsbedingun-
gen hergeleitet. Der eigentliche Aufwand des Aufstellens der adjungierten Gleichungen
der MCFC versteckt sich jedoch in den rechten Seiten, welchen sich dieser Abschnitt
widmet. Es muss hier eine große (bei ungünstigem Vorgehen dreistellige) Anzahl von
partiellen Ableitungen von Funktionen mehrerer Veränderlicher berechnet werden. Diese
Aufgabe sollte man bei komplexen Anwendungsproblemen mit analytischem bzw. auto-
matischem Diﬀerenzieren erledigen lassen (z.B. mit Maple oder einem AD-Tool, siehe
www.autodiff.org).
Um den Überblick zu behalten, sollte man sich die Struktur der Zustandsgleichungen
zunutze machen und Hilfsvariablen deﬁnieren. Dies erleichtert zum einen die Herleitung
und sorgt für eine übersichtlichere Darstellung der Ergebnisse, zum anderen begünstigt
dies nicht zuletzt die Programmierung. Betrachten wir zunächst die adjungierte Glei-
chung der Solidtemperatur
−cp,s ∂ϑ˜s
∂t
− 1
Pe
∂2ϑ˜s
∂z2
=
∑
q∈Z
∂f q
∂ϑs
q˜ . (4.21)
Die Solidtemperatur tritt in den meisten Hilfsgrößen auf (Reaktionsraten rj , Wärmeaus-
tauch qj) und geht daher in die rechten Seiten aller PDE sowie in f ia , f ic ein. Wir teilen
das Auftreten von ϑs in verschiedene Kategorien ein; nach direktem Auftreten und nach
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Auftreten über Reaktionsraten rj , welche entsprechend die Kettenregel erfordern. Wir
führen nun alle Ableitungen aus, außer das Nachdiﬀerenzieren der Reaktionsraten:
−cp,s ∂ϑ˜s
∂t
− 1
Pe
∂2ϑ˜s
∂z2
= ϑ˜a
ϑa
cp
(
Stas + cp
∑
j=ox1,2
ν¯+j Daj rj
)
+ ϑ˜c
(
ϑc ν¯
−
redDared rred
+
ϑc Stcs
cp
)
+ v˜a
(Stas
cp
+
∑
j=ox1,2
ν¯+j Daj rj
)
+ v˜c
(
ν¯−redDared rred +
Stcs
cp
)
+ ϑ˜s
(
−Stas − Stcs + cp ν¯+redDared rred + cp
∑
j=ox1,2
ν¯−j Daj rj
)
+
∑
j=ox1,2
∂rj
∂ϑs
{∑
k∈I
χ˜k,a ϑa (νk,j − χk,a ν¯j)Daj + ϑ˜a ϑa ν¯+j Daj (ϑs − ϑa)
+ v˜a
(
ν¯+j Daj (ϑs − ϑa) + ϑa ν¯j Daj
)
+ i˜a F nj Daj (4.22)
+ ϑ˜s
(
−[∆Rhj + nj ΦLa ]Daj − (ϑa − ϑs) ν¯−j Daj cp)}
+
∂rred
∂ϑs
{∑
k∈I
χ˜k,c ϑc (νk,red − χk,c ν¯red)Dared + ϑ˜c ϑc ν¯−redDared (ϑs − ϑc)
+ v˜c
(
ϑc ν¯redDared + ν¯
−
redDared (ϑs − ϑc)
)
− i˜c F nredDared
+ ϑ˜s
(
−[∆Rhred − nred (Ucell − ΦLc )]Dared − (ϑc − ϑs) ν¯+redDared cp)} .
Die ersten drei Zeilen enthalten die Terme aus direktem Auftreten. An der adjungierten
Variable erkennen wir jeweils, aus welcher rechten Seite der Summand durch Ableiten
nach ϑs hervorgegangen ist. Wir erkennen bereits die Tatsache, dass die rechten Seiten
an Länge noch einmal zunehmen (Ableiten von Produkten von Polynomen und Expo-
nentialfunktionen in den Reaktionsraten rj). Um Übersicht zu gewinnen, deﬁnieren wir
daher passende Hilfsvariablen. Uns fällt auf, dass alle Zustände, welche in einer Reak-
tionsrate auftreten, den gleichen Ausdruck {. . . } als Vorfaktor haben werden und sich
nur im Nachdiﬀerenzieren der Reaktionsrate unterscheiden werden. Dadurch motiviert
deﬁnieren wir je Reaktionsrate eine Abkürzungen per s˜j :=
∑
q∈Z
∂fq
∂rj
. Diese Abkürzun-
gen ﬁndet man ausgerechnet in Anhang B.1; dort ﬁndet man auch die rechten Seiten der
anderen adjungierten PDE.
Die rechten Seiten der Stromdichten und Potentiale stehen in Anhang B.2, gefolgt von
den partiellen Ableitungen der Reaktionsraten in B.3. Die adjungierte Brenn- und Misch-
kammer steht in Anhang B.4. Die Übergangsbedingungen (4.16) erzeugen sehr längliche
rechten Seiten, welche in Anhang B.5 nachlesbar sind.
4.4.3 Beitrag des Zielfunktionals zu den adjungierten Gleichungen
Das Zielfunktional liefert die einzige Inhomogenität des linearen PDAE-Systems der ad-
jungierten Gleichungen. Je nach Art des Zielfunktionals erscheinen folgende Inhomoge-
nitäten auf der rechten Seite der entsprechenden PDE:
Zielfunktional Gleichung für Summand auf der rechten Seite
Z1 ϑ˜s ϑs − ϑsoll
Z2 ϑ˜s −(∆ϑs −∆ϑsoll)
Z3 U˜cell Ucell − Ucell,soll
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Z2 bedarf einer weiteren Erklärung: Wegen
DϑsZ2ϕ =
∫∫
Q
(
∂ϑs
∂z
− ∂ϑsoll
∂z
)
· ∂ϕ
∂z
dz dt (4.23)
tritt nach partieller Integration−∆ϑs+∆ϑsoll als Quelle in der PDE von ϑ˜s auf; zusätzlich
entstehen Randterme, welche entsprechend in den Randbedingungen von ϑ˜s landen; diese
lauten dann
− 1
Pe
∂ϑ˜s
∂z
=
∂ϑs
∂z
− ∂ϑsoll
∂z
auf {0} × (0, tf) , (4.24)
1
Pe
∂ϑ˜s
∂z
=
∂ϑs
∂z
− ∂ϑsoll
∂z
auf {1} × (0, tf) . (4.25)
Diese Ergebnisse stehen in Übereinstimmung zu denen aus Clever und Lang [31]. Dort
wird in höheren Ortsdimensionen die Norm des Gradienten auf 0 geführt, um Tempera-
turspannungen bei der Glaskühlung zu vermeiden.
4.4.4 Gleichungen für die Steuerungen
Da wir insgesamt ein Minimum der Lagrange-Funktion bzgl. den primären Variablen
suchen, müssen wir auch die Richtungsableitungen nach den Steuerungen berechnen.
Ohne Steuerungsbeschränkungen müssen diese alle verschwinden. Unter Beachtung von
Steuerungsbeschränkungen müssen die Richtungsableitungen in alle zulässigen Richtun-
gen nichtnegativ sein. Wie üblich bei Optimierungsproblemen in Banach-Räumen erfüllt
die optimale Steuerung ~¯u daher Variationsungleichungen der Form
tf∫
0
~f ′(~¯u)
(
~u− ~¯u) dt ≥ 0 ∀~u ∈ Uad . (4.26)
Dabei ist ~f ′(~u) der Gradient des auf die Steuerungen reduzierten Zielfunktionals f(~u)
[96]. Wir können ihn als Gradient der Lagrange-Funktion bzgl. den Steuerungen ~f ′(~u) =
∇~uL berechnen, d.h. wir berechnen die Richtungsableitungen der Lagrange-Funktion
bzgl. der einzelnen Steuerungen und identiﬁzieren dann daraus den Gradienten mit dem
Satz von Riesz.
Wiederholen wir kurz den Teil Lc der Lagrange-Funktion, welcher von den 7 Steuerungen
abhängt, wobei wir die νO2,Ck aus Anhang A.5 einsetzen:
Lc := J +
tf∫
0
ϑa,in ϑˆa +
{∑
k∈I
χk,a,in χˆk,a
}
+ va,in vˆa + ξ Rback
+
γair
γb
ϑair ϑ˜b + γa,in
λair
χO2,air
(
2χCH4,a,in +
1
2
χH2,a,in
)
︸ ︷︷ ︸
=fγair
γ˜air dt ,
mit der Abkürzung
ξ(t) :=
{∑
k∈I
γc,out(t)
γb(t)
χk,c,out(t) χ˜k,b(t)
}
+
γc,out(t)
γb(t)
(ϑc,out(t)− 1) ϑ˜b(t)
+ γc,out(t) γ˜b(t) . (4.27)
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Da wir später nicht nur alle 7 Steuerungen auf einmal berechnen wollen, sondern auch
Auswahlen davon optimal steuern möchten, müssen wir den Gradienten aus diesem Aus-
druck jeweils durch Richtungsableitung bestimmen. Wir führen es hier für das Beispiel
aller 7 Steuerungen mit den Substitutionen aus Abschnitt 4.3.1 auf. Nach Bilden der
Richtungsableitung17 setzen wir die Gleichungen (4.17a)-(4.17c) ein. Der Gradient er-
gibt sich darauf zu
~f ′(~u(t)) =

λ1 u1(t) + v˜a(0, t)
λ2 u2(t) + u1(t) ϑ˜a(0, t)
λ3 u3(t) + u1(t) χ˜CH4,a(0, t) + 2u5(t) γ˜air(t)/χO2,air
λ4 u4(t) + u1(t) χ˜H2,a(0, t) +
1
2 u5(t) γ˜air(t)/χO2,air
λ5 u5(t) +
(
2u3(t) +
1
2u4(t)
)
γ˜air(t)/χO2,air
λ6 u6(t) +
γair(t)
γb(t)
ϑ˜b(t)
λ7 u7(t) + ξ(t)

. (4.28)
Aufgrund der Substitution aus (4.4) ist der Gradient linear in den Steuerungen. Auf
diesem Gradienten werden wir in Abschnitt 4.6 die Gradientenverfahren und Quasi-
Newton-Verfahren aufsetzen.
Alle sieben Variationsungleichungen lassen sich analog zu [96, Lemma 2.26] punktweise
formulieren. Dann erfüllt die optimale Steuerung (u¯1, . . . , u¯7) für fast alle t ∈ (0, tf)
folgende Variationsungleichungen in R:(
λ1 u¯1 + v˜a(0, t)
)
(u− u¯1) ≥ 0 ∀u ∈ Uad,1 , (4.29a)(
λ2 u¯2 + u¯1 ϑ˜a(0, t)
)
(u− u¯2) ≥ 0 ∀u ∈ Uad,2 , (4.29b)(
λ3 u¯3 + u¯1 χ˜CH4,a(0, t) + 2 u¯5 γ˜air/χO2,air
)
(u− u¯3) ≥ 0 ∀u ∈ Uad,3 , (4.29c)(
λ4 u¯4 + u¯1 χ˜H2,a(0, t) +
1
2
u¯5 γ˜air/χO2,air
)
(u− u¯4) ≥ 0 ∀u ∈ Uad,4 , (4.29d)(
λ5 u¯5 +
(
2u¯3 +
1
2
u¯4
)
γ˜air/χO2,air
)
(u− u¯5) ≥ 0 ∀u ∈ Uad,5 , (4.29e)(
λ6 u¯6 +
γair
γb
ϑ˜b
)
(u− u¯6) ≥ 0 ∀u ∈ Uad,6 , (4.29f)(
λ7 u¯7 + ξ
)
(u− u¯7) ≥ 0 ∀u ∈ Uad,7 . (4.29g)
Im Gegensatz zu Prototyp-Problemen treten beim vorliegenden Optimalsteuerungspro-
blem auch Zustände sowie Produkte von adjungierten Variablen und Steuerungen auf.
Zusammen mit den Zustandsgleichungen, den adjungierten Gleichungen, den Anfangs-
und Randbedingungen vervollständigen diese Variationsungleichungen das Optimalitäts-
system.
Die skalaren Variationsungleichugen für u¯1, u¯6, u¯7 lassen sich wie im Lehrbuch auﬂösen
zu expliziten Projektionsformeln18
u¯1 = PUad,1
{
− 1
λ1
v˜a(0, t)
}
, u¯6 = PUad,6
{
− 1
λ6
γair
γb
ϑ˜b
}
, u¯7 = PUad,7
{
− 1
λ7
ξ
}
.
(4.30a)
17 χH2O,a,in und χH2O,a werden eliminiert, siehe Abschnitt 4.4.5.
18 Die Projektion ist wie in Kap. 3 deﬁniert, also PUad,k {x} = min (uo,k,max(uu,k, x)).
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Einseitig gekoppelte bzw. gestaﬀelte Variationsungleichungen lassen sich unter Beach-
tung der Reihenfolge ebenso klassisch lösen, allerdings treten hier Verkettungen von
Projektionen auf:
u¯2 = PUad,1
{
− 1
λ2
u¯1 ϑ˜a(0, t)
}
. (4.30b)
Dies ist so zu verstehen, dass zuerst das u¯1 aus seiner Projektionsformel berechnet wird
und anschließend bei bekanntem u¯1 die Projektionsformel für u¯2 ausgeführt wird. Als
Konsequenz kann u¯2(t) daher theoretisch auch bei regulären Problemen im Inneren von
Uad,2 Knicke aufweisen.
Probleme bereiten dagegen beidseitig gekoppelte Systeme von Variationsungleichungen
wie das System für u¯3, u¯4 und u¯5 zusammen, da hier ein gestaﬀeltes Auﬂösen nicht ohne
Fallunterscheidungen möglich ist. Obwohl die ersten Faktoren der Variationsungleichun-
gen linear in allen Steuerungen sind, kann ein derartiges reelles, lineares Variationsun-
gleichungsproblem bereits eine komplizierte Lösungsstruktur aufweisen, wie das folgende
Beispiel zeigt:
Beispiel 4.4.2 Wir betrachten ein System aus zwei linearen19, reellen Variationsunglei-
chungen
(u+ v − 2 p) (ϕ− u) ≥ 0 , ∀ϕ mit 0 ≤ ϕ ≤ 2 ,
(u− v) (ψ − v) ≥ 0 , ∀ψ mit 1 ≤ ψ ≤ 3 .
Im unbeschränkten Fall würden wir ein lineares Gleichungssystem mit der eindeutigen
Lösung u = v = p erhalten. Diese Lösung gilt auch im beschränkten Fall, falls beide
Schaltfunktionen g := u+v−2p, h := u−v verschwinden, was für 1 ≤ p ≤ 2 möglich ist.
Allerdings treten mit den Beschränkungen gleichzeitig viele andere Lösungen auf, welche
sich stellenweise dreifach überschneiden. Mittels Fallunterscheidung berechnet man die
Lösungsstrukur zu
Fälle: Lösung: Parameterbereich:
g = 0 , h = 0 : u = v = p p ∈ R ∩ [1, 2] = [1, 2] ,
h > 0 : v = 1 , u = 2 p− 1 p ∈ (1,∞) ∩
[
1
2
,
3
2
]
=
(
1,
3
2
]
,
h < 0 : v = 3 , u = 2 p− 3 p ∈ (−∞, 3) ∩
[
3
2
,
5
2
]
=
[
3
2
,
5
2
]
,
g > 0 , h < 0 : u = 0 , v = 3 p <
3
2
,
g < 0 , h > 0 : u = 2 , v = 1 p >
3
2
,
h < 0 : u = 2 , v = 3 p >
5
2
,
h = 0 : v = u = 2 p > 2 .
Die ersten drei Fälle, bei denen die Lösungen vom Parameter p abhängen, werden dabei
zuletzt mit den Box-Beschränkungen in Einklang gebracht.
19 Mit linear bezeichnen wir hier Variationsungleichungen, deren zugrundeliegende Gradienten linear
in den Optimierungsvariablen sind.
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Glücklicherweise haben wir es bei Optimalsteuerungsproblemen nicht mit derart all-
gemeinen Systemen von Variationsungleichungen zu tun: Die einzelnen Variationsun-
gleichungen stammen von Richtungsableitungen einer skalaren Funktion, der Lagrange-
Funktion. Entsprechend können wir die Systeme wieder in ein Optimierungsproblem um-
schreiben: Die drei gekoppelten Variationsungleichungen (4.29c)(4.29e) sind notwendige
Bedingungen erster Ordnung des Minimierungsproblems
min
(u3,u4,u5)∈Uad,3×Uad,4×Uad,5
%(u3, u4, u5) :=
1
2
(λ3 u
2
3 + λ4 u
2
4 + λ5 u
2
5) + u1
(
u3 χˆCH4,a
+ u4 χˆH2O,a + (1− u3 − u4) χˆH2,a
)
+ γ˜air
u5
χO2,air
(
2u3 +
1
2
u4
)
. (4.31)
Aufgelistet sind hier entsprechend alle Teile der Lagrange-Funktion, welche von u3, u4
oder u5 abhängen. Dass (u¯3, u¯4, u¯5) Lösung dieses Minimierungsproblems sind, müsste
man allerdings z.B. aus dem Maximumprinzip herleiten.
Für bekannte Zustände und adjungierte Zustände bedeutet dieses Minimierungsproblem
also je Zeitschritt ein quadratisches Programm (QP) in 3 reellen Variablen. Die Hesse-
Matrix von % lautet mit µ := γ˜air2χO2,air
Hess% =
 λ3 0 4µ0 λ4 µ
4µ µ λ5
 . (4.32)
Im Spezialfall λ3 = λ4 = λ5 =: α hat sie die Eigenwerte α > 0, α +
√
17µ2 > 0
und α−
√
17µ2. Das Optimierungsproblem ist in diesem Fall genau dann konvex, wenn
|γ˜air| ∈
[
0, 2√
17
αχO2,air
]
. % muss daher nicht zwingend konvex sein. Im nicht-konvexen
Fall liegt die Lösung stets auf dem Rand, d.h. die Box-Beschränkungen müssen dann
stets aktiv sein. Denn ein Minimum im Inneren ist aufgrund des negativen Eigenwer-
tes der konstanten Hesse-Matrix ausgeschlossen. Da sich % mit der Zeit ändert, ist es
denkbar, dass das Minimum von einem auf einen anderen Rand springt; die optimalen
Steuerungen werden unstetig. Bei OC-ODE wurde ein derartiges Sprungverhalten z.B.
bei der Steuerung eines Wiedereintrittsmanövers eines Spaceshuttles in [63] beobachtet.
Ein Sprung in das Innere der Box-Beschränkungen ist dagegen nicht möglich.
Bemerkung 4.4.3 Wählt man in der Modellierung dagegen die Steuerungen derart aus,
dass sie auch in der Gleichung von γair linear auftreten, so können alle Variationsunglei-
chungen als Projektionsformeln geschrieben werden. Dies ist z.B. der Fall, wenn wir nur
(u1, u6, u7) oder nur (u1, u2, u5, u6, u7) steuern.
Bei den numerischen Verfahren in Abschnitt 4.6 brauchen wir nur den Gradienten ~f ′(~u(t)).
Die Auﬂösbarkeit der Variationsungleichungen spielt nur bei der Fixpunktiteration eine
Rolle. Die Konstruktion von Testbeispielen in Abschnitt 4.6.3 funktioniert in der prä-
sentierten Form dagegen nur, wenn wir Projektionsformeln haben.
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4.4.5 Elimination von Molenbrüchen
In [90] haben wir die PDE für χN2,c sowie χH2O,a eliminiert durch Ausnutzen der alge-
braischen Gleichungen∑
k
χk,a(z, t) = 1 ,
∑
k
χk,c(z, t) = 1 ∀(z, t) ∈ Q . (4.33)
Da diese beiden Zustände damit vollständig aus dem Modell entfernt werden, erhalten
wir für sie auch keine adjungierten Gleichungen (man vergleiche die Eliminationsmetho-
de bei OC-ODE aus Abschnitt 1.3.1). Um ein indirektes Verfahren programmieren zu
können, müssen wir wissen, wie sich diese Elimination auf die restlichen adjungierten
Gleichungen auswirkt.
Wir stellen fest, dass χN2,c von Grund auf in keiner einzigen Gleichung auftritt; daher
beeinﬂusst dessen Elimination die adjungierten Gleichungen nicht. Auch χH2O,a tritt
selbst nicht explizit in den Gleichungen auf, aber dafür in den Reaktionsraten. Jede
andere Spezies tritt daher zum einen explizit auf, zum anderen mit negativem Vorzeichen
an der Stelle von χH2O,a. Wir müssen also z.B.
∂rref1
∂χCH4,a
− ∂rref1∂χH2O,a anstatt
∂rref1
∂χCH4,a
verwenden
und jeweils χH2O,a durch obige Summe eliminieren. Am Gradienten muss dagegen nichts
verändert werden.
4.4.6 Erweiterung auf 2D
Die Verallgemeinerung des Optimalitätssystems auf das 2D-Modell ist problemlos mög-
lich. Dabei ändern sich bei den adjungierten PDE lediglich die diﬀerentiellen Anteile, die
länglichen Quellterme bleiben unverändert. Zusätzlich sind die Ortsintegrale der Mit-
telungsbedingungen [93, (3.29)-(3.31), (3.49)-(3.51)] am Eingang der Brennkammer zu
berücksichtigen. Es handelt sich hierbei um eine weitere ODE-PDE Kopplung. Diese Mit-
telungsbedingungen führen analog zu den bisherigen Erkenntnissen zu örtlich konstanten
Quelltermen in den Randbedingungen der adjungierten PDE der Gaskanäle ähnlich dem
Eﬀekt in Gleichung (4.20e).
4.4.7 Zusammenfassung der notwendigen Bedingungen
Wir haben gesehen, dass die adjungierten Gleichungen jeweils vom gleichen Typus (pa-
rabolisch, hyperbolisch, gewöhnlich, algebraisch) sind. Allerdings kehren sich die Vor-
zugsrichtungen um: Sowohl die Ausbreitungsrichtung bei hyperbolischen PDE, als auch
die Zeitpropagation bei parabolischen PDE, Transportgleichungen und ODE kehren sich
um. Ebenso wirken die Kopplungen der verschiedenen Variablen über die Randbedin-
gungen in die entgegengesetzte Richtung, so dass sich der gesamte Informationsﬂuss
umkehrt. Dies ist dargestellt in Abbildung 4.5. Wir erhalten ein vollständig gekoppeltes
Optimalitätssystem.
Die Brennkammer spielt die zentrale Rolle in dem Diagramm. Während sie bei der MCFC
viele Eingänge besitzt, wirkt sie in der adjungierten MCFC als Verteiler. Die blauen Bo-
xen stehen bei der MCFC für die Inputs. Bei der adjungierten MCFC sind es dagegen
die Outputs. Die Variationsungleichungen generieren aus den Outputs der adjungierten
MCFC entsprechend die Inputs der MCFC (rote Pfeile).
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Abbildung 4.5: Abhängigkeitsgraph der MCFC (oben) und der adjungierten MCFC (un-
ten). rot: Wirkungsbereich der Variationsungleichungen. RB: Randbedingungen, OUT:
Ausgänge der Gaskanäle.
Die Kopplungsstruktur deutet auf ein Konzept für die numerischen Verfahren hin, wel-
ches wir nach [15] als Backward-Sweep-Methode bezeichnen wollen: Zunächst geben wir
die Steuerungen vor. Dann lösen wir die Zustandsgleichungen, anschließend die adjun-
gierten Gleichungen. Zuletzt wird auf verschiedene Weisen eine neue Steuerung formiert.
Wir iterieren. Berechnet man die neue Steuerung dabei z.B. aus Projektionsformeln,
so entspricht dies der Lösung des KKT-Systems mit einer Fixpunktiteration  siehe Ab-
schnitt 4.6.1. Mit anderen Ansätzen für die neue Steuerung erhalten wir dort Gradienten-
oder Quasi-Newton-Verfahren.
Besondere adjungierte Gleichungen erhält man bei algebraischem oder integralen Zusam-
menhang von Variablen, welche auf verschiedenen Grundgebieten leben, da hier Integral-
terme entstehen wie in den adjungierten Gleichungen (4.20a), (4.20b). Diese nicht-lokalen
Abhängigkeiten sorgen nicht nur numerisch für vollbesetzte Zeilen in den Systemmatri-
zen, sondern können auch die indirekte Methode extrem unhandlich machen wie bei der
reinen PDE-Variante des Rocketcars [81, 101], bei welchem die Variationsungleichung
aufgrund von Integraltermen nicht mehr punktweise explizit formuliert werden kann.
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4.5 Direkte Verfahren der Optimalsteuerung
Direkte Verfahren bieten einen naheliegenden Ansatz, derartige Optimalsteuerungspro-
bleme zu lösen. Erste Ergebnisse des 2D MCFC Modells mittels direkter Verfahren ﬁndet
man in [93]. Ausgefeiltere direkte Verfahren entwickeln wir für das 1D Modell in [90].
Wir arbeiten dort mit der reduzierten Formulierung (siehe Abschnitt 3.5.1), so dass die
Anzahl der Freiheitsgrade des Optimierers deutlich reduziert ist. Gerade wenn die Ablei-
tungen mit numerischer Diﬀerentiation erzeugt werden, ist dies essentiell. Darüber hinaus
werden die Zustandsgleichungen nicht über eine volle Diskretisierung  wie beim Rocket-
car in Abschnitt 3.5.2  gelöst, sondern mit einer bzgl. Rechenzeit und Speicherbedarf
eﬃzienteren Alternative, der schrittweisen Integration: Mit einer Semidiskretisierung im
Ort, gefolgt von einem Mehrschrittverfahren. Wir verwenden ode15s unter Matlab,
welches ein adaptiver impliziter DAE-Solver variabler Ordnung (zwischen 1 und 5) ist.
Als Optimierer wird fmincon verwendet, also der etablierte NLP-Solver von Matlab.
Wir erkennen dort einige Schwierigkeiten des MCFC-Modells, welche den Einsatz di-
rekter Verfahren betreﬀen. Gerade die verschiedenen Zeitskalen der Zustände machen
Probleme: Die sehr schnellen Variablen reagieren schlagartig auf eine sprunghaft geän-
derte Steuerung mit impulsartigen Überschwingern. Je öfter die Steuerung springt, desto
instabiler wird das System. Auf der anderen Seite brauchen wir sehr kleine Zeitschrit-
te, um die schnellen Variablen auﬂösen zu können und um das steife DAE-System aus
der Linienmethode hinreichend genau zu lösen. Stückweise konstante Steuerungen auf
diesem feinen Zeitgitter der Zustände bereiten entsprechend Schwierigkeiten. Der Kon-
vergenzbereich des direkten Verfahrens ist dann zu sehr eingeschränkt.
Daher wählen wir ein deutlich gröberes Zeitgitter 0 = tu1 < · · · < tuj < · · · < tuNu = tf für
die Steuerungen. Zusätzlich entscheiden wir uns für stetige Steuerungen ui aus linearen
Splines durch die Stützpunkte (tuj , d
i
j), j = 1, . . . , Nu, i = 1, . . . , 7.
Einen höheren Konvergenzbereich und eine niedrigere Laufzeit des Optimierers kann man
erreichen, indem man zunächst Methoden der instantanen Steuerung anwendet. Derarti-
ge Ideen ﬁndet man z.B. in Hinze und Kunisch [58], Tröltzsch und Wachsmuth [97], sowie
in Eppler und Tröltzsch [34]. Sie liefern  bei den hier untersuchten Zielfunktionalen  in
kurzer Zeit sehr gute Steuerungen, welche dann als Startschätzung hergenommen werden
können.
Damit konnten wir mit Einsatz von fmincon unter Matlab in [90] gute Ergebnisse
erzielen. Allerdings kann man sich dennoch nicht viele Steuerpunkte erlauben, da der
Aufwand eines Optimierungsschrittes stark mit der Anzahl Steuerpunkte anwächst 
aufgrund der numerischen Diﬀerentiation. Wir sehen das in Abschnitt 4.7 anhand einer
extrem feinen Auﬂösung der Steuerungen.
In den nächsten beiden Abschnitten wird das Optimalsteuerungsproblem der MCFC
erstmalig mit adjungierten-basierten Methoden gelöst. Dazu werden zunächst Methoden
ausgewählt und entwickelt. In Abschnitt 4.7 folgen die numerischen Experimente.
4.6. INDIREKTE VERFAHREN DER OPTIMALSTEUERUNG 101
4.6 Indirekte Verfahren der Optimalsteuerung
In Abschnitt 4.4 wurden notwendige Bedingungen 1. Ordnung (Optimalitätsbedingun-
gen) hergeleitet zur optimalen Steuerung des Brennstoﬀzellenmodells. Darauf aufbauend
werden wir in diesem Abschnitt indirekte Methoden entwickeln, d.h. iterative Methoden
zur Lösung der Optimalitätsbedingungen. Zunächst erörtern wir, welche der etablierten
Verfahren auf komplexe Anwendungsprobleme von der Form der MCFC anwendbar sind.
4.6.1 Auswahl möglicher Verfahren
Analog zur Backward-Sweep-Methode entscheiden wir uns dafür, nur gestaﬀelte Verfah-
ren zu betrachten, d.h. Verfahren bei denen die Zustandsgleichungen und die adjungierten
Gleichungen separat gelöst werden. Für Optimalsteuerungsprobleme bei zeitabhängigen
PDAE-Systemen versprechen diese Eﬃzienz in Bezug auf Speicher und Rechenzeit, da
sowohl die Zustandsgleichungen als auch die adjungierten Gleichungen schrittweise in der
Zeit gelöst werden können, so dass die Rechenzeit linear in der Anzahl der Zeitschritte
skaliert. Im Gegensatz zu einer vollen Diskretisierung können wir uns dadurch sehr viele
Zeitschritte erlauben und folglich die unterschiedlichen Zeitskalen sehr gut auﬂösen. Aber
auch der nichtlineare Gleichungslöser proﬁtiert hiervon: So besitzt er dank dem vorigen
Zeitschritt bereits gute Startschätzungen und kann oft sogar die Jacobi-Matrix aus dem
letzten Zeitschritt übernehmen (siehe Dokumentation von ode15s).
Ein anderer Einsatzzweck gestaﬀelter Verfahren sind Umgebungen, bei denen der Zu-
standssolver und der adjungierte Solver als Black Box vorliegen. Nachteil der vorgestell-
ten gestaﬀelten Verfahren ist es, dass nicht die Konvergenzgeschwindigkeit z.B. eines
Newton- bzw. SQP-Verfahrens erreicht wird.
Es kommen vier gestaﬀelte Verfahren in Frage, welche wir in diesem Abschnitt bespre-
chen werden. Erste gestaﬀelte Verfahren bietet die Klasse der Gradientenverfahren. Für
unser vorliegendes Problem mit Steuerungsbeschränkungen bieten sich das bedingte Gra-
dientenverfahren und das projizierte Gradientenverfahren an (siehe [96], [52]). Gradien-
tenverfahren sind i.d.R. global konvergent mit linearer Konvergenzrate.
Der Gradient lässt sich aber auch für Quasi-Newton-Verfahren verwenden, wie das BFGS-
Verfahren (siehe z.B. [74]), welches ebenfalls gestaﬀelte Verfahren sind. Bei Quasi-Newton-
Verfahren wird aus den Gradienten der bisherigen Schritte nach und nach eine besse-
re Approximation der Hesse-Matrix erstellt. Derartige Verfahren erreichen superlineare
Konvergenz. Bei NLP sind sie stark verbreitet, zumal man im Ggs. zu einem Newton-
Verfahren keine zweiten Ableitungen benötigt und zusätzliche Eigenschaften wie globale
Konvergenz einbauen kann. Gradienten- und Quasi-Newton-Verfahren sind die Metho-
den, welche wir auf das MCFC-Problem anwenden können.
Ausgefeiltere Methoden wie die Primal-Duale Aktive-Mengen-Strategie (PDAS), das
halbglatte Newton-Verfahren oder SQP-Verfahren sind dagegen nicht anwendbar. Sie
benötigen in den Zwischenschritten die Lösung von gekoppelten Systemen aus (ggf. linea-
risierten) Zustandsgleichungen und adjungierten Gleichungen. Um derartige Methoden
im vorliegenden Fall anzuwenden, benötigen wir eine volle Diskretisierung. Für das 1D-
Modell wäre eine volle Diskretisierung bei heutigem Rechnerstand möglich. Für komplexe
Anwendungsprobleme in 2D oder 3D kommt sie dagegen nicht in Frage.
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Für Lagrange-Newton bzw. SQP-Verfahren benötigt man zudem das linearisierte KKT-
System, welches zwei weitere PDAE-Systeme umschließt: Die linearisierten Zustands-
gleichungen sowie die (in allen Variablen) linearisierten adjungierten Gleichungen. Für
letztere braucht man die zweiten partiellen Ableitungen der rechten Seiten. Der Aufwand
deren Herleitung ist daher erneut in der Größenordnung der Herleitung der adjungierten
Gleichungen. Die Komplexität und dadurch bedingte Fehleranfälligkeit der Gleichungen
dürften diesen Weg in der Praxis verbauen. Einzigen Lichtblick bietet hier der konse-
quente Einsatz von AD-Tools. Verfahren mit zweiten Ableitungen werden im Rahmen
dieses Kapitels nicht untersucht.
Wir sprechen nun die einzelnen gestaﬀelten Verfahren an, beginnend mit den beiden
Gradientenverfahren. Da sich im Ergebnis das Quasi-Newton-Verfahren als überlegen
erwiesen hat, kommen wir relativ schnell darauf zu sprechen. Als viertes gestaﬀeltes
Verfahren fügen wir zuletzt die Fixpunktiteration hinzu.
Bedingtes Gradientenverfahren
Das bedingte Gradientenverfahren aus [96] lässt sich direkt zur Steuerung des MCFC-
Modells nutzen. Der Übersicht halber bezeichnen wir die Variablen abstrakt als yk (alle
Zustände zur Iteration k), uk (alle Steuerungen) und pk (alle adjungierten Zustände).
Damit lautet das bedingte Gradientenverfahren:
Algorithmus 4.6.1 (Bedingtes Gradientenverfahren)
1. Sei u1 gegeben. Setze k = 1.
2. Berechne yk aus den Zustandsgleichungen zu uk.
3. Berechne pk aus den adjungierten Gleichungen zu (yk, uk).
4. Berechne den Gradienten des reduzierten Zielfunktionals
gk = (g
i
k)i=1,...,7 = f
′(uk) unter Verwendung von (yk, uk, pk).
5. Formiere die Suchrichtung vk durch
vik =

uu,i , für gik > 0 ,
1
2 (uu,i + uo,i) , für g
i
k = 0 ,
uo,i , für gik < 0 .
6. Berechne eine Schrittweite sk ∈ (0, 1] durch Schrittweitensuche.
7. Setze uk+1 := uk + sk · vk, k = k + 1 und gehe zu Schritt 2.
Natürlich ist noch ein entsprechendes Abbruchkriterium einzubauen (z.B. Norm des Gra-
dienten klein etc.). Der mittlere Fall der Suchrichtung ist bekanntlich numerisch auszu-
schließen.
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Das besondere am bedingten Gradientenverfahren ist, dass uk + s ·vk ∈ Uad automatisch
für alle s ∈ [0, 1] erfüllt ist  als Konvexkombination zweier zulässiger Steuerungen. Daher
ist die Liniensuche gleichbedeutend mit einem Minimierungsproblem einer Funktion einer
Veränderlichen s, die allerdings nicht analytisch gegeben ist. Im Gegensatz zu linear-
quadratischen Problemen können wir die Schrittweitensuche daher nicht exakt ausführen,
sondern greifen auf eine Strategie der Liniensuche aus der nichtlinearen Optimierung
zurück, z.B. eine Schrittweitenstrategie nach Armijo (siehe z.B. [41], [74]).
Gradienten-Projektionsverfahren
Eine schnellere Konvergenz erhält man i.d.R. mit dem Gradienten-Projektionsverfahren
[96]. Obiger Algorithmus bleibt gültig, lediglich die Suchrichtung wird auf den Antigra-
dienten geändert:
vk := −gk . (4.34)
Da die vorgeschlagenen Steuerungen uk+sk ·vk nun nicht mehr automatisch zulässig sind,
projiziert man sie noch auf den zulässigen Bereich. Die Schrittweitenstrategie lautet also:
Algorithmus 4.6.2 (Schrittweitenstrategie des Gradienten-Projektionsverf.)
1. Gegeben sei eine Startschrittweite s0. Setze m = 0.
2. Setze wm := PUad {uk + sm · vk} und löse die Zustandsgleichungen
zu dieser Steuerung.
3. Wenn f(wm) hinreichend kleiner als f(uk), akzeptiere die Schritt-
weite sm.
4. Andernfalls berechne sm+1 z.B. nach Armijo, setze m = m+1 und
gehe zu Schritt 2.
Obwohl wir in unserem Fall nicht alle Variationsungleichungen als Projektionsformeln
schreiben können, liefert die Projektion an sich dennoch stets eine zulässige Steuerung.
Quasi-Newton-Verfahren
Um ein Quasi-Newton-Verfahren an dieser Stelle einzusetzen, sollte man sich daher zu-
nächst den Stand der Dinge vor Augen rufen: Wir haben einen adjungierten Solver und
können aus dessen Ergebnissen den Gradienten des reduzierten Zielfunktionals gemäß
Abschnitt 4.4.4 formen. Wir können also sowohl den Wert als auch den Gradienten
des reduzierten Zielfunktionals angeben. Diese Bausteine reichen bereits aus, um Quasi-
Newton-Verfahren anwenden zu können.
Da es sehr eﬃziente Quasi-Newton-Verfahren auf dem Markt gibt, möchten wir diese
nutzen, um z.B. von eﬃzienter Liniensuche zu proﬁtieren. Wir gehen also den Schritt
von indirekten Verfahren hin zum Aufruf einer NLP-Routine. Wir gehen dabei fast iden-
tisch zur direkten Methode vor: Wir rufen fmincon mit dem reduzierten Zielfunktional
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auf. Der einzige Unterschied ist, dass wir diesmal den Gradienten mit übergeben, d.h.
wir lösen zusätzlich innerhalb des Zielfunktionals nach den Zustandsgleichungen noch
die adjungierten Gleichungen und formen den (diskretisierten) Gradienten. Wir rufen
fmincon auf zur Minimierung des reduzierten Zielfunktionals. Die Unterfunktion des re-
duzierten Zielfunktionals führt zu einem überreichten Steuervektor folgende Schritte in
Reihenfolge aus:
1. Zustandsgleichungen lösen
2. Zielfunktional per Quadraturformel berechnen
3. Adjungierte Gleichungen lösen
4. Gradient formieren
5. Zielfunktionswert und Gradient zurückgeben
Abbildung 4.6: Ablauf einer Funktionsauswertung der Unterfunktion des Quasi-Newton-
Verfahrens.
Beim direkten Verfahren ﬁelen die Schritte 3, 4 weg und lediglich der Zielfunktionswert
wurde zurückgegeben. fmincon produzierte die nötigen Ableitungen dann mittels nume-
rischer Diﬀerentiation.
Die Aktive-Mengen-Strategie und das Innere-Punkte-Verfahren von fmincon verwenden
dann eine Quasi-Newton-Methode mit BFGS-Update und kubischer Liniensuche.
Eine höhere Genauigkeit erzielt man, wenn man nach Konvergenz des Quasi-Newton-
Verfahrens ein paar Schritte einer Fixpunktiteration anschließt. Daher beschreiben wir
zuletzt die Methode der Fixpunktiteration.
Fixpunktiteration
Nicht vergessen sollte man die naheliegenste Methode, die Fixpunktiteration. Falls die
Auswahl der Steuerungen es erlaubt, die Variationsungleichungen als Projektionsformeln
oder geschachtelte Projektionsformeln (oder als noch allgemeinere Fixpunktformen) zu
formulieren, dann lautet die Fixpunktiteration zur Lösung des KKT-Systems wie folgt:
Algorithmus 4.6.3 (Fixpunktiteration)
1. Sei uk gegeben.
2. Berechne yk aus den Zustandsgleichungen zu uk.
3. Berechne pk aus den adjungierten Gleichungen zu (yk, uk).
4. Berechne uk+1 aus den Projektionsformeln zu (yk, uk, pk).
5. Iteriere Schritte 2.  4. bis konvergent.
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Allerdings konvergiert die Fixpunktiteration bekanntlich nur, falls die Kostenfaktoren
λi in gewisser Weise groß genug sind, siehe [60, Sect. 3.5]. Da sich die Kontraktions-
bedingung beim vorliegneden Problem schwer angeben lässt, beschränken wir uns auf
numerische Studien.
Die Fixpunktiteration ließe sich sehr eﬃzient mit der variationellen Diskretisierung aus
Hinze [57] kombinieren. Dort ist vorgeschlagen, die Steuerung nicht zu diskretisieren,
sondern ihre Diskretisierung anhand der Projektionsformel aus den Diskretisierungen
der anderen Variablen zu erhalten. Innerhalb einer gestaﬀelten Methode lässt sich dies
besonders eﬃzient einbauen: Man löst beide PDAE-Systeme adaptiv und formt die neue
Steuerung, wobei das zugehörige Gitter aus der Projektion und den Diskretisierungen von
y, p folgt. Einen solchen Projektionsschritt sollte man stets am Ende seiner Optimierung
ausführen, um von der gesteigerten Fehlerordnung zu proﬁtieren (vgl. [71]).
4.6.2 Adjungierter Solver und Wahl des Zeitgitters
Um ein gestaﬀeltes indirektes Verfahren aufsetzen zu können, braucht man zunächst
einen adjungierten Solver. D.h. man muss in der Lage sein, die adjungierten Gleichungen
für gegebene Steuerungen und Zustände zu simulieren. Da man an dieser Stelle bereits
einen angepassten Zustandssolver geschrieben habt, kann man sein Vorwissen nutzen:
Die adjungierten Gleichungen werden daher analog zu den Zustandsgleichungen diskre-
tisiert, also mit der Linienmethode unter Anwendung von Upwind-Verfahren wie denen
aus Kap. 4.2.1.
Nach Abschnitt 4.4.7 sind die Flussrichtungen in den adjungierten Gleichungen genau
entgegengesetzt zu denen der Zustandsgleichungen. Die Techniken aus Abschnitt 4.2.1
sind entsprechend angepasst anzuwenden. Der hauptsächliche Programmieraufwand liegt
an der (fehlerfreien) Bereitstellung der länglichen rechten Seiten und der Umsetzung der
komplexen Kopplungsstruktur aus Abb. 4.5.
Anschließend möchten wir die adjungierten Gleichungen mit ode15s lösen. Da ode15s
leider keine rückwärts gerichteten Gleichungen verarbeiten kann, müssen wir die inverse
Zeittransformation τ = tf − t, τ ∈ [0, tf ] anwenden und die Vektoren konsistent umsor-
tieren. Als Ergebnis erhalten wir einen in der Zeit adaptiven adjungierten Solver.
In [90] haben wir das Einschwingverhalten der Zustände eingehend untersucht. Es zeigt
sich, dass zu Beginn und direkt nach einem Lastwechsel sehr viele Zeitschritte nötig
sind, zu Ende hin dann immer weniger. Die adjungierten Zustände brauchen dagegen ein
grundlegend anderes Gitter: Der adaptive DAE-Solver ode15s wählt bei der adjungierten
MCFC zusätzlich viele Zeitschritte um die Startzeit t = tf herum. Dies liegt daran, dass
das adjungierte PDAE-System ebenso verschiedene Zeitskalen wie die Zustandsgleichun-
gen zeigt. Allerdings führt hier die Endbedingung zu Schwingungen, welche im Laufe der
(rückwärts laufenden) Zeit sich dann ausgleichen. Das unterschiedliche Einschwingen von
Zuständen und adjungierten Zuständen sieht man exemplarisch in Abbildung 4.7. Wäh-
rend Zustände aufgrund der Anfangsbedingung und dem Lastwechsel (hier bei t = 300)
ins Schwingen kommen, sorgt bei den adjungierten Zuständen die Endbedingung für
Schwingungen.
106 KAPITEL 4. OPTIMALE STEUERUNG VON BRENNSTOFFZELLEN
U
ce
ll
(t
)
t
χH2,a(z, t)
t z
ϑ˜
m
(t
)
t
χ˜CO,a(z, t)
t z
Abbildung 4.7: Links: Typisches Einschwingverhalten von Zuständen (Ucell(t),
χH2,a(z, t)) bei konstanten Steuerungen und einem Lastwechsel bei t = 300. Rechts:
Typisches Einschwingverhalten von adjungierten Zuständen (ϑ˜m(t), χ˜CO,a(z, t)) bei kon-
stanten Steuerungen, sowie zeitlich konstanten Zuständen und Sollzuständen.
Die adaptiven Gitter von Zuständen und adjungierten Zuständen sind folglich auch unter
variablen Steuerungen in Bereichen kontrovers, siehe Abb. 4.8. Da die Steuerung von Zu-
ständen und adjungierten Zuständen beeinﬂusst wird, empﬁehlt es sich die Erkenntnisse
zu kombinieren: Es wird die Vereinigung der beiden adaptiven Gitter als festes Gitter für
einen Optimierungsdurchlauf verwendet. Die Steuerung lebt auf diesem Gitter. Zustände
und adjungierte Zustände werden dennoch adaptiv gelöst, allerdings muss  innerhalb der
gewählten Implementierung  das adaptive Gitter das feste Gitter zumindest enthalten.
Wird eine Variable auf einem feineren Gitter abgerufen, so wird stets linear interpoliert.
Bemerkung 4.6.4 (Diskreter und kontinuierlicher adjungierter Zustand)
Da die Zustands- und adjungierten Gleichungen hier separat adaptiv gelöst werden,
stimmt der erhaltene adjungierte Zustand i.A. nicht exakt mit dem diskreten adjungier-
ten Zustand überein, vgl. Ulbrich [98], [103]. In Ziems und Ulbrich [103, Remark 3.7]
wird gezeigt, dass sich dieses Problem mittels Gitterverfeinerung anhand Fehlerschät-
zern der kontinuierlichen Größen in den Griﬀ bekommen lässt. Dabei werden die Gitter
der Zustände und der adjungierten Zustände zugleich verfeinert.
Die Konvergenz des diskretisierten gegen den kontinuierlichen adjungierten Zustand ist
in jedem Falle sicherzustellen, damit das korrekte Ergebnis erhalten wird, siehe auch
Hager [46] im Falle von OC-ODE.
Bei den numerischen Ergebnissen in Abschnitt 4.7 wird daher eine sehr feine Zeitdiskre-
tisierung gewählt, was möglich ist, da der Aufwand dank der schrittweisen Integration
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nur linear in den Zeitschritten anwächst. Die Zeitgitter der Zustände und der adjun-
gierten Zustände werden zugleich entsprechend genau verfeinert. Daher ist von einer
Konvergenz gegen die kontinuierlichen adjungierten Zustände auszugehen. Die Ergebnis-
se werden dies später bestätigen.
Bereits erste Tests mit dem adjungierten Solver liefern ein interessantes Ergebnis: Wir
erkennen zunächst numerisch und dann durch genaueren Blick auf die adjungierten Glei-
chungen, dass der adjungierte Wassergehalt in Kathode, Brennkammer und Mischkam-
mer identisch verschwindet:
χ˜H2O,c ≡ 0 , χ˜H2O,m ≡ 0 , χ˜H2O,b ≡ 0 . (4.35)
Bei näherem Hinsehen erkennt man die Ursache: χH2O,c ist an der Reduktionsreaktion
nicht beteiligt. Der identisch verschwindende adjungierte Zustand verrät uns, dass die
zugeordnete Zustandsgleichung sozusagen obsolet ist; sie wirkt sich nicht auf die Opti-
mierung aus. Es gibt eine algebraische Relation, mit welcher die Zustandsvariable χH2O,c
aus dem System eliminiert werden kann. Und in der Tat könnten wir das Modell an dieser
Stelle vereinfachen, indem wir die Tatsache nutzen, dass die Molenbrüche von N2 und
H2O in der Kathode, in Brenn- und Mischkammer stets in einem festen (zeitabhängigen)
Verhältnis stehen:
χH2O,c(z, t)
χN2,c(z, t)
=
χH2O,m(t)
χN2,m(t)
=
χH2O,b(t)
χN2,b(t)
= c(t) ∀z ∈ [0, 1] . (4.36)
Aufbauend auf einem adjungierten Solver können wir nun gestaﬀelte indirekte Verfahren
aufsetzen. Um die Eﬃzienz der Optimierungsverfahren untersuchen zu können, erproben
wir sie im nächsten Abschnitt zunächst an Testaufgaben und im Anschluss am gestellten
Anwendungsproblem. Doch wie konstruiert man Testaufgaben bei derartig komplexen
PDAE-Modellen?
4.6.3 Konstruktion von Testaufgaben
Zur fehlerfreien Programmierung benötigt man i.d.R. Testaufgaben, also Aufgabenstel-
lungen bei denen man das Ergebnis bereits kennt. Für akademische Beispiele lassen
sich diese oft analytisch erzeugen, siehe [96]. Hilfreiche Testbeispiele ﬁndet man z.B. für
elliptische Randsteuerungsprobleme mit Steuerungsbeschränkungen in [25], für linear-
elliptische, verteilte Steuerungsprobleme mit Zustandsbeschränkungen in [70] sowie [72].
Auch Parabolische Testbeispiele lassen sich so konstruieren, siehe z.B. [6], [83].
Bei Anwendungsproblemen kann man dagegen aufgrund der Komplexität keine analy-
tischen Testbeispiele mehr erwarten. Daher erzeugen wir uns im Folgenden strukturiert
numerische Testbeispiele. Beim vorliegenden KKT-System lassen sich numerische Test-
beispiele jedoch erst nach Einführung einer weiteren Modellierungsgröße konstruieren.
Um möglichst wenig zu verändern, führen wir daher eine Sollsteuerung ~ud = (udk)k=1,...,7
ein, d.h. wir ändern die Steuerungskosten in (4.8) zu
1
2
7∑
k=1
λk
tf∫
0
(uk(t)− udk(t))2 dt . (4.37)
Entsprechend ändert sich das KKT-System genau im jeweils ersten Summanden der ein-
zelnen Komponenten des Gradienten: Aus λk uk(t) wird entsprechend λk(uk(t)− udk(t)).
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Dank diesem weiteren Freiheitsgrad können wir sehr schnell Testbeispiele generieren mit
folgender Methodik:
1. Wähle die optimale Steuerung ~¯u beliebig (aber zulässig)
2. Berechne die optimalen Zustände aus den Zustandsgleichungen
3. Wähle den Sollzustand Ucell,soll20 beliebig und löse
die adjungierten Gleichungen
4. Wähle ein ~ud, so dass die Variationsungleichungen erfüllt sind
Die Wahl von ~ud in Schritt 4 ist auf inaktiven Bereichen vorgegeben, auf aktiven Be-
reichen hat man dagegen Wahlfreiheiten. Man beachte, dass sich mit den erzeugten
Testbeispielen Fehler im Zustandssolver oder im adjungierten Solver i.A. nicht erken-
nen lassen. Die Beispiele dienen hauptsächlich der Konvergenzanalyse der verschiedenen
Optimierungsverfahren.
Erproben wir nun die programmierten Verfahren an derartigen Testbeispielen.
4.7 Numerische Experimente
In diesem Abschnitt betrachten wir die Ergebnisse indirekter Verfahren anhand einiger
Beispiele. Im Zielfunktional J aus (4.8) wählen wir generell Z3 aus. Als Parameter seien
tf = 2000 sowie ein Lastwechsel gemäß
Icell =
{
0.4 , t < 0.1 ,
0.5 , t ≥ 0.1 ,
gewählt. Im Ort wird mit N = 41 Linien diskretisiert. Die Zeitgitter werden adaptiv
von ode15s erstellt gemäß Abschnitt 4.6.2 aus der Simulation zur Startschätzung der
Steuerungen mit folgenden Toleranzen rtol, atol21:
Zeitschritte in
rtol atol Bsp. 1 Bsp. 2 Bsp. 4
Zustände 3 6 244 272 343
Adjungierte Zustände 3 4 280 262 426
Zusammen22 522 532 767
Tabelle 4.1: Toleranzen und Anzahl Zeitschritte der adaptiven Zeitdiskretisierung.
Die erhaltenen Gitter des 1. Testbeispiels sind dargestellt in Abb. 4.8. Die Zustände
werden zu kleinen Zeiten sehr fein aufgelöst aufgrund der Änderungen der schnellen
Variablen nach der Anfangsbedingung und nach dem Lastwechsel. Zu den beiden Zeiten
t = 400 und t = 1200 knickt ud und Ucell,soll (siehe Abb. 4.9), weshalb auch hier feiner
aufgelöst wird.
20 Oder ϑsoll  je nach Zielfunktional.
21 Siehe Dokumentation von ode15s.
22 Anfangs- und Endzeit zählt nur einmal.
4.7. NUMERISCHE EXPERIMENTE 109
k
tk
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tk
Abbildung 4.8: Adaptives Zeitgitter 0 = t1 < · · · < tk < · · · < tf über Index k des 1.
Testbeispiels. Zustände links, adjungierte Zustände rechts.
4.7.1 Lösung von Testbeispielen
Wir lösen zuerst zwei Testbeispiele und anschließend zwei konkrete Fragestellungen des
Anwendungsproblems. Als Quasi-Newton-Verfahren das BFGS-Verfahren von fmincon
ausgewählt, welches man über den Aufruf des Innere-Punkte-Verfahrens ohne Gleichungs-
nebenbedingungen erhält. Box-Beschränkungen an die Steuerung lassen sich hier günstig
berücksichtigen.
1. Testbeispiel: Steuerung von va,in
Im ersten Beispiel wählen wir nur eine Steuerung ~u(t) = u1(t) = va,in(t) mit Kostenfaktor
λ1 = 0.5. Alle nicht verwendeten Steuerungen eines Beispiels werden generell aufgefüllt
mit konstanten Standardwerten aus folgender Tabelle:
u1 u2 u3 u4 u5 u6 u7
va,in ϑa,in χCH4,a,in χH2,a,in γa,in(t) · λair(t) ϑair Rback
4.4 3.0 0.28 0.05 3.3 1.5 0.3
Tabelle 4.2: Standardwerte der Steuerungen.
Anstelle von u5 wird hier eine konstante Luftzahl λair = 2.2 verwendet. Als Steue-
rungsbeschränkung wählen wir 3.2 ≤ va,in(t) ≤ 5.6 und starten mit der Startschätzung
va,in(t) ≡ 4.4.
Triﬀt man eine Auswahl von Steuerungen, so verändert sich von allen notwendigen Be-
dingungen lediglich der Gradient. Mit nur einer Steuerung va,in lautet er:23
f ′(~u(t)) = λ1(u1(t)− ud1(t)) + v˜a(0, t) +
λair
ϑa,in χO2,air
(
2χCH4,a,in + 0.5χH2,a,in
)
γ˜air(t)
23 Letzter Summand kommt aus der Gleichung von γair, da γa,in = va,in/ϑa,in bei Vorgabe der restli-
chen Inputs zu einem Auftreten von va,in führt.
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Um die verschiedenen Optimierungsverfahren zu testen, generieren wir uns nach vorigem
Abschnitt ein Testbeispiel. Wir entscheiden uns für
u¯1(t) =

3.2 , t ≤ 400 ,
3.2 + 2.4 · (t− 400)/800 , 400 < t < 1200 ,
5.6 , 1200 ≤ t ≤ 2000
und lösen dazu die Zustandsgleichungen. Dies generiert die optimalen Zustände, welche
der Optimierer zu Ende hin liefern soll. Die optimale Zellspannung nennen wir Ucell,opt(t).
Mit Ucell,soll(t) := Ucell,opt(t) + 1 können wir die adjungierten Gleichungen dazu lösen,
mit der Wahl ud(t) := u¯1(t) + v˜a(0, t)/λ1 ist schließlich auch die Variationsungleichung
erfüllt. Die erhaltene Sollzellspannung Ucell,soll(t) ﬁndet man in Abb. 4.9. Damit haben
wir ein OC-PDAE deﬁniert, dessen Lösung wir kennen. Untersucht wird nun, wie schnell
und wie genau die einzelnen Optimierungsverfahren diese Lösung ﬁnden.
Ucell,soll(t)
t
Abbildung 4.9: 1. Testbeispiel: Sollzustand Ucell,soll(t).
Wir starten das indirekte Quasi-Newton-Verfahren. fmincon konvergiert sehr schnell,
siehe Abbildung 4.10. Zu Beginn schaﬀt es einen guten Abstieg, zu Ende hin wird es
etwas langsamer.
Alternativ wechseln wir zu Ende des Verfahrens hin (nach 5 Schritten) auf eine Nachite-
ration mittels der Fixpunktiteration. Im Ggs. zu dem Quasi-Newton-Verfahren müssen
wir uns hier auf kein festes Steuerungsgitter festlegen: Die Diskretisierung der Steue-
rung lässt sich günstig in jedem Schritt an die adaptiven Gitter der Zustände und der
adjungierten Zustände anpassen, so dass die Genauigkeit gesteigert wird. Ein Wechsel
auf die Fixpunktiteration kombiniert mit der treﬀenderen Diskretisierung der Steuerung
erspart hier einige Funktionsauswertungen. Beim vorliegenden Beispiel konvergiert die
Fixpunktiteration, auch wenn man sie von Beginn an startet.
Die schrittweise Konvergenz der Steuerung zur bekannten optimalen Steuerung sieht man
in Abbildung 4.11.
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First-order Norm of
Iter F-count f(x) optimality step
0 1 7.88e+03 5.0e-01
1 2 7.31e+03 2.4e-01 1.1e+01
2 3 6.98e+03 8.0e-02 8.8e+00
3 4 6.86e+03 2.4e-02 3.2e+00
4 5 6.79e+03 6.4e-03 1.9e+00
5 6 6.76e+03 2.3e-03 9.5e-01
6 7 6.75e+03 1.2e-03 3.3e-01
7 8 6.74e+03 1.3e-03 3.9e-01
8 9 6.74e+03 6.2e-04 1.4e-01
9 10 6.74e+03 8.7e-04 2.3e-02
10 12 6.74e+03 5.2e-04 3.3e-03
11 29 6.73e+03 2.2e-04 6.3e-06
Wechsel nach 5 Schritten auf die Fixpunktiteration:
5 6 6.76e+03 2.3e-03 9.5e-01
6 7 6.73e+03 FP
7 8 6.73e+03 FP
Abbildung 4.10: 1. Testbeispiel: Ausgabe des Quasi-Newton-Verfahrens. Der optimale
Wert liegt bei 6.73e+03. Iter: Iterationszähler, F-count: Anzahl Funktionsauswertun-
gen der Unterfunktion aus Abb. 4.6, f(x): Wert des Zielfunktionals. Unten: Wechsel
nach 5 Schritten auf die Fixpunktiteration.
t
t
t
t
Abbildung 4.11: 1. Testbeispiel: Steuerung va,in(t) und optimale Steuerung (blau, ge-
punktet) in Schritten 0, 2, 5 des Quasi-Newton-Verfahrens, gefolgt vom 1. Schritt der
Fixpunktiteration.
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2. Testbeispiel: Steuerung von ϑair
Im zweiten Beispiel wählen wir als Steuerung ϑair(t) mit Steuerungsbeschränkung 1 ≤
ϑair(t) ≤ 2, Kostenfaktor λ6 = 0.5 und Startschätzung ϑair(t) = 1.5. Alle anderen
Steuerungen werden erneut konstant nach obiger Tabelle vorgegeben. Der Gradient lautet
f ′(~u(t)) = λ6(u6(t)− ud6(t)) +
γair(t)
γb(t)
ϑ˜b(t) .
Das Testbeispiel wird erzeugt mit u¯(t) = P[1,2] {1.5 + 0.8 · sin(t · pi/500)}. Weiterhin ist
Ucell,soll(t) = Ucell,opt(t) + 10 und ud6(t) = u¯(t) +
γair(t)
λ6 γb(t)
ϑ˜b(t).
Nun werden die einzelnen Optimierungsverfahren an diesem Beispiel getestet. Die Lauf-
zeiten einer Funktionsauswertung und eines Schrittes des jeweiligen Optimierungsverfah-
rens ﬁndet man in folgender Tabelle:
Laufzeit je Schritt in sec
Funktionsauswertung 10 (mit Gradient)
Indirektes Quasi-Newton-Verfahren 20 (bei nur 1 Funktionsauswertung)
Fixpunktiteration 25
Direktes Quasi-Newton-Verfahren 6171
Tabelle 4.3: 2. Testbeispiel: Laufzeiten der einzelnen Optimierungsverfahren bei 41 Linien
und 532 Zeitschritten.
In Abb. 4.12 ﬁndet man die Ergebnisse verschiedener Verfahren anhand der Ausgabe von
fmincon. Zunächst wird das indirekte Quasi-Newton-Verfahren aus Abschnitt 4.6 gestar-
tet. Nach 5 Schritten werden zwei Fälle verglichen: Zuerst sieht man den Wechsel auf
das direkte Verfahren (also das exakt gleiche Quasi-Newton-Verfahren, nur mit nume-
rischer Diﬀerentiation statt Übergabe des Gradienten). Es schaﬀt nur einen minimalen
Abstieg bei extremen Laufzeiten: Aufgrund der hohen Diskretisierung der Steuerung
(532 Steuerpunkte) braucht das direkte Verfahren mit numerischer Diﬀerentiation eine
entsprechend hohe Anzahl an Funktionsauswertungen je Optimierungsschritt. Da jede
Funktionsauswertung die Lösung des nichtlinearen PDAE-Systems der Zustandsgleichun-
gen einschließt, erklärt sich die extreme Laufzeit des direkten Verfahrens: Es braucht 15
Stunden für die abgebildeten 8 Schritte, verglichen mit 3 Minuten, welche das indirekte
Verfahren für die ersten 8 Schritte benötigt.
Als zweiter Fall wird nach den 5 Schritten des Quasi-Newton-Verfahrens auf die Fix-
punktiteration gewechselt, welche schnell zum Ziel kommt. Die Anzahl der Funktions-
auswertungen spiegelt die Laufzeit wieder: Je Funktionsauswertung sind beim indirekten
Verfahren im Schnitt 18 sec, beim direkten 10 sec Rechenzeit nötig. Der restliche Auf-
wand eines Optimierungsschrittes ist vernachlässigbar, siehe Tab. 4.3.
Verwendet man das direkte Verfahren von Beginn an, so stagniert es nach einem ersten
guten Abstieg, siehe Abb. 4.13. Die Rechenzeit ist enorm, da die Diskretisierung der
Steuerung einfach zu fein ist. Man sollte für direkte Verfahren bei komplexen Anwen-
dungsproblemen entweder angepasste Diskretisierungen verwenden (siehe Abschnitt 4.5)
oder ausgefeiltere Methoden verwenden (siehe Abschnitt 4.7.3).
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1.) Indir. Quasi-Newton-Verfahren:
Iter F-count f(x)
0 1 1.5377e+04
1 2 1.4659e+04
2 3 1.4575e+04
3 4 1.4413e+04
4 5 1.4301e+04
5 6 1.4284e+04
6 7 1.4279e+04
7 8 1.4279e+04
8 9 1.4279e+04
9 10 1.4277e+04
10 12 1.4277e+04
11 13 1.4276e+04
12 16 1.4276e+04
13 21 1.4276e+04
14 26 1.4276e+04
15 27 1.4276e+04
2.) Wechsel nach 5 Schritten auf
a) direktes Verfahren:
Iter F-count f(x)
0 533 1.4284e+04
1 1072 1.4284e+04
2 1612 1.4284e+04
3 2156 1.4284e+04
4 2697 1.4284e+04
5 3251 1.4284e+04
6 3784 1.4284e+04
7 4317 1.4284e+04
8 4855 1.4283e+04
b) Fixpunktiteration:
Iter F-count f(x)
0 0 1.4284e+04
1 1 1.4278e+04
2 2 1.4276e+04
Abbildung 4.12: 2. Testbeispiel: Durchlauf des indirekten Quasi-Newton-Verfahrens
(links). Nach 5 Schritten wird alternativ auf zwei andere Verfahren gewechselt (rechts).
Iter: Iterationszähler, F-count: Anzahl Funktionsauswertungen der Unterfunktion aus
Abb. 4.6, f(x): Wert des Zielfunktionals. Der optimale Wert liegt bei 1.4276e+04.
Iter F-count f(x)
0 533 1.5377e+04
2 1599 1.4609e+04
4 2682 1.4608e+04
6 3771 1.4607e+04
Abbildung 4.13: 2. Testbeispiel: Durchlauf des direkten Verfahrens (jeder zweite Schritt).
Der optimale Wert liegt bei 1.4276e+04.
Das Quasi-Newton-Verfahren erreicht sowohl mit, als auch ohne den Wechsel auf die
Fixpunktiteration das theoretische Optimum. Beide Varianten liefern die gleiche Kurve
Ucell,opt(t) in Abb. 4.14: Ausgehend von einer weit entfernten Startschätzung erreichen die
Optimierer die gewünschte Zellspannung Ucell,soll(t) sehr gut. Eine weitere Annäherung
steigert das Zielfunktional aufgrund zu stark anwachsender Steuerungskosten.
Zwei der optimalen Zustände ﬁndet man in Abb. 4.15. Zu Beginn erkennt man bei χa,CH4
den starken Einﬂuss des Lastwechsels. Danach kommt es wie erwartet zu periodischen
Schwankungen. ϑa ist robuster gegenüber dem Lastwechsel. In z = 0 zeigt es ausnahms-
weise starke Gradienten in Ortsrichtung, was genauer aufgelöst ist in [90, Fig. 6].
In Graﬁk 4.16 sind zwei ausgewählte adjungierte Zustände abgebildet. Man erkennt um
die Anfangsbedingung tf = 2000 große Gradienten in Zeitrichtung. Hier wählt der ad-
aptive Solver daher viele, kurze Zeitschritte. Damit zeigen adjungierte Zustände ein ver-
gleichbares Übergangsverhalten wie die Zustände, deren Verhalten ausführlich in [90]
beschrieben ist: Bei nicht-stationären Anfangsbedingungen  sowie beim Lastwechsel 
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Ucell,soll
Ucell,opt
Ucell,0
t
Abbildung 4.14: 2. Testbeispiel: Sollzustand Ucell,soll(t), optimaler Zustand Ucell,opt(t)
und Startschätzung Ucell,0(t).
t t
χa,CH4 ϑa
z z
Abbildung 4.15: 2. Testbeispiel: Optimale Zustände χa,CH4(z, t) und ϑa(z, t). (Nur jeder
dritte Zeitschritt ist zur Zeichnung verwendet worden.)
t z
χ˜a,CH4
χ˜a,CO
z
t
Abbildung 4.16: 2. Testbeispiel: Adjungierte Zustände χ˜a,CH4 und χ˜a,CO nach Schritt 5
des Quasi-Newton-Verfahrens. (Nur jeder dritte Zeitschritt ist zur Zeichnung verwendet
worden.)
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führen die unterschiedlichen Zeitskalen des Systems zu großen zeitlichen Änderungen oder
gar zu Überschwingern. Der prinzipielle Unterschied liegt jedoch in der Tatsache, dass
die adjungierten Gleichungen rückwärts in der Zeit gerichtet sind. Daher sind optimal
gewählte Gitter von Zuständen und adjungierten Zuständen fundamental verschieden.
Aus diesem Grund hatten wir hier zwei individuell angepasste Gitter vereinigt, um alle
Variablen des KKT-Systems gut aufzulösen.
Die Konvergenz der Steuerung zur optimalen Steuerung ﬁndet man in Abb. 4.17.
Abbildung 4.17: 2. Testbeispiel: Steuerung ϑair(t) und optimale Steuerung (blau, gepunk-
tet) in Schritten 0, 2, 5 des indirekten Quasi-Newton-Verfahrens, gefolgt vom 1. Schritt
der Fixpunktiteration.
4.7.2 Lösung des Anwendungsproblems
Nachdem wir die Optimierungsverfahren und deren Konvergenzeigenschaften an zwei
Testbeispielen untersucht haben, können wir uns an das Anwendungsproblem wagen.
3. Beispiel: Tracking unter verschiedenen Steuerungskosten
Wir greifen voriges Testbeispiel auf und ändern lediglich ud = 0 sowie die Steuerungsko-
sten. Zunächst wählen wir einen sehr geringen Kostenfaktor λ6 = 5·10−5 und untersuchen
als zweite Variante λ6 = 5 · 10−2. Das indirekte Quasi-Newton-Verfahren konvergiert je-
weils sehr schnell, siehe exemplarisch den ersten Fall in Abb. 4.18. Die Sollzellspannung
wird dank der geringen Steuerungskosten sehr gut erreicht, siehe Abb. 4.19. Obwohl die-
ses Diagramm sehr an das entsprechende Diagramm des 2. Testbeispiels erinnert, sollte
man sich vor Augen halten, dass es diesmal nur aufgrund der geringen Steuerungskosten
entsteht. Im 2. Testbeispiel konnte ebenso aufwändig gesteuert werden, dort allerdings
aufgrund der günstig gelegenen Sollsteuerung ud.
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First-order Norm of
Iter F-count f(x) optimality step
0 1 1.023003e+03 1.5e-01
1 2 6.792458e+02 7.5e-02 1.5e+00
2 3 1.338197e+02 9.4e-02 4.4e+00
3 4 6.127869e+01 6.4e-02 1.4e+00
4 5 1.888273e+01 4.5e-02 1.3e+00
5 6 6.433656e+00 4.8e-02 9.7e-01
6 8 6.133361e+00 3.3e-02 3.9e-01
7 20 6.133453e+00 7.5e-03 2.7e-02
8 30 6.131543e+00 7.4e-03 8.5e-04
9 54 6.131526e+00 7.5e-03 1.1e-08
10 57 6.131521e+00 7.5e-03 1.3e-08
Abbildung 4.18: 3. Beispiel: Indirektes Quasi-Newton-Verfahren zu λ6 = 5 · 10−5.
Ucell,soll
U1cell,opt
U2cell,opt
t
Abbildung 4.19: 3. Beispiel: Sollzustand Ucell,soll(t) und optimaler Zustand U1cell,opt(t) bei
λ6 = 5 · 10−5 bzw. U2cell,opt(t) bei λ6 = 5 · 10−2 nach jeweils 6 Schritten des indirekten
Quasi-Newton-Verfahrens.
Erhöht man den Kostenfaktor auf λ6 = 5 · 10−2, so konvergiert das indirekte Quasi-
Newton-Verfahren ähnlich schnell, bei einem entsprechend anderen Ergebnis: Aufgrund
der höheren Steuerungskosten lässt sich die Sollzellspannung in Abb. 4.19 nicht so genau
erreichen.
4. Beispiel: Der schnelle Lastwechsel
Als letztes Experiment soll der schnelle Lastwechsel gelöst werden. Dazu wird der Soll-
zustand deﬁniert nach [90] zu
Ucell,soll :=
{
Ucell, 0.4 , t < 0.1 ,
Ucell, 0.5 , t ≥ 0.1 .
(4.38)
Dabei ist die rechte Seite jeweils die stationäre Zellspannung, welche sich nach langer
Zeit zu Icell = 0.4 bzw. Icell = 0.5 und Standardwerten der Steuerung aus Tabelle 4.2
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einstellt. Erneut werden obige zwei Steuerungskosten im Vergleich untersucht. Die rest-
lichen Parameter übernehmen wir aus dem 2. Testbeispiel.
Das Quasi-Newton-Verfahren konvergiert hier langsamer. Nach 50 Schritten liefert es die
Zellspannungen in Abb. 4.20. Wir sehen, dass bei minimalen Steuerungskosten der Last-
wechsel trotz Steuerungsbeschränkungen rasant und exakt abgeschlossen werden kann.
Dabei wird der Brennstoﬀzellenstapel allein anhand der Temperatur des Luftstroms ge-
steuert, welcher in die Brennkammer eingespeist wird.
Ucell,soll
U1cell,opt
U2cell,opt t
Abbildung 4.20: 4. Beispiel: Sollzustand Ucell,soll(t) und optimaler Zustand U1cell,opt(t)
bei λ6 = 5 · 10−5 bzw. U2cell,opt(t) bei λ6 = 5 · 10−2 nach 50 Schritten des indirekten
Quasi-Newton-Verfahrens.
Bei derart niedrigen Steuerungskosten wie λ6 = 5 ·10−5 divergiert die Fixpunktiteration.
Eine kleine Norm des Gradienten führt aufgrund der Division durch λ6 oﬀensichtlich
bereits zu einer großen Diﬀerenz der nächsten Steuerung zur optimalen Steuerung.
First-order Norm of
Iter F-count f(x) optimality step
0 1 3.137e+01 5.2e-02
5 6 7.001e+00 1.2e-02 3.6e-01
10 13 6.343e+00 1.1e-02 1.2e-01
15 20 5.861e+00 5.8e-03 1.0e-01
20 27 5.687e+00 2.3e-03 2.9e-02
25 34 5.653e+00 1.2e-03 1.8e-02
30 42 5.488e+00 2.6e-03 1.4e-01
35 47 5.428e+00 1.2e-03 7.3e-03
40 56 5.383e+00 1.5e-03 2.4e-02
45 77 5.374e+00 3.9e-04 4.1e-03
50 129 5.372e+00 3.2e-04 1.8e-10
Abbildung 4.21: 4. Beispiel: Ausgabe des indirekten Quasi-Newton-Verfahrens zu λ6 =
5 · 10−5.
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4.7.3 Vergleich und Weiterentwicklung durch AD
Im folgenden werden die verschiedenen Verfahren der Optimalen Steuerung verglichen
und Weiterentwicklungen werden vorgeschlagen.
Vergleich von direkten und indirekten Verfahren
Die Kombination eines gestaﬀelten indirekten Verfahrens mit der auf die Steuerung re-
duzierten Formulierung und einer schrittweisen Integration in der Zeit zeigt sich als sehr
eﬃzient. Innerhalb von wenigen Minuten lässt sich das komplexe Anwendungsproblem
mit hoher Genauigkeit optimal steuern. Die indirekten Methoden konvergieren schnell
und zuverlässig. Sie erlauben eine wesentlich feinere Auﬂösung der Steuerungen, da die
Anzahl der Funktionsauswertungen je Optimierungsschritt im Vergleich zu den direk-
ten Verfahren nicht von der Anzahl der Steuerpunkte abhängt. Der Gradient ist beim
indirekten Verfahren glatter, so dass weniger numerische Artefakte zu beobachten sind.
Allerdings stellt die Herleitung der notwendigen Bedingungen bei komplexen gekoppel-
ten Systemen den Anwender vor eine große Herausforderung.
Direkte Verfahren mit numerischer Diﬀerentiation können in Genauigkeit und Rechen-
aufwand nicht mit indirekten Verfahren konkurrieren. Der Aufwand steigt stark mit
der Anzahl der Freiheitsgrade. Sehr feine Steuergitter, verteilte Steuerungen oder die
volle Formulierung (das Verwenden von Zuständen und Steuerungen als Optimierungs-
variablen) erzeugen viele Freiheitsgrade und bereiten entsprechend Probleme. Man sollte
die direkten Verfahren für solche Probleme kombinieren mit Methoden der instantanen
Steuerung, der modellprädiktiven Regelung, der Modellreduktion oder der automatischen
Diﬀerentiation.
Vorteil der direkten Verfahren ist ihre Anwenderfreundlichkeit: Der Anwender hat die
Zustandsgleichungen und das Zielfunktional passend zu diskretisieren. Die aufwändige
Herleitung der Optimalitätsbedingungen und deren Lösung entfällt dagegen.
Weiterentwicklung durch AD-Tools
Ziel ist es, die Vorteile beider Verfahren zu kombinieren. Ein Schlüssel hierfür ist die Auto-
matische Diﬀerentiation24 (AD), welche sich innerhalb direkter und indirekter Verfahren
nutzen lässt. So steigert AD bei direkten Verfahren die Genauigkeit und reduziert den
Rechenaufwand: Analytische Ableitungen sind bekanntlich nicht von der Auslöschung
betroﬀen und erreichen daher eine hohe Genauigkeit. Zudem steigt der Rechenaufwand
nicht in der Form, da AD-Tools mittlerweile das Ziel des linearen gestiegenen Aufwandes
erreichen, d.h. der Aufwand den Gradienten zu berechnen soll nur das c-fache des Auf-
wandes der Funktionsauswertung sein  mit einem kleinen, vom Problem unabhängigen c.
Besonders eﬃzient lässt sich AD bei der Verwendung fester Gitter einbauen. Das Rocket-
car in Kap. 3.5.2 zeigt, dass man mit direkten Verfahren und AD dann beeindruckende
Ergebnisse bei geringem Implementationsaufwand erzielen kann. Dank der Verwendung
eines festen Gitters und einer vollen Diskretisierung lassen sich sogar Zustandsbeschrän-
kungen berücksichtigen.
24 Literatur und Tools ﬁndet man unter www.autodiff.org.
4.7. NUMERISCHE EXPERIMENTE 119
Das Integrieren von AD-Tools in direkte Methoden, welche auf der reduzierten For-
mulierung basieren, benötigt dagegen eine genauere Betrachtung durch den Anwender:
AD-Tools lassen sich hier meist nicht auf das komplette Programmpaket anwenden, son-
dern eﬃzient nur auf ausgewählte Subsysteme. Konstrukte wie Gittergeneratoren oder
Adaptivitätsroutinen stellen z.B. besondere Herausforderungen dar [17]. So lässt sich
insbesondere das reduzierte Zielfunktional der MCFC aufgrund der adaptiven Zeitdis-
kretisierung als Ganzes nicht mehr automatisch ableiten. Andere Konstrukte wie in-
direkte Löser linearer Gleichungssysteme sollte man nicht diﬀerenzieren, sondern sich
sogenannter hierarchischer Ansätze bedienen (siehe z.B. [82, S. 1053] und dort genannte
Referenzen). Dabei stellt man ein abgeleitetes Gleichungssystem auf und löst dieses bei
Aufruf des Gradienten mit dem vorhandenen indirekten Löser. Einige AD-Tools setzen
dies automatisch um.
Die passende Anwendung von AD auf einen großen Code im Bereich der Shapeoptimie-
rung in der Aerodynamik ﬁndet man bei Gauger, Walther et al. [40].
Für die reduzierte Formulierung bei adaptiven Gittern sollte man auch die Kombina-
tion von indirekten Methoden mit AD in Erwägung ziehen. Für das MCFC-Problem
bedeutet dies, dass man die Diﬀerentialoperatoren der adjungierten Gleichungen herlei-
tet, den Hauptaufwand der rechten Seiten aber per AD berechnen lässt. AD trägt hier
zu Eﬃzienz und geringerer Fehleranfälligkeit. Zu Problemen mit der Diﬀerentiation der
Adaptivitätsroutine kann es hier nicht kommen, da die adaptive Diskretisierung erst nach
Anwenden des AD-Tools vorgenommen wird.
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4.8 Zusammenfassung
Die Modellierung von Brennstoﬀzellen mit Diﬀerentialgleichungen liefert meist komplexe
PDAE-Modelle. Der optimale Betrieb von Brennstoﬀzellenanlagen stellt daher ein Mu-
sterbeispiel eines komplexen OC-PDAE dar.
Ein konkretes PDAE-Modell einer Hochtemperatur-Brennstoﬀzelle vom Typ MCFC ver-
eint DAE, nichtlineare hyperbolische Advektions-Reaktionsgleichungen, parabolische Dif-
fusions-Reaktionsgleichungen und integrale Kopplungen aufgrund elektrischer Felder.
Zusätzlich besitzt das Problem multiple Zeitskalen. Aufgrund der detaillierten Model-
lierung der chemischen Reaktionen weist das PDAE-System eine starke Kopplung über
lange, nichtlineare Quellterme auf. Aus dem technischen Hintergrund heraus wird ein
OC-PDAE mit 7 rein zeitabhängigen Steuerungen und Steuerungsbeschränkungen for-
muliert.
Aufgrund der hohen Komplexität des PDAE-Modells lassen sich die notwendigen Bedin-
gungen nur mit der formalen Lagrange-Technik aufstellen. Die vielseitigen und nichtli-
nearen Kopplungen erzeugen jedoch eine Vielzahl von Summanden in den adjungierten
Gleichungen. Zusammen mit der hohen Zahl von 67 verschiedenen dualen Variablen stellt
aber auch die formale Lagrange-Technik bereits eine sehr aufwändige Angelegenheit dar.
Bei derart komplexen Problemen sollte man daher als Alternative den Einsatz von Au-
tomatischer Diﬀerentiation in Erwägung ziehen.
Die notwendigen Bedingungen bestehen aus dem PDAE-Modell der Brennstoﬀzelle, ei-
nem ebenso großen PDAE-Modell von adjungierten Gleichungen, sowie 7 Variationsun-
gleichungen für die Steuerungen, welche verzwickt sind, da die Steuerungen nichtlinear
in die Zustandsgleichungen eingehen.
Zur Lösung wird ein großes Software-Paket unter Matlab entwickelt. Die Zustandsglei-
chungen werden mit der Linienmethode unter speziell auf die hyperbolischen Erhaltungs-
gleichungen angepasster ﬁniter Diﬀerenzen diskretisiert. Anschließend werden etablierte
adaptive und implizite DAE-Methoden eingesetzt, um die verschiedenen Zeitskalen des
Modells treﬀend aufzulösen. Die Zustandsgleichungen können damit sehr schnell und
sehr genau gelöst werden.
Da die notwendigen Bedingungen aufgrund der Komplexität nicht mit einer vollen Dis-
kretisierung gelöst werden können, werden gestaﬀelte Verfahren entwickelt, bei welchen
die beiden PDAE-Systeme zwar häuﬁg, aber stets unabhängig voneinander gelöst werden
müssen. Die adjungierten Gleichungen werden dabei analog zu den Zustandsgleichugnen
mit der Linienmethode und einer adaptiven, impliziten DAE-Methode gelöst. Als Op-
timierungsverfahren setzen sich etablierte Quasi-Newton-Verfahren mit BFGS-Update
durch.
Die Optimierungsverfahren werden verglichen anhand numerischer Testbeispiele. Meh-
rere Studien belegen die Eﬃzienz der entwickelten Methoden. Die indirekten Quasi-
Newton-Verfahren zeigen dabei einen großen Konvergenzbereich. Dank gestaﬀelter Ver-
fahren und schrittweiser Integration ist jede Funktions- und Gradientenauswertung sehr
schnell berechnet. Da das etablierte Quasi-Newton-Verfahren zudem nur wenige Funkti-
onsauswertungen und nur wenige Schritte zur Konvergenz benötigt, liegen die Ergebnisse
auch bei feinen Diskretisierungen in wenigen Minuten vor. Darauf aufbauend lässt sich
zuletzt das Anwendungsproblem in geringer Laufzeit und hoher Genauigkeit lösen.
Kapitel 5
Schluss
Diese Arbeit liefert Beiträge zur Optimalen Steuerung partiell-diﬀerential algebraischer
Gleichungen. Insbesondere werden Zustandsbeschränkungen bei der Optimalen Steue-
rung gewöhnlicher und partieller Diﬀerentialgleichungen sowie gekoppelter Systeme un-
tersucht. Die verschiedenen Konzepte dieser Gebiete werden verglichen, übertragen und
eingeordnet.
Zentrale Ergebnisse sind die Übertragung der notwendigen Bedingungen nach Bryson,
Denham und Dreyfus auf elliptische Optimalsteuerungsprobleme mit punktweisen Zu-
standsbeschränkungen, die Übertragung von Sprungbedingungen und Maßdarstellungen
auf ein ODE-PDE beschränktes Optimalsteuerungsproblem mit Zustandsbeschränkun-
gen bei niederdimensionalen aktiven Mengen, sowie die Entwicklung eﬃzienter numeri-
scher Methoden für komplexe Anwendungsprobleme.
Die Beiträge dieser Arbeit gliedern sich in vier Kapitel, deren Aspekte jeweils zusam-
mengefasst werden:
Zunächst werden die Grundlagen aus OC-ODE wiederholt. Die notwendigen Bedingun-
gen von Optimalsteuerungsproblemen mit gewöhnlichen Diﬀerentialgleichungen unter
(punktweisen) Zustandsbeschränkungen werden im Falle verteilter aktiver Mengen zu
diﬀerential algebraischen Gleichungen (DAE), da die Zustandsbeschränkung auf der
aktiven Menge eine Gleichung darstellt. Zur numerischen Lösung transformiert man
die notwendigen Bedingungen in ein Mehrpunkt-Randwertproblem und löst dieses mit
der Mehrzielmethode oder dem Kollokationsverfahren. Es gibt zwei etablierte Syste-
me notwendiger Bedingungen, die direkte Ankopplung nach Jacobson, Lele und Spey-
er (JLS-Ansatz) sowie die indirekte Ankopplung nach Bryson, Denham und Dreyfus
(BDD-Ansatz). Numerische Methoden bauen meist auf dem BDD-Ansatz auf, da das
Mehrpunkt-Randwertproblem hier eine DAE von deutlich geringerem Index (i.d.R. Dif-
ferentiationsindex 1) ist. Bei Standard-Problemen lassen sich beim BDD-Ansatz sogar
alle algebraischen Gleichungen beseitigen, so dass ein Mehrpunkt-Randwertproblem bei
gewöhnlichen Diﬀerentialgleichungen entsteht. Das Mehrpunkt-Randwertproblem nach
dem JLS-Ansatz weist dagegen einen derart hohen Index auf, dass es numerisch nicht
sinnvoll gelöst werden kann.
Über die formale Lagrange-Technik und eine Analyse des Lagrange-Multiplikators der
Zustandsbeschränkung lassen sich unter einer Strukturannahme an die aktive Menge die
Zusammenhänge zwischen dem Borel-Maß und den Sprungbedingungen herausarbeiten.
Optimalsteuerungsprobleme partieller Diﬀerentialgleichungen unter Zustandsbeschrän-
kungen und verteilten aktiven Mengen führen analog zu Systemen partiell-diﬀerential
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algebraischer Gleichungen. Im Hinblick auf ihre Vorteile bei gewöhnlichen Diﬀerential-
gleichungen werden BDD-Ansätze erstmalig auf elliptische partielle Diﬀerentialgleichun-
gen übertragen. Die Zustandsbeschränkung wird hierzu auf der aktiven Menge äquivalent
in ein Randwertproblem transformiert. Bei der konsequenten Aufteilung der gesamten
Problemstellung auf die aktive und die inaktive Menge erhält man zusätzliche Nahtbe-
dingungen an die Zustände. Unter Sicherstellung der Zowe-Kurcyusz-Bedingung lassen
sich die neuen notwendigen Bedingungen mit einer aufgeteilten Lagrange-Technik herlei-
ten. Die beteiligten Lagrange-Multiplikatoren weisen höhere Regularitäten auf verglichen
mit den klassischen notwendigen Bedingungen.
Als Verallgemeinerung des Mehrpunkt-Randwertproblems erhält man aus den neuen
notwendigen Bedingungen ein Randwertproblem auf verschiedenen Gebieten mit Über-
gangsbedingungen. Das Interface zwischen den verschiedenen Gebieten stellt eine Op-
timierungsvariable dar, welche den Schaltzeiten des Mehrpunkt-Randwertproblems im
Falle gewöhnlicher Diﬀerentialgleichungen entspricht. Eine notwendige Bedingung am
Interface wird daher mit Techniken der Shapeoptimierung hergeleitet.
Zeitabhängige Anwendungsprobleme stellen uns häuﬁg vor Optimalsteuerungsprobleme
mit gekoppelten Systemen aus gewöhnlichen und partiellen Diﬀerentialgleichungen unter
Zustandsbeschränkungen. Da sich im Ort verteilte Steuerungen selten in die Realität um-
setzen lassen, enthalten viele Modelle nur endlich viele zeitveränderliche Steuersignale,
welche optimal zu gestalten sind. Als Beispiel denke man an die Steuerung von Posi-
tionen, Geschwindigkeiten, Beschleunigungen, Amplituden, Stromstärken, Spannungen
oder von Winkeln. Hier sind i.d.R. Methoden für niederdimensionale aktive Mengen zu
entwickeln. Exemplarisch untersuchen wir ein derartiges Prototyp-Problem eines ODE-
PDE beschränkten Optimalsteuerungsproblems mit punktweisen Zustandsbeschränkun-
gen und freier Endzeit, das sogenannte Rocketcar-Problem.
In einer Reihe theoretischer Untersuchungen werden Sprungbedingungen aus der Op-
timalen Steuerung gewöhnlicher Diﬀerentialgleichungen auf das ODE-PDE beschränk-
te Optimalsteuerungsproblem übertragen. Der Lagrange-Multiplikator der Zustandsbe-
schränkung kann erstmals für niederdimensionale aktive Mengen vollständig angegeben
werden. Dies ermöglicht im Prototyp-Beispiel weitgehende Regularitätsaussagen und eine
Formulierung der notwendigen Bedingungen als Mehrpunkt-Anfangsrandwertproblem.
Direkte und indirekte numerischen Methoden werden entwickelt und diskutiert. Ergeb-
nisse aus direkten Verfahren belegen die theoretischen Resultate.
Komplexe Anwendungsprobleme stellen für die theoretische und numerische Analyse
große Herausforderungen dar. Bei der Untersuchung eines PDAE-Modells einer Brenn-
stoﬀzellen-Anlage triﬀt man auf ein System aus ODE, parabolischen und hyperbolischen
PDE, DAE sowie integralen und nicht-lokalen Kopplungstermen und multiplen Zeitska-
len. Das zugehörige Optimalsteuerungsproblem sucht nach 7 rein zeitabhängigen Steue-
rungen unter technisch bedingten Box-Beschränkungen.
Zur Lösung dieses Problems werden direkte und indirekte Methoden entwickelt. Das Auf-
stellen der notwendigen Bedingungen erweist sich dank der Vielzahl von 67 verschiede-
nen Lagrange-Multiplikatoren und der verzweigten Kopplungsstruktur als äußerst diﬃzil.
Die erhalten notwendigen Bedingungen lassen sich jedoch zu sehr eﬃzienten Optimie-
rungsmethoden nutzen. Dank gestaﬀelter Verfahren und der schrittweisen Integration der
Teilsysteme erreicht man sehr geringe Laufzeiten je Optimierungsschritt. Die schrittweise
Integration erlaubt zudem eine sehr feine, adaptive Zeitdiskretisierung, wodurch die ver-
schiedenen Zeitskalen auf einem langen Zeithorizont sehr genau aufgelöst werden können.
Die darauf aufgesetzten adjungierten-basierten Quasi-Newton-Verfahrens erlauben daher
in numerischen Studien eine schnelle und genaue Steuerung des Brennstoﬀzellen-Modells.
Anhang A
Zustandsgleichungen der MCFC
A.1 Gaskanäle und Solid
∂χk,a
∂t
+ γa ϑa
∂χk,a
∂z
= fχk,a := ϑa
∑
j=ox1,2,ref1,2
(νk,j − χk,a ν¯j)Daj rj , k ∈ I ,
∂χk,c
∂t
− γc ϑc ∂χk,c
∂z
= fχk,c := ϑc (νk,red − χk,c ν¯red)Dared rred , k ∈ I ,
∂ϑa
∂t
+ γa ϑa
∂ϑa
∂z
= fϑa :=
ϑa
cp
 ∑
j=ref1,2
−∆Rhj Daj rj +
∑
j=ox1,2
ν¯+j Daj rj (ϑs − ϑa) cp + qas
,
∂ϑc
∂t
− γc ϑc ∂ϑc
∂z
= fϑkc := ϑc ν¯
−
redDared rred (ϑs − ϑc)︸ ︷︷ ︸
=0
+
ϑc qcs
cp
,
∂(γa ϑa)
∂z
= fγaϑa :=
∑
j=ref1,2
−∆Rhj Daj rj/cp +
∑
j=ox1,2
ν¯+j Daj rj (ϑs − ϑa) ,
+
qas
cp
+ ϑa
∑
j=ox1,2,ref1,2
ν¯j Daj rj ,
−∂(γc ϑc)
∂z
= fγcϑc := ϑc ν¯redDared rred + ν¯
−
redDared rred (ϑs − ϑc)︸ ︷︷ ︸
=0
+
qcs
cp
,
cp,s
∂ϑs
∂t
= fϑs :=
1
Pe
∂2ϑs
∂z2
+ qsolid − qas − qcs
+
(
−(ϑc − ϑs) ν¯+redDared rred −
∑
j=ox1,2
(ϑa − ϑs) ν¯−j Daj rj
)
cp .
A.2 Stromdichten und Potentiale
ia = f
ia := F
∑
j=ox1,ox2
nj Daj rj ,
ic = f
ic := −F nredDared rred ,
ie = f
ie := (ΦLa − ΦLc )κe ,
Ia(t) =
∫ 1
0
ia dz , Ic(t) =
∫ 1
0
ic dz , Ie(t) =
∫ 1
0
ie dz ,
i = f i :=
(
c−1a + c
−1
e + c
−1
c
)−1( ia − Ia
ca
+
ie − Ie
ce
+
ic − Ic
cc
)
+ Icell ,
dUcell
dt
= fUcell :=
Ia − Icell
ca
+
Ie − Icell
ce
+
Ic − Icell
cc
,
∂ΦLa
∂t
= fΦ
L
a :=
ia − i
ca
,
∂ΦLc
∂t
= fΦ
L
c :=
ia − i
ca
+
ie − i
ce
.
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A.3 Reaktionsraten und Ausdrücke
qas = Stas (ϑs − ϑa) ,
qcs = Stcs (ϑs − ϑc) ,
qsolid = (Φ
L
a − ΦLc ) ie/F +
∑
j=ox1,2
[−∆Rhj − nj ΦLa ]Daj rj
+
[−∆Rhred + nred (Ucell − ΦLc )]Dared rred ,
rref1 = exp
[
Arrref1
(
1
ϑ0ref1
− 1
ϑa
)]
·
(
χCH4,a χH2O,a −
χ3H2,a χCO,a
Kref1
)
,
rref2 = exp
[
Arrref2
(
1
ϑ0ref2
− 1
ϑa
)]
·
(
χCO,a χH2O,a −
χH2,a χCO2,a
Kref2
)
,
rox1 = exp
[
Arrox1
(
1
ϑ0ox1
− 1
ϑs
)]{
ϕH2,a exp
[
α+ox1 nox1 (−ΦLa −∆Φ0ox1)
ϑs
]
− ϕH2O,a ϕCO2,a exp
[−(1− α+ox1)nox1 (−ΦLa −∆Φ0ox1)
ϑs
]}
,
rox2 = exp
[
Arrox2
(
1
ϑ0ox2
− 1
ϑs
)]{
ϕCO,a exp
[
α+ox2 nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
− ϕ2CO2,a exp
[−(1− α+ox2)nox2 (−ΦLa −∆Φ0ox2)
ϑs
]}
,
rred = exp
[
Arrred
(
1
ϑ0red
− 1
ϑs
)]{
ϕ−2CO2,c exp
[
α+red (Ucell − ΦLc −∆Φ0red)
ϑs
]
− ϕ0.75O2,c ϕ−0.5CO2,c exp
[−α−red (Ucell − ΦLc −∆Φ0red)
ϑs
]}
,
∆Φ0ox1(ϑs) = 28.26− 19.84ϑs ,
∆Φ0ox2(ϑs) = 20.98− 17.86ϑs ,
∆Φ0red(ϑs) = 78.00− 23.06ϑs ,
Kref1(ϑa) = exp(30.19− 90.41/ϑa) ,
Kref2(ϑa) = exp(−3.97 + 14.57/ϑa) ,
ϕk,a = χk,a +
1
Dk,as
∑
j=ox1,2
νk,j Daj rj , k ∈ I ,
ϕk,c = χk,c +
1
Dk,cs
∑
j=red
νk,j Daj rj , k ∈ I .
A.4 Brenn- und Mischkammer
Übergang aus den Gaskanälen:
χk,a,out(t) = χk,a(z = 1, t) , ϑa,out(t) = ϑa(z = 1, t) , γa,out(t) = γa(z = 1, t) ,
χk,c,out(t) = χk,c(z = 0, t) , ϑc,out(t) = ϑc(z = 0, t) , γc,out(t) = γc(z = 0, t) .
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Brennkammer:
χk,b(t) = f
χk,b :=
γa,out(t)
γb(t)
(
χk,a,out(t) +
∑
j∈I
νk,Cj χj,a,out(t)
)
+
γc,out(t)Rback(t)
γb(t)
(
χk,c,out(t) +
∑
j∈I
νk,Cj χj,c,out(t)︸ ︷︷ ︸
=0
)
+
γair(t)
γb(t)
(
χk,air +
∑
j∈I
νk,Cj χj,air︸ ︷︷ ︸
=0
)
, k ∈ I ,
ϑb(t) = f
ϑb :=
γa,out(t)
γb(t) cp
(
cp (ϑa,out(t)− 1)−
∑
k∈I
χk,a,out(t) ∆Chk
)
+
γc,out(t)Rback(t)
γb(t) cp
(
cp (ϑc,out(t)− 1)−
∑
k∈I
χk,c,out(t) ∆Chk︸ ︷︷ ︸
=0
)
+
γair(t)
γb(t) cp
(
cp (ϑair(t)− 1)−
∑
k∈I
χk,air ∆Chk︸ ︷︷ ︸
=0
)
,
γb(t) = f
γb := γa,out(t)
(
1 +
∑
k∈I
ν¯C,k χk,a,out(t)
)
+ γc,out(t)Rback(t)
(
1 +
∑
k∈I
ν¯C,k χk,c,out(t)︸ ︷︷ ︸
=0
)
+ γair(t)
(
1 +
∑
k∈I
ν¯C,k χk,air︸ ︷︷ ︸
=0
)
,
γair(t) = f
γair := γa,in(t)
λair(t)
χO2,air
(
−χO2,a,in(t)−
∑
k∈I
νO2,Ck χk,a,in(t)
)
= γa,in(t)
λair(t)
χO2,air
(
2χCH4,a,in(t) +
1
2
χH2,a,in(t)
)
.
Mischkammer:
dχk,m
dt
= fχk,m := γb(t)
(
χk,b(t)− χk,m(t)
) ϑm(t)
Vm
, k ∈ I ,
dϑm
dt
= fϑm := γb(t)
(
ϑb(t)− ϑm(t)
) ϑm(t)
Vm
− Stm (ϑm − ϑu)
cp
ϑm(t)
Vm
,
γm(t) = f
γm := γb(t)
ϑb(t)
ϑm(t)
− Stm (ϑm − ϑu)
cp ϑm(t)
.
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A.5 Konstanten
cp 4.5 F 3.5/8 χO2,air 0.21
cp,s 10000 κe 1 χN2,air 0.79
Stas 80.0 ca 0.00001 ϑu 1
Stcs 120.0 ce 0.00001 Pe 2.3
Stm 1.0 cc 0.00001 Vm 5
k ∆Chk νk,ref1 νk,ref2 νk,ox1 νk,ox2 νk,red
CH4 -323.85 -1 0 0 0 0
H2O 0 -1 -1 1 0 0
H2 -97.62 3 1 -1 0 0
CO -114.22 1 -1 0 -1 0
CO2 0 0 1 1 2 1
O2 0 0 0 0 0 0.5
N2 0 0 0 0 0 0
k νk,C CH4 νk,C H2O νk,C H2 νk,C CO νk,C CO2 νk,C O2 νk,C N2
CH4 -1 0 0 0 0 0 0
H2O 2 0 1 0 0 0 0
H2 0 0 -1 0 0 0 0
CO 0 0 0 -1 0 0 0
CO2 1 0 0 1 0 0 0
O2 -2 0 -0.5 -0.5 0 0 0
N2 0 0 0 0 0 0 0
ν¯j =
∑
k∈I
νk,j , ν¯
+
j =
∑
k∈I,νk,j>0
νk,j , ν¯
−
j =
∑
k∈I,νk,j<0
νk,j , ν¯C,j =
∑
k∈I
νk,C j ,
Dk,as = Dk,cs = 100, k ∈ I.
j Daj Arrj ϑ
0
j ∆Rhj α
+
j α
−
j nj
ref1 25.0 84.4 2.93 90.5
ref2 100.0 6.2 2.93 -14.5
ox1 5.0 21.6 2.93 56.0 0.5 2
ox2 5.0 21.6 2.93 42.0 0.5 2
red 0.3 31.2 2.93 156.0 2.5 0.5 2
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A.6 Anfangs- und Randwerte
Anfangswerte: (Für grobe Diskretisierungen)
k χk,a,0 χk,c,0 χk,m,0 χk,a,in
CH4 2/7 0 0
H2O 5/7 0.2 0.2
H2 0.0 0.0 0.0
CO 0.0 0.0 0.0 0
CO2 0.0 0.1 0.1 0
O2 0.0 0.1 0.1 0
N2 0.0 0.6 0.6 0
ϑa,0 3.0 γa,0 1.0 ΦSa,0 32.3 ia,0 0.3
ϑc,0 3.0 γc,0 6.0 ΦSc,0 32.3 ic,0 0.3
ϑm,0 3.0 γm,0 0.0 ΦLc,0 32.3 ie,0 0.3
ϑs,0 3.1

Anhang B
Adjungierte Gleichungen der MCFC
B.1 Gaskanäle und Solid
−∂ϑ˜a
∂t
− va ∂ϑ˜a
∂z
=
∂va
∂z
ϑ˜a +
∑
k∈I
χ˜k,a
∑
j=ox1,2,ref1,2
(νk,j − χk,a ν¯j)Daj rj

+ ϑ˜a
(fϑa
ϑa
− ϑa
cp
Stas − ϑa
∑
j=ox1,2
ν¯+j Daj rj
)
+ ϑ˜s
(
Stas − cp
∑
j=ox1,2
ν¯−j Daj rj
)
+ v˜a
(
−Stas
cp
−
∑
j=ox1,2
ν¯+j Daj rj +
∑
j=ox1,2,ref1,2
ν¯j Daj rj
)
+
∑
j=ref1,2
s˜j
∂rj
∂ϑa
,
−∂ϑ˜c
∂t
+ vc
∂ϑ˜c
∂t
= −∂vc
∂z
ϑ˜c + ϑ˜c
(fϑc
ϑc
− ϑc ν¯−redDared rred︸ ︷︷ ︸
=0
−ϑc
cp
Stcs
)
+ ϑ˜s
(
Stcs − cp ν¯+redDared rred
)
+
[∑
k∈I
fχk,c
ϑc
χ˜k,c
]
+ v˜c
(
ν¯redDared rred − ν¯−redDared rred︸ ︷︷ ︸
=0
−Stcs
cp
)
,
− χ˜k,a
∂t
− va ∂χ˜k,a
∂z
=
∂va
∂z
χ˜k,a − χ˜k,a ϑa
∑
j=ox1,2,ref1,2
ν¯j Daj rj +
∑
j=ox1,2,ref1,2
s˜j
∂rj
∂χk,a
,
− χ˜k,c
∂t
+ vc
∂χ˜k,c
∂z
= −∂vc
∂z
χ˜k,c − χ˜k,c ϑc ν¯redDared rred + s˜red ∂rred
∂χk,c
,
−cp,s ∂ϑ˜s
∂t
− 1
Pe
∂2ϑ˜s
∂z2
= ϑ˜a
ϑa
cp
(
Stas + cp
∑
j=ox1,2
ν¯+j Daj rj
)
+ ϑ˜c
(
ϑc ν¯
−
redDared rred︸ ︷︷ ︸
=0
+
ϑc Stcs
cp
)
+ v˜a
(Stas
cp
+
∑
j=ox1,2
ν¯+j Daj rj
)
+ v˜c
(
ν¯−redDared rred︸ ︷︷ ︸
=0
+
Stcs
cp
)
+ ϑ˜s
(
−Stas − Stcs + cp ν¯+redDared rred + cp
∑
j=ox1,2
ν¯−j Daj rj
)
+
∑
j=ox1,2,red
s˜j
∂rj
∂ϑs
,
−∂v˜a
∂z
= −
∑
k∈I
∂χk,a
∂z
χ˜k,a − ∂ϑa
∂z
ϑ˜a ,
∂v˜c
∂z
=
∑
k∈I
∂χk,c
∂z
χ˜k,c +
∂ϑc
∂z
ϑ˜c .
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Hilfsgrößen:
s˜j :=
∑
k∈I
χ˜k,a ϑa (νk,j − χk,a ν¯j)Daj − ϑ˜a ϑa
cp
∆Rhj Daj
+ v˜a
(
−∆Rhj Daj/cp + ϑa ν¯j Daj
)
, j = ref1, ref2 ,
s˜j :=
∑
k∈I
χ˜k,a ϑa (νk,j − χk,a ν¯j)Daj + ϑ˜a ϑa ν¯+j Daj (ϑs − ϑa)
+ v˜a
(
ν¯+j Daj (ϑs − ϑa) + ϑa ν¯j Daj
)
+ i˜a F nj Daj
+ ϑ˜s
([−∆Rhj − nj ΦLa ]Daj − (ϑa − ϑs) ν¯−j Daj cp) , j = ox1, ox2 ,
s˜red :=
∑
k∈I
χ˜k,c ϑc (νk,red − χk,c ν¯red)Dared + ϑ˜c ϑc ν¯−redDared (ϑs − ϑc)︸ ︷︷ ︸
=0
+ v˜c
(
ϑc ν¯redDared + ν¯
−
redDared (ϑs − ϑc)︸ ︷︷ ︸
=0
)
− i˜c F nredDared
+ ϑ˜s
([−∆Rhred + nred (Ucell − ΦLc )]Dared − (ϑc − ϑs) ν¯+redDared cp) .
B.2 Stromdichten und Potentiale
−∂Φ˜
L
a
∂t
(z, t) = ϑ˜s
( ie
F
−
∑
j=ox1,2
nj Daj rj
)
+ i˜e κe +
∑
j=ox1,2
s˜j
∂rj
∂ΦLa
,
−∂Φ˜
L
c
∂t
(z, t) = −ϑ˜s
( ie
F
+ nredDared rred
)
− i˜e κe + s˜red∂rred
∂ΦLc
,
i˜(z, t) = − 1
ca
Φ˜La − Φ˜Lc
( 1
ca
+
1
ce
)
,
i˜a(z, t) = I˜a(t) + i˜
(
c−1a + c
−1
e + c
−1
c
)−1 1
ca
+ Φ˜La
1
ca
+ Φ˜Lc
1
ca
,
i˜c(z, t) = I˜c(t) + i˜
(
c−1a + c
−1
e + c
−1
c
)−1 1
cc
,
i˜e(z, t) = I˜e(t) + ϑ˜s (Φ
L
a − ΦLc )/F + i˜
(
c−1a + c
−1
e + c
−1
c
)−1 1
ce
+ Φ˜Lc
1
ce
,
I˜k(t) =
1
ck
U˜cell(t)−
(
c−1a + c
−1
e + c
−1
c
)−1 1
ck
1∫
0
i˜(z, t) dz , k ∈ {a, c, e} ,
− dU˜cell
dt
(t) =
1∫
0
s˜red(z, t)
∂rred
∂Ucell
(z, t) + ϑ˜s(z, t)nredDared rred(z, t) dz .
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B.3 Partielle Ableitungen der Reaktionsraten
∂rref1
∂ϑa
=
Arrref1
ϑ2a
rref1 + exp
[
Arrref1
(
1
ϑ0ref1
− 1
ϑa
)]
·
(
90.41
χ3H2,a χCO,a
Kref1 ϑ2a
)
,
∂rref1
∂χCH4,a
= exp
[
Arrref1
(
1
ϑ0ref1
− 1
ϑa
)]
· χH2O,a ,
∂rref1
∂χH2O,a
= exp
[
Arrref1
(
1
ϑ0ref1
− 1
ϑa
)]
· χCH4,a ,
∂rref1
∂χH2,a
= exp
[
Arrref1
(
1
ϑ0ref1
− 1
ϑa
)]
·
(
−3χ
2
H2,a
χCO,a
Kref1
)
,
∂rref1
∂χCO,a
= exp
[
Arrref1
(
1
ϑ0ref1
− 1
ϑa
)]
·
(
−χ
3
H2,a
Kref1
)
,
∂rref2
∂ϑa
=
Arrref2
ϑ2a
rref2 + exp
[
Arrref2
(
1
ϑ0ref2
− 1
ϑa
)]
·
(
−14.57 χH2,a χCO2,a
Kref2 ϑ2a
)
,
∂rref2
∂χCO,a
= exp
[
Arrref2
(
1
ϑ0ref2
− 1
ϑa
)]
· χH2O,a ,
∂rref2
∂χH2O,a
= exp
[
Arrref2
(
1
ϑ0ref2
− 1
ϑa
)]
· χCO,a ,
∂rref2
∂χH2,a
= exp
[
Arrref2
(
1
ϑ0ref2
− 1
ϑa
)]
·
(
−χCO2,a
Kref2
)
,
∂rref2
∂χCO2,a
= exp
[
Arrref2
(
1
ϑ0ref2
− 1
ϑa
)]
·
(
−χH2,a
Kref2
)
,
∂rox1
∂ϑs
=
Arrox1
ϑ2s
rox1 + exp
[
Arrox1
(
1
ϑ0ox1
− 1
ϑs
)]
· nox1 (Φ
L
a + 28.26)
ϑ2s
·
(
ϕH2,a exp
[
α+ox1 nox1 (−ΦLa −∆Φ0ox1)
ϑs
]
·α+ox1
+ ϕH2O,a ϕCO2,a exp
[−(1− α+ox1)nox1 (−ΦLa −∆Φ0ox1)
ϑs
]
· (1− α+ox1)
)
,
∂rox1
∂ϕH2,a
= exp
[
Arrox1
(
1
ϑ0ox1
− 1
ϑs
)]
· exp
[
α+ox1 nox1 (−ΦLa −∆Φ0ox1)
ϑs
]
,
∂rox1
∂ϕH2O,a
= exp
[
Arrox1
(
1
ϑ0ox1
− 1
ϑs
)]
·
(
−ϕCO2,a exp
[−(1− α+ox1)nox1 (−ΦLa −∆Φ0ox1)
ϑs
])
,
∂rox1
∂ϕCO2,a
= exp
[
Arrox1
(
1
ϑ0ox1
− 1
ϑs
)]
·
(
−ϕH2O,a exp
[−(1− α+ox1)nox1 (−ΦLa −∆Φ0ox1)
ϑs
])
,
∂rox1
∂ΦLa
= exp
[
Arrox1
(
1
ϑ0ox1
− 1
ϑs
)]
· nox1
ϑs
(
−ϕH2,a exp
[
α+ox1 nox1 (−ΦLa −∆Φ0ox1)
ϑs
]
· α+ox1
−ϕH2O,a ϕCO2,a exp
[−(1− α+ox1)nox1 (−ΦLa −∆Φ0ox1)
ϑs
]
· (1− α+ox1)
)
,
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∂rox2
∂ϑs
=
Arrox2
ϑ2s
rox2 + exp
[
Arrox2
(
1
ϑ0ox2
− 1
ϑs
)]
· nox2 (Φ
L
a + 20.98)
ϑ2s
·
(
ϕCO,a exp
[
α+ox2 nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
· α+ox2
+ϕ2CO2,a exp
[−(1− α+ox2)nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
· (1− α+ox2)
)
,
∂rox2
∂ϕCO,a
= exp
[
Arrox2
(
1
ϑ0ox2
− 1
ϑs
)]
· exp
[
α+ox2 nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
,
∂rox2
∂ϕCO2,a
= −2ϕCO2,a · exp
[
Arrox2
(
1
ϑ0ox2
− 1
ϑs
)]
exp
[−(1− α+ox2)nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
,
∂rox2
∂ΦLa
= exp
[
Arrox2
(
1
ϑ0ox2
− 1
ϑs
)]
· nox2
ϑs
(
−ϕCO,a exp
[
α+ox2 nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
· α+ox2
− ϕ2CO2,a exp
[−(1− α+ox2)nox2 (−ΦLa −∆Φ0ox2)
ϑs
]
· (1− α+ox2)
)
,
∂rred
∂ϑs
=
Arrred
ϑ2s
rred + exp
[
Arrred
(
1
ϑ0red
− 1
ϑs
)]
· Ucell − Φ
L
c − 78.00
ϑ2s
·
(
−ϕ−2CO2,c exp
[
α+red (Ucell − ΦLc −∆Φ0red)
ϑs
]
· α+red
−ϕ0.75O2,c ϕ−0.5CO2,c exp
[−α−red (Ucell − ΦLc −∆Φ0red)
ϑs
]
· α−red
)
,
∂rred
∂ϕCO2,c
= exp
[
Arrred
(
1
ϑ0red
− 1
ϑs
)]
·
{
−2ϕ−3CO2,c exp
[
α+red (Ucell − ΦLc −∆Φ0red)
ϑs
]
+ 0.5ϕ0.75O2,c ϕ
−1.5
CO2,c
exp
[−α−red (Ucell − ΦLc −∆Φ0red)
ϑs
]}
,
∂rred
∂ϕO2,c
= −0.75ϕ−0.25O2,c ϕ−0.5CO2,c exp
[
Arrred
(
1
ϑ0red
− 1
ϑs
)]
exp
[−α−red (Ucell − ΦLc −∆Φ0red)
ϑs
]
,
∂rred
∂ΦLc
= exp
[
Arrred
(
1
ϑ0red
− 1
ϑs
)]
·
(
ϕ−2CO2,c exp
[
α+red (Ucell − ΦLc −∆Φ0red)
ϑs
]
· −α
+
red
ϑs
− ϕ0.75O2,c ϕ−0.5CO2,c exp
[−α−red (Ucell − ΦLc −∆Φ0red)
ϑs
]
· α
−
red
ϑs
)
,
∂rred
∂Ucell
= exp
[
Arrred
(
1
ϑ0red
− 1
ϑs
)]
·
(
ϕ−2CO2,c exp
[
α+red (Ucell − ΦLc −∆Φ0red)
ϑs
]
· α
+
red
ϑs
+ ϕ0.75O2,c ϕ
−0.5
CO2,c
exp
[−α−red (Ucell − ΦLc −∆Φ0red)
ϑs
]
· α
−
red
ϑs
)
.
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B.4 Brenn- und Mischkammer
γ˜b =
∑
k∈I
fχk,m
γb
χ˜k,m + (ϑb − ϑm) ϑm
Vm
ϑ˜m +
ϑb
ϑm
γ˜m − 1
γb
(
fϑb ϑ˜b +
∑
k∈I
fχk,b χ˜k,b
)
,
χ˜k,b =
γb ϑm
Vm
χ˜k,m , ϑ˜b =
γb ϑm
Vm
ϑ˜m +
γb
ϑm
γ˜m ,
γ˜air = χ˜O2,b
χO2,air
γb
+ ϑ˜b
ϑair − 1
γb
+ γ˜b , γ˜m = ϑm v˜c ,
− dχ˜k,m
dt
=
[
vc χ˜k,c
∣∣
(1,t)
− γb ϑm
Vm
χ˜k,m ,
− dϑ˜m
dt
=
[
vc ϑ˜c
∣∣
(1,t)
+
1
ϑm
{∑
k∈I
fχk,m ˜χk,m
}
+
( 1
ϑm
fϑm − ϑm
Vm
(
γb +
Stm
cp
))
ϑ˜m
− 1
ϑ2m
(
γb ϑb +
Stm ϑu
cp
)
γ˜m .
B.5 Übergangs- und Randbedingungen
va,out ϑ˜a(1, t) = − va,out
ϑ2a,out γb
∑
k∈I
(
χk,a,out(t) +
∑
j∈I
νk,Cj χj,a,out(t)
)
χ˜k,b

− va,out
ϑ2a,out γb cp
(
−cp −
∑
k∈I
χk,a,out(t) ∆Chk
)
ϑ˜b
− va,out
ϑ2a,out
(
1 +
∑
k∈I
ν¯C,k χk,a,out(t)
)
γ˜b ,
va,out χ˜k,a(1, t) =
va,out
ϑa,out γb
(
χ˜k,b +
∑
j∈I
νj,Ck χ˜j,b
)
− va,out
ϑa,out γb cp
∆Chk ϑ˜b +
va,out
ϑa,out
ν¯C,k γ˜b ,
v˜a(1, t) =
1
ϑa,out(t) γb(t)
∑
k∈I
(
χk,a,out(t) +
∑
j∈I
νk,Cj χj,a,out(t)
)
χ˜k,b

+
1
ϑa,out γb(t) cp
(
cp (ϑa,out(t)− 1)−
∑
k∈I
χk,a,out(t) ∆Chk
)
ϑ˜b
+
1
ϑa,out
(
1 +
∑
k∈I
ν¯C,k χk,a,out(t)
)
γ˜b ,
vc,out ϑ˜c(0, t) = −vc,outRback
ϑ2c,out γb
{∑
k∈I
χk,c,out(t) χ˜k,b
}
+
vc,outRback(t)
ϑ2c,out γb(t)
ϑ˜b − vc,outRback
ϑ2c,out
γ˜b ,
vc,out χ˜k,c(0, t) =
vc,outRback
ϑc,out γb
χ˜k,b ,
v˜c(0, t) =
Rback
ϑc,out γb
{∑
k∈I
χk,c,out(t) χ˜k,b
}
+
Rback
ϑc,out γb
(ϑc,out(t)− 1) ϑ˜b + Rback
ϑc,out
γ˜b ,
∂ϑ˜s
∂z
(0, t) = 0 =
∂ϑ˜s
∂z
(1, t) .
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Symbolverzeichnis
A aktive Menge
A˚, A¯, ∂A Inneres, Abschluss und Rand der Menge A
Ck(Ω) Menge der k-mal stetig-diﬀerenzierbaren Funktionen auf Ω
C(Ω) Menge der stetigen Funktionen auf Ω
C∞0 (Ω) Menge der ∞ oft diﬀerenzierbaren Funktionen mit kompaktem Träger
C
(
[0, tf ];L
2(Ω)
)
Raum der abstrakten, stetigen Funktionen mit Werten in L2(Ω)
∇~x Gradient bzgl. ~x
δ(x− x0) Dirac-Dichte zentriert in x0
∆ Laplace-Operator
δν äußere Normalenableitung
H Hamilton-Funktion
Hk(Ω) Sobolew-Raum, Hk(Ω) = W k,2(Ω)
Hessf Hesse-Matrix von f
L Lagrange-Funktion
Lp(Ω) Lebesgue-Raum
M(Ω¯) Raum aller regulären Borel-Maße auf Ω¯
ν äußeres Einheitsnormalenvektorfeld
R reelle Zahlen
sign(x) Signum-Funktion, Vorzeichen von x
Tt, Txx partielle Ableitungen von T (x, t) nach t bzw. zweimal nach x
V ∗ Dualraum von V
W k,p(Ω) Sobolew-Raum
y
∣∣
A Einschränkung der Funktion y(x) auf die Menge A
∅ leere Menge
↪→ stetige Einbettung
[f(x)]ba = f(b)− f(a), [f(x)]c := f(c)
‖f(x)‖L2(Ω) L2-Norm der Funktion f(x) auf Ω
〈·, ·〉V ∗,V Dualitätsprodukt auf einem Banachraum V

Abkürzungsverzeichnis
AD automatische Diﬀerentiation
AE algebraische Gleichungen
arg min Stelle, an der eine Funktion ihr Minimum annimmt
AWP Anfangswertproblem
ARWP Anfangs-Randwertproblem
BDD Bryson, Denham, Dreyfus
BFGS-Verfahren Verfahren von Broyden-Fletcher-Goldfarb-Shanno
CFL-Bedingung Courant-Friedrichs-Lewy-Bedingung
const konstant
DAE diﬀerential-algebraische Gleichungen
FDTO First-Discretize-Then-Optimize
FOTD First-Optimize-Then-Discretize
f.ü. fast überall
IP-Verfahren Innere-Punkte Verfahren
JLS Jacobson, Lele, Speyer
KKT-Bedingung Karush-Kuhn-Tucker-Bedingung
KWK Kraft-Wärme-Kopplung
LP lineares Programm, lineares Optimierungsproblem
MCFC Schmelzkarbonat-Brennstoﬀzelle (Molten Carbonate Fuel Cell)
max, min maximiere, Maximum
min minimiere, Minimum
NLP nichtlineares Optimierungsproblem
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OC-ODE Optimalsteuerungsproblem mit gewöhnlichen Diﬀerentialgleichungen
OC-PDAE OC-PDE mit zusätzlichen ODE oder AE
OC-PDE Optimalsteuerungsproblem mit partiellen Diﬀerentialgleichungen
ODE gewöhnliche Diﬀerentialgleichung (Ordinary Diﬀerential Equation)
PDAE partiell-diﬀerential algebraische Gleichungen
PDE partielle Diﬀerentialgleichung (Partial Diﬀerential Equation)
p.I. partielle Integration
RB Randbedingung
RWP Randwertproblem
SQP sequentielle quadratische Programmierung
s.t. unter der Bedingung (subject to)
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Abstract
This paper deals with the solution of linear-quadratic elliptic optimal control
problems with pointwise state constraints. Based on two different reformulations
of the state constrained optimal control problem and a hypothesis on the structure
of the active set new necessary conditions are obtained with higher regularity of
the multipliers associated with the state constraint including new jump and sign
conditions. Measures are no longer an issue. These two approaches mimic the
well-known Bryson-Denham-Dreyfus indirect adjoining method which is the pre-
ferred ansatz in solving state constrained optimal control problems with ordinary
differential equations numerically.
Mathematically the reformulations lead to a new kind of set optimal control
problem, where the active set of the state constraint, resp. the interface between
the inactive and the active set are to be determined as part of the solution. For
this purpose, optimal control theory and shape optimization have to be combined.
Existence, uniqueness and regularity results constitute a major part of the inves-
tigations, in order to guarantee the solvability of different intermediate steps. In
the end, the new necessary conditions can be formulated as a free boundary value
problem.
Numerical results would be beyond the scope of this paper and will be published
subsequently.
Key words. Elliptic optimal control problem, state constraint, necessary condi-
tions, set optimal control problem, shape optimization, bilevel optimization, free bound-
ary value problem.
AMS subject classifications. 49J20, 49K20, 49N10, 49Q10, 35J57
1 Introduction
The consideration of pointwise state inequality constraints is an essential tool for the
modeling of realistic processes which are to be optimized according to a given per-
formance index: optimization is usually the second step after their simulation. Such
processes can be governed, for example, by ordinary or partial differential equations, in
short ODE or PDE. This leads to optimal control problems with constraints in form
of ODE, denoted henceforth by OC-ODE, resp. optimal control problems with PDE,
denoted by OC-PDE.
∗The first author is supported by the German National Science Foundation under Grant No. PE
365/12-1.
†University of Bayreuth, Chair of Mathematics in Engineering Sciences, 95440 Bayreuth, Germany
‡Corresponding author: hans-josef.pesch@uni-bayreuth.de.
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In the ODE case, state constraints can provide for the observance, for example, of
dynamic pressure constraints in flight path optimization, of temperature constraints in
chemical processes, or of collision avoidance in robotics. In the PDE case, temperature
constraints are an issue as well if heat conduction is involved or turbulence must be re-
stricted in flow control. References [9, 10] and [28] give examples of multiply constrained
optimal control problems in flight path optimization, resp. microeconomics, and [18, 17]
of cooling processes in steel production, or [15] of flow control problems governed by the
Navier Stokes equation. In [14], an extremely complicated, large scale optimal control
model for a coupled system of partial integro-differential-algebraic equations of dimen-
sion 28 is described in detail to simulate fast load changes for a certain type of fuel cells.
Here a constraint on the temperature or even better on the gradient of the temperature
would be utmost desirable to reduce the risk of material corrosion, but the model’s
complexity prevents so far any progress in this direction.
While state constrained OC-ODE are rather well understood, state constrained OC-
PDE are a highly topical research area. Excellent surveys for OC-ODE, resp. OC-PDE
can be found in Hartl, Sethi, Vickson [20], resp. in Hintermu¨ller, Kunisch [22].
The major steps in investigating state constraints in optimal control problems of
ODE trace back to the early papers of Bryson, Denham, Dreyfus [8] and Jacobson, Lele,
Speyer [25]. Both approaches head for so-called indirect methods, today preferrably
denoted by first optimize, then discretize. Bryson, Denham, and Dreyfus replaced the
state constraint by interior boundary conditions and simultaneously treated a certain
derivative of the state constraint like a mixed control-state constraint (BDD-ansatz).
Jacobson, Lele, and Speyer pursued the so-called direct adjoining approach (of the con-
straining function to the Hamiltonian), which corresponds to the common approach in
OC-PDE; see Tro¨ltzsch [33]. In 1976, Maurer succeeded in amalgamating those two ap-
proaches in his habilitation [26]; later published in [27]. His investigations revealed that
the multipliers associated with the different total time derivatives of the constraining
function up to a certain order, by which the Hamiltonian is augmented, become the
regular, the higher the order of the derivative is. Hereby, the so-called order of the state
constraint plays a crucial role and is responsible for the topology of the active set, i. e.
the time instances where the state constraint is fulfilled with the equality sign.
In OC-ODE the Bryson-Denham-Dreyfus approach turned out to be superior in view
of its numerical realization, cf. [9, 10, 20].
In OC-PDE the difficulties arise from the fact that the Lagrange multipliers associ-
ated with pointwise state constraints exist only as measures, in general; cf. Casas [11] or
Tro¨ltzsch [32]. This influences strongly both the analysis of optimality conditions and
the numerics, where poor regularity often has an impact on the convergence behaviour
of numerical methods, cf. Bergounioux et al. [4, 5], since classical (non-regularized)
active set methods require an almost everywhere evaluation of the multiplier in order
to estimate the active set.
Typical analytical techniques in obtaining first order optimality conditions are either
based on Lagrange multiplier rules, see again [11], [32] (for elliptic as well as for parabolic
problems), or on maximum principles, see Casas [12], Alibert and Raymond [1] (for
elliptic problems) and Casas [13], Raymond and Zidani [30] (for parabolic problems).
Recent textbooks are due to Tro¨ltzsch [33] with the emphasis on the analysis and basic
numerical ideas, and Hinze, Pinnau, M. Ulbrich, S. Ulbrich [24] with the emphasis on
the algorithmic and numerical treatment on the infinite dimensional level. In addition,
the survey paper of Herzog and Kunisch [21] on numerical methods for OC-PDE shall
be mentioned here, too. A comprehensive survey on state constrained elliptic OC-PDE
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including current regularization techniques and some numerical comparison tests can be
found in [3].
The intention of the present paper is to build a bridge between OC-ODE and OC-
PDE. Especially, we aim at the application of the Bryson-Denham-Dreyfus approach
in PDE constrained optimal control in order to improve the regularity associated with
the multipliers of state constraints. At first we state the model problem and summarize
some well-known results in section 2. Based on an adapted splitting in sect. 3, we
reformulate the state constraint analog to Bryson, Denham, Dreyfus and proof new
necessary conditions in section 4 and 5. A second variant of the BDD-type ansatz
in section 6 yields more regular multipliers. The approaches lead to a new kind of
optimization problem in section 7, which we call set optimal control problem, where
topology and shape optimization as well as optimal control merge. Our approach has
some similarity with the approach of Hintermu¨ller and Ring [23], who turn the OC-PDE
into a shape optimization problem.
2 Problem formulation and background
We consider the following linear-quadratic optimal control problem with pointwise state
constraints and distributed control as a driving example
minimize J(y, u) :=
1
2
‖y − yd‖2L2(Ω) +
λ
2
‖u− ud‖2L2(Ω) (2.1a)
subject to −∆y + y =u , a. e. in Ω , (2.1b)
∂νy = 0 , a. e. on Γ , (2.1c)
G(y) := y − ymax ≤ 0 , a. e. in Ω , (2.1d)
where Ω ⊂ IR2 is a bounded domain with boundary Γ of class C1,1 and where ν denotes
the outward unit normal. Further, we require yd ∈ H1(Ω), ymax ∈ H4(Ω), ud ∈ H2(Ω),
λ > 0, and u ∈ L2(Ω). During the course of the paper we will see where and why some
of the data of the problem need to have higher regularity. Note that this usually should
not be an issue in practical applications except the restricting C1,1-smoothness of the
boundary Γ.
Due to [19, Thm. 2.2.2.5], we know that the elliptic boundary-value problem pos-
sesses a unique weak solution in H2(Ω) for all controls u ∈ L2(Ω). In addition, the
optimal control problem admits a unique solution (y¯, u¯) due to [11].
We introduce the active, resp. inactive set associated with the state constraint (2.1d)
A := {x ∈ Ω¯ : G(y¯) = 0} , (2.2)
I := Ω \ A , (2.3)
γ := ∂A , (2.4)
and require for the remaining part of this paper that (cf. Bergounioux and Kunisch [6]):
Assumptions 2.1 The active set A fulfills
A =
l⋃
i=1
Ai , ¯˚Ai = Ai , A ∩ Γ = ∅ ,
Ai ∩ Aj = ∅ , i 6= j , i, j ∈ {1, . . . , l} ,
Ai is connected with a C1,1-boundary for each i,
where B˚ denotes the interior of a set B ⊂ R2 and B¯ its closure.
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These assumptions exclude active sets of zero measure, except the empty set, and
avoid degeneracy phenomena such as appendices of non-zero measure attached to active
components (compartments) Ai . The authors are aware that active sets of zero measure
may play a role, (cf. [11], [6]), but have to leave this question open here. In addition,
the C1,1-regularity of the boundary of the active set is not guaranteed.
In the following, we present some well-known first order necessary conditions, which
reveal some insight to the structure of the multipliers for state constraints. Since ymax ∈
H4(Ω) ↪→ C0(Ω¯), we have an explicit Slater point
(yˆ, uˆ) := (min
x∈Ω¯
(ymax(x))− 1,min
x∈Ω¯
(ymax(x))− 1).
Note that ymax ∈ H2(Ω) would be sufficient here, but the H4-regularity has to be
required later on. Because of the existence of a Slater point, (y¯, u¯) fulfills the following
first order necessary conditions (cf. the quite similar result [6, Thm. 2]):
Theorem 2.2 Under Assumptions 2.1 let the pair (y¯, u¯) be optimal for problem (2.1).
Then there exist a real regular Borel measure µ ∈ M(Ω¯) and an associated adjoint
state ℘ ∈ H1(Ω), such that the optimality system (Karush-Kuhn-Tucker system) is
given by (2.1b), (2.1c), (2.1d) and the following equations (2.5),
−∆℘I + ℘I = y¯I − yd , a. e. in I , (2.5a)
∂ν℘I = 0 , a. e. on Γ , (2.5b)
−∆℘A + ℘A = y¯A − yd + µA˚ , a. e. in A˚ , (2.5c)
℘I = ℘A , a. e. on γ , (2.5d)
∂νI℘I + ∂νA℘A = µγ , a. e. on γ , (2.5e)
λ(u¯I − ud) + ℘I = 0 , a. e. in I , (2.5f)
λ(u¯A − ud) + ℘A = 0 , a. e. in A˚ , (2.5g)
where νI , νA are the outward unit normals of I and A, respectively and where the sub-
scripts (.)I and (.)A denote the restrictions on I, A. In addition, there holds (℘I , ℘A) ∈
H2(I)×H2(A˚) and
µ = µI + µA˚ + µγ , µI = 0 , (2.5h)
µA˚ = λ (−∆2ymax + 2∆ymax − ymax −∆ud + ud)− ymax + yd ≥ 0 in L2(A˚) , (2.5i)
µγ = ∂νI℘I + ∂νA℘A ≥ 0 in H
1
2 (γ) . (2.5j)
Remark 2.3 Note that the higher regularity of the data ud and ymax comes into play
here.
Compared to OC-ODE, the previous theorem corresponds to the Jacobson-Lele-
Speyer approach. We point out that although µγ and µA˚ are regular on the sets γ and
A˚, the composition µ is still a regular Borel measure on Ω.
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3 Reformulation adapted to the splitting of the constraints
A basic idea in this paper is to split the constraints adapted to inactive and active set.
As a start, we split the boundary value problem (2.1b), (2.1c) equivalently in (cf. [7,
Prop. 4.1], [2, Cor. 7.1-5])
−∆yI + yI = uI , a. e. in I ,
−∆yA + yA = uA , a. e. in A˚ ,
∂νyI = 0 , a. e. on Γ ,
yI = yA , a. e. on γ ,
∂νI yI + ∂νAyA = 0 , a. e. on γ ,
with yI ∈ H1(I,∆) := {y ∈ H1(I)|∆y ∈ L2(I)}, yA ∈ H1(A˚,∆). For properties of the
space H1(A˚,∆) cf. [2], especially Sec. 6.1-3 and 7.1-9. Since the boundaries γ and Γ
are sufficiently regular, we even get yI ∈ H2(I), yA ∈ H2(A˚) (cf. [19, Thm. 2.2.2.5]).
Additionally we replace the state constraint (2.1d) by an equation in the active set
and a strict inequality in the inactive set. These observations lead to the following split
model problem with interface conditions for given A, I, and γ:
minimize J(yI , yA , uI , uA) :=
1
2
‖yI − yd‖2L2(I) +
1
2
‖yA − yd‖2L2(A˚)
+
λ
2
‖uI − ud‖2L2(I) +
λ
2
‖uA − ud‖2L2(A˚)
(3.1a)
subject to −∆yI + yI = uI , a. e. in I , (3.1b)
−∆yA + yA = uA , a. e. in A˚ , (3.1c)
∂νyI = 0 , a. e. on Γ , (3.1d)
yI = yA , a. e. on γ , (3.1e)
∂νI yI + ∂νAyA = 0 , a. e. on γ , (3.1f)
yA = ymax , a. e. in A˚ , (3.1g)
yA = ymax , a. e. on γ , (3.1h)
uA ∈ L2(A˚) , uI ∈ L2(I) , (3.1i)
yA ∈ H2(A˚) , yI ∈ H2(I) , (3.1j)
yI < ymax , a. e. in I , (3.1k)
A, I, and γ are defined by (2.2)–(2.4) . (3.1l)
Remark 3.1 Although the results in Theorem 2.2 suggest such a splitted reformulation
of the model problem, it seems that it has not yet been introduced.
In the following, we propose a reformulation of the state constraint that lifts the
regularity of the multiplier component µA on A˚ from L2(A˚) to H2(A˚); this allows for an
appropriate discretization of the multiplier with standard finite elements. In a second
variant we will also get rid of the γ-component of the multiplier. This gives new necessary
conditions without any measures but piecewise H2-multipliers.
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4 Reformulation of the optimal control problem: 1st variant
Now, we are going to apply the Bryson-Denham-Dreyfus approach to the above state
constrained optimal control problem. The basic idea is to replace the state constraint
in the active set yA = ymax on A˚ ∪ γ, cf. (3.1g), (3.1h), by an equivalent boundary value
problem and afterwards to rewrite the result by means of the state equation.
We have G(y¯A) ≡ 0. Due to the regularity of A this condition can be formulated
equivalently as a boundary value problem by means of the elliptic differential operator
of the state equation
−∆G(y¯A) +G(y¯A) = −∆y¯A + y¯A + ∆ymax − ymax = 0 , a. e. in A˚ , (4.1a)
G(y¯A) = y¯A − ymax = 0 , a. e. on γ . (4.1b)
Using the state equation, one obtains
∆ymax − ymax + u¯A = 0 , a. e. in A˚ ,
y¯A − ymax = 0 , a. e. on γ .
Since the differential operator, which is used to achieve an explicit dependence on the
control u, is of second order, the procedure of transferring the state constraint to an
equivalent equality constraint on the subdomain A˚ of Ω is analog to that for a boundary
arc of a second-order state constraint in OC-ODE; cf. [8, 20, 27].
This consideration gives rise to the following problem with interface conditions:
minimize J(yI , yA , uI , uA) :=
1
2
‖yI − yd‖2L2(I) +
1
2
‖yA − yd‖2L2(A˚)
+
λ
2
‖uI − ud‖2L2(I) +
λ
2
‖uA − ud‖2L2(A˚)
(4.2a)
subject to −∆yI + yI = uI , a. e. in I , (4.2b)
−∆yA + yA = uA , a. e. in A˚ , (4.2c)
∂νyI = 0 , a. e. on Γ , (4.2d)
yI = yA , a. e. on γ , (4.2e)
∂νI yI + ∂νAyA = 0 , a. e. on γ , (4.2f)
uA = −∆ymax + ymax , a. e. in A˚ , (4.2g)
yA = ymax , a. e. on γ , (4.2h)
uA ∈ L2(A˚) , uI ∈ L2(I) , (4.2i)
yA ∈ H2(A˚) , yI ∈ H2(I) , (4.2j)
yI < ymax , a. e. in I , (4.2k)
A, I, and γ are defined by (2.2)–(2.4) . (4.2l)
Theorem 4.1 Let Assumptions 2.1 be fulfilled. Then the original model problem (2.1)
and the reformulation (4.2) possess the same unique optimal solution.
Proof. The assertion follows directly from the more general proof of Theorem 7.1.

Remark 4.2 By definition of I, the inequality yI < ymax can be regarded as an inactive
inequality constraint yI ≤ ymax. Consequently, it could be omitted without influencing
the optimal solution. However, as will be seen later on, it is beneficial to drag it along.
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5 First order necessary conditions
This section is devoted to the derivation of first order necessary conditions for the
reformulated model problem (4.2).
Theorem 5.1 Let (y¯I , y¯A , u¯I , u¯A) be the optimal solution to problem (4.2). Then there
exist multipliers q ∈ L2(A˚), σ ∈ H− 32 (γ), and functions pI ∈ L2(I,∆) := {ϕ ∈
L2(I)|∆ϕ ∈ L2(I)}, pA ∈ L2(A˚,∆), such that
−∆pI + pI = y¯I − yd , a. e. in I , (5.1a)
∂νpI = 0 , a. e. on Γ , (5.1b)
−∆pA + pA = y¯A − yd , a. e. in A˚ , (5.1c)
pI = pA , a. e. on γ , (5.1d)
∂νI pI = σ − ∂νApA , a. e. on γ , (5.1e)
λ (u¯I − ud) + pI = 0 , a. e. in I , (5.1f)
λ (u¯A − ud) + pA + q = 0 , a. e. in A˚ . (5.1g)
Note that due to the low regularity of σ the equations defining pI and pA only make
sense for pI ∈ L2(I,∆) and pA ∈ L2(A˚,∆), and for Γ ∈ C1,1. For properties of the space
L2(A˚,∆) cf. [2, Sec. 7.1-9]. We will prove higher regularity in Prop. 5.2.
Proof. Consider the linear, continuous (cf. [19, Thm. 2.3.3.2]) control-to-state
operator S = (SI , SA) : L
2(I) × L2(A˚) → H2(I) × H2(A˚), which maps (uI , uA) to the
solution (yI , yA) of (4.2b)–(4.2f), and the well-known trace operators
τI : H
2(I)→ H 32 (γ) ,
τA : H
2(A˚)→ H 32 (γ) .
Refering to Remark 4.2, we can omit the inequality (4.2k) and reduce the problem to
minimize f(uI , uA) :=J (SI (uI , uA), SA(uI , uA), uI , uA)
subject to G(uI , uA) :=
(
∆ymax − ymax + uA
τASA(uI , uA)− τAymax
)
= 0, (5.2)
where G : L2(I) × L2(A˚) → L2(A˚) × H 32 (γ). This reduced problem fits in the usual
framework of nonlinear optimization in Banach spaces. Next, we will show that the
Zowe-Kurcyusz constraint qualification is valid for the operator G in (u¯I , u¯A). Thus, for
each arbitrary z1 ∈ L2(A˚) and z2 ∈ H 32 (γ) we need to find (hI , hA) ∈ L2(I) × L2(A˚)
such that
G′(hI , hA) =
(
hA
τASA(hI , hA)
)
=
(
z1
z2
)
.
(Note that G is continuously Fre´chet differentiable, since SA is continuous and affine.)
As a start, this defines hA := z1. Now let (v
1
I , v
1
A) := S(0, hA). Consequently v
1
A ∈ H2(A˚)
and τAv
1
A ∈ H
3
2 (γ). Next, let v2A ∈ H2(A˚) solve
−∆v2A + v2A = 0 , a. e. in A˚ ,
τAv
2
A = z2 − τAv1A , a. e. on γ .
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Due to [19, Thm. 1.5.1.2] there exists v2I ∈ H2(I) which suffices
∂νv
2
I = 0 , a. e. on Γ ,
∂νI v
2
I = −∂νAv2A , a. e. on γ ,
τIv
2
I = τAv
2
A , a. e. on γ .
Defining hI := −∆v2I + v2I ∈ L2(I), vI := v1I + v2I , and vA := v1A + v2A, it follows
−∆vI + vI = −∆v1I + v1I −∆v2I + v2I = 0 + hI , a. e. in I ,
−∆vA + vA = −∆v1A + v1A −∆v2A + v2A = z1 + 0 , a. e. in A˚ ,
∂νvI = ∂νv
1
I + ∂νv
2
I = 0 + 0 , a. e. on Γ ,
τIvI − τAvA = (τIv1I − τAv1A) + (τIv2I − τAv2A) = 0 + 0 , a. e. on γ ,
∂νI vI + ∂νAvA = (∂νI v
1
I + ∂νAv
1
A) + (∂νI v
2
I + ∂νAv
2
A) = 0 + 0 , a. e. on γ ,
or in other words S(hI , z1) = (vI , vA). Furthermore, there holds
G′(hI , hA) =
(
hA
τASA(hI , hA)
)
=
(
z1
τAv
1
A + (z2 − τAv1A)
)
=
(
z1
z2
)
.
Consequently, the Zowe-Kurcyusz constraint qualification is fulfilled and there exist La-
grange multipliers q ∈ L2(A˚) and σ ∈ H 32 (γ)∗ = H− 32 (γ), so as to (u¯I , u¯A , q, σ) is a
saddle point of the Lagrange function (cf. [33, Thm. 6.3])
L : L2(I)× L2(A˚)× L2(A˚)×H− 32 (γ)→ IR ,
L(uI , uA , q, σ) := f(uI , uA) +
∫
A˚
q (uA+∆ymax− ymax) + 〈〈σ, τASA(uI , uA)−τAymax〉〉γ ,
where 〈〈., .〉〉M is the duality pairing between H− 32 (M) and H 32 (M) for M ∈ {γ,Γ}. Since
the constraints (5.2) solely consist of equalities, it holds
0 = ∂uAL(u¯I , u¯A , q, σ)h
=
∫
I
(SI (u¯I , u¯A)− yd)SI (0, h) +
∫
A˚
(SA(u¯I , u¯A)− yd)SA(0, h)
+
∫
A˚
λ(u¯A − ud)h+
∫
A˚
qh+ 〈〈σ, τASA(0, h)〉〉γ , ∀h ∈ L2(A˚).
Now let (pI , pA) ∈ L2(I,∆) × L2(A˚,∆) be introduced as the solution to (5.1a)–(5.1e).
Note that such functions are well defined, see, e. g., [2, Sec. 7.1-9] or [19, Sec. 1.5.3].
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Using the suitable Green’s formula (cf. [19, p. 57]) we can proceed
0 =
∫
I
(−∆pI + pI )SI (0, h) +
∫
A˚
(−∆pA + pA)SA(0, h)
+
∫
A˚
λ (u¯A − ud)h+
∫
A˚
qh+ 〈〈σ, τASA(0, h)〉〉γ
=
∫
I
pI (−∆SI (0, h) + SI (0, h))︸ ︷︷ ︸
=0
+
∫
A˚
pA (−∆SA(0, h) + SA(0, h))︸ ︷︷ ︸
=h
+
∫
A˚
λ (u¯A − ud)h+
∫
A˚
qh+ 〈〈σ, τASA(0, h)〉〉γ
− 〈〈∂νI pI , τISI (0, h)︸ ︷︷ ︸
=τASA (0,h)
〉〉
γ
+
〈
τIpI︸︷︷︸
= τApA
, ∂νISI (0, h)
〉
γ
− 〈〈∂νApA , τASA(0, h)〉〉γ + 〈τApA , ∂νASA(0, h)〉γ
− 〈〈 ∂νpI︸︷︷︸
=0
, τSI (0, h)
〉〉
Γ
+
〈
τpI , ∂νSI (0, h)︸ ︷︷ ︸
=0
〉
Γ
=
∫
A˚
pAh+ qh+ λ(u¯A − ud)h , ∀h ∈ L2(A˚).
Here 〈., .〉M denotes the duality pairing between H− 12 (M) and H 12 (M) for M ∈ {γ,Γ}.
Finally, we obtain λ (u¯A−ud)+pA+q = 0 in L2(A˚) and, analogously, λ (u¯I−ud)+pI = 0
in L2(I) by investigating 0 = ∂uIL(u¯I , u¯A , q, σ)h. This completes the derivation of the
claimed conditions. 
Next, we investigate the connection between the multipliers of Theorem 5.1 and
those of the traditional optimality system of Theorem 2.2. As an additional result we
get a higher regularity for several variables and some sign conditions.
Proposition 5.2 Under Assumptions 2.1 let (y¯I , y¯A , u¯I , u¯A) be the optimal solution to
(4.2), let pI , pA, q and σ be defined by (5.1), and let (℘I , ℘A) ∈ H2(I) × H2(A˚),
(µA˚, µγ) ∈ L2(A˚) × H
1
2 (γ) be the multipliers of the common optimality system (2.5).
Then there holds
pI = ℘I , a. e. in I , (5.3a)
pA + q = ℘A , a. e. in A˚ , (5.3b)
−∆q + q = µA˚ , a. e. in A˚ , (5.3c)
q = 0 , a. e. on γ , (5.3d)
∂νA q + σ = µγ , a. e. on γ , (5.3e)
q ≥ 0 , a. e. in A˚ , (5.3f)
σ ≥ 0 , a. e. on γ , (5.3g)
and the regularities improve to pI ∈ H2(I), pA ∈ H2(A˚), q ∈ H2(A˚), and σ ∈ H
1
2 (γ).
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Proof. Because primal variables match, we find, by comparison of (5.1f) and (2.5f),
and respectively of (5.1g) and (2.5g),
pI = ℘I ∈ H2(I) ,
pA + q = ℘A ∈ H2(A˚) . (5.4)
By inserting (5.4) into (2.5c) and by comparing with (5.1c), one obtains
−∆q + q = µA˚ , a. e. in A˚ .
Similarly we get
∂νA q + σ = µγ , a. e. on γ
by equations (2.5e) and (5.1e). Since ℘ and p are continuous across the interface γ due
to (2.5d) and (5.1d), we have q = 0 on γ. With µA˚ ∈ L2(A˚), regularity theory for the
boundary value problem (5.3c), (5.3d) yields q ∈ H2(A˚) and, due to (5.4), one obtains
pA ∈ H2(A˚). In addition, due to (5.1e) and H2-regularity of pI and pA, there holds
σ ∈ H 12 (γ). With τAq = 0, µA˚ ≥ 0, and weak maximum principle we find q ≥ 0 and, in
particular, ∂νA q ≤ 0; hence 0 ≤ µγ = σ + ∂νA q ≤ σ. 
Remarks 5.3 Proposition 5.2 shows the direct connection between the traditional mul-
tipliers and the new ones.
• It should be emphasized that the multipliers q and σ inherit sign conditions from
their counterparts µA˚ and µγ , although they belong to equality constraints.
• The improvement of regularity of q vs. µA˚ is linked to the derivative of the equa-
tion G(y¯A) ≡ 0 in A˚: The equation was differentiated twice (cf. (4.1a)) and the
regularity improves from L2(A˚) to H2(A˚). Analogously, σ does not gain any im-
provement in regularity compared to µγ , which is due to the fact that the boundary
condition (4.1b) does not contain differential operations. However, as we will see in
the next section, improvements can be achieved by applying Neumann boundary
conditions.
• The boundary condition q = 0 on γ is not contained in the statement of Theorem
5.1 and is only obtained by comparison with the traditional optimality conditions.
This gives an indication that the restriction of problem (4.2) to the a priori un-
known active set A inhibits the derivation of a condition of this type. In section
7, we will present an informal way how to obtain this condition.
• The lifting of the regularities can be obtained independently of the above compar-
ison, in particular with Theorem 7.5 in section 7.
• Results, which are comparable to the first two items, are known from OC-ODE;
compare Maurer [27, (5.9), (5.10)].
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6 Reformulation of the optimal control problem: 2nd variant
Instead of the Dirichlet boundary value problem (4.1) we may also choose a Neumann
boundary value problem as equivalent reformulation of the state constraint on the ac-
tive set. In contrast to the previous BDD-ansatz, the boundary condition contains a
differential operator. In particular, this leads to higher regularity of the corresponding
multiplier. Starting with
−∆G(y¯A) +G(y¯A) = −∆y¯A + y¯A + ∆ymax − ymax = 0 , a. e. in A˚ ,
∂νAG(y¯A) = ∂νA y¯A − ∂νAymax = 0 , a. e. on γ ,
and using the state equation one obtains
∆ymax − ymax + u¯A = 0 , a. e. in A˚ ,
∂νA y¯A − ∂νAymax = 0 , a. e. on γ .
Consequently, as in section 4, we consider a reformulation of the optimal control
problem (3.1), where we replace (3.1g), (3.1h) with
∆ymax − ymax + uA = 0 , a. e. in A˚ , (6.1a)
∂νAyA − ∂νAymax = 0 , a. e. on γ . (6.1b)
The existence and uniqueness result of Theorem 7.1 is valid in this situation, too. Thus,
we can state new necessary conditions for the given reformulation.
Theorem 6.1 Let (y¯I , y¯A , u¯I , u¯A) be the optimal solution to problem (3.1), where (3.1g),
(3.1h) is replaced with (6.1). Then there exist multipliers1 q ∈ L2(A˚), σ ∈ H− 12 (γ), and
functions pI ∈ L2(I,∆), pA ∈ L2(A˚,∆), such that
−∆pI + pI = y¯I − yd , a. e. in I , (6.2a)
∂νpI = 0 , a. e. on Γ , (6.2b)
−∆pA + pA = y¯A − yd , a. e. in A˚ , (6.2c)
pI = pA + σ , a. e. on γ , (6.2d)
∂νI pI = −∂νApA , a. e. on γ , (6.2e)
λ (u¯I − ud) + pI = 0 , a. e. in I , (6.2f)
λ (u¯A − ud) + pA + q = 0 , a. e. in A˚ . (6.2g)
Proof. The statement of Remark 4.2 is valid here, too. Thus, we omit the state
constraint (3.1k) in the inactive set in the following. Using the continuous control-to-
state operator S from the proof of the analog Theorem 5.1 and the continuous Neumann
trace operator ∂νA: H
2(A˚)→ H 12 (γ), the considered optimal control problem becomes
minimize f(uI , uA) :=
1
2
‖SI (uI , uA)− yd‖2L2(I) +
1
2
‖SA(uI , uA)− yd‖2L2(A˚)
+
λ
2
‖uI − ud‖2L2(I) +
λ
2
‖uA − ud‖2L2(A˚)
subject to G(uI , uA) :=
(
∆ymax − ymax + uA
∂νASA(uI , uA)− ∂νAymax
)
= 0, (6.3)
1Although the multipliers differ from those of section 5, we omit an additional subscript for the sake
of simplicity.
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where G : L2(I) × L2(A˚) → L2(A˚) × H 12 (γ). The remaining proof follows the lines
of the proof of Theorem 5.1, but is given for convenience. In order to validate the
Zowe-Kurcyusz constraint qualification for the operator G, we need to find (hI , hA) ∈
L2(I)× L2(A˚) such that
G′(hI , hA) =
(
hA
∂νASA(hI , hA)
)
=
(
z1
z2
)
,
where z1 ∈ L2(A˚), z2 ∈ H 12 (γ) are given arbitrarily. As a start, this defines hA := z1.
Now let (v1I , v
1
A) := S(0, hA). Consequently v
1
A ∈ H2(A˚) and ∂νAv1A ∈ H
1
2 (γ). Next, let
v2A ∈ H2(A˚) solve
−∆v2A + v2A = 0 , a. e. in A˚ ,
∂νAv
2
A = z2 − ∂νAv1A , a. e. on γ .
Due to [19, Thm. 1.5.1.2] there exists v2I ∈ H2(I) which suffices
∂νv
2
I = 0 , a. e. on Γ ,
∂νI v
2
I = −∂νAv2A , a. e. on γ ,
τIv
2
I = τAv
2
A , a. e. on γ .
Defining hI := −∆v2I + v2I ∈ L2(I), vI := v1I + v2I , and vA := v1A + v2A, it follows
−∆vI + vI = −∆v1I + v1I −∆v2I + v2I = 0 + hI , a. e. in I ,
−∆vA + vA = −∆v1A + v1A −∆v2A + v2A = z1 + 0 , a. e. in A˚ ,
∂νvI = ∂νv
1
I + ∂νv
2
I = 0 + 0 , a. e. on Γ ,
τIvI − τAvA = (τIv1I − τAv1A) + (τIv2I − τAv2A) = 0 + 0 , a. e. on γ ,
∂νI vI + ∂νAvA = (∂νI v
1
I + ∂νAv
1
A) + (∂νI v
2
I + ∂νAv
2
A) = 0 + 0 , a. e. on γ ,
or in other words S(hI , z1) = (vI , vA). Furthermore, there holds
G′(hI , hA) =
(
hA
∂νASA(hI , hA)
)
=
(
z1
∂νAv
1
A + (z2 − ∂νAv1A)
)
=
(
z1
z2
)
.
Consequently, the Zowe-Kurcyusz constraint qualification is fulfilled and there exist La-
grange multipliers q ∈ L2(A˚) and σ ∈ H 12 (γ)∗ = H− 12 (γ), so as to (u¯I , u¯A , p, σ) is a
saddle point of the Lagrange function (cf. [33, Thm. 6.3])
L : L2(I)× L2(A˚)× L2(A˚)×H− 12 (γ)→ IR ,
L(uI , uA , q, σ) := f(uI , uA) +
∫
A˚
q (uA+∆ymax− ymax) +
〈
σ, ∂νASA(uI , uA)−∂νAymax
〉
γ
.
Here again, we use the notation 〈., .〉M , resp. 〈〈., .〉〉M for the duality pairings between
H−
1
2 (M) and H
1
2 (M), resp. H−
3
2 (M) and H
3
2 (M) for M ∈ {γ,Γ}. Since the con-
straints (6.3) solely consist of equalities, there holds
0 = ∂uAL(u¯I , u¯A , q, σ)h
=
∫
I
(SI (u¯I , u¯A)− yd)SI (0, h) +
∫
A˚
(SA(u¯I , u¯A)− yd)SA(0, h)
+
∫
A˚
λ(u¯A − ud)h+
∫
A˚
qh+
〈
σ, ∂νASA(0, h)
〉
γ
, ∀h ∈ L2(A˚).
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Now let (pI , pA) ∈ L2(I,∆) × L2(A˚,∆) be introduced as the solution to (6.2a)–(6.2e).
Note that such functions are well defined, see, e. g., [2, Sec. 7.1-9] or [19, Sec. 1.5.3].
Using the suitable Green’s formula (cf. [19, p. 57]) we can proceed
0 =
∫
I
(−∆pI + pI )SI (0, h) +
∫
A˚
(−∆pA + pA)SA(0, h)
+
∫
A˚
λ (u¯A − ud)h+
∫
A˚
qh+
〈
σ, ∂νASA(0, h)
〉
γ
=
∫
I
pI (−∆SI (0, h) + SI (0, h))︸ ︷︷ ︸
=0
+
∫
A˚
pA (−∆SA(0, h) + SA(0, h))︸ ︷︷ ︸
=h
+
∫
A˚
λ (u¯A − ud)h+
∫
A˚
qh+
〈
σ, ∂νASA(0, h)
〉
γ
− 〈〈 ∂νI pI︸ ︷︷ ︸
= −∂νA pA
, τISI (0, h)︸ ︷︷ ︸
=τASA (0,h)
〉〉
γ
+
〈
τIpI︸︷︷︸
= τApA+σ
, ∂νISI (0, h)︸ ︷︷ ︸
= −∂νASA (0, h)
〉
γ
− 〈〈∂νApA , τASA(0, h)〉〉γ + 〈τApA , ∂νASA(0, h)〉γ
− 〈〈 ∂νpI︸︷︷︸
=0
, τSI (0, h)
〉〉
Γ
+
〈
τpI , ∂νSI (0, h)︸ ︷︷ ︸
=0
〉
Γ
=
∫
A˚
pAh+ qh+ λ(u¯A − ud)h , ∀h ∈ L2(A˚).
Finally, we obtain λ (u¯A−ud)+pA+q = 0 in L2(A˚) and, analogously, λ (u¯I−ud)+pI = 0
in L2(I), which completes the derivation of the claimed conditions. 
Next, we investigate the connection between the multipliers of Theorem 6.1 and
those of the traditional optimality system of Theorem 2.2. As additional result we get
higher regularity for several variables and some sign conditions.
Proposition 6.2 Let (y¯I , y¯A , u¯I , u¯A) be the optimal solution to problem (3.1), where
(3.1g), (3.1h) is replaced with (6.1), let pI , pA, q, and σ be defined by (6.2), and let
(℘I , ℘A) ∈ H2(I)×H2(A˚), (µA˚, µγ) ∈ L2(A˚)×H
1
2 (γ) be the multipliers of the common
optimality system (2.5). Then there holds
pI = ℘I , a. e. in I , (6.4a)
pA + q = ℘A , a. e. in A˚ , (6.4b)
−∆q + q = µA˚ , a. e. in A˚ , (6.4c)
q = σ , a. e. on γ , (6.4d)
∂νA q = µγ , a. e. on γ , (6.4e)
q ≥ 0 , a. e. in A˚ , (6.4f)
σ ≥ 0 , a. e. on γ , (6.4g)
and the regularities improve to pI ∈ H2(I), pA ∈ H2(A˚), q ∈ H2(A˚), and σ ∈ H
3
2 (γ).
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Proof. Because primal variables match, we find, by comparison of (6.2f) and (2.5f),
and respectively of (6.2g) and (2.5g),
pI = ℘I ∈ H2(I) ,
pA + q = ℘A ∈ H2(A˚) . (6.5)
By inserting (6.5) into (2.5c) and by comparing with (6.2c), one obtains
−∆q + q = µA˚ , a. e. in A˚.
Similarly we get
∂νA q = µγ , a. e. on γ
by equations (2.5e) and (6.2e). Since µA˚ ∈ L2(A˚) and µγ ∈ H
1
2 (γ), regularity theory
for the boundary value problem (6.4c), (6.4d) yields q ∈ H2(A˚) and, due to (6.5), one
obtains pA ∈ H2(A˚). Since ℘ is continuous across the interface γ due to (2.5d), and
since the jump condition (6.2d) holds, we furthermore have σ = τAq ∈ H
3
2 (γ). With
µγ ≥ 0 and µA˚ ≥ 0 we find q ≥ 0 by weak maximum principle. Applying the Sobolev
embedding theorem q ∈ H2(A˚) ↪→ C(A) one finally gets σ ≥ 0. 
Remarks 6.3 A comparison of the two discussed Bryson-Denham-Dreyfus type approaches
reveals the following results:
• The choice of the boundary condition in the ansatz leads to different jump condi-
tions for the adjoint state. In particular, a Dirichlet boundary condition generates
a kink (i. e. a jump in the derivative), whereas a Neumann boundary condition
yields a jump. Consequently, one might use this degree of freedom with respect
to further analysis or numerical treatment.
• In contrast to the ansatz of section 4, the regularity of σ improves vs. those of
µγ from H
1
2 (γ) to H
3
2 (γ). This is due to the fact, that we utilize the first order
differential operator ∂νA in the reformulation (6.1b) of the state constraint.
• The second Bryson-Denham-Dreyfus type ansatz yields necessary conditions in
which the original multipliers µA˚ and µγ are replaced with the H
2-regular q and
its Dirichlet trace σ. Thus, in contrast to the first Bryson-Denham-Dreyfus type
ansatz, the measure nature of the necessary conditions has disappeared.
• Higher regularity of the multipliers can be obtained via application of Theorem 7.5
in this ansatz, too. Thus, the comparison with the classical necessary conditions
is not mandatory.
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7 Set Optimal Control Problem
So far the derivation of new necessary conditions was based on an equivalent reformula-
tion of the original model problem, which implicitly used the knowledge of the optimal
active set A. Of course A is not known a priori, and, consequently, it is worth generaliz-
ing the problem formulations of sections 4 and 6 to a set optimal control problem, where
the right splitting of Ω in active and inactive sets has to be found as well. Exemplarily
we use the ansatz of section 4.
minimize J(yJ , yB , uJ , uB ,B) :=
1
2
‖yJ − yd‖2L2(J ) +
1
2
‖yB − yd‖2L2(B˚)
+
λ
2
‖uJ − ud‖2L2(J )+
λ
2
‖uB − ud‖2L2(B˚)
(7.1a)
subject to −∆yJ + yJ = uJ , a. e. in J , (7.1b)
−∆yB + yB = uB , a. e. in B˚ , (7.1c)
∂νyJ = 0 , a. e. on Γ , (7.1d)
yJ = yB , a. e. on β , (7.1e)
∂νJ yJ + ∂νB yB = 0 , a. e. on β , (7.1f)
uB = −∆ymax + ymax , a. e. in B˚ , (7.1g)
yB = ymax , a. e. on β , (7.1h)
uB ∈ L2(B˚) , uJ ∈ L2(J ) , (7.1i)
yB ∈ H2(B˚) , yJ ∈ H2(J ) , (7.1j)
yJ < ymax , a. e. in J , (7.1k)
Ω = B ∪˙J , β := ∂B, B fulfills Assumptions 2.1. (7.1l)
Theorem 7.1 Let Assumptions 2.1 be fulfilled. Then the original model problem (2.1)
and the reformulation (7.1) possess the same unique optimal solution.
Proof. We show that the optimal solution to the original model problem is op-
timal for the reformulation, as well. Let (y¯, u¯) be the optimal solution to (2.1), and
let A be defined as in (2.2). Defining B := A, J := Ω \ A, y¯J := y¯|J , y¯B := y¯|B,
u¯J := u¯|J , and u¯B := u¯|B, it is obvious that we obtain a feasible point for (7.1). Now
suppose this point is not optimal, in other words there exists (yˆJ , yˆB , uˆJ , uˆB , Bˆ) with
J(yˆJ , yˆB , uˆJ , uˆB , Bˆ) < J(y¯J , y¯B , u¯J , u¯B ,B). Regarding the equivalence between the bound-
ary value problem (2.1b), (2.1c) and its splitted version, it can easily be verified that
(yˆ, uˆ) defined by
yˆ =
{
yˆJ , in Jˆ ,
yˆB , in Bˆ,
and uˆ =
{
uˆJ , in Jˆ ,
uˆB , in Bˆ,
is a feasible point for the original problem (2.1). This yields
J(yˆ, uˆ) = J(yˆJ , yˆB , uˆI , uˆB , Bˆ) < J(y¯J , y¯B , u¯J , u¯B ,B) = J(y¯, u¯),
in contradiction to optimality of (y¯, u¯). The uniqueness of the solution of the reformu-
lation is shown with the same arguments as above together with the uniqueness of the
solution of the original model problem. 
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Remark 7.2 As far as we know, problems of this type have not been studied in literature
up to now. We call it a set optimal control problem for obvious reasons. The set of all
admissible sets B (cf. (7.1l)) does not possess a vector space structure. Consequently,
problem (7.1) does not fit in the usual framework of nonlinear optimization in Banach
spaces. It is a hybrid problem which possesses Banach space variables and a set variable,
whose topology and shape has to be determined. In this context Assumptions 2.1 rather
defines the set of admissible sets (comparable to uJ ∈ L2(J )), than being an explicit
restriction.
Next, we analyze the set optimal control problem in more detail. Obviously, problem
(7.1) is equivalent to the bilevel optimization problem
min
B
s.t. (7.1k),(7.1l)
min
yJ ,yB ,uJ ,uB
s.t. (7.1b)−(7.1j)
J(yJ , yB , uJ , uB ;B) . (7.2)
A crucial point in this consideration is where to place inequality (7.1k). If it was treated
as a constraint in the optimization with respect to the function space variables (in the
following denoted as inner optimization), this subproblem might possess no optimum
for a given splitting of Ω. Hence, we use it as a constraint in the optimization with
respect to the set variable. If the inequality was omitted, the optimal solution would be
the same as the one of the original model problem without state constraint.
Remark 7.3 The bilevel optimization problem (7.2) occurs here in a natural way, while
Hintermu¨ller, Ring [23] construct a similar problem by penalizing optimality conditions
redundant for the inner optimization problem in the outer optimization problem.
Now we see, that the inner optimization yields a unique solution for any suitable
splitting of Ω.
Theorem 7.4 Let Ω = B ∪˙J be a fixed splitting compatible to Assumptions 2.1. Then
the inner optimization problem (7.1a)–(7.1j) has a unique solution.
Proof. Let Ω = B ∪˙J be the given splitting. Due to constraints (7.1g), (7.1h),
and (7.1c), the variables uB and yB are fixed on the set B. Hence, the subproblem can
equivalently be reduced to the set J :
minimize f(uJ ) :=
1
2
‖S(uJ )− yd‖2L2(J ) +
λ
2
‖uJ − ud‖2L2(J )
subject to uJ ∈ U := {uJ ∈ L2(J ) | ∂νJ S(uJ ) = −∂νB ymax on β} ,
where S : L2(J )→ H2(J ) maps uJ to the solution of the boundary value problem (7.1b),
(7.1d), and yJ = ymax on β. Since S and ∂νJ are continuous (cf. [19, Thm. 2.3.3.2,
1.5.1.2]), and since U is a closed and convex subset of L2(J ), the reduced problem has
a unique optimal solution (cf. [33, Thm. 2.16]). 
A consequence of Theorem 7.4 is that the existence result of Theorem 5.1 is valid for
any feasible splitting and its corresponding optimal solution. Therefore, the inner opti-
mization for a given splitting is equivalent to solving the first order necessary conditions
of Theorem 5.1. Since Proposition 5.2 allows the lifting of the regularity of the multi-
pliers only at the optimal configuration by comparing our necessary conditions with the
classical ones, we now need an analogous result for a given arbitrary splitting.
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Theorem 7.5 Let Ω = B ∪˙J be a fixed splitting compatible to Assumptions 2.1. Then
the boundary value problem
−∆yJ + yJ = −
1
λ
p+ ud , a. e. in J ,
−∆pJ + pJ = yJ − yd , a. e. in J ,
∂νyJ = 0 , a. e. on Γ ,
∂νpJ = 0 , a. e. on Γ ,
yJ = ymax , a. e. on β ,
∂νJ yJ = ∂νJ ymax , a. e. on β ,
possesses a unique solution (yJ , pJ ) ∈ H2(J )×H2(J ).
Proof. The proof is divided into three steps. First we transform the system into
a fourth order boundary value problem with homogeneous boundary values. Therefore,
we start with y˜ ∈ H4(J ) fulfilling y˜ = ymax, ∂νJ y˜ = ∂νJ ymax on β, and ∂ν y˜ = 0 on
Γ, which exists due to ymax ∈ H4(Ω) and dist(Γ, β) ≥ δ > 0 for a fixed δ according to
Assumptions 2.1. Let p˜ ∈ H2(J ) fulfill −∆p˜ + p˜ = y˜ − yd in J , ∂ν p˜ = 0 on Γ. Then
yˆ := yJ − y˜, pˆ := pJ − p˜ solve
−∆yˆ + yˆ = − 1
λ
pˆ+ F , a. e. in J , (7.3a)
−∆pˆ+ pˆ = yˆ , a. e. in J , (7.3b)
∂ν yˆ = 0 , a. e. on Γ , (7.3c)
∂ν pˆ = 0 , a. e. on Γ , (7.3d)
yˆ = 0 , a. e. on β , (7.3e)
∂νJ yˆ = 0 , a. e. on β , (7.3f)
with F := ud + ∆y˜ − y˜ − 1λ p˜ ∈ H2(J ). By substituting (7.3b) in (7.3a) we obtain
∆2pˆ− 2∆pˆ+ (1 + 1
λ
)pˆ = F , a. e. in J , (7.4a)
∂ν pˆ = 0 , a. e. on Γ , (7.4b)
∂ν(−∆pˆ+ pˆ) = 0 , a. e. on Γ , (7.4c)
−∆pˆ+ pˆ = 0 , a. e. on β , (7.4d)
∂νJ (−∆pˆ+ pˆ) = 0 , a. e. on β . (7.4e)
In a second step we prove existence and uniqueness for a solution pˆ ∈ H2(J ) of this
fourth order boundary value problem. Defining H := {v ∈ H2(J )|∂νv = 0 on Γ} and
the bilinear form
B : H×H → IR , (v, w) 7→ (∆v,∆w) + 2(∇v,∇w) + (1 + 1
λ
)(v, w)−
∫
β
(w∂νJ v+v∂νJ w) ,
where (·, ·) denotes the scalar product in L2(J ), resp. L2(J )2. In fact, the bilinear form
B is a scalar product on H, since it is symmetric and positive definite, which is seen by
integration by parts:
B(v, v) =
∫
J
(∆v − v)2 + 1
λ
v2 .
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Since F ∈ L2(J ), the linear form (F, ·) is in (H,B(·, ·))∗. With Riesz representation
theorem we have existence and uniqueness of p˘ ∈ H such that
B(p˘, w) = (F,w) , ∀w ∈ H . (7.5)
Note that (7.5) is the weak formulation of the boundary value problem (7.4), which is
easily verified by integration by parts and well-known variational arguments. The third
step brings the proof full circle. Let y˘ ∈ H2(J ) be the unique solution to (7.3a), (7.3c),
(7.3e) with pˆ replaced by p˘. Since p˘ fulfills (7.3d) by definition of H, the equations (7.3b)
and (7.3f) remain to be shown. According to the second step, it holds for all w ∈ H:
(F,w)
= (∆p˘,∆w) + (∇p˘,∇w)−
∫
β
p˘ ∂νJ w + (
1
λ
p˘, w) + (∇p˘,∇w) + (p˘, w)−
∫
β
w ∂νJ p˘
= (∆p˘,∆w)− (p˘,∆w) +
∫
Γ
p˘ ∂νw︸︷︷︸
=0
+(∆y˘ − y˘ + F,w)− (∆p˘, w) + (p˘, w) +
∫
Γ
w ∂ν p˘︸︷︷︸
=0
= (∆p˘− p˘+ y˘,∆w−w) + (F,w) +
∫
Γ
w ∂ν y˘︸︷︷︸
=0
+
∫
β
w ∂νJ y˘ −
∫
Γ
y˘ ∂νw︸︷︷︸
=0
−
∫
β
y˘︸︷︷︸
=0
∂νJ w .
This implies
0 = (∆p˘− p˘+ y˘,∆w − w) +
∫
β
w ∂νJ y˘ , ∀w ∈ H .
For an arbitrary s ∈ L2(J ) there exists an unique w ∈ H which solves −∆w+w = −s in
J and w = 0 on β. Therefore, it holds (7.3b) and consequently (7.3f), too. By applying
the inverse transformations of the first step we conclude the proof. 
Remark 7.6 The regularity results of Theorem 7.5 also yield higher smoothness of the
multipliers q and σ by (5.1e) and (5.1g).
We continue with the bilevel optimization problem (7.2) and reformulate it again: In
a first step we formulate a minimization problem with the optimality system of the inner
problem as constraints of the outer problem. This reformulation fits in the framework of
PDE constrained topology and/or shape optimization. In a second step we replace the
optimality system by a saddle point problem for the Lagrangian of the inner optimization
and obtain
min
B
s.t. (7.1k),(7.1l)
(
min
(yJ,yB ,uJ,uB )
max
(pJ,pB ,q,σ,ζ,ξ)
L(yJ , yB , uJ , uB ; pJ , pB , q, σ, ζ, ξ;B)
)
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with
L(yJ , yB , uJ , uB ; pJ , pB , q, σ, ζ, ξ;B) :=J (yJ , yB , uJ , uB)
−
∫
J
∇yJ∇pJ + (yJ − uJ )pJ −
∫
B˚
∇yB∇pB + (yB − uB)pB
+
∫
β
(yJ − yB)ζ +
∫
β
∂νJ yJ (ξ + pJ ) + ∂νB yB(ξ + pB)
+
∫
B˚
(∆ymax − ymax + uB)q +
∫
β
(yB − ymax)σ .
This final reformulation is very close to the framework of Delfour and Zole´sio in [16,
Chp. 10, Thm. 5.1]. By their theorem one can obtain the shape derivative of the value
of the minimax problem as partial shape derivative of the Lagrangian evaluated at the
minimaximizer. An analogous result with respect to a topology derivative is not known
to the best knowledge of the authors.
From now on we proceed on an informal way to derive our final necessary conditions.
First we omit the inequality (7.1k) temporarily. The derivatives of the Lagrangian with
respect to the function space variables yield the well-known optimality system of the
inner optimization. In addition, we compute the partial shape derivative of L at
(y¯I , y¯A , u¯I , u¯A ; pI , pA , q, σ, ζ = ∂νI pI , ξ = −pI |γ ;A)
and obtain, for all perturbation fields V ∈ V := {V ∈ C1,1(Ω¯, IR2)|V = 0 on Γ} accord-
ing to [31]:
∂BL(. . . )[V ] =∫
γ
(V · νI )
[ 1
2
(y¯I − yd)2 −
1
2
(y¯A − yd)2︸ ︷︷ ︸
= 0
+
λ
2
(u¯I − ud)2︸ ︷︷ ︸
= 1
2λ
p2I
− λ
2
(u¯A − ud)2︸ ︷︷ ︸
= 1
2λ
(pA+q)
2
]
+
∫
γ
(V · νI )
[
−∇y¯I∇pI + ( u¯I︸︷︷︸
= − 1
λ
pI + ud
−y¯I )pI +∇y¯A∇pA + (y¯A −u¯A︸︷︷︸
= 1
λ
(pA + q)− ud
)pA
]
+
∫
γ
(V · νI )
[
− (∆ymax − ymax + u¯A)︸ ︷︷ ︸
= 0
q
]
+
∫
γ
(V · νI )
[
(∂νI y¯I + ∂νA y¯A)︸ ︷︷ ︸
= 0
∂νI pI + κI (y¯I − y¯A)︸ ︷︷ ︸
= 0
∂νI pI
+ ∂2νI
y¯I (−pI + pI )︸ ︷︷ ︸
= 0
+∂νI y¯I∂νI pI + κI∂νI y¯I (−pI + pI )︸ ︷︷ ︸
= 0
− ∂2νA y¯A (−pI + pA)︸ ︷︷ ︸
= 0
−∂νA y¯A∂νApA − κA∂νA y¯A (−pI + pA)︸ ︷︷ ︸
= 0
− ∂2νI y¯A (∂νA y¯A − ∂νAymax)︸ ︷︷ ︸
= 0
σ + κI (y¯A − ymax)︸ ︷︷ ︸
= 0
σ
]
=
∫
γ
(V · νI )
[
−∇γ y¯I∇γpI +∇γ y¯A∇γpA︸ ︷︷ ︸
= 0
− 1
2λ
p2I +
1
2λ
p2A︸ ︷︷ ︸
= 0
− 1
2λ
q2
]
,
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where we have used (7.1b)–(7.1h), (5.1) and yd ∈ H1(Ω). Here κI = −κA denote the
mean curvature of γ, and ∇γ the tangential gradient.
Equation (5.3d), which was obtained by comparison with the traditional necessary
conditions, now guarantees that the partial shape derivative of L vanishes at the optimal
solution of the original model problem. Vice versa, this can be interpreted as justification
for our informal way to derive first order necessary conditions for the set optimal control
problem (7.1) by means of a Lagrange principle. The shape derivative exactly yields the
missing condition of Theorem 5.1 (cf. Remarks 5.3):
0 = − 1
2λ
q2
(5.1d)
= − 1
2λ
(pA + q − pI )2
(5.1f)
=
(5.1g)
−λ
2
(u¯A − u¯I )2 ⇔ u¯A = u¯I , on γ .
This is the analog to the continuity of the Hamiltonian across junction points of bound-
ary arcs for autonomous problems in OC-ODE, see [27, p. 22, (iii)], [20, (5.15)].
In summary the vanishing partial shape derivative of the Lagrangian L is compatible
with the inequality (7.1k).
Remark 7.7 The conceptual ideas of this section are not mandatorily connected with
the Bryson-Denham-Dreyfus reformulation of the state constraint. In stead of uB =
−∆ymax + ymax, we could use yB = ymax a. e. in B˚, which leads to the traditional
necessary conditions of Theorem 2.2.
We end the paper by assembling the new necessary conditions in form of free bound-
ary problems:
for the BDD-ansatz of section 4:
−∆y¯I + y¯I = u¯I , in I , −∆pI + pI = y¯I − yd , in I ,
−∆y¯A + y¯A = u¯A , in A˚ , −∆pA + pA = y¯A − yd , in A˚
∂ν y¯I = 0 , on Γ , ∂νpI = 0 , on Γ ,
y¯I = y¯A , on γ , pI = pA , on γ ,
∂νI y¯I = −∂νA y¯A , on γ , ∂νI pI = σ − ∂νApA , on γ ,
−∆ymax + ymax = u¯A , in A˚ , λ (u¯I − ud) = −pI , in I ,
y¯A = ymax , on γ , λ (u¯A − ud) = −pA − q , in A˚ ,
y¯I < ymax , in I , q = 0 on γ ,
σ ≥ 0 on γ ,
q ≥ 0 in A˚ ,
and for the BDD-ansatz of section 6 (with different functions q, σ = q|γ , pA):
−∆y¯I + y¯I = u¯I , in I , −∆pI + pI = y¯I − yd , in I ,
−∆y¯A + y¯A = u¯A , in A˚ , −∆pA + pA = y¯A − yd , in A˚
∂ν y¯I = 0 , on Γ , ∂νpI = 0 , on Γ ,
y¯I = y¯A , on γ , pI = pA + q , on γ ,
∂νI y¯I = −∂νA y¯A , on γ , ∂νI pI = −∂νApA , on γ ,
−∆ymax + ymax = u¯A , in A˚ , λ (u¯I − ud) = −pI , in I ,
∂νA y¯A = ∂νAymax , on γ , λ (u¯A − ud) = −pA − q , in A˚ ,
y¯I < ymax , in I , q ≥ 0 on γ .
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Remark 7.8 These sets of necessary conditions build the basis for our new numerical
method presented in a forthcoming paper. Note that, despite of the shape optimization
problem (7.2), shape adjoints will not play a role as in [23]. Instead, we will determine
the free interface by a so-called shape linearization technique.
8 Conclusions
This paper presents two main ideas: The first is introducing a splitting of the domain
Ω into two sets, which should have an interpretation as active, resp. inactive sets of
the state constraint. This idea leads to a set optimal control problem whose analysis
is non-standard. It combines the research fields of optimal control of PDEs and shape,
resp. topology optimization and it reveals encouraging insight in the structure of PDE
optimal control problems with state constraints.
The second idea is the transfer of the Bryson-Denham-Dreyfus ansatz for state con-
strained optimal control with ordinary differential equations to state constrained elliptic
optimal control problems. Two variants have been investigated leading to new first order
necessary conditions. The multipliers associated with the state constraint distinguish
themselves from the well-known ones by higher regularity. In particular, the new mul-
tiplier in the second ansatz (section 6) is no longer a measure. This lifting of regularity
corresponds to the results known from OC-ODE, when comparing the necessary con-
ditions of the BDD approach and the approach of Jacobson, Lele and Speyer, which is
known to have some drawbacks in practical applications.
Depending on the ansatz in the present paper, the adjoint variable exhibits a jump
condition either in its value or in its normal derivative. Moreover, the new multipliers
exhibit relations and further properties which are highly comparable to known results
in OC-ODE.
The research is now open to further investigations. First of all the informal appli-
cation of a Lagrange principle for treating the set optimal control problem requires a
mathematically rigorous proof. In a next step, the new treatment of state constraints
in PDE-constrained optimization should be generalizable to semilinear elliptic problems
and more complicated state constraints. An other interesting topic is the treatment of
state constrained parabolic optimal control problems.
Further open questions are concerned with the introduction of an order concept like
in ordinary optimal control theory and its possible implications on the topology of active
sets. Some first observations for a coupled control system of a parabolic and an ordinary
differential equation have already been made; see [29, 34].
In a forthcoming paper, an adapted numerical scheme for solving the new first order
optimality systems is presented, that exhibits some encouraging properties. In partic-
ular, the numerical treatment is based on the perspective of the set optimal control
problem, cf. section 7.
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Abstract
In this bipartite paper, we investigate a new class of optimal control problems
with constraints in form of a coupled system of ordinary and partial differential
equations. We call this kind of problems hypersonic rocket car problems, since they
are inspired, on the one hand, by the well-known rocket car problem, and, on the
other hand, by a recently investigated flight path trajectory optimization problem
for a hypersonic aircraft.
The hypersonic rocket car problems can be considered as undressed abstract
examples for a class of staggered state-constrained ODE-PDE-constrained optimal
control problems with a similar coupling structure as the hypersonic aircraft prob-
lem. This simplification allows to obtain analytical solutions to a certain extent
which is prohibited by the enormous complexity of the flight path optimization
problem.
The analysis of structural questions concerning the existence of boundary arcs
and touch points of state constraints is the aim of the second part of this paper and is
novel in the context of PDE-constrained optimal control. We obtain results, which
are, at a first glance, similar to state-constrained ODE optimal control problems
and show their relation to the differentiation index of the related partial differential
algebraic equation system along state-constrained subarcs. At a second glance, new
phenomena are observed caused by the non-local character of the state constraint
in the ODE context leading to additional constraints on the ODE states from the
beginning of the process on.
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1 Introduction
Realistic mathematical models of dynamical processes from scientific or engineering
background may often have to consider different physical phenomena leading to coupled
systems of equations that include partial and ordinary differential equations as well as
algebraic equations. Frequently, their numerical solution is only the first step. The iden-
tification of system parameters and the control of such systems are tackled subsequently.
Mathematically one obtains optimization problems where the constraints are given by
the underlying dynamical process. Because of their complexity such optimization prob-
lems are not widely studied in literature, neither theoretically nor numerically.
One such example was an optimal control problem recently studied by Chudej
et. al. [4] and M. Wa¨chter [12]. It describes the flight of a hypersonic aircraft under the
objective of minimum fuel consumption. The flight trajectory is described, as usual, by a
system of ordinary differential equations (ODE). However, due to the hypersonic flight
conditions a thermal protection system is indispensable and must therefore be taken
into account in the model. This leads to a quasi-linear heat equation with non-linear
boundary conditions, which is coupled with the ODE. A major goal of the optimization
is limiting the peak temperature of the thermal protection system, inducing a pointwise
state constraint, which couples the PDE with the ODE reversely.
However there is little to no hope to achieve any insight in the structure of this
problem and its solution due its enormous complexity, which makes anything beyond
numerical analysis nigh impossible. To obtain an unobstructed view, we decided to
design a model problem as simple as possible, yet containing the key features of ODE-
PDE optimal control.
This model problem we would like to call the hypersonic rocket car problem. Its
ODE-part consists of the rocket car on a rail track problem, first studied by Bushaw [2]
(see also [3]) in the pioneering days of ODE optimal control and is augmented by a heat
equation, mimicing heating due to friction.
The subject of the paper is the theoretical and numerical analysis of this prototype
of an ODE-PDE optimal control problem, with the major aim to answer structural
questions about the existence of state-constrained subarcs or touch points. With view
on complex real-life problems we focus on first-order necessary conditions only. Even
these conditions are hardly manageable for problems of this kind not to mention second-
order sufficiency conditions.
The paper may also lead to new contributions in the field of state-constrained op-
timal control problems with PDEs in particular with view to the connection of state-
constrained optimal control problems to free boundary problems, where the boundary
(interface) between the active and inactive sets is treated as optimization variable; cf.
Hintermu¨ller, Ring [5] and Bechmann et. al. [1]. This approach contains the spirit of
determining the junction points in ODE state-constrained problems as optimization
parameters of a multi-point boundary value problem; cf. [8].
The paper is divided into two parts. Part 1 will, as a prelude and for better compar-
ison and illustration, shed some light on the state-unconstrained problem and provide
the necessary theory for Part 2 [10], which deals with the analysis and the numerics of
the full state-constrained problem.
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2 The hypersonic rocket car problems
As mentioned before the hypersonic rocket car problem is based on the classical rocket
car on a rail track problem, whose aim it is to drive a rocket car from a given starting
position and velocity to the origin of the phase plane by controlling its acceleration.
Additionally, the cars temperature T is calculated with its speed entering the heat
equation. In case of Coulomb, Stokes or Newton friction the source term of the PDE
has to be proportional to the vehicle’s speed, its square or cube. This temperature
finally is not allowed to exceed a certain threshold Tmax.
For the heating we consider two cases. In the first case, it is assumed to be induced
over the entire length l of the car. This leads to an ODE-PDE-constrained optimization
problem with an indirectly distributed control of the PDE via the ODE state variables
by a semi-linear coupling term, subsequently referred to as Problem 1. In the second
case, the PDE is controlled through a type of boundary control indirectly introduced
by the ODE state variables, subsequently referred to as Problem 2. Here, the heat flux
is assumed to be dependent also on the car’s speed according to the aforementioned
friction laws.
In view of the hypersonic aircraft problem, these two problems constitute extremely
simplified versions of the optimal control of the instationary heat flux into the thermal
protection system of the aircraft’s body, resp., at its stagnation point.
In the following, the ODE state variable w denotes the one-dimensional position
of the car depending on time t with the terminal time tf unspecified. The PDE state
variable T stands for the temperature and depends on time as well as the spatial coor-
dinate x describing the position within the car. The control is denoted by u and stands
for the acceleration of the car. The PDE is controlled only indirectly via the velocity w˙
of the car.
The hypersonic rocket car problems are now given as follows:
min
u∈U
tf + 12 λ
tf∫
0
u2dt
 , λ ≥ 0 , (2.1)
subject to
w¨(t) = u(t) in (0, tf) , (2.2a)
w(0) = w0 , w˙(0) = w˙0 , (2.2b)
w(tf) = 0 , w˙(tf) = 0 , (2.2c)
U := {u ∈ L2(0, tf) : |u(t)| ≤ umax almost everywhere in [0, tf ]} , (2.2d)
and either
1st Problem: Distributed control of the PDE via an ODE state variable:
∂T
∂t
(x, t)− ∂
2T
∂x2
(x, t) = g(w˙(t)) in (0, l)× (0, tf) , (2.3a)
T (x, 0) = T0 on (0, l) , (2.3b)
−∂T
∂x
(0, t) = −(T (0, t)− T0) ,
∂T
∂x
(l, t) = −(T (l, t)− T0) on (0, tf) , (2.3c)
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or
2nd Problem: Boundary control of the PDE via an ODE state variable:
∂T
∂t
(x, t)− ∂
2T
∂x2
(x, t) = 0 in (0, l) × (0, tf) , (2.4a)
T (x, 0) = T0 on (0, l) , (2.4b)
−∂T
∂x
(0, t) = −(T (0, t) − T0) ,
∂T
∂x
(l, t) = −(T (l, t)− T0)+ h(w˙(t)) on (0, tf) (2.4c)
with T0 ∈ R, T0 ≥ 0, umax ∈ R, umax > 0, and non-negative continuously differentiable
functions g and h ∈ C∞(R \ {0}) ∩ C(R) satisfying g(z) = 0 and h(z) = 0, if and only
if z = 0, and finally subject to a pointwise state constraint of type
T (x, t) ≤ Tmax in [0, l] × [0, tf ] , Tmax = const > 0 . (2.5)
Physically reasonable choices for g and h are, for example, z 7→ |z|n, n = 1, 2, 3, according
to Coulomb, Stokes, and Newton friction. Negative values for z, i. e., when the rocket car
drives backward, require some additional devices of the rocket car, in order to preserve
the physical interpretability, such as a front and a rear engine in case of Problem 1 or
the ability of instantaneous turns. (Take it with a grain of salt.)
3 The state-unconstrained hypersonic rocket car problems
For better illustration and to allow comparison with the results of the full-blown ODE-
PDE problem lets first have a brief look at the pure ODE problem:
3.1 Solution of the ODE-part. Inactive state constraint
Rewriting the second-order ODE as a system of two first-order ODEs inw := (w1, w2) :=
(w, w˙), w˙1 = w2, w˙2 = u, and defining the Hamiltonian by
H(w,p, u) = 1 +
1
2
λu2 + p1 w2 + p2 u ,
the ODE adjoint equations are
p˙1 = −Hw1 = 0 , p˙2 = −Hw2 = −p1 .
The minimum principle yields
u(t) = P[−umax,umax]
(
− 1
λ
p2
)
,
where P[a,b](z) := min {b,max {a, z}} denotes the projection of R onto the interval [a, b].
Furthermore, the terminal time tf is determined by
H|tf = 1 +
1
2
λu(tf)
2 + p1(tf) w2(tf)︸ ︷︷ ︸
=0
+p2(tf)u(tf) = 0 .
An elementary calculation shows that p2(t) = −C (t − tf) + p2(tf) with p1(t) =
C = const. Hence p2 is linear; cf. [9]. Due to this linearity, the optimal control law
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induces at most two junction points, when taking box constraints on the control u into
account. If λ is sufficiently small, the switching structure generally consists either of the
three subarcs u(t) = umax, u(t) = u
free(t) := − 1λ p2(t), and u(t) = −umax with the two
junction points t1 and t2 or the other way around. Herewith, an analytical solution of
the state-unconstrained problem can be obtained, however the necessary computations
are rather longsome yet basic and are therefore omitted here. Their results are shown
in the phase diagrams in Fig. 3.1 for λ = 0 and in Fig. 3.2 for λ = 10−1.
–4
–2
2
4
–4 –2 2 4
w˙
w
=⇒
=⇒
Figure 3.1: Optimal trajectories of the minimum-time problem (λ = 0, |u| ≤ umax = 1) in the
phase plane (grey). The black S-shaped curve is the switching curve, above which and on the
left part of which the optimal (bang-bang) control is u = −1 and below which and on the right
part of which it is u = 1.
–4
0
4
–20 –10 10 20
w˙
w
=⇒
=⇒
Figure 3.2: Optimal trajectories of the regularized minimum-time problem (λ = 10−1, |u| ≤
umax = 1) in the phase plane (grey). The dotted black is the switching curve of Fig. 3.1 and
serves as envelope curve here. The two other black curves are the optimal solutions for the
starting conditions w0 = −6 and w˙0 = 0 resp. w0 = −6 and w˙0 = −6. Those will be picked up
again later on. Of course, the optimal control is not bang-bang now, but has a sharp transistion
phase instead, from u = −1 to u = 1, resp. vice versa in the vicinity of the switching curve.
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3.2 Solution of the heat equation. Inactive state constraint
Furthermore it is also possible to derive a semi-analytical solution of the heat equation
for both problems (of course still depending on the input w˙ = w2 from the ODE).
Without loss of generality, we may choose T0 := 0. Additionally, in the second
problem a transformation to homogeneous Robin conditions can be achieved by Tˆ :=
T − 12 ex−l h(w˙). Then the second problem reads, again replacing Tˆ by T , as
Tt(x, t)− Txx(x, t) = 1
2
ex−l
(
h(w˙(t))− d
dt
h(w˙(t))
)
in (0, l) × (0, tf) , (3.1a)
T (x, 0) = −1
2
ex−l h(w˙(0)) on (0, l) , (3.1b)
−Tx(0, t) = −T (0, t) , Tx(l, t) = −T (l, t) on (0, tf) . (3.1c)
Considering the homogeneous parts of the PDEs of the two problems, a separation
of variables, T (x, t) = ξ(x) τ(t), leads to the eigenvalue problem
ξ′′ + µ ξ = 0 with 0 < µ =: k2
with the associated boundary conditions −ξ′(0) = −ξ(0) and ξ′(l) = −ξ(l). In addition,
one obtains a differential equation for τ , τ˙ + µ τ = 0. For both problems, the analysis
yields the same eigenfunctions
ϕn(x) = kn cos kn x+ sin kn x
and the same eigenvalues determined by either
2 k
k2 − 1 = tan k l (if l 6=
1
2 k (2m− 1)π) (3.2a)
or (m ∈ Z)
k2 − 1
2 k
= cot k l (if l 6= 12 k (2m+ 1)π) . (3.2b)
They satisfy the asymptotic behaviour
lim
n→∞
(
µn − (n − 1)2
(π
l
)2)
= 0 .
Their dependence on l will furtheron be suppressed.
Because of the symmetry of the boundary conditions, these eigenfunctions are or-
thogonal, but not normalized with respect to the usual Hilbert space scalar product. To
facilitate further calculations, we mainly use the normalized eigenfunctions from now
on,
φn(x) =
1
Nn
(kn cos kn x+ sin kn x)
with N2n := ‖ϕn‖2L2(0,l) =
l∫
0
ϕ2n(x) dx =
l
2
k2n +
l
2
+ 1 .
By Fourier’s method one finally obtains the following solutions, which can be easily
evaluated:
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For the 1st problem, Eqs. (2.3):
T (x, t) =
∞∑
n=1
 t∫
0
g(w˙(s)) e−k
2
n (t−s) ds
 ·
 l∫
0
φn(y) dy
 φn(x)
=
∞∑
n=1
 t∫
0
g(w˙(s)) e−k
2
n (t−s) ds

· 1
Nn
[
sin kn l +
1
kn
(1− cos kn l)
]
φn(x) . (3.3)
For the 2nd problem, Eqs. (3.1):
T (x, t) = −1
2
e−l
∞∑
n=1
[
h(w˙(0)) e−k
2
n t −
t∫
0
(
h(w˙(s))− d
ds
h(w˙(s))
)
e−k
2
n (t−s) ds
]
·
 l∫
0
ey φn(y) dy
 φn(x) + 1
2
h(w˙(t)) ex−l (3.4a)
=
1
2
∞∑
n=1
[(
1 + k2n
) t∫
0
h(w˙(s)) e−k
2
n (t−s) ds
]
1
Nn
sin kn l φn(x) (3.4b)
The representation (3.4b) is obtained by partial integration and explicit computation of
the y-integral. Despite of its compact form, the series representation (3.4b) converges
slower compared to (3.4a). This is caused by the O(n2)-term (1+k2n). In Theorem 4.14,
this will later be explained in more detail. Moreover, the jump discontinuities of w¨ = u
always cancel each other in (3.4b).
Herewith one can compute the temperature profiles for the trajectories of Fig. 3.2
for the Problems 1 and 2 (In all computations the length l of the car has been set to 1);
see Figs. 3.3 and 3.4.
All graphical results shown here were obtained by symbolic computations using the
mathematical and analytical software package MAPLE 10.
Please note that for Problem 1 the temperature is symmetric in space with respect
to x = l2 , where the spatial maximum for each time t is situated. For Problem 2 there
is unfortunatelly no such symmetrie, but one can observe that the absolute maximum
of the temperature is always at x = l. The latter implies that the coordinate x∗ of the
maximum of T for arbitrary t ∈ [0, tf ] satisfies x∗ < l, if and only if the state constraint
is not active. Those observations will be proven in the course of the next chapter and
will come in very handy in Part 2 of the paper.
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Figure 3.3: Temperature profiles for Problem 1 along state-unconstrained trajectories;
cf. Fig. 3.2. Data: λ = 10−1, umax = 1, w0 = −6, w˙0 = 0 (left), resp. w˙0 = −6 (right),
and g(z) := z2.
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Figure 3.4: Temperature profiles for Problem 2 along state-unconstrained trajectories;
cf. Fig. 3.2. Data: λ = 10−1, umax = 1, w0 = −6, w˙0 = 0 (left), resp. w˙0 = −6 (right),
and h(z) := z2.
4 Theoretical analysis of the coupled ODE-PDE system
In the following we summarize some properties, the solutions of the two different ODE-
PDE systems have, independent of the choice of the control u ∈ U . Firstly, we present
the main result:
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Theorem 4.1 Let g and h ∈ C(R). Let tf > 0 be fixed. Then Problems 1 und 2 given
by Eqs. (2.2a), (2.2b), (2.3), resp. (2.2a), (2.2b), (2.4) possess each one and only one
solution (w, T ) in the space W 1∞(0, tf)×
(
W (0, tf) ∩ C(Q¯)
)
for all u ∈ U .
Moreover, the solutions depend continuously on the data, for example,
‖w‖W 1∞(0,tf ) + ‖T‖W (0,tf ) + ‖T‖C(Q¯)
≤ cODE
(|w0|+ |w˙0|+ ‖u‖L∞(0,tf ))+ cPDE (‖g(w˙)‖L∞(0,tf ) + T0)
with constants cODE, resp. cPDE independent of u, resp. g or h.
As usual we define the Banach spacesWmp (0, tf) := {w ∈ Lp(0, tf) : d
m
dtmw ∈ Lp(0, tf)}.
Moreover, W (0, tf) :=
{
y ∈ L2(0, tf ;V )
∣∣ y′ ∈ L2(0, tf ;V ∗)} denotes the Hilbert space of
square-integrable abstract functions with values in V := W 12 (0, l) and (distributional)
derivative y′ ∈ L2(0, tf ;V ∗) with values in its dual V ∗, see [11, p. 146]. Q stands for the
space-time cylinder (0, l)× (0, tf).
Proof. According to standard theorems of existence, uniqueness and continuous
dependence on data, the ODE (2.2a), (2.2b) possesses one and only one solution for
all u ∈ U ⊂ L∞(0, tf), which depends continuously on the data:
‖w‖W 1∞(0,tf ) ≤ cODE
(|w0|+ |w˙0|+ ‖u‖L∞(0,tf )) ,
since
w¨(t) = u(t) =⇒ w˙(t) = w˙0 +
t∫
0
u(s) ds =⇒ |w˙(t)| ≤ |w˙0|+ tf · ‖u‖L∞(0,tf )
=⇒ ‖w˙‖L∞(0,tf ) ≤ c
(|w˙0|+ ‖u‖L∞(0,tf )) .
Analogously we obtain ‖w‖L∞(0,tf ) ≤ c
(|w0|+ ‖w˙‖L∞(0,tf )).
Here and in the following, c always denotes a generic constant. Due to w˙ ∈ L∞(0, tf)
and g ∈ C(R), we conclude g(w˙(t)) ∈ L∞(0, tf).
Then, according to [11], Theorem 7.12, p. 378, both initial-boundary value problems
possess unique solutions in the spaces stated. Moreover, the solutions depend continu-
ously on all data of the problem, e. g. for Problem 1,
‖T (·, t)‖W (0,tf ) + ‖T‖C(Q¯) ≤ c
(‖g(w˙)‖L∞(0,tf ) + T0) .
Combining the two estimates completes the proof. 
Remarks 4.2 Theorem 4.1 gives rise to continuous, generally non-linear solution op-
erators
S : U →W 1∞(0, tf)×W (0, tf) ∩ C(Q¯) , u 7→ (w, T ) .
Note that the nonlinearity of S is solely induced by the nonlinearities of g, resp. h. In the
second part of this paper, we will show that S is even continuously Fre´chet differentiable
which will be used to prove the existence of a Lagrange multiplier associated with the
state constraint (2.5).
The solutions are explicitly given by the formulae (3.3) and (3.4).
If the terminal time is unprescribed, we can linearly transform the time interval [0, tf ]
into a fixed interval [0, 1] for a normalized time. This introduces a factor 1tf in front of
each time derivative of the ODE-PDE system. By a boundedness assumption on the
optimal time tf ≤ tmaxf , the proof applies accordingly.
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4.1 Problem 1: Distributed control of the PDE by the ODE
Next we will show that solutions of Problem 1, Eqs. (2.3), are positive in [0, l] × (0, tf ]
and possess strong maxima w. r. t. x for all t > 0 on the vertical line x = l2 . Moreover,
we will investigate their regularity properties.
Assumptions 4.3 Let T (x, t) be a solution of Problem 1, Eqs. (2.3), with T0 = 0
in [0, l] × [0, tf ] and with the following properties,
(A1) T is continuous in [0, l] × [0, tf ], ∂ixT , i = 1, . . . , 3, as well as ∂ixTt,
i = 0, 1, exist and are continuous in [0, l]× (0, tf ];
(A2) Tx possesses a continuation in C
0([0, l] × [0, tf ]), also denoted by Tx.
Theorem 4.4 Under assumptions 4.3 there holds:
a) If g(w˙) > 0 for [0, l]× (0, tf ], then T ≥ 0 in [0, l]× [0, tf ].
b) If g(w˙) > 0 for [0, l]× (0, tf ], then T > 0 in [0, l]× (0, tf ].
Proof. Part a). We assume that T has a negative minimum in (x0, t0) ∈ [0, l]×[0, tf ].
Then t0 > 0.
(i) Let (x0, t0) be an interior point of [0, l]×(0, tf ]. Because of Tt(x0, t0) = Tx(x0, t0) =
0, Eq. (2.3a) yields Txx(x0, t0) < 0, which contradicts to (x0, t0) being a minimizer.
For, T (x, t0) = T (t0, x0) +
1
2 Txx(x0, t0) (x− x0)2 +O((x− x0)3).
(ii) Let x0 = 0. Then Eq. (2.3c) yields T (x, t0) = T (0, t0) + Tx(0, t0)x + O(x2) =
T (0, t0) (1 + x) +O(x2), which also leads to a contradiction.
(iii) Let x0 = l. Then Eq. (2.3c) yields T (x, t0) = T (l, t0) + Tx(l, t0) (x − l) + O((x −
l)2) = T (l, t0) (1 + l − x) +O((x− l)2), which leads to a contradiction, too.
(iv) Let t0 = tf and 0 < x0 < l. Then we have Tt(x0, tf) ≤ 0. For, Tt(x0, tf) > 0 would
imply T (x0, t) = T (x0, tf) + Tt(x0, s) (t − tf) < T (x0, tf) for t < s < tf and tf − t
sufficiently small, thus a contradiction.
Therefore, by Eq. (2.3a) there must hold Txx(x0, tf) < 0. The expansion T (x, tf) =
T (x0, tf)+
1
2 Txx(x0, tf) (x−x0)2+O((x−x0)3) then leads again to a contradiction.
Hence, T cannot have a negative minimum. 
Proof. Part b). We assume that T has a minimum in (x0, t0) ∈ [0, l]× (0, tf ], which
equals zero. As in the proof of Part a), (i), (iv), we can immediately exclude 0 < x0 < l.
Let x0 = 0. Because of T (0, t0) = 0 and Eq. (2.3c), there holds T (x, t0) =
1
2 Txx(0, t0)x
2+
O(x3). Since Eq. (2.3a) yields Txx(0, t0) < 0, the last equation leads to a contradiction.
We proceed analogously if x0 = l. 
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Theorem 4.5 Under assumptions 4.3 there holds T (x, t) = T (l − x, t).
Proof. Under the assumptions (A1), Problem 1 (2.3) possesses one and only one
solution, since L defined by
Ly := −yxx ,
D(L) := {y : y ∈ H2(0, l) , (−yx + y)(0) = 0 , (yx + y)(l) = 0}
is a positive definite self-adjoint operator in L2(0, l). Here, H2(0, l) denotes the Hilbert
space of all functions having square integrable weak derivatives up to order 2.
If T solves Problem 1, then Tˆ (x, t) := T (l − x, t) solves it, too. 
Theorem 4.6 Under assumptions 4.3 it holdes: T takes its strong maximum in x = l2
for each t0 ∈ (0, tf). T (x, t0) increases strictly monotonic in
[
0, l2
]
and decreases strictly
monotonic in
[
l
2 , l
]
.
Proof. Because of Theorem 4.5 there holds
Tx
(
l
2
, t
)
= 0 , 0 ≤ t ≤ tf .
Since there holds Txt − Txxx = 0, Tx takes its maximum and minimum on the parabolic
boundary of
[
0, l2
] × [0, tf ]. Because of Theorem 4.4 a) and Eq. (2.3b), we obtain
Tx(x, t) ≥ 0 in
[
0, l2
]× [0, tf ]. Because of Theorem 4.4 b) and Eq. (2.3c), Tx(0, t0) > 0.
Hence, T at first increases strictly monotonic.
Let us assume that Tx(x, t0) possesses its first zero in x0, 0 < x0 <
l
2 . There holds
Tx is real analytic in (0, l) × (0, tf), i. e.,
Tx(x, t0) = Txx(x0, t0) (x− x0) +
∞∑
k=2
1
k!
∂kxTx(x0, t0) (x− x0)k in |x− x0| < ε .
Because of Tx(x, t0) > 0 in x0 − ε < x < x0, the first non-vanishing coefficient of the
preceding expansion must have the form 1(2 l)! ∂
2 l
x Tx(x0, t0) > 0. Hence T (x, t0) passes
strictly monotonic increasing through (x0, t0). Since only a finite number of zeros can
lie in each interval (η, l − η), the proposition follows immediately. 
Theorem 4.7 Let T be the unique weak solution of
Tt + LT = g(w˙) , (4.1a)
T (0) = 0 , (4.1b)
i. e., T ∈ C0([0, tf ], L2(0, l)) ∩ L2(0, tf ;D(L 12 )), such that
−
tf∫
0
(T, ψt) ds+
tf∫
0
(
L 12T,L 12ψ
)
ds =
tf∫
0
(g(w˙), ψ) ds+ (T (0) = 0, ψ(0)) (4.2)
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for all test functions ψ ∈ C1([0, tf ],D(L 12 )) with ψ(tf) = 0.
Then
T (t) =
t∫
0
e−(t−s)L g(w˙(s)) ds , (4.3)
and T has the following additional regularity properties:
T (t) ∈ D(L) , 0 ≤ t ≤ tf , (4.4a)
LT ∈ C0([0, tf ], L2(0, l)) , (4.4b)
T ∈ C1([0, tf ], L2(0, l)) , (4.4c)
T ∈
⋂
η , 0≤η< 1
2
C0
(
(0, tf ], C
3+η([0, l])
)
, (4.4d)
Tt ∈
⋂
η , 0≤η< 1
2
C0
(
(0, tf ], C
1+η([0, l])
)
. (4.4e)
In particular, T is a classical solution of (4.1) in [0, l]× (0, tf ] and satisfies (4.1) in the
strong sense, i. e., ddtT + LT = g(w˙) in [0, tf ].
Remarks 4.8 As for the definition of a weak solution, we refer to Lions [7], p. 44.
There it is shown that the weak solution uniquely exists for right hand sides in (4.1)
having even weaker regularity properties than g(w˙).
Proof. Since w¨ = u ∈ L∞(0, tf), the term g(w˙) is Lipschitzian from [0, tf ] into R.
Thus
g(w˙) ∈ C0,1([0, tf ], L2(0, l)) ,
and integration by parts in (4.3) yields
T (t) = L−1g(w˙(t))− L−1 e−tL g(w˙(0)) −
t∫
0
L−1 e−(t−s)L d
dt
g(w˙)|t=s ds . (4.5)
This implies
LT (t) = g(w˙(t))− e−tL g(w˙(0)) −
t∫
0
e−(t−s)L
d
dt
g(w˙)|t=s ds ,
LT ∈ C0([0, tf ], L2(0, l)) ,
cf. [13], Sa¨tze IV. 1.1 and IV. 1.2. In particular, the properties (4.4a, b, c) are satisfied
and ddtT+LT = g(w˙) in [0, tf ]. Thus, the unique weak solution of (4.1) is given by (4.3).
Since g(w˙) does not depend on x, we have
g(w˙) ∈ C0([0, tf ], C2([0, l])) .
Moreover,
Lκ e−tLg(w˙(0)) ∈ C0([0, tf ], L2(0, l)) , κ ∈ N ,
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thus
e−tLg(w˙(0)) ∈ C∞([0, l]× (0, tf ]) .
Since for any ̺ ∈ (0, 1] it holds
L1−̺
t∫
0
e−(t−s)L
d
dt
g(w˙)|t=s ds =
t∫
0
L1−̺ e−(t−s)L d
dt
g(w˙)|t=s ds
with an integrable and in 0 ≤ s < t continuous kernel, standard imbeddings furnish
properties (4.4d, e). 
Remarks 4.9 Property (4.4b) implies the continuity of T and Tx in [0, l] × [0, tf ] as
needed in Theorems 4.4 – 4.6; see Assumption 4.3.
Next we deal with Ttt and ∂
4
xT . To that end the concept of maximal regularity
for parabolic equations can be used to advantage. We refer to [13], Chapter V. The
functional-analytic version of this concept, as explained in this reference, is most easily
applied to the present problem. First, we remark that ddtg(w˙(t)) = g
′(w˙(t)) w¨(t). Thus
the chain rule holds. This is seen by taking appropriate approximations of w.
Theorem 4.10 For any ε, 0 < ε < tf , and any r ≥ 2 we have
Ttt ∈ Lr
(
ε, tf ;L
2(0, l)
)
,
∂4xT ∈ Lr
(
ε, tf ;L
2(0, l)
)
.
Proof. Let ε ∈ (0, tf). Let ζ = ζε ∈ C2([0,+∞),R+) with ζ(t) = 0 in [0, ε2 ], ζ(t) = 1
for t ≥ ε. Let r ≥ 2. Then
Zt + LZ = ζt g(w˙) + ζ g′(w˙) w¨ − ζtt T − ζt Tt ,
Z(0) = 0
has a unique solution Z with
Zt ∈ Lr
(
0, tf ;L
2(0, l)
)
,
Z ∈ Lr (0, tf ;D(L)) ;
cf. [13], Satz V. 2.5. Setting
z =
t∫
0
Z ds ,
we obtain
zt + Lz = ζ g(w˙)− ζt T ,
and, by uniqueness, z = ζ T , Z = (ζ T )t. 
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4.2 Problem 2: Boundary control of the PDE by the ODE
We now deal with the second problem (2.4). As for the regularity question, the form (3.1)
is more favourable for a first step. We start with these equations. In order to distinguish
between T in (2.4) and T in (3.1) we set
Tˆ = T − 1
2
ex−l h(w˙) =̂ T in Eqs. (3.1) ,
T as in Eqs. (2.4) .
Let us mention the interpolation space
I1− 1
r
,r :=
y :
∞∫
0
1
tr
‖ (e−tL − I) y‖r dt <∞

as introduced in [13], Definition V. 2.1, for any r > 1. Then I1− 1
r
,r is close to D(L1−
1
r ).
More precisely, for any ε > 0 we have
D(L1− 1r+ε) ⊂ I1− 1
r
,r ⊂ D(L1−
1
r
−ε) , (4.6)
I1− 1
2
,2 = D(L
1
2 )
with continuous imbeddings and equivalent norms, respectively; cf. [13], Chapter V.,
pp. 50, 59, Satz V. 2.1. The appropriate first regularity theorem for (3.1) is now at
hand.
Theorem 4.11 There is one and only one solution
Tˆ ∈
⋂
r , r≥2
C0
(
[0, tf ],I1− 1
r
,r
)
with
Tˆt ∈
⋂
r , r≥2
Lr
(
0, tf ;L
2(0, l)
)
,
Tˆ ∈
⋂
r , r≥2
Lr
(
0, tf ;D(L)
)
,
Tˆt(t) + LTˆ (t) = 1
2
ex−l
(
h(w˙(t)) − d
dt
h(w˙(t))
)
a. e. in (0, tf) , (4.7)
Tˆ (x, 0) = −1
2
ex−l h(w˙(0)) on [0, l] .
Proof. Tˆ (x, 0) is in D(L). The right hand side in (3.1a) is in L∞(0, tf ;L∞(0, l))
since h(w˙) has the distributional derivative h′(w˙) w¨ = h′(w˙)u. Satz V. 2.5 in [13] com-
pletes the proof. 
In the next step we again apply the maximum principle, now to Eqs. (2.4).
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Theorem 4.12 T as well as Tx of problem (2.4) are continuous in [0, l]× [0, tf ]. More-
over, T − T0 ≥ 0 in [0, l] × [0, tf ] and assumes its global maximum in [0, l] × [0, tf ]
on x = l.
Proof. Equation (4.6), Theorem 4.11, and standard imbeddings show that T and Tx
are continuous in [0, l]× [0, tf ]. Indeed, Tx is even Ho¨lder continuous in x and therefore
in t; cf. [6], pp. 78f. In particular, T is a classical solution of Tt−Txx = 0 in (0, l)×(0, tf )
and therefore even real analytic there.
Assume now that T − T0 has a negative minimum in [0, l] × [0, tf ]. Due to the
maximum principle this is assumed on the parabolic boundary of [0, l]× [0, tf ]. The only
possibilities are x = 0 and x = l. At a minimum point (0, t0) on x = 0, we have, because
of T (0, t0)− T0 < 0,
∂(T − T0)
∂x
(0, t0) = T (0, t0)− T0 < 0 ,
and, at a minimum point (l, t0) on x = l, it holds, for the same reason,
∂(T − T0)
∂x
(l, t0) = − (T (l, t0)− T0) + h(w˙(t0)) > 0 .
However, both of these possibilities lead to a contradiction to T (0, t0)−T0 and T (l, t0)−T0
resp., being minimal.
Assume that T − T0 has a (global) positive maximum in (x0, t0). It is assumed on
{0} × [0, tf ] or {l} × [0, tf ]. For x0 = 0 we have
∂(T − T0)
∂x
(0, t0) = T (0, t0)− T0 > 0
which is a contradiction. Hence, it must lie on {l} × [0, tf ]. If the maximum of T − T0
vanishes, we have T ≡ T0. 
Remarks 4.13 Note that Theorem 4.12 does not imply that l = argmaxx∈[0,l] T (x, t)
for all t ∈ [0, tf ].
Finally, we investigate the convergence behaviour of the series (3.3) and (3.4), resp.,
representing the solutions of the two Problems (2.3) and (2.4) or (3.1), resp.
Theorem 4.14 a) The (time dependent) coefficients
an(t) :=
 t∫
0
g(w˙(s)) e−k
2
n (t−s) ds
 ·
 l∫
0
φn(y) dy
 kn
Nn
,
bn(t) :=
 t∫
0
g(w˙(s)) e−k
2
n (t−s) ds
 ·
 l∫
0
φn(y) dy
 1
Nn
of the series in cos kn x and sin kn x in the solution formula of Problem 1 are of
order O(n−4) uniformly in [0, tf ]. The coefficients asscociated with even modes
vanish.
The series in cos kn x and sin kn x in the solution of Problem 1, Eq. (3.3), converge
absolutely.
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b) The (time dependent) coefficients
a¯n(t) :=
[(
1 + k2n
) t∫
0
h(w˙(s)) e−k
2
n (t−s) ds
]
·
 l∫
0
ey φn(y) dy
 kn
Nn
,
b¯n(t) :=
[(
1 + k2n
) t∫
0
h(w˙(s)) e−k
2
n (t−s) ds
]
·
 l∫
0
ey φn(y) dy
 1
Nn
of the series in cos kn x and sin kn x in the solution formula of Problem 2 are of
order O(n−4) uniformly in [ε, tf ], 0 < ε ≤ tf .
The series in cos kn x and sin kn x in the solution of Problem 2, Eq. (3.4), converge
absolutely.
Proof. Part a). We investigate each factor of the coefficients separately. For t > 0
we have
0 < τn(t) :=
t∫
0
g(w˙(s)) e−k
2
n (t−s) ds < c
t∫
0
e−k
2
n (t−s) ds < c
1
k2n
= O(n−2) .
Furthermore we obtain
1
N2n
=
1
l
2 k
2
n +
l
2 + 1
=
2
l
1
k2n
1
1 + l+2l
1
k2n
=
2
l
1
k2n
(
1 +O(k−2n )
)
= O(n−2) ,
if | l+2l 1k2n | < 1, which can always be fulfilled for sufficiently large n, e. g. for n ≥ 2, if
l = 1.
Substituting (3.2b) in
γn :=
l∫
0
φn(y) dy =
1
Nn
[
sin kn l +
1
kn
(1− cos kn l)
]
,
one obtains
γn =
1
Nn
(
2
kn
cos kn l +
1
k2n
sin kn l +
1
kn
(1− cos kn l)
)
= O(k−2n ) = O(n−2) .
Because of an = τn(t) γn
1
Nn
kn and bn = τn(t) γn
1
Nn
, we at least have a decay of the
order O(n−4) of the coefficients of the cosine- and sine-terms of ϕ(x) uniformly in t.
This also implies absolute convergence of the cos kn x - sin kn x series.
Moreover, the coefficients associated with even modes vanish due to the symmetry of the
eigenfunctions. This can be seen as follows. For all n ∈ N and all x ∈ [− l2 , l2 ], there
holds, using the addition formulas of sine and cosine,
ϕn(
l
2
+ x) =
{
+ϕn(
l
2 − x)
−ϕn( l2 − x)
⇐⇒ tan kn l
2
=
{
1
kn
−kn
⇐⇒ 2 tan kn
l
2
1− tan2 kn l2
=
2 kn
k2n − 1
= tan kn l .
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The upper branch holds if and only if n is odd, the lower one if and only if n is even.
Hence,we have, for all κ ∈ N,
ϕ2κ−1(
l
2
+ x) = ϕ2κ−1(
l
2
− x) , (4.8)
ϕ2κ(
l
2
+ x) = −ϕ2κ( l
2
− x) for − l
2
≤ x ≤ l
2
,
i. e., the eigenfunctions ϕ2κ−1, resp. φ2κ−1 are even, the eigenfunctions ϕ2κ, resp. φ2κ
are odd w. r. t. x = l2 . Therefore we have
l∫
0
φ2κ−1(y) dy = 2
l
2∫
0
φ2κ−1(y) dy and
l∫
0
φ2κ(y) dy = 0 .

Proof. Part b). For Problem 2, we proceed analogously and use the representa-
tion (3.4a). We now define τ¯n by
τ¯n(t) := h(w˙(0)) e
−k2n t −
t∫
0
(
h(w˙(s))− d
ds
h(w˙(s))
)
e−k
2
n (t−s) ds . (4.9)
Similarly to the first part of the proof, one obtains
τ¯n(t) = O(e−n2 t) +O(n−2) for t ∈ (0, tf ] .
The rest of the proof proceeds analogously. By using (3.2b), one obtains
γ¯n :=
l∫
0
ey φn(y) dy =
1
Nn
el sin kn l =
1
Nn
el cos kn l
2 kn
k2n − 1
= O(n−2) ,
which also sums up to an asymptotic decay of the coefficients of order O(n−4) at least,
but now in [ε, tf ], 0 < ε ≤ tf . 
Remarks 4.15 We now exploit Theorem 4.14. Since the cos kn x - sin kn x series are
no longer orthogonal, we need to estimate the series of the absolute values for T and its
derivatives.
According to Theorem 4.7, the solution of Problem 1 is in the class
C0
(
(0, tf ], C
3+ε([0, l])
)
, 0 ≤ ε < 12 , together with Tt ∈ C0
(
(0, tf ], C
1+ε([0, l])
)
,
0 ≤ ε < 12 . As for the cos kn x - sin kn x-series we have absolute uniform convergence for
the twice differentiated series Txx.
In Problem 2 however, the cos kn x - sin kn x-series improve on Theorem 4.11 for t > 0.
Theorem 4.16 As for Tˆ in Theorem 4.11 we have
Tˆ ∈
⋂
ε, 0≤ε<1
C0
(
[δ, tf ], C
2+ε([0, l])
)
,
Tˆt ∈ L∞
(
δ, tf ;C
ε([0, l])
)
, 0 < δ < tf .
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Proof. By Theorem 4.14 we have
∂2xTˆ (x, t) = −
∞∑
n=1
k2n
(
a¯n(t) cos kn x+ b¯n(t) sin kn
)
with a¯n(t), b¯n(t) continuous in t and |a¯n(t)| ≤ ck4n as well as |b¯n(t)| ≤
c
k4n
. Now,
| cos kn x− cos kn x′|
|x− x′|ε ≤ c k
ε
n , 0 ≤ ε < 1 , x 6= x′ .
A corresponding estimate holds for | sin kn x− sin kn x′|. This proves the first assertion.
The second one follows from the equation for Tˆ . 
5 Conclusions and Outlook
This paper is inspired by several optimal control problems of real-life applications with
side conditions in form of staggered systems of unilaterally coupled equations of differ-
ent type, such as ordinary and partial differential equations, where a pointwise state
constraint on variables of the highest level regenerates the dependency to the lowest
level. We have studied a class of abstract optimal control problems, called hypersonic
rocket car problems, for a controlled second-order ordinary differential equation, a state
variable of which controls a heat equation through semi-linear coupling terms, either
via a source term or a boundary condition. In the first part of this bipartite paper,
theoretical results are obtained concerning existence and uniqueness of solutions of the
state-unconstrained problems as well as the existence of a continuous control-to-state
operator. Moreover, the positivity of the optimal solutions, their regularity properties
and the existence of global maxima are thoroughly investigated.
Part 2 of the paper is then devoted to the state-constrained versions of the hypersonic
rocket car problems. In particular, we will tighten the state constraint step by step.
According to Theorem 4.6, resp. Theorem 4.11, the maximum temperature is attained
either along x = l2 (for Problem 1) or x = l (for Problem 2). By means of those
double humb solutions [Figs. 3.3 (right), resp. 3.4 (right)] the set of active constraints
will be analyzed. In particular, the concept of order of a state constraint known in
ODE optimal control will be generalized to PDE optimal control. For this analysis, the
regularity results of Theorems 4.10 and 4.16 turn out to be sufficient to perform the
successive differentiation process for determining the state constraint’s order. Finally,
Theorem 4.14, in particular the speed of convergence of the series representations will
be of importance how to obtain the numerical results of Part 2.
References
[1] Frey, M., Bechmann, S., Rund, A., and Pesch, H. J., New Necessary Conditions for
Distributed Optimal Control Problems of Linear Elliptic Equations with State Constraints ,
in preparation.
[2] Bushaw, D. W., PhD Thesis, supervised by Solomon Lefschetz, Department of Mathe-
matics, Princeton University, 1952, published as D. W. Bushaw, Differential Equations
with a Discontinuous Forcing Term. Experimental Towing Tank, Stevens Institute of Tech-
nology, Report No. 469, January 1953.
H. J. Pesch, A. Rund, W. von Wahl, and S. Wendl 19
[3] Bushaw, D. W., Optimal Discontinuous Forcing Terms , Contributions to the Theory of
Nonlinear Oscillations IV, Annals of Mathematics Studies 41, Princeton, 29–52, 1958.
[4] Chudej, K., Pesch, H. J., Wa¨chter, M., Sachs, G., and Le Bras, F., Instationary
Heat Constrained Trajectory Optimization of a Hypersonic Space Vehicle, in: A. Frediani,
G. Butazzo (Eds.), Variational Analysis and Aerospace Engineering. — Berlin: Springer,
2009.
[5] Hintermu¨ller, M. and Ring, W., A level set approach for the solution of a state-
constrained optimal control problem, Numerische Mathematik, Vol. 98, No. 1, 135–166,
2004.
[6] Ladyzhenskaya, O. A., Solonnikov, V. A., and Ural’ceva, N. N., Linear and
Quasilinear Equations of Parabolic Type, American Mathematical Society, Providence,
R. I., 1968.
[7] Lions, J. L., Equations Differentielles Operationelles et Proble`mes aux Limites, Springer,
Berlin, Heidelberg, New York, 1961.
[8] Pesch, H. J., A practical guide to the solution of real-life optimal control problems , Control
and Cybernetics, Vol. 23, 7–60, 1994.
[9] Pesch, H. J., Schlu¨sseltechnologie Mathematik — Einblicke in aktuelle Anwendungen der
Mathematik , B. G. Teubner, Wiesbaden, Germany, 2002.
[10] Pesch, H. J., Rund, A., von Wahl, W., and Wendl, S., On a Prototype Class
of ODE-PDE State-constrained Optimal Control Problems. Part 2: The State-constrained
Problems , in preparation.
[11] Tro¨ltzsch, F., Optimal Control of Partial Differential Equations: Theory, Methods and
Applications, American Mathematical Society Graduate Studies in Mathematics, Provi-
dence, Vol. 112, 2010.
[12] Wa¨chter, M., Optimalflugbahnen im Hyperschall unter Beru¨cksichtigung der insta-
tiona¨ren Aufheizung, PhD Thesis, Technische Universita¨t Mu¨nchen, Faculty of Mechanical
Engineering, Munich, Germany, 2004.
[13] Wahl, W. von, Funktionalanalysis III, Kapitel 4, Kapitel 5,
http://www.diffgleichg.uni-bayreuth.de/de/team/von Wahl Wolf/script/.

C.3. ON SOME NEW PHENOMENA IN STATE-CONSTRAINED OPTIMAL
CONTROL IF ODE AS WELL AS PDE ARE INVOLVED 197
C.3
On Some New Phenomena in State-constrained
Optimal Control if ODE as well as PDE
are Involved
Hans Josef Pesch, Armin Rund, Wolf von Wahl und Stefan Wendl
Control and Cybernetics 39(3), pp. 647-660, 2010

On some new phenomena in state-constrained
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Abstract
In this paper we investigate a new class of optimal control problems with ODE
as well as PDE constraints. We would like to call them ”hypersonic rocket car
problems”, since they were inspired, on the one hand, by the well known rocket
car problem from the early days of ODE optimal control, on the other hand by a
recently investigated flight path trajectory optimization problem for a hypersonic
aircraft.
The hypersonic rocket car problems mimic the latter’s coupling structure, yet in
an strongly simplified form. They can therefore be seen as prototypes of ODE-PDE
control problems. Due to their relative simplicity they allow to a certain degree
to obtain analytical solutions and insights into the structure of the adjoints, which
would currently be unthinkable with complex real life problems.
Our main aim is to derive and verify necessary optimality conditions. Most of
the obtained results bear a lot of similarities with state constrained ODE optimal
control problems, yet we also observed some new phenomena.
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optimization, state constraints, non-local state-constraints, integro-state constraints, op-
timal control problems for integro-differential equations, jump conditions.
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On a State-Constrained PDE Optimal Control Problem
arising from ODE-PDE Optimal Control
S. Wendl∗ H. J. Pesch∗ A. Rund∗
Abstract
The subject of this paper is an optimal control problem with ODE as well as
PDE constraints. As it was inspired, on the one hand, by a recently investigated
flight path optimization problem of a hypersonic aircraft and, on the other hand,
by the so called ”rocket car on a rail track“-problem from the pioneering days of
ODE optimal control, we would like to call it ”hypersonic rocket car problem”.
While it features essentially the same ODE-PDE coupling structure as the aircraft
problem, the rocket car problem’s level of complexity is significantly reduced. Due
to this fact it is possible not just to obtain easily interpretable results but also a
certain degree of insight into the structure of the adjoints. Therefore, the rocket
car problem can be seen as a prototype of an ODE-PDE optimal control problem.
The main objective of this paper is the derivation of first order necessary optimality
conditions.
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Abstract
Molten carbonate fuel cells are a promising technology for the operation of future
stationary power plants. In order to enhance service life, a detailed knowledge of
their dynamical behavior is essential. The possibility of fast and save load changes
is important for daily operation of these power plants.
To predict the dynamical behaviour of fuel cells a hierachy of mathematical
models has been developed in the past. Recently a systematic model reduction was
applied to a 2D crossflow model. We present here the new 1D counterflow model
and discuss a suitable discretization method. Accordingly we set up a method of
optimal control following the first-discretize-then-optimize approach. Results are
shown for simulation and optimal control in case of load changes.
Key words. Fuel cell; model reduction; numerical simulation; optimal control; PDAE
model
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