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Abstract The M2 proton channel from in£uenza A virus forms
proton-selective ion channels, which are the target of the drug
amantadine. Here, existing experimental data are quantitatively
examined for insights into mechanisms to account for the pH-
and voltage-dependences of M2 proton conduction. The analysis
shows that a model involving protonation equilibria of His37,
including pH-dependent changes in the relative rates of di¡usion
on either side of the pore, is quantitatively able to account for
recently reported electrophysiological data examining the pH-
and voltage-dependences of Rostock and Weybridge strain M2
proton conduction.
& 2003 Published by Elsevier B.V. on behalf of the Federation
of European Biochemical Societies.
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1. Introduction
Proton conductance is as important to biology as electron
transport [1]. Unlike electrons, which appear to traverse pro-
tein structures independently of the protein’s composition [2],
protons require a continuous chain of rotationally mobile
proton acceptors, usually water molecules [3^5]. The M2
channel from in£uenza A virus, a 97-residue protein that
forms highly selective proton channels [6], o¡ers an opportu-
nity to examine proton conductance in a membrane protein of
de¢ned sequence for which plausible structural models have
been made [7^18]. The active form of the channel has been
demonstrated to be a tetramer [19]. The four monomers have
a single transmembrane helix, with a His residue (His37) that
is essential for the proton selectivity of M2 [20,21]. Structural
models all show a water-¢lled pore interrupted at only one
position, His37. The proton channel activity of most strains is
inhibited by the drug amantadine, although resistant strains
with mutations within the M2 transmembrane helix have been
isolated [7,22^24]. Amantadine may be considered as a hydro-
phobically stabilized proton surrogate that competes directly
with protons for binding to the electron lone pairs of His37
[25]. A similar, strong inhibitory e¡ect of Cu2þ ions supports
this interpretation [21].
From many di¡erent electrophysiological studies of hetero-
logously expressed M2 [20,21,23,26^32], the qualitatively de-
¢ning properties of the channel, all of which depend on the
presence of the His37 residue, are:
1. Essentially perfect selectivity for protons [26,27,30,33].
2. A sigmoidal increase of inward current with lower external
pH [26,27,29].
3. Less current with pHin6 pHout versus pHout6 pHin [27,34].
4. Concentration-, pH-, and voltage-dependent reduction of
proton currents by amantidine and rimantidine [26,30,35].
5. Very small (6 fS; 1 fS = 10315 631) unitary conductance
[28,33].
All proposed structural models are in good agreement with
respect to the identities of the side chains lining the pore.
There are, however, signi¢cant di¡erences in proposed con-
duction mechanisms. In one, [7], an O-protonated histidine
residue accepts a second, extra-cellular proton on its N nitro-
gen, then releases the O-proton into the intracellular environ-
ment. Subsequent tautomerization restores the histidine to its
initial, singly protonated state, ready to repeat the process.
Indirect support for this was provided by molecular dynamics
studies [36] and from the observation that proton £ux was
more severely reduced in D2O bu¡ers than would be expected
from the viscosity increase alone, indicating that H3Oþ was
not the actively di¡using species [28]. In another, quite di¡er-
ent mechanism [10,12,37], successive protonation of the four
available histidine residues in the tetramer moves the His res-
idues apart due to electrostatic repulsion. Much as with open-
ing a faucet, this would increase the rate of water and proton
£ux across the membrane. Molecular dynamics simulations [9]
suggest that the doubly protonated tetramer has a more open
structure than the singly protonated one, again implying a
higher intrinsic conductivity. Recently [38], a molecular dy-
namics study speci¢cally formulated to consider proton trans-
fers was performed on a model of the M2 transmembrane
tetramer with four O-protonated histidines along with an extra
proton. No histidine O-proton dissociation was considered in
this simulation, which gave computed proton di¡usion con-
stants near to those of bulk water and predicted proton pas-
sage times on the order of a nanosecond or less as long as
side-chain mobility was allowed.
To distinguish among di¡erent mechanisms, it is necessary
to consider their quantitative implications. Previously [25], a
very elementary ‘state transition’ model (cf. e.g. [39]) was de-
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veloped by considering the rates of intra- and extra-cellular
proton exchange of three di¡erent histidine states in the tet-
ramer (His, HisWHþ, and His2WHþ2 ). With the rate constants
de¢ned as functions of transmembrane voltage, models such
as this can predict the proton current as a function of solution
pH, voltage, and the pKa of the di¡erent histidine protonation
states. The model was, in fact, successfully applied to quanti-
tatively account for published data [26], showing a sigmoidal
pH dependence of M2 chord conductance on external solution
pH. Here, this mechanism has been extended to include the
possibility of a third His protonation state (His3WHþ3 ), and
generalized to allow for somewhat more complex electrostatic
e¡ects on rate constants than a¡orded by ¢xed barrier and
site positions. The mechanism, tested against an extensive set
of recently published current^voltage and current^pH data
obtained from M2 expressed in mouse erythroleukemia
(MEL) cells [27] is able to account well for proton conduction
over the observed range of voltages at three di¡erent pH
gradients. However, in order to do this, the mechanism re-
quires either signi¢cant voltage-dependent changes in site elec-
trical distance parameters or a pH-dependent change in the
ratio of proton di¡usion constants on the two sides of the
pore.
2. Methods
A three-site mechanism for proton conductance in the in-























where Hþout and H
þ
in are proton concentrations outside and
inside, S0, S1, S2, and S3 represent the fractions of total
channel site concentration in, respectively, non-, singly-, dou-
bly-, and triply-protonated forms. The ks are rate constants
for the forward and backward reactions as written.
The current i, de¢ned using electrophysiological conven-
tions as the net rate of proton transport per unit site from
‘in’ to ‘out’, can be calculated as a function of the site and
hydrogen ion concentrations from the mass action rate equa-
tions using the assumption of a steady-state concentration of
all sites. After some lengthy, but straightforward algebra the
equation for current (in units of hydrogen ion concentration
per site per unit time) is1 :
i ¼ f  þ ½a3f bdf =Aþ ½bþ
c3f adf =Aþ ½de3f acf =A ð1Þ
where the constants are linear combinations of speci¢c rates
de¢ned by:
ark0fHþout þ k1bHþin; ar3k0fHþout þ k1bHþin
brk0b þ k1f ; brk0b3k1f
crk2fHþout þ k3bHþin; cr3k2fHþout þ k3bHþin
drk2b þ k3f ; drk2b3k3f
erk4fHþout þ k5bHþin; er3k4fHþout þ k5bHþin
frk4b þ k5f ; f rk4b3k5f
Araecþ afcþ adf þ bdf
Following the previous analysis of Salom et al. [25], energetic
barriers of unknown height and the energy wells of the histi-
dine internal sites are taken to be spaced at fractional distan-
ces d1, d3, and d2 respectively from the ground- to voltage-
clamped side through the pore (Fig. 1).
Because the proton is charged, the rate constants will de-
pend on the applied voltage. The dependence is calculated
using the theory of absolute reaction rates from the voltage-
dependent di¡erence in barrier energies separating the two
states involved in the speci¢c rate process. For example, the
rate constant governing transitions between the outside and
the binding site is:










for voltage in mV units and 25‡C [40]. Here, F is the Faraday
constant, R the gas constant, and T the absolute temperature
in K. If the voltage change is linear across the pore, the
electrical distances correspond to geometrical distances, but
this is not a necessary correspondence. Applying this analysis
to the three-site model and assuming for simplicity a common
set of barrier and site positions, the voltage-dependent rate
constants become:
knf ¼ konf expf3d1V=25:7g
knb ¼ konbexpfðd23d1ÞV=25:7g
kðnþ1Þf ¼ koðnþ1Þf expfðd23d3ÞV=25:7g
kðnþ1Þb ¼ koðnþ1Þbexpfð13d3ÞV=25:7g
n ¼ 0; 1; 2; 3; 4
Microscopic reversibility relates the forward and reverse
rate constants for site protonation in the absence of the elec-
























To further parameterize the model while maintaining ther-
modynamic consistency, the electrical distances were allowed
to vary linearly with voltage, constraining their values to be-
1 The f* term arises from de¢ning the S3 site concentration as
13S13S2 so its presence as an isolated constant term does not con-
stitute a logical inconsistency; its contribution to currents is negligible
in models considered here, where ks associated with site 3 are made
negligibly small. However, these ks must be non-zero to compute
current values. Results using the previously derived rigorous two-state
model match those obtained with the ‘disabled site’ computation used
here.
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tween 0 and 1 while maintaining their de¢ned relative posi-
tions. The validity of this procedure was con¢rmed by the
accuracy and invariance of calculated reversal potentials to
changes in the voltage dependence of the ds. In the ¢nal ¢t-
tings, the rate constants for the ‘in’ side reactions (k1,k3,k5)
were allowed to di¡er by a constant factor from those for the
‘out’ side (k0,k2,k4).
The current Eq. 1, together with the voltage dependent rate
constants following the example of Eq. 2, was used with the
least possible number of adjustable parameters necessary to
acceptably ¢t selected data sets using the Levenberg^Mar-
quardt algorithm of Igor Pro0 (Wavemetrics, Oswego, OR,
USA) with ¢tting weights derived from the published data
error bars. For initial explorations, all of the ‘on’ rate con-
stants (e.g. k0f , k1b) were taken to be equal (uniform di¡usion-
controlled protonation rate constants) and the electrical dis-
tances were assumed to be voltage-independent. For testing
the simpler one- and two-state models, the rate constants
corresponding to the unwanted higher protonation states
were set to negligibly small values and the corresponding
pKs set to negative values. Normalized (dimensionless), ri-
mantidine-sensitive current versus pH and voltage data for
both Weybridge and Rostock strain M2 protein (Table 1)
expressed in MEL cells were extracted by graphical measure-
ments from published ¢gures [27].
3. Results
The ¢rst consideration in a quantitative analysis is that of
the parameter magnitudes. They must have physically reason-
able values and predict current magnitudes consistent with
experimental data. In this model, current magnitude is deter-
mined primarily by the rates of histidine protonation and de-
protonation. The maximum steady-state rate of His protona-
tion can be roughly estimated from the di¡usion-controlled
limit using the Smoluchowski equation for £ow from a hemi-
spherical volume of radius r into a sink [40] :
xmax ¼ 2ZrD½Hþ
where D is the di¡usion coe⁄cient for the proton and [Hþ]
the hydrogen ion concentration. Because the His is buried
within the pore, the radius will be that of the pore, on the
order of about 1 AQ . With D=0.86 AQ 2/ps (its bulk value) and
converted units, the expected on-rate constant for pH 6.0 will
be about 3U109 l site31 s31. For a His pKa = 6.0, the corre-
sponding o¡-rate per site would be 3U103 s31. However, the
transport of protons in such a narrow pore can be heavily
in£uenced by structural details. At one extreme, proton dif-
fusion has been calculated to occur at a rate 10 times its bulk
value for the special case of a uniformly cylindrical 2 AQ radius
pore [41]. At the other extreme, interruption of water connec-
tivity [4] or rotational immobilization of side chains [38] can
essentially stop this type of proton transport.
The in£uence of the pore interior on the His pKa is not
known in detail. A survey of His-containing proteins of
known structure shows an average buried His pKa of 6.6 R 1
but individual pKas range between 6 3 and 9, depending on
the local environment [42]. With four His residues con¢ned to
the same interior location, it seems reasonable to expect sig-
ni¢cant negative cooperativity in successive protonations. The
study of Salom et al. [25] suggested a ¢rst pKa ofV6.5 and a
second of 5.7 or less.
The electrical current per channel is obtained by converting
moles of protons per second per site into amperes (coulombs/
s) using the Faraday constant (96 500 C/mol). The single-
channel conductance, de¢ned as the derivative of current
with respect to voltage, can be computed from the current^
voltage curve. Because current^voltage curves are signi¢cantly
non-linear, it is useful to de¢ne the conductance as the slope
of the I^V curve near the zero-current voltage. At this con-
dition, we compute a maximum single-channel conductance at
pH 6.0 of about 15 fS, reasonably consistent with earlier
upper limit estimates [28]. Reported experimental values are
all much lower than this [23,33], suggesting, not surprisingly,
that proton di¡usion is slower in the pore than it would be in
bulk water. This is an important point to be discussed later.
The voltage- and pH-dependences of the currents are, of
course, the key tests of any proposed mechanism. Data set
1, having been measured using a pH pulse protocol with no
transmembrane voltage gradient, a¡orded an opportunity to
test the mechanism free from any in£uence from the electrical
distance parameters. Applying the current Eq. 1 (normalized
using reference conditions appropriate to each set), we found
that equally satisfactory data ¢ts (see Fig. 2, inset) could be
obtained with a single pK1 = 5.4R 0.2, with 2 pKs (pK1s pK2,
pK2 = 5.4R 0.2), and with three pKas (pK1, pK2s pK3,
pK3 = 5.4R 0.2). Fits with two or three identical pKs (not
shown) were unsatisfactory (excessively cooperative). As
pointed out by Chizhmakov et al. [27], the data can also be
¢t by a single site binding function with a pK of 5.09. This pK
is slightly, but signi¢cantly smaller than the His pK needed to
¢t the data with the more appropriate current equation, show-
ing the advantage of the more rigorous analysis.
Fig. 1. Diagrammatic representation of the proton channel (top)
and proton energy pro¢les (bottom) for one of the sites at zero (sol-
id) and V (dashed) applied voltage. The inside and outside reser-
voirs are each maintained at constant pH and the voltage zero
(ground) is on the outside.
Table 1
Partial sequences including the putative transmembrane segment of
Weybridge and Rostock M2 and data sets used in data ¢tting
Set pHin pHout Voltage (mV) Source [27]
¢gure
1 7 7 to 3 0 1
2 7 7 to 3 360 1
3 7 5 380 to +80 2
4 8 6 380 to +80 6
5 6 8 380 to +80 6
Sets 1 and 2 are for Rostock only. Sets 3, 4, and 5 include data
from both strains.
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A far more sensitive test of any conduction mechanism is its
ability to account for both voltage- and pH-gradient changes.
Thus, data sets 1, 2, and 3 were selected for simultaneous
¢tting with a common set of parameters. Fig. 2 shows that
acceptable ¢ts to pH dependences at both 0 and 360 mV, and
to inward currents measured from 380 to +80 mV with
pHout = 6.0, pHin = 5.0 can be obtained with a slightly higher,
single pK (5.55) and with barrier and site positions shown in
the inset. It is important to note that the positions do not
necessarily correspond to geometric distances in the pore.
For example, a large vestibule at the channel entrance would
tend to shift the applied voltage gradient toward the channel
exit. In e¡ect, the channel structure de¢nes the relationship
between electrical and geometric distances so the latter are a
potentially useful probe of structural changes.
To further probe the model, attempts were made to globally
¢t all Rostock strain data sets, including current^voltage
curves for pHout = 6.0, pHin = 8.0 and the reverse pH gradient
(sets 4 and 5). This was unsuccessful despite many attempts
using more protonation states, an additional proton-selective
current not involving His, and allowing voltage-dependent
changes in barrier and site positions. Restricting data analysis
to sets 4 and 5 was equally unsuccessful. Instead, ¢ts could
only be obtained for individual sets, each of which had a
unique pH gradient and a unique set of barrier and site posi-
tions. Fits and corresponding voltage-dependent barrier and
site positions for data sets 4 and 5 are shown in Fig. 3. Such
large changes in the locations of the site and barrier positions
seem unlikely, but are not impossible if there were large, pH-
dependent changes in the electrical environment within the
channel. Whatever the underlying cause, it seems clear from
this analysis that changes beyond His protonation must be
occurring with changes of pH in the M2 channel.
All of the above analysis was done under the assumption of
a common, di¡usion-controlled rate of histidine protonation.
This is not, however, a necessary assumption. It is quite con-
ceivable that proton di¡usion rates from the inside and from
the outside di¡er due to di¡erences in water^wire connectivity
and/or rotational freedom of proton donor/acceptors. Such a
situation, involving Trp41 side-chain interference with the pro-
ton pathway, has, in fact, been postulated to explain the low
outward currents and internal inaccessibility of the His bind-
Table 2
Summary of ¢t parameters determined for data shown in Fig. 4
Strain pHout pHin pK2 Out barrier (d1) Sites (d2) In barrier (d3) Log (Din/Dout)
Rostock 3 7 5.55 0.09 0.27 0.66 0R1
Rostock 5 7 5.55 0.09 0.27 0.66 630.5
Rostock 6 8 5.55 0.09 0.27 0.66 s 2
Rostock 8 6 5.55 0.09 0.27 0.66 32.8R 0.2
Weybridge 4 7.5 5.67 0.24 0.64 0.92 0R0.5
Weybridge 5 7 5.67 0.24 0.64 0.92 0R5
Weybridge 6 8 5.67 0.24 0.64 0.92 s 1.5
Weybridge 8 6 5.67 0.24 0.64 0.92 31.5R 0.2
pK1 was 6.5 in all cases.
Fig. 3. Single ¢ts (lines) of inward (A) and outward (B) currents
from sets 3 and 4 including both Rostock (circles) and Weybridge
(squares) strain data. For these ¢ts, a single-site model with
pK1 = 5.55 (Rostock) or pK1 = 5.7 (Weybridge) was assumed. Insets
(A, upper-Weybridge, lower-Rostock; B, upper-Rostock, lower-Wey-
bridge) in both panels show ¢tted values of the electrical distance
parameters plotted as in Fig. 2.
Fig. 2. Global ¢t (lines) of Rostock strain data (points) from sets 1,
2, (upper right inset) and 3 (I/I0 versus mV). Inset at lower left
shows ¢tted values of the electrical distance parameters. Inset x-axis
ranges from 0 to 1. The y-axis is voltage ranging over R 80 mV.
For these ¢ts, a single site model with pK1 = 5.55 was assumed and
electrical distances were independent of voltage. Current ratios were
calculated as in [27] except the sign was maintained positive for
mathematical consistency.
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ing site at high external pH [34]. It is important to note here
that microscopic reversibility requires that the site pKs not be
a¡ected by di¡usional asymmetry. The pKs are determined by
the site ‘well’ energies relative to the baths. Raising or low-
ering the barriers a¡ects on- and o¡-rates equally, leaving pK
invariant. While direct computation (not shown) shows that
absolute currents are proportionally reduced with reduced in-
ner (and/or outer) di¡usion coe⁄cients, there is surprisingly
little e¡ect of di¡usional asymmetry alone on the ratio of
inner and outer currents. Only when the asymmetry is made
to depend on pH do dramatic e¡ects appear.
To probe the possible e¡ects of pH-dependent di¡usional
asymmetry, the ‘in’ side rate constants were multiplied by a
constant and this constant, interpretable as the ratio of inside
to outside di¡usion constants, was allowed to di¡er for the
di¡erent pH gradients in all of the data sets. In addition,
although not necessary for ¢tting, a two-site model was em-
ployed using a ¢rst pKa of 6.5 to show consistency with earlier
estimates of this value [25]. Re-¢tting of all these data togeth-
er, now with global and voltage-independent electrical dis-
tance parameters, was successful (Fig. 4A). Current^voltage
data for the Weybridge strain at the same pH gradients as sets
4 and 5 could similarly be ¢t (Fig. 4B) with only slightly
di¡erent values for the parameters (Table 2).
The log Din/Dout ratios necessary for the ¢t varied with pH
in an interesting manner; at low pHout, (represented by the
pH-dependent data of sets 1 and 2) the log of the ratio was
0R 1 (errors estimated by visually comparing ¢ts for the stated
range of values). At the two intermediate pHouts, (pH 5 and 6)
the log ratio increased to 2R 1 and s 2, respectively. Finally,
at pHout = 8, the log ratio falls sharply to 32.8R 0.2, a behav-
ior consistent with previously reported pH gating [34]. A sim-
ilar trend is observed for the Weybridge strain. This complex
behavior could in principle arise from a process of pH gating
of both in and out side pore regions, where each region has a
slightly di¡erent pH response. If one looks instead at the de-
pendence of these ratios on pHin, the ratio decreases steadily
with internal pH, again indicative of a gating process, but one
di¡erent from that previously postulated for the Trp-depen-
dent gating process [34]. It is impossible to determine which is
the more relevant dependence from these data.
Absolute values of M2 currents calculated using the upper
limit kos and global ¢t parameters determined for the data in
Fig. 2 and with no di¡usional asymmetry are over an order of
magnitude larger than those measured previously [23,33].
Structural impediments to pore proton di¡usion could ac-
count for the lower-than-maximum currents. Other possible
causes include low partitioning of protons from the bulk into
the channel (although this does not appear to be a factor for
the gramicidin channel [43]), and a low intrinsic probability
for channels to be open [28,33]. What is important is that the
magnitudes of all measured M2 currents are well within the
limits expected for the site-binding model considered here and
at least qualitatively consistent with the di¡usional limitations
we found necessary for data ¢tting.
4. Discussion
This work shows that M2’s proton conduction properties
can be quantitatively explained by a model involving conven-
tional protonation equilibria of His37 along with pH-depen-
dent changes in the relative rates of di¡usion on either side of
the pore. The pH dependences of the currents indicate that the
four histidines forming the proton binding sites are protonat-
ed successively rather than simultaneously with decreasing
pH. Di¡erences between Rostock and Weybridge strains can
be related primarily to a relatively small shift in the electrical
environment around His37. Interestingly, the shift appears to
be associated in part with a change in N44 (Rostock) to D44
(Weybridge), which might reasonably be expected from the
helical periodicity to a¡ect the electrical potential within the
pore. The pH dependence of relative di¡usion rates inferred
from this work is consistent with earlier work indicating an
important role of Trp41 in pH gating, but the limited data
considered here cannot establish what this role might be nor
how pH a¡ects it. Rates involving His37 protonation equilib-
rium clearly dominate the conduction process; other processes
which by-pass this process, such as H3Oþ £ux in a widened
pore [10,12,37] or substitution of His for water in the ‘water^
wire’ mechanism suggested by molecular dynamics simula-
tions [38], fail to account for current saturation near pH 3.
We hope this work will stimulate systematic experimental in-
vestigations designed to further test the suggested mechanism
and, perhaps, use its parameters together with structural mod-
els to relate sequence changes to associated changes in con-
ductance properties.
Fig. 4. A: Global ¢t (lines) of Rostock strain data (points) from
sets 1 and 2 (upper inset), and from sets 3 (triangles), 4 (circles),
and 5 (squares). B: Global ¢t (lines) of Weybridge strain data
(points) from previously analyzed [25] Weybridge chord conduc-
tance^pH data [26] and from sets 3, 4, and 5 as in panel A. For
these ¢ts, a two-site model was employed using pK1 = 6.5 and
pK2 = 5.55 (Rostock) or 5.67 (Weybridge). Electrical distance param-
eters were common for each strain and voltage-independent for all
data sets, but di¡usional asymmetry allowed to vary individually for
each set. Lower insets show ¢tted values of the electrical distance
parameters as in Fig. 2. Fit parameters are shown in Table 2.
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