Electric power systems are frequently nonlinear and, when faced with increasing power demands, may behave in unpredictable and rather irregular ways. We investigated the nonlinear dynamics of a single machine infinite bus power system model in order to study the appearance of coexistent periodic and chaotic attractors, characterizing multi-stable behavior. The corresponding basins of attraction present fractal boundaries, for which we have determined the uncertain fraction scaling in phase space. The bifurcation diagrams are studied with respect to variations of the mechanical power input and may lead to voltage collapse under certain circumstances, which we relate to a boundary crisis suffered by a chaotic attractor. Ó 2002 Published by Elsevier Science Ltd.
transient duration is too large. Consequently the occurrence of chaotic transients should be, if not completely avoided, at least diminished to admissible levels.
The link between these two situations is the presence of crises, or abrupt changes in a chaotic attractor due either to its collision with an unstable periodic orbit or with a basin boundary. After a crisis has occurred, the former chaotic attractor either increases its size or disappears, remaining in its place a chaotic transient which eventually decays to some attractor, bounded or at infinity. Thus a voltage collapse may be triggered by a chaotic transient, which drives the electric power system to some asymptotic state out of its normal operational limits. It is thus of paramount importance to characterize and, if possible, to control the causes of voltage collapse related to crises.
From an historical point of view, it has been long recognized the existence of complicated dynamical behavior in electric power systems such as the swing equations [10] , single machine quasi-infinite bus-bar system [11] , three-machine power networks with exciters [12] , five-bus systems [13] , and single machine infinite bus (SMIB) model [2] , just to cite a representative sample of works on this subject. In this work we focus on the classical SMIB power system of Ref. [14] , consisting on an SMIB with a wind-up-type hard limit which is introduced to constrain the control gains in the system voltage. It should be emphasized that while such an SMIB model can be of limited validity for studies of networks with a large number of generators, the dynamics of an SMIB provides valuable insights into what could be expected from the interaction between a single generator and the rest of the power system.
In previous works [12, 14] it was found, for an SMIB model, quasi-periodic dynamics in addition to chaotic motion, the latter being studied as an alternative operating condition for a power system, even when there exists an accessible stable equilibrium for the same set of parameter values. In this note we shall focus on some dynamic features of the SMIB model of Ref. [14] which have not hitherto been analyzed in depth, namely the existence of boundary crises, multi-stability, and the corresponding basin boundary structure. Complex systems such an SMIB typically exhibit more than one possible attractor to which its trajectories in phase space asymptote, depending on the basin where the initial condition is placed. These attractors can be either periodic, quasi-periodic, or chaotic, not to mention the case of an (unbounded) attractor at infinity, related to the chaotic transients we argue to be related to a voltage collapse.
On the other hand, low-period stable attractors are related to operational regimes for electric power systems, and most engineering systems in general [9] . Multi-stability implies the coexistence of many possible operational regimes, from which we could in principle choose the one that gives us a better performance. Hence, we need to understand the basin boundary structure of the system, which may be rather involved since the boundaries are often a mixture of smooth and fractal curves. In the latter case, the fraction of uncertain initial conditions in the phase space scales in a power-law fashion with the size of the admissible error in determining the initial condition. This leads to final-state sensitivity, i.e., in order to decrease the uncertain fraction by a given amount, no matter how small, we would have to improve substantially the accuracy in determining the initial condition.
The theoretical model of Ref. [14] aims to describe the interaction of a single generator with a large electric power system, the latter being represented by an equivalent SMIB system, connected to the generator (a synchronous machine coupled to a turbine) by a transmission line (Fig. 1) . The generator is dynamically characterized by the machine angle dðtÞ, the frequency deviation xðtÞ, and the internal flux decay E 0 ðtÞ representing the voltage magnitude behind the transient reactance. There is a fourth dynamical variable, E fd ðtÞ, which represents the field excitation voltage.
The machine angle dynamics is described by the so-called swing equations [15] dd dt where M 2H is the moment of inertia, f 0 is a constant linear frequency, D is the damping factor, P T is the mechanical power input, and P G is the electrical power generated. On the other hand, the time behavior of the voltage magnitude is governed, for SMIB systems, by the following single axis flux decay equation [12, 14] The role of the wind-up-type hard limits is to set the control gains of the excitation voltage. The presence of such excitation field control in the generator machine can be represented by a single time-constant transfer function. We will use, according to Ref. [14] , a piecewise linear model which still retains, in spite of its simplicity, some general features present in realistic transfer functions of turbogenerator units. The output of the wind-up limiter, E fd , for a piecewise linear model, is
where V R is the input signal in the wind-up hard limit, which constrains the output E fd to lie in an interval whose endpoints are E fd min and E fdmax .
With the hard-limit control adopted, the equation governing the time evolution of the control input signal V R is
where T A is the excitation control time constant, K A is the control gain, V ref is the reference bus voltage, and V is the bus voltage at the generator bus terminal for the SMIB representation, given by
in which x q is a system reactance. In order to close the system of algebraic and differential equations of the SMIB model here studied, we also need a relation for the generated power
The phase space for the power system of an SMIB is thus four-dimensional, in that a given state is characterized by values of the dynamical variables dðtÞ, xðtÞ, E 0 ðtÞ, and V R ðtÞ. By neglecting saturation effects, during the system operation the synchronous machine parameters M, x d , x 0 d , and T 0 d0 can be considered constants, as well as the transmission line parameter x, the mechanical power input P T , the voltage set-point V ref , the gain K A , and the damping D. The values for these parameters which are to be used throughout this paper were taken from Refs. [12, 14] .
The four-dimensional vector field governing the dynamics of the SMIB model is given by Eqs. (1)- (5), and has to be supplemented by the algebraic equations (6) and (7), as well as the control law (4). Since we are investigating the effect of a wind-up hard limiter in an SMIB system, it turns out that an interesting variable to focus our attention is the input signal voltage V R ðtÞ. Moreover, we choose P T , the mechanical power input, as the tunable parameter with respect to which the dynamical response of the system is considered. The numerical computations in this paper were done by using a 12th order Adams method, from the LSODA package [16] .
The linearized dynamics of the SMIB model has been investigated by Ji and Venkatasubramanian [14] , who determined its equilibrium points and studied their local stability, as well as the occurrence of Hopf and saddle-node bifurcations. By varying also the damping parameter D, a period-doubling cascade has also been observed leading to chaos. In particular, a funnel strange attractor in the ðE 0 ; d; xÞ phase space has been thoroughly analyzed. In a later paper [12] there has been reported the occurrence of multi-stable behavior, or the coexistence of four different attractors--a stable equilibrium, a stable limit cycle and two chaotic attractors. In this work we will study the basin boundary structure related to this multi-stable scenario, as well as some of the changes on the attractors in virtue of crises.
The dependence of the coexisting periodic and chaotic attractors on the control parameter P T is illustrated by the bifurcation diagrams depicted in Fig. 2 , where we plot the input voltage V R for fixed values of the other dynamical variables. There are four coexisting attractors, each of them being represented separately. For small values of P T only a stable equilibrium near zero is observed (Fig. 2a) , corresponding to a desirable performance of the power system. This fixed point loses stability at P TH % 0:9775, where a sub-critical Hopf bifurcation occurs. A cyclic fold bifurcation at P T % 0:966 creates a stable limit cycle which disappears at P T % 1:027 through a reverse cyclic fold bifurcation [12] (Fig.  2b) .
As the mechanical power is increased, we observe that at P T ¼ P T SN % 0:655 a period-2 orbit is born through a saddlenode bifurcation, of which only the stable branch is plotted in Fig. 2d . This period-2 orbit leads to chaos through a period-doubling cascade after P T1 % 0:85, initially with two band which merge at P T % 0:96 into a single chaotic band, which suddenly increases its size slightly after P T ¼ 1:1. Basically the same mechanism is responsible for the creation of a period-3 orbit at 0:75 which undergoes a period-doubling cascade to a chaotic region (Fig. 2c) . This chaotic region ends up suddenly at P T CR % 1:04 through an interior crisis, which results from the collision of the single chaotic band with the unstable period-3 branch not plotted in the diagram [7] . These results show the existence of multi-stable behavior in a representative portion of the interval of the values allowed for the power input parameter. Each coexistent attractor has its own basin of attraction, with a typically involved structure in the phase space, characterized by fractal boundaries [17] . If we consider the ubiquitous presence of noise in complex systems [18] , it may well happen that a trajectory visiting the neighborhood of some complicated basin boundary receives noise-induced kicks that make it jump to another basin. Hence, from the point of view of an engineering system, the existence of multiple attractors may be as harmful as chaos, roughly speaking, because the noise-induced attractor hopping may cause high-amplitude jumps with a nonzero probability [19] . It is important to know first the basin boundary structure related to each coexisting attractor in order to gather information about the possibilities of attractor hopping due to external noise and its practical consequences.
Since the phase space is four-dimensional, we choose to work with a projection of it along a two-dimensional subspace like ðd; E 0 Þ, the other dynamical variables being held constant: x ¼ 1:0 and V R ¼ 3:5. We consider the basin boundary structure in the ðd; E 0 Þ projection of the full phase space, for cases exhibiting multi-stable behavior. the limit cycle (dark gray); the chaotic attractors arising from period-doublings of period-2 (white) and period-3 (black) orbits; and also an unbounded attractor at infinity (light gray). Note that, for this value of P T , the fixed point (which basin was formerly contained in the dark gray region) has already lost stability, and the initial conditions belonging to its basin will now asymptote to the limit cycle.
The fishbone aspect of Fig. 3 suggests a highly complex structure, particularly for the boundary between the basins of the two chaotic attractors (the black and white regions). Magnifications (Figs. 4 and 5 ) of small boxes picked up from a region containing this boundary suggest the occurrence of fractal basin boundaries, since the basins have transversally a structure akin to a Cantor set. It has been long recognized that in this case one has final state sensitivity. Any initial condition in the phase space is determined up to a given uncertainty , which in general can be represented as a ball centered at the phase point with radius . If this error ball intersects the basin boundary between two asymptotic states of the system, one is unable in principle to determine to which attractor the system will approach. In this case the initial condition is said to be -uncertain [20] . Now we repeat this process for a large number of randomly chosen points in the phase space, according to the natural measure of the attractor, and compute the ratio f ðÞ, the uncertain fraction, between the number of -uncertain initial conditions to the total number of points chosen (Fig. 7) .
When the basin boundary is a smooth curve, the uncertain fraction scales linearly f ðÞ $ . On the other hand, if the boundary has a fractal nature we expect a power-law scaling: f ðÞ $ a , where a is the uncertainty exponent [21] , or the rate at which we have to increase the accuracy in determining the initial condition, in order to reduce the uncertain fraction f ðÞ by a given amount. The uncertainty exponent a is related to the basin boundary box-counting dimension d by a ¼ D À d, where D ¼ 4 is the phase-space dimension [20] . We apply this numerical procedure to evaluate the dimension of the basin boundary between black and white basins in Fig. 3 . In Fig. 6 we plot the corresponding uncertain fraction versus the size of the error balls , with a least-squares fit as a power-law scaling, with a slopẽ a a ¼ 0:400 AE 0:041. Sinceã a < 1 it turns out that a specified decrease in the uncertainty of initial conditions yields only a relatively small reduction of the uncertainty about to which attractor the resulting trajectory will asymptote. The estimated basin boundary dimension is thus d % 3:6.
The bifurcation diagram of Fig. 2 indicates the sudden disappearance of the chaotic attractor for a critical perturbation P T CR ¼ 1:17477, after which almost all trajectories asymptote to infinity. This is an example of a boundary crisis, in which the chaotic attractor collides at P T CR with its own basin boundary and disappear in an abrupt way, giving place to a non-attracting set with a dense orbit (a chaotic saddle) [8] . Let the bifurcation parameter be not far from the critical value P T CR . A trajectory evolving from an initial condition placed near the chaotic saddle will wander in an irregular way through the remnant of the attractor, generating a typically long chaotic transient, which eventually decays to infinity, in this specific case. We denote by s the duration of the chaotic transient generated by a single initial condition near the remnant of that chaotic attractor existing for P T < P T CR .
Due to the highly involved boundary structure of the basin of infinity, it is expected that the duration of the chaotic transient be strongly dependent on where we pick up the initial condition. A chaotic saddle is comprised by an infinite number of intersecting stable and unstable manifolds [8] . A point placed exactly on some of these manifolds would generate a trajectory staying on the manifold for all times, and never escapes to infinity. There results that, if an initial condition is chosen very close to some of these manifolds it will stay longer in the attractor remnant, compared to initial conditions farther from the saddle, resulting in larger transient times. We can cope with this diversity by considering a large number of randomly chosen initial conditions in some region containing the interesting part of the basin boundary structure, and numerically computing the transient time s for each of them, with average hsi. The transient times are expected to follow a Poisson distribution . Uncertain fraction of phase space projection as a function of the radius of error balls centered at points randomly chosen within the box shown in Fig. 3 .
There are strong theoretical arguments supporting this statistics [22] , but it is possible to justify its use through a heuristic argument. When considering the post-critical dynamics there are just two possible outcomes for a trajectory from an initial condition near the chaotic saddle: it will either escape or remain in the immediate vicinity of the chaotic saddle for a long time. However, since the saddle has zero Lebesgue measure in phase space, the probability of escape is much larger than of not doing so. From the statistical point of view the problem would be cast into a binomial probability distribution, but since the probability of one event is very small compared to the other one, it will reduce to a Poissonian one. We have numerically verified this fact by plotting in Fig. 7 the fraction of orbits that do not escape after a time s, normalized according to its mean hsi ¼ 88144:56, for a given value of P T > P T CR . For a large number of initial conditions, randomly scattered over a limited region of the projected phase space (1:568 < d < 1:588 and 3:256 < E 0 < 3:580) we found a least-squares fitted curve in agreement with Eq. (8), which predicts a slope equal to unity.
As we approach from above the crisis threshold at P T CR ¼ 1:17477 the average duration of the chaotic transient hsi is expected to increase in a power-law fashion [8] hsi % KðP T À P T CR Þ c ;
where the characteristic exponent c is negative, and is related to the eigenvalues of the unstable periodic orbit involved in the collision between the attractor and its basin boundary at P T CR [8] . In Fig. 8 we plot the average transient time versus the difference P T À P T CR for a number of chaotic transients arising from randomly chosen initial conditions. The least-squares fit to the numerical data confirms the scaling (9) with an exponent c ¼ À1:163 AE 0:088.
In conclusion, we have analyzed a theoretical model of a power system consisting on a SMIB with a wind-up-type hard limit, with four dynamical variables. Due to weak dissipation there is multi-stable behavior, characterized by a coexistence of periodic and chaotic attractors, with a complicated basin structure. We found that the basin boundaries are typically of a fractal nature. Using the uncertainty dimension technique we found a dimension close to that of the phase space itself, indicating that the basin boundary occupies most of the available space, what is a clear indication of the complexity inherent to the basin structure. Another issue considered was the boundary crisis occurring for a critical value of the mechanical power, for which we have found a power-law scaling for the average duration of the chaotic transient.
