Classification of images by means of the BOVW method is well known and applied in different recognition projects, this method rely on three phases: detection and extraction of characteristics, representation of the image and finally the classification. SIFT, Kmeans and SVM is the most accepted combination. This article aims to demonstrate that this combination is not always the best choice for all types of datasets, different training sets of images were created from scratch and will be used for the bag of visual words model: the first phase of detection and extraction, SIFT will be used, later in the second phase a dictionary of words will be created through a clustering process using K-means, EM, K-means in combination with EM, finally, for classification it will be compared the algorithms of SVM, Gaussian NB, KNN, Decision Tree, Random Forest, Neural Network and AdaBoost in order to determine the performance and accuracy of every method.
INTRODUCTION
Image recognition has a wide field of research, nowadays it is necessary to correctly classify objects in the shortest time possible due to the advent of mobile technologies such as smart-phones, tablets, digital calendars, video game consoles and all the devices that can connect and exchange data on the Internet, the most shared content is multimedia; images, video and audio. In order to organize, manage and retrieve images in an accurate and efficient way, computers need to understand the content of them, the representation of the characteristics of an image is the core of study for this field, its performance directly affects result of the classification and recognition of objects.
The Bag of Visual Words (BOVW) model was proposed by Szelinski [1] , is based initially on the work of Sivic and Zisserman [2] as Bag of Words for natural language processing. This method is widely used in classification of objects with excellent results, the main idea of this method is to obtain images descriptions from a training set in order to generate a codebook or book of visual words, later a classification algorithm can decide the class which it belongs.
Recent works have demonstrated the effectiveness of this model by making improvements in its processes, combination of different classifiers, grouping algorithms and descriptors of key points. The descriptor SURF [8] is an improvement of the SIFT descriptor [7] this comparison as made with a Kinect sensor, the result proved to be faster and highly discriminative, therefore it is more robust [11] , in the other one, both descriptors were used for tubers recognition [12] adapting different classifiers to compare the performance of each one. Other improvements for the refinement of the code book [13] resulting 32% faster than the traditional method, the use of another algorithm of grouping k-means GMM has seemed [14] obtaining less memory use. The Early fusion model [15] introducing the color descriptor together with the shape descriptor, another method that is related to the SPM spatial image [16] , finally, one of the methods in which the use of the CNN convolutional neural networks for image recognition [17] , is Soft Assignment / Hard Assignment [18] focusing on the representation of the image.
We can appreciate a large variation of BOVW, adding, improving and changing the processes in each phase of the model, it is important to evaluate the type of set with which you can work, so you can model a proposal of classification and sea based on color or form. In this paper, we have worked with four different datasets, the purpose is to create a classifier with the lowest possible computational cost and a acceptable precision.
However, one of the biggest challenges in this BOVW model is the generation of the codebook, since it requires clustering a large number of descriptions of characteristics that have been detected in the images, k-means is commonly used for clustering, the proposal is to use another clustering algorithm in combination with deferent classifiers and determine the effectiveness of the subsequent results.
BAG OF VISUAL WORDS MODEL
The problem to solve is image classification, given a positive training images set containing a object class, and negative training images that don't, at the end a test image as to whether it contains the object class or not. A classification system that imply the BOVW method has the following phases, : 2
Fig 1: Bag of visual words flow chart
Dataset: It is necessary own a dataset in order to train the model, the most used in computer vision and image processing are: 15 Scenes by S. Lazebnik [3] , Caltech 101 used in a project by L. Fei Fei [4] , Caltech 256 by G. Gregory [5] , PASCAL VOC used in different challenges of computer vision as shown by M. Everingham [6] . These datasets are divided into two parts, usually 80% for training and 20% for classification test.
Image Detection and Description:
Each image stored in a training set will be detected and every point of interest (keypoint) will be extracted, by means of a dense or random sampling, selected keypoints will obtain information of relevant pixels in terms of the amount of information of their environment by means of a descriptor, the most common used are: SIFT by its creator Lowe [7] , SURF which is an improvement of the previous descriptor of Lowe modified by Bay H. [8] and HoG also known by its creator Dalal [9] , as oriented gradient histograms.
Dictionary:
In this step, a vector quantization with clustering methods will be executed, k value is the number of word representation. Common clustering algorithms are k-means, GMM. These vectors are divided into groups that are similar and come together to form the codebook.
Image Representation: In order to represent an image in a single vector, a histogram must be created that contains the frequency of the codebook, words that appear in said image, calculating the distance between the description of the image and the words of the codebook in order to select the shortest distance. Each element of the vector will indicate the frequency within the corresponding image, words of the image will be set on X axis, and the number of times they appear will lay on Y axis. Classification: The classifier will take as input the representation of the image and return the category or label to which it belongs. It can be a binary or multi-class classifier, setting linear or non-linear boundary. Some classifiers are KNN, SVM, RF.
METHOD
The model will be trained with four datasets: Caltech101, geometric figures, symbols and numbers. Caltech101 it is a popular dataset used in computer vision projects [4] , in the other hand, symbols, numbers and figures datasets were obtained from scratch, 50 persons drawn different geometric shapes, numbers and symbols respectively.
Fig 2: Caltech101 dataset
Caltech101 dataset contains 101 classes or categories, for this case just four classes were selected, pyramid category contains 42 items for training and 15 for testing, revolver category contains 67 items for training and 15 items for testing, sea horse category contains 42 items for training and 15 items for testing, stegosaurus contains 44 items for training and 15 items for testing.
Fig 3: Figures dataset
Figures dataset was build from scratch, every category contains 100 items, 80 for training and 20 for testing.
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Fig 4: Numbers dataset
Numbers dataset was build from scratch, every category contains 100 items, 80 for training and 20 for testing.
Fig 5: Symbols dataset
Symbols dataset was build from scratch, person category contains 17 items for training and 7 for testing, question mark category contains 24 items for training and 16 for testing, line category contains 48 items for training and 9 items for testing.
Three models will be tested, first model consist of SIFT as detector and descriptor, EM for clustering and seven classifiers: Support Vector Machine (SVM), Artificial Neural Network (ANN), Random Forest (RF), Decision Tree (DT), K-Nearest Neighbor (KNN), Adaptive Boosting (AdaBoost), Gaussian Naive Bayes (NB). The second model is the same as above, just switching the EM clustering method for Kmeans. Third model is the same as first one, just combining EM and Kmeans clustering methods. Every model will be executed 5 times with different values of k or dictionary size (100, 200, 300, 400, 500) in order to obtain the average precision of classification followed by the creation of performance charts, cross-validation and confusion matrix analysis will be used to determine the best classification model for every dataset.
All experiments will be executed in a Linux operating system, CPU 2.5 Quad-core 64bits and 12 GB of RAM.
RESULTS
In the next charts only best classification results are showed, results by means of confusion matrix and cross validation method, both are tools that allows to visualize the level of precision of a classifier.
Precision is measured by calculating the sum of the diagonal of the matrix, which represents the correctly classified images, among the total number of images in the matrix. This table shows the average of the accuracy all classes or categories found in the datasets that represents the quality of the classifier response.
Precision = TP / TP + FP
The recall measures the efficiency in the classification of all elements of the class by means of the calculation of the real positives between the sum of the real positives and the false positives. The average of the sensitivity of the three classes is shown in the charts.
Recall = TP / TP + FN
The F1 score can be interpreted as a weighted average of the precision and sensitivity, where a score F1 reaches its best value at 1 and the worst score at 0.
F1 Score = 2 * (Recall * Precision) / (Recall +
Precision)
The confusion matrix shows in its diagonal, the number of correctly classified images. Matrix rows represent the images of the evaluation set (ground-truth) , each row is a different class or category (e.g. circle, square and triangle in a descending order), in the columns we have the same order of the classes or categories from left to right.
Cross-validation is a technique used to evaluate the results of a statistical analysis and ensure that they are independent of the partition between training and test data.
Results are showed in charts below, only best classification results are presented, constain best classifier and clustering method in values of k (dictionary), green highlight represent the best classifier, clustering method and k size (dictionary size) for every dataset. This chart contains the best results for every size in k (dictionary) and most adequate classifier, clustering method and k size combination in Caltech101 dataset. At first glance, k=300, EM clustering and SVM classifier seems to be the more precise method, although its precision is bigger, it can be observed that recall, f1 and cross validation are smaller than results found in k=500 (green highlighted), KNN classifier and Kmeans Clustering.
Due a bigger rate in recall and cross-validation results, the best combination for Caltech101 dataset is KNN, Kmeans Clustering and k=500. It can be observed confusion matrix precision is the highest. This chart contains the best results for every size in k (dictionary) and most adequate classifier, clustering method and k size combination in Numbers dataset. For this dataset, k=100, Kmeans+EM clustering and RF classifier are the more precise methods (green highlighted). Due a small information in the dataset items, the best k size is 100. This chart contains the best results for every size in k (dictionary) and most adequate classifier, clustering method and k size combination in Symbols dataset. For this dataset, k=100, EM clustering and SVM classifier are the more precise methods (green highlighted). Although GNB precision, recall and f1 scores a perfect 100, cross-validation is the critical decision. So it can be concluded, the best combination is highlighted. This graphs-bar represents the best performance combination models in every dataset. 
CONCLUSION
This project was inspired by the use of a library of the programming language python: Scikit-Learn [10] . Within this library there is a comparison of several classifiers on synthetic datasets. In high-dimensional spaces, data can be easily separated linearly and classifiers such as naive Bayes and linear SVMs might perform better than other classifiers. In this experiment, different combinations of clustering and classifiers were executed and results demonstrate that not only SVM classifier and Kmeans clustering combination is the best choice for Bag of Visual Words Model, otherwise a hybrid clustering and classification process will lead a better performance for different datasets.
