Abstract. Suppose a group Γ acts on a scheme X and a Lie superalgebra g. The corresponding equivariant map superalgebra is the Lie superalgebra of equivariant regular maps from X to g. We classify the irreducible finite dimensional modules for these superalgebras under the assumptions that the coordinate ring of X is finitely generated, Γ is finite abelian and acts freely on the rational points of X, and g is a basic classical Lie superalgebra (or sl(n, n), n ≥ 1, if Γ is trivial). We show that they are all (tensor products of) generalized evaluation modules and are parameterized by a certain set of equivariant finitely supported maps defined on X. Furthermore, in the case that the even part of g is semisimple, we show that all such modules are in fact (tensor products of) evaluation modules. On the other hand, if the even part of g is not semisimple (more generally, if g is of type I), we introduce a natural generalization of Kac modules and show that all irreducible finite dimensional modules are quotients of these. As a special case, our results give the first classification of the irreducible finite dimensional modules for twisted loop superalgebras.
Introduction
Supersymmetry is a theory in particle physics that relates bosons (particles of integer spin) and fermions (particles of half-integer spin). It plays an important role in modern treatments of the Standard Model, the unification of the fundamental forces, and string theory. Mathematically speaking, supersymmetry involves the concepts of Lie supergroups and Lie superalgebras such as the super Poincaré algebra. Considerable progress has been made in the theory of Lie superalgebras. For example, Kac has classified the simple finite dimensional Lie superalgebras over an algebraically closed field of characteristic zero in [Kac77b] and the irreducible finite dimensional representations of the so-called basic classical Lie superalgebras in [Kac77a, Kac77b, Kac78] . Nevertheless, the general theory of Lie superalgebras and their representations still remains much less developed than the corresponding theory of Lie algebras. For example, while significant progress has been made in the classification of irreducible finite dimensional representations of (twisted) loop algebras and their generalizations (equivariant map algebras), the analogous theory in the super case is in its infancy.
In the current paper, we consider a certain important class of Lie superalgebras. Let X be a scheme and let g be a "target" Lie superalgebra, both defined over an algebraically closed field of characteristic zero. Furthermore, let Γ be a finite group acting on X and g by automorphisms. Then the Lie superalgebra (g ⊗ A)
Γ of Γ-equivariant regular maps from X to g is called an equivariant map superalgebra. In the case that g is, in fact, a Lie algebra, we call it an equivariant map algebra.
A special important case of the above construction is when X is the one-dimensional torus.
In this case, (g ⊗ A)
Γ is called a twisted loop (super)algebra when Γ acts nontrivially and an untwisted loop (super)algebra in the case that Γ acts trivially. Loop (super)algebras and their twisted analogues play an vital role in the theory of affine Lie (super)algebras and quantum affine algebras. They are also an important ingredient in string theory. In the non-super case, their representation theory is fairly well developed. In particular, the irreducible finite dimensional representations were classified by Chari and Pressley ([Cha86, CP86, CP98] ). Subsequently, many generalizations of this work (also in the non-super case) have appeared in the literature, for example, in [Bat04, CFK10, CFS08, CM04, FL04, Lau10, Li04, ER93, ER01]. In [NSS] , the irreducible finite dimensional representations were classified in the completely general setting of equivariant map algebras. There it was shown that all such representations are tensor products of evaluation representations and one-dimensional representations. In [NS] , the extensions between these representations were computed and the block decompositions of the categories of finite dimensional representations were described.
Despite the above-mentioned progress in our knowledge of the representation theory of equivariant map algebras, relatively little is known if the target g is in fact a Lie superalgebra (with nonzero odd part). Perhaps the best starting point is when g is one of the basic classical Lie superalgebras (see Section 1.2), since these have many properties in common with semisimple Lie algebras. In the special case of untwisted loop superalgebras with basic classical target, the irreducible finite dimensional representations have been classified in [ERZ04, ER] . However, beyond this, almost nothing is known. For example, even the irreducible finite dimensional representations of twisted loop superalgebras have not been classified. This is in sharp contrast to the non-super case.
In the current paper we give a complete classification of the irreducible finite dimensional modules for an arbitrary equivariant map superalgebra when the target g is a basic classical Lie superalgebra and the group Γ is abelian and acts freely on the set of rational points of a scheme X with finitely generated coordinate algebra. In particular, our classification covers the case of the twisted loop superalgebras (with basic classical target). Our main result (Theorem 7.10) is that all irreducible finite dimensional modules are generalized evaluation modules and that they can be naturally parameterized by a certain set of equivariant finitely supported maps defined on X. In fact, even more can be said. In the case that the even part of g is semisimple, all irreducible finite dimensional modules are evaluation modules, just as for equivariant map algebras. However, this is not the case if the even part of g is not semisimple. In this situation (more generally, when g is of type I ), we introduce a natural generalization of Kac modules, which are certain modules induced from modules for the equivariant map algebra (g0 ⊗ A)
Γ , where g0 is the even part of g (and hence a Lie algebra). We then show show that all irreducible finite dimensional modules can be described as irreducible quotients of these Kac modules. In the untwisted setting (i.e. when Γ is trivial), this classification also applies when g = sl(n, n), n ≥ 1.
A natural generalization of the category of finite dimensional modules is the category of quasifinite modules (that is, modules with finite dimensional weight spaces). In Theorem 3.16, we give a classification of the irreducible highest weight (g ⊗ A)-modules when g is any basic classical Lie superalgebra or sl(n, n), n ≥ 1. We do not assume that A is finitely generated there. Our characterization is similar to [Sav, Prop. 5 .1], which describes the quasifinite modules for the map Virasoro algebras.
This paper is organized as follows. In Section 1 we review some results on commutative algebras and Lie superalgebras that we will need. We introduce the equivariant map superalgebras in Section 2. In Section 3 we discuss their quasifinite and highest weight modules and give a characterization of the quasifinite modules. We define generalized evaluation modules and prove some important facts about them in Section 4. In Section 5, we discuss a generalization of Kac modules to the setting of equivariant map superalgebras. Finally, we classify the irreducible finite dimensional modules in the untwisted setting in Section 6 and in the twisted setting in Section 7.
Notation. We let N be the set of nonnegative integers and N + be the set of positive integers. Throughout, k is an algebraically closed field of characteristic zero and all Lie superalgebras, associative algebras, tensor products, etc. are defined over k unless otherwise specified. We let A denote the coordinate ring of a scheme X. Thus A is a commutative associative unital k-algebra. We let X rat denote the set of k-rational points of X. Recall that m ∈ maxSpec A is a k-rational point of X if its residue field A/m is k. Thus X rat ⊆ maxSpec A and we have equality if A is finitely generated. We assume that A is finitely generated in Sections 4-7. When we refer to the dimension of A, we are speaking of its dimension as a vector space over k (as opposed to referring to a geometric dimension). Similarly, when we say that an ideal I of A is of finite codimension, we mean that A/I is finite dimensional as a vector space over k. We use the term reductive Lie algebra only for finite dimensional Lie algebras.
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Preliminaries
In this section, we review some mostly well-known results on commutative associative algebras and Lie superalgebras that will be used in the sequel. For the results on Lie superalgebras (Section 1.2), we refer the reader to [FSS00, Kac77b, Kac77c] for further details.
1.1. Commutative algebras. The support of an ideal I of an algebra A is
Note that the support of an ideal is often defined to be the set of prime (rather than maximal) ideals containing it. So our definition is more restrictive. Lemma 1.1. If I is an ideal of finite codimension in an algebra A, then I has finite support.
Proof. Let I be an ideal of finite codimension in A. It suffices to show that A/I has a finite number of maximal ideals. Let m 1 , m 2 , . . . be a sequence of pairwise distinct maximal ideals of A/I. Define I n = m 1 · · · m n . Then I n+1 I n and thus the length of the sequence I 1 , I 2 , . . . is bounded by the dimension of A/I. Lemma 1.2. If I is an ideal of finite support in a finitely generated algebra A, then I is of finite codimension in A.
Proof. If I is of finite support, then A/I has finitely many maximal ideals. Since A is finitely generated, this implies that A/I is finite dimensional (see, for example, [Fu11, Lem. 1.9.2]). Proof. Suppose I and J are ideals of an algebra A and I and J have disjoint supports. Then I + J = A since (Supp I) ∩ (Supp J) = Supp(I + J). Thus we can write 1 = i + j with i ∈ I and j ∈ J. Let x ∈ I ∩ J. Then x = xi + xj, where xi, xj ∈ IJ. Therefore I ∩ J ⊆ IJ. The reverse inclusion is obvious. Lemma 1.4 ([AM69, Prop. 7.14]). In a Noetherian ring, every ideal contains a power of its radical.
1.2. Lie superalgebras. Let g = g0 ⊕ g1 be a finite dimensional simple Lie superalgebra over k. Then g is called classical if the representation of g0 on g1 is completely reducible. A simple Lie superalgebra is classical if and only if its even part g0 is a reductive Lie algebra. If g is a classical Lie superalgebra, then the representation of g0 on g1 is either (a) irreducible, in which case we say g is of type II, or (b) the direct sum of two irreducible representations, in which case we say g is of type I.
A classical Lie superalgebra g is called basic if there exists a non-degenerate invariant bilinear form on g. (The classical Lie superalgebras that are not basic are called strange.)
In the following table, we list all of the basic classical Lie superalgebras (up to isomorphism) that are not Lie algebras, together with their even part and their type. We also include the Lie superalgebra sl(n, n), which is a 1-dimensional central extension of A(n, n).
Note that in all cases in the above table, g0 is either semisimple or reductive with onedimensional center. Also note that all the Lie superalgebras in the above table, including sl(n, n), are perfect (i.e. satisfy [g, g] = g).
For any basic classical Lie superalgebra g, there exists a distinguished Z-grading g = i∈Z g i of g that is compatible with the Z 2 -grading (i.e. each graded piece is a Z 2 -graded subspace of g) and such that (a) if g is of type I, then
, then we have a distinguished Z-grading as in (a) above. We simply let g 0 be the preimage of the zero graded piece of the type I Lie superalgebra A(n, n) under the canonical projection from g to A(n, n).
By definition, a Cartan subalgebra of g is just a Cartan subalgebra of the even part g0. Fix such a Cartan subalgebra h. If g is a basic classical Lie superalgebra or sl(n, n), then we can choose a Borel subalgebra b + containing h and i>0 g i . (Here we refer to the distinguished Z-grading on g mentioned above.) Since the adjoint action of h on g is diagonalizable, we obtain a decomposition
where n ± are subalgebras, [h, n ± ] ⊆ n ± , and b
. Let ∆0 and ∆1 denote the set of even and odd roots respectively. Then ∆ = ∆0 ∪ ∆1 is the set of all roots. We let ∆ ± 0 , ∆ ± 1 , ∆ ± denote the corresponding subsets of positive/negative roots. For g a basic classical Lie superalgebra, the zero weight space of g is equal to h (see [Kac77c, Prop. 5 .3]). It follows that this property also holds for sl(n, n). Let P and Q + be the weight lattice and positive root lattice of g respectively. Proof. Let W = {w ∈ V | Iw = 0}. By assumption v ∈ W and so W is nonzero. Furthermore, since I is an ideal of L, it is easy to see that W is a submodule of V . Since V is irreducible, this implies that W = V , completing the proof of the lemma. 
form a basis (over k) for the universal enveloping superalgebra U(g). In particular, if g0 = 0 (i.e. g is odd), then U(g) is finite dimensional.
Equivariant map superalgebras
In this section we introduce our main object of study: the equivariant map superalgebras. Recall that g = g0 ⊕ g1 is a Lie superalgebra and X is a scheme with coordinate ring A.
Definition 2.1 (Map superalgebra). We call the Lie superalgebra g ⊗ A of regular functions on X with values in g a map (Lie) superalgebra. The Z 2 -grading on g ⊗ A is given by (g ⊗ A) ǫ = g ǫ ⊗ A for ǫ =0,1, and the multiplication on g ⊗ A is pointwise. That is, multiplication is given by extending the bracket
by linearity. It is easily verified that g ⊗ A satisfies the axioms of a Lie superalgebra.
An action of a group Γ on a Lie superalgebra g and on a scheme X will always be assumed to be by Lie superalgebra automorphisms of g and scheme automorphisms of X. Recall that Lie superalgebra automorphisms respect the Z 2 -grading. A Γ-action on X induces a Γ-action on A.
Definition 2.2 (Equivariant map superalgebra). Let Γ be a group acting on a scheme X (hence on A) and a Lie superalgebra g by automorphisms. Then Γ acts naturally on g ⊗ A by extending the map γ(u ⊗ f ) = (γu) ⊗ (γf ), γ ∈ Γ, u ∈ g, f ∈ A, by linearity. We define
to be the subsuperalgebra of points fixed under this action. In other words, (g ⊗ A) Γ is the subsuperalgebra of g ⊗ A consisting of Γ-equivariant maps from X to g. We call (g ⊗ A)
Γ an equivariant map (Lie) superalgebra. Note that if Γ is the trivial group, this definition reduces to Definition 2.1. 
and suppose that Γ acts on g. Note that this is equivalent to specifying commuting automorphisms σ i , i = 1, . . . , n, of g such that σ m i i = id. For i = 1, . . . , n, let ξ i be a primitive m i -th root of unity. Let X = Spec A, where
n ] is the k-algebra of Laurent polynomials in n variables (in other words, X is the n-dimensional torus (k × ) n ), and define an action of Γ on X by
Γ is the (twisted) multiloop superalgebra of g relative to (σ 1 , . . . , σ n ) and (m 1 , . . . , m n ). In the case that Γ is trivial (i.e. m i = 1 for all i = 1, . . . , n), we call often call it an untwisted multiloop superalgebra. If n = 1, M(g, σ 1 , m 1 ) is simply called a (twisted or untwisted ) loop superalgebra.
Remark 2.4. If Γ acts on X, hence on A, then Γ acts on V := Spec A by [EH00, . Since the coordinate rings of X and V are both A, the equivariant map superalgebras corresponding to X and V are the same. Therefore, we lose no generality in assuming that X is an affine scheme and we will often do so in the sequel.
Γ -module V , we define Ann A V to be the largest Γ-invariant ideal I of A satisfying (g ⊗ I)
Γ V = 0. In other words, Ann A V is the sum of all Γ-invariant ideals I such that (g ⊗ I)
Γ V = 0. If ρ is the representation corresponding to V , we set Ann A ρ := Ann A V .
Proof.
. It suffices to show that I is an ideal of A. It is easy to see that I is a linear subspace of A. Now let f ∈ I and g ∈ A. Then, since g is perfect,
and so f g ∈ I. Thus I is an ideal of A.
Definition 2.7 (Support). Let V be a (g ⊗ A) Γ -module. We define the support of V to be
If ρ is the representation corresponding to V , we also set Supp A ρ := Supp A V . We say that V has reduced support if Ann A V is a radical ideal (equivalently, Spec(A/ Ann A V ) is reduced).
Quasifinite and highest weight modules
In this section we introduce certain classes of modules that will play an important role in our exposition. We assume that g = g0 ⊕ g1 is either a reductive Lie algebra (considered as a Lie superalgebra with zero odd part), a basic classical Lie superalgebra, or sl(n, n), n ≥ 1. Thus, in particular, g0 is a reductive Lie algebra. If g is a basic Lie superalgebra or sl(n, n), n ≥ 1, we choose a triangular decomposition of g as in Section 1.2. If g is a reductive Lie algebra, we choose any triangular decomposition. We set b ± = h ⊕ n ± . We also identify g with the subsuperalgebra g ⊗ k ⊆ g ⊗ A.
Definition 3.1 (Weight module). A (g ⊗ A)-module V is called a weight module if its restriction to g is a weight module, that is, if
The λ ∈ h * such that V λ = 0 are called weights of V . A nonzero element of V λ for some λ ∈ h * is called a weight vector of weight λ.
Definition 3.2 (Quasifinite module). A (g ⊗ A)-module is called quasifinite if it is a weight
module and all weight spaces are finite dimensional.
Definition 3.3 (Highest weight module). A (g ⊗ A)-module V is called a highest weight module if there exists a nonzero vector
Remark 3.4. Note that every highest weight module is a weight module. This follows from the fact that the highest weight vector is a weight vector by definition and generates the entire module.
We fix the usual partial order on P given by
Lemma 3.5. Every irreducible finite dimensional (g⊗A)-module is a highest weight module.
Proof. Let V be an irreducible finite dimensional (g ⊗ A)-module. Since all irreducible finite dimensional representations of the abelian Lie algebra h⊗A are one-dimensional, there exists a nonzero vector w ∈ V fixed by h ⊗ A. Thus w is a weight vector. Since V is irreducible as a (g ⊗ A)-module, it follows that w generates V and hence that V is a weight module. Now let λ be a maximal weight of V and let v be a nonzero vector in V λ . Then it follows from the irreducibility of V that v is a highest weight vector.
We define an action of b + ⊗ A on k (considered to be in degree zero) by declaring h ⊗ A to act via ψ and n + ⊗ A to act by zero. We denote the resulting module by k ψ and consider the induced module
It is clear that this is a highest weight module. It follows that it possesses a unique maximal submodule N(ψ) and we define
Every irreducible highest weight (g ⊗ A)-module (hence, by Lemma 3.5, every irreducible
Proof. This follows easily from the fact that any (g ⊗ A)-module endomorphism of V must send a highest weight vector to a highest weight vector, together with the fact that the highest weight space of V is one-dimensional.
Remark 3.8. Note that the algebra of endomorphisms of an irreducible module over a Lie superalgebra is not always isomorphic to k. See [Kac78, p. 609].
Proposition 3.9 (Density Theorem). Suppose V is an irreducible highest weight (g ⊗ A)-module, and let ρ : U(g ⊗ A) → End k V be the corresponding representation of the universal enveloping superalgebra. Let κ ∈ End k V and v 1 , . . . , v n ∈ V . Then there exists
Proof. By Lemma 3.7, we have End U (g⊗A) V = k. 
Proof. For i = 1, 2, we have the triangular decomposition g i = n i,− ⊕ h i ⊕ n i,+ as described at the beginning of this section. For each weight λ of V 2 , let B λ be a basis for V 2 λ . Let z be an arbitrary nonzero element of V 1 ⊗ V 2 . Then z can be written as
where the first sum is over the weights of V 2 and the v w ∈ V 1 are weight vectors with only a finite number of them nonzero. Now, let ν be a minimal weight among the weights of the (nonzero) v w and fix a nonzero v w ′ of weight ν. Proposition 3.9 and the PBW Theorem (Lemma 1.7) imply that there exists a weight vector x 1 ∈ U(n 1,+ ⊗ A 1 ) such that x 1 v w ′ is a highest weight vector of V 1 . Then it follows from our choices that, for all w ∈ B λ , λ a weight of V 2 , the vector x 1 v w is a either zero or a highest weight vector of V 1 . Therefore, if v 1 is a highest weight vector of V 1 , we have
for some zero a w ∈ k, not all zero (but with only finitely many nonzero), and a nonempty finite set S of weights of V 2 . An argument similar to the one above shows that there exists
where v 2 is a highest weight vector of 
Proof. Suppose V is an irreducible finite dimensional module for (
or a proper submodule of this tensor product. Since this tensor product is irreducible by Lemma 3.10, the result follows. 
where ∆ is the diagonal embedding and the second map is the obvious projection on each summand. Since the supports of I 1 and I 2 are disjoint, we have I 1 ∩ I 2 = I 1 I 2 by Lemma 1.3. Therefore A/I 1 I 2 ∼ = (A/I 1 ) ⊕ (A/I 2 ). We thus have the following commutative diagram:
It follows that the composition (3.1) is surjective. Since V 1 ⊗ V 2 is irreducible as a module for (g ⊗ A/I 1 ) ⊕ (g ⊗ A/I 2 ) by Lemma 3.10, the result follows.
Proof. It suffices to prove the result for n = 2, since the general result will then follow by induction. Let λ i be the highest weight of
clearly acts on this space via ψ 1 + ψ 2 , it suffices to show that V (ψ 1 ) ⊗ V (ψ 2 ) is irreducible. This follows immediately from Proposition 3.12.
Corollary 3.14. The tensor product of irreducible finite dimensional (g ⊗ A)-modules with disjoint supports is irreducible.
Proof. This follows from Lemma 3.5 and Proposition 3.12. Proof. It is obvious that (g ⊗ I)V (ψ) = 0 implies ψ(h ⊗ I) = 0. It thus remains to prove the other implication.
Suppose ψ ∈ (h ⊗ A) * and ψ(h ⊗ I) = 0 for some ideal I of A. Let v be a highest weight vector of V (ψ). By Lemma 1.6, it suffices to show that (g ⊗ I)v = 0. We have (n + ⊗ I)v = 0 since v is a highest weight vector and (h⊗I)v = 0 by the assumption on I. For λ = − n i α i , n i ∈ N, where the α i are the simple roots of g, we define the height of λ to be ht λ := n i . We show by induction on the height of λ that (b 
It is clear that I α is a linear subspace of A of finite codimension. We claim that I α is in fact an ideal of A. Indeed, since α = 0, we can choose h ∈ h such that α(h) = 0. Then, for all g ∈ A, f ∈ I α , v ∈ V λ , and u ∈ g −α , we have
Now, since (h ⊗ g)v ∈ V λ and f ∈ I α , the last term above is zero. Since we also have α(h) = 0, this implies that (u ⊗ gf )v = 0. As this holds for all v ∈ V λ and u ∈ g −α , we have gf ∈ I α . Hence I α is an ideal of A. Let I be the intersection of all the I α . Since g is finite dimensional (and thus has a finite number of positive roots), this intersection is finite and thus I is also an ideal of A of finite codimension. We then have (n − ⊗ I)V λ = 0. Since λ is the highest weight of V , we also have 
Again by the PBW Theorem, the weight spaces of U(n − ⊗ (A/I)) are finite dimensional. Hence so are those of V (ψ). Now suppose A is finitely generated. We prove that Proof. Since finite dimensional modules are clearly quasifinite, this follows immediately from Theorem 3.16.
Generalized evaluation modules
In this section we assume that Γ is a finite group, acting on an affine scheme X (see Remark 2.4) and a finite dimensional Lie superalgebra g. Furthermore, we assume that A is finitely generated (hence Noetherian) and that Γ acts freely on X (i.e. Γ acts freely on X rat = maxSpec A).
Definition 4.1 (Generalized evaluation map). Suppose m 1 , . . . , m ℓ ∈ X rat are pairwise distinct and n 1 , . . . , n ℓ ∈ N + . The associated generalized evaluation map is the composition
We let ev If n 1 = · · · = n ℓ = 1, then (4.1) is called an evaluation map. If M = {m 1 , . . . , m ℓ } ⊆ X rat , we will sometimes write ev M (resp. ev
Definition 4.2 (Generalized evaluation representation). Suppose m 1 , . . . , m ℓ ∈ X rat are pairwise distinct, n 1 , . . . , n ℓ ∈ N + , and, for i = 1, . . . , ℓ, V i is a finite dimensional (g ⊗ (A/m n i ))-module with corresponding representation 
Remark 4.3. Note that in Definitions 4.1 and 4.2 we allow for evaluation at more than one point. In many places in the literature on multiloop algebras, the term evaluation representation is reserved for the single point case. One easily sees that the tensor product of generalized evaluation representations is again a generalized evaluation representation and that ev m
That is, generalized evaluation representations are tensor products of single point generalized evaluation representations. Definition 4.5 (The set X * ). We let X * denote the set of finite subsets M ⊆ X rat having the property that m ′ ∈ Γm for distinct m, m ′ ∈ M.
Lemma 4.6. For {m 1 , . . . , m ℓ } ∈ X * and n 1 , . . . , n ℓ ∈ N + , the map ev Proof. Let {m 1 , . . . , m ℓ } ∈ X * and n 1 , . . . , n ℓ ∈ N + . Then we have the natural surjection
Since the right hand side is Γ-invariant, we can restrict to Γ-fixed points to obtain a surjection
, where, in the isomorphism, we have used the fact that Γ permutes the summands in the summation over Γ in the middle expression. Since the above composition is simply the map ev Note that Lemma 4.6 implies that, for any finite subset M ⊆ X rat , the map ev M is surjective.
Remark 4.7. In [NSS, Prop 4.9] it was shown that if g is a Lie algebra, M ∈ X * , and ρ m : g → End V m is an irreducible finite dimensional representation for each m ∈ M, then the evaluation representation ev Γ M (ρ m ) m∈M is an irreducible finite dimensional representation of (g ⊗ A)
Γ . However, this is no longer true in the setting of arbitrary Lie superalgebras. This is because the (outer) tensor product of irreducible representations may be reducible in general (see [Che95, §8] and [Józ88] ). Thus, a possible alternate definition of (multiple point) evaluation representation in the super setting is a representation that factors through an evaluation map ev M . However, Proposition 3.12 implies that for the purposes of our classification (where we will assume that g is either a basic classical Lie superalgebra or sl(n, n), n ≥ 1), the two definitions are equivalent.
We would like to give a natural enumeration of the isomorphism classes of evaluation representations of (g ⊗ A)
Γ . Let R(g) denote the set of isomorphism classes of irreducible finite dimensional representations of g. Then Γ acts on R(g) by
where [ρ] ∈ R denotes the isomorphism class of a representation ρ of g.
. Let E(X, g) denote the set of finitely supported functions Ψ : X rat → R(g) and let E(X, g) Γ denote the subset of E(X, g) consisting of those functions that are Γ-equivariant. Here the support Supp Ψ of Ψ ∈ E(X, g) is the set of all m ∈ X rat for which Ψ(m) = 0, where 0 denotes the isomorphism class of the trivial representation. Lemma 4.9. Suppose Ψ ∈ E(X, g) Γ and m ∈ X rat . Then, for all γ ∈ Γ, ev m Ψ(m) = ev γm (γΨ(m)) = ev γm Ψ(γm).
Proof. The proof is the same as that of [NSS, Lem. 4 .13], which considers the case when g is a Lie algebra. Γ . If Γ is the trivial group, we often omit the superscript Γ.
the set of isomorphism classes of evaluation representations of (g ⊗ A)
Γ is injective.
Proof. The proof is the same as that of [NSS, Prop. 4 .15], which considers the case when g is a Lie algebra. Γ .
Proof. This follows immediately from Corollary 3.14.
We conclude this section by giving a natural enumeration of the generalized evaluation representations when g is a reductive Lie algebra. Suppose l ab is a finite dimensional abelian Lie algebra. For m ∈ maxSpec A, let
be the linear subspace of (l ⊗ A) * consisting of those forms vanishing on l ab ⊗ m ℓ for some sufficiently large ℓ (equivalently, forms with support contained in {m}).
Any element in the image of ϕ can be written as a finite sum The following proposition classifies the irreducible finite dimensional generalized evaluation representations of l ⊗ A, where l is a reductive Lie algebra. We let l ss = [l, l] be its semisimple part and l ab be its center, so that l = l ss ⊕ l ab .
Proposition 4.15. The map
is a bijection, where R(X, l) is the set of isomorphism classes of irreducible finite dimensional (l ⊗ A)-modules. In addition, θ ⊗ ev Ψ is a generalized evaluation module if and only if
is a bijection from L(X, l ab ) × E(X, l ss ) to the set of isomorphism classes of irreducible finite dimensional generalized evaluation (l ⊗ A)-modules. For θ ∈ (l ab ⊗ A) * and Ψ ∈ E(X, l ss ), we have Ann
Since Supp A ev Ψ = Supp Ψ is finite, we see that θ ⊗ ev Ψ has finite support if and only if θ has finite support. The second statement of the proposition then follows from Proposition 4.4(a).
For m ∈ X rat , we have the natural projections
This gives rise to the sequence of injections
Via these injections, we view (A/m k ) * as a subspace of (A/m ℓ ) * for k ≤ ℓ. The following lemma gives a concrete description of L(X, l ab ).
Proof. This follows immediately from the above discussion.
Remark 4.17. In this section we have assumed that Γ acts freely on X rat since it simplifies the definitions and we will make this assumption in our classification in Section 7. To consider the case where Γ does not act freely on X rat , we should modify the evaluation maps above to be maps to sums of subalgebras of g fixed by isotropy subgroups. See [NSS] for these more general definitions in the case that g is a finite dimensional Lie algebra.
Kac modules and their irreducible quotients
In this section we assume that A is finitely generated and that g is a basic classical Lie superalgebra of type I or g = sl(n, n), n ≥ 1. Recall the distinguished Z-grading g = g −1 ⊕ g 0 ⊕ g 1 of Section 1.2 and that g0 = g 0 .
Definition 5.1 (Modules V (M)). Let M be an irreducible finite dimensional (g 0 ⊗ A)-module. Let g 1 ⊗ A act trivially on M and define the induced modulē Let
, where U i (g ⊗ A) denotes the i-th step of the usual filtration on the enveloping superalgebra. Then U + (g ⊗ A) is a subalgebra of U(g ⊗ A) and we have a vector space decomposition
For u ∈ g 0 and f ∈ I, we have (recall that g −1 is abelian)
It therefore follows that
Thus,
First, an argument similar to the one above shows that
proving our claim.
We thus have 
Proof. Suppose M 1 , M 2 are generalized evaluation (g 0 ⊗ A)-modules with disjoint supports. Then there exist ideals I 1 , I 2 with disjoint supports such that (g 0 ⊗ I i )M i = 0 for i = 1, 2. Let I = I 1 I 2 = I 1 ∩ I 2 (see Lemma 1.3) and M = M 1 ⊗ M 2 . Then (g 0 ⊗ I)M = 0 and thus, by Lemma 5.3, (g ⊗ I)V (M) = 0. Similarly, (g ⊗ I i )V (M i ) = 0 for i = 1, 2. We can therefore consider V (M), V (M 1 ), and V (M 2 ) as modules for (g ⊗ (A/I)), (g ⊗ (A/I 1 )) and (g ⊗ (A/I 2 )), respectively. We havē
Corollary 5.6. For pairwise distinct m 1 , . . . , m ℓ ∈ X rat , n 1 , . . . , n ℓ ∈ N, and irreducible finite dimensional (g 0 ⊗ (A/m 
Classification of finite dimensional irreducible untwisted modules
In this section we classify the irreducible finite dimensional modules for map superalgebras. We assume that g is a basic classical Lie superalgebra or sl(n, n), n ≥ 1, and that A is finitely generated.
Theorem 6.1. If g is a basic classical Lie superalgebra with g0 semisimple, then we have a bijection
where R(X, g) is the set of isomorphism classes of irreducible finite dimensional representations of g ⊗ A. In particular, all irreducible finite dimensional representations are evaluation representations.
Proof. The map (6.1) is injective by Proposition 4.12. To prove surjectivity, it suffices, by Lemma 1.1 and Proposition 4.4(b), to show that for any irreducible finite dimensional (g ⊗ A)-module V , we have (g ⊗ J)V for some radical ideal J of A of finite codimension. By Corollary 3.17, (g⊗I)V = 0 for some ideal I of A of finite codimension. Let J = rad I. We claim that (g ⊗ J)V = 0. By Lemma 1.6, it is enough to show that g ⊗ J annihilates some nonzero vector of V .
We can naturally consider V as a (g ⊗ (A/I))-module. It then suffices to show that g ⊗ (J/I) annihilates some nonzero vector of V . Since A is Noetherian, some power of J is contained in I by Lemma 1.4. Thus g ⊗ (J/I) is solvable. Since
it follows from Lemma 1.5 that V has a one-dimensional (g ⊗ (J/I))-invariant subspace. Thus, there exists a nonzero vector w ∈ V and θ ∈ (g ⊗ J) * such that
We claim that θ = 0. For µ ∈ n ± ⊗ J, we have θ(µ) m w = µ m w = 0 for m sufficiently large (since V has a finite number of nonzero weight spaces). Thus θ(n ± ⊗ J) = 0. It remains to show that θ(h ⊗ J) = 0. Denote the restriction of θ to g0 ⊗ J by θ ′ . Then θ ′ defines a one-dimensional representation of the Lie algebra g0 ⊗ J. Thus the kernel of θ ′ must be an ideal of g0 ⊗ J of codimension at most one. Since g0 is semisimple, it easily follows that this kernel must, in fact, be all of g0 ⊗ J. Hence θ ′ = 0. The fact that h ⊆ g0 thus implies that θ(h) = 0 as desired. Now suppose g is either a basic Lie superalgebra of type I or g = sl(n, n), n ≥ 1. Let g Recall from Section 1.2 that we have the distinguished Z-grading
of g compatible with the Z 2 -grading and such that
We also have, using the choices of Section 1.2, that g 1 is a sum of positive (odd) root spaces, and g −1 is a sum of negative (odd) root spaces. Proof. Let V be an irreducible finite dimensional (g ⊗ A)-module. Thus V ∼ = V (ψ) for some ψ ∈ (h ⊗ A) * . Choose a highest weight vector v and define
be the triangular decomposition induced by the one on g. Then we have
Let w ∈ M be a weight vector. Since V (ψ) is irreducible as a (g ⊗ A)-module, by Proposition 3.9 and the PBW Theorem (Lemma 1.7) there exists X ∈ U(n Remark 6.3. Note that, taken together, Theorems 6.1 and 6.2 cover all basic classical Lie superalgebras g. Also, both theorems apply when g = A(n, n), n ≥ 1. In this case we get two descriptions of the irreducible finite dimensional modules.
Classification of finite dimensional irreducible twisted modules
We assume in this section that g is a basic classical Lie superalgebra (except in Proposition 7.1) and that A is finitely generated. Let Γ be a finite abelian group acting on g and X by automorphisms. We assume that the action of Γ on X is free (i.e. the action on X rat = maxSpec A is free). Let Ξ be the character group of Γ. This is an abelian group, whose group operation we will write additively. Hence, 0 is the character of the trivial onedimensional representation, and if an irreducible representation affords the character ξ, then −ξ is the character of the dual representation.
If Γ acts on a superalgebra B by automorphisms, it is well known that B = ξ∈Ξ B ξ is a Ξ-grading, where B ξ is the isotypic component of type ξ. It follows that (g ⊗ A)
Γ can be written as
The decomposition (7.1) is a superalgebra Ξ-grading.
Proposition 7.1. Suppose g is a finite dimensional simple Lie superalgebra. Then all ideals of (g ⊗ A)
Γ are of the form (g ⊗ I)
Proof. Let I be an ideal of (g ⊗ A)
Γ and let
be an arbitrary element of I. Without loss of generality, we may assume the set {u 1 , . . . , u s } is linearly independent.
Claim: For j = {1, . . . , s}, we have g ξ j ⊗ f j ⊆ I.
This implies that I = ξ∈Ξ ′ g ξ ⊗ I −ξ for some subspaces I −ξ ⊆ A −ξ , ξ ∈ Ξ ′ , where
Proof of claim: Fix j ∈ {1, . . . , s} and u ∈ g ξ j . Since g is an irreducible finite dimensional module over itself, Proposition 3.9 (with A = k) implies that there exists p ∈ U(g) such that pu j = u and pu i = 0 for all i = j. Now, the Ξ-grading on g induces a Ξ-grading on U(g). Fixing a basis for g compatible with its Ξ-grading, we can assume that p is a sum of monomials in this basis of degree zero. That is, we can write p = r k=1 p k , where, for k = 1, . . . , r, we have
Now, by [NS, Lem. 4 .4], we have
and note thatp ∈ U (g ⊗ A)
Γ . Theñ
This completes the proof of the claim.
Claim:
Proof of claim: Fix such ζ, ξ and f ∈ A −ζ . Fix also nonzero elements u ∈ g ξ and v ∈ g ξ+ζ . As in the proof of the previous claim, Proposition 3.9 implies that there exists p ∈ U(g) such that pu = v. As above, we can write
Definep as in (7.3). Then, as above, we havẽ
This implies that f f ′ ∈ I −ξ−γ for all f ′ ∈ I −ξ , completing the proof of the claim.
For ξ ∈ Ξ \ Ξ ′ , define
Then we clearly have
It follows from the above that I := ξ∈Ξ I −ξ is an ideal of A. In fact, it is the ideal of A generated by ξ∈Ξ ′ I −ξ . Furthermore, I is Γ-invariant since it is a Ξ-graded subspace of A.
Remark 7.2. In the case that g is a finite dimensional simple Lie algebra and A = k[t 
In particular, if dim A ξ /I ξ is finite for any ξ ∈ Ξ, then Supp I is finite.
Proof. Let I be a Γ-invariant ideal of A. That | Supp I| is divisible by |Γ| follows from the fact that Supp I is a Γ-invariant subset of X rat , on which Γ acts freely. For the inequality, it suffices to show that, for ξ ∈ Ξ, dim A ξ /I ξ ≥ n for all n ∈ N satisfying n ≥ | Supp I|/|Γ|. Fix such an n ∈ N and choose points m 1 , . . . , m n ∈ Supp I in distinct orbits. For i = 1, . . . , n, we can choose f
Here and in what follows, the evaluation f (m) of f ∈ A at m ∈ X rat is the element of k corresponding to f + m in the quotient A/m ∼ = k.) Then define
One easily checks that f i ∈ A ξ and f i (Γm j ) = δ ij . Thus the set {f 1 , . . . , f n } is linearly independent and spans a subspace of A ξ intersecting I ξ trivially. This proves dim A ξ /I ξ ≥ n as desired.
Lemma 7.4. Every finite dimensional (g ⊗ A)
Γ -module has finite support.
Proof. Let V be a finite dimensional (g ⊗ A) Γ -module. By Proposition 7.1, the annihilator of V is of the form ξ∈Ξ g ξ ⊗ I −ξ for some Γ-invariant ideal I = ξ∈Ξ I −ξ of A. The action of (g ⊗ A) Γ = ξ∈Ξ g ξ ⊗ A −ξ factors through the quotient
Since End V is finite dimensional, we have that A −ξ /I −ξ is finite dimensional for all ξ ∈ Ξ ′ , where Ξ ′ is defined as in (7.2). Since g = 0, the set Ξ ′ is nonempty. Thus, by Lemma 7.3, I has finite support and thus so does V . Proof. Let V be a finite dimensional (g ⊗ A)
Γ -module and let ρ : (g ⊗ A) Γ → End V denote the corresponding representation. By Proposition 7.1 and Lemma 7.4, the kernel of ρ is of the form (g ⊗ I)
Γ for some Γ-invariant ideal I of A with finite support. Since A is finitely generated, Lemma 1.2 implies that I is of finite codimension in A. The support of I is a Γ-invariant subset of X rat . Let M ⊆ X * contain one point from each Γ-orbit in the support of I. where, in the second-to-last isomorphism, we use the fact that, for m ∈ M, the group Γ permutes the summands g ⊗ A/(γI m ), γ ∈ Γ. We now have the following commutative diagram, where τ is the above isomorphism, π is the natural projection, andρ is the map induced by ρ.
• π is a representation of g ⊗ A that, when restricted to (g ⊗ A) Γ , coincides with ρ. Since both representations factor through the quotient (g ⊗ A)
Γ /(g ⊗ I) Γ , one is irreducible if and only if the other is. Proof. By Proposition 7.5 and Theorems 6.1 and 6.2, every irreducible finite dimensional representation of (g ⊗ A) Γ is a generalized evaluation representation ev By Lemma 7.6, we can always assume that condition (c) is satisfied. Then, by replacing the ρ i by appropriate tensor products, we can always assume the maximal ideals m i are distinct. Now, if ρ i is reducible for some i = 1, . . . , n, then ev Then we define V Γ (θ, Ψ) to be (g ⊗ A) Γ -module obtained by restriction from the (g ⊗ A)-module V (θ M ⊗ ev Ψ M ). By Lemma 7.6, this definition is independent of the choice of M.
Recall that R(g Proof. The maps (7.4) and (7.5) are surjective by Corollary 7.7 and Theorems 6.1 and 6.2. The proof of injectivity is almost identical to the proof of [NSS, Prop. 4 .15] and is therefore omitted.
Remark 7.11. In the case that g is a semisimple Lie algebra, twisting and untwisting functors were defined in [FKKS12] . These are isomorphisms between certain categories of representations of equivariant map algebras and their untwisted analogues. These functors could also be defined in the super setting of the current paper. We do not pursue this line of inquiry here.
Remark 7.12. A special case of Theorem 7.10 gives a classification of irreducible finite dimensional representations of the multiloop superalgebras (see Example 2.3). In the untwisted case, this recovers the classification given in [ERZ04, ER] . In the twisted case, the classification seems to be new.
