We propose a bilevel optimization strategy for selecting the best hyperparameter value for the nonsmooth ℓ p regularizer with 0 < p ≤ 1. The concerned bilevel optimization problem has a nonsmooth, possibly nonconvex, ℓ p -regularized problem as the lower-level problem. Despite the recent popularity of nonconvex ℓ p regularizer and the usefulness of bilevel optimization for selecting hyperparameters, algorithms for such bilevel problems have not been studied because of the difficulty of ℓ p regularizer. We first show new optimality conditions for such bilevel optimization problems and then propose a smoothing-type algorithm together with convergence analysis. The proposed algorithm is simple and scalable as our numerical comparison to Bayesian optimization and grid search indicates. It is a promising algorithm for nonsmooth nonconvex bilevel optimization problems as the first algorithm with convergence guarantee.
Introduction
Hyperparameters are parameters that are set manually outside of a learning algorithm in the context of machine learning. Hyperparameters often play important roles in exhibiting a high prediction performance. For example, a regularization parameter controls a trade-off between the regularization (i.e., model complexity) and the training set error (i.e., empirical error). If the hyperparameters are tuned properly, the predictive performance of learning algorithms will be increased.
Hyperparameter optimization is the task of finding (near) optimal values of hyperparameters. There are mainly a few methods currently in use for supervised learning. The most popular one would be grid search. The method is to divide the space of possible hyperparameter values into regular intervals (a grid), train a learning model using training data for all values on the grid sequentially or preferably in parallel, and choose the best one with the highest prediction accuracy tested on validation data with e.g., using cross validation.
There is another technique for hyperparameter tuning; random search that evaluates learning models for randomly sampled hyperparameter values or more sophisticated method called Bayesian optimization [22] . To find a classifier/regressor with good prediction performance, it is reasonable to minimize the validation error in terms of hyperparameters. However we do not know the function of validation error in terms of hyperparameters, while we can compute the validation error of a classifier/regressor obtained with given hyperparameter values. For such a black-box (meaning unknown) objective function f , Bayesian optimization algorithms use previous observationsf (λ) of the function at some hyperparameter values λ to determine the next point λ + to evaluate based on the assumption that the objective function can be described by a Gaussian process as a prior. There is still the essential question unresolved; how to choose a kernel for the Gaussian Process, how to choose the range of values to search in, and lots of implementation details.
Bilevel optimization is a more direct approach for finding a best set of hyperparameter values. Bilevel optimization problems consist of two-level optimization problems; the upper-level problem minimizes the validation error in terms of hyperparameters and the lower-level problem finds a best fit line for training data combined with a regularizer using given hyperparameter values. This formulation seems natural to find a best set of hyperparameter values, but it is not investigated well because of limited number of solution methods/theoretical analysis for bilevel optimization.
Our Contribution
The purpose of this paper is to provide a bilevel optimization approach for finding a best set of hyperparameter values for nonsmooth and nonconvex ℓ p (p < 1) regularizers. The nonsmooth implicit and explicit bilevel optimization approaches examined here are entirely novel in the field of mathematical optimization too. In recent years research on sparse optimization using nonconvex nonsmooth regularizers has been actively conducted in machine learning [16, 18] , signal/image processing [10, 17, 30] , and continuous optimization [15, 20, 4, 8, 6, 5] . Nevertheless, until now bilevel optimization approaches could not be applied to the nonsmooth and nonconvex sparse learning problems because of the high nonconvexity and non-differentiability of the regularizers.
We present new optimality conditions, named scaled bilevel KKT (SB-KKT) conditions, for the bilevel optimization problem involving nonsmooth and nonconvex lower-level problems. The SB-KKT conditions can be cast as an extension of the scaled first-order optimality conditions for some class of nonLipschitz optimization problems originally given in [10, 9, 5] . We can verify that these conditions are nothing but necessary optimality conditions for the one-level optimization problem acquired by replacing the lower-level problem with its scaled first-order optimality conditions.
We moreover propose an iterative algorithm for solving the bilevel optimization problem involving nonsmooth and nonconvex lower-level problems. To avoid the difficulty of selecting suitable subgradients for nonsmooth regularizers, we apply a smoothing technique for the nonsmooth regularizer and make it possible to have a gradient of the smoothed regularizer. As a result, a one-level optimization problem whose constraints are the first-order optimality conditions of the smoothed problem is obtained. We finally show that a produced sequence converges to a point satisfying the SB-KKT conditions under some mild assumptions. Numerical experiments support the scalability of our algorithm compared to Bayesian optimization and grid search.
Related Work on Bilevel Approach
Existing bilevel optimization models assume convexity and/or smoothness for all functions or at least once differentiability for the lower-level objective functions. If it is not once differentiable, we need to overcome the difficulty of selecting a subgradient to guarantee descent of the upper-level gradient when solving such a problem.
Application for Hyperparameter Opt. There are no existing works on bilevel hyperparameter optimization approach for our model and existing works are restricted to smooth and convex machine learning models. A pioneer work in the line was [2, 3] . They formulated the selection technique of crossvalidation for support vector regression as a bilevel optimization problem, equivalently transformed it into a one-level nonconvex optimization problem whose constraints are the Karush-Kuhn-Tucker (KKT) optimality conditions of the lower-level problem and proposed two approaches to solve the nonconvex problem. [23, 24] gave a bilevel optimization formulation for a nonsmooth and convex machine learning model, support vector regression (SVR), while their proposed algorithms assume that the lower-level objective functions are at least once differentiable. Recently, [27] gave a bilevel optimization formulation for more general supervised learning problems, but the assumption of differentiability has been still imposed for all functions.
Bilevel Optimization Algorithms As far as we investigated, the convergence analysis for nonconvex nonsmooth regularizers is not studied before. Most studies on bilevel optimization in optimization community transform bilevel optimization problems into the one-level formulations by assuming the differentiability for lower-level problems and focus on investigating theoretical properties for constraint qualifications and optimality conditions (see, for example, [31, 11, 13, 14, 12] ). Quite recently, [26] proposed techniques for approximating bilevel optimization problems with non-smooth "convex" lower level problems. They considered a gradient-based method for the optimization problem obtained by substituting a smoothly approximated solution mapping of the lower-level problem into the upper level problem. However, theoretical analysis concerning the limiting behavior of the derivatives of the approximated solution mappings was left for future work and the proposed method was written to be heuristic in the paper. [19] and [29] considered some bilevel optimization problems having the ℓ p regularizer, which are similar to our problem, but the p was mainly restricted to 1 or 2. Especially, the case of p = 0.5 only appears in the numerical experiments in [19] without any theoretical support, though some convergence analysis is shown for the semismooth Newton algorithms for the case of p = 1.
Notations. In this paper, we often denote the vector z ∈ R d by z = (z 1 , z 2 , . . . , z d ) ⊤ and write lim ℓ∈L→∞ z ℓ = z * to represent that, given the sequence {z ℓ }, the subsequence {z ℓ } ℓ∈L with L ⊆ {1, 2, . . . , } converges to z * . The ℓth vector z ℓ ∈ R d is denoted by
We define the sign function sgn : R → {−1, 0, +1} as sgn(x) := 1 (x > 0), 0 (x = 0), and −1 (x < 0) for any x ∈ R.
For a differentiable function h : R n → R, we denote the gradient function from R n to R n by ∇h, i.e., ∇h(x) := (
∂xn ) ⊤ ∈ R n for x ∈ R n , where ∂h(x) ∂x i stands for the partial differential of h with respect to x i for i = 1, 2, . . . , n. To express the gradient of h with respect to a sub-vectorx := (x i ) ⊤ i∈I of x with I := {i 1 , i 2 , . . . , i p } ⊆ {1, 2, . . . , n}, we write ∇xh(x) :=
We often write ∇g(x)| x=x (∇xg(x)| x=x ) or ∇h(x) (∇xh(x)) to represent the (partial) gradient value of g at x =x. Moreover, when h is twice differentiable, we denote the Hessian of h by
Formulation
We consider the following bilevel optimization problem with a nonsmooth, possibly nonconvex, lowerlevel problem:
Suppose that f : R n → R is once continuously differentiable, λ :
, and the functions R 2 , · · · , R r , and g are twice continuously differentiable functions. We call the problems (1) and min w∈R n g(w) + r i=1 λ i R i (w) the upper-and lower-level problem, respectively. To make our notation simple, we often use the function
withλ := (λ 2 , . . . , λ r ) ⊤ ∈ R r−1 for expressing the lower-level problem as
Note that the function R 1 is nonconvex when p < 1 and nonsmooth, though some differentiability is assumed for other terms.
Examples of Functions
g, r i=1 λ i R i ,
and f
When using the following loss function as the function g:
the lower-level optimization problem in (1) corresponds to minimizing the ℓ 2 -loss function for regression and the logistic-loss function for binary classification, respectively, combined with some regularization including w p p for a given hyperparameter vector λ. This type of problem whose regularizer includes w p p is called a sparse optimization problem. Various well-known sparse regularizers can be expressed by
⋆ nonconvex regularizer: λ 1 wwith 0 < q < 1.
What we want to do is to find the best hyperparameter values of λ which lead to small validation error. The upper-level problem can find such values for λ. By setting the same loss function with g for f but defined by validation samples (ŷ j ,x j ), j = 1, · · · , m val , the upper-level problem finds the best hyperparameter values which minimize the validation error, which is defined by f (w) =
for the logistic-loss.
Smoothing Method for Nonconvex Nonsmooth Bilevel Program
For the problem (1), one may think of the one-level problem obtained by replacing the lower problem constraint with its first-order optimality condition [28, 10.1 Theorem] represented in terms of (general) subgradient 1 , i.e., min
Notice that G(w,λ) + λ 1 R 1 (w) is not convex with respect to w generally. Hence, the feasible region of (2) can be larger than that of the original problem (1) because not only the global optimal solutions of the lower-level problem but also its local optimal solutions are feasible solutions for (2) . In that sense, the problem (2) is modified from the original one, but solving (2) seems reasonable because searching the best hyperparameter λ in the wider space may lead to better prediction performance and above all, there is no way to solve the bilevel optimization problem (1) as it is.
Smoothing method
In our approach for tackling the problem (1), we will utilize the smoothing method, which is one of the most powerful methodologies developed for solving nonsmooth equations, nonsmooth optimization problems, and so on. Fundamentally, the smoothing method solves smoothed optimization problems or equations sequentially to produce a sequence converging to a point that satisfies some optimality conditions of the original nonsmooth problem. The smoothed problems solved therein are obtained by replacing the nonsmooth functions with so-called smoothing functions. 1 For precise definitions of a subgradient of a nonconvex function, see Appendix or Chapter 8 of [28] .
Let ϕ 0 : R n → R be a nonsmooth function. Then, we say that ϕ : R n × R + → R is a smoothing function of ϕ 0 when (i) ϕ(·, ·) is continuous and ϕ(·, µ) is continuously differentiable for any µ > 0; (ii) limw →w,µ→0+ ϕ(w, µ) = ϕ 0 (w) for any w ∈ R n . In particular, we call µ ≥ 0 a smoothing parameter. For more details on smoothing methods, see the comprehensive survey article [7] and relevant articles [25, 1] .
Our approach
We propose a smoothing-based method for solving (1) . In the method, we replace the nonsmooth, possibly nonconvex, term R 1 (w) = w p p in (1) by the following smoothing function:
We then have the following bilevel problem approximating the original one (1):
which naturally leads to the following one-level problem:
Note that the problem (3) is smooth since the function ϕ µ is twice continuously differentiable 2 when µ = 0. Hence, we can consider the Karush-Kuhn-Tucker (KKT) conditions for this problem. Let us explain the proposed method in detail. To this end, for a parameterε > 0, we define an ε-approximate KKT point for the problem (3). We say that (w, λ, ζ, η) ∈ R n × R r × R n × R r is an ε-approximate KKT point for (3) if there exists a vector
and
where ∇ 2 ww G(w,λ) is the Hessian of G with respect to w. Notice that anε-approximate KKT point is nothing but a KKT point 3 for the problem (3) ifε = 0. Hence, ζ ∈ R n and η ∈ R r are regarded as approximate Lagrange multiplier vectors corresponding to the equality constraint ∇ w G(w,λ) + λ 1 ∇ϕ µ (w) = 0 and the inequality constraints λ ≥ 0, respectively. The proposed algorithm produces a sequence ofε-approximate KKT points for the problem (3) while decreasing the values ofε and µ to 0. Precisely, it is described as in Algorithm 1.
In the numerical experiment, we used MATLAB fmincon solver implementing the SQP to compute anε-approximate KKT point for (3) . As for practical stopping criteria of Algorithm 1, we make use of the scaled bilevel (SB-)KKT conditions studied in the subsequent section. 2 Huber's function [1] is a popular smoothing function of R1(·), but is not twice continuously differentiable. 3 Note that (5) and (6) with (ε2, (ε3)2, . . . , (ε3)r) = 0 can be obtained from
Algorithm 1 Smoothing Method for Nonsmooth Bilevel Program
Require:
Find anε k -approximate KKT point (w k+1 , λ k+1 , ζ k+1 , η k+1 ) for the problem (3) with µ = µ k by means of e.g. the SQP method.
3:
Update the smoothing and error parameters by µ k+1 ← β 1 µ k andε k+1 ← β 2εk . 4 :
Theoretical Results
In this section, for the original bilevel problem (1), we present new optimality conditions, named scaled bilevel KKT (SB-KKT) conditions. We next derive a certain one-level optimization problem from the original bilevel problem (1) . For that problem, we prove that the SB-KKT conditions are nothing but necessarily optimality conditions. We further show that a sequence generated by Algorithm 1 converges to a point which satisfies the SB-KKT conditions.
Throughout the section, we often use the following notations for w ∈ R n :
SB-KKT Conditions
Now, let us give the formal definition of the SB-KKT conditions for the problem (1):
We say that the scaled bilevel Karush-Kuhn-Tucker (SB-KKT) conditions hold at (w * , λ * ) ∈ R n × R r for the problem (1) when there exists a pair of vectors (ζ * , η * ) ∈ R n × R r such that
where W * := diag(w * ). Here, we write
with W := diag(w) for w ∈ R n and λ ∈ R r . In particular, we call a point (w * , λ * ) ∈ R n × R r satisfying the above conditions (9)- (14) an SB-KKT point for the problem (1).
We next prove that the SB-KKT conditions are necessary optimality conditions for a certain one-level problem different from (2) . For this purpose, we first derive the one-level problem by introducing the scaled first-order necessary condition for the lower-level problem in (1):
We say that the scaled first-order necessary condition holds at w * if
where W * = diag(w * ). The above scaled condition was originally presented in [10, 9, 5] for some optimization problems admitting non-Lipschitz functions. A local optimum w * of (15) satisfies the above condition. This fact can be verified easily by following the proof of Theorem 2.1 in [10] . As in deriving (2), we obtain the following one-level problem by replacing the lower problem in (1) with the scaled first-order necessary condition (16):
where W = diag(w). As well as (2), the feasible region of (17) includes not only the global optimal solution of the lower-level problem in the original problem (1) but also its local solutions. Notice that the above problem is still nonsmooth due to the existence of |w| p .
The following theorem states that the SB-KKT conditions are necessary optimality conditions for (17).
Theorem 2. Let (w * , λ * ) ∈ R n × R r be a local optimum of (17) . Then, (w * , λ * ) together with some vectors ζ * ∈ R n and η * ∈ R r satisfies the SB-KKT conditions (9)- (14) under an appropriate constraint qualification concerning the constraints
Proof. Firstly, notice that (w * , λ * ) is also a local optimum of the following problem:
Actually, this fact is easily confirmed by noting that (w * , λ * ) is also feasible to (18) and the feasible region of (17) is larger than that of (18) . Hence, under an appropriate constraint qualification such as the linearly independent constraint qualification associated to (18) , the KKT conditions for (18) hold at (w * , λ * ), i.e., there exist some vectorsζ * := (ζ * 1 ,ζ * 2 , . . . ,ζ * n ) ⊤ ∈ R n and η * ∈ R r such that
, and η * are Lagrange multipliers corresponding to the constraints
, and λ ≥ 0, respectively. To derive the first equality above, we made use of the fact
. . , r), we can rewrite the condition (21) as
Next, define ζ * ∈ R n as the vector with ζ * i = 0 (i ∈ I(w * )) and ζ * i =ζ * i (i / ∈ I(w * )). Let us show that (w * , λ * , ζ * , η * ) satisfies the targeted conditions (9)- (14) . For each i ∈ {1, 2, . . . , n}, we have
where the first equality follows from ζ * j = 0 (j ∈ I(w * )) and the second one can be proved by cases; when i ∈ I(w * ), the desired equality is obviously true because of (23); when i / ∈ I(w * ), it is obtained by multiplying (19) by (w * i ) 2 and using ζ * i =ζ * i . Therefore, we confirm (9) . Similarly, we can deduce (10) and (13) from (22) and (26) along with the definition of ζ * , respectively. The remaining conditions (11), (12) , and (14) are derived from (25) , ζ * i = 0 (i ∈ I(w * )), and (24), respectively. Putting all the above results together, we confirm that (w * , λ * , ζ * , η * ) satisfies (9)- (14) . Consequently, we have the desired result.
In the next section, we show that a sequence generated by Algorithm 1 converges to an SB-KKT point. Before proceeding to the convergence analysis, let us see the relationship between the two onelevel problems (2) and (17) . The following lemma concerns the feasible regions of (2) and (17) .
In particular, when p < 1, the converse is also true.
Proof. See Appendix.
In view of the above lemma, we find that the feasible region of (17) is larger than that of (2) in general. However, for the case of p < 1, we also see that these two regions are identical. From this observation and Theorem 2, we can derive the following theorem immediately: Theorem 4. Let p < 1 and (w * , λ * ) ∈ R n ×R r be a local optimum of (2). Then, (w * , λ * ) together with some vectors ζ * ∈ R n and η * ∈ R r satisfies the SB-KKT conditions (9)- (14) under an appropriate constraint qualification concerning the constraints
, and λ ≥ 0.
Convergence of Algorithm 1 to an SB-KKT Point
For convenience, we remark that the formulas of ∇ϕ µ (w) ∈ R n and ∇ 2 ϕ µ (w) ∈ R n×n are expressed as
for i = 1, 2, . . . , n, the smoothing parameter µ > 0, and w ∈ R n . All the off-diagonal components of ∇ 2 ϕ µ (w) are zeros. The next technical lemma will be useful for establishing the convergence theorem.
Lemma 5. Let w * := (w * 1 , w * 2 , . . . , w * n ) ⊤ ∈ R n and {(w k , µ k )} ⊆ R n × R ++ be the sequence converging to (w * , 0). Then, we have
where
We first show (29) . Note that it follows from (27) that w
for each i ∈ {1, 2, . . . , n}. Then, for the index i / ∈ I(w * ), we have w * i = 0 and thus get
We next choose i ∈ I(w * ) arbitrarily and divide the index set K := {1, 2, . . . , } into the following two sets:
1 , the equality (31) together with p/2 − 1 < 0 and w k i = 0 yields that
Since w k i (∇ϕ µ k−1 (w k )) i ≥ 0 holds for each k ∈ U i 1 in view of the right-hand of (31) and
Similarly, for all k ∈ U i 2 , we have
and (27) . This fact together with (34) yields lim
Combining this with (32), we conclude (29) . We next show (30) . In view of (28), we have
for any i = 1, 2, . . . , n, where the last equality is due to (27) . For the case of i / ∈ I(w * ), we obtain
which together with (32) and (36) implies
In turn, let us focus on the case of i ∈ I(w * ). Then, the sequence {(
Hence, using (35), we derive from (36) that lim
where the last equality is due to w * i = 0 for i ∈ I(w * ). By this and (36), we conclude (30) . The proof is complete.
Hereafter, for convenience of explanation, we suppose that anε k−1 -approximate KKT point (w k , λ k , ζ k , η k ) is a solution satisfying the conditions (4)- (8) with
Moreover, we suppose that the algorithm is well-defined in the sense that anε k -approximate KKT point of (3) is found in Step 2 every iteration, and it generates an infinite number of iteration points. In addition, we make the following assumptions:
be a sequence produced by the proposed algorithm. Then, the following properties hold:
A3: Let p = 1 and (w * , λ * ) be an arbitrary accumulation point of the sequence {(w k , λ k )}. It then holds that λ * 1 = ∂G(w * ,λ * ) ∂w i for any i ∈ I(w * ).
Assumption A1 means that the ℓ p -regularization term, i.e., the function R 1 works effectively. Assumption A3 is a technical assumption for the case of p = 1. Interestingly, for the case of p < 1, we can establish the convergence property in the absence of A3. The next proposition indicates that the smoothing parameter µ k−1 gradually approaches 0 with the speed not faster than max i∈I(w * ) |w k i | 1 2−p .
Proposition 6. Suppose that Assumptions A1-A3 hold. Let (w * , λ * ) be an arbitrary accumulation point of {(w k , λ k )} and {(w k , λ k )} k∈K (⊆ {(w k , λ k )}) be an arbitrary subsequence converging to (w * , λ * ). Then, there exists some γ > 0 such that
for all k ∈ K sufficiently large.
Proof. Choose i ∈ I(w * ) arbitrarily. We show the claim for the case where w k i = 0 for all k ∈ K. It is not difficult to extend the argument to the general case where w k i = 0 occurs for infinitely many k. Also, we may assume λ k 1 > 0 for all k ∈ K because of Assumption A1. For simplicity, denote
for each k ∈ K. From (27) and the i-th element of the condition (7) with (w, λ,
which together with the assumption w k i = 0 and λ
Recall that ε k−1 4 → 0 as k → ∞. Noting this fact and (39), we get
Then, it follows that
To show the desired result, it suffices to prove that
is bounded from above. To this end, we first consider the case of p = 1. By substituting p = 1 for (39), we get
Moreover, by substituting p = 1 for (42), we have
From the equality (43), it is not difficult to see that
In this inequality, let k ∈ K → ∞. Then, Assumption A3 together with F i (w * ,λ * ) = ∂G(w * ,λ * )/∂w i yields
Letting k ∈ K → ∞ in the expression (44) and noting (45), we readily derive that
We next consider the case of p < 1. By using (42) again, it holds that
whereλ * 1 := (λ * 1 ) 2 p−2 > 0 and the second equality follows from 2 + 2 p−2 > 0 and w * i = 0 (i ∈ I(w * )). Particularly, note that the last strict inequality is true due to 2/(p − 2) < 0 even if F i (w * ,λ * ) = 0. Finally, by (46) and (47), we conclude the desired result.
Using the above proposition, we can examine the limiting behavior of ∇ 2 φ µ k−1 (w k ).
Proposition 7.
Suppose that Assumptions A1-A3 hold. Let w * be an arbitrary accumulation point of the sequence {w k } and {w k } k∈K (⊆ {w k }) be an arbitrary subsequence converging to w * . Then, for any i ∈ I(w * ), lim
Proof. Choose i ∈ I(w * ) arbitrarily. Note that
By Proposition 6, there is some γ > 0 such that
for all k ∈ K sufficiently large. In view of this fact, it holds that, for all k ∈ K large enough, we have
where the second inequality can be verified by noting that it follows that γ
holds for all k ∈ K sufficiently large because 1 < 2 2−p ≤ 2 and |w k i | < 1 for all k ∈ K large enough by (49). The relation (50) then implies µ
From the expression (28), it follows that
where the third equality follows from (51) and the first inequality comes from (53) and 
By this inequality, it holds that
Thus, we obtain
which together with (54) and lim k→∞ µ p−2
Since i ∈ I(w * ) was arbitrarily chosen, the proof is complete.
We further impose the following assumption, under which we show boundedness of the sequence of the Lagrange multiplier vectors {(ζ k , η k )}:
A4: Let (w * , λ * ) ∈ R n × R r be an arbitrary accumulation point of the sequence {(w k , λ k )}. Let
Then, the linearly independent constraint qualification (LICQ) holds at (w, λ) = (w * , λ * ) for the constraints
, and λ ≥ 0, that is to say, the gradient vectors for the active constraints
Under Assumption A4, the following lemma holds.
Lemma 8. Suppose that Assumption A4 holds and let (w * , λ * ) be an arbitrary accumulation point of the sequence {(w k , λ k )}. Denotew := (w i ) i / ∈I(w * ) and
(Recall that, for a function h : R n → R and an index set {i 1 , i 2 , . . . , i p } ⊆ {1, 2, . . . , n}, ∇wh(w) := ∂h(w) ∂w i 1 , . . . ,
are linearly independent.
Proof. Notice that ∇ (w,λ) λ i is the vector such that the (n − |I(w * )| + i)-th entry is 1 and the others are 0s. Under Assumption A4, we see that the matrix
is of full-column rank. Since the matrix
where E s denotes the s-order identity matrix and zeros(s, t) stands for the zero matrix in R s×t , is obtained by applying appropriate elementary column and row operations to M , we find that N is of fullcolumn rank. Hence, the desired result is obtained.
Proposition 9.
Suppose that Assumptions A1-A4 hold. Let {(ζ k , η k )} ⊆ R n × R r be a sequence of the accompanying Lagrange multiplier vectors which satisfy the KKT conditions (4)- (8) . Then, {(ζ k , η k )} is bounded.
Proof. For simplicity, let
for each k. Suppose to the contrary that {ξ k } is unbounded. Choosing an arbitrary accumulation point (w * , λ * ) of the sequence {(w k , λ k )}, without loss of generality, we can assume that (w k , λ k ) → (w * , λ * ) and ξ k → ∞ as k → ∞, if necessary, by taking a subsequence. Let us denote an arbitrary accumulation point of {ξ k / ξ k } byξ * := ((ζ * ) ⊤ ,η * ) ⊤ , whereζ * andη * are accumulation points of {ζ k } and {η k }, respectively. Without loss of generality, we can suppose lim k→∞ξ k =ξ * . Notice that ξ * = 1. By dividing both sides of (4), (5), (6) , and (8) with w = w k , λ = λ k , ζ = ζ k , η = η k and
where the last conditions are deduced by componentwise decomposition of (8) . Note that ε
3 / ξ k , and ε k−1 5 / ξ k converge to 0 as k → ∞. By driving k → ∞ in (60) for i = 1 and using lim k→∞ λ k 1 = λ * 1 > 0 from Assumption A1, we havê
In a similar manner, we can getη *
where I(λ * ) = {i ∈ {1, 2, . . . , r} | λ * i = 0} as is defined in Assumption A4. The expressions (61) and (62) together with ξ * = 1, i.e., ξ
Next, let k → ∞ in (57). By the boundedness of
We next show that
For proving (65), it suffices to show
In fact, we can derive (65) from (66) by taking the limit of (58), (64), and (61) into account. Choose i ∈ I(w * ) arbitrarily. By Proposition 6, there exists some γ > 0 such that
for all k sufficiently large. In what follows, we consider sufficiently large k so that the inequality (67) holds. Then, by 0 < p ≤ 1, we get µ
From the relation (68) and expression (64) we obtain lim k→∞ (∇ϕ µ k−1 (w k )) iζ k i = 0. Since i ∈ I(w * ) was arbitrarily chosen, it holds that
It then follows that
where the second equality follows from (69) and the last equality is due to the relation
which can be derived from (27) . Therefore, we conclude the desired expression (66) and thus (65). In addition to (70), for i / ∈ I(w * ), we obtain from (28) that
Then, forcing k → ∞ in (57) yields
which can be transformed by using (64) as
Putw := (w i ) i / ∈I(w * ) . Letting k → ∞ in (59), we get ∇R i (w * ) ⊤ζ * −η * i = 0 (i = 2, . . . , r), which together with (64) implies
Now, let
and e j ∈ R r be the vector such that the j-th entry is 1 and others are 0s. In addition,
, and ∇ (w,λ) λ i (i ∈ I(λ * )) are the functions defined in Assumption A4, (55), and (56) in Lemma 8, respectively. Then, it follows that
where zeros(n − |I(w * )|, 1) denotes the zero matrix in R n−|I(w * )| , the second equality follows from (62), the third one is from (61), the definition (73) of Ψ * , and easy calculation, and the last one is derived from (65), (72), and (73). The expression (74) together with Lemma 8 entailsζ * i = 0 (i / ∈ I(w * )) and η * i = 0 (i ∈ I(λ * )). Hence, by (64), we obtain ζ * 2 + i∈I(λ * ) |η * i | 2 = 0. However, it contradicts (63). Therefore, the sequence {(ζ k , η k )} is bounded.
The next proposition concerns the validity of the condition (11) at an accumulation point of the sequence generated by the algorithm. The proof is partially similar to the argument for showing (64) and (66) in the proof of Proposition 9. Nevertheless, we give the complete proof without omitting it.
Proposition 10. Suppose that Assumptions A1-A4 hold. Then, {(w k , λ k , ζ k , η k )} has at least one accumulation point, say (w * , λ * , ζ * , η * ). It holds that 1. ζ * i = 0 for all i ∈ I(w * ), and 2. (w * , λ * , ζ * , η * ) satisfies the condition (11).
Proof. The boundedness of the sequence {(w k , λ k , ζ k , η k )} follows from Proposition 9 and Assumption A2. Hence, the first claim is verified. By taking a subsequence if necessary, without loss of generality, we can suppose that lim
We show item 1. Choose i ∈ I(w * ) arbitrarily. Note that the continuity of the functions ∇ 2 ww G and ∇f . Then, from (75) and the condition (4) 
On the other hand, recall that {(∇ 2 ϕ µ k−1 (w k )) ii } is unbounded from Proposition 7 and lim k→∞ λ k 1 = λ * 1 > 0 from Assumption A1. Thus, we get lim k→∞ ζ k i = 0. Since the index i was chosen from I(w * ) arbitrarily, we conclude item 1.
We next show item 2. To this end, we begin with proving
Note that by Proposition 6, there exists some γ > 0 such that
for all k sufficiently large. In what follows, we consider sufficiently large k so that the inequality (77) holds. Then, by 0 < p ≤ 1, we get µ
We then have
The relation (79) and item 1 implies the desired expression
Next, by using (75), µ k−1 → 0 (k → ∞), w * i = 0 (i / ∈ I(w * )), and w * i = sgn(w * i )|w * i |, we obtain
Combining (76) and (80) with (27) yields
which together with driving k to ∞ in the condition (5) with
where we use η * 1 = lim k→∞ η k 1 . This is nothing but the condition (11) . Therefore, the proof of item 2 is complete.
Using these results, we can obtain the following convergence theorem motivating us to make a stopping criterion of the algorithm based on the SB-KKT conditions in the numerical experiment.
Theorem 11. Suppose that Assumptions A1-A4 hold. Then, any accumulation point of {(w k , λ k , ζ k , η k )} satisfies the SB-KKT conditions (9)-(14) for the problem (1).
Proof. In what follows, we consider theε k−1 -approximate KKT conditions (4), (6) , and (7) with (w, λ, ζ, η)
By taking a subsequence if necessary, without loss of generality, we can suppose that lim
To show the desired result, it suffices to prove that (w * , λ * , ζ * , η * ) satisfies (9)- (14) . As for (9) and (10), multiplying (4) and (7) with (w, λ, ζ, η) = (w k , λ k , ζ k , η k ) by W 2 k and W k on the left, respectively, we obtain
Note that the functions ∇f , ∇ 2 ww G, and ∇ w G are continuous and let k → ∞ in the above equations. Then, using (29) and (30) in Lemma 5 together with µ k−1 → 0, (ε (9) and (10) , that is to say,
Numerical Experiments
We investigate the performance of our proposed method through comparison to other hyperparameter learning methods, Bayesian optimization and gridsearch, for regression problems. Our algorithm, Algorithm 1, requires that anε-approximate KKT point of (3) is found in Step 2 every iteration. We used fmincon with "MaxIterations= 10 7 " in MATLAB for solving the problem by the SQP method. For the sake of the hot-start effect, we set a previous point as a starting point of the SQP after the second iteration. The parameter setting: (µ 0 , β 1 ) = (1, 0.95) was used for Algorithm 1. The other parametersε 0 and β 2 were just ignored, since we solved (3) by fmincon with the default optimality tolerance every iteration. The value (λ 0 1 , w 0 ) = (10, 0) was used as an initial solution for experiments using the nonsmooth ℓ p regularizer, and the values (λ 0 1 , λ 0 2 ) = (10, 10) for two hyperparameters of elastic net. The termination criteria of our method are that, at a resulting solution w * , SB-KKT conditions (9), (10) and (11) divided by max i=1,...,n |w * i | are within the error of ǫ = 10 −5 or max λ k+1 − λ k , µ k+1 ≤ ǫ. We also checked if the other SB-KKT conditions (12)- (14) are satisfied.
We used bayesopt in MATLAB with "MaxObjectiveEvaluations=30" for Bayesian optimization. In the gridsearch, we examined the best prediction value among 30 grids λ = 10 −4 , 10 −4+ 
for the elastic net. At each iteration of bayesopt, we need to solve the lower-level problem of (1) with a given λ. We used fmincon again for solving the problem. We executed all numerical experiments on a personal computer with Intel Core i7-4790 CPU 3.60GHz and 8.00GB memory. We implemented our proposed and comparison algorithms with MATLAB R2017a. , and CPUsmall (m = 8192, n = 12) are from UCI machine learning repository [21] . For Student and Communities, training data amongm samples are equally divided to training and validation, and test data is used as it is, but for all other datasets,m samples are divided into 3 groups (training, validation and test samples) with the same sample size ⌈m/3⌉. All the obtained results are summarized in Table 1 . In the table, the value Err te indicates the squared error among test samples that are not used in the bilevel formulation (1). The value Err val stands for the validation error. The value "sparsity" means the ratio of zero elements in the obtained solution w ∈ R n , i.e., sparsity = |{i | w i = 0}| /n and hence, the solution with sparsity≈ 1 is very sparse. In the experiments, for each i, we regarded w i as zero if |w i | ≤ 10 −4 max 1≤i≤n |w i |. The mark "(F)" represents that the obtained solutions do not satisfy the optimality condition (10) with W * ∇ w G(w,λ * ) + pλ * 1 |w * | p 2 ≤ 10 −3 √ n due to the instability of fmincon that is used for solving subproblems in each algorithm. Recall that the condition (10) is an optimality condition for the lower-level problem. Therefore, all the points generated by bayesopt or grid search should satisfy this condition. Of the solutions that satisfy the optimality condition (i.e., without (F)), the smallest values of Err te and the computation time are shown in the boldface. The hyphen "-" in the table represents that algorithms could not terminate within 27000 seconds.
Results for Real-World Datasets
We compare our method to existing hyperparameter learning methods in terms of Err te , Err val , computation time, and sparsity for regression problems with nonsmooth sparse ℓ p regularizer (p = 1, 0.8, 0.5) or with elastic net regularizer (EN) defined with λ 1 w 1 + λ 2 w 2 2 . Table 1 shows that our bilevel algorithm runs faster than other methods while our prediction performance, i.e., the value of Err te seems slightly better. Especially for ill-posed problems with n > m tr := ⌈m/3⌉ such as Student and Communities, prediction performance improved by our algorithm. The performance of our algorithm is also stable with few (F) cases, because we have applied fmincon to the smoothed problem (3) while other methods iteratively solved nonsmooth subproblems. As p decreases, nonsmoothness becomes stronger, and as a result, our method tends to be superior to others.
For Student with p = 0.5, the gridsearch stopped very earlier than the other methods. Unfortunately, we cannot explain the evident reason well. Grid search accidentally fell into the local optima.
Performance with Varied Data Size
We used Student dataset with m < n by changing the data size in order to investigate the scalability of the proposed algorithm in terms of n of the problem. From Figures 1a and 1b , we can observe that the proposed method successfully attains better values in all time(sec), test value Err te , and validation value than bayesopt for each feature size n. Bayesian optimization seems stuck in a bad local optimum with feature size n = 200 in Figure 1b . In particular, the computation time for bayesopt grows more rapidly than ours as the feature size increases. We also made comparisons of our algorithm and Bayesian optimization in terms of computational time and test and validation values by changing sample size m. We used Facebook dataset with m > n = 53. From Figure 2b , we can observe that our method is comparative to Bayesian optimization in validation values, while it wins Bayesian optimization for test values for most cases. On the other hand, Figure 2a shows that our method is superior to Bayesian optimization in computational time.
Optimality Condition and Sparsity
Next, we checked the relation between the optimality condition and sparsity of the obtained solutions by our algorithm. Figure 3 shows the change in sparsity and the violation of optimality condition: cond, defined by W * ∇ w G(w,λ * ) + pλ * 1 |w * | p 2 of the condition (10), over the number of iterations for Facebook dataset. From the figure, we can observe that the value of "cond" approaches 0 while the value of sparsity gets higher as the iteration proceeds. This phenomenon indicates that the smoothed lowerlevel problem approaches the original nonsmooth sparse lower-level problem as the iteration proceeds, and as a result, the sparsity of the obtained solution goes up. 
Conclusions
We have proposed a bilevel optimization approach for selecting the best hyperparameter value. The bilevel optimization problem has a nonsmooth and possibly nonconvex ℓ p -regularized problem as the lower-level problem. For this problem, we have developed the scaled bilevel KKT (SB-KKT) conditions and proposed a smoothing-type method. Furthermore, we have made analysis on convergence of the proposed algorithm to an SB-KKT point. Numerical experiments imply that it exhibited performance superior to Bayesian optimization and grid search especially in computational time.
The method/theoretical guarantee can be applicable to hyperparameter learning for classification. As a future work, we would like to make the algorithm more practical. For this purpose, we may need to integrate some stochastic technique into the proposed algorithm. For example, approximate KKT points computed by approximate gradient and Hessians can be used. In the stochastic setting, we expect that the SB-KKT conditions will play a significant role in convergence analysis.
Definition 12. For vectors v ∈ R n andx ∈ R n , 1. we say that v is a regular subgradient of f atx, written
2. We say that v is a (general) subgradient of f atx, written v ∈ ∂ x f (x), if there are sequences {x ν } ⊆ R n converging tox and {v ν } ⊆ R n converging to v such that v ν ∈∂f (x ν ) for each ν.
We often simply write∂ x and ∂ x as∂ and ∂, respectively.
Obviously, it holds that∂f (x) ⊆ ∂f (x). For a definition of a subgradient for a function in more general setting (for example, functions in the absence of continuity), see [28] .
The next propositions are useful: 
, and g(x) = f (x). Moreover, g can be taken to be smooth with g(x) < f (x) for all x =x nearx.
We next prove the following proposition associated with x p p (0 < p ≤ 1).
Proposition 15. For x ∈ R n , let I(x) := {i | x i = 0} and g(x) := λ x p p with 0 < p ≤ 1 and λ ≥ 0. Then, for 0 < p < 1 andx ∈ R n , we have
On the other hand, for p = 1, we have
Proof. For convenience of expression, letĝ(x) := λ i∈I(x) |x i | p . Note that g(x) =ĝ(x)+λ i / ∈I(x) |x i | p and λ i / ∈I(x) |x i | p is smooth aroundx. Then, by Proposition 13, we have
where e i ∈ R n is the vector whose i-th element is one and the others are zeros. Supposing I(x) = ∅, we next describe ∂ xĝ (x) precisely. First, consider the case of 0 < p < 1. For any v ∈ R n with v i = 0 (i / ∈ I(x)), we see that λ i∈I(x) |x i | p ≥ λ i∈I(x) v i x i holds on a sufficiently small neighborhood ofx since λ ≥ 0. Then, Proposition 14 implieŝ
We next show the converse implication for the above. To this end, choose a regular subgradient v ∈ ∂ĝ(x) =∂ λ i∈I(x) |x i | p x=x arbitrarily. Then, according to Proposition 14, there exists some differentiable function h such that h(x) ≤ λ i∈I(x) |x i | p nearx, h(x) = λ i∈I(x) |x i | p = 0, and ∇h(x) = v. Then, for arbitrarily chosen j / ∈ I(x), h(x + se j ) ≤ λ i∈I(x) |x i | p = 0 for any s ∈ R sufficiently small. From this fact along with h(x) = 0, we see that s = 0 is a local maximizer of max s∈R h(x + se j ), and thus v j = ∂h(x)/∂x j = ∂h(x + se j )/∂s| s=0 = 0. Hence, since the index j ∈ I(x) was arbitrarily chosen, we obtain the converse implication for (84). Using this fact and (84), we have∂ĝ (x) = {v | v i = 0 (i / ∈ I(x))} .
We next prove that ∂g(x) ⊆ {v | v i = 0 (i / ∈ I(x))} .
Choose v ∈ ∂g(x) arbitrarily. Then, there exist sequences {x ν } and {v ν } such that lim ν→∞ x ν =x, lim ν→∞ v ν = v, and v ν ∈∂ĝ(x ν ) for any ν. For an arbitrary j / ∈ I(x), it is not difficult to verify v ν j = 0 for all ν. Therefore, we obtain v j = 0 for any j / ∈ I(x). Thus, we conclude (86) which together with the facts of∂ĝ(x) ⊆ ∂ĝ(x) and (85) implies ∂ĝ(x) = {v | v i = 0 (i / ∈ I(x))} .
Finally, from this equality and (83), we obtain the desired result (81).
For the case where p = 1, it is easy to show the desired result (82) using the fact of ∂ĝ(x) = λ i∈I(x) ∂ x |x i || x=x . We omit the detailed proof.
We are now ready to show Lemma 3.
Proof of Lemma 3
Proof. We first note that, since G is differentiable and R 1 (w) = w 
where the first equality follows from Proposition 13 and the second equality comes from Proposition 15. Now, let us show the first claim. Suppose 0 ∈ ∂ w (G(w,λ) + λ 1 R 1 (w)). Then, by (87), we have
∂G(w,λ) ∂w i + p sgn(w i )λ 1 |w i | p−1 = 0 (i / ∈ I(w)),
which readily imply W ∇ w G(w,λ) + pλ 1 |w| p = 0. Hence, we obtain the first claim. We next show the latter claim for the case of p < 1. Suppose that W ∇ w G(w,λ) + pλ 1 |w| p = 0. Then, we see that (88) and (89) hold. In view of this fact together with (87) for p < 1, we obtain 0 ∈ ∂ w (G(w,λ) + λ 1 R 1 (w)). Thus, we conclude the latter claim. 
