Let H be a Hilbert space and (0, 5, F) be a probability measure space. Consider the Hilbert space Li(sZ; H) consisting of all H-valued strong random variables on 52 with zero mean which are square integrable with respect to p. We study L@; H)-valued processes over the real line R. Strong and weak harmonizabilities are defined for such processes. It is shown that, as in the scalar valued case, every weakly harmonizable process is approximated pointwisely on R by a sequence of strongly harmonizable processes. To prove this we obtain a series representation of a continuous process.
INTRODUCTION
For scalar valued second order stochastic processes Loeve [S] introduced harmonizability and then Rozanov [12] gave a weaker definition of it. Rao [9] distinguished these notions by calling them strong and weak harmonizabilities.
Niemi [7] and Rao [lo] proved that every weakly harmonizable process over the real line R is approximated by a sequence of strongly harmonizable processes over R.
In this paper we generalize the above result to the case of Hilbert space valued second order stochastic processes over R. To this end let H be a Hilbert space and (Q, 5, p) be a probability measure space. Li(Q; H) denotes the Hilbert space of all H-valued strong random variables on Q with zero mean which are square integrable with respect to (w.r.t.) p. Then we study Li(Q; H)-valued processes over R.
Stationary Li(1;2; H)-valued processes have been extensively studied by several authors such as Kallianpur and Mandrekar [4] , Mandrekar and Salehi [6] , and Rosenberg [ 111 (see also Salehi [ 131 and references YtJICHIR6 KAKIHARA therein). These authors regarded the space Li(O; H) as the space S(Li(B), H) of all Hilbert-Schmidt class operators from L:(Q) into H where L;(Q) = {f~ L'(Q); j,f+ = 0}, and introduced the r( H)-valued Gramian structure and left B(H)-module structure in it, where T(H) is the set of all trace class operators on H and B(H) is the algebra of all bounded linear operators on H. Spaces with such structures were termed (normal) Hilbert B(H)-modules (cf. Kakihara [l, 21 and Ozawa [8] ). On the other hand nonstationary processes seem to have been less studied. Lately (weak) harmonizability was introduced in [2] by making use of the study of normal Hilbert B(H)-module valued measures which were considered in Cll.
In Section 2, we give some preliminary definitions and results which will be used in Section 3. First we give some properties of Li(Q; H) as a normal Hilbert B( H)-module (cf. [2, 81) . Li(Q; H)-valued measures on R and T( H)-valued bimeasures on R x R play an important role and we state fundamental properties of them (cf. [l, 21) . In Section 3, we obtain the (Gramian orthogonal) series representation of a continuous process. Strong and weak harmonizabilities are defined and it is shown that every weakly harmonizable process is approximated pointwisely on R by a sequence of strongly harmonizable processes.
PRELIMINARIES
Let (Q, 5,~) be a probability measure space and H be a Hilbert space with the inner product (. , . ) and the norm I/ . 11. B(H) denotes the Banach space of all bounded linear operators on H with the uniform norm 11 . 11, and T(H) denotes the set of all trace class operators on H with the trace Tr( . ) and the trace norm II . /I *. As in the Introduction let Li(s2; H) be the set of all H-valued strong random variables x( . ) on R such that s 40) /4du) = 0, 5 IlX(~)ll' P(dWJ < a. R R was used in [S] . That is, Li(sZ; H) is a left B(H)-module with the action (ax)( ) = ax( . ) for a E B(H) and x E Li(Q; H), and [ . , . ] satisfies that for x, v, z E ,!$(Q; H), and a E B(H)
( 1") [x, x] 2 0, and [x, x] = 0 iff x = 0; (2") c~+YJl=c-T~l+cy,-'1; (3") [ax, Yl =4x, 4'1; (4") cx, Yl* = CY, xl.
The Gramian plays an important role. In the sequel we write X= Lz(Q; H) for the sake of simplicity. We need the notion of modular bases for X which was introduced in [8].
DEFINITION.
A family {x,} of elements in X is said to be modular orthonormal if A maximal modular orthonormal family is called a modular basis.
As was proved in [S, Theorem 4.51 we can obtain the Fourier expansion of elements in X w.r.t. any modular basis. More fully, the followings are equivalent for a modular orthonormal family {x,~} c X:
(a) {x,} is a modular basis for X; (/I) for each x E X, x = cj [x, x,] xj, where the series converges in the norm II. IL.
Note that X= Li(Q; H)=Li(SZ)@ H, the tensor product of L:(Q) and H, where L;(Q) = {f~ L'(Q); jnfdp = 0). For an elementary tensor f@ 4 the following identification is made:
Hence, we simply denote by fd instead off@ 4. If {fi}jc, and {#,},,, are orthonormal bases for L:(Q) and H, respectively, then the family ~fi4~~jEI,rlE/l forms an orthonormal basis for L;(Q) @ H= X. Let us denote by ( . , * ) the inner product in L;(O). A modular basis for X is obtained as follows: To see that this is a modular basis we show that the condition (8) above holds. Take any x E X and let {dA} be an orthonormal basis for H. Since (f;~j.}i.j. forms an orthonormal basis for X, we have that where the series converges in the norm I/ . I/ 2. Since the nonzero terms in the above sum are at most countable, we can choose an at most countable subset {di.,},"=, c {$>} (1 <IV< co) such that for A, BE %. These integrals are well-defined because of the inequalities (2.7) and (2.8). For more information we refer to [ 1, 31.
RESULTS
Let X= Li(s2; H), R, and 23 be as in Section 2. We consider X-valued processes over R.
3.1, DEFINITION.
( 1) A mapping t + x(t) from R into X is called an Xvalued process over R or a Hilhert space valued second order stochastic process over R. We denote it by {x(t)} or 2.
(2) The covariance function r of an X-valued process {x(t)} is defined by T(s, t) = [x(s), x(t)], s, t E R.
(3) An X-valued process {x(t)} is said to be continuous if the mapping t + x(t) is continuous in the norm (I . II ?.
(4) An X-valued process is said to be weakly harmonizable if its covariance function r is of the form m t) = js,, eicsup ")M(du, dv), s, teR (3.1) for some bimeasure ME M, of BOS.
(5) An X-valued process is said to be strongly harmonizable if its covariance function r is of the form (3.1) for some bimeasure ME M, of bounded variation. (6) The time domain $(a) of an X-valued process I = {x(t)} is defined as a submodule s(Z) = G{x(t); t E R}.
Hence 15,1(R)~n.115110(R)<oo for each n>l. It is clear that x,(t)+x(t) (n + co) in the norm II*II z for each t E R. Uniform convergence on each compact subset of R follows from the (metric) approximation property of the Hilbert space B(Z).
