Abstract This paper examines the stock market returns and volatility relationship using US daily returns from May 26, 1952 to September 29, 2006. The empirical evidence reported here does not support the proposition that the return-volatility relationship is present and the same for each day of the week.
between stock market returns and volatility are the same or different for each day of the week using a popular Autoregressive Conditional Heteroscedastic (ARCH) specification known as the Exponential Generalized Autoregressive Conditional Heteroscedastic (EGARCH) specification. The EGARCH specification has several advantages over other ARCH specifications. First, since the levels of variances are not modeled, there is no need to artificially impose non-negativity constraints on the model parameters. Second, EGARCH models allow this asymmetry; adverse stock market shocks have a more profound effect on volatility than positive shocks (leverage effect). Third, the EGARCH model uses the level of standardized value of ε t-1 , which allows for more natural interpretation of the size and persistence of shocks. On the other hand, allowing the relation between stock returns and stock volatility to change over time is important for assessing whether the degree of risk aversion changes across the days of the week, and if the agents of the degree of risk aversion change on a particular day of the week. This paper contributes to the literature on habit formation in the markets that suggests the presence of time varying risk aversion, 1 as the degree of risk aversion changes with each day of the week.
Regarding the relationship between stock market returns and volatility, most asset pricing models suggest that the relationship is positive (see for example : Sharpe 1964; Linter 1965; Merton 1973 ). However, a negative relationship between stock returns and volatility has also been proposed (see Black 1976; Cox and Ross 1976; Bekaert and Wu 2000) . Similarly, empirical studies have drawn conflicting conclusions regarding the sign of the relationship. In general, despite differing specifications and estimation techniques, most of the empirical studies have found a positive relationship between stock market returns and volatility: Bollerslev et al. (1988) , Harvey (1989) , Campbell and Hentschel (1992) , Scruggs (1998) , Bali and Peng (2006) and Ghysels et al. (2005) . A number of studies reported negative relationships: Black (1976) , Cox and Ross (1976) , Bekaert and Wu (2000) , and Whitelaw (2000) . Thus, the relationship between return and volatility as documented in the literature is mixed.
Concerning the expected return across the days of the week, day-of-the-week literature claims that investors behave differently on different days of the week. Osborne (1962) and Lakonishok and Maberly (1990) argue that since individual investors have more time to make financial decisions over weekends, they are more active in the financial markets on Mondays. However, institutional investors are less active in financial markets on Mondays because it tends to be a day of strategic planning. Lakonishok and Maberly (1990) also argue that as well as a decrease in the total volume of transactions on Mondays, there is an increase in sell transactions on Mondays relative to buy transactions by individuals. There is another set of arguments that Mondays have lower returns. First, the trade dates and the settlement dates do not necessarily coincide. If transactions are settled after three business days, buyers on Mondays and Tuesdays must pay during the same week (on Thursday or Friday), but buyers on Wednesday through Friday need not pay for 5 days because a weekend occurs before the settlement day; buyers get an extra 3 days of interest-free credit from brokers before settlement. Thus, Monday prices must be lower than Friday prices to compensate those investors who delay purchases until Monday. Second, according to the information release hypothesis, a firm with good news will release it quickly so investors can bid the stock price up, but bad news is an orphan, hidden from investor scrutiny by being released after the Friday close. This may cause lower demands for assets on Mondays (see, for example, Gibbons and Hess 1981; Lakonishok and Levi 1982; Ederington and Lee 1993) The day-of-the-week effect is often documented on stock market returns and on stock market volatility. Regarding stock market returns, the literature suggests that on Mondays the market has statistically significant negative returns but on Fridays statistically significant positive returns (see for example : Osborne 1962; Cross 1973; French 1980; Gibbons and Hess 1981; Jaffe et al. 1989; Chang et al. 1993; Agrawal and Tandon 1994; Dubois and Louvet 1996) . However, in a smaller subset of markets such as Japan, Australia and Turkey, a "Tuesday" effect has also been documented, in which it is the mean Tuesday return that is found to be significantly negative and less than the average returns combined of Wednesdays, Thursdays and Fridays. As for stock market volatility, there is evidence suggesting that the day-ofthe-week effect actually appears in the volatility of stock returns (French and Roll 1996; Viswanathan 1990, 1993; Mookerjee and Yu 1999; Franses and Paap 2000; Berument and Kiymaz 2001; Kiymaz and Berument 2003; Savva et al. 2006; French and Roll 1986) find that the variance of returns from Friday close to Monday close is higher than the variance of returns from Monday close to Tuesday close. They explain the variance pattern with the different patterns of private and public information releases. Moreover, Foster and Viswanathan (1990) argue that informed traders have more information on Mondays than on other days and thus Mondays are when the variance of price changes are highest. Agrawal and Tandon (1994) , Mookerjee and Yu (1999) , Franses and Paap (2000) and Savva et al. (2006) assess the day-of-the-week effect in stock returns as well as volatilities. When they examine whether volatility is different for each day of week, they use different measurements for volatility. While Agrawal and Tandon (1994) and Mookerjee and Yu (1999) use the return's unconditional standard errors as volatility, the other two papers use Periodic-GARCH models for the conditional variance in order to explain periodicity in both conditional mean and variance. They found that the day-of-the-week effect exists not only in the mean but also in variance. Moreover, they examine whether the volatility each day of the week's return is the same. These studies do not account for the volatility changes after accounting for the return changes across days, or vice versa.
As documented above, the expected returns and volatility of returns are different for each day of the week if (1) bad news was revealed over weekend so that it was available to traders on Monday; (2) most informed trading occurs on Monday relative to other days; and (3) more individual trading relative to institutional trading occurs on Monday and individual traders have different preferences from institutional traders. Thus, pricing the risk across the days of the week will not be the same. Even the sets of studies that report 1) a relationship between return and volatility 2) the day-of-the-week effect on returns and 3) day-of-the-week effect on volatility, they all assume that the relationship between return and volatility is time invarying. As can be seen, our model is different on testing return-volatility relationship; the other model either assumes this relationship is unchanging (Sharpe 1964; Black 1976; French and Roll 1986; Kim and Kon 1994) or non-existing (Agrawal and Tandon 1994) . The contribution of this paper is to explicitly model the time varying return-volatility relationship. The empirical evidence provided here cannot support the proposition that the return-volatility relationship is present and the same for each day of the week. The remainder of this paper is organized as follows: Section 2 describes the data and methodology; Section 3 reports the empirical results; Section 4 concludes the paper.
Data and methodology
This study is conducted using the daily NYSE (New York Stock Exchange), S&P500 (Standard & Poor's 500), NASDAQ (National Association of Securities Dealers Automated Quotations) and AMEX (the American Stock Exchange) equaland value-weighted and the DOW Dow Jones Industrial Average equal-weighted indexes from May 26, 1952 to September 29, 2006 2 . The daily return, R t , is calculated as the growth of the above markets' index levels, P t at time t.
In most studies, such as in French (1980) and Smirlock and Starks (1986) , the standard Ordinary Least Square method is used for assessing the day-of-the-week effect in the returns by regressing the daily returns on the five daily dummies. However, this method has two drawbacks. One drawback is that if the errors are autocorrelated, then the inferences will be misleading. The other drawback is that error variances may be time dependent. In order to account for the autocorrelated errors, we included the n lag values of the return.
3 Thus, the daily returns of the stock markets are modeled as:
where M t , U t , W t , H t and F t are the dummy variables for Monday, Tuesday, Wednesday Thursday and Friday. They each take the value of one on the respective day of the week and zero otherwise. Note that the constant term is excluded in order to avoid the dummy variable trap. To consider the time varying variances, following 2 During the period prior to May 1952, the number of trading days in a week was six: Monday through Saturday. Thus, in order to incorporate the same pattern for the day-of-the-week effect, we start our sample from May of 1952. 3 The final prediction error criteria (FPEC) are used to determine the optimum lag order n. FPEC determines the lag length such that it eliminates autocorrelation in the residual term. If we have autocorrelated residuals, ARCH-LM tests would suggest the presence of the residual term with heteroscedasticity even if the residuals were homoscedastic (see Cosimano and Dennis 1988) . Nelson (1991) , we modeled the conditional variance as the EGARCH model. To be more specific, the conditional variance, h are introduced in the mean and the variance equations as well as in the returnvolatility specification, the two-equation model is not estimatable jointly due to the perfect multicollinearity. The source of the perfect multicollinearity is due to the presence of a return-volatility relationship in the mean equation. This presence will allow the day-of-the-week dummies to be accounted for twice in the mean equation; one for the dummies in the mean itself and the other in the variance equation. Our specification indebted various hypotheses already tested in the literature. First, within the econometric specification that we employ, the positive relationship between return and volatility that Sharpe (1964) and Black (1976) suggest can be tested by estimating the model
and testing the null hypothesis H 0 : l=0 against H A : not H 0 . Second, in order to assess the day-of-the-week effect in mean as in Agrawal and Tandon (1994) , one may estimate
The null hypothesis to be tested is
Third, in order to assess if the volatility of each day of the week's return is the same, the null hypothesis can be tested for the above specification
: not H 0 where σ i is either the unconditional variances (or unconditional standard deviations) of return for each day or the conditional variances that come from a class of ARCH models.
Fourth, similar to Kim and Kon (1994) , we can assess the volatility within our specification, and they also account for autocorrelation of the returns:
Here the null hypothesis is H 0 : l = 0 and the alternative is H A : not H 0 . However in our model to assess if l changes across each day of the week as specied in Eq. 5 and test the null hypothesis
As can be seen, our specification is different on testing return-volatility relationship; the other models either assume this relationship is unchanging (Sharpe 1964; Black 1976; French and Roll 1986; Kim and Kon 1994) or non-existing (Agrawal and Tandon 1994) . Table 1 reports the expected returns of the nine series of the NYSE, S&P500 NASDAQ and AMEX for their equal-and value-weighted indexes and of the DOW for its equal-weighted index for all days and each day of the week. A set of patterns appears from the table. First, the expected returns of Mondays are always the lowest of the week and negative. Second, the Friday returns are higher than the Monday returns. Last, the highest returns are observed on either Wednesdays or Fridays. Table 2 reports the variances of the daily returns for the indexes. Note that the (2869) 0.072 (2867) 0.028 (2831) 0.063 (2813) Parentheses under the returns denote the number of observations used to compute the mean highest volatilities are observed on Mondays but for DOW (where it is Tuesdays) and the lowest volatilities are observed on Fridays. Table 3 reports the estimates of Eqs. 3 and 4 for the five US markets that we consider. In Panel A, we report the estimates of the return equation as specified in Eq. 4. Panel B reports the parameters of the conditional variance specification of the returns, Eq. 3, and Panel C reports the p-values of two sets of (parametric) robustness test statistics. Panel D is for a set of non-parametric robustness tests. M t , U t ,W t ,H t and F t are the dummy variables for Monday, Tuesday, Wednesday, Thursday and Friday at time t. Furthermore, R t-i , h 2 t and χ denote the parameters for the lagged returns, the conditional variance of the returns and the leverage effect, respectively.
Empirical results
After accounting for the conditional variance of the returns as well as for the dynamics of the return with the lag values of the returns, the evidence reported in Table 3 indicates that for all the indexes that we consider (1) the lowest returns are observed on Mondays; (2) Friday returns are higher than Monday returns and (3) the highest returns are observed on Fridays for all the indexes. Thus, the evidence gathered in Table 1 is robust. This result is also consistent with previous studies such as Osborne (1962) , Cross (1973) , French (1980) , Gibbons and Hess (1981) , Jaffe et al. (1989) , Chang et al. (1993) , Mookerjee and Yu (1999) and Dubois and Louvet (1996) , who find that the market has statistically significant negative returns on Mondays but statistically significant positive returns on Fridays. Meanwhile, the estimated coefficients for h 2 t are always positive. This suggests that high (low) volatility is associated with high (low) returns: there is a positive risk premium. Similar results are observed by Scruggs (1998) , Bali and Peng (2006) and Ghysels et al. (2005) . The evidence reported here is statistically significant at the 10% level for the equal-weighted indexes of the NYSE and at the 5% level for the equal-weighted NASDAQ and AMEX indexes. In Panel B, we report the estimated coefficients for the conditional variances. In order to gather non-autocorrelated and homoscedastic standardized residuals, we included various lag values of the logarithm of the conditional variance. All estimated models give characteristic roots inside of the unit circle in the conditional variance specifications and this satisfies the nonexplosiveness of the conditional variance (see Nelson 1991) . The estimated coefficients for the leverage effect (χ) are always negative, less than one in absolute value and statistically significant for all market indexes; this is consistent with the leverage hypothesis: negative surprises increase volatility more than positive surprises. 5 This result is parallel to various previous works, including Cheung and Ng (1992) and Kim and Kon (1994) . Panel C reports the p-values of two sets of robustness test statistics. The first set reports the Ljung-Box Q-statistics for the standardized residuals for the 5, 10, 20 and 60 lags. Here, we cannot reject the null hypothesis that the residuals are not autocorrelated for any of the indexes except AMEX's equal-weighted index. The second set reported in Panel C performs the ARCH-LM test for the standardized residuals for the 5, 10, 20 and 60 lags. There is no statistically significant ARCH effect in the standardized residuals except for the value-weighted S&P500 and the equal-weighted NASDAQ for lag 60, the valueweighted NASDAQ for lags 5, 10 and 60 and the equal-weighted AMEX for lag 5 and DOW for lag 5 and 10. Panel D reports a set of non-parametric sign and sizebiased tests. We can reject the null hypothesis that the squared standardized residuals are constant only for the Positive-and Joint-biased tests for NASDAQ, DOW and the Joint test of the value-weighted AMEX. Thus, overall most of the p-values for these two sets are not statistically significant; this further supports our specification. Table 4 reports the estimates of the specification in Eqs. 3 and 5, which allow the return-volatility relationship to vary across the days of the week for the nine market indexes. Similar to the estimates reported in Table 3 and the existing literature cited above, the expected value of the conditional returns are highest on Fridays and lowest on Mondays. Moreover, parallel to the estimates reported in Table 3 and the relevant literature, the estimated coefficients for the leverage effect (χ) are negative and statistically significant. When we allow the conditional variance to vary across the days of the week, a set of conclusions can be drawn: (1) the return-volatility relationships for Tuesdays are always positive, and generally statistically significant (only the value-weighted NASDAQ is not statistically significant); (2) for each of the indexes that we consider, the return-volatility relationship is positive and statistically significant for at least one of the days; (3) the return-volatility relationships are always positive for Wednesdays; (4) for the Monday returnvolatility relationship, when they are statistically significant, then the estimated coefficients are negative; and (5) if the Friday return-volatility relationships are statistically significant, then the estimated coefficients are positive. If there is a positive relationship between risk and return, this suggests that risk is positively priced. This is what is expected if the investors are assumed risk averse; they want to be compensated for bearing higher risk. Not finding positive and statistically significant coefficients on Mondays for the risk coefficient (l m in Eq. 5) suggests that risk is not priced on Mondays. This supports French and Roll (1986) and Viswanathan's (1990, 1993) argument that informed trading, which may not be risk bearing, is more likely to occur on Mondays and liquidity trading (which explores the intra-day differences in stock prices) is also lower on Mondays; this might be the reason why risk is not priced. Damodaran (1985) , Admati and Pfleiderer (1988) , Ross (1989) and Foster and Viswanathan (1990) provide theoretical justification for the different equity premiums on Mondays. These papers conclude that return volatility changes because of trades related to private information. Foster and Viswanathan (1990) note that informed traders receive information each weekday and argue that the informed trader has a greater advantage on Mondays. Therefore, due to adverse selection, liquidity trading decreases on Mondays. This also decreases trading volume. Finally, higher volatility due to lower volume is associated with lower returns. As a second explanation, Dyl and Maberly (1988) , Patell and Wolfson (1982) and Fishe et al. (1993) claim that good news is released during the week while bad news is released over the weekend and that negative Monday returns are more indicative of bad news releases. Since bad news increases volatility more than good news (see Koutmos 1998) higher volatility and lower returns suggest a negative return-volatility relation on Mondays.
The Test Statistics in Table 4 is for the null of the estimated coefficient of the return-volatility relationship is the same across each day of the week. To be specific, we tested H 0 : l M =l U =l W =l H =l F versus H A : Not H 0 as specified in Eq. 3. We can reject the null hypothesis for the equal-and value-weighted indexes of the NYSE and the AMEX. For the other three indexes, (1) at least 1 day has a positive and statistically significant coefficient at the 10% level and (2) at least one coefficient is not statistically significant. Thus, we cannot support the proposition that the returnvolatility relationship is present and the same for each day of the week. The estimates on the conditional variance specification reported in Panel B and the specification test statistics reported in Panel C and D are all parallel to the ones reported in our estimate of the benchmark specification in Table 3 . Thus, these also support our specification.
The Electronic Brokers System (EBS) started to be implemented in equity markets in the mid-1990s. After 1996 this transformation was complete (see for example: McAndrews and Stefanadis 2000) . EBS provides faster trade execution, lower transaction costs and more complete price information, which makes the financial markets more integrated. Thus, in order to assess the role of EBS on our specification we also estimate the model for post-1996 era; Table 5 reports these estimates. The supporting evidence for two of the five conclusion are now weaker; first, the return-volatility relationships are no longer positive on Wednesdays (statement iii), but this relationship is now positive when the relation is statistically significant. Second, regarding statement iv on Mondays' return-volatility relationship, when the estimated coefficients are statistically significant then they are negative is not true for the value-weighted NYSE. On the other hand, the evidence for the remaining three conclusions is robust: the results on the return-volatility relationship for Tuesdays are always positive and generally significant (statement i) are true; the statement for each of the indexes that we consider (statement iii) is true for all the indexes but for the NASDAQ value-weighted index. Statement v, that if the Friday return-volatility relationships are statistically significant, then the estimated coefficients are positive, is also true. Thus we can claim that even if some of the general patterns on the return-volatility relationship across days changed with EBS, others persist for the sub-period that we consider here. Thus our claim that return-volatility relationship changes across each day of the week persists.
Conclusions
This paper examines the presence and the constancy of the return-volatility relationship across the days of the week for the equal-and value-weighted NYSE, S&P500, NASDAQ, AMEX and equal-weighted DOW index covering the period from May 26, 1952 to September 29, 2006 . When the EGARCH specification is used for estimating the volatility under the assumption that the return-volatility relationship of each market is constant throughout each day of the week, we obtain results that are similar to previous findings. However, when conditional risk is allowed to vary across the days of the week, the empirical findings do not support the proposition that a return-volatility relationship is present and the same for each day of the week.
