Abstract. The theory of complex media depends on various levels of description. At the macroscopic scale, hydrodynamic equations are used but they are not valid at small scales, the latter domain can be very important if slow processes occur in the system. At the microscopic scale, molecular dynamics describe the motion of the atoms individually. The two methods which correspond to different levels of description are complementary, but they are not the only ones. Intermediate methods based on continuous solvent model are able to take proper account of the solute dynamics and they can be applied at an intermediate time scale. We present such multi-scale descriptions in the case of solutions. Such an approach is all the more important in the context of of neutron science since neutron scattering experiments are now able to explore a large time domain: they are able to encompass the intermediate time domain for which intermediate methods are unavoidable.
INTRODUCTION
The description of the dynamics of complex systems, bulk or confined solutions, is to be made at different scales. At macroscopic scale, hydrodynamic equations are very convenient to model the convection motion and the diffusion of the various species present. Most of the time, the Navier-Stokes equation is coupled to the Fick's law in order to compute the macroscopic dynamic properties of the system as a function of the geometry. This final result can be compared to different experimental techniques. Among them, dynamic neutron scattering methods, such as neutron spin-echo or time of flight, very often play a central role because they are able to analyze the dynamics over a large time domain (from a few ps to 10 s of ns), for which many transport processes can occur. For example the simple Fick's law can be analyzed from neutron scattering experiments, by determining the dynamic structure factor S(q, t), which is, at the diffusion regime, equal to S(q, t) = exp(−Dq 2 t) (1.1)
where D is the diffusion coefficient. Yet the link among these macroscopic laws and the microscopic properties of the material is far from obvious. The hydrodynamic laws are valid only if the typical distances of the material are very large, but the exact condition has to be determined. In addition, macroscopic parameters (zeta potential, effective viscosity, diffusion coefficients, adsorption coefficients) are required in such macroscopic approaches. A direct method to obtain this macroscopic quantities consists in deriving them from a molecular (atomistic) description. With the development of computer science, it is possible to perform molecular In discrete solvent models (left), the degrees of freedom of the solvent are treated explicitly. For continuous solvent models, the latter is considered as a continuum described by its dielectric constant r and its viscosity .
dynamics simulations in the case of complex systems. The precise motion of the particles is obtained at short time and short length scales. In that case the difficulty arises from the fact that the boundary conditions of the simulation do not correspond to the exact experimental system since the long-scale structure is ignored and the link with the experiments has to be clarified.
The two methods are complementary. They allow the description of the complex structure of the material. At short scales molecular dynamics can be used whereas macroscopic laws are fundamental at large scales. Yet, the link between the descriptions still requires further developments. Rigourous strategy can be obtained if one uses coarse-graining procedures where the microscopic laws are averaged over fast variables to get the long time macroscopic laws. We present such approaches here in the case of electrolyte solutions.
First, we will focus on continuous hydrodynamical models. We will briefly introduce the various levels of description that can be used in order to describe complex systems. Comparison between molecular dynamics and macroscopic laws allows the determination of the validity domain of commonly used theories, such as the Poisson-Boltzmann equation. In the case of hydrodynamics, the comparisons show that the macroscopic laws are valid if specific effects are taken into account.
Second, the case of ionic transport is analyzed. In that case, the classical atomistic descriptions (e.g. molecular dynamics) are not practically useful because of the long time scale of the ionic effects. Continuous solvent models, which can be rigourously derived from atomistic description are especially useful. In the case of simulations, Brownian dynamics can be performed to deal with ion dynamics at large scale. This continuous solvent scale is particularly interesting because the models are simpler so that explicit theories are possible in some cases. Such descriptions have been applied with success to bulk and confined solutions, the example of the latter being water and ions confined in clays.
MULTI-SCALE DESCRIPTIONS

Discrete and continuous solvent models
Most theories of electrolyte solutions are based on continuous solvent models. In that case (see Fig. 1 ), the complex nature of the solvent is simplified [1] . Instead of describing precisely the solvent molecules, the solvent is described as a continuum represented by global quantities, such as the dielectric constant r or the viscosity . In the same way, the ionic parameters depend on the solvent. The ion size is the hydrated size and for the dynamic properties the ionic mobility can be introduced [2, 3] . It represents the solvent friction around the ion.
Such continuous solvent models are very popular in the context of electrolyte solutions since the pioneering works by Debye, Hückel and Onsager [4, 5] . The solvent properties are renormalized. The equilibrium or transport properties at infinite dilution, such as the solvation free energy, or the ion diffusion coefficient are difficulty to calculate from such approaches, because the molecular nature of the solvent drives an essential part of their value. Nevertheless, the concentration dependence of thermodynamic quantities (e.g. osmotic coefficient, ion activity) and of the ion transport coefficients (e.g. conductivity, mutual and self-diffusion coefficients) depends mainly on ion correlations [6] , and these effects can be calculated satisfactorily by continuous solvent approaches.
Coarse-graining procedure
Continuous solvent models can be justified rigourously thanks to a coarse-graining procedure. Only the ions are explicitly taken into account: this class of models is valid if the solvent degrees of freedom can be treated independently of the solute motion. The situation is different for the equilibrium and the dynamical properties. In the case of equilibrium, the coarse-grained model is always justified. It is a direct consequence of statistical mechanics. The derivation has been performed by several authors, but probably the most relevant analysis is the one by McMillan and Mayer [7, 8] .
The idea is to reduce the phase space from {r , p , r i , p i } to {r i , p i }. r is the position and p is the momentum. represents the solvent and i stands for the solute particles. The relevant thermodynamical ensemble is the grand-canonical ensemble [9] for which the numbers of solvent and solute particles N and N i are not fixed but they are determined by the chemical potentials of the reservoir. The partition function reads [10] (T , V , ,
i dp N dp
where = 1/(k B T ), T is the temperature, V the volume, and h is Planck's constant. and i are respectively the chemical potentials of the solvent and of the solute particles. V({r , r i }) is the (molecular) interaction potential V ions ({r i }) + V solvent ({r }) + V solvent/ions ({r , r i }).
et i are the solvent and solute de Broglie wave lengths 1 . They correspond to the position integration. The de Broglie length for a particle with mass m reads
. Here the calculation is given for a single solute, but the result is easily generalized if there are several different solutes. We finally get
with z i and z the fugacities of the solute and of the solvent. 1 For the phase space, we used the following discretization
It corresponds to the Heisenberg inequality x p x ∼ h. La correct relation would be more precisely x p x ∼ h/4 , but in the case of quantum perfect gas, the classical limit is actually recovered with x p x ∼ h. In any case, the difference between the two choices only modifies the definition of the de Broglie length. The resulting thermodynamical properties are the same, but a constant entropic term, which represents the reference for the standard part of the chemical potential. Thus the macroscopic thermodynamics is not modified.
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The Mc Millan and Mayer idea consists in factorizing the solute and the solvent parts:
This expression is similar to the one of a single pure compound, if one considers that the solvent phase integration term is an effective potential, which acts between the solute particles. Practically we obtain 
The effective potential between the solute particles is defined from
where g N i ({r i }) is the N i -body correlation function of the solute in the limit z → 0, i.e when the solute is infinitely dilute. The activity a i is an effective fugacity defined by
where C i is the equilibrium solute concentration. The chemical potential reads
. Consequently, replacing z i by a i does not change the chemical potential, but one (constant) standard reference term (which corresponds to the Henry's law). This reference term corresponds to the conversion of the activity scale from the gas reference (solute in vacuum) to the solution reference (infinitely dilute solute).
This expression of the grand-canonical partition function allows the calculation of the various thermodynamical quantities. The grand potential reads
is the sum of the grand potential of the solvent and the grand potential of the McMillan-Mayer partition function. The McMillan-Mayer term is the one of a simple liquid (or gas) for which the phase space is only determined by the solute positions, with an effective potential given by eq. (2.7). It corresponds to a continuous solvent model for which the influence of the solvent is completely taken into account from the solvent-averaged potential between the solutes particles V eff ({r i }).
The various equilibrium quantities are obtained thanks to the usual thermodynamical formulas. For example, if there are several solute species i:
by using index 0 for the solvent. For the pressure we obtain
P pure is the pressure of the pure solvent in osmotic equilibrium with the solution, i.e. with the same chemical potential and temperature. P osm is obtained from the McMillan-Mayer partition function. It is the osmotic pressure of the solution [1, 11] and it is equal to the difference between the pressure P and P pure .
Even if the McMillan-Mayer relations are exact, the quantities obtained from the partition function of the continuous solvent model are not directly the one measured from the experiments. A conversion between the McMillan-Mayer (MM) frame of reference to the experimental frame of reference 2 is necessary. This conversion arises from the fact that in the McMillan-Mayer theory the derivations are performed at constant chemical potential of the solvent whereas in the experimental LR frame of reference, the thermodynamical quantities are defined at constant solvent concentration [12] [13] [14] [15] [16] . This conversion leads to a correction factor that is zero for a dilute solution. Globally, it is small for most of the electrolytes if they are relatively dilute (approximately 2% for most of the electrolytes at 1 mol L −1 ). Thus, the McMillan-Mayer theory implies that it is always possible to theoretically model a solution with a continuous solvent model. In addition, the procedure is in principle exact, since it is a simple consequence of the fact that it is always possible to factorize a grand-canonical partition function. The role of the solvent is taken into account by the pure solvent term pure , the solvation term k B T ln 0 i and the McMillan-Mayer (MM) effective potential V eff ({r i }). However, practically, such an exact calculation is not possible. Indeed, the calculation of the effective potential is not easy. For example, it is not a pair-wise additive potential, even if the original microscopic potential is pairwise additive: the solvent-averaged force between two solute ions is perturbed by the presence of a third solute particle. The pairwise-additivity is recovered only in the case of dilute solution of which N-body effects are globally negligible. Thus, the continuous solvent models have been proved to be useful for dilute solutions. Within this limit, it is not too bad an approximation to account for the 2 particle terms. It is the low density limit. Most of the theories [1] do note calculate the MM potential but it is considered to be given by a model. The most popular one is the Primitive Model (PM) for which the ions are assumed to be charged hard spheres. The main advantage of such an approach is the fact that it leads to explicit expressions for the thermodynamical properties (free energy, structure factors, etc) if simple but accurate approximations are taken into account, such as the Mean Spherical Approximation (MSA) [17] . It is especially useful for chemical engineering, and for the interpretation of experiments.
The calculation of the effective potential between the ions from an atomistic description is actually possible. It can be carried out from Monte Carlo and molecular dynamics simulations [18] [19] [20] . The three-body effects are found to be negligible for simple electrolytes if the concentration is not too high (namely c < 2 mol L −1 roughly), the 2 particle effective potential reproducing well the basic features of the high-order structure. The (2 particles) effective potential between i and j reads
where the first term corresponds to the long range electrostatic interactions between two charges Z i and Z j , e is the elementary charge, 0 is the permittivity of vacuum, r is the dielectric constant of the solvent and r is the distance between i and j . The actual effective pair potential between two ions is therefore similar to the potential of the PM. Within the PM, the short range part V SR (r) is modelled by a hard sphere repulsion. It is worth noting that in fact [19] V SR (r) makes oscillations which reflect the molecular nature of the solvent, as it is represented in Fig. 2 . Then the validity of the PM seems to be surprising. In fact, the situation is not that bad: at infinite dilution V SR (r) is negligible, the DebyeHückel theory being exact [21] . Thus the short range term is a kind of perturbation to the electrostatic term and it can be modelled by a simple hard sphere repulsion, as it can be shown from perturbation • C for a NaCl solution. Short range part (V SR (r)) only. theory of fluids [22] . For very concentrated solutions this assumption does not hold, but anyway the effective potential between the ions is not pair additive anymore.
A rigourous procedure, similar to the McMillan-Mayer theory is not possible for the dynamical properties. Continuous solvent models are not exact for the dynamics. Yet, it is possible to justify such a coarse-grained approach for the dynamics using Brownian motion [23, 24] . If the solute particle are much heavier than the solvent molecules, one can consider that the dynamics of the solvent is much faster than the dynamics of the solutes. Then the solute particles move independently of the solvent molecules. They can be assimilated to Brownian particles. In that case, the dynamics of the solute is driven by equations of Brownian motion, which is a kind of continuous solvent model [6, 25, 26] .
The classical theories of electrolyte solutions are actually Brownian theories. The well known limiting laws by Debye, Hückel, and Onsager [5] for the transport properties of ions are Brownian motion theory results. For example, the Fuoss-Onsager equation, which has been originally derived by a phenomenological approach can be obtained from the Smoluchowski equation which is an equation for the Brownian motion [24, 26] .
Strictly speaking, the Brownian motion approximation is valid only if the ions have a large mass relative to the mass of the solvent molecules [24] . This assumption is valid for heavy ions, such as Cs + , but it is a priori far from obvious for most of the simple ions. Yet, the Brownian approximation is practically valid for the dynamics of all ions -not only the heaviest. For example, Brownian theories successfully work for a very light ion such as Li + , even if the bare ion is actually much lighter than the solvent molecules [27] .
It is difficult to show exactly why light ions are actually Brownian particles, but one can understand that it is related to hydration. The bare mass of an ion does not entirely drive the dynamics of the ion in a solution. Every ion is actually surrounded by a shell of solvent molecules. Thus it is probably not too bad an approximation to consider that the ion and the solvation molecules are a kind of effective particles which are much heavier than the solvent molecules so that it can be modelled by a Brownian approximation. It is not easy to demonstrate rigourously that idea, but the Brownian approximation is probably valid for electrolyte solutions because the ions are hydrated. In addition, the hydration is all the more important when the ion is small, because of the strong electric attraction, so that even small ions such as Li + can be modelled using a Brownian description.
Scales of descriptions for solutions
Multiscale descriptions of solutions can be performed. The various level of descriptions are summarized in Fig. 3 . Ab-initio molecular dynamics [28] [29] [30] provides information about the electronic degrees of freedom, but because of its computational cost it is restricted to the smallest time and length scales. Classical Monte-Carlo [31] or Molecular Dynamics simulations [32] [33] [34] are able to describe larger systems. Nevertheless, very large systems (e.g. for the calculation of the effect of the electric force, which is a long-ranged interaction) are hardly treated by this technique. The use of alternative methods such as Brownian dynamics simulations [25, 35, 36] is inescapable. In that case, only a part of the degrees of freedom (e.g. the motion of the (free) ions) is considered. At large scales, continuous hydrodynamics methods (e.g. Poisson-Boltzmann [37] descriptions or Poisson-Nernst-Planck approaches [38] [39] [40] [41] ), which are based on non-equilibrium thermodynamics [42] can model the different dynamical effects. They are based on macroscopic hydrodynamic equations such as the Navier-Stokes equation or the Fick's law. They are especially relevant for the derivation of the global macroscopic law for the calculation of the various electrokinetic phenomena. For confined solutions, a more macroscopic method exists. Within that level of description, the solution has been averaged over the geometry of the confining porous systems, so that further laws (such as Darcy's law) have to be taken into account.
Elimination of fast variables
Unfortunately, the link among these methods is at first sight far from obvious. Yet this issue is very important since every method requires the knowledge of the parameters of the model it is based on. These parameters could be obtained -at least in principle -from the simulations at the lower level of description. This self-consistent approach is not commonly used, because of the time cost, though. Only a few attempts have been made in that direction (e.g. for clays [36, 43] ). Most of the numerical studies use parameters obtained from experiments or from semi-phenomenological considerations.
The general method, which bridges the gap among the various models, is the elimination of fast variables [44] . Every level of description can be obtained from the preceding one by averaging over some degrees of freedom. Then it only describes the dynamics of a part of the degrees of freedom (relevant variables) and further degrees of freedom (irrelevant variables) are not described explicitly (on that level). The latter are only included via their average effect. For example, in the case of molecular dynamics, the only relevant variables are the positions of the nuclei. The details of the electronic degrees of freedom are ignored and only their average effects, i.e. the forces on the nuclei are taken into account. This separation among the variables makes sense for the calculation of the dynamical properties only if the irrelevant variables are much faster than the relevant ones. Thus, such a coarse-grained procedure is valid if slow variables coincide with relevant ones. In the case of molecular dynamics, it corresponds to the Born-Oppenheimer approximation that simplifies the calculation of the motion of the nuclei under the influence of the rapid motion of the electrons. Similarly, in the case of Brownian dynamics, the motion of the solute particles (i.e. ions) is obtained by considering that the only relevant variables are the degrees of freedom of the solute particles. This Brownian description which treats the solvent as a continuum is valid only if the solvent molecules are much faster than the solute particles.
The elimination of the fast variables is the key for the derivation of the various models of Fig. 3 . The experimental macroscopic laws for confining porous media (such as Darcy's law), which are theoretically obtained differently (by averaging over the geometry of the material, for example thanks to the homogenization procedure of Moyne and Murad [40, 41] ) correspond to the research of slow variables.
Hydrodynamic limit
The hydrodynamic equations themselves correspond to the elimination of fast variables. Thus the laws of non-equilibrium thermodynamics [42] such as the Navier-Stokes equation for the convection and the Fick's law for the diffusive motion of the solute particles, are valid in the hydrodynamic limit [45, 46] where the hydrodynamic modes become slow. The latter corresponds to the limit of large distances r or small wave-vectors k, as can be understood from the following argument.
Non-equilibrium thermodynamics predicts the evolution of particle and momentum distributions in space. For example, in the case of diffusion, it gives the evolution of the density of particles in space for the various components of the systems. The microscopic density of a species reads microscopically: (r, t) = i (r − r i (t)) (2.14)
where the ith particle of type has position r i (t) at time t. The Fourier transform is :
In the hydrodynamic limit k → 0, (k, t) becomes time-independent because it tends towards N , the total number of particles of type . For k = 0, (k, t) = N depends on time. But its evolution becomes slower as k → 0. Thus for k → 0, the density of particles becomes a slow variable. A similar argument can be made for the average velocity (or momentum) of the particles:
because of the linear momentum conservation law. Thus in the hydrodynamic limit (small wave-vectors or large distances), hydrodynamic laws are valid because the hydrodynamic quantities become slow, on the grounds of the conservation laws. The accuracy of hydrodynamic descriptions can be checked by comparing their predictions to the results obtained from molecular dynamics [47, 48] . Some of the results are given in Fig. 4 for Na montmorillonite clays with an interlayer spacing equal to 47.5 Å. In that case, macroscopic hydrodynamic models generally calculate counterion distributions with the help of the PoissonBoltzmann equation. Even for that relatively small interlayer spacing, this hydrodynamic model appears to be valid. The main differences are the oscillations given by the microscopic model, which are characteristic of the discrete nature of the solvent molecules. The electro-osmotic flow can be calculated from molecular dynamics as well. In that case simple hydrodynamic theory fails to reproduce the microscopic results. In fact, it seems that the problem comes from the stick boundary conditions. One can show that microscopically, slip boundary conditions have to be taken into account. More precisely, the parallel component of the hydrodynamic fluid velocity at the interface is not zero. It is actually given by:
where z is the direction orthogonal to the interface and is the Navier slip length that quantifies slipping. For montmorillonite, is equal to a few Ångströms, which is very small, but it is enough to modify the electro-osmotic flow. The reason comes from the fact that electro-osmosis is created by surface charges, so that it strongly depends on the boundary conditions. Conversely, hydrodynamic motions created by bulk forces (such as a pressure gradient in the case of a Poiseuille flow or of a streaming potential experiment) depend less on the slip length, as it has been recently confirmed by Joly et al. [49] .
DESCRIPTION AT THE INTERMEDIATE SCALE: BROWNIAN DYNAMICS AND CONTINUOUS SOLVENT MODELS
Brownian theories
Most theories of transport of electrolyte solutions, which generalize the pioneering work of Onsager [5] are actually based on Brownian description. Different Brownian models can be implemented for the dynamics of ions in an aqueous solution. They are summarized in Fig. 5 . At the microscopic scale, discrete solvent descriptions consider all atoms, i.e. the ones of the solvent molecules and the ones of the solutes. The dynamics [10] is driven by Newton's law (which corresponds to the Liouville's equation in phase space).
where F is the force on the atom. (based on continuum solvent descriptions) are valid. The separation of timescales between the slow solute (ion) and fast solvent (water) dynamics is such that one can average over the solvent degrees of freedom. There are mainly two classes of Brownian description [24] . The first one corresponds to the Langevin approach. The relevant observables are the velocity (or the momentum) and the position of the ions. The evolution in phase space is given by a Fokker-Planck equation, as it can be shown by a Kramers Moyal expansion [50, 51] . The second one is the Smoluchowski approach. It is valid for time scales longer than the relaxation time v = 1/ of the velocities of the ions. Indeed in that case, the ionic velocities have the time to relax and it can be shown [44] that they are actually fast variables. The dynamics of the ions is then given by the Smoluchowski equation, which only depends on the position of the particles. Within the Langevin approach, the solute/solvent interaction is modelled by two parameters. First, the dynamical properties depend on a single friction coefficient (in s −1 ): The friction force on an ion is proportional to its velocity (F solv = −m v). The important point is that represents the dissipative force of the solvent, which depends on several dissipation processes. One of them is the hydrodynamical friction, which can be estimated from the Stokes relation F hyd solv = −6 Rv with the viscosity of the solvent and R the hydrodynamic radius of the solute particles. Another process is the so-called dielectric friction [3, 52, 53] which represents the electrostatic friction for the solvent. The dielectric friction is significant for small ions. The second parameter is the external (free energy) potential V eff which models the force on the ions averaged over the solvent configurations, and it is assimilated to the MM effective force.
The Langevin equation reads
where F is the external force, i.e. the opposite of the gradient of V eff . (t) is a random force. It can be modelled by a white noise the correlation function of which is related to [50] . More precisely, the noise is supposed to be isotropic (t) = 0 and rapidly uncorrelated (t) (t + ) = 2k B T m ( ) . This equality is the so-called fluctuation-dissipation theorem, which gives a link between the fluctuating force (t) and the dissipation force − v. It guarantees that the velocity fluctuations satisfy the Boltzmann law 
which gives the evolution of the probability density function f (x, v, t) of finding an ion at a given position with a given velocity. The direct numerical solution of the FP equation can be obtained by a Lattice Fokker-Planck method [54, 55] . It is especially adapted to the case of one solute particle in an external field. If there are several solute particles, Brownian dynamics at the Langevin scale is unavoidable. A few studies have been made at the Langevin level of description [35] . In fact almost all theories and simulations correspond to the Smoluchowski level of approximation [6, 56, 57] . The reason is that the characteristic time of ions in bulk solution is the Debye time of the electrolyte [58] 
where L B = e 2 /4 0 r k B T is the Bjerrum's length, and Z i , C i , D i are respectively the charge, concentration and diffusion coefficient at infinite dilution of the particles i. D i = k B T /m i i . This time is typically of a few nanoseconds, it is much longer than the relaxation time of the velocities (closer to the picosecond) so that the Smoluchowski approach is valid. In that case, only the positions r of the particles are known. The equation of motion [59] reads
The first term is the drift term. It depends on the diffusion matrixD = Brownian dynamics simulations [25] solve numerically this stochastic equation (3.5) . The simplest algorithm is the Ermak's algorithm
The second part * *r ·D of the drift term comes from the hydrodynamic interactions and it is globally zero in most of the cases, because of the incompressibility of the solvent. The random displacement R is calculated at any time step by a random number generator which satisfies the following fluctuationdissipation conditions R(t) = 0 and RR T = 2D t.
Equilibrium properties: application to ferro-fluids
The Ermak algorithm (3.5) is equivalent to the Smoluchowski equation, which yields the evolution of P({r i }, t), the probability density of the configuration {r i } of the solute positions at time t. It is a continuity equation
U is a 3N components vector (N is the number of solute particles). It represents the hydrodynamic velocity of the particles. It is related to the force F on the particles through [63, 64] 
whereD =D({r i }, t) is the diffusion tensor of the Ermak algorithm, = 1/k B T . F corresponds to the force on the particles averaged over the solvent configurations
where F ext is the external force applied on the solute particles (e.g. gravity or an external electric force). The internal force F int can be identified with the McMillan-Mayer force. The third term − 1 grad ln P represents the diffusion force and it corresponds to the random displacement R of the Ermak algorithm.
Equations (3.7), (3.9) and (3.10) are the Smoluchowski equations for a set of solute particles. If the solutes have internal degrees of freedom, internal variables have to be added, but the general form of the Smoluchowski equation is the same.
If internal and external forces are conservative forces, F = −grad − 1 grad ln P, as it is the case for the internal McMillan-Mayer force. Then it can be shown that the canonical distribution
is a stationary solution of the Smoluchowski equation. Thus the equilibrium of the system is simply given by the canonical distribution. It does not depend on the choice of the hydrodynamic tensorD.
The fact that the canonical law is recovered means that Brownian dynamics can be performed in order to obtain the equilibrium properties of the solution. In that case, Brownian dynamics [65] is a kind of "smart" Monte-Carlo simulation for which the equilibrium state is quickly obtained because the random fluctuation force is calibrated to go preferentially to the energy minima. This method has been used for example in the case of ferrofluids [66] . A suspension of spherical magnetic particles can be described by Brownian dynamics. In the modelled system, the nanoparticles are monodisperse with a diameter of 13 nm in order to recover the same dipolar interaction as in the real system. The magnetization of the material is the experimental value 3.1×10 5 A · m −1 . The dipole moment is linked to the axis of the nanocrystal, which corresponds to a rigid dipole. The interparticle interaction has a dipolar anisotropic part and an isotropic part [67] , the latter being modelled by a Yukawa potential which represents a DLVO force [68] . Parameters are estimated from a numerical adjustment of the structure factor of a concentrated dispersion (packing fraction = 10 %) measured using small angle neutron scattering (SANS) at T = 298 K. The cubic simulation box with periodic boundary conditions contains 500 or 1000 particles, in a medium reproducing water at 298 K. An Ewald summation allows the evaluation of the long ranged dipolar interactions. Simulations are performed with and without an external magnetic field. The resulting 2D structure factor, compared to the one measured from neutron scattering, is represented in Fig. 6 .
The peak is sharper in the direction perpendicular to the field and smoother in the direction parallel to the field. This means that the solution is better structured perpendicular to the field than parallel to it. This is observed both for the calculated and the measured S(q), as can be seen directly in Figure 6 . However, the amplitude of the variation is larger in the experiment than in the calculation, which may result from the polydispersity of the nanoparticles in the real system.
Transport properties
Brownian dynamics can be used for the calculation of the ion transport properties too. However, an alternative method, based on explicit (analytical) calculation is possible for simple electrolytes, by using the Primitive Model (PM). The calculation of transport coefficients is based on an accurate description of equilibrium. For electrolyte solutions, the PM can be solved by different techniques based for example on integral equations [9, 10] . Among these methods, the Mean Spherical Approximation (MSA) is especially interesting since it yields to analytical formula [17, [69] [70] [71] [72] . MSA generalizes the DebyeHückel theory with a screening parameter which is not anymore the inverse Debye length D but . is defined implicitly by
where C i (SI unit: m −3 ) and i are respectively the concentration and the hydrated diameters of ion i.
The inverse Debye screening length is replaced by 2 because we account for the size of the ions in the ionic atmosphere. It is possible to get a simple but satisfactory theory of electrolyte solutions up to molar concentrations with the help of the MSA. The only parameters are the ion diameters. They can be obtained from equilibrium measurements (e.g. osmotic coefficients) [73, 74] .
Then it is possible to calculate the various transport coefficients from the Smoluchowski equation [26, 27, 75, 76] in agreement with Brownian dynamics simulations. The method is based on a hierarchy of equations for the Smoluchowski equation, similar to the BBGKY hierarchy for the Liouville equation [10] . The final result is fully analytical. There are no fitted parameters since the sizes are known from equilibrium measurements. The ions are dynamically characterized by their friction (or their diffusion coefficient) at infinite dilution. The result for the conductivity and the mutual diffusion coefficients of several electrolytes is represented in Fig. 7 . The predictions are in good agreement with the experimental values for simple electrolytes. The two important effects are the relaxation forces, which slow down the ions, and the hydrodynamic interactions.
Time-dependent properties: Ion diffusion and mode-coupling theory
Brownian approaches are also interesting for the description of time dependent transport, a phenomenon which can be measured thanks to neutron scattering experiments.
The ion self-diffusion coefficients (i.e. the diffusion coefficient of a tracer ion in the electrolyte solution) can be obtained similarly from the MSA [77] . For dilute solutions, the hydrodynamic interactions (HIs) are negligible. They decrease the relaxation force, and this second order effect can be neglected up to 1 mol L −1 for simple electrolytes, as it can be shown from Brownian dynamics simulations [25] . But the calculation of the relaxation force based on the Fuoss-Onsager equation is more complicated because the tracer is actually a further species. An alternative approach is modecoupling theory (MCT) [78, 79] which can be related to the Smoluchowski equation formalism. It yields the time-dependence of the diffusion process. The Smoluchowski equation describes the system in the ion configuration space. The velocities of the particles are considered as fast variables and they have been eliminated. Thus, the classical Kubo formula [10, 80] for the self-diffusion coefficient 3.13) has to be generalized to the Smoluchowski equation formalism [25, 63] because the velocity of the particles is not a parameter at the Smoluchowski level of description. If the hydrodynamic interactions are neglected, the corresponding linear-response theory formula for the self-diffusion coefficient of species i reads:
where F i (t) is the force on particle i at time t. The calculation of D s i requires the calculation of the time dependent friction
which can be calculated from a MCT approach [78, 79] . There is an alternative method which can be used to demonstrate (3.14) . Instead of using the Smoluchowski equation, it is possible to start from the Langevin equation, which describes the motion 
where v s is the velocity of the tracer particle and f s (t) is the random force which represents the collision with solvent molecules. It evolves much faster than the other forces, so it can be modelled by a Gaussian white noise which satisfies the fluctuation-dissipation theorem f s (t) · f s (0) = 6k B T 0 (t). The Langevin equation (3.16) being linear, it is possible to calculate v s (t) as a function of F MM s (t) and f s (t). Then, by averaging over the initial position of the tracer particle we get the velocity correlation function. More precisely, a straightforward calculation shows that
which is equivalent to (3.14). Thus, the constant term corresponds to the fast dynamics of the solute particles coupled to the motion of the solvent molecules. The Smoluchowski model, which is a continuous solvent model, is not able to give the short time value D 0 s , but the second term, which corresponds to the effect of the ion-ion interactions (relaxation effect).
The resulting time-dependent diffusion coefficient for a simple ion in water is represented in Fig. 8 . Mode-coupling theory and Brownian dynamics yield the same results. Self-diffusion coefficients of ions decrease as functions of the concentrations, because the electrostatic friction (relaxation effect) is more important at high concentration. However, this effect takes time. It can be shown that the corresponding relaxation time is the Debye time D . In the example, if t < 100 ps, the diffusion coefficient is more than the long-time value, because the electrostatic friction does not have the time to be completely established.
This result can indeed explain the discrepancy between the self-diffusion coefficients measured by time of flight neutron scattering and NMR or tracer methods [81] . The typical time scale of such neutron scattering experiments is relatively short, typically 20 ps, which is much less than the relaxation time of the ionic atmosphere D . Consequently the values obtained do not take into account the whole relaxation effect. They are found to be greater that those measured by long time methods such as NMR.
The introduction of hydrodynamic interactions in this Brownian approach [82] does not modify the results to a great extent. Hydrodynamic interactions slightly slow down the electrostatic friction, so that the self-diffusion coefficient is slightly greater. Nevertheless, the relaxation time is the same, and it confirms that because of the short times involved in neutron scattering experiments, the self-diffusion measured by that technique can be different from the long-time values. Neutron-scattering is able to look at dynamical processes at an intermediate time scale, similar to the one of the electrostatic relaxation effects involved in electrolyte solutions.
ATOMISTIC DESCRIPTION OF COMPLEX DYNAMICS
Systems containing severely confined electrolytes deserve the attention of a fully atomistic description, of both the confining matrix and the electrolyte itself. We shall use here the example of low-hydrated clays, where water molecules and cations find themselves in a quasi two-dimensional confinement between adjacent crystalline, negatively charged clay layers (the height of the so-called interlayer is of the order of a few Å). Information obtained from classical molecular dynamics simulations on such a system can highlight for example the presence of preferential sites for ions or water on the clay surface [32] . Figure 9 features the trajectories of Cs + cations and oxygen atoms of individual water molecules, projected onto the plane of the clay layers. From the motion of Cs + cations, we observe immediately the preferential sites above clay silicon atoms, which allow a coordination to three oxygen atoms of the underlying clay surface. No such preferential sites are observed for the water molecules themselves, neither are they seen in case of Na + ions in the interlayer (not shown). Na + ions are more tightly hydrated and remain closer to the middle of clay interlayer.
Even for such a severe confinement, in the limit of long times (order of 100 s of ps to a few ns), the motion of the ions and water molecules never-the-less shows a diffusive behaviour in two dimensions, i.e. in the plane of the clay layers. The resulting two-dimensional diffusion coefficients (obtained via the mean square displacement method) are summarised in Figure 10 . In general, at room temperature, for clays hydrated to the so-called monolayer state (a single layer of water molecules in each interlayer), the diffusion coefficients of water are about an order of magnitude smaller than for bulk water, and are not very sensitive to the nature of cation present. Also, regarding the diffusion of the ions, we observe diffusion coefficients of rather similar value for both Cs + and Na + , while the local mechanism seems very different, as highlighted above. The local details of motion therefore do not necessarily have a strong impact on the long term transport coefficients. . Two-dimensional diffusion coefficients of water and ions confined in clays (diffusion in the plane of the clay layers) as a function of temperature. Three simulated clay systems are presented: Na and Cs clays hydrated to the monolayer state (Na-mono and Cs-mono) and Na clay hydrated to the bilayer state (Na bi). Three dimensional diffusion coefficients of bulk water, both simulated (SPC/E model of water) and experimental (PF-NMR, [83] ) are also shown. Neutron scattering and classical molecular dynamics simulations are a powerful combination of experimental and simulation techniques to study ion and water dynamics in complex systems such as clays, e.g. [84] [85] [86] , or other confining matrices. The strength of neutron scattering comes into play especially when the diffusing species of interest is hydrogen-rich, in comparison to other components of the system. The neutron scattering signal in such cases is dominated by the incoherent scattering from the hydrogen-rich diffuser and the measured time-dependence of this signal is directly related to the self-motion of the diffuser. The time-dependence of the incoherent signal can be also directly computed from the simulated trajectory of the diffuser for direct comparison with neutron scattering. Figure 11 shows such an example for the incoherent intermediate scattering function, I (Q, t), from the hydrogen atoms of water molecules in a Na montmorillonite clay hydrated to the monolayer state. The agreement between the simulated and experimental scattering signal can be used to validate the microscopic interaction potentials, upon which the simulation is built. If agreement is found, simulation provides then a wealth of direct information on the local mechanism of the atomic motion, which gives rise to the observed scattering function.
CONCLUSION
We briefly described the different approaches used to model the dynamics of bulk and confined electrolyte solutions. Every level of description is valid if the variables it models (relevant variables) are slow variables. In the case of hydrodynamics, the macroscopic laws are valid as long as the typical size of the system is larger than a few nanometers, if proper boundary conditions are taken into account. Continuous solvent models are able to describe slow dynamics of ions which can be measured by neutron scattering. They are based on a Brownian model. Nevertheless, for the dynamics of the solvent and the fast processes, molecular dynamics is unavoidable.
