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Abstract
Geo-tagging is becoming increasingly common as location information is associated
with various data that is collected from a variety of sources such as Global Position
System (GPS), compass, etc. In the field of media, images and most recently videos,
can be automatically tagged with the geographic position of the camera. Geo-tagged
videos can be searched according to the location information which can make the
query more specific and precise if the user already knows the place he or she is
interested in. In this thesis we consider the challenge of presenting geo-referenced
videos and we first review the related work in this area. A number of researchers
have focused on on geo-tagged images while few have considered geo-tagged videos.
Earlier literature presents the concept of Field-of-View (FOV) which we also adopt
in our research. In addition, recently the concept of 3D virtual environments has
gained increased prominence, with Google Earth being one example. Some of them
are so-called mirror-worlds – large-scale environments that are essentially detailed
computer-models of our three-dimensional real world. The focus of our work is on
utilizing such virtual environments for the presentation of multiple geo-referenced
videos. We are proposing an algorithm to compute a reasonable viewing location or
viewpoint for an observer of multiple videos. Without calculating the viewpoint, it
might be difficult to find the best location to watch several videos. Our proposed
system automatically presents multiple geo-referenced videos according to an advan-
tageous viewpoint. We performed several experiments to demonstrate the usefulness
and feasibility of our algorithm. We conclude the thesis by describing some of the
challenges of our research and possible future work.
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Summary
The primary objective of this thesis is to present multiple geo-referenced videos
in a useful way within 2D or 3D mirror worlds. As the number of geo-tagged videos
is increasing, showing multiple videos within a virtual environment may become
an important topic of media research. We conjecture that presenting videos in the
context of maps or virtual environments is a more precise and comprehensive way.
Our example geo-referenced videos contain longitude, latitude, directional heading,
and video timestamp information which can aid in the search of videos that capture
a particular region of interest. Our main work focuses on presenting the videos
in 3D environments. Therefore, we show the videos with a 3D perspective that
may present the scene at a certain angle. Furthermore, to show multiple videos,
we propose an algorithm to compute a suitable common viewpoint to observe these
videos. To obtain a better viewpoint we provide some guiding rules. Finally, we
perform an experiment with our system to examine its feasibility and effectiveness.
We have studied the literature of existing advanced technologies in detail which
we leverage for reference. There exist many models that make use of the field-
of-view (FOV) concept based on the location and orientation information which
we also use in our research. In a virtual world like Second Life, although it is
an imaginary environment, the user can watch videos which are correctly warped
according to the 3D perspective. Learning from this example, we have adopted video
presentation with a 3D perspective in our system. In later sections we will describe
the implementation of our system and the design of a prototype of geo-referenced
video search engine for both 2D and 3D environments. In our system, we have
achieved the querying of geo-referenced videos, and their presentation with Google
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Maps and Google Earth. We will show the adopted architecture, the database design
and the 2D and 3D implementations. Furthermore, the evaluation of our system is
shown, which involves our algorithm for calculating the viewpoint. Combined with
a web interface, we can visually show the results and check the effectiveness of our
algorithm. Although there are some tradeoffs in our approach, we believe that it
is useful. There are many conditions we need to consider when implementing this
algorithm. Firstly, if there are more than two videos, calculating the viewpoint is
more difficult because maybe two videos are close together or there are more than
four videos. Secondly, if two videos are shot in opposite directions we need to decide
which video will be in the viewable scene. Thirdly, if the viewpoint is calculated
far from the position of the camera, we may need to decide to move closer to the
camera. Finally, we also introduce some challenges of our research, show possible
future work, and draw conclusions and contributions of our work.
To summarize, our novel system can present multiple geo-referenced videos with
a 3D perspective in a corresponding virtual environment. As a basis for our sys-
tem, we propose an algorithm to show multiple videos. As demonstrated through
experiments, the approach produces useful results.
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Due to technological advances an increasing number of videos are being collected
with certain sensor information from devices such as GPS, digital compasses, and
Motes with wireless radios. Additionally, there exist now 2D and 3D virtual environ-
ments mirroring our real world. Therefore it is possible to use these sensor meta-data
to present the associated videos according to the corresponding viewpoints in these
mirror world environments. The captured geographic meta-data have significant
potential to aid in the process of indexing and searching geo-referenced video data,
especially in location-aware video applications.
If videos are presented in a useful way, users can directly find what they desire
through the videos with associated location and orientation information. Further-
more, videos are presented within the 3D virtual environment which contains real
world location information (longitude and latitude data). Based on this environ-
ment, our presentation approach can match the real worlds videos with the 3D
virtual world and give the users an intuitive feel when obtaining the video results.
Technological advances have led to interesting developments in the following three
areas:
• Location and direction information can now be affordably collected through
GPS and compass sensors. By combining location data with other information,
interesting new applications can be developed. Location data also gives rise to
a natural organization of information by superimposing it on maps that can
be browsed and queried.
• While maps are two-dimensional, three-dimensional mirror worlds have re-
cently appeared. In these networked virtual environments, the real world is
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Figure 1.1: Illustration of FOVScene model (a) in 2D and (b) in 3D.
allow a user to explore, for example, a city from the comfort of their home in
a very realistic way.
• High quality video camcorders are now quite inexpensive and the amount of
user collected video data is growing at an astounding rate. With a large video
data set, we can obtain more precise and convincing results.
Our goal with the presented approach is to harness the confluence of the above
developments. Specifically, we envision a detailed mirror world that is augmented
with (possibly user-collected) videos that are correctly positioned in such a way
that they overlay the 2D and 3D structures behind them, hence bringing the mostly
static mirror world to life and providing a more dynamic experience to the user who
is exploring such a world.
As a basis for our work we leverage a query system called Geo-Referenced Video
Search (GRVS) which is a web-based video search engine that allows geo-referenced
videos to be searched by specifying geographic regions of interest. To achieve this
system, a previous study [3] investigated the representation of a viewable scene of
a video frame as a circular sector (i.e., a pie slice shape) using sensor inputs such
as the camera location from a GPS device and the camera direction from a digital
compass. Figure 1.1 shows the corresponding 2D and 3D field-of-view models. In
2D space, the field-of-view of the camera at time t, (FOVScene(P, ~d, θ,R, t)) forms
a pie-slice-shaped area as illustrated in Figure 1.1(a). Figure 1.1(b) shows an exam-
ple camera FOVScene volume in 3D space. For a 3D FOVScene representation we
would need the altitude of the camera location point and the pitch and roll values
to describe the camera heading on the zx and zy planes (i.e., whether camera is di-
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rected upwards or downwards). Based on the proposed model, we constructed three
video acquisition prototypes (shown in Figures 1.2, 1.3, and 1.4) to capture the rel-
evant meta-data, implemented a database with a real-world video data set captured
using our prototype capture systems, and developed a web-based search system to
demonstrate the feasibility and applicability of our concept of geo-referenced video
search.
Figure 1.2: Early setup for geo-tagged video data collection: laptop computer,
OceanServer OS5000-US compass, Canon VIXIA HV30 camera, and Pharos iGPS-
500 receiver.
Now we will first discuss the acquisition of geo-referenced videos. Figure 1.2 illus-
trates the capture application with computer, camera, GPS, and compass separately.
When using this early prototype, its operation is very inconvenient. In other words,
we need to carry significant equipment to record videos. In contrast, Figures 1.3
and 1.4 show the acquisition applications implemented on mobile phones. We have
implemented the software for iPhone and Android. It is obvious that using mobile
phones will be more feasible than using the equipment shown in Figure 1.2. There-
fore, in our recent work we have been using these phones for video acquisition. With
mobile phone applications we can more easily expand our data set and with a larger
data set our experimental results will be more convincing.
To test the feasibility of this idea we have collected a number of videos that
were augmented with compass and GPS sensor information using the above data
acquisition prototype. We then have used Google Maps and Google Earth as a
backdrop to overlay the acquired video clips in the correct locations. According to
this method, our video results can be presented in an intuitive way, and the users
can watch the videos within the mirror world.
Another issue we have considered and implemented in this research is the pre-
sentation of multiple videos. As search results contain more and more video clips,
our objective is to show multiple videos with a good viewpoint. Then the users can
watch several videos at the same time and find the most relevant one more quickly
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Figure 1.3: Integrated iPhone application for geo-tagged video acquisition.
than otherwise. To achieve this goal, we are proposing an algorithm to compute a
common viewpoint. However, there is a tradeoff between obtaining a good viewpoint
and providing a smooth trajectory. The trajectory is a path which consists of many
viewpoints or camera positions to describe where the view or camera location is. To
balance the tradeoff, we have provided a number of rules to solve this problem, and
also to improve the efficiency.
1.2 Research Problem Statement
Our research goal is to provide users with an enhanced presentation of multiple
geo-referenced videos in a specific region of interest. The term enhanced presentation
refers to the display of multiple videos such that each video is rendered on a virtual
canvas positioned in a 3D environment to provide an aligned overlay-view with the
objects in the background (e.g., buildings). Our conjecture is that such an integrated
rendering of videos provides increased situational awareness to users and would be
beneficial for a number of applications. Based on this objective we state several
research problems that we investigated in our work.
First, we need to determine which environment works best to present the videos.
The reason is that using a suitable environment can help users understand the videos
more comprehensively. With Google Earth, the 3D virtual models correspond to
4
Figure 1.4: Android application for geo-tagged video data acquisition.
objects in the real world (termed a mirror world), however, with Second Life the
environment is imaginary. Therefore, Google Earth serves as a good choice for our
research. Figure 1.5 shows a screen shot of Google Earth, and we can see the virtual
3D buildings in this environment.
Second, it is very important to provide precise visual alignment of the video frames
with the 3D virtual world. In such a virtual world, there are many virtual objects
corresponding to the real world. By comparing the frames in the videos with such
objects we can check the accuracy of our system and our initial data. If a video
frame can totally match the objects in the virtual environment, we may say that
our system is very precise. However, because of inaccuracies in the initial data from
GPS and compass equipment, the matching process is sometimes challenging and the
video frames do not match the objects. In such a situation, if the camera location is
in the right place (i.e., matching the street, road, etc.), this means that our system
is not accurate. We need to check the frames; if these frames are in the range (we
will define this later), then we can accept such a result, otherwise, the system may
not be good for video presentation.
Third, we need to think about how to reasonably present multiple geo-referenced
videos. With an appropriate environment, how to place the videos and how to
5
Figure 1.5: Example Google Earth 3D environment of the Marina Bay area in
Singapore.
show them are important issues that we need to carefully consider especially for
multiple videos. Our conjecture is that showing videos in a 3D environment with
a 3D perspective will be better than simply using a flat, non-warped 2D view. We
can see the difference between a 2D perspective and a 3D perspective of videos in
Figure 1.6. In addition, with the presentation of multiple videos we need to design
an algorithm to compute the best viewpoint from which a user can view multiple
videos in a suitable way.
Fourth, most of the time the search results contain more than one video. Ac-
cordingly, we need to consider how to rank them, and how many videos should be
presented at the same time. In addition, as part of these considerations, we also
need to consider the network bandwidth. With the presentation of multiple videos
in a 3D environment, a possible network bottleneck is a big challenge.
Lastly, given different environments we need to utilize different methods. With
2D environments we can easily present the videos with a flat, non-warped 2D view.
Using a video player such as Flowplayer, Adobe Flash Player, etc. we can achieve
this. However, with a 3D environment the situation is more complicated. Given
videos with a 3D perspective, a normal video player cannot handle these issues. We
use the HTML 5 video tag to play videos with a 3D perspective. In addition, the
query window should have a 3D shape which means we can query in terms of 3D
instead of 2D. More specifically, the 3D FOV model we use is shown in Figure 1.1(b).
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(a) (b)
Figure 1.6: The difference between presenting videos in 2D perspective or 3D per-
spective.
1.3 Thesis Roadmap
The rest of this thesis is organized as follows. Chapter 2 presents a literature sur-
vey related to our research. Implementation of our system is described in Chapter 3.
In this chapter, we present the detailed technologies we have adopted. Furthermore,
in Chapter 4 we describe some experiments and show how our algorithm works. In
addition, challenges and future work are outlined in Chapter 5. Finally, Chapter 6




The existing literature on geo-located videos is quite limited. In this chapter we
review some early work that has focused on 2D geo-referenced video acquisition,
search and presentation. Additionally, we also give a general overview of other
relevant research topics. The subsequent parts of this chapter are organized like
the following. First, definitions of related concepts are described in Section 2.1 to
help explain the content. Second, since our video search engine is based on acquired
sensor information (location coordinates, compass data, etc.), in Section 2.2 we
review some selected papers of image geo-spatial techniques which utilize different
types of sensor information. Third, an effective approach of indexing and retrieving
geo-referenced video is necessary for our system. Hence, a brief survey of video
retrieval techniques is given in Section 2.3. Fourth, we describe the Field-of-View
(FOV) model in Section 2.4. For each video using the FOV model can provide a more
accurate position when it is shown on a map. Therefore, some work which exploits
the direction (orientation) information in their FOV models are examined in this
section. Fifth, how to present video in a 3D environment is another vital problem
in our system. In Section 2.5, several approaches which target 3D presentation
methods are reviewed. We summarize how these previous techniques have inspired
our new algorithm for computing a viewpoint for multiple videos. Finally, we draw
conclusions for the literature review in Section 2.6.
2.1 Definition of Related Concepts
To be able to better describe the forthcoming concepts, we first list several defi-
nitions of specialized terms.
Document Space: We are only concerned with geographic information of doc-
ument space which can be broken into two subspaces: a geographical space and a
thematic space.
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Figure 2.1: Information Retrieval versus Data Retrieval spectrum.
• Geographical space: a two-dimensional space representing a geographic coor-
dinate system. Documents can be geometrically represented and applied as
footprints in such a space.
• Thematic space: a multi-dimensional space where documents are concerned
with their theme.
RDF: The Resource Description Framework is a framework for representing Web
resources which can be used in a variety of areas. For instance, providing better
search engines, describing the content of special web pages or digital libraries, and so
on. RDF can denote metadata for inter-communication between applications that
exchange information which machines can understand via the web. In addition,
RDF metadata is represented by a syntax for encoding and transportation. One
choice of syntax is the Extensible Markup Language (XML). Combining RDF and
XML can make metadata more understandable. The objective of RDF is to define
a mechanism of describing data information without assumptions for a particular
domain [35].
GIR: Geographic Information Retrieval can be treated as special case of tra-
ditional information retrieval. GIR provides access to geo-referenced information
sources which includes all of the core areas of Information Retrieval (IR). In addi-
tion, it lays emphasis on spatial and geographic indexing and retrieval.
The concepts of “Information Retrieval” and “Data Retrieval (DR)” related to
database management systems (DBMS) are different. A variety of attributes of IR
and DR are shown in Figure 2.1. Firstly, in IR, the model of providing access
to documents is probabilistic as it is concerned with subjective issues. On the
other hand, DR is deterministic with retrieval processes that are certain. In GIR,
applications generally adopt both deterministic and probabilistic retrieval. Secondly,
9
Figure 2.2: Pictorial diagram of angle of view.
indexing for IR is derived from contents while with DR its entirety is the indexing
unit. Still the hybrid method is applied for GIR. Thirdly, the matching and retrieval
algorithms are based on the retrieval model. In other words, the retrieval algorithms
of IR are probabilistic which may include the actual calculation of probabilities. In
contrast, the DR algorithms are deterministic which require an exact match of query
specification and the contents of a database. Fourthly, the query types of IR and
DR are distinct, meaning that IR searches are expressed in natural language that
may be ambiguous, while DR queries are expressed in a structured query language
which is more precise. Finally, the results for IR are shown in a ranked order while
DR query results are arbitrary. As a consequence, Geographic Information Retrieval
(GIR) is a combination with a DBMS concerning indexing, retrieving, and searching
of geo-referenced information sources [34].
GIS: Geographical Information Systems introduce particular utilities for obtain-
ing, storing, controlling, and showing geo-referenced location data. In a generic
sense, GIS are systems that allow users to create queries to match associated geo-
graphical information. The most common method of data creation for modern GIS
is digitization, where a map is transferred into digital imagery through a computer-
aided design (CAD) program [67].
PIRIA: The Program for the Indexing and Research of Images by Affinity is a
content-based search engine. Piria is a novel search engine that uses the query-by-
example method. When a query is sent to the system, then we can obtain a list of
ranked images. The ranking method is not only based on keywords, but also form,
color and texture [21]. This technique is described in one of the manuscripts we have
reviewed, therefore we introduce this terminology as an illustrative example.
FOV: The field of view (abbreviated FOV) is the (angular or linear or areal)
range of the observable world [67]. Different animals have different fields of view
which depend on the location of the eyes. Compared with humans who have almost
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180-degree forward-facing vision, some birds have a nearly 360-degree field of view.
The concept is related with the angle of view, and Figure 2.2 shows the detailed
information. A rectilinear lens is in the camera, and S1 is the distance between the
lens and the object. Considering the situation in two dimensions, α is the angle
of view, and F is the local length which is attained by setting the lens for infinite
focus. According to this figure, we can easily obtain that the “opposite” side of the
right triangle is d/2, and the “adjacent” side is S2 (the distance from the lens to
the image plane). Therefore, we can obtain Equation 2.1 from basic trigonometry
which we can solve for α, and Equation 2.2 is generated. Then the angle of view is
















LIDAR: Light Detection And Ranging is an optical remote sensing system which
can collect geometry samples according to measured properties of scattered light
to find the range and other characteristics of a distant object. A general method
(radar) is to use radio waves to determine distance, but LIDAR adopts laser pulses
to compute the distance. The range is computed through the time delay between
transmitting a pulse and the detection of the return signal [67].
MBB: The minimum bounding box for a point set in N dimensions is the box
which measures the smallest side lengths within which all the points lie. The term
“box” stems from its use in the Cartesian coordinate system, and in the 2D case it
is also called the minimum bounding rectangle.
IBR: Image Based Rendering depends on a set of two-dimensional (2D) images
of a scene to produce a three-dimensional (3D) model to render novel views of this
scene with the help of computer graphics and computer vision methods. Typically,
IBR is an automatic method to map multiple 2D images to novel 2D images.
FVV: Free View Video allows users to control the viewpoint and generate new
views of a dynamic scene from any 3D position.
VBR: Video Based Rendering is an extension of image-based rendering that can
handle dynamic scenes [47]. Furthermore, according to Shields [6], VBR can refer
to the generation of individual frames by computer. This can be used to produce a
fluid video and especially for affecting certain types of applications. For instance, if
employing a special filter in a video using a software program, then the video will
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be rendered through the computer and each frame will be produced and assembled
into a video output.
MVC: Multi-view Video Coding is an amendment to the H.264/MPEG-4 AVC
video compression standard to enable the efficient encoding of video sequences from
multiple cameras based on a single video stream. In addition, multi-view video con-
tains a large number of inter-view statistical dependencies, therefore the integration
of temporal and inter-view prediction is key for MVC [67].
2.2 Geo-Spatial Techniques for Images
There exist several research areas that are concerned with geo-spatial images re-
lated with location, time and orientation information. Some research focuses on
sharing and browsing of geo-referenced photos, some emphasize hierarchies and clus-
tering of images, and others concentrate on how to present images to users. In the
following sections we will perform a detailed literature review.
2.2.1 Image Browsing
We will review several papers related with how to browse images according to
location and other relevant information. As examples, many tourists are recording
photos of family while traveling, archaeologists take photos of historical relics, and
botanists shoot images of plant species. In these situations, the geographic location
information is a critical marker when browsing these images. In addition, there are
many ways to present location information, such as place names (“San Francisco”),
street addresses, zip codes, latitude/longitude coordinates, and so forth. Most of
the GIS projects use latitude and longitude coordinates, for example as defined by
the WGS84 standard. This is a very concise and accurate way to designate point
locations and also a format that can be recognized by certain systems [66]. We will
now describe some related projects.
First, Google groups allows the embedding of photos in Google Maps. These pho-
tos and videos are both based on their geo-locations, which have to be uploaded
manually. GPicSync [53] is a Google project that aims to automatically insert loca-
tions into users’ photos. Thus, such photos can also be used with any ’geocode aware’
application like Google Earth, Flickr, etc. On the other hand, Microsoft groups have
introduced the World Wide Media eXchange (WWMX) to browse images on their
web site. Toyama et al. [66] from Microsoft have presented a system that uses geo-
graphic location tags based on WWMX. The WWMX database contains metadata
of timestamps and location information, which makes it relatively easy to browse the
photos. In addition, acquiring location tags on photos, establishing data structures
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Figure 2.3: Architecture of ThemExplorer.
for images, and implementing UIs for location-tagged photo browsing are the other
main contributions of this paper.
Second, another research direction is based on geographical information retrieval.
GeoVIBE is a browsing tool which builds on geographical information retrieval (GIR)
and textual information (IR) systems [7]. In addition, this system includes two types
of browsing strategies: GeoView and VibeView. GeoView enforces a geographical
order on the document space with the idea of hypermaps. On the other hand,
VibeView presents a similar document space with multiple reference points. The
GeoVIBE integrates the two, and users can search information with either geographic
clues or conceptual clues. Similarly, Popescu et al. [1] presented a suitable and
more powerful map-based tool named ThemExplorer which combines a geographical
database and a content-based facility. Nowadays, there exist a number of map-based
interfaces such as Google Maps, Google Earth, Yahoo Maps, and so on. The authors
also evaluated the accuracy of ThemExplorer for browsing geo-referenced images
through different dimensions.
Figure 2.3 shows the architecture of ThemExplorer which includes TagMaps,
Content-Based Image Retrieval (CBIR), and an image collector. With ThemEx-
plorer, users can ask for geographic names within a certain region, then the system
can retrieve the images by querying the database. To search images with CBIR, the
system employs PIRIA which is a content-based search engine. This system provides
a layering of images according to the geonames in the database. However, there are
no usability studies to support the validation of the system.
With a similar idea as ThemExplorer, TagNSearch proposed by Nguyen et al. [44]
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is also a map-based tool for searching and browsing photographs using related geo-
referenced tags. This interface used Flickr [19] as the dataset, and for a given query
the imaged will be classified by locations. Each cluster contains a set of geograph-
ically nearby images and is associated with a tag cloud that shows an overview of
the images’ tags in that cluster. According to the combination of clustering and the
tag cloud, the search results will be better filtered compared with Flickr alone.
2.2.2 Image Hierarchies and Clustering
In daily life, there exist many ways to manage our images. Martins and Cal-
ado [40] presented an approach to perform ranking via Geographic Information Re-
trieval (GIR) and another paper by Rodden et al. [52] shows the result of research on
how people manage their personal collections of digital photographs. The findings in
this survey paper are obtained from a digital photograph management tool named
Shoebox. This tool has many simple functions such as browsing folders, thumbnails
and timelines, and also has advanced attributes including content-based image re-
trieval and speed recognition. According to this paper, it was easier for users to find
the digital photos than non-digital ones. However, this strength was dominated by
simple features. In other words, the advanced features were not used frequently, and
this implies that the tool could probably be improved.
Below we survey work that is concerned with technical image management such as
how to automatically organize photos with certain attributes, how to hierarchically
organize images, and how to rank photos with certain attributes.
Naaman et al. [41] described a system called PhotoCompas to organize digital
photos with geographic coordinates. This system generates location and event hier-
archies which are created by algorithms that cross time and location to produce an
organization. Furthermore, the algorithms can simulate a way of collecting photos
and yield a hierarchy with certain comments. The authors were concerned about
automatically grouping the photos into events and locations and naming the groups
with certain geographical names. The PhotoCompas system is shown in Figure 2.4
which can generate a meaningful organization for photo collections. Furthermore,
the system worked well for detecting events, producing location hierarchies and
naming. One general problem was described as happening in the naming algorithm.
Sometimes, when naming clusters, the suggested cluster name would be difficult to
find with respect to the data. For example, with “Northern California” or “East
Coast” it seemed feasible to produce results for the former, however, it was much
harder for the latter.
Closely related Naaman et al.’s research work, Epshtein et al. [10] have also shown
a framework to organize photos with a scene semantics method. Epshtein et al.. use
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Figure 2.4: PhotoCompas system diagram.
locations and typical view information to display and manage a variety of images. In
addition, the authors present the concept of Geo-Relevance and how to compute it
with a voting method. Specifically, each point which is visible from the viewpoint of
each camera will be voted on. A system is then proposed that obtains typical images
from a large number of a geo-positioned set and organizes them hierarchically. For
instance, when the system produces a hierarchical organization of a large majority
of images of a cathedral it might start from a root node that represents the entire
cathedral, and then its children might be a tower, or a gate, and so on. At each level,
a child nodes presents more detailed images of the collection. Another approach to
organize personal images is proposed by Pigeau et al. [49] who apply a statistical
method with a related optimization technique based on geographical and temporal
image metadata to build and track a hierarchical structure.
Kennedy et al. [23] proposed a tool based on context and content to produce
diverse and representative image search results with location features and landmarks.
In their search task, the authors use location information and other metadata to show
a method to extract tags and landmarks. Figure 2.5 shows the system architecture
which generates typical views of landmark images. From this figure we identify that
at the beginning there exist a majority of tagged images which are then clustering
with common views of a landmark. After that, with rank clusters, the system
will rank the clusters in terms of their representativeness. Therefore, the highest-
ranked images from the highest-ranked clusters are selected and low-ranked ones
are discarded. Another related work is by Heuer et al. [18] who collected data from
Web 2.0 portals and implemented a search engine based on geo-tags. Additionally,
the authors explain how to compute the spatial relevance which is the probability
that the keyword of a tag is part of the assigned position. Most of the location
information are manually inserted, while our system can automatically produce the
geo-referenced meta-data and query the related videos according to the location,
heading, and video timestamp information.
15
Figure 2.5: System architecture for generating representative summaries of landmark
image sets.
Figure 2.6: Estimated camera locations for the Great Wall data set.
2.2.3 Image Presentation
Our research focuses on the presentation of geo-referenced videos. Therefore,
the question of how to present the videos is a very important part that we need
to consider. In this section we will review two papers which are very related to
our work. However, these papers lay emphasis on image presentation instead of
videos. No matter whether the presentation is concerned with images, we can draw
inspiration from these ideas.
Snavely et al. [62] have presented a photo tourism application in three dimen-
sions as shown in Figure 2.6. This method produces estimated camera locations
for the Great Wall data set, and the authors introduce a system which automati-
cally computes the viewpoint of each image. We learned the presentation method
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of images from this paper, and applied it to our geo-referenced video search with
Google Earth. Our video presentation will be adopted for a 3D environment, and
also feature a 3D perspective. Under this consideration, we use our own data set
and compute the viewpoint to show the videos. In addition, using Google Earth to
match the videos with the corresponding 3D virtual buildings in such environment
will be more exciting than just presenting images.
Figure 2.7 presents the screen shot of the explorer interface. On the left is an
information and search pane. In addition, a thumbnail pane along the bottom
controls the sorting of the current thumbnails by date and time and viewing them
as a slideshow. Furthermore, there is a map pane in the upper-right corner which
displays an overhead view which tracks the user’s position and direction. The authors
have proposed a reconstruction algorithm, but it has some limitations. When the
number of registered cameras grows, the effectiveness of the system will decrease. In
addition, without ground control points the algorithm is not guaranteed to generate
a metric scene reconstruction. In addition, it is difficult to obtain accurate models.
Figure 2.7: Screenshots of the explorer interface. Right: a view looking down on the
Prague dataset, rendered in a non-photorealistic style. Left: when the user visits a
photo, that photo appears at full-resolution, and information about it appears in a
pane on the left.
Another paper related to image presentation was written by Kadobayashi [22]
which introduced a new search method based on three dimensional (3D) viewpoints.
This paper concentrated on image queries, especially useful for different images with
the same object such as in archaeological photographs. In addition, this method can
extract the images which contain the same object from different viewpoints.
2.2.4 Summary
In this section we have reviewed related work to geo-tagged image techniques. An
overview of the methods in this section is shown in Table 2.1, and it lists the features
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of all the techniques.
Technique Features
GPicSync [53]
1. Automatically associates audio or video files in
Google Earth and Google Maps.
2. Creates a Google Earth KML file to directly visual-
ize the geocoded photos and track them in Google
Earth.
WWMX [66]
1. An end-to-end system that capitalizes on geo-
graphic location tags for digital photographs.
2. Location is tied to the semantics of imagery.
3. Browsing by location, whether via maps or by tex-
tual place names, is well-understood and intuitive
to users.
GeoV IBE [7]
1. Proposes the concept of document space which is
divided into a geographical space and a thematic
space.
2. Provides a new visual interface to spatial digital
libraries.
ThemExplorer [1]
1. Well-structured geographical database to search
and retrieve images.
2. Enables searching of images not only with local
database, but also on the internet.
TagNSearch [44]
1. The images can be ranked and clustered according
to their geo-referenced tag information.
2. With a combination of clustering and the tag cloud,
the search results are better sifted.
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PhotoCompas [41]
1. Produces hierarchies based on interleaving time
and location information.
2. Performes two tasks: one for grouping the photos
into distinct events and geographical locations, an-
other for suggesting intuitive geographical names
for the resulting groups.
Geo−Relevance−Hierarchy [10]
1. Proposes the notion of Geo-Relevance based on vot-
ing approach.
2. Generates a hierarchical organization of the images
according to orientation and position information.
Image− Search− Landmarks [23]
1. Combines image analysis, tag data and im-
age metadata to extract meaningful patterns
from these loosely-labeled, community-contributed
datasets.
2. Generates a summary of the frequently-
photographed views by selecting typical views of
the landmarks and rejecting outliers.
Photo− Tourism [62]
1. Presentes a novel end-to-end system for taking an
unordered set of photos, registering them, and pre-
senting them on a 3D browser.
2. Proposes a reconstruction algorithm and explo-
ration interface on several large sets of photos.
Table 2.1: Summary of features of different techniques for
images.
The information for images that are most relevant are geo-tagged properties (lon-
gitude, latitude, heading) and also time, the author and other information. We have
reviewed several papers, some related with browsing images based on geo-tagged
information, some related to creating a hierarchy, clustering and ranking the images
to enhance the efficiency of searching images, and some related with the presenta-
tion of images in some specific environments. According to the techniques from the
literature review, we can leverage some ideas from them. For example, a hierarchy
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of images can make our search engine more efficient. In addition, how to present the
videos is a key issue in our research. Based on the papers we have reviewed we have
learned that it may be a good idea to present videos with a 3D FOV model and in
3D environments. However, the papers in this section have only considered images.
Therefore, we extend these techniques to videos in our research.
2.3 Indexing and Retrieving
A geo-referenced information processing system (GIPSY) was proposed byWoodruff
et al. [68]. In this system, the geo-referenced index terms in plain text are converted
to related document indexing and retrieval. Additionally, the words and phrases
with geographic data are extracted from text and stored in a database. Therefore,
a good algorithm to implement the indexing and retrieval is needed.
In the multimedia domain, the amount of media content is growing which results
in an increasing requirement to effectively manage metadata [20]. Theodoridis et
al. [64] proposed efficient indexing schemes based on spatial and temporal relations.
Furthermore, the authors also presented evaluation models associated with these
schemes. The indexing methods are bases upon R-tree indexes for spatial data
applications, such as GIS, CAD and VLSI design, etc [48]. The authors also applied
R-trees to spatio-temporal indexing, and provided hints to the designers so as to how
to select the most appropriate scheme based on the authors’ requirements. The R-
tree is one of the most popular indexing methods for spatial data such as rectangles.
There exist a number of papers that investigated this related area, for example,
Guttman [17] proposed a dynamic index structure for spatial search which can aid
in the design of geo-data applications, and Beckmann et al. [5] studied the R*-tree
which is an efficient method for indexing points and rectangles.
Despite the importance of the R-tree indexing method in spatial searches, there
exist still other directions related to geo-referenced indexing and retrieving methods.
Navarrete et al. [42] defined an approach for indexing and retrieving geo-referenced
video sequences based on their geographic content. The innovation in this paper is
that the authors not only utilize the data captured from GPS, but also use data
from the compass which produced information to compose a geo-referenced video
sequence. The method proposed in this paper is using the thematic geo-referenced
information extracted from GIS or spatial databases to segment and index the video
sequence. Afterwards the authors focused on retrieving data, namely enabling clients
to retrieve elements that satisfy a thematic criteria. For instance, the query request
“forests” would return all the fragments of videos containing forests or some related
themes. To achieve this, the authors designed a system called VideoGIS [43].
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Figure 2.8: Overview of the process of indexing a video segment.
The VideoGIS project combines video and geographic information for the sake
of producing hypervideos based on geographic content with navigable context. The
video model shown in Figure 2.8 is built on a layering approach which means each
indexing theme is associated with a layer or stratum. The video is first segmented
based on thematic information and each segment is indexed with corresponding the-
matic classes. In addition, the contribution of this paper is that the video segments
composed of a layer of metadata are stored in an XML file. The metadata includes
the indexing theme and the camera properties of a typical frame which enables
clients to seek out spatial relations associated with the camera location.
2.4 Field-of-View Models
Geo-referenced medias contain geographic information such as GPS location data,
compass heading information, and so forth. To search these kinds of medias we need
to build a model to achieve accurate query processing. In this section, we introduce
several models. One is related to images and several others are related with geo-
referenced videos.
First, Torniai et al. [65] have proposed different types of methods to share these
meta-data through an RDF description of pictures, location and compass heading
information. They also implemented a web-based interface to allow users to check
pictures with spatial relationships. Figure 2.9 shows the prototype system for offer-
ing methods to share meta-data related to photo collections.
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Figure 2.9: Picture browser interface.
In Torniai et al.’s work the most important meta-data used is latitude, longitude,
and heading information, which is very similar to our research direction. The main
difference is between the different media types videos and photos. Furthermore,
Torniai et al. presented three algorithms for FOV evaluation, spatial relation dis-
covering and picture discovering. Algorithm 1 is most relevant with our research,
and to understand this algorithm please consider Figure 2.10. If the direction HA of
imagea is within a range of bearing angle BA with two points A and B, and HB of
imageb is close to the heading of imagea (HA), then imageb is in the FOV of imagea.
In addition, Simon et al. [58] also used an FOV cue to leverage this observation with
certain objects.
Second, Lewis et al. [36] proposed a conceptual model which is suitable for spatial
video data sets. The model, called Viewpoint, is a general viewpoint definition as
usual, and it uses GIS point and polygon data types. According to Figure 2.11, it is
exciting to see such a 3D FOV model which can be used in our future work. On the
other hand, Simon et al. [59] presented a 2.5 environment model based on visibility
and an FOV mofel with a suitable XML-based prototype implementation. Using
an XML-based description is notable and desirable, as it can be applied to many
applications. Inspired by this idea, we use XML and KML to implement our search
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Figure 2.10: Field of view evaluation. If |HA - BA| is less than a given threshold
then point B is in the field of view of point A. If |HA - HB| is less than a given
threshold then the pictures taken at A and B have similar heading directions. If
both of these conditions are met then imageb, taken at point B is in field of view of
imagea taken at A.
Figure 2.11: Visualization of a Viewpoint in 3D space and how it conceptually relates
to a video sequence frame and GPS point. While the image defines a viewing plane
that is orthogonal to the Ortho Photo, in spatial terms the polyhedron or more
specifically frustum defines the spatial extent. Scales are not preserved.
engine. Besides, our search engine is a web-based system which can be applied to
many platforms.
The third FOV model was proposed by Arslan Ay et al. [3] and it leverages
the GPS and compass information. As can be seen in Figure 2.13, the left figure
represents the video search results of a circle scene query. The red rectangle is the
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Input: each image pair in the collection imagea, imageb
Output: distance d(A,B)
// distance between A and B
1 if d(A,B) < FOV − THRESHOLD then
2 evaluate BA // bearing angle between A and B
3 if |HA - BA| < Tbear AND |HA - HB| < Thead then // ie B is in
field of view of A and ie imagea and imageb has close
camera directions






Algorithm 1: Field of view evaluation algorithm.
Figure 2.12: Illustration of filter-refinement steps.
query window, the black line is the trajectory for the whole video, the blue circles
are based on this trajectory, the red line is the trajectory of results, and the green
circles are based on the red trajectory which indicates the video results. On the right
side is the corresponding FOV scene query. As shown in (b), the main difference is
that the video results are more precise than with the circle scene method. We have
implemented our search engine based on this FOV model.
The last model we review was proposed by Kim et al. [26] and it proposed a novel
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Figure 2.13: The video results of a circle scene query (a) and a FOV scene query.
vector model that is based on the metadata from camera-attached sensors. The
field of views (FOV) is comprised of the sensor data which can cover an area of a
spatial object and the videos are indexed and searched according to this FOV. The
traditional minimum bounding rectangle (MBR) model filters out irrelevant videos
from a large number of videos in the first step, and a second step is used to refine
the videos with a precise but time-consuming matching function as can be seen in
Figure 2.12. Based on this architecture, the authors proposed a novel model to suit
the geo-referenced video search which improves the performance of the filter step. In
addition, Arslan Ay et al. [4] proposed a method to rank the relevant video results
because the results of a geo-referenced video query may satisfy the algorithm but
may not be visible. The authors presented three ranking algorithms and further
showed a histogram-based approach which allows fast computation.
Figure 2.14: FOV representation in different spaces.
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In detail, Kim et al. introduced a vector model to represent an FOV based on
the camera position p and the center vector V. Figure 2.14 shows how the FOV of
a video frame forms a circular sector shape in 2D geo-space and the corresponding
vector model. The FOV is composed of < T, p, θ,V> where T is the real time when
the video was captured, p is the camera position, θ is the view angle, and V is the
center vector. The authors used space transformation to divide the FOV into two 2D
subspaces as shown in Figure 2.14. In other words, < px, py, VX , VY > is converted
to px − VX and py − VY . Based on several experiments the authors concluded that
this vector model is more efficient than the MBR model for geospatial video queries.
All the above mentioned FOV models are very similar in the shape that they
consider. However, some models focus on finding the related images or videos,
while others consider how to make the query more accurate and precise compared
with traditional methods, and still others are more concerned with the efficiency of
searching. Some models can be adopted in our research such as the FOV model
proposed by Arslan Ay et al. [3] and Kim et al. [26].
2.5 Geo-Location Techniques for Videos
There exist only a few systems combining geo-location information associated with
videos. In the following sections we will present the related techniques for videos with
geo-referenced information. First, sensor based videos are a premise of our research.
The presentation of geo-referenced videos is the most important component and
furthermore, for presentation of multiple videos, we need to compute a suitable
viewpoint. In addition, when displaying multiple videos we need to consider the
network bottleneck. Finally, the 3D environment is also important.
2.5.1 Sensor-Based Videos
In the field of digital sensors embedded in mobile phones and other equipments,
there exist some research areas based on sensor information such as establishing
traffic light system [2], and a camera sensor network which includes heterogeneous
elements compared with homogeneous sensor networks [31]. The main contribution
of [31] is the SensEye which is a multi-tier camera sensor network.
Another sensor-based research is described in [38]. The sensor data can aid in
searching image and video files in a more precise way. This paper presented a system
called SEVA – Sensor Enhanced Video Annotation – which combines relativity,
interpolation, and extrapolation techniques together. Using SEVA to generate a
tagged stream which can be applied to achieve video search for particular objects.
The authors performed some experiments with static and moving objects and a
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moving camera.
Figure 2.15: SEVA recorder laptop equipped with a camera, a 3D digital compass, a
Mote with wireless radio and Cricket receiver, a GPS receiver, and 802.11b wireless.
Figure 2.15 shows the SEVA system with devices such as a 3D digital compass, a
mote with wireless radio and a Cricket receiver, a GPS, and a camera. Compared
with our acquisition system in Figure 1.2, the main difference is the wireless radio
which can detect whether the object is obstructed. We can adopt such equipment
in the future to make our search results more accurate.
2.5.2 Presentation of Videos
Figure 2.16: Sample screenshots from the prototype.
Nowadays, with the development of mobile devices, many applications have ap-
peared in such environments. According to our research area, we have developed
iPhone and Android applications to acquire meta-data with associated videos, and
the main reason is that our previous work was implemented based on laptop com-
puters which are not easily used to capture data. For mobile presentations of media,
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there exist a number of related methods. For example, Shi et al. [56, 55] presented
a view-dependent real-time 3D video for mobile devices. The authors emphasize
that the 3D video systems need considerable bandwidth and computing resources.
Therefore, a video compression technique is proposed. In addition, it is implemented
on mobile devices which are very popular nowadays. However, this work is more
related with the computer vision research area, and our direction is based on sen-
sor information to present 3D perspective videos independent of the use of mobile
devices or computers.
Similarly, Starck et al. [63] studied the use of 3D viewpoints which break through
the traditional 2D video production. The work focuses on free-viewpoint video
for consumers to interact with a scene. The challenge is to use a free-viewpoint
to capture real world events and synthesize new content. Furthermore, Starck et
al. combined image and video-based animations together to produce interactive
animations from free-viewpoint video.
Figure 2.17: Schematic of the Re-cinematography process. Conceptually, an image
mosaic is constructed for the video clip and a virtual camera viewing this mosaic is
keyframed. Yellow denotes the source camera path, magenta (dark) the keyframed
virtual camera.
Another similar method as above [45] shows video streaming in 3D environments
and allows the display of several concurrently videos. However, for the same reason
as above, the network is a bottleneck, therefore reducing the video quality becomes
necessary. For example, when we use a video converter to reduce the video quality,
although the frame seems blurry, the size is decreased at a high rate. Another
contribution of this paper is shown in Figure 2.16, and it encourages us to develop
our method in a 3D environment with a 3D perspective just like shown in the
figure. In Second Life, it is easy for avatars to change their view angles; however
in other 3D environments such as Google Earth, it is complicated to achieve this.
Despite the convenience of the Second Life environment, there are some limitations.
For example, it is not simple to do create objects, and the code files are large
for implementation. Therefore, we choose Google Earth as our 3D environment.
Sometimes, the FOV is established to capture a particular object, and then we can
adopt the method proposed by Liu et al. [37] to retarget the video. Besides that,
Gleicher et al. [12] shows another approach to improve camera activity with post-
processing. Re-cinematography transforms each frame of a video to suit cinematic
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conventions. Figure 2.17 shows the schematic of the Re-cinematography process.
The videos are divided into segments with camera motions, and camera paths are
keyframed automatically. In this figure yellow denotes the source camera path, and
magenta (dark) indicates the keyframed virtual camera.
A method of spatial presentations of geo-referenced data in 3D space is introduced
by Koiso et al. [30]. This method is an orientation based visualization model which
is similar to ours. However, it only focuses on the data not on the video itself. In the
authors’ model, a spatial object is surrounded in a minimum bounding box (MBB)
and based on this, an algorithm is obtained for determining the visualization priority
by computing the weight value for each face of the box. Shown in Figure 2.18, there
are 26 subdivided boxes adjacent to the surfaces of the MBB which is used to decide
the orientation of view.
Figure 2.18: Orientation based visualization model using a minimum bounding box,
MBB.
2.5.3 Obtaining Viewpoints of Videos
There exist a number of manuscripts related to obtaining a viewpoint of videos.
For example, the Multi-View Synthesis (MVS) approach as described in [9] is scalable
with virtual views and can handle scenarios whether the camera inputs decrease or
increase. In general, producing virtual view is a significant problem for free viewpoint
video systems. In a free viewpoint video, as known from virtual worlds, a user is
allowed to freely navigate within real world visual scenes [60]. Therefore, we need
to find a way to synthesize viewpoints with multiple view videos. Some research has
focused on immersive free view video systems, some concentrate on view morphing,
some use epipolar geometry, and some are concern with the coding and rendering of
free viewpoint videos.
Kim et al. [25] have proposed a immersive free-view video system which can gen-
erate 3D video from a random point of view based on outer cameras and an inner
omni-directional camera. Due to the property of the inner omni-directional camera,
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reconstructing the 3D models can be more elaborate. This is because this type of
camera covers a very wide FOV (field of view), and according to the movability,
all the sub-cameras can be calibrated in real-time when one of the known markers
is detected through one of sub-cameras. The employed techniques are related with
computer vision and computer graphics.
Some other approaches are related with view morphing, for example, Zhang et
al. [73] have proposed a method based on view morphing which resides between two
extremes of geometry-based modeling and image-based modeling [57]. Using view
morphing can produce an intermediate image plane on two original images, and it
is able to predict the scenes. According to the authors, this method requires no
setting up of dense cameras. On the other hand, it cannot be used in our research
because it will change the original images. Besides the view morphing, there are
some techniques such as the epipolar method which is proposed by Kimura et al. [28,
27]. The authors have presented a method for composing a viewpoint of multiple
view videos for tennis. Typically, the view interpolation composes images from two
viewpoints of real images to an intermediate viewpoint which imposes restrictions
on the viewpoint position. In this paper, the viewpoint position is free and can be
obtained from calculating the center of gravity of the player’s region in the videos
based on epipolar geometry. Figure 2.19(a) shows the view interpolation which is
obtained from relative weights to two reference viewpoints. This method is limited
by reference views with the relative weights. In contrast, Figure 2.19(b) presents a
method without this limitation. This method divides a tennis scene into dynamic
and static regions, and synthesizes a virtual view for every domain. The authors
adopt an F-Matrix between the virtual view and the reference view which can map
the corresponding points. This is a excellent way to obtain a viewpoint from multiple
view videos, however, our method is based on the geo-referenced information which
can calculate the viewpoint based on the location and direction information.
Figure 2.19: Transfer of corresponding points.
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2.5.4 Video Compression
There exist some topics corresponding to compression and rendering of free view-
point videos. Under the constraint of network bandwidth, we need to compress the
videos or change the video quality based on the condition of the network. Especially,
in our research area, we need to show multiple videos at the same time, and this
issue becomes more important to consider.
Smolic et al. [61] proposed a complete system not only for FOV extraction, repre-
sentation and rendering, but also for compression and transmission. Each aspect has
its own technique, for example, extraction depends on a shape-from-silhouette algo-
rithm, and representation is according to 3D mesh models. The authors’ algorithms
for view-dependent texture mapping is based on an extension of MPEG-4 (Mov-
ing Picture Experts Group) AFX (Animation Framework eXtension). As shown in
their results, this complete transmission system is efficient and could be adopted in
our system. However, in our work there is no compression issue because we do not
handle too many videos. However, this should be considered in the future work.
Another compression named dynamic point cloud compression is proposed by
Lamboray et al. [32, 33]. This coding framework can encode multiple attributes
such as depth and color. However, it is an off-line process for encoding. The de-
coding part allows real-time rendering of the dynamic 3D point cloud. Under the
preliminary results, the authors conclude that a 3D video stream can be produced
with different bit rates because all data is progressively encoded. The specific codecs
are not described in detail and the algorithm has some limitation. For example, the
window length for coding needs to be further investigated.
Besides off-line rendering or on-line rendering, Nozick [46] proposed a novel VBR
(variable bitrate) method which creates new views from moving cameras. These
webcams can be calibrated in real-time based on multiple markers and the method
is very efficient as it fully exploits both CPU and GPU. As can be seen, this method
has the assumption that the markers must be co-planar. Besides, the markers should
be preprocessed which requires efficiency improvements or the use of real-time cali-
bration without markers.
Another method to overcome the network bottleneck is to use layered depth im-
age (LDI) representation [71, 70]. It is necessary to propose an effective framework
for compression since the data size of multi-view video is increasing quickly as the
number of cameras grows. The authors presented a method to encode multi-view
video data with 3D depth information based on layered depth images. Figure 2.20
shows the encoding procedure. First, from the multi-view video with depth infor-
mation, LDI frames are generated, and residual data is sent to the decoder so as
to reconstruct the images. Second, these LDI frames are separated into three com-
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ponents: color, depth, and the number of layers (NOL). As shown in the figure,
color and depth components need to be preprocessed, and NOL is encoded using
the H.264/AVC intra mode. Finally, all the data is encoded with H.264/AVC. This
approach is very useful for processing and encoding when the multi-view video data
contains depth information.
Figure 2.20: H.264 encoder block diagram.
2.5.5 Augmented Environments
To develop sensing and computing techniques, Sebe et al. [54] proposed a video
surveillance application with augmented virtual environment (AVE). This environ-
ment combines dynamic imagery with 3D models to aim at displaying a real-time
scene. The paper presented how to detect moving objects, how to track, and how
to show 3D elements in the AVE scene. The components of AVE are shown in
Figure 2.21.
In Figure 2.21, there are five important components:
• Imagery acquisition: The acquisition part is used to capture real-time
videos.
• Geometry model acquisition: AVE visualization corresponds with the real
world, hence, is using geometry model to extract complex building structures.
Here the authors utilize an airborne LiDAR sensor system to collect the data.
• Sensor tracking and calibration: To preserve accurate registration between
geometry model and video information the authors proposed a hybrid-sensor
tracking method.
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Figure 2.21: Components of the Augmented Virtual Environment (AVE) system
with dynamic modeling.
• Data fusion and video projection: Real-time rendering of video streams
can be projected onto a USC campus model.
• Object detection and tracking: Analyzing video imagery for tracking mov-
ing objects in the scene.
Kim et al. [24] presented methods for augmenting earth maps with dynamic infor-
mation from videos. The authors proposed different approaches to identify the videos
of pedestrians, sports scenes, and cars to augment Aerial Earth Maps (AEMs).
Figure 2.22 shows an overview of the approach and the most important three stages
including Observation & Extraction, Registration & Correlation, and Visualization
& Synthesis. In the first step, using video data to dynamically augment the AEMs,
this should be achieved by extracting information from videos such as geometry
information, location information, motion in the environment. The second step is to
register the view from the videos to the corresponding view of AEMs. Considering
the missing information, this requires designing models from data. The third step
produces visualizations from the data, and using behavior simulation, procedural
synthesis, view synthesis to synthesize the dynamic information on AEMs.
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Figure 2.22: Overview of approach to generate ALIVE cities that one can browse
and see dynamic and live Aerial Earth Maps, highlighting the three main stages of
Observation, Registration, and Simulation.
2.5.6 Summary
In this section, we have described some related work that are concerned with video
techniques. Table 2.2 shows the features of the technologies of these related works.
Techniques Features
SEV A [38]
1. Designs a system that records identities and loca-
tions of objects along with visual images .
2. Presents detailed experiments to show the accuracy
of the system.
TEEVE [56, 55]
1. Presents a view-dependent compression methodol-
ogy to suit the 3D videos in mobile phone.
2. Introduces reference frame selection algorithms
which are designed for 3D video rendering.
V ideo − Streaming − V irtual −
World [45] 1. Performs videos in the 3D environment to test how
to position the videos with user perception.
2. Reduces the resolution of videos to overcome the
bottlenecks of network bandwidth.
V ideo − Retargeting − Re −
Cinematography [37, 12] 1. Introduces Video Retargeting that adapts video to
better suit the target display.
2. Minimizes information loss by balancing the loss of
detail.
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Multi− V iewSynthesis(MV S) [9]
1. Proposes an approach that can be used in any
multi-camera environment and is scalable as vir-
tual views.
2. Gracefully handles scenarios whether the camera
inputs decrease or increase.
V iewInterpolation [28, 27]
1. Synthesizes a player-view video from multiple cam-
eras to capture the tennis scene.
2. Proposes an efficient and robust approach to esti-
mate the viewpoint of the player.
V ideoCompression [61, 32, 33, 46,
71, 70] 1. Overcomes the bottleneck of network bandwidth.
2. Adapts to the network condition according to
change the quality of videos.
Augmented−Environment [54, 24]
1. Proposes a new environment to fuse dynamic infor-
mation obtained from videos.
2. Analyzes videos with different viewpoints to ex-
tract relevant information.
Table 2.2: The features of different techniques for videos.
Some sensor based videos have been collected in geo-spatial databases, and some
researchers have studied these databases and presented work related to ours. As we
have seen, some videos have location and timecode information, and some even have
the range and direction information. Especially for the range information, if we can
include this information in our videos, it will be more precise than before because
we can check if there are some objects blocked before the objects that we want to
identify. In addition, how to present the videos is also an issue we need to focus
on. With 3D perspective videos, it is easier to accept when the users change their
viewpoint. Furthermore, the viewpoint of multiple videos is another concern in our
research. According to the requirements for showing multiple videos, considering the




The technologies described in this literature survey are shown in a taxonomy in
Figure 2.23.
Figure 2.23: A taxonomy of related work technologies.
In the literature survey, we have reviewed many approaches related to our research
area. Given these techniques, we can learn from them and adopt some of their ideas
in our work. For example, we can apply hierarchical and clustering techniques to our
presentation of videos, or rank the videos with certain rules to make the results more
precise in our future work. In addition, the field-of-view concept was introduced by
many researchers, and some research is based on geo-referenced information such as
location (longitude, latitude), heading (orientation), and range data. This sensor
information can help us to compose a 3D FOV which can be applied in our research.
However, many existing methods neither query the videos in terms of sensor infor-
mation, nor present 3D perspective videos within a 3D environment. Most of the
related work uses geo-referenced metadata to search and cluster images not videos
with certain datasets such as from Flickr on 2D maps. Therefore, there exists a
considerable opportunity to extend these image techniques to video approaches.
Furthermore, our previous search engine is not efficient and practical because the
algorithms, indexing and retrieval models are not mature. Hence we need to improve
our technologies which are related with the indexing and modeling parts. Nowadays
the metadata is not very large and we can query the videos without considering the
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efficiency. However, in the future, we need to support large data collections, and
therefore we will consider to adopt the R+tree to be our spatial indexing methods
and the vector model proposed by Kim et al. [26] to our system.
For video presentations, there exists no relevant work for presenting 3D perspec-
tive videos within a 3D environment based on geo-referenced metadata. However,
to achieve 3D perspective videos only, Apple Inc. has proposed this concept recently
and others also use technologies to achieve this without embedding videos into 3D
environments. On the other hand, there exist some research on 3D environments.
For instance, showing video streaming in Second Life, and performing 3D video
surveillance within Augmented Virtual Environments. All the above work does not
provide an existing solution for the problem we are trying to address. Therefore,
we propose our own system based on the Google Earth environment and with our
own geo-referenced information to achieve effective video search. To present multi-
ple videos, we propose an algorithm based on the geo-referenced sensor meta-data
information. There are very few techniques related with our research that calcu-
late the viewpoint based on GPS, compass information. However, there are many
methods exploiting the concept of FOV to obtain the viewpoint based videos from
multiple cameras. For example, we can use an interpolation technique in the future
to make our viewpoint trajectory more smooth. In addition, with video compression
technologies we can improve the efficiency of our system. Although we have not





In this chapter we present an overview of our system. Section 3.1 shows the archi-
tecture of Geo-Referenced Video Search (GRVS) and also presents a data flowchart
to illustrate the processing stages of our system. Section 3.2 presents data collection
prototypes which were proposed in our previous work and achieved by Dr. Sakire Ar-
slan Ay, Mr. Guanfeng Wang, and Dr. Beomjoo Seo [3, 72]. According to these data
acquisition systems, we can collect the meta-data such as the location, orientation,
and video timecode information. Section 3.3 describes the database implementation
for our meta-data. The next two sections (Section 3.4 and Section 3.5) describe the
most important parts of our system. 2D and 3D search engines are both designed
based on a web browser with Google environments.
3.1 Architecture of GRVS
GRVS is a web-based video search engine that allows the searching of videos in
specified geographical regions. Figure 3.1 illustrates the overall architecture of our
search engine. The numbers (1) through (5) indicate the sequence of interactions
between a client and the server. This architecture is suitable for both 2D and 3D
search engines. Step (1) is to retrieve map or virtual world information from a
Google environment, step (2) sends the query window from the client to the server,
(3) performs the query with the database, (4) retrieves the query results, and (5)
shows the location (the landmark or trajectory), orientation (the sector direction or
3D orientation) and video clips to the user.
Despite the similarity between both the 2D and 3D architectures, the scenario in
the 2D and 3D search engines is somewhat different. In a typical scenario, a user
marks a query region on a map, and the search engine retrieves the video segments
whose viewable scenes overlap with the user query area. In the 2D geo-referenced
video search engine, the server sends back meta-data with an XML file, and the
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Figure 3.1: Architecture of geo-referenced video search.
client side shows pie slices and trajectories to users. However, in the 3D search
engine, the query results are produced into a KML file and an XML file, and the
video clips are rendered with a 3D perspective.
In our current implementation the query can be a rectangle or a trajectory. The
search engine is comprised of three main components: (1) a database that stores the
collected meta-data, (2) a web-based interface that allows the user to specify a query
input region and then provides a display of the query results, (3) the interaction
between client and server. The meta-data, we require the acquisition of videos that
are fused with detailed geo-referenced information. The user interface for the 2D
and 3D search engines are different, and more detailed information will be described
in Section 3.4 and Section 3.5. In addition, the Google environments as in Figure 3.1
refer to Google Maps and Google Earth.
The described architecture concentrates on the query component. However we still
need to describe how to store the meta-data. In our prior work we have proposed a
video scene model in which videos are continuously augmented with detailed sensor
data such as the current latitude and longitude (gained from GPS) and camera
viewing direction (obtained through compass) [3]. The flowchart of GRVS is shown
in Figure 3.2. This figure illustrates the input data and the output data streams.
The data flow diagram (DFD) is complementary with the architecture figure, and
the input data includes meta-data (GPS, compass and video information files), real
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videos, and the query window. Additionally, the output data is composed of the
query results which show the queried meta-data associated with the videos. Most
of the data flow is very obvious except for the combining-data part because the
frequency of sensor devices is different. In our setup, fGPS = 1 sample/sec, fcompass
= 40 samplels/sec, and fvideo = 30 samples/sec. Therefore we match each GPS
entry with the closest video frame timecode and compass direction [3].
Figure 3.2: Data flow diagram of geo-referenced video search.
We have implemented the engine using the following open source software: XAMPP
(Apache, MySQL, PHP and Perl), Wowza Media Server, and Flowplayer [39]. In
addition, the languages are C, C++, JavaScript and PHP. Furthermore, the tech-
nologies used are Ajax, HTML 5, IFRAME shim [29], Google API, KML, XML and
Drawing Graphics with Canvas.
3.2 Data Acquisition
To collect geo-referenced video data we implemented a light-weight acquisition
software [3] that can concurrently acquire video, GPS and compass sensor signals
while running on a laptop computer. Based on Microsoft Windows and its Di-
rectShow filter architecture, different video formats are potentially supported. As
mentioned before, this software is implemented in the previous work. Another proto-
type is implemented on an Apple iPhone 3GS handset which provides the necessary
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built-in GPS receiver and compass functionality. This is developed by Mr. Guanfeng
Wang, and similar prototype with Android is developed by Mr. Beomjoo Seo. These
two phone based applications are more convenient than the PC based application.
These three prototypes are shown in Figures 1.2, 1.3, and 1.4. According to
these applications, we can capture the videos with related meta-data including GPS,
compass and video timecode. A Canon VIXIA HV30 camera, an OS5000-US solid
state tilt compensated 3-axis digital compass, and a Pharos iGPS-500 GPS receiver
constitute Figure 1.2. Particularly, the camera is used to acquire MPEG-2 encoded
high-definition video via a FireWire (IEEE 1394) connection. The compass is used
to obtain the orientation of the camera, and the GPS receiver is to acquire the
camera location. This acquisition software records the geo-references along with the
MPEG-2 HD video streams. The system can process MPEG-2 video in real-time
(without decoding the stream) and each video frame is associated with its viewable
scene information. In our experiments, an FOV was constructed once every second,
i.e., one FOV per 30 frames of video. In addition, with iPhone application, to engage
and control the built-in GPS receiver and magnetometer, we make use of the Core
Location Framework in iPhone OS Core Services Layer. Location data consists of
longitude and latitude and we can regard the position of the mobile phone exactly as
the position of the camera. For the orientation information, however, we discovered
an interesting difference between the true pointing direction and the device heading.
Therefore, our iPhone application can fetch the accelerometer data from the UIKit
Framework to determine an adjustment and ensure that the data that is recorded
represents the camera’s direction, even when the phone is held vertically. The user
interface of iPhone application is shown in Figure 1.3. Furthermore, the Android
prototype is demonstrated in Figure 1.4. With mobile phone applications, it can
expand our data set. Based on large data set, our experiment results will be more
convinced.
To obtain some experimental data sets, we mounted the recording system setup
on a vehicle and captured video along streets. We recorded two sets of video data:
(i) one in downtown Singapore and (ii) one in Moscow, Idaho. During video capture,
we frequently changed the camera view direction. The acquired data set contains
many video clips, ranging from 3 to 21 minutes in duration. At one second interval
an FOV was collected, resulting in considerable FOVs in total.
3.3 Database Implementation
The meta-data is stored in the MySQL database. When the user uploads videos
with meta-data into the GRVS system, the meta-data is processed automatically
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and the viewable scene information is stored in the database. Our design can adapt
to a variety of sensor meta-data information as is shown in Table 3.1. The attributes
shown in this table can be applied into 2D and 3D FOVs. As shown in Figure 1.1
model (a), heading (the 2D direction), latitude, longitude, R (radius) and viewable
angle are composed to 2D FOV. On the other side, model (b) in Figure 1.1 shows 3D
FOV, the only difference is the 3D direction which is comprised of heading, roll and
tilt. The collected 3D data basically represent the camera direction and location as
a vector which describes a 3D field-of-view (FOV ).
Once a query is issued, the video search algorithm scans the FOV tables to retrieve
the video segments that overlap with the user-specified region of interest. Because of
the irregular shapes of FOVs, we implemented several special-purpose MySQL User
Defined Functions (UDFs) to find the relevant data. A separate UDF is implemented
for each query type. Our initial search engine prototype supports two query types:
spatial range queries (the query is a rectangular region) and trajectory queries (the
query is a trajectory). The system architecture is flexible such that we can enhance
the search mechanism and add support for other query types in the future. The
video search algorithm is explained extensively in our prior work [3]. One current
limitation is that only searches in 2D space are supported. Because of this, the
altitude parameter is not implemented. In other words, the search is still performed
on the 2D data for 3D search engine, however the results shown in 3D environments
are applied with the 3D sensor data.
filename Uploaded video file name
〈Plat, P lng〉 <Latitude, longitude> coordinate for
camera location (read from GPS)
altitude The altitude of view point (read from
GPS)
theta Camera heading relative with the
ground (read from compass)
R Viewable distance
alpha Angular extent for camera field-of-
view
tilt Camera pitch relative with the ground
(read from compass)
roll Camera roll relative with the ground
(read from compass)
ltime Local time for the FOV
timecode Timecode for the FOV in video (ex-
tracted from video)
Table 3.1: Schema for 3D field-of-view (FOV ) representation.
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3.4 2D Search Engine
Figure 3.3: Geo-referenced 2D video search engine web interface.
The following sections describe the 2D geo-referenced video search engine in detail.
The implemented environment is Google Maps which is a 2D web-based mapping
tool (map) to view real world.
3.4.1 Web Interface
The map-based query interface allows users to visually draw the query region.
The results of a query contain a list of the overlapping video segments according
to the user-specified region of interest. For each returned video segment, we have
displayed the corresponding FOVs using Google Maps. To reduce clutter, we draw
the FOVs every two seconds. The user can watch the video clips through this 2D
environment. Note that the video server precisely streams the video section that
is shown in the query region, not the complete video file. During video playback,
the FOV whose timecode is closest to the current video frame is highlighted on the
map. Each FOV is associated with a video frame timecode, which ensures a tight
synchronization between the video playback and the FOV visualization. A sample
screen shot of the web-interface is shown in Figure 3.3.
We have implemented the web interface using JavaScript and the Google Maps
API [15]. For video playback, we have introduced the Flowplayer [39] which is an
open source flash media player. The video files were transcoded into flv format or
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mp4 format. Note that our search engine implementation is platform independent.
We successfully deployed our search engine on both Linux and Windows servers.
Applying Google API to draw query window (in our case is the rectangle) and show
pie slices is a good strategy to implement our system. Users can watch videos with
corresponding sectors which can identify the region overlapped with the video scene.
The technologies of drawing a rectangle are “GLatLng”, “GMarker”, “addOverlay”,
“removeOverlay”, “setPoint”, “savePoint”, “GPolyline”, and all of them are Google
API [15]. Showing pie slices is achieved by function “drawCircle” which is also
Google Maps API. Therefore, we do not describe in detail here.
3.4.2 Communication between Client and Server
In our system, exchanging data between the client and server is very important.
The main technique in this client-server interaction is coded with Ajax. Ajax tech-
niques are used to send the query window to the backend applications and to retrieve
the query results to the frontend applications. With Ajax, web applications can ob-
tain data from the server asynchronously in the background without interfering with
the display. At the same time, because of the properties of Ajax, we can establish
a dynamic interface for the web page [67]. The communication with the MySQL
database and the UDFs is provided via PHP. Furthermore, the meta-data is pro-
duced as an XML file shown in Figure 3.4. According to this figure, the meanings of
each data are quite clear. The data included in “<show>” forms field of view which
also means the pie slice shown in Figure 3.3. Additionally, the data in “<video>” is
applied to extract video segments. In 2D search engine, the Flowplayer and Wowza
Media Server can achieve this based on the start and end time.
3.4.3 Video Management
The format extracted from our data acquisition software is MPEG-2. However,
the size of videos of this format is very large which is unbefitting in real applications.
Therefore, it is more reasonable to transform MPEG-2 to FLV format. In addition,
the quality of FLV videos is not bad, and the size is much less than before. The tool
used to convert the video is FFmpeg which is a cross-platform software. Furthermore,
FFmpeg is a very fast video and audio converter [11]. If the network condition is
good, we will use original format to avoid the complexity of converting large size of
videos.
To play flv files, the Flowplayer is a perfect player to achieve this [39] which is an
open source video player and can be used to embed video streams into our web pages.
Furthermore, playing video segments and showing a playlist can be implemented


















Figure 3.4: Sensor meta-data exchanged between client and server. The XML file
includes GPS coordinates, compass heading, radius, view angle, and video segment
information (start time, duration, and video file name).
server, showing video segments cannot be accomplishable. With this reason, Wowza
Media Server was introduced, and this is the only proven high-performance and
the first unified media server [69]. The Wowza Media Server allows stream of video
content, similar as the Adobe’s Flash media server. Using this combination of media
server and video player, any segment within a video, specified by starts and end
timestamps, can be played. We use this feature to extract the most relevant clips
from videos which may potentially be very long and cover a large geographical area.
3.5 3D Search Engine
The following sections systematically present the 3D geo-referenced video search
engine, especially for the differences between the 2D and 3D search engine. In 3D
search engine, the primary environment is Google Earth instead of Google Maps.
However, we still need Google Maps to aid in specifying query region.
3.5.1 Web Interface
Perspective video, i.e., transforming video from a 2D plane into a projected plane
in a 3D virtual space in accordance with the user’s viewpoint, is one of the major
tasks for web-based video overlapping applications. In this domain, there exist
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several viable solutions:
• Existing plug-in-based Rich Internet Application (RIA) technologies such as
Adobe Flash and Microsoft Silverlight support 3D video rendering capabilities.
While available for rapid prototyping, these environments require overlapped
web services to provide corresponding RIA-compatible APIs.
• Pixel-level image transformation is also a feasible solution, but it requires
significant client-side processing power.
• A Cascaded Style Sheets (CSS) 3D transform has been proposed by Apple Inc.,
and it is now under development by the W3C CSS level 3 [51]. This method
transforms the coordinate space of a video element through a simple change
of its transform properties.
• An IFRAME shim can establish a layer on top of the Google Earth web browser
plug-in (or other web pages). The IFRAME can aid in the process of rendering
videos, and is flexible in any environment. Without this technology, we cannot
watch the videos with an appropriate viewpoint.
Considering both practicality and feasibility, we choose the IFRAME shim ap-
proach as our main technique to overlay 3D perspective video. Hence, when the
viewing direction changes by a certain angle, either the video changes accordingly
or the Google Earth background moves to match the 3D orientation. Furthermore,
the camera trajectory will also be shown in the 3D worlds. With the presentation of
the trajectory, the users will explicitly follow the camera movement associated with
the video.
Figure 3.5 shows the video results using our 3D Geo-Referenced Video Search
engine. As can be seen, the web browser interface embeds Google Earth and Google
Maps on the same page. Superimposed on top of Google Earth are our 3D perspec-
tive video segments, while in the lower left bottom is the tour progress bar. The
indicator in the progress bar points out the corresponding position within the time
interval.
In Google Earth, the number of modeled 3D buildings varies among different
cities, but overall the number is steadily increasing. When 3D building structures
exist, we can more convincingly overlay the captured video with the virtual world.
When viewing these buildings we see whether the scene in a video matches the same
position in the virtual world. We can also observe how accurate these 3D buildings
have been modeled. One of the challenges in virtual environments is that it may
not be very easy to specify the user’s region of interest (i.e., the query area). For
example, currently Google Earth does not support the specification of a spatial query
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Figure 3.5: Geo-referenced 3D video search engine web interface showing multiple
videos simultaneously.
rectangle to delineate a search area. For this reason – and because a query area is
more naturally expressed in 2D – we use Google Maps to let a user select a query
window. The search results are then shown properly placed in Google Earth.
There are a number of techniques applied in our web interface. To embed Google
Earth and Google Maps in the same web page, we use Ajax. To implement the
interaction between Google Earth and Google Maps interfaces, we introduce the
google.earth namespace, the GEView interface, and the Maps API GPolygon [14].
The specific details of each technique are given below.
• The google.earth namespace contains global functions to support to the use of
the Earth API interfaces. We attach a listener to Google Earth for a specific
event, which means that if Google Earth moves, the program will be aware of
the movement and simultaneously move Google Maps.
• The GEView interface checks the view behavior of the observer camera in
Google Earth. There is a function that can return a global view region. It is
noteworthy that the returned region may not be very accurate because it will
be larger than what is strictly visible.
• Maps API GPolygon is an interface to create a polygon in Google Maps.
Through this the users directly gain a view of the query region.
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3.5.2 Communication between Client and Server
Similar as Section 3.4, 3D search engine also needs communication between client
and server. In addition, the main technique is still Ajax. However, the data format
or files exchanged between client and server are different. The meta-data of query
results is stored in a KML file and an XML file. Firstly, the KML file allows auto-
matically invoke an animated tour through Google Earth. This is a relatively new
capability of Google Earth that can automatically traverse the background of the
environments. Secondly, the XML file includes view angles, position information,
start time and end time of video segments, and video file names.
The XML file format is shown in Figure 3.6, and the only difference is when there
is more than one video. According to this figure, on the client side, the users can
watch at most four videos at the same time. The video length is different, and the
video clips will be automatically displayed. When one video completes, it will be
marked as finished and other videos will continue to play until finished.
In addition, a KML file will be produced when the server send the query results
to the client. The explanation of the KML is shown in the following:
• The data inside “<gx:Tour>” shows the tour in Google Earth. In other
words, the system can automatically tour in the environments through tour
tags. Tours are constructed by placing specific elements, in order, into a KML
file [50].
• The data within “<LookAt>” tags defines the view of a virtual camera look
at the objects. As described in [50], “in Google Earth, the view “flies to” this
LookAt viewpoint when the user double-clicks an item in the places panel or
double-clicks an icon in the 3D viewer”.
• In “<gx:Wait>”, the number indicates the wait duration.
• The data encompassed in “<Placemark>” is for trajectory. Through this
trajectory, users can easily see the accurate position of the tour.
3.5.3 Video Management
HTML 5 video is the main video technique used in this 3D search engine, and
it becomes the new standard way to show videos online. However, it has been
impeded by lack of agreement with video format. The video format of HTML 5 is
very varying of different web browsers. For example, using Ogg Theora format with
Mozilla Firefox browser, H.264 format with Safari browser, and Google Chrome can
support both of them [67].
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3D Perspective Video
In 3D geo-referenced video search, the presentation of video with a 3D perspective
on top of Google Earth is a very complex issue. Besides, it only can be implemented
with HTML 5 video. The main technique is Drawing Graphics with Canvas of
JavaScript. Canvas.drawImage() is the most important API which can get the
contents of specific HTML 5 elements and use a canvas to put them in. Additionally,
handling videos means copying them into a canvas element and manipulating or
processing video frames during runtime. However, it consumes much CPU during
processing. For instance, a computer with an Intel(R) Core(TM) 2 Quad processor
and 4G RAM, this program costs 25 percent of CPU.
Despite the code is not efficient, we still refer it because this is the exclusive
example implemented in Windows instead of Mac OS X. To make the program
more effective, it follows like: [Video playing]→[Draw Video onto Canvas 1] →[Draw
fragments of Canvas 1 onto Canvas 2]. The reason of implementing this is copying
pixel data without video tag is very expensive, and so as drawing into a temporary
canvas. Therefore, using a final canvas to get from temp canvas is more quickly than
using video tag to repeat. Furthermore, Canvas.drawImage() + matrix transforms
are helpful and efficient compared with getPixel() and setPixel() [8].
Video Segments
For video segments, same as in the 2D search engine, we show video clips instead
of the whole videos respected to the query results. This is because if we query in a
certain region, and most of time only the video segments intersect with this region,
then we would like to display video segments to increase the efficiency. One solution
is to divide the whole video into several video segments. However, for each query,
dividing videos increases the complexity. In consideration of this, we find a way to
solve this: using seek time, an attribute of HTML 5 video. When the client receives
start time and end time of a video segment, the server can stream the video clip.
Then we embed the start time into url and use the attribute of url to split and
extract the time. For the end time, we add an listener named “addEventListener”
with an attribute “timeupdate” and a function “stop”(the end time). This function
can monitor the event, when the time updates, the system react with certain status.
A very important attribute is “currentTime”, and this can compare with end time.
According to these techniques, we can obtain video segments without cutting the
videos into pieces. Some other attributes: “pause”, “play”, “load”, and forth are
also used in our program [16].
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3.5.4 The Algorithm for Presentation of Multiple Videos
We have proposed an algorithm to compute a viewpoint of multiple videos. Most
of time, the query results contain multiple videos, then we need to consider how to
present these videos.
The viewpoint may show one, two, three, or four videos. More than four videos
shown simultaneously is not a good idea, therefore, we only consider the cases with
no more than four videos. The reason is that if there are too many videos showing at
the same time, it will confuse the users. Based on the user study, four videos shown
simultaneously is more than enough. Supposing that there are too many videos, the
users will feel difficult to decide which one to watch.
To deal with two videos or more, we have different rules. One video is regarded
as a 2D straight line which is composed of the camera location and direction infor-
mation. Based on this consideration, we can calculate a viewpoint for two videos
with the intersection of the two straight lines. However, in fact, it is not enough
to just consider with the intersection of two lines because sometimes there is no
intersection between two lines, sometimes the intersection is too far away from the
camera location, and sometimes the intersection is out of range which means the
scene viewed from the intersection is somehow the opposite direction of the original
direction.
According to the different situations, we have come up an algorithm to calculate
the viewpoint:
Firstly, when the tangent of direction does not exist, which means the angle is
either 90 degrees or 270 degrees, there are still many situations we need to consider:
one issue is parallel, one is the intersection is too far away from the original camera
position, one is out of range, and another one is the quadrant. As shown in Fig-
ures 3.8(a) and (b), these are some instances of parallel. Figure 3.8(c) shows the
situation for the intersection is far away from two camera positions, and then we
move the viewpoint near to the original camera position. Based on this operation,
the viewpoint trajectory is smoother, and the video scene can be seen in this rea-
sonable viewpoint. Furthermore, in (d), it is the situation for out of range, our line
is radial and therefore, the intersection is not in the range of the radial. In such
situation, we just calculate the intersection, and mark the video as indicating the
wrong or opposite side of the background for this video. Finally, in (e) and (f), to
plus or minus a certain distance depends on which quadrant it is in.
Secondly, when the directions are in the same or opposite for both videos and
the angle is neither 90 degrees nor 270 degrees. In the same direction, the only
consideration is quadrant. The different situations are shown in Figure 3.9, there
is no intersection between the two lines. On the other hand, as the directions are
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opposite, there is no intersection either. Figure 3.10 shows different situations when
the directions of two videos are opposite. Figure 3.10(a) demonstrates the case
when the viewpoint is not in the radial of two videos, and we obtain the viewpoint
and present the videos as the opposite of the scene. As shown in Figures 3.10(b)
and (c), the scene watched from the viewpoint in (c) is better than in (b). We
obtain the midpoint of two videos, and plus or minus a certain distance of this point
depends on the direction of videos. There is a tradeoff between the correctness and
smooth trajectory. If we just ignore one video which is not good to present, it will
dynamically change the number of videos and the trajectory will not be smooth.
Our choice is to keep the videos based on the user study.
Finally, besides the above situations, there are many other general cases with
intersection of two straight lines. Equation 3.1 is the equation for a straight line,
“y” means the parameter of vertical axis, “x” means the parameter of horizontal
axis, “dir” means the angle of this line, “tan(dir)” means the gradient of the line,
“py” means the value of vertical axis for a specific point, and “px” means the value
of horizontal axis for the specific point. With two straight lines, we can calculate the
intersection using Equation 3.2 and Equation 3.3. In these equations, “x” means the
value for the intersection of horizontal axis (latitude) between two lines, “y” means
the value for the intersection of vertical axis (longitude), “py0” and “py1” is the value
of vertical axis, “px0” and “px1” is the value of horizontal axis, and “tan(dir0)” and
“tan(dir1)” is the gradient for each line. Based on these equations, we can calculate
the viewpoint. However, it is not enough because there are many special cases as
similar as in Figure 3.8. Figure 3.11 shows the general cases for two videos, (a),
(b), and (c) presents the cases when the directions for two videos are in the same
quadrant, (d), (e), (f), (j), (k), and (l) presents the cases when the directions for
two videos are in the adjacent quadrant, and (g), (h), and (i) presents the cases
when the directions for two videos are in the opposite quadrant. We can ignore the
parallel case in this condition, and consider the case of intersection is too far away
from the original camera position, the case for out of range, and another case for
the quadrant. The best situation for multiple videos is shown in Figure 3.12. Based
on our algorithm, users can simultaneously watch multiple geo-referenced videos.
y = tan(dir) ∗ x+ py − tan(dir) ∗ px (3.1)
x =





(py0− tan(dir0) ∗ px0) ∗ tan(dir1)− (py1− tan(dir1) ∗ px1) ∗ tan(dir0)
tan(dir1)− tan(dir0)
(3.3)
In many cases, we have some rules to present the videos which are under the
consideration of correctness, efficiency and effectiveness. Algorithm 2 shows the
high level description of our algorithm. The details are described in the above
paragraphs and the detailed algorithms are shown in Algorithm 3, Algorithm 4,
Algorithm 5, and Algorithm 6. On the whole, if two directions are parallel or too
far away from the original camera position, then obtain the viewpoint according to
plus or minus a certain distance, if the viewpoint is out of range, then the viewpoint
is the intersection or plus or minus a certain distance, and in general cases, calculate
the viewpoint according to different quadrant.
Input: Location Information of Two Videos (px0, py0, px1, py1),
Direction Information of Two Videos (dir0, dir1)
Output: Viewpoint
1 if dir0=90 OR dir0=270 OR dir1=90 OR dir1=270 then
// the direction is either 90 degrees or 270 degrees
2 Algorithm 3;
3 end
4 else if dir0=dir1 then
// the directions of two videos are the same
5 Algorithm 4;
6 end
7 else if abs(dir0-dir1)=180 then







Algorithm 2: Calculation of the viewpoint of two videos.
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Input: Location Information of Two Videos (px0,py0,px1,py1), Direction
Information of Two Videos (dir0, dir1)
Output: Viewpoint
1 if parallel then
// the directions of two videos are parallel
2 Plus or minus a certain distance;
3 end
4 if too far away then
// the intersection is too far away from the original
camera position
5 Plus or minus a certain distance;
6 end
7 if out of range then
// the intersection is out of range
8 Keep the intersection, and indicate the video as opposite side of the
background;
9 end
10 if general then
// consider the quadrant
11 Keep the intersection or plus or minus a certain distance;
12 end
Algorithm 3: Calculation of the viewpoint when the direction is either 90
degrees or 270 degrees.
Input: Location Information of Two Videos (px0,py0,px1,py1), Direction
Information of Two Videos (dir0, dir1)
Output: Viewpoint
1 Obtain the viewpoint according to different quadrant as in Figure 3.9;
Algorithm 4: Calculation of the viewpoint when the direction is the same.
Input: Location Information of Two Videos (px0,py0,px1,py1), Direction
Information of Two Videos (dir0, dir1)
Output: Viewpoint
1 if out of range then
// the viewpoint is not in the radial of the videos
2 Plus or minus a certain distance, and indicate the video as opposite
side of the background;
3 end
4 if general then
// consider the quadrant
5 Plus or minus a certain distance;
6 end
















































Figure 3.6: Sensor meta-data exchanged between client and server. The XML file
includes GPS coordinates, compass heading, radius, view angle, and video segment
















































Figure 3.7: Sensor meta-data produced by server, and invoked by client. The KML
file includes GPS coordinates, compass heading, waiting time, and trajectory.
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Figure 3.8: Different situations when either of the direction is 90 degrees or 270
degrees.
Figure 3.9: Same direction for two videos to compute viewpoint.
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Figure 3.10: Opposite direction for two videos to compute viewpoint.
Figure 3.11: General case for two videos to compute viewpoint.
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Figure 3.12: Best situation to compute viewpoint of four videos.
Input: Location Information of Two Videos (px0,py0,px1,py1), Direction
Information of Two Videos (dir0, dir1)
Output: Viewpoint
1 if too far away then
// the intersection is too far away from the original
camera position
2 Plus or minus a certain distance;
3 end
4 if out of range then
// the intersection is out of range
5 Keep the intersection, and indicate the video as opposite side of the
background;
6 end
7 if general then
// consider the quadrant
8 Keep the intersection or plus or minus a certain distance;
9 end




To identify the accuracy of our algorithm, we have established an experiment and
tested with different situations. We have implemented this algorithm with C++ in
order to easy to debug and visually present the trajectory. However, to figure out
the correctness of our system, we move this algorithm back to the server side. In
the following parts, we have presented the experiment results, and also shown the
discussion and analysis of our algorithm.
4.1 Experiment Design
We have run the system with one, two or three video query results. With running
the PHP code, we have recorded the query window (the longitude and latitude in-
formation) to manually run our C++ code with Windows Programming. According
to different number of videos, the trajectory will be shown on the window which can
identify our algorithm. In addition, with the web interface, we have recorded the
location (the position of query rectangle) with different video number, and manu-
ally move the query window to the specified location. After that, click the “Query”
button, and the system will return the query results with the expected number of
videos. Then we can obtain the screen shots, and visually compare the results of
different number of videos.
There are only a few videos in our system. In other words, the meta-data is not
very large in our database. Then it is not difficult to manually test our system with
specified number of videos. However, in the future, our system will be mature, and




Our query results are composed of several videos and FOV information, and we
have proposed an algorithm to show multiple geo-referenced videos. The time dura-
tion is different for different video clips. To deal with this situation, when one video
finish to play, it will stay there until other videos finished. As can be seen in Fig-
ure 4.1, Figure 4.2, and Figure 3.5, our multiple videos can be shown simultaneously
and with the KML file, we can dynamically present the viewpoint. Using the tour
tag can move the background to the suitable position and match the video scene. In
these figures, the left side is the Google Earth, on top of it is the balloon which is
the marker to indicate the viewpoint, the bar at the left bottom corner is the tour
time identifier, and the videos are on the IFRAME shim which seems like the scene
with white background. In addition, on the right side, it is the Google Maps. Using
this map, we can specify the query window, and the server can send the results back
to the web interface.
Figure 4.1: Showing one geo-referenced video.
For simply debugging, we have implemented our algorithm with C++, and in
Figure 4.3, we have shown the trajectory of three videos for different cases. In this
figure, the black circle is the viewpoint we obtained and the different colors show
the trajectory and the direction. Besides, the different colors present the different
videos. In (a), it is the trajectory without viewpoint which is used to compare with
others. To visualize our results, we have mapped the trajectory to 600*800 window
because the location difference is very small to see. Based on our algorithm, we have
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Figure 4.2: Showing two geo-referenced videos simultaneously.
presented the viewpoints in (b) which is under consideration of different conditions.
In addition, the intersection is too far from the camera positions but we did not deal
with it in (c), and in (d), we have not solved the problem when the intersection is
out of range. Comparing the different situations, in (c) and (d), the viewpoint is
very far from the camera positions. In our algorithm, we have handled this problem
which makes our trajectory smoother.
4.3 Discussion and Analysis
According to our experiment results, we can conclude that our algorithm is not so
bad to present multiple geo-referenced videos. Figure 4.1, Figure 4.2, and Figure 3.5
show the experiment results, and the scene in the videos and the buildings in the
3D environment is not totally matched. The first reason is our sensor data is not
correct enough, and the second reason is that our IFRAME shimmer is fixed. At very
beginning, we would like to dynamically change the position of IFRAME shimmer,
however, according to the experiments, we have decided to show fixed IFRAME
shimmer. Otherwise, if we dynamically change the video position sometimes it will
overlap two videos. In addition, this will decrease the efficiency of our system.
Besides, to make our system more effective, we estimate the location and heading
information for every ten seconds. Nevertheless, the results are amazing to show
multiple geo-referenced videos with Google Earth.




Figure 4.3: The trajectory of three videos for different cases.
four videos, how to match the screen position with the GPS coordinates, and how
to indicate the videos who is out of range. Firstly, we have not too many videos in
our database, therefore, we just do our experiments with no more than four videos.
However, when the videos become more and more, it is necessary to figure out how
to deal with more than four videos. This can be achieved by clustering these videos
into groups with no more than four videos in one group. Secondly, as in Google
Maps, there is an API called “fromLatLngToDivPixel” that can convert the latitude
and longitude to screen position [15]. However, in Google Earth, there is no such
API, then we just sort the GPS position information and allocate the videos to
the corresponding IFRAME shimmer based on the sort results. Finally, we can use
different background color or some text to identify the videos which are out of range.
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On the whole, our algorithm to compute the viewpoint based on the multiple




Challenges and Future Work
5.1 Challenges
Our study presents a novel approach which can automatically locate and display
videos in 2D and 3D environments. Some encouraging results are shown in the
previous chapter. However, there are still some remaining challenges which need to
be addressed in our future work. Below we list a description of five specific issues
that we faced in our current research and required further development.
First, the acquired sensor data in our case was not using the same coordinate
system as Google Earth or Google Maps. Therefore, the data needs to be converted
so that it is compatible with systems such as Google Maps and Google Earth. Our
experimental GPS sensor data information is based on a format of degrees, minutes,
and seconds. However, the longitude and latitude in Google Earth uses a decimal
degree format as represented by the WGS84 coordinate system [13]. The broader
issue here is that multiple coordinate systems need to be supported and data needs
to be correctly identified and converted to support large-scale video acquisition and
applications.
Second, the sensor values in our experiments are essentially noisy sometimes.
Hence, the problem of data quality is required further study. For example, a signal
interpolation method or an error correction method may be helpful in our work.
Moreover, capture video in a good weather condition is also recommended for reach-
ing a high quality. Another issue is the registration accuracy of 3D buildings in
Google Earth (or other virtual worlds). Furthermore, the 3D datasets are far from
complete and only a few cities have extensive 3D structures in Google Earth. If
there is a missed 3D building model in the virtual world, then a visual mismatch
will be occurred between video and 3D world in that area. This may ruin a user’s
navigational experience. However, we assume that in all of our scenarios most 3D
buildings are well modeled.
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Third, as mentioned earlier, current user interfaces are mostly designed for 2D
environment. This makes it difficult for the user to specify a 3D query region using
existing interfaces. In our prototype, we use Google Maps to acquire the querying
area. In future work, a full 3D query input is necessary in our system. Moreover,
playing videos in the 3D scene at the right location is also a challenging work. More
specifically, we want to see multiple videos moving with the location identifier. The
algorithm of matching the screen position (the iframe shimmer position) with loca-
tion information (the longitude and latitude information in Google Earth) should
be more sophisticated. Otherwise, the videos cannot match the objects in the envi-
ronment which will provide bad experiences to users.
Fourth, there are many different scenarios for presenting multiple geo-referenced
videos. However, not all of these scenarios can be correctly presented due to visual
contradiction. There is a tradeoff for each situation. According to user study and
application feasibility, some practical rules were settled as described in previous
chapter. Additionally, as a future work, the code efficiency and a friendly interface
should be considered. For example, if many videos need to be shown simultaneously,
then the network bandwidth may be an important issue to be considered. In such
case, we may ignore the distant videos and down-sample all playing videos to an
appropriate resolution.
Finally, there is a practical challenge of displaying overlapped videos in an en-
vironment such as Google Earth. Although some existing image and video editing
interfaces were designed for supporting geo-location information, they are still not
well-fitted for our work. For example, currently the interface in Google Earth only
show YouTube videos which are specified by some URL. In our work, we require a
more flexible interface which can let user make a selection of IFRAME shim method
instead of using Google Earth’s API. On the other hand, we use our own media
server which can manipulate the source video clips by applying various operations.
However, a current limitation is that we cannot perform 3D perspective transfor-
mation of the videos. With the technique of IFRAME shim under Mac OS X, we
believe we can solve this problem in Google Earth with the latest webKit.
5.2 Future Work
Our study will focus on 3D environment with 3D query method in the future.
In present, some follow-up work was under constructing and we list them below:
first, the completion and extension of current work; second, a proposed 3D query
method to achieve 3D geo-referenced video search; at last, a video quality adjustment
technique according to the network condition.
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5.2.1 Complete and Extend Previous Work
Though our work can already achieve a good enough performance, we still believe
there is room of improvement in the following three areas:
• The meta-data is not very accurate, therefore acquiring more data is very
necessary. In addition, the precision of GPS and compass depends on the
weather. According to this, we need to acquire data during a clear day. If the
data is accurate, then we can figure out whether our code is correct.
• The matching between the position of the presented videos and the position of
virtual models in 3D environment is another challenged problem in our work.
To achieve this, the screen position of IFRAME Shim with corresponding
GPS location information is required to be accurately computed, especially
for presenting multiple videos. We have shown some tentative methods in the
previous chapter. More sophisticated method was under developing.
• A more functional video presenting system is under designing. We can improve
the system to achieve 3D perspective transformation of videos. Apple Inc. has
proposed a Cascaded Style Sheets (CSS) 3D transform. CSS is robust enough,
but it is not applicable for all the browsers. In addition, this technique is a
part of WebKit which allows you to show elements 3D space using CSS [51].
Maybe all the browsers will eventually support this technology, and we can
adopt it. Otherwise, we should propose a more efficient algorithm to suit our
search engine.
5.2.2 3D Query Method
Our preliminary work is based on 2D search method just like input a 2D query
window in Google Maps and present video results with corresponding meta-data on
top of Google Earth. This will make user confused because our presentation is in
3D environments. However, the query method is still in 2D. Therefore, we need to
bring up a fully 3D query method using our 3D FOV just as Figure 1.1 model (b).
Furthermore, we will propose a new algorithm to develop the query, and based on
2D method, we can further extend to 3D.
5.2.3 Adjustment of Video Quality
No matter how many videos shown simultaneously, we need to consider the net-
work’s limit. As the growing number of geo-referenced videos, it is very common
that multiple videos were retrieved from a single query. Therefore, changing the
video quality dynamically according to the network condition is necessary. We also
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observed that most users can tolerate low quality videos during multiple video nav-
igating experience. Hence, in the future, we will improve our system by adjusting





We have implemented a web-based video search engine - GRVS to retrieve the
georeferenced videos and present these videos in 2D or 3D environments. In ad-
dition, we have proposed an algorithm to compute viewpoint for multiple videos.
Multiple videos can be presented simultaneously base on our viewpoint computa-
tion result. Since the virtual objects in the virtual worlds can be accurately matched
to the video scenes, our system can provide pleasable virtual navigation experience
to users. In this thesis, Chapter 2 presents a literature survey, and shows some ad-
vanced techniques related to our research area. Chapter 3 shows an overview of our
system. It provides a detailed description of designation as well as implementation
of a georeferenced video search system in 2D and 3D environments. Sequentially,
Chapter 4 describes the design and results of the experiments to show the correctness
and effectiveness of our algorithm. At the same time, the discussion and analysis of
our system are also presented. Next, Chapter 5 shows the future challenges in our
research. For each problem, we give a brief explanation for the cause and provide
possible solutions. Finally, Chapter 6 draws conclusions and contributions of the
thesis.
Using GRVS, users can search for the videos that capture a desired region of inter-
est. Using our novel search technique, highly accurate search results are guaranteed
base on our visual scene model. The map-based and earth-based interface enhanced
the visual perception and provides the user an intuitive experience of geo-location
through video presenting. With 2D search engine, everything works satisfactorily.
Our sample website can be accessed at: http://geovid.org/Query.html.
With 3D search engine, we are able to demonstrate automatic placing of videos
into three-dimensional coordinate system in Google Earth and the result is very
promising. There still remain some challenges to overcome, such as the sensor ac-
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curacy of our collected dataset due to weather conditions and other environmental
effects. However, most of the data can be fully automatically placed correctly in our
experiments. This is crucially important for large-scale datasets processing. Our
algorithm of presentation of multiple videos is shown in Chapter 4.
6.2 Contributions
To summarize this thesis, our major contributions were listed in the following:
• Provide a detailed literature review of related work in our research area. Learn-
ing from these literatures, we can further extend our system, and make our
results more efficient and accurate.
• Describe designation and implementation of 2D/3D geo-referenced video search
engines to visually validate our search engine model.
• Propose an algorithm which displays multiple geo-referenced videos in a plau-
sible way.
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