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Traditionally, the last step of edge detection algorithms, which is called scaling-evaluation, produces the final output classifying
each pixel as edge or nonedge. This last step is usually done based on local evaluation methods. The local evaluation makes this
classification based on measures obtained for every pixel. By contrast, in this work, we propose a global evaluation approach
based on the idea of edge list to produce a solution that suits more with the human perception. In particular, we propose a new
evaluation method that can be combined with any classical edge detection algorithm in an easy way to produce a novel edge
detection algorithm. The new global evaluation method is divided in four steps: in first place we build the edge lists, that we have
called edge segments. In second place we extract the characteristics associated to each segment: length, intensity, location, and
so on. In the third step we learn the characteristics that make a segment good enough to become an edge. At the fourth step, we
apply the classification task. In this work we have built the ground truth of edge list necessary for the supervised classification.
Finally, we test the effectiveness of this algorithm against other classical algorithms based on local evaluation approach.
© 2019 The Authors. Published by Atlantis Press SARL.





The edge detection technique is deserving an increasing attention
in image processing. There is a huge class of algorithms that deal
with this technique, but key formal/mathematical definitions are
still needed. [1] The main goal of these edge detection algorithms is
to identify those pixels with significant changes in their intensity—
or more generally in their spectral information—respect to its pix-
els neighborhood.
ID:p0085
In order to find these significant changes in an image, there are some
algorithms that build their solution only by means of the informa-
on the intensity changes of each pixel in a gradual way—or fuzzy—
depending on the strength of the brightness gradient, for example.
Once these intensity changes have been calculated, they classify the
pixels as edge or as a nonedge, bymeans of some classical threshold-
ing process made pixel by pixel. This strategy of decision is usually
ID:p0090
Due to the limitations of this local evaluation, in Ref. [5] was intro-
duced the strategy of global edge evaluation. In that paper it was
introduced the idea of edge list to break the independent decision
made pixel by pixel. In this paper, we will refer to this edge list as a
segment and it represents a collection of edge pixels connected in the
image (see section 3). Nevertheless, similarly to the edge pixels, not
ID:p0065
all segments are good in the sense of segments that detect impor-
tant luminosity changes in the image, being the bad ones those that
mainly represent noise.
ID:p0095
Based on this idea, in Ref. [6] it was presented a nonsupervised
approach based on a fuzzy clustering technique to classify segments
and decide the final edge detection solution. In order to deal with
the segments classification problem in a supervised way, in Ref. [7]
we developed a preliminary work to classify segments. In this paper,
which is a more advance and complete version of Ref. [7], we try
to learn what are the good segments by means of machine learn-
ing (ML) techniques. Nevertheless, any learning process needs a
ground truth of the objects that have to be classified—in this case
they are segments. It is important to emphasize that ground truth
images are done pixel by pixel so it is necessary to build a new
ground truth of segments. In order to do that, first the segments
are built following a similar methodology to the one proposed in
Ref. [5]. Once the segments are built, it is important to note that
we do not know if they are good or bad for an edge detector task
since all the ground truth are specifically designed for pixels and
not for segments. Taking into account this, we decided to build the
ground truth of the segments. This was made by means of com-
puting the true positive (TP) pixels of each segment when match-
ing against humans ground truth. The next step was to extract the
relevant characteristics associated with each segment as the length,
intensity average, dispersion, and position among many others (see
Section 4, Step 2). In the final step we applied different supervised
classification algorithms that allowed the discrimination between*Corresponding author. Email: pflores@ucm.es
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tion provided by adjacent pixels. [2, 3] Some other algorithms focus
addressed as local evaluation [3, 4].
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2. PRELIMINARIES
In this section we remind some concepts related to edge detection
and supervised classification.
2.1. Edge Detection Problems
From a mathematical point of view a digital image I can be viewed
as the set of pixels defined below.
I = {Ii,j,i = 1… , n; j = 1, … ,m}, where Ii,j represents the spec-




in the image. Let us note that we can classify the type of image
taking into account the spectral information associated with each
pixel Ii,j.
• If Ii,j ∈ {0, … , 255} then the image is a grayscale image.
• If Ii,j ∈ {0, … , 255}3 then the image is a color image in the
spectral RGB.
• If Ii,j ∈ {0, 255} then the image is a binary map.
As it has been already pointed out, the main goal of edge detection
algorithms is to detect those pixels in which the intensity change is
significant.
From this idea it is clear that an edge detection algorithm transforms
an image into a binary image. In this binary image, the white pix-
els (or one values) represent those pixels that have been identify by
the edge detection algorithm as edge pixels. From a mathematical
point of view the output of an edge detection algorithm is a func-
tion that converts a digital image into a binary image.Wewould like
to emphasize that most of edge detection algorithms only deal with
grayscale images although there are a high number of algorithms
dealing with color images [8–10].
2.2. Edge Detection Steps
Many edge detection algorithms, follow some steps in order to build
the possible edges of the image. We will use some of these steps to
identify the candidate pixels to be edge, and from these candidates
we will be ready to introduce the concept of segment. Any classi-
cal edge detection algorithm can be summarized with the following
tasks:
1. Conditioning-preprocessing: During this first task the grayscale
version—in our case we will be dealing only with grayscale
images—of the original image I is well prepared for the next
phases of edge detection. Traditionally it consists on smooth-
practice, this phase makes the edges easier to detect. After
this phase, the result is a conditioned image that will be
denoted as Is.





of the image a set of variables that represent the
change in luminosity that suffers its neighborhood. Then from
this step we extract the differences in luminosity along difer-
ent directions, for instance, in the Sobel operator case we are
dealing with two directions. A possibility, in case of grayscale
images, is to use an operator that combines the information (in
some direction) of the adjacent pixels.
Taking into account previous consideration, for a given pixel(
i, j
)
wewill denote byX1ij, …Xkij the characteristics extracted in
this step.
3. Blending-aggregation and thinning: During this phase, aggre-
gating the information of the different features—directions—
extracted into a single value denoted as edginess is most









value Ibfi,j represents the total variation of this pixel. It is com-
mon to represent this matrix as a grayscale image, where each
pixel has its degree of edginess associated (see Figure 1.1 to visu-
alize this concept). In this step it is common as well to apply
methods to help thinning the image.Methods suchs as thewell-
known nonmaximum-suppresion [14]. From now on we will
assume that after this third step we will have a valued thin
image denoted by Ibf.
4. Scaling-evaluation: In this last step, it is necessary to obtain
the final output that will be the binary image Ibin. Tradition-
ally, each pixel has to be declared as an edge or as a nonedge
pixel based on previous information. There exist many ways
to discriminate between edge or not edge in this step. Some of
them are based on thresholding accuracy assessment process
[15]. Other authors [4] defined the concept of continuity and
thinness based on a local edge evaluation method to decide
Pdf_Folio:2
bad and good segments. Finally, and in order to test the effective-
ness of the algorithm here proposed, we tested the edge segment
detection-based algorithm with other classical edge detection algo-
rithms using standard performance measures.
The remaining of this paper is organized as follows: The next
section is dedicated to some preliminaries in edge detection prob-
lems and the evaluation techniques that will be used for the ground
truth construction. The concept of global evaluation based on the
concept of edge segment is presented in Section 3. In Section 4 the
methodology for identifying relevant segments is proposed. Finally,
in the last two sections, we present some results and conclusions,
respectively.
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between them. Other approaches based on Fuzzy Sets [16, 17]
are possible.
2.3. Performance in Edge Detection
Problems
How to evaluate an edge detection algorithm is not a trivial task and
there exist many approaches [18, 19]. In this work, we are going to
follow the boundary-based evaluation methodology developed in
Ref. [20, 21]. The methodology for benchmarking boundary detec-
tion algorithms developed by Ref. [21] is used on the Berkeley Seg-
mentation Dataset (BSDS500). Nevertheless, this dataset of images
was not created specifically for edge detection, but it is been used
for edge detection comparisons these recent years [22]. This dataset
consists of 500 natural images that are divided into a training set
of 200 images, a test set of 200 images and a validation set of 100
ing, denoising, or some other similar procedure [11, 12]. In
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Figure 1
ID:p0170
Differences between local evaluation and global evaluation.
images. Each image of BSDS is accompanied by a set of four to
seven human-made reference boundary maps (see the “Humans
ground-truth” in Figure 2) that serve as ground truth for evaluat-
ing the automatic boundary maps that constitute the output of an
edge detection technique [20]. Given an image I and in order to
compare an edge detection solution Ibin (a binary image) for this
image with the result given by one human ground truth, a match-
ing algorithm is developed to build the TP values and therefore
the confusion matrix. In this matching algorithm a distance thresh-
old 𝛿 is defined to specify the tolerance level to small boundary
localization errors. Then, an unmatched automatic boundary pixel
that lies closer than a distance 𝛿 from a human boundary pixel is
counted as aTP). Otherwise, unmatched automatic boundary pixels
are counted as false positives (FP). And unmatched human bound-
ary pixels are counted as false negatives (FN). Once these values are
obtained, the confusion matrix can be built as well as other accu-
racy measures as the precision (Prec), recall (Rec), and also the F-
measure. These constitute the most accepted alternative in recent
Figure 2
ID:p0185
From an original test image to the supervised algorithms output.
ID:p0190
Formally, given a candidate automatic boundary map Ibin and a
ground-truth human boundarymap Igt, its comparison’s F-measure
is computed as follows:
Pdf_Folio:3
F (Ibin, Igt) =
Prec (Ibin, Igt) ⋅ Rec (Ibin, Igt)
𝛽Prec (Ibin, Igt) + (1 – 𝛽)Rec (Ibin, Igt) , (1)
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years (see Ref. [20, 22, 23]) to evaluate the performance of each
one-to-one comparison.
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= TPTP + FP , (2)
3. GLOBAL EVALUATION: THE “EDGE
SEGMENT” CONCEPT
Figure 3 Flow diagram of our work.
Pdf_Folio:4
Rec (Ibin, Igt) = TPTP + FN (3)
2.4. Supervised Classification Problems
The goal of supervised learning is to build a concise model to
classify items into known classes in terms of predictor features.
The resulting classifier is then used to assign class labels to the
testing instances, where the values of the predictor features are
known but the value of the class label is unknown. [24] It is
possible to find a huge number of classification algorithms that
have the common aim of maximizing the considered accuracy
measures depending on a specific problem or dataset. In this
paper we have focused on four well-known rule based classi-
fiers such as classification and regression trees (CART) [24], ran-
dom forest (RF) [25], stochastic gradient boosting (GBM), [26]
and a more recent version of it called extreme gradient boosting
(XGBoost) [27]. This last algorithm is widely used by data scien-
tists to achieve the state-of-art results on many ML challenges. The
main reason for this selection of algorithms is their capability of
interpreting the results in terms of the predictor features. Since
these four algorithms are based on rules, it is possible to under-
stand the model created and even obtain a variable importance
ranking.
After the first three steps (see the “Previous phases of our work”
points 0 through 3 at the top side of Figure 3), we will have a set of
pixels that have been identify as possible edges (see and example in
Figure 1.1). In this work, we will denote this set of pixels that are in
fact candidates to be edges as C = {c1, … , cm} with C ⊂ Ibf.
Definition 1.
Let C = (c1, … , cm) ⊂ Ibf be a set of edge candidate pixels in a digital
image Ibf, then it is said that S ⊂ C is an edge segment if and only if
the following holds.
1. S is connected, that is, ∀ca, cb ∈ S there is a path 𝜋ca,cb con-
tained in S through adjacent pixels from ca to cb.
Once the idea of the candidates to be edge C is defined, we can
introduce the concept of edge segment. To explain with more detail
what an edge segment is and to show its importance, let us remind
go wrong when we decide to classify the candidates to be non-edge
based on a local evaluation approach (see Figure 1
we propose the use of a global evaluation method over the pixels.
More precisely, this approach is based on an evaluation over a list of
connected pixels -linked edges- that will be refered later as edge seg-
ments. This idea of connection between pixels that are candidates to
be edge lead us towards a fuller definition of this important concept
that will be defined in the next paragraph:
.2a and b). Then,
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that some authors [4, 5] have pointed out that something seems to
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S is maximal, that is, if S′ ⊂ C is another connected set of edge
candidate pixels, then S ⊂ S′ ⇒ S = S′.
ID:p0235
Notice that, given this definition, each c ∈ C (i.e., candidate to be
edge) belongs to one and only one edge segment. It is easy to see
that the way in which we have defined the concept of edge seg-
ment establishes a partition of the set of candidates C. So if we
denote by S = {Sl ∶ l = 1,… , s}, establishes a partition of C, that is,
∪l=1,…,sSl = C and ∩l=1,…,sSl = ∅.
ID:p0240
Another important consideration about the edge segments is that
any candidate to become a final edge will not be just a single pixel,
but the whole segment containing that pixel. This is the reason why
in Figure 1.2 two whole segments are retained and in Figure 4 only
one segment is retained. Now it is necessary to classify in a super-
vised way if one segment is good or not in order to learn what are
the characteristics that permit this discrimination.
ID:TI0055ID:p0245ID:p0250ID:p0255ID:p0265ID:p0270




Step 2. Feature extraction from the segments. For each segment
we obtained the following variables:
•
ID:p0280
Length. For each segment Sl,
xl1 = Lengthl = |Sl| (4)
ID:p0285




Intensity Mean. For each segment Sl,







4. CLASSIFYING SEGMENTS IN A
SUPERVISED WAY FROM AN
EVALUATION FRAMEWORK
As we have said in the introduction, the main aim of this work is
to provide a novel edge detection algorithm based on a global eval-
uation method. Our approach can be viewed as a global evalua-
tion algorithm that can be applied after the three first steps of any
classical edge detection algorithm. Taking into account this, in this
sectionwewill focus on the scaling-evaluation step of the algorithm
(see the top half in Figure 3).
Once the segments have been identified in the image as we have
explained in Section 3 (see Figure 4), it is necessary to classify them
into two classes in order to complete the last phase of our edge
detection algorithm. Many segments produced in this step can be
considered as bad ones in the sense that they correspond to noise
or non-relevant pixels. With this classification scheme, we want to
know if it is possible to discriminate rightly based on its character-
istics (length, intensity, dispersion, location, etc.). In Ref. [5], this
discrimination process is done by clustering -which is an unsuper-
vised approach- based only in two characteristics (length and aver-
age intensity). The main reason to present a supervised methodol-
ogy is that we need to know if a segment is good or not in order
to learn (based on its characteristics) how to discriminate between
good and bad segments.
Hence, in this paper we propose to build a ground truth of seg-
us note that from this evaluation methodology, and based on the
ground truth of edges, it is possible to have a measure for each seg-
ment by calculating the number of pixels that are true positive when
comparing with humans ground truth. With this information we
should be able to decidewhich segments are good andbad, as shown
below. This whole process can be seen easily in the below part of the
Figure 3.
1. Step 0. Choose an edge detection algorithm A.
2. Step 1. Building the segments. Given a dataset of images (in
this work we have taken the Berkeley dataset [21]) we can
Where Ibfp represents the intensity of pixel p, which was
obtained as the intensity gradient between p and its
adjacent.
• Maximum and Minimum edginess. For each segment Sl,
we obtained:
xl3 = Max {I
bf
p ∶ p ∈ Sl} , (6)
xl4 = Min {I
bf
p ∶ p ∈ Sl} (7)
• Standard deviation of the intensity. For each segment Sl:






• “Rule of thirds” position. For each segment Sl, we obtained
the coordinates of the pixel that occupies the central
position in the segment:
(xl6, x
l
7) = Centrall, (9)
Where xl6 is the average vertical position and x
l
7 is the









Once the gravity center is computed we get its euclidean
distance to the intersection points following the rule of
thirds, which is an standard in photography composition.
[28] This rule establishes that the most important objects
in an image are usually placed close to the intersection of
the lines that divide the image in three equal parts.
Following this principle, we computed the minimum of its
four distances, as there are four intersection points created
by these four lines.
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Figure 4 From the original image to the segments.
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Step 3. Building the ground truth dataset. The set of segments
will be classified as good or bad according to the following pro-
cedure. For each segment it is possible to obtain the number
of pixels that are matching as a true positive (TPl) for a spe-
cific human. Taking this information into account and looking
forward to go beyond our last work [7], we decided to create
different grades in which the segments had at least a certain
percentage of positive matched pixels when comparing with a
specific human. As the length of the segment could affect the
importance of this percentages (e.g., in a four pixels length seg-
ment a 75% of true positive pixels could be non-relevant) this
characteristic was used to compute the lower confidence inter-
val (CIlow) of a Bernouilli distribution: Be(lengthl, %TPl). The
different values of CIlow considered were seven—we called it
“7levels”—10%, 15%, 20%, 25%, 30%, 35%, and 40%. Only in a
few cases were considered five different levels—we called it “5
levels”—(from 20% through 40%) instead of seven. In all the
cases, we considered as a perfect starting point or first level for
this %TPl scale a 10%, as it kept a good balance between good
and bad segments. When we went lower in the %TPl scale till
reaching a 5% it did not work later in the comparatives. This is
due specially to the almost perfect balance between good and
bad segments which could limit the discrimination potential
of the classifier. Therefore, depending of these CIlow values, the
grade of matching of a certain segment could ranged from zero
(CIlow < 10%) to seven (CIlow ≥ 40%). As there are five dif-
ferent humans, the human-aggregated level for a segment could
range from 0 to 35. These aggregated level can be considered as
an index that measures how true is a certain edge segment for
the humans. Finally, in order to build the ground truth for all
the segments analyzed we considered a segment Sl as “good” if
the human-aggregation level of true positives was greater than
a certain integer value. For example if this aggregation value
is greater or equal to 5 we say that the supervised algorithm is
an algorithm of “Aggregation 5.” The higher the aggregation
value the more difficult for the segment to be good as it needs
a high rate grade by the humans to be considered as a true edge
segment.
ID:p0330ID:p0335ID:p0340ID:p0345
In order to avoid the possible over-learning from this partition,
we repeated this process three times. Therefore, the results are
shown by means of the three train/test partitions.
6.
ID:p0350
Step 5. Classification task-Learning. Given aML algorithm and
the segments that belong to the training images that has been
classified into bad or good, it is possible to build rules based
on the characteristics of Step 2 that permits to classify new seg-
ments (that belong to the test images) into bad or good.
7.
ID:p0355
Step 6. Classification task-Validation. With the classifier
obtained in the previous step, all the segments of the test set are
classified and classical accuracy measures are obtained. Specif-
ically, we employed the area under ROC curve (AUC) as the
metric to be improved in the training step because of the imbal-
ance character of the created dataset.We can see this at Table 1.
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We can see a visual example of the creation of the ground truth
of segments in Figure 3.6b. As well, we can see all the selected
segments in the final ground truth in Figure 2. After this step,
each segment was labeled as good or bad and we used this
information in the supervised classification step (Step 5). Then,
we created different versions of the ground truth for each algo-
rithm -as the characteristics of the selected segments for each
algorithm were slightly different. As well, we tried with dif-
ferent combinations of Lengthl and human-aggregated levels
(from 5 to 15) and then we decided that Lengthl > 5 showed
interesting results for all the algorithms. We found as well that
the best human aggregation level ranged from 1 to 5 depending
of the algorithm.
5. Step 4. Partition set of images. At this point we apply a dataset
partition approach based on images. The segments of the train-
ing images will be classified (taking into account the human
information) as good or bad (as we have said in the Step 3) and
we will use this information to classify (by mean of a ML algo-
rithm) the rest of the segments of the test images.
Firstly, we built the training set with 35 images and the test set
with the remaining 15.
5. COMPARATIVES AND RESULTS
In order to prove that our global evaluation approach gives better
results than local evaluation, we chose 5 different edge detection
algorithms in the first three steps. We have called these five algo-
rithms as: Canny 0-2, Canny 1-2, Canny 0-4, Canny 1-4 and Sobel 1
based on the parameters values of Gaussian smoothing (𝜎smooth) and
’sigma of Canny’ (𝜎Canny), which is the Gaussian filter that works in
the convolution of Canny’s. [2]
• Canny 1-2. Canny with 𝜎smooth = 1 and 𝜎Canny = 2.
• Canny 0-2. Canny without smoothing (𝜎smooth = 0) and
𝜎Canny = 2.
• Canny 1-4. Canny with 𝜎smooth = 1 and 𝜎Canny = 4.
• Canny 0-4. Canny without smoothing (𝜎smooth = 0) and
𝜎Canny = 4.
• Sobel 1. Sobel with 𝜎smooth = 1.
For each one of these five algorithms we have used six different
evaluation methods: two local evaluationmethods (single and dou-
ble thresholding) and four global evaluation methods based on
four different ML algorithms (CART, RF, GBM, and XGBoost) that
work with segments instead of pixels.
We have taken the first 50 images—sorted by number from 100075
to 16052—of the Berkeley training set [21]. For all the images, we
built the set of candidates C and their associated segments sets as
Table 1 Segments balance for the algorithms (%).
Good
segments
13.6 14.3 18.9 21.1 19.8
Bad
segments
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done in Ref. [5]. From these 50 images we have obtained a differ-




A total of 115.580 segments for Sobel 1.
•
ID:p0405
A total of 85.560 segments for Canny 1-2.
•
ID:p0410
A total of 45.997 segments for Canny 1-4.
•
ID:p0415
A total of 92.620 segments for Canny 0-2.
•
ID:p0420
A total of 47.719 segments for Canny 0-4.
ID:p0425
Not all of these 387.476 segments—the sum of the segments
for the five different algorithms—were used in the learning pro-
cess, but only the segments with length > 5 that finally
were 40.752 (35%), 35.627 (42%), 19.508 (42%), 20.039 (42%), and
38.251 (41%), respectively. We can see a visual example of one of
these buit ground truth (for Canny 1-4) in the middle of Figure 2.
ID:p0430
Once the dataset was created, we split it into train/test partitions,
and repeated this process three times. For each training set we fit-
ted the four selected algorithms (CART, RF, GBM, and XGBoost),
tuning the available parameters by means of a repeated cross vali-
dated learning process. Then, wewere able to predict the test set and
extract the ranking of the most important segment characteristics
as it is showed in Table 2. We repeated the previous process three
times in order to obtain a more robust values of accuracy measures
and variables importance. We would like to emphasize that in this
specific case the supervised classification task was not a trivial pro-
cess for many reasons. Firstly, because we were dealing with a sig-
nificant imbalanced classes dataset as we can see in Table 1, some-
thing that usually adds complexity to the training step. The second
reason it was related to the overlapping between classes. In addi-
tion, the construction of the ground truth that could be difficult to
fit and, moreover, having to do this for each algoritm.
ID:p0435
As we can see at the variables importance ranking in Table 2,maxi-
mum edginess, mean of edginess, the area of the rectangle containing
the segment, the “Rule of thirds” points distance to the center (related
with the position of the segments in the image), and “Std. deviation
of edginess” were the five most important characteristics.
ID:p0455
We present in Table 3 the F results of the test set of partition 1
for the different algorithms studied. The rest of the tables (from
Tables 4 through 8) are average of three partitions, being each
partition results like the Table 3. In this sense, Table 3 is shown as an
example for understanding how exactly the F measures of the rest
of the tables are computed. In Figure 2 we can see a visual exam-
ple of the algorithms output. As the dataset of images uses several
human reference for each image—from 4 to 8—the F-maximum
of the humans, their F-mean, and their F-minimum were consid-
ered separately as they provide different information and mean-
ings. As can be seen in Tables 4 through 8 the five algorithms used
in this work—each one with its results table—have been applied
with six different algorithms versions. Two of them local evaluated:
single threshold (ST) and double threshold (DT), and other four
global evaluatedf versions (GE) with the four supervised algorithms
employed (CART, RF, GBM, and XGBoost). The F-measure results
for supervised algorithms with global evaluation along the new
tables show a relevant improvement compared with previous work
[7]. Local evaluated Canny and Sobel supervised algorithms were
outperformed by our classification methodology based on global
evaluation—segments—by the four algorithms employed. In more
detail, we can appreciate that all these four supervised algorithms
were closer to the humans in average, especially for Canny algo-
rithms. Two of these algorithms (GBMandXGBoost) were the clos-
est to any human (which is shown by the F maximum), and all of
them were the closest to the more different human (which is shown
by the F minimum) but for Sobel’s.
ID:p0490
In order to show the effectiveness of our new methodology when
applied on the results given by the classical Canny algorithm with
𝜎smooth = 1 and 𝜎Canny = 4 for each image contained in the test
set of partition 1 (see Table 3), we have checked whether the sta-
tistical analysis supports our intuitions.This statistical checking has
been widely used and also recommended for supervised classifica-
tion comparatives as can be seen in Ref. [29–31].
ID:p0495
Specifically, we employed the Wilcoxon rank test [32] as a non-
parametric statistical procedure for making pairwise comparisons
between two algorithms. For multiple comparisons, we used the
Friedman-aligned ranks test to detect statistical differences among
a group of results. Finally, the Holm post-hoc test [33] has been
used to find the algorithms that reject the equality hypothesis with
respect to the best approach (the one with lower ranking) as control
method.
ID:p0500
Table 9 clearly reflects the superiority of, at least, the best of our
global evaluation approaches with respect to the local ones. In fact,
the traditional local evaluation obtained the highest ranking values
for both considered thresholds and theHolmpost-hoc test confirms
the statistical improvement of ourmethodwhen comparing the best
approach (XGBoost) against them.
Table 2
ID:p0450
Variables importance ranking for the algorithms.
Canny 0-2 Ag 5-7
levels
Canny 1-2 Ag 5-7
levels
Canny 0-4 Ag 5-7
levels
Canny 1-4 Ag 5-7
levels





































































































Values in bold refer the average ranking of five most important variables
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Table 3
ID:p0460
Humans F-mean for each image in partition I for Canny 1-4 (𝜍smooth = 1 and 𝜍Canny = 4).







































































































































































































































Values in bold refer the algorithm with the highest performance for that image
Table 4
ID:p0465
F average of the three test set partitions for Canny 0-2 (𝜍smooth = 0 and 𝜍Canny = 2).
Algorithms Humans Mean Humans Min Humans Max
ID:t0935
















































Values in bold refer algorithm with the highest performance for a specific human agregation
Table 5
ID:p0470
F average of the three test set partitions for Canny 1-2 (𝜍smooth = 1 and 𝜍Canny = 2).
Algorithms Humans Mean Humans Min Humans Max
ID:t1055

















































Values in bold refer algorithm with the highest performance for a specific human agregation
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Table 6 F average of the three test set partitions for Canny 0-4 (𝜍smooth = 0 and 𝜍Canny = 4).
Algorithms Humans Mean Humans Min Humans Max
Canny0-4 + LE-ST (Thr=0.23 for the three partitions) 0.46 0.36 0.57
Canny0-4 + LE-DT(Thr=(0.29,0.12) for I;
Thr=(0.31,0.12) for II,III)
0.46 0.36 0.57
Canny0-4 + GE(Agreg=5, 7 levels)-CART 0.49 0.39 0.58
Canny0-4 + GE(Agreg=5, 7 levels)-RF 0.49 0.41 0.59
Canny0-4 + GE(Agreg=5, 7 levels)-GBM 0.50 0.41 0.59
Canny0-4 + GE(Agreg=5, 7 levels)-XGBoost 0.50 0.41 0.59
Values in bold refer algorithm with the highest performance for a specific human agregation
Table 7 F average of the three test set partitions for Canny 1-4 (𝜍smooth = 1 and 𝜍Canny = 4).
Algorithms Humans Mean Humans Min Humans Max
Canny1-4 + LE-ST (Thr=0.25 for the three partitions) 0.46 0.36 0.57
Canny1-4 + LE-DT(Thr=(0.28,0.11) for I,II; Thr=(0.30,0.12) for III) 0.45 0.36 0.56
Canny1-4 + GE(Agreg=5, 7 levels)-CART 0.48 0.38 0.57
Canny1-4 + GE(Agreg=5, 7 levels)-RF 0.48 0.39 0.57
Canny1-4 + GE(Agreg=5, 7 levels)-GBM 0.49 0.40 0.58
Canny1-4 + GE(Agreg=5, 7 levels)-XGBoost 0.49 0.40 0.58
Values in bold refer algorithm with the highest performance for a specific human agregation
Table 8 F average of the three test set partitions for Sobel 1 (𝜍smooth = 1).
Algorithms Humans Mean Humans Min Humans Max
Sobel1 + LE-ST(Thr=0.28 for I,Thr=0.33 for II and III) 0.39 0.32 0.49
Sobel1 + LE-DT(Thr=(0.46,0.18),Thr=(0.49,0.20),Thr=(0.41,0.16)) 0.38 0.30 0.48
Sobel1 + GE(Agreg=1, 7 levels)-CART 0.39 0.31 0.49
Sobel1 + GE(Agreg=1, 7 levels)-RF 0.39 0.31 0.52
Sobel1 + GE(Agreg=1, 7 levels)-GBM 0.37 0.29 0.49
Sobel1 + GE(Agreg=1, 7 levels)-XGBoost 0.39 0.31 0.51
Values in bold refer algorithm with the highest performance for a specific human agregation
Moreover, pairwise comparisons given by the Wilcoxon rank test,
Table 10, shows the statistical improvement reached by almost
all global evaluation methods with respect to the local evaluation
algorithms.
For this reason, we can say that our new edge detection methodol-
ogy based on global evaluation and supervised classification algo-
rithms clearly outperforms the classical local evaluation approaches
at least, considering the Canny 𝜎smooth = 1 and 𝜎Canny = 4.
6. CONCLUSIONS
The principal contribution of this paper has been the use of super-
based on algorithms using global evaluation procedures that were
based on nonsupervised clustering techniques. In addition with
this, and with the aim to apply supervised classification techniques,
we built a new kind of ground truth where the objects were seg-
ments instead of pixels.
From the analysis of the results we can conclude that in general the
problem of classifying good and bad segments is not a trivial clas-
sification problem but when this methodology is applied to edge
detection problems we see that global evaluation approach it is bet-
ter when comparing with local evaluated algorithms.
We are aware of this improvement has been reached by means of a
modified ground truth version—based on segments—created from
the Berkeley segmentation data set. This fact points out the idea of
building from the beginning a new data set of images based on seg-
ments which with a high probability could lead to even better com-
parative results. This could be an interesting idea for future research
in this flexible methodology based on segments.
Pdf_Folio:10
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vised classification techniques to improve previous works [5, 6, 34]
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Table 9
ID:p0505
Average rankings of the algorithms (aligned Friedman),
associated p-values, and Holm test APV for each algorithm. Canny 1-4






































Values in bold refer algorithm with the highest performance
Table 10
ID:p0515
Wilcoxon test to compare the bipolar tuning approaches (R+)
against the base classifier (R–).
Comparison R+ R- p-val
ID:t1625































































Values in bold refer significant improvement of the global evaluation version of the algo-
rithm against the non global (local).
ID:p0540
We think that the variables importance ranking (see Table 2)
seemed surprising for three reasons. Firstly, because length variable
was not as relevant as in Ref. [5] was suggested, but we are aware
to the fact that the length > 5 requirement for the segments in
order to belong to the ground truth and the area of the rectangle con-
taining the segment both could affect to this variable importance.
Secondly, because maximum edginess was considered the most
important variable which can be as well considered as a novelty that
was not considered in Ref. [5]. And finally, because the ranking
showed that the position of the segment is an important factor to
consider in the learning process. Following this idea, one possible
research line for the future could try to includemore features related
to the position of the segment, and going even further introducing
features related to the shape of the segment.
ID:p0545
We suggest for future research the possible use of other well-known
supervised algorithms as SVM,Näive Bayes, PCA,MEM, andmany
others. We have used for the supervised classification task the R
software version 3.2 and specifically the caret package [35] which
allows the user to create a very complete training process for huge
algorithms with a simple interface and a large number of available
options. Let us note that the variables ranking have been obtained
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