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Il dépend de celui qui passe 
Que je sois tombe ou trésor 
Que je parle ou me taise 
Ceci ne tient qu'à toi 
Ami n'entre pas sans désir 
- Paul Valéry, fronton du Palais de Chaillot 
Résumé 
Le modèle d'Ising fut proposé au début du XXe siècle pour décrire les phénomènes magnétiques 
observés dans certains corps solides. Dans sa formulation bidimensionnelle, il constitue le système phy-
sique le plus simple qui subisse une transition de phases et dont les variables thermodynamiques puissent 
être exprimées analytiquement en termes de ses paramètres fondamentaux. De nos jours encore, il forme 
le fondement de la compréhension théorique de la transition de phases ferromagnétique. 
Ce mémoire présente un calcul exact détaillé de la fonction de partition du modèle d'Ising bidi-
mensionnel sur un réseau carré en l'absence de champ magnétique externe. En nous inspirant de l'ap-
proche algébrique de Lars Onsager, nous démontrons J'existence d'une transition de phases pour ce 
système et calculons sa température critique de même que ses variables thermodynamiques. 
Mots-clés: physique mathématique, physique statistique, algèbre linéaire, modèle d'Ising, phénomènes 




The Ising m?del was introduced at the beginning of the 20th century to describe the magnetic phenomena 
observed in certain solid bodies. In its two-dimensional formulation, it constitutes the simplest physical 
system which undergoes a phase transition and whose thermodynamical variables may be analytically 
expressed in terms of its fundamental parameters. It still forms nowadays the foundation of the theoretical 
understanding of the ferromagnetic phase transition. 
This thesis offers a detailed exact derivation of the partition function for the two-dimensional Ising 
model on a square lattice with a vanishing extemal magnetic field. Following Lars Onsager's algebraic 
approach, we prove the existence of a phase transition for this system and calculate its critical temperature 
as weIl as its thermodynamical variables. 
Keywords : mathematical physics, statistical physics, linear algebra, Ising model, magnetic phenomena, 
ferromagnetism, critical phenomena, phase transition, partition function, transfer matrix 
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Elloncé du problème 
Der Anfang ist der Anfang nur am Ende. 
- Friedrich Wilhelm Joseph von Schelling 
Ce chapitre présente d'abord le modèle d'Ising dans le contexte des phénomènes magnétiques 
qu'il décrit. Il donne ensuite sa définition mathématique dans le cadre général d'un réseau quelconque 
puis dans le cas particulier d'un réseau carré. Il offre enfin un survol des principales contributions à la 
résolution de ce problème marquant de la physique mathématique moderne. 
1.1 Le contexte physique du modèle d'Ising 
Le modèle d'Ising - parfois nommé modèle de Lenz-Ising - fut proposé au début du XXe siècle 
pour décrire les phénomènes du ferromagnétisme et de l'antiferrorriagnétisme observés dans certains 
solides. Nous expliquons d'abord la nature physique de ces phénomènes. 
En raison de la charge électrique portée par les électrons et les noyaux atomiques, la plupart 
des corps solides réagissent aux champs magnétiques. Un matériau paramagnétique se distingue par la 
grandeur de cette réaction: les moments dipolaires magnétiques de ses particules constituantes tendent 
fortement à s'aligner lorsqu'un champ magnétique lui est appliqué. Dans un corps ferromagnétique, 
les particules voisines adoptent une configuration parallèle même en l'absence de tout champ externe, 
tandis que dans une substance antiferromagnétique, elles s'alignent antiparallèlement. Cet alignement 
de particules microscopiques sur des domaines mésoscopiques se traduit à l'échelle macroscopique par 
l'apparition d'un champ magnétique observable. Il est illustré schématiquement à la figure 1.1 pour les 
matériaux ferromagnétiques et antiferromagnétiques. 
Chaque corpuscule composant un aimant est influencé à la fois par le champ électrique de ses 
voisins et par le champ magnétique externe. En vertu des lois de la mécanique quantique, son moment 
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FIG. 1.1 - L'alignement des spins sur des domaines mésoscopiques dans un matériau magnétique 
dipolaire magnétique est quantifié et colinéaire à son vecteur de moment cinétique. (Sa valeur étant par 
ailleurs dictée par le spin, nous confondrons par abus de langage les orientations du moment dipolaire 
magnétique d'une particule et ses états de spin.) En particulier, pour tout axe de quantification, le moment 
dipolaire des fermions de spin 1 = ~1i peut uniquement occuper les états correspondant aux valeurs de 
spin permises, soit s = +~1i et s = -!1i, ainsi que les combinaisons linéaires de ces valeurs. Une version 
simplifiée de cette situation, qui prévaut précisément pour les électrons des corps ferromagnétiques et 
antiferromagnétiques, est représentée à la figure 1.1 par les deux orientations des flèches. Le plus souvent, 
il existe dans ces matériaux un axe de quantification privilégié. Le principe d'exclusion de Pauli est 
responsable du couplage entre les spins des électrons d'atomes voisins, puisqu'il fixe la valeur du spin 
total d'une configuration engendrée par la répulsion électrostatique des électrons. L'interaction physique 
à l'origine de ce couplage électronique est donc électrostatique, et non magnétique. Il existe bien un effet 
de couplage magnétique entre les spins, mais il est faible. 
Les observations expérimentales révèlent que les aimants permanents peuvent exister sous deux 
régimes, magnétique ou non magnétique, et qu'ils subissent une transition de phases entre ces deux ré-
gimes lorsque leur température varie. Une transition de phases, phénomène caractéristique des systèmes 
de mécanique statistique, consiste en une variation discontinue des'propriétés macroscopiques d'un sys-
tème lorsque son environnement subit une altération infinitésimale. Une transition de phases de premier 
ordre présente un seuil et implique une chaleur latente, tandis qu'une transition de phases continue n'im-
plique aucune chaleur latente. Dans ce dernier cas, les propriétés du système varient continûment, mais 
le taux de variation de l'une de ces quantités subit une discontinuité. L'ensemble des valeurs prises 
conjointement par les variables d'état du système à une transition de phases est nommé courbe critique. 
Le point critique désigne l'extrémité d'une courbe critique, lorsqu'elle existe; il caractérise le passage 
d'une transition de premier ordre à une transition continue. Une transition de phases typique est illustrée 
à la figure 1.2. Plusieurs variables peuvent affecter la phase d'une substance; à titre d'exemple, l'eau 
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FIG. 1.2 - Un exemple de transition de phases 
Dans un aimant, on observe expérimentalement l'existence d'une transition de phases entre deux 
types de comportements magnétiques, laquelle est régie par la température et le champ magnétique 
externe. Pour un champ nul, la chaleur spécifique subit une discontinuité à une température critique 
Tc qui varie selon le matériau. Cette transition de phases est continue, contrairement à celle des états 
fondamentaux de la matière, qui exhibent une transition de premier ordre. Dans un aimant, les hautes 
températures T > Tc déterminent un régime paramagnétique: l'aimantation croît linéairement avec le 
champ magnétique externe selon ni ~ aB, pour a> 0, et en particulier s'annule en l'absence de champ. 
Les basses températures T < Tc définissent en revanche un régime ferromagnétique: l'aimantation n'est 
jamais nulle, mais s'accroît abruptement en présence d'un champ magnétique externe. 
Rappelons brièvement la définition des principales quantités thermodynamiques que nous avons 
précédemment mentionnées ou que nous emploierons dans la suite. Nous noterons k la constante de 
Boltzmann, T la température absolue d'un système, fJ = A sa température inverse, N le nombre de 
particules qu'il contient, V son volume et Z sa fonction de partition. Avec ces conventions, l'énergie 
libre de Helmholtz 
F = -kT 10gZ 
et l'entropie 
définissent l'énergie interne 
28 28(F) V = F + T S = fJ - log Z = -kT - -
8fJ 8T kT ' 








Nous noterons par des lettres minuscules les quantités intensives correspondantes. 
Le modèle d'Ising, plutôt simpliste sur le plan physique, ne tient compte que des deux principales 
coritributions au magnétisme, soit l'interaction dipolaire entre les électrons d'atomes voisins et l'inter-
action entre le champ magnétique externe et les électrons. Il néglige tout autre effet, tant l'interaction 
nucléaire entre les atomes, l'interaction électromagnétique entre électrons et atomes, le déplacement 
des électrons, que le couplage entre le spin et l'orbite électronique. De prime abord, ces simplifications 
peuvent sembler outrancières, mais il n'en est rien. En effet, puisque chaque électron de valence d'un 
aimant solide forme un dipôle magnétique, les phénomènes magnétiques résultent essentiellement de 
l'alignement des moments dipolaires des électrons sur des plages mésoscopiques d'atomes. L'omission 
des autres effets physiques, qui interviennent à une échelle microscopique, appert conséquemment fon-
dée. Par ailleurs, la réduction du problème à une interaction entre les plus proches atomes voisins est 
légitimée par les observations suivantes: d'abord, puisque le champ d'un dipôle magnétique décroît se-
lon le cube de la distance, son effet sur les atomes éloignés s'avère négligeable; ensuite, si la transition 
de phases se produit pour une i'nteraction de courte portée, elle surviendra à plus forte raison pour une 
interaction de longue portée, laquelle accroît la corrélation entre les spins et leur tendance à s'aligner. 
Par conséquent, ce modèle simplifié devrait, en première approximation, décrire convenablement les 
phénomènes magnétiques. 
Précisons enfin que le modèle d'Ising bidimensionnel est le système physique le plus simple qui 
subisse une transition de phases et dont les variables thermodynamiques puissent être calculées analyti-
quement, les modèles plus sophistiqués exigeant en effet un traitement numérique. En outre, il reproduit 
au point critique tous les comportements propres aux systèmes magnétiques. Pour ces raisons, il forme 
encore de nos jours le fondement de la compréhension théorique de la transition de phases ferromagné-
tique. 
Maintenant que nous avons motivé l'intérêt pour ce modèle, nous en énonçons sans plus tarder la 
définition formelle. 
1.2 Définition mathématique du modèle d'Ising 
1.2.1 Le modèle général 
Considérons un graphe connexe G quelconque (un réseau) occupant d dimensions de l'espace 
euclidien et comportant N sommets (les sites) reliés entre eux par des arêtes (les liens) arbitraires. L'en-
semble des sites du réseau est noté RN( G) = {l, 2, ... , N}. Pour un site donné, on nomme voisins les 
autres sites du réseau auxquels il est directement relié par un lien. Dans un réseau régulier périodique, le 
nombre de voisins est identique pour tous les sites, mais cette condition n'est pas nécessairement vérifiée 
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dans un réseau quelconque. La figure 1.3 fournit un exemple de réseau bidimensionnel irrégulier dont 
les sites sont identifiés par des points et les liens, par des segments de courbe; le site S y a pour voisins 
les sites A, B, C, D, E et F. 
FIG. 1.3 - Un réseau bidimensionnel quelconque 
Chaque site du réseau représente un atome du substrat, que nous supposons pourvu d'un seul 
électron de valence, tandis que les liens décrivent les interactions entre leurs spins électroniques. La 
grandeur de ces interactions est mesurée par une constante de couplage 1 } E R.. Sur le réseau, nous 
définissons une variable de spin scalaire 
dont les valeurs correspondent aux deux orientations opposées des spins fermioniques 1 
notons Ils := Il(S) la valeur du spin au site S E RN(G) et 
!1i. Nous 
une configuration donnée parmi les 2N configurations de spins possibles pour le réseau G. L'ensemble du 
système baigne dans un champ magnétique externe il E ]R.d, dont la composante dans l'axe d'orientation 
des spins est désignée par la variable scalaire H E R.. 
Pour une configuration donnée, l'énergie totale de ce système est définie selon 
E({Il}) := -} ~ Ilslli - H ~Ils, (1.5) 
<S,I> S 
où la première contribution représente l'énergie d'interaction entre les paires de spins voisins, notées 
< s, t >, et la seconde, l'énergie d'interaction entre les spins individuels et le champ magnétique externe. 
1 La constante de couplage pourrait différer pour chaque couple de sites voisins, mais cette contrainte encombrante et peu 
réaliste saperait tout l'intérêt du modèle en le rendant réfractaire aux calculs. Pour simplifier, nous supposerons donc cette 
quantité constante ou à tout le moins, pour les réseaux réguliers, constante sur chaque direction spatiale génératrice. 
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La fonction de partition du système s'écrit alors 
z = l e-,BE({PJ) = l exp ~J l Ils Ilt + f3H l Ils l 
{11} {Pl <S,t> s 
(1.6) 
Pour toute configuration, le produit des spins dans l'argument de la première somme de l'équation (1.5) 
ne peut prendre que deux valeurs: 
lorsque Ils = Ilt 
lorsque Ils "* Ilt· 
Par conséquent, pour un champ magnétique externe faible, l'état fondamental survient lorsque les spins 
sont alignés dans le cas où J > 0, tandis que l'énergie minimale est atteinte lorsque les spins sont 
essentiellement opposés dans le cas où J < O. La première situation décrit donc le phénomène du fer-
.J 
romagnétisme et la seconde situ'ation, l'antiferromagnétisme. Pour un réseau périodique dont le nombre 
moyen de voisins est q, l'énergie de l'état fondamental ferromagnétique vaut 
. 1 
Eo = mm E({J.L)) = --JNq - NIHI ; {Pl 2 (1.7) 
cette valeur est atteinte lorsque tous les spins du substrat sont alignés dans la direction du champ magné-
... 
tique externe H. L'énergie de l'état fondamental antiferromagnétique dépend de la géométrie particulière 
du réseau. 
Ces prescriptions définissent le modèle d'Ising en toute généralité, c'est-à-dire indépendamment 
de la dimension et de la géométrie particulière du réseau. En une dimension spatiale, le réseau se réduit à 
une chaîne linéaire de spins reliés. En deux dimensions, il existe trois pavages du plan par des polygones 
réguliers, lesquels engendrent trois réseaux réguliers, soit carré, triangulaire, et hexagonal, dont chacun 
des sites possède respectivement quatre, six et trois voisins. Ces réseaux sont reproduits à la figure 1.4. 
En trois dimensions, il existe près d',une vingtaine de réseaux réguliers. 
(a) Réseau carré (b) Réseau triangulaire (c) Réseau hexagonal 
FIG. 1.4 - Les trois réseaux bidimensionnels réguliers 
Le problème consiste à exprimer la fonction de partition donnée par la relation (1.6) comme fonc-
tion analytique de la température afin de calculer, par le truchement des équations (1.3) et (1.4), la chaleur 
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spécifique du système. Son comportement penneUra alors de détenniner l'existence ou l'inexistence de 
la transition de phases et, le cas échéant, d'en établir les propriétés. 
La généralité de ce problème contrariant sa résolution, nous le particularisons au modèle bidimen-
sionnel sur un réseau carré. 
1.2.2 Le modèle bidimensionnel sur un réseau carré 
Considérons un modèle d'Ising défini sur un réseau carré doté de m lignes et de n colonnes dont 
le spin à l'intersection de la ligne i et de la colonne j est noté Ili,j et dont les constantes de couplage 
horizontale et verticale valent respectivement ft et h. L'énergie de ce système se réduit alors à 
m n-l m-l n m n 
Em,n({P}) = -ft l Illi,jlli,j+l - h l Illi,jlli+l,j - HI Illi,j' 
i=1 j=1 i=1 j=1 i=1 j=1 
Un exemple de configuration possible pour un tel système est esquissé à la figure 1.5. 
-+-++-+--+-++ 2+++-++-++-+-+ 
+--+-++--++--i-l +--+---++--+-




m +-+--+++-+-++ 1 2 3 4 5 6 ... j-l j j+l'" n-l n 
FIG. 1.5 - Une configuration des spins sur un réseau carré 
(1.8) 
Le plus souvent, l'imposition de conditions de périodicité à un réseau simplifie considérablement 
la supputation de la fonction de partition. En effet, elle uniformise le problème par l'élimination de 
l'effet de frontière, puisque contrairement à ceux d'un réseau ouvert, tous les sites d'un réseau périodique 
possèdent un même nombre de voisins et de liens. Pour appliquer au réseau carré la périodicité dans les 
deux dimensions spatiales, on relie les sites opposés de la frontière selon les identifications 
Ili,n+l == lli,1 ViE {l, 2, ... , ml. 
Ilm+l,j == 1l1,j V jE {l, 2, ... , n}. 
Ces opérations équivalent au repliement successif du réseau en un cylindre plat, puis enun tore plat, 
tel qu'illustré à la figure 1.6. Elles n'affectent pas la topologie du réseau et ne lui confèrent aucune 
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m 
i + 1 
j j+l 
(a) Réseau carré replié en un cylindre plat (b) Réseau carré replié en un tore plat 
FIG. 1.6 - Les conditions de périodicité appliquées au réseau carré 
« courbure» ; la définition du modèle, en particulier son énergie, ne dépend pas de la géométrie de la 
surface. Pour un réseau carré périodique dans les deux dimensions spatiales, l'énergie du système s'écrit 
alors 
m n m n m n 
E m,n({j1}) = -JI l Illi,jlli,j+1 - hI Illi,jlli+l,j - HI Illi,j (l.9) 
i=1 j=1 i=1 j=1 i=1 j=1 
et sa fonction de partition, 
Zm,n = L: exp [f3 f t (JI Ili,j Ili,j+ 1 + h Ili,j Ili+ l ,j + H Ili,j ) ]. 
{J1} i=l j=l 
(1.10) 
Dans sa version bidimensionnelle, le problème consiste à exprimer la fonction de partition uni-
quement en termes des variables thermodynamiques macroscopiques - la température T et le champ 
externe H -, des paramètres du modèle - les constantes de couplage Ii, le nombre m de lignes, le 
nombre n de colonnes - et de constantes déterminées, sans référence aucune aux états de spin des 
sites individuels formant le réseau, afin de calculer analytiquement la chaleur spécifique du système et 
caractériser une éventuelle transition de phases. 
1.3 Survol historique du problème 
Le modèle de Lenz-Ising fut défini en 1920 par Wilhelm Lenz [1] dans un article portant sur les 
phénomènes magnétiques dàns les corps solides. En 1925, Ernst Ising [2] publia la première solution 
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exacte du modèle unidimensionnel baigné d'un champ magnétique externe. Il démontra que ce dernier 
ne subissait aucune transition de phases et ne pouvait donc représenter adéquatement un corps ferro-
magnétique. Ising ne parvint pas à résoudre le problème bidimensionnel, même en l'absence de champ 
magnétique externe, mais sur la foi de ses résultats, il conclut erronément que les modèles bidimension-
nel et tridimensionnel ne subissaient similairement aucune transition de phases. 
Les tentatives ultérieures de résolution du problème bidimensionnel, tant par l'approche algé-
brique que combinatoire, se révélèrent longtemps infructueuses. En 1941, Hendrik Kramers et Gregory 
Wannier [3, 4] obtinrent l'expression exacte de la température critique du réseau carré, sans toutefois 
démontrer l'existence d'une transition de phases. 
Dans son magistral article de 1944, Lars Onsager [5] résolut le problème bidimensionnel sur un ré-
seau carré pour un champ magnétique externe nul: il obtint analytiquement la forme exacte de la fonction 
de partition du modèle d'Ising en termes des seuls variables macroscopiques et paramètres du réseau. Sa 
fastidieuse démonstration subit ensuite maintes améliorations successives. Bruria Kaufman [6] réduisit 
tangiblement la taille de l'arsenal algébrique déployé par Lars Onsager en introduisant de nouveauxopé-
rateurs, puis Theodore Schultz, Daniel Mattis et Elliott Lieb [8] fournirent une édifiante interprétation 
du modèle d'Ising comme système fermionique, laquelle simplifia davantage encore la démarche. 
Les articles [22], [23] et [24] dressent une revue exhaustive des diverses contributions au calcul 
de la fonction de partition du modèle d'Ising jusque vers 1965. À ce jour, on ne connaît encore aucune 
solution exacte au problème bidimensionnel pour un champ magnétique externe non nul, ni d'ailleurs au 
problème tridimensionnel dépourvu de champ. 
Dans le présent mémoire, nous offrons une version simplifiée et détaillée de la laborieuse démons-
tration de Lars Onsager qui inclut les améliorations précédemment citées et en propose de nouvelles. 
Nous adoptons donc une approche exclusivement algébrique et omettons son pendant combinatoire. 
Notre démarche s'inspire fortement du traitement présenté par Colin Thompson dans son ouvrage Ma-
thematical Statistical Mechanics [10], que nous avons complété en fournissant les calculs intermédiaires 
et auquel nous avons apporté certains amendements. 
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Chapitre 2 
DéfinItions et résultats préalables 
Quand on veut plaire dans le monde, il faut 
se résoudre à se laisser apprendre beaucoup de 
choses que l'on sait par des gens qui les ignorent. 
- Nicolas de Chamfort, Maximes et pensées 
Ce chapitre regroupe les définitions et résultats utiles à la compréhension de la démarche. La dé-
monstration des théorèmes notoires recensés dans les ouvrages élémentaires ou les tables mathématiques 
sera omise. Nous osons espérer.qu'à l'instar des mondains, le lecteur averti souffrira sans rechigner ces 
indispensables rappels. 
2.1 Rappels d'algèbre matricielle 
Nous rappelons d'abord la définition de quelques outils d'usage courant. 
Définition 1 (commutateur) 
Le commutateur de deux opérateurs A : V ~ V et B : V ~ V est défini selon 
[A, B] := AB - BA. 
Si [A, B] = 0, on dit des opérateurs A et B qu'ils commutent. 
Proposition 1 
Les commutateurs satisfont aux propriétés élémentaires suivantes: 
[A, B] = -[B, A], 
[AB, C] = A[B, C] + [A, C]B. 
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Définition 2 (anticommutateur) 
L'anticommutateur de deux opérateurs A : V ----+ V et B : V ----+ V est défini selon 
{A, B} := AB + BA. 
Si {A, B} = 0, on dit des opérateurs A et B qu'ils anticommutent. 
Proposition 2 
La propriété élémentaire {A, B} = {B, A} est vérifiée partout anticommutateur. 
Définition 3 (tenseur de Levi-Civita) 
Le tenseur antisymétrique 
si (abc) fonne un cycle pair de (123) 
si (abc) fonne un cycle impair de (123) 
SIllon 
est nommé tenseur de Levi-Civita de rang 3. 
Nous adopterons la convention selon laquelle les indices latins désignent un élément de l'ensemble 
N* = N\{O}, cependant que les indices grecs désignent un élément de l'ensemble N. En outre, nous 
noterons respectivement Id et Od les matrices identité et nulle de taille d x d. 
Nous énonçons ensuite quelques propriétés générales du spectre d'une matrice. 
Proposition 3 
Soient M E MatK(d, d) une matrice carrée quelconque et 
l'ensemble de ses valeurs propres, possiblement dégénérées. Alors le spectre de cette même matrice 
élevée à la puissance n vaut 
Proposition 4 
Les trace et déterminant de toute matrice carrée M E MatK(d, d) valent 
respectivement. 
d 
tr(M) = I,li 
i=1 
Proposition 5 (Frobenius-Perron) 
et 
d 
det(M) = n ,li, 
i=1 
Une matrice non nulle dont tous les éléments sont positifs admet une valeur propre maximale dont les 
multiplicités algébrique et géométrique valent d = g = 1. De plus, le vecteur propre associé à cette valeur 
propre maximale peut être choisi tel que toutes ses coordonnées soient positives. 
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2.2 Le produit tensoriel et l'exponentielle de matrices 
Nous définissons l'exponentielle de matrices et en soulignons les propriétés essentielles. 
Définition 4 (exponentielle de matrices) 
L'exponentielle d'une matrice carrée ME Matlldd,d) est définie par sa série de Taylor, 
Mx. +00 (Mx)k M 2x2 
e .= l -- = lid+ Mx + -- + ... , 
k=O k! 2! 
pour toute variable scalaire x E JK:. Sa taille est identique à celle de la matrice M. 
Proposition 6 
Cette série converge toujours. 
Proposition 7 
Soient M E MatJl{(d, d) une matrice carrée quelconque et x, y E JK: des variables scalaires. L'exponentielle 
d'une matrice satisfait aux propriétés suivantes: 







_ eMx = MeMx 
dx ' 
det[exp(Mx)] = exp [tr(Mx)], 
M = SAS-1 ~ eMx = Sei\xS-l. 
En particulier, lorsque la matrice M est diagonalisable, la dernière propriété est vérifiée pour les matrices 
de diagonalisation. 
Proposition 8 (identité de Baker-Hausdorff) 
Pourvu que les matrices A et B commutent toutes deux avec leur commutateur [A, B], l'exponentielle 
d'une somme de matrices vaut 
et le produit de deux exponentielles, 
En particulier, si [A, B] = 0, alors 
Nous présentons ensuite la définition et les principales propriétés du produit tensoriel de matrices. 
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Définition 5 (produit tensoriel de matrices) 
Le produit tensoriel ou produit de Kronecker de deux matrices A = (aij) E MatlK:(m, n) et B = (bij) E 
Mat][(p, q) est un tenseur de rang 4 formé des éléments 
Il correspond à la matrice par blocs 
de.taille mp X nq. 
Proposition 9 
Le produit tensoriel respecte les propriétés suivantes. 
(a) Si a est une constante scalaire, alors (aA) 0 B = A 0 (aB) = a(A 0 B). 
(b) En général, le produit tensoriel est non commutatif: A 0 B *- B 0A. 
(c). Le produit tensoriel est associatif: A 0 (B 0 C) = (A 0 B) 0 C. 
(d) Le produit tensoriel est distributif relativement à l'addition: (A + B) 0 C = A 0 C + B 0 C et 
A0(B+C)=A0B+A0C. 
(e) La multiplication matricielle est distribuée sur les arguments correspondants: (A 0 B)(C 0 D) = 
(AC) 0 (BD). 
(f) Si les inverses matriciels existent, alors (A 0 B)-I = A -1 0 B- 1 • 
Proposition 10 
Soient {Ài11 < i < n} les valeurs propres et {xiiI < i < n} les vecteurs propres de la matrice diagonalisable 
A E Mat][(n, n), puis {J1 j Il < j < m} et{y j Il < j < m} ceux de la matrice diagonalisable B E Mat][(m, m): 
Alors les valeurs propres de leur produit tensoriel valent 
S(A 0 B) = {À;J1j Il < i < n, 1 < j < m} 
et ses vecteurs propres, 
ll(A 0 B) = {Xi 0 Yj Il < i < n, 1 < j < ml. 
Proposition 11 
Soient les matrices A E Mat][(m, n) et B E MatK(p, q). La trace de leur produit tensoriel se factorise en 
tr(A 0 B) = (tr A)(tr B). 
Si de plus les matrices sont cariées, c'est-à-dire m = n et p = q, alors le déterminant du produit tensoriel 
se décompose en 
det(A 0B) = (detA)m(detB)P. 
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Proposition 12 
Le produit tensoriel d'exponentielles de matrices obéit à l'identité 
Démonstration 
Soient les matrices carrées A E Matlldn,n) et BE Matlldm, m). Définissons les matrices A := Anxn ® ITm 
et iJ := ITn ® Bmxm, toutes deux de taille nm x nm .. 
Nous montrons d'abord que 
expA ® exp B = exp (A + B). 
Le membre de gauche vaut 
[ 
00 Ail [00 Bi] exp (Anxn) ® exp (Bmxm) = l ~ ® I--:;-
. 0 1. . 0 J. 1= J= 
et le membre de droite, 
00 - - k 
_ - " (A + B) 
exp (A + B) = L.J k! 
k=O 
Pour que s'applique le théorème binomial à cette dernière équation, les matrices doivent commuter, ce 
qui est le cas en raison de leur définition particulière : 
Le membre de droite s' écri t alors 
00 . 1 1 k (k) lOOk k iJk-i 00 00 k iJi 
exp (A + iJ) = l kt l . AiiJk-i = II ·'(k _ ")' = l I~--:;-
k=O . i=O l k=O i=O l. 1. i=O i=O l. J. 
après le changement de variable j = k - i, en sommant sur les éléments diagonaux. En remarquant que 
et de même pour iJ, nous obtenons enfin 
exp (A + iJ) = f ~,i f ~; = [f Ai.~IT] [f IT®.~i] 
. 0 l. . 0 J. . 0 l. . 0 J. 1= J= 1= J= 
I[ 00 Ai] [[ 00 Bi]] = ~ if ®IT_ IT® ~ Tl 
= [(expA)®ll][IT®(expB)] = expA®expB. 
De plus, puisque [Anxn ® ITm, ITn ® Bmxm] = 0, l'identité de Baker-Hausdorff permet de conclure 
que 
exp (A + iJ) = exp (A) exp (iJ), 
ce qui complète la preuve. o 
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2.3 Les matrices et tenseurs de spin de Pauli 
Nous rappelons la définition des matrices de Pauli et présentons la notion de tenseur de Pauli en 
soulignant les propriétés algébriques de ces objets. 
Définition 6 (matrices de spin de Pauli) 
Les matrices complexes (Ti E MatcC2, 2) définies selon 
portent le nom de matrices de spin de Pauli. 
Proposition 13 
Les matrices de Pauli satisfont aux propriétés suivantes. 
(a) Elles sont idempotentes : (T~ = ][2 pour a E {a, 1,2, 3}. 
(b) Elles anticommutent: {(Ta, (Tb} = 02 pour a, b E {l, 2, 3}, a "* b. 
(c) Elles forment une algèbre de Lie: [(Ta, (Tb] = 2iE:abc(Tc pour a, b, cE {l, 2, 3}. 
(d) Elles s'obtiennent les unes des autres par la relation (Ta = -i(Tb(Tc, valide pour tout cycle (abc) pair. 
(e) Leur trace est nulle: tr((Ta) = ° pour a E {l, 2, 3}. 
Nous avons défini les matrices de Pauli par leur valeur matricielle dans la représentation du nombre 
d'occupation de l'espace des positions. Il eût cependant été loisible de les définir en toute généralité par 
leurs propriétés algébriques intrinsèques, sans référence à aucune représentation particulière. 
Nous introduisons maintenant un objet dont nous userons abondamment dans la suite. 
Définition 7 (tenseurs de spin de Pauli) 
Pour 1 ~ k ~ m, on définit le produit tensoriel de matrices de Pauli 
de taille matricielle 2m x 2m . Lorsque le contexte le permettra sans risque de confusion, nous omettrons 
le troisième indice. 
La somme et le produit matriciels de tenseurs de Pauli, s = (T Ct,k,m + (Tf3,l,n et p = (T Ct,k,m . (Tf3,l,n, ne 
sont définis que si les tailles des deux tenseurs sont égales, c'est-à-dire si n = m. À titre d'exemples de 
la précédente définition, nous donnons 
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Les tenseurs de Pauli satisfont aux mêmes propriétés que les matrices de Pauli. 
(a) Ils sont idempotents: (T2 k = H2m pour a E {a, 1,2,3}, 1 ~ k ~ m. 
a, ,m 
(b) Ils anticommutent ou commutent, selon la position de la matrice de Pauli dans le tenseur : 
{(T a,k,m, (Tb,k,m} = 02m et [(T a,k,m, (Tb,I,ml = 02m pour a, b E {l, 2, 3}, 1 ~ k, 1 ~ m avec a "* b dans le 
premier cas et k "* 1 dans le second. 
(c) Ils fonnent une algèbre de Lie pour un paramètre kfixé: [(Ta,k,m, (Tb,k,ml = 2isabc(Tc,k,m pour a, b, CE 
{l,2,3}, 1 ~ k ~ m. 
(d) Ils s'obtiennent les uns des autres par la relation (Ta,k,m = -i(Tb,k,m(Tc,k,m, valable pour tout cycle 
(abc) pair avec a, b, cE {l, 2, 3} et 1 ~ k ~ m. 
(e) Leur trace est nulle: tr((Ta,k,m) = 0 pour a E {l, 2, 3}, 1 ~ k ~ m. 
Démonstration 
Ces résultats découlent immédiatement de la définition 7 et des propositions 9, Il et 13. La propriété 9.e 
de la multiplication tensorielle implique en effet respectivement, pour k = 1 et k "* l, les relations 
(T a,k,m (T f3,k,m = (h l8i h l8i ... l8i h l8i cft a l8i h l8i ... l8i h )( h l8i h l8i ... l8i h l8i cft f3 l8i h l8i ... l8i h ) 
k 
= h l8i H218i ... l8i h l8i ((Ta (Tf3) l8i h l8i ... l8i Hz. 
(T a,k,m (Tf3,I,m = (h l8i H2 l8i ... l8i h l8i cft a l8i H2 l8i ... l8i h )( h l8i h l8i ... l8i h l8i d-f3 l8i H2 l8i ... l8i h ) 
k 1 
= h l8i H218i •.. l8i H218i (Ta l8i H218i ... l8i H218i (Tf3 l8i h l8i ... l8i h, 
dont dérivent les quatre premières propriétés. D'après la proposition 11, la trace se décompose en le 
produit 
m-l 
tr( (T a,k,m) = tr( (Ta) n tr(h) = 2m- 1 tr( (Ta), 
i=l 




Calcul algébrique de la fonction de 
partition 
Lasciate ogni speranza, voi ch'entrate ! 
- Dante Alighieri, La divina commedia (Inferno) 
Ce chapitre renferme le calcul détaillé de la fonction de partition du modèle d'Ising bidimensionnel 
sur le réseau carré périodique. 
3.1 La notion de matrice de transfert 
Avant d'entamer la démarche proprement dite, nous introduisons la notion de matrice de transfert, 
un outil clé intervenant dans la résolution de nombreux problèmes de mécanique statistique. Nous défi-
nissons d'abord cette notion dans toute sa généralité avant d'en fournir une interprétation géométrique et 
de l'illustrer par des cas particuliers. 
3.1.1 Définition générale 
Considérons un réseau régulier en d dimensions spatiales et reportons-le sur un réseau hypercu-
bique de même dimension par déformation continue des sites et des liens. Cette opération de rectification, 
purement pratique, n'affecte pas les propriétés topologiques du réseau, mais permet de définir plus aisé-
ment une base pour le motif du réseau. Elle est schématisée à la figure 3.1 pour les réseaux triangulaire et 
hexagonal. Nous supposons le réseau de taille nI x nz x· .. x nd et le divisons en nd unités de configuration 
regroupant chacune les p = nI x nz x··· x nd-I spins des d - 1 premières dimensions. En une dimension 
spatiale, l'unité de configuration coïncide avec un site individuel; en deux dimensions, avec une ligne 
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ou une colonne; en trois dimensions, elle correspond à un plan sur le réseau rectifié. Afin de simplifier 
le traitement algébrique des réseaux de dimension supérieure à un, nous considérerons les interactions 
entre ces unités de configuration plutôt qu'entre les spins individuels. 
(a) Réseau triangulaire (b) Réseau hexagonal 
FIG. 3.1 - La rectification des réseaux triangulaire et hexagonal sur une maille carrée 
Notons par la variable ::J une unité de configuration du réseau et par 
l'ensemble de toutes ces unités formant la configuration complète du système. En toute généralité, la 
fonction de partition d'un modèle d'Ising peut s'écrire sous la forme 
z = l exp ~J l Ils 111 + f3H l Ils) 
Ijl} <S,I> S 
= l exp ~ II··· l [fI (Pk;,k;, ... ,"d' Ilk;'.k;' , ... .k;;) + Jz(P~",k;", ... ,k';')])' (3.1) 
(jl) kl k2 kd 
où k;, k;' et k;" sont des fonctions affines de ki dépendant de la géométrie particulière du réseau. À titre 
d'exemple, en deux dimensions spatiales, sur un réseau carré, l'équation (3.1) se réduit à la relation (1.10) 
avec 
fI (Pi',j', Ili" ,j") = JI Ili,} Ili,}+ 1 + lz Ili,} Ili+ l,}, 
h (Pi'" ,r) = H Ili,}· 
Définissons ensuite les fonctions 
XI (::Jk' ::Jk")'= f3 ~ ~ ... ~ fI f"k' k' . k' Ilk" k" k") l' l' L....L.... L.... 'f'-1'2""'d' 1'2'''''d' 
k2 k3 kd 
X2(::Jkt) := f3 II··· l Jz(Pkt,kt, ... ,k;;')' 
k2 k3 kd 
(3.2) 
(3.3) 
qui désignent respectivement l'énergie d'interaction entre deux unités de configuration distinctes ::JI(. et 
. .. 1 
::Jk", puis l'énergie d'interaction au sein d'une même unité ::Jk"'. En sommant sur l'ensemble des confi-
1 1 
gurations accessibles à chaque unité composant le réseau (site, ligne, plan ou autre, selon sa dimension), 
nous obtenons 
z = l exp ~ l [XI (::Jkl , ::Jkl +1) + X2(::Jkl)] ) 
(::J) kl 
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où la fonction 
= In exp [j3XI (:Jkl' :Jkl+I)] exp [j3X2(:Jkl)] ) 
{J) kl 




strictement positive, représente le facteur du poids de Gibbs associé à l'énergie totale de l'unité de confi-
guration ::J et à l'énergie d'interaction entre les unités ::J et ::J'. 
La matrice de transfert est la matrice L := [L(:J, :J')L,j composée des éléments (3.5) évalués dans 
l'ordre imposé par la base binaire décroissante des spins, 
13p = {I+ + ... + + +),1+ + ... + + -),1+ + ... + -+),"',1+ - ... - - -),1- - ... - - -)}, (3.6) 
où nous notons les états selon la convention 
I± ± ... ± ± ±) := I±)I ® 1±)2 ® ... ® 1±)p-2 ® I±)p-I ® I±)p 
avec p = nI x n2 x ... x nd-I' Cette matrice recense tous les états accessibles au système, ou plus 
précisément tous les états accessibles à deux unités de configuration voisines dans ce système, et leur 
attribue un poids statistique. Elle n'est pas unique en raison d'une certaine liberté dans la définition des 
fonctions (3.2) et (3.3), de même que dans le choix arbitraire de la base 13. Son principal intérêt réside 
précisément dans la factorisation de la fonction de partition en des termes n'impliquant chacun que deux 
unités de configuration voisines. 
Chaque terme L(:J, :J') de l'équation (3.4) représente une probabilité conditionnelle, à une nor- ' 
malisation près, tandis que la somme sur les uriités de configuration apparaissant dans cette équation 
correspond à un produit matriciel. Grâce à cette observation, la fonction de partition se réduit récursive-
ment à 
z = II··· l L(:J I , :J2)L(:J2, :J3)'" L(:Jnrl , :Jnd)L(:Jnd , :JI) 
JI J2 J nd 
= II··· l L(:J I , :J2)L(:J2, :J3) ... L(:Jnr2 , :Jnd- I )( l L(:Jnd- l , :Jnd)L(:Jnd , :JI)) 
JI J2 Jnrl ' J nd 
= II .. · l L(:JI,:J2)L(:J2,:J3) ... L(:Jnr3,:Jnr2)( l L(:Jnr2,:Jnrl)L2(:Jnrl,:JI)) 




où Lnd(:J, :J') désigne l'élément (:J, :J') de la matrice Lnd. Cette somme des éléments diagonaux équivaut 
à la trace d'une matrice, soit 
(3.7) 
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Cette remarquable propriété des matrices de transfert les rend fort utiles à la résolution de maints pro-
blèmes de mécanique statistique impliquant des réseaux réguliers. 
3.1.2 Cas particuliers et exemples 
Afin d'illustrer concrètement la définition abstraite d'une matrice de transfert, nous présentons les 
cas particuliers des réseaux rectifiables unidimensionnel, bidimensionnel et tridimensionnel. Pour chacun 
de ces cas, nous proposons l'exemple explicite des réseaux linéaire, carré et cubique, respectivement. 
Soient J1 et v deux sites' voisins d'un réseau unidimensionnel. La matrice de transfert unidimen-
sionnelle s'écrit alors, en toute généralité, 
L(I) = [u .. )] = (L(PI,V I ) L(PI,V2)) = (L(+l,+l) L(+i,-l)) 
2x2 \}-'-,V L(p2,vl ) L(p2,v2) L(-I,+1) L(-I,-1)' (3.8) 
En une dimension spatiale, la chaîne linéaire de spins est le seul réseau régulier possible. Sa matrice de 
transfert est composée des éléments 
L(I)(p,J1') = exp [fiiJ1J1'] exp [fiBJ1] (3.9) 
et vaut explicitement 
. (1) (f!3(J+H) f!3<-J-H») 
L2X2 = f!3<-J+H) f!3U- H) (3.10) 
dans la base El = {I+),I-)}. 
Si Tet K désignent deux lignes (ou deux colonnes) voisines d'un réseau bidimensionnel rectifié 
comprenant chacune m sites, alors la matrice de transfert bidimensionnelle revêt la forme générale 
L(TI , KI) L(TI , Ki) L(TI , Ki+ l ) L(TI , K2m ) 
L(Ti , Ki) L(Ti , Ki+l ) 
L(Ti+l , Ki) L(Ti+l , Ki+l ) 
L(Ti, K2m ) 
L(Ti+ l , ~m) (3.11) 
En deux dimensions spatiales, le plan admet plusieurs pavages réguliers distincts. En particulier, la ma-
trice de transfert du réseau carré a pour éléments 
L(T, T') = exp [-,BX[ (T, T')] exp [-,BX2(T)] 
=eX+J1 t~i+X+lz t~i~i+1 +PH t~il, (3.12) 
où les variables J1i identifient les sites au sein d'une unité de configuration. Nous pourrions alternative-
ment définir la matrice de transfert 
L(T, T') = exp [-~X2(T)] exp [-,BXI(T, T')] exp [-~X2(T')] 
[,Blz f-, ,BB f-, 1 [ f-, 'l [,Blz f-, " ,BB f-, 'l = exp 2 ft J1i J1i+ 1 + "2 ft J1i exp ,Bil ft J1i J1i exp 2 ft J1i J1i+ 1 + "2 ft J1i ' 
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qui est invariante dans la permutation des unités T et T', donc symétrique. Cette forme présente l'avantage 
d'une diagonalisation par des matrices orthogonales, mais n'affecte en rien le spectre. Pour nos besoins, 
nous retiendrons dans la suite la: première version. Le calcul explicite des éléments (3.12) pour un réseau 
carré comprenant deux sites par ligne (ou encore par colonne) produit la matrice 
[ 
e2j3(h+lz+H) e 2j3(lz+H) e 2j3(J2+ H ) e 2j3( -J, +lz+H)] 
(2) e-2j3lz e 2j3(J,-lz) e 2f3( -J,-lz) e-2f3lz 
L 4X4 = e-2f3lz e 2j3(-J,-lz) e2f3(J,-lz) e-2f3lz 
e2f3(-J, +lz-H) e 2j3(lz-H) e 2j3(J2- H ) e2f3(J, +lz-H) 
dans la base binaire 
132 = {I+ +),1+ -),1- +),1- -)}. (3.13) 
Pour un réseau comportant trois sites par ligne avec une unique constante de couplage 1 = II = h, on 
obtient la matrice de transfert 
ef3(6J+3H) ef3(4J+3H) ef3(4J+3H) ef3(2J+3H) ef3(4J+3H) ef3(2J+3H) ef3(2J+3H) 
e
3j3H 
ef3H ef3(2J+H) ef3(-2J+H) ef3H ef3(-2J+H) ef3H ef3(-4J+H) ef3(-2J+H) 
ef3H ef3(-2J+H) ef3(2J+H) ef3H ef3(-2J+H) ef3(-4J+H) ef3H ef3(-2J+H) 
L(2) -
ef3(-2J-H) e-j3H e-j3H ef3(2J-H) ef3(-4J-H) ef3(-J-2H) ef3(-2J-H) . e-j3H 
8x8 - ef3H ef3(-2J+H) ef3(-2J+H) ef3(-4J+H) ef3(2J+H) ef3H ef3H ef3(-2J+H) 
ef3(-2j-H) e-j3H ef3(-4J-H) ef3(-2J-H) e-j3H ef3(2J-H) ef3(-2J-H) e-j3H 
ef3(-2J-H) ef3(-4J-H) e-j3H ef3(-2J-H) e-j3H ef3(-2J-H) ef3(2J-H) e-j3H 
e-3j3H ef3(2J-3H) ef3(2J-3H) ef3(4J-3H) ef3(2J-3H) ef3(4J-3H) ef3(4J-3H) ef3(6J-3H) 
exprimée dans la base 
1 
133 = {I+ + +),1+ + -),1+ - +),1+ - -),1- + +),1- + -),1- - +),1- - -)}. (3.14) 
Si ç et ~ désignent deux plans voisins d'un réseau tridimensionnel rectifié comportant chacun mXn 
sites, alors 
L(çl, ~l) L(çl, ~j) L(çl, ~j+l) L(çl, emn ) 
(3) [ ] L(çi, ë) L(çi, ~j) L(çi, ~j+l) L(çi, ~2mn) (3.15) L2mnx2,nn = L(Ç,~) = L(çi+I,~I) L(çi+l, ë) L(çi+l, ~j+l) L(çi+l, emn ) 
L(ç2mn , ë) L(ç2mn , ~J) L(ç2mn , ë+l ) L(ç2mn , emn ) 
La matrice de trafolsfert du réseau cubique est formée des éléments 
L(Ç, Ç') = exp [-f3XI (Ç, Ç')] exp [-f3X2(Ç)] 
~ eX+JI ~ t. /Li,j /L:+X+J, ~ t. /Li,j /Li+ l ,j + Ph ~ t. /Lij /Lij+1 + pH ~ t. /Li,j 1 '
où nous avons omis l'indice désignant la troisième coordonnée spatiale. La matrice de transfert d'un 
réseau cubique ne comportant que deux lignes et deux colonnes par plan, donc avec m = n = 2, est de 
taille 16 x 16. Nous renonçons par conséquent à en écrire explicitement un exemple. 
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La matrice de transfert de tout réseau de dimension supérieure à un revêt la forme (3.11) ou (3.15), 
qui ne diffèrent que par leur taille, laquelle croît rapidement avec la dimension du réseau. 
3.1.3 Interprétation géométrique 
Nous offrons à présent une interprétation géométrique intuitive de la notion de matrice de transfert 
afin d'en motiver l'intérêt. 
La matrice de transfert L(~, ~') contient l'information relative à la paire (~, ~') des unités de 
configuration du réseau, soit l'énergie totale de l'unité ~ et l'énergie d'interaction entre les unités ~ et 
~'. Ses éléments recensent les états accessibles à ces unités en leur attribuant un poids statistique. Elle 




/....,.- 1 1 ..... ' 
1 1 -------.""... 
L( 1: j-l, 1: j) 
<Ilkllk+l> Ilk+l 
(a) Création des liens (b) Propagation des probabilités 
FIG. 3.2 - L'interprétation géométrique de la matrice de transfert 
Lorsqu'elle est appliquée successivement aux unités de configuration voisines, la matrice de trans-
fert crée les liens entre les sites qu'elles contiennent et propage à travers le réseau la probabilité d'un 
couplage entre les sites voisins. Ce procédé, qui explique le terme « matrice de transfert », est dépeint 
à la figure 3.2 pour un réseau carré replié sur un cylindre: la matrice de transfert crée d'abord les liens 
entre les sites du cercle T et les liens entre les sites des cercles voisins T et T', puis propage l'information. 
d'un cercle de spins à l'autre le long du cylindre. Elle pourrait aussi agir sur les colonnes du cylindre 
plutôt que sur les lignes si l'on choisissait cette convention. 
3.2 Calcul du spectre de la matrice de transfert 
Nous entamons maintenant le calcul du spectre de la matrice de transfert du modèle d'Ising bi-
dimensionnel sur un réseau carré périodique, démarche formant la clé de voûte de la résolution du pro-
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blème. 
3.2.1 Expression de la fonction de partition en termes de la matrice de transfert 
Notons 
T j = (Pl,j, f12,j, ... , f1m,il 
la configuration de la colonne j du cylindre représenté à la figure 1.6(a) 'parmi les 2m configurations 
possibles, 
et posons 
{T} = {Tj Il :::; j:::; n} 
la configuration du réseau, c'est~à-dire l'ensemble de toutes les colonnes pour un état donné du système. 
Sur le tore, définissons ensuite 
m 
Xl(Tj,T~)':= -JI If1iJf1;,k' (3.16) 
i=l' 
l'énergie d'interaction entre deux colonnes distinctes T et T', puis 
m , m 
:X2(Tj) := -h I f1i,j f1i+l,j - HI f1i,j, (3.17) 
i=l i=l 
l'énergie d'interaction au sein d'une colonne T. L'énergie du système (1.9) se décompose alors en une 
somme de deux termes, 
n 
,Em,n({T}) = I [Xl (Tj, Tj+l) + X2(Tj)] ; 
, j=l 
(3.18) 
de même pour sa fonction de partition, 
, n 
Zm,n = Ie-,BE({T)) = Iexp ( 7"j3I[X1(Tj,Tj+l)+X2(Tj)J). 
{T} , {T} j=l 
(3.19) 
Afin de simplifier cette dernière' expression, nous introduisons la matrice de transfert du réseau carré 
L( T, T') = exp [-j3Xl (T, T')] exp [-j3X2( T)] 
= ex+ ~J1;J1;lex+ ~J1iJ1i+J + B ~J1l (3.20) 
où nous avons omis l'indice désignant la colonne puis posé pour la constante de couplage et le champ 
magnétique externe les changements de variable 
Yi := j3h B:= j3H. (3.21) 
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, 
En termes de cette matrice, la fonction de partition (3.19) devient 
n 
Zm,n = In exp [-,BXI(Tj,Tj+d] exp [-,BX2(Tj)] 
(T) j=1 
n 




l L(TI, T2)L(T2, T3)'" L(Tn_l, Tn)L(Tn, Tl) 
Tn=T 1 
en vertu de l'argument exposé à la section précédente. Par les propositions 3 et 4, nous obtenons 
2m 
Zm,n = tr(U) = l À~, 
k=l 
où 
SeL) = {ÀI,À2, ... ,À2m} 
(3.22) 
désigne le spectre de la matrice de transfert. Puisque pour toute valeur du paramètre Vi E R, chaque 
élément (3.20) de la matrice de transfert est strictement positif, le théorème de Frobenius-Perron assure 
que son spectre comporte une v.aleur propre maximale non dégénérée, c'est-à-dire que les valeurs propres 
peuvent être ainsi ordonnées après une éventuelle permutation des indices: 
(3.23) 
Nous avons établi le résultat suivant, qui joue un rôle crucial dans la résolution du problème posé 
par le modèle d'Ising. 
Lemme 15 
La fonction de partition du modèle d'Ising bidimensionnel sur un réseau carré s'écrit 
2m 
Zm,n = tr(Ln) = I À~(T, H, JI, Jz, m), (3.24) 
k=1 
où SeL) = {ÀI, À2, ... ,À2'"} désigne le spectre de la matrice de transfert L composée des éléments 
(3.25) 
La chaleur spécifique du système vaut alors 
(3.26) 
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En pratique, un matériau magnétique de taille macroscopique contient une quantité d'atomes avoi-
sinant le nombre d'Avogadro, soit N ::e NA ~ 1023 , et comporte un nombre comparable de sites. Pour 
simplifier les calculs, nous pouvons donc considérer sans contrition la limite d'un nombre infini de sites 
ou, de façon équivalente, celle d'un pas de réseau infinitésimal. Dans cette limite, le réseau sous-jacent 
disparaît. La chaleur spécifique ne dépend plus alors du spectre entier de la matrice de transfert, mais 
uniquement de sa valeur propre maximale. Cette observation simplifiera considérablement l'évaluation 
des propriétés de la transition de phases. 
Lemme 16 
Dans la limite thermodynamique, l'énergie libre de Helmholtz par spin du modèle d'Ising sur réseau 
carré se réduit à 
!/J = -kT lim m-llogÀ](T,H, J], h,m) (3.27) 
m ..... oo 
et sa chaleur spécifique, à 
8 [. 2 8 (. 1 )] c = 8T kT 8T l~ m logÀ](T,H,l],h,m) , (3.28) 
où À] désigne la valeur propre maximale de la matrice de transfert L. 
Démonstration 
Par l'entremise de la propriété (3.23) des valeurs propres de la matrice de transfert, l'inégalité ;; < 1 
est vérifiée pour tout i E {2,3, ... , 2m }, de telle sorte que dans la limite continue, l'énergie libre par spin 
vaut 
1· l' F l' l' -kT 1 !/J = lm lm - = lm lm -- ogZm,n 
m-H>o n-HX? mn m-HXJ n-HXJ mn 
= lim lim -kT {lOg ,17 + log [1 + f, À~]} 
m ..... oon ..... oo mn ~À 
k=2 ] 
= -kT lim lim log ,11 _ kT lim {lim _1 log [1 + f, (Àk )n]} 
m ..... oo n ..... oo m m ..... oo n ..... oo mn ~ À] 
k=2. 
log À] log 1 
= -kT lim -- - kT lim lim --
m ..... oo m m ..... oo n ..... oo mn 
1. 
logÀ](T,H,J,m) 
= -kT lm --='------
m ..... oo m 
et l'énergie interne du système, 




hm-logÀ](T,H,J],h,m). T T T m ..... oo m 
(Nous avons calculé la limite sur le nombre de colonnes avant celle sur le nombre de lignes, mais cette 
convention arbitraire dictée par le choix des colonnes comme unité de configuration est sans conséquence 
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sur le résultat. La convention contraire eût régi l'ordre inverse pour les limites. Le calcul de la limite 
simultanée sur le nombre de lignes et de colonnes serait par contre délicat.) Il suffit de dériver l'énergie 
interne par rapport à la température pour recouvrer la chaleur spécifique. o 
Pour évaluer la fonction de partition d'un réseau fini, il suffit ainsi de déterminer le spectre de la 
matrice de transfert L2mx2m - et sa valeur propre maximale dans la limite d'un réseau infini. Cependant, 
ce calcul requiert la résolution d'un polynôme caractéristique d'ordre 2m pour toute valeur de m ainsi 
que dans la limite continue m -+ 00, tâche que ne peuvent accomplir même les ordinateurs pourvus des 
algorithmes de manipulation symbolique les plus sophistiqués. On ne saurait donc aborder ce problème 
de front par la méthode usuelle de diagonalisation des matrices. Nous contournerons cette difficulté en 
introduisant un imposant attirail d'opérateurs algébriques qui permettront de factoriser la matrice de 
transfert en un produit tensoriel de matrices de plus petites dimensions. Après moult simplifications, le 
problème se réduira ultimement à la diagonalisation d'une matrice de taille 2 x 2. 
3.2.2 Formulation de la matrice de transfert en termes des tenseurs de Pauli 
Afin de simplifier la manipulation de la matrice de transfert, nous l'exprimons en termes des 
tenseurs de Pauli définis précédemment. Pour ce faire, nous la décomposons d'abord en facteurs que 
nous examinerons ensuite individuellement. 
Lemme 17 
La matrice de transfert du réseau carré se factorise en un produit matriciel 
L V3V2VI 
avec les facteurs 
VI (T, T') := exp [VI f J1k J1~1 
k=1 
m m 
Y2(T Tf) := n (j 1 n eV2 J.ikJ.ik+1 
, J.i/.J.i/ ' 
l=l k=1 
m m 
y '( f) '- n >: n BJ.ik 3 T, T.- uJ.i/,J.i; e , 
[=1 k=1 
Démonstration 
Il suffit de calculer explicitement les éléments matriciels résultant du produit: 






= L: L: [Ii (jJ.iI,PI Ii exp (BJ1Ü] [Ii (jPI.PI Ii exp (V2PÛi.k+l) IIi exp (VI ihJ1D]' 
[Tl [fl l=1 k=l /=1' k=1 k=1 
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m 
= n exp (BJ1k) exp (V2 J1kJ1k+l) exp (VI J1kJ1~) 
k=1 
= L(T, T'). 
L'identité est bien vérifiée. 1 o 
Cette factorisation naturelle sépare les trois contributions à l'énergie totale du système. La matrice 
VI comprend l'énergie résultant de l'interaction entre deux colonnes voisines du réseau, la matrice V2, 
l'énergie d'interaction entre sites voisins au sein d'une même colonne, et V3, l'énergie d'interaction entre 
le champ magnétique externe et les sites d'une colonne. 
Nous exprimons ensuite ces matrices en termes des tenseurs de spin de Pauli 
CT o:,k = li2 ® li2 ® ... ® h ® CT 0: ® h ® ... ® li2 
introduits à la définition 7 afin d'en exploiter les propriétés. 
Lemme 18 
Avec le changement de variable 
les matrices de factorisation deviennent 
Démonstration 
Considérons la matrice 
VI = (2 sinh 2vI )m/2 exp (SI f CTI,k] , 
k=1 
V2 = exp [V2 f CT3,kCT3,k+I] ' 
k=1 






qui n'est autre que la matrice de transfert (3.10) du modèle unidimensionnel en l'absence de champ 
magnétique externe. Comme nous le prouverons à l'instant, elle satisfait à la relation 
D = "";2 sinh 2v exp(sCTI). (3.37) 
1 Dans son ouvrage Mathematical Statistical Mechanics [10], Colin Thompson écrit L = VI V2 V3 mais corrige implicitement 
cette erreur dans la suite du raisonnement. 
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Nous développons d'abord l'exponentielle en série de Taylor en invoquant l'idempotence des matrices 
de spin de Pauli, 
( 12
1 4) (13 1 5 ) = 1 + -E: + -E: +... h + E: + -E: + -E: +... (TI 
2! 4!· 3! 5! 
= (cosh E:) h + (sinh E:)(TI, 
le réordonnement des termes de la série étant justifié par sa convergence uniforme. Par définition des 
fonctions hyperboliques, 
eX + e-x , 
coshx = 2 ' 
eX _ e-x 
sinh x = 2 ' 
et en vertu de l'identité 
cosh2 X - sinh2 x = 1, 





2 sinh 2v = e2v - e-2v = -- - tanh E: = -----
tanh E: sinh E: . cosh E: . 
Par combinaison de ce résultat et de l'identité 
sinh 2x = 2 sinh x cosh x, 
le changement de variable équivaut donc à 
sinh 2E:i . sinh 2Vi = 1. (3.38) 
En appliquant ensuite cette nouvelle relation et les identités hyperboliques au premier facteur apparais-
sant dans l'expression (3.37), nous obtenons 
-fi 1 
V2 sinh 2v = = ----r=====:::::::::::: 
vsinh 2E: vsinh E: • cosh E:' 
.puis, en rassemblant les précédents résultats, 
1 
V2sinh2vexp(E:(TI) = (X2coshE:+ (TI sinhE:) 
vsinh E: . c.osh E: 
= X2 Vcoth E: + (TI Vtanh E: 
=D. 
La décomposition (3.37) est ainsi vérifiée. 
Remarquons à présent le lien étroit unissant la matrice de factorisation VI à la matrice de transfert 
unidimensionnelle D. Puisque leurs éléments respectifs valent 
m 




la première correspond au produit tensoriel répété de la seconde avec v = VI, nommément 
m m 
VI = ® D = (2 sinh 2vI )m/2 ® ee) CT) . (3.39) 
k=1 k=1 
On peut effectivement exhiber le produit tensoriel par la forme 
où les indices i, j E {l, 2, ... , 2m } désignent respectivement les ligne et colonne de la matrice et numé-
rotent les configurations possibles du cercle de spins considéré. De la définition des tenseurs de Pauli et 
de la propriété 12 du produit tensoriel, il vient 
m [ m ] m , ® eX CT; = exp ~ X(Ti,k = n eXCT;,k, 
k=1 k=1 k=1 
ce qui, avec la relation (3.39), confirme l'identité (3.34) annoncée dans le lemme. 
Posons ensuite 
V~ := exp [B i CT3,k] 
k=1 
et V~ := exp [V2 i CT3,k CT3,k+ 1] 
k=1 
(3.40) 
en vue de vérifier les identités V~ = V2 et V~ = V3. D'une part, dans la base binaire '.B des matrices, D 
et VI, les matrices de factorisation V2 et V3 sont diagonales, puisque V2(T, T') = V3(T, T') = 0 dès que 
T '" T'. D'autre part, la matrice de Pauli CT3 étant diagonale, les tenseurs CT3,k et CT3,k CT3,k+ 1 le sont aussi, 
de même que les sommes l:;=1 CT3,k et l:;=1 CT3,k CT3,k+l. Par conséquent, les matrices V~ et V~ sont toutes 
deux diagonales. Or, la proposition 7 implique pàur toute matrice diagonale l'identité 
Par un raisonnement semblable au précédent, nous pouvons donc factoriser la matrice V3 en un produit 
tensoriel 
o 







'C::) e~B = ® e BCT3 . 
k=l k=1 o 
29 
L'application à ce résultat de la relation (3.40) achève la démonstration de l'identité (3.36). Considérons 
enfin le cas de la matrice V2. Dans la base 13, puisque 
-1 J -1 
le produit tensoriel CT3,kCT3,k+l est diagonal et ses éléments revêtent la forme simple 
L'équivalence des deux expressions de la matrice V2 se déduit alors de l'identité 
exp [ '" t, "3,"'-3," ,] = 0 exp (V2O"3,"'-3,",) = [ 0 Op" -: 0 e',","h' L 
l,l 
ce qui parachève la démonstration. o 
Dans la généralité de sa formulation actuelle, le problème demeure non résolu. Avant de pour-
suivre, nous imposerons donc une hypothèse supplémentaire. 
Hypothèse 1 
Dorénavant, nous considérerons nulle champ magnétique externe, c'est-à-dire 
H = kTB = O. 
Lemme 19 
Avec cette hypothèse, la matrice de transfert se réduit à 
(3.41) 
et se factorise en 
(3.42) 
Démonstration 
Ce résultat découle immédiatement de l'imposition de B = 0 dans les équations (3.25) et (3.36), qui 
entraîne V3 = Ihm. o 
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3.2.3 Interprétation physique des opérateurs de Pauli 
L'apparition des tenseurs de Pauli dans les décompositions (3.34), (3.35) et (3.36) n'est pas for-
tuite, mais s'explique par des raisons physiques qu'il nous paraît instructif de préciser. 
Examinons d'abord l'effet des matrices et tenseurs de Pauli sur les configurations de spins. Dans la 
représentation du nombre d'occupation de l'espace des positions, on associe un vecteur à chaque élément 
de la base usuelle 
13m = {I+ + ... + + +),1+ + ... + + -),1+ + ... + - +),"',1+ - ... - - -),1- - ... - - -)} 
selon l'identification canonique 
1+ - ... + - +) ~ (~) ® (~) ® ... ® (~) ® (~) ® (~). 
Dans cette représentation, la matrice (Tl : CZ ~ CZ exerce une action remarquable: elle inverse le spin. Z 
Elle produit de fait 
(Tl I±) = I:t=) (3.43) 
pUIsque 
(~ ~)(~) = (~), (~~)(~)= (~). 
L'effet de la seconde matrice de Pauli est analogue, à un facteur multiplicatif près, soit 
(Tzl±) = ± i 1+), (3.44) 
tandis que la troisième matrice n'inverse pas le spin mais mesure son signe, 
(T31±) = ± I±). (3.45) 
Les tenseurs de Pauli 
k 
(T Cl,k = h ® h ® ... ® TIz ® c;:;;-- ® TIz ® ... ® TIi 
agissent sur le spin en position k comme la matrice de Pauli correspondante (T Cl sans affecter les autres 
spins, chaque matrice du produit tensoriel agissant indépendamment des autres sur le spin qui lui est 
associé. Par exemple, pour m = 3, 
Ces observations permettent d'expliquer l'apparition des tenseurs de Pauli dans les décomposi-
tions du lemme 18. Chacune des matrices (T3,k est associée à l'unique site k d'une colonne donnée du 
2 Cette observation ne devrait pas étonner le lecteur averti, puisque nous avons précisément défini les matrices de Pauli par 
leur expression matricielle dans la représentation du nombre d'occupation. 
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réseau et recense avec l'occurrence àppropriée l'ensemble des états accessibles à ce site, les éléments 
diagonaux représentant les différentes valeurs possibles du spin. Les produits matriciels 0"3,k0"3,k+1 dé-
crivent quant à eux l'interaction entre les sites k et k + 1 au sein d'une même colonne du réseau. L'action 
de ces deux types de matrices est locale, car elle dépend de la configuration d'un unique site ou d'une 
paire de sites contigus. 
Considérons en guise d'exemple le cas m = 2. Chaque colonne du réseau comprend alors deux 
spins pouvant chacun occuper les états Ils = + 1 et Ils = -1. Les états 111 du premier spin sont énumérés 
sur la diagonale de la matrice 
0"3,1,2 = 0"3 ® 12 = [1 1 
-1 
tandis que les états 112 du second spin apparaissent dans un ordre différent sur la diagonale de 
-1 J 1 
Toutes les configurations 111 ® 112 de ces spins sont prises en compte par ces deux matrices, plus précisé-
ment par la comparaison des entrées correspondantes de ces deux matrices. Ainsi, leur somme recense 
tous les états accessibles au système avec leur dégénérescence respective, 
[
2 1 m 0 0" -0" +0" -~ 3,k - 3,1,2 3,2,2 - 0 ' 
k=1 
-2 
de telle sorte que la matrice 
contient sur sa diagonale les facteurs de Gibbs associés à l'interaction entre le champ externe et les spins 
individuels. Similairement, les matrices 
0"3,1,20"3,2,2 = 0"3,2,20"3,1,2 = [1 -1 J -1 
expriment dans la base 13 le produit des spins voisins d'une même colonne du réseau pour chaque confi-
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guration possible. En sommant sur tous les sites de la colonne, on obtient la matrice 
dont les éléments diagonaux correspondent aux facteurs de Boltzmann de l'interaction entre spins voi-
sins. L'argument est identique pour toute valeur de m. Cette interprétation physique rend évidentes les 
identités énoncées dans le lemme 18 . 
. 3.2.4 Formulation de la matrice de transfert en termes des opérateurs de spin 
Nous introduisons maintenant une algèbre d'opérateurs en termes desquels nous exprimerons la 
matrice de transfert. 
Définition 8 (opérateurs de spin) 
Pour tou te valeur k E {l, 2, ... , m}, nous définissons les matrices 
, [k-I ] [ k-I] [m] 
Pk,m:= n (TI,I,m (T3,k,m = 0 (TI ® (T3 ® 0 h , 
1=1 1=1 l=k+1 
(3.46) 
[ k-I ] [ k-I] [m] 'Pk,m:= n (TI,I,m (T2,k,m = 0 (TI ® (T2 ® 0 TI2 , 
1=1 1=1 l=k+1 
(3.47) 
m m 
Xm := n (TI,I,m = 0 (TI, (3.48) 
1=1 1=1 
de taille 2m x 2m . Nous omettrons le dernier indice lorsque le contexte le permettra sans risque de confu-
sion. 
Les opérateurs Pk et 'Pk furent proposés par Bruria Kaufman [6] dans sa simplification de la dé-
marche de Lars Onsager. Ils constituent des réalisations particulières de l'algèbre d'opérateurs 
laquelle est reliée aux représentations de dimension 2m du groupe de rotation SO(2m). Ce fait réduit 
considérablement la dimension du problème, donc sa complexité. 
Lemme 20 
En termes de ces nouveaux opérateurs, les matrices de factorisation s'écrivent 








Remarquons que les dimensions de toutes ces matrices concordent. Nous formons les produits des nou-
veaux opérateurs. Puisque les tenseurs de Pauli <T a,k et <Tj3,1 commutent dès que k *- l ou que a = /3, 
alors 
PkIPk = (<TI,I <T1,2'" <T1,k-d <T3,k (<TI,I <T1,2'" <T1,k-d <T2,k 
k-I 
= <T3,k <T2,k n crf,1 
1=1 
= -i<TI,k 
pour toute valeur 1 ~ k ~ m, tandis que 
Pk+1 IPk = (<TI,I <T1,2'" <T1,d <T3,k+1 (<TI,I <TJ,2'" <T1,k-J) <T2,k 
k-I 
= <T3,k+1 <T1,k<T2,k n ~L 
1=1 
= i <T3,k <T3,k+ 1 
pour tout 1 ~ k ~ m - 1. Le terme à la frontière doit être traité séparément. Nous avons 
donc 
m-I 
PI IPm = <T3,1 (<Tl,1 <TI,2 ... <TI,m-d <T2,m = (J'3,1 <T2,m n <Tl,l, 
1=1 
m-I 
iPIIPmX = i<T3,1<T2,m<Tl,m n <TL = (J'3,m<T3,1· 
" 1=1 
De ces résultats et de la relation de commutation 
suivent 
tel que prévu. 
[PI IPmX, Pk+1 IPk] = [<T3,1 <T3,m, <T3,1 <T3,2]Ok,1 + [<T3, 1 <T3,m, <T3,m-1 <T3,m]Ok,m-1 
+ [<T3,l <T3,m, <T3,m <T3,Il Ok,m 
=0 
VI = (2 sinh 2vI )m~2 exp (CI f <TI'k] = (2 sinh 2vI )m/2 exp (iCI f PkIPk] , 
k=1 k=1 




Le gain apporté par ce changement de variables deviendra manifeste à la suite des deux prochains 
lemmes. Nous purgeons maintenant les précédentes expressions de l'encombrant terme frontalier. 
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Lemme 21 
La matrice de transfert du réseau carré se décompose en deux tennes selon 
(3.50) 
où nous posons 
V± = exp [-iV2 f Pk+1 'Pk] exp [icI f Pk 'Pk] 
k=l k=1 
(3.51) 
et adoptons pour V± la convention 
Pm+1 = =!=PI· 
Démonstration 
Soulignons d'abord les identités 
p~ = 'P~ = X2 = [ et (iPI 'PmX)2 = [, (3.52) 
qui découlent immédiatement de la définition 8 et du précédent raisonnement. Développons ensuite le 
terme frontalier en série de puissances: 
Puisque 
~ (Y2 IT3 I IT3 ml 
exp (iV2Pl 'PmX) = LJ k!' 
: k=O 
= 1 + ..2 + ..2 + . .. [+ Y2 + ..2 + ..2 + . . . IT3 IIT3 m ( 
y2 y4 ) [ 0 y5 1 
2! 4! 3! 5! " 
= [cosh Y2 + èpl 'PmX sinh V2 
= [~([ + X) + ~([ -X)] (cosh Y2 + ipi 'PmX sinh V2). 
= IT3,IIT2,mITI,m - ITI,IITI,mIT3,1 IT2,mITl,1 
= - iIT3,I IT3,m - (- iIT2,1 èIT3,mIT1.d 
= -i IT3,IIT3,m - (-iIT3,IIT3,m) 
=0, 
nous pouvons factoriser l'opérateur X selon 
1 1 
exp (iY2PI 'PmX) = 2"(X + li) (cosh Y2 + iPI 'Pm sinh Y2) + 2"(X - [) (- cosh Y2 + ipi 'Pm sinh Y2), 
si bien que le terme frontalier se réduit ultimement à l'expression 
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" 
en vertu de la propriété 
(PI 'Pm)2 = [CT3.1 CT2.m n CTI.k] [CT3.1 CT2.m n CTI.I] 
. k=1 1=1 
= (CT3.1 CT2.m)CTI.I ( CT3.1 CT2.m)CTl,l 
= (i CT2.1)(c?z.m)(iCT:i.I) 
= -li 
et des identités 
(-ipl 'Pm)2n = li, 
( . . )2n+1 . 
-ZPI 'Pm = -ZPI 'Pm 
qui en résultent pour toute valeur n E N. Il suffit alors de remplacer dans la matrice de transfert le terme 
frontalier par sa nouvelle expression. Nous obtenons ainsi 
L = V2VI 
= exp (iv2PI 'PmX) exp [- iV2 l Pk+1 'Pk]' (2 sinh 2VI)m/2 exp [iSI f Pk 'Pk] 
k=1 k=1 
= ~(2 sinh 2vI )m/2[ (li + X) exp (+iV2PI 'Pm) + (li -X) exp (-iV2PI 'Pm) ] X 
exp (- iV2 l Pk+1 'Pk] exp (iS I f Pk 'Pk] 
k=1 k=1 
= k(2 sinh 2Yllm/2 [(H X) exp [ -;Y2 { - PI "'m + ~ p,+ 1"" } F 
(1-x) exp [-;Y2 ~ P'+I ",,]1 exp [;e l ~ p,,,,,] 
= (2 sinh 2VI)m/2 [~(li+X)V+ + ~(li-X)V_], 
ce qu'il fallait démontrer. 
Définition 9 (opérateurs de projection) 
Nous posons P ± := 4(ITzm ±Xm). 
o 
Considérons les matrices P ± de la précédente définition, qui apparaissent dans la décomposition 
(3.50) de la matrice de transfert. Puisque pi = 'p± et P~ = P±, elles représentent des opérateurs de 
projection sur les espaces 8+ et 8_ respectivement associés aux matrices V+ et V_. Ces espaces sont par 
ailleurs orthogonaux, car P +P _ = O. 
Définition 10 (espaces de projection) 
Les espaces 8+ et 8_ sont les espaces de projection 8+,8_ C ~2m pour lesquels 
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Nous prouverons que les espaces 8+ et 8_ contiennent les vecteurs propres de V+ et V_, respecti-
vement. Les valeurs propres de la matrice de transfert proviendront pour moitié du spectre de V+ et pour 
moitié de celui de V _. 
3.2.5 Formulation de la matrice de transfert en termes des opérateurs de création et 
d'annihilation 
Suivant l'interprétation du modèle d'Ising comme système fermionique proposée par Theodore 
Schultz, Daniel Mattis et Elliott Lieb [8], nous reformulons la matrice de transfert en termes d'opérateurs 
fermioniques de création et d'annihilation. 
Définition 11 (opérateurs fermioniques de création et d'annihilation de particules) 
Pour toute valeur 1 ;::;; k ;::;; m, nous définissons l'opérateur 
1 . 
ak := -(fflk m + lPk m) ,m 2"'" , 
et son adjoint hermitien 
(3.53) 
(3.54) 
Nous omettrons au besoin le second indice dont sont affublés ces opérateurs; le nombre m de lignes sera 
alors sous-entendu. 
La dernière équation repose sur le fait que 
lequel découle de la propriété CT! = CT Cl des matrices de Pauli. Ces nouveaux opérateurs se réduisent à des 
combinaisons linéaires indépendantes et réversibles de quantités introduites précédemment. On retrouve 
ainsi 
ak + al = 'Pk = (CTl,1 CTu··· CTl,k-d CT2,k. 
ak - al = iPk = i( CT I,I CT l,2··· CTl,k-l) CT3,k· 
Ils se distinguent pourtant par des propriétés inestimables. 
Lemme 22 
Les opérateurs ak et ak
t satisfont aux relations d'anticommutation des opérateurs fermioniques de 
,m ,m 
création et d'annihilation de particules, soit 
{ ak ,ait } = Ok,1 K2/n, ,m ,m 
{ ak ,al } = 02m • ,m ,In 
(3.55) 
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En particulier, ils sont nilpotents : 
Démonstration 
Considérons d'abord le premier anticommutateur. En développant les produits terme à terme, il .vient 
{ t} _ t t ak, al - akal + al ak 
1 1 
= 4(IPk + ipÜ(IPI - ipI) + 4(IPI - ipI)(IPk + ipÜ 
1 
= 4 (IPkIPI + IPIIPk + iPkIPI - iPIIPk - iIPkPI + iIPIPk + PkPI + PIPÜ 
1 
= 4( {IPk. IPd + i {Pk. IPd - i {IPk, pd + {pk, pd). 
Lorsque k = l, cet anticommutateur se réduit ainsi à 
en vertu des identités (3.52). Pour k "* l, posons sans perte de généralité k < l, le cas complémentaire 
étant symétrique. La relation d'anticommutation 
= CT2,kCT1,k ( CT1,k+l CT1,k+2'" CTl,I-I)CT2,1 + CTI,k CT2,k ( CT1,k+l CTI,k+2'" CTI,I-dCT2,1 
= (-iCT3,k + iCT3,Ü(CT1,k+1CT1,k+2'" CTI,I-I) CT2,1 
=0 
et son équivalent pour l'opérateur Pk de même que 
impliquent alors 
{Pk. IPd = Pk IPI + IPIPk 
= (CT3,kCT1,kCT2,1 - CTI,kCT2,ICT3,Ü(CTI,k+1 CTI,k+2'" CTI,I_I) 
= (ÙT2,k CT2,1 + - i CT2,k CT2,1) ( CTI ,k+ 1 CTI ,k+ 2 ... CTI ,1-1) 
=0 
Examinons à présent le second anticommutateur. Par un argument similaire au précédent, il se 
réduit à 
{ak, al} = akal + alak 
1 1 
= 4(IPk + ipÜ(IPI + ipI) + 4(IPI + ipI)(IPk + ipÜ 
1 
= 4( {IPk, IPd + i {IPk, pd + i {pk, IPI} - {pk, pd). 
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Pour k "* l, nous retrouvons pour les mêmes raisons 
cependant que pour k = l, l'identité 
produit avec les propriétés (3.52) le résultat 
En prenant l'adjoint hermitien de ces expressions, nous concluons de même que 
pour toutes valeurs 1 ~ k, 1 ~ ,;". Ces deux dernières relations impliquent immédiatement la nilpotence 
des opérateurs ak et at. 0 
Les opérateurs a! et ak constituent donc respectivement des opérateurs de création et d'anni-
hilation de particules. Nous exploiterons leurs propriétés pour simplifier l'expression de la matrice de 
transfert et en calculer le spectre. 
Lemme 23 
En termes des opérateurs de création et d'annihilation, les matrices de décomposition s'écrivent 
(3.56) 




Nous développons successivement les arguments des exponentielles apparaissant dans la matrice de dé-
composition (3.51). Nous obtenons d'abord 
avec la condition aux frontières 
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puis 
ce qui établit la relation (3.56). Enfin, puisque 
Pk!Pk = -iCTl,b (3.49) 
nous avons 
ce qui implique 
et prouve l'identité (3.57). o 
La décomposition (3.50) de la matrice de transfert en deux termes reliés à des espaces orthogo-
naux et l'introduction des opérateurs de création et d'annihilation permettent de simplifier davantage 
encore l'expression de la fonction de partition, dont le calcul exact représente l'ambition ultime de notre 
démarche. 3 
Lemme 24 
La fonction de partition du modèle d'Ising bidimensionnel sur un réseau carré est donnée par la relation 
(3.58) 
avec la matrice 
(3.59) 
Démonstration 
Cette forme particulière de la matrice Ln repose sur l'orthogonalité des projecteurs P ± = ~(li ±x) et sur le 
fait qu'ils commutent avec les matrices de décomposition V±. Ces propriétés permettent en effet d'écrire 
3 La matrice de décomposition V3 résiste à toute réduction par cette transformation, ce qui explique que la présente méthode 
ne fournisse aucune solution au problème d'Ising pour un champ magnétique non nul. La présence d'un champ externe sape en 
effet la bilinéarité des opérateurs, condition essentielle à la réussite de la démarche. De plus, la factorisation par des opérateurs 
de création et d'annihilation ne s'avère utile que lorsque les spins au sein d'une unité de configuration peuvent être ordonnés et 
que leurs interactions sont confinées aux voisins immédiats dans cette ordonnance. Cette condition n'étant pas respectée pour 
les dimensions supérieures à deux, la méthode ne s'applique pas à ces cas. 
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par l'annulation de tous les tennes comprenant à la fois P + et P _ puis par le réordonne ment des matrices 
au sein des deux autres contributions. Nous démontrons maintenant ces deux propriétés. Nous avons 
d'abord 
Puisque 
il suffit ensuite de vérifier que les exponentielles non identiques contenues dans les opérateurs X et V± 
commutent. Grâce aux conjugués 
lm J(k-I l[m 1 (k-I 1 . x(ak + a!)x-I = n lTI,i n lTI,j' lTZ,k n lTI,1 = n lTI,1 (lTI,klTz,klTI,d = -(ak + a!) 1=1 J=I 1=1 1=1 
et 
qui interviennent dans le commutateur, nous fonnons le produit 
lequel implique 
Cette dernière identité équivaut par ailleurs à 
dont il s'ensuit 
(3.60) 
ce qui corrobore la relation (3.59). L'équation (3.58) découle alors immédiatement de la propriété 
et de la linéarité de la trace. D 
3.2.6 Interprétation physique des opérateurs fermioniques . 
Les opérateurs X, Pk, 'Pk et ak admettent eux aussi une édifiante interprétation physique, qui se 
déduit de l'action des matrices dont ils se composent. 
Puisque chaque tenseur de Pauli lTI,k inverse le spin situé en position k d'une colonne donnée, la 
matrice 
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x = 0"1,1 0"1,2'" O"I,k-1 O"I,k 
inverse tous les spins de cette colonne. Elle admet pour vecteurs propres les combinaisons d'un état de 
spin 1 ± ± ... ±) E 13m et de son« inverse» spinoriel, avec une valeur propre À+ = 1 lorsque les états 
portent le même signe et À_ = -1 dans le cas contraire. Conséque'mment, les opérateurs de projection 
p ± = t(IT ±X) partagent les vecteurs propres de X en deux ensembles de valeurs propres À = 0 et À = 1. 
Les espaces orthogonaux 8+ et 8_ contiennent les vecteurs formés d'un élément de la base 13m et de son 
inverse, puisque 
pour tout vecteur v E [13m ]. Ils correspondent ainsi aux espaces propres de X. L'invariance de la matrice 
de transfert dans l'inversion de l'ensemble des spins du réseau, manifeste par l'équation (3.41), explique 
qu'elle commute avec l'opérateur X, comme nous le calculâmes explicitement dans la démonstration du 
lemme 24. 
La matrice 
Pk = (0"1,1 0"1,2'" 0"1,k-I)0"3,k 
inverse les k - 1 premiers spins d'une colonne et multiplie le vecteur entier par le signe du spin situé en 
position k, tandis que 
<Pk = (0"1,10"1,2'" 0"1,k-l)0"2,k 
inverse les k premiers spins et multiplie le vecteur par une constante complexe. Les opérateurs d'annihi-
lation 
1 
ak = -(0"110"12'" 0"1 k-I)(O"2k + i0"3k) 2 " , , , 
et de création 
combinent ces deux derniers effèts : ils inversent les k -1 premiers spins puis remplacent la valeur du spin 
en position k par une combinaison linéaire des deux états. Cette action est schématisée à la figure 3.3. 
+ + + + + + 
• • • • • • 
1 .2 k m 
a t k 
± + + 
• • • • • • 
1 ,2 k m 
FIG. 3.3 - L'action de l'opérateur de création de particules sur une unité de configuration du réseau 
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3.2.7 Formulation de la matrice de transfert en termes des opérateurs de propagation 
d'onde et de dénombrement 
Nous effectuons une transformation vers l'espace des impulsions depuis l'espace des positions 
afin d'exploiter l'invariance du système dans la rotation d'un cercle du tore. Les valeurs propre~ de la 
matrice de transfert seront calculées dans cet espace, dans la représentation du nombre d'occupation. 
Définition 12 (opérateurs de propagation d'onde) 
Les opérateurs de propagation d'onde résultent de la transfonnée de Fourier discrète des opérateurs de 
création et d'annihilation selon 
-i1C/4 m 
_ e ~ -iqk 
ryq,m - _ r= L...J e ak,m 
ym k=l 
et 
e i1C /4 m 
ryt = __ ~ e iqk at 
q,m _ lm L...J k,m 
y'" k=l 
(3.61) 
avec les indices 
+ '{(2 j - 1)1T l' m m m m} q E Qm = m } = - '2 + 1, - '2 + 2, ... , '2 - 1, '2 (3.62) 
pour les opérateurs apparaissant dans V+ et 
_ {2 j 1T l' m m m m} q E Q = - } = -- + 1 -- + 2 - -1 -
m m 2' 2 ""'2 '2 (3.63) 
pour ceux de V_, lorsque le nombre m de sites est pair. Des définitions similaires existent lorsqu'il est 
impair. 
Cette transformée de Fourier accomplit une transition de l'espace des positions à l'espace des 
impulsions. La phase complexe e±i1C/4 n'apparaît dans la définition 12 que pour rendre les coefficients 
finaux réels. Les domaines Q~ et Q~ du paramètre de la transformée de Fourier sont imposés par les 
conditions anticyclique a
m
+l = :"'a l et cyclique am+l = al' respectivement. En effet, la relation 
m/2 [ (1) ] m/2 L: exp i(2j - 1) m: 1T ryq(j) = - L: exp [i(2j - 1) :] ryq(;) 
j=-m/2+l j=-m/2+l 
découle de l'identité 
[ 
i(m + l)1T] i1C [i1T] [i1T] exp = e exp - =:= - exp - , 
'm m m 
et similairement pour l'autre condition. La cardinalité de ces domaines, IQ!I = m, implique en outre 
que les opérateurs de propagation d'onde ryq et ry! sont deux fois plus nombreux que les opérateurs 
d'annihilation et de création, ak et ar. Ce dédoublement sera compensé lors du calcul des valeurs propres 
par la rétention de la moitié du spectre de chacune des matrices V±. 
Hypothèse 2 
Par souci de simplicité, nous supposerons désonnais que m ,E 2N, l'autre cas étant semblable. 
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Lemme 25 
La restriction du domaine des transfonnées de Fourier discrètes au sous-ensemble des valeurs paires Q; 
ou impaires Q;;. n'affecte pas ses propriétés usuelles. En effet, les relations d'orthogonalité 
m I eÎ(q-q')k = mOq,q' 
k=l 
et I eÎq(k-k') = mOk,k' 
qEQ-;, 
sont vérifiées pour toutes valeurs q, q' E Q! et k, k' E (1, 2, ... , ml. respectivement. 
Démonstration 
(3.64) 
Remarquons d'emblée que les ensembles Q; et Q;;. contiennent respectivement des multiples impairs et 
pairs de ~. Pour N ~ 2 et t, t' E N, définissons la quantité 
, , 2mr , 2mr N-l [ ] N [ ] SN(t,t) = ~exp i(t-t)N = ~exp i(t-t)N . 
Lorsque t = t' mod N, chaque exponentielle se réduit à l'unité et la somme vaut alors SN = N. Si 
t *" t' mod N, la condition ei(t-t')21C/N *" 1 est respectée et la série géométrique s'annule: 
"1 - eÎ(t-t')21C 
SN = - 0 1 - ei(t-t')21C/N - . 
Par conséquent, la relation d'orthogonalité 
(3.65) 
est vérifiée pour toutes valeurs t, t' EN. Or, les sommes de Fourier (3.64) s'écrivent respectivement 
et 
f eÎ(q-q')k = f exp [i(j - j') 2~~] pour q E Q! 
k=l k=l 
I eiq(k-k') = 
qEQit. 
" I exp [i(k - k') (2j : l)n] 
J=-m/2+1 
m/2 [ 2' ] I exp i(k - k') J1T 
j=-m/2+1 m 
pour q E Q;:; 
pourq E Q;;. 
En portant l'identité (3.65) dans ces expressions, nous obtenons dans le premier cas 
m I ei(q-q')k = Sm(q, q') = mOq,q' 
k=l 
et dans le second, après le changement de variable 1 = j - (-~ + 1), 




m-I [ ] [ ] . , , (2l - m + 2):rr , (-m + 2):rr I_ e1q(k-k) = l exp i(k - k ) m = exp i(k - k ) m Sm(k, k') = mcSk,k" 
qEQm 1=0 
ce qu'il fallait démontrer. D 
Lemme 26 
Les transfonnées de Fourier inverses des opérateurs de propagation d'onde valent 
eitr/ 4 
_ ~ iqk 
. ak,m - _ mi L...J e TJq,m 
~m qEQ-; 
et 
e-itr/ 4 . 
a t = -- ~ e- lqk TJt k,m _ mi L...J q,m' 
~m qEQ-; 
(3.66) 
où la sommation est entendue sur les ensembles définis précédemment. 
Démonstration' 
En appliquant les relations d'orthogonalité du lemme 25 à la transformée de Fourier, nous obtenons 
m m 
Vm eitr/ 4 l eiqk TJq = l l eiq(k-k') ak, = l mcSk,k' ak, = mak· 
qEQ-; k'=1 qEQ-; k'=1 
En isolant l'opérateur d'annihilation puis en calculant son adjoint, nous recouvrons le résultat désiré. D 
L'intérêt de cette transformation réside dans ce qu'elle préserve les relations fermioniques d'anti-
commutation, comme nous le montrons à l'instant, tout en facilitant le calcul du spectre de la matrice de 
transfert et en dévoilant le lien profond unissant le modèle d'Ising aux systèmes fennioniques. 
Lemme 27 
Les opérateurs TJq,m et TJ!.m sont aussi fennioniques, car 
Ils sont donc nilpotents: 
Démonstration 
{TJq,m' TJ ~,m} = cS p,q hm, 
{TJq,m' TJp,m} = 02m • 
( )2 _ ( t )2_ TJq,m - TJq,m - 02m • 
(3.67) 
Il suffit d'appliquer les relations d' anticommutation (3.55) à la définition 12 des transformées de Fourier. 
Nous obtenons ainsi 
et 
. m m 
{TJq, TJp} = : II e-i(pk+ql) {ak, al} = O. 
k=l 1=1 
La nilpotence découle de cette dernière identité. D 
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Nous procédons enfin à un dernier changement de variables pour les opérateurs fermioniques. 
Définition 13 (opérateurs de dénombrement) 
Pour toute valeur q E Q!, nous définissons la famille des opérateurs de dénombrement 
nl,q,m := Tf-q,mTfq,m + TftmTf~q,m' 
n2,q,m := i(Tf-q,mTfq,m - Tf!,mTf~q,m)' 




Dans la suite, le dernier indice ne sera pas toujours noté explicitement, mais demeurera sous-entendu. 
L'opérateur n3,q, le plus significatif des opérateurs de dénombrement, mesure le nombre d'occu-
pation pour la paire de secteurs tensoriels (q, -q). Les deux autres opérateurs complètent l'algèbre de Lie 
et ne remplissent qu'un rôle secondaire. 
Lemme 28 
Les opérateurs de dénombrement satisfont aux relations de commutation et d'anticommutation 
avec a =1= b dans le dernier cas. 
Démonstration 
[na,q,m, nb,q',m] = 2icSq,q'Sabc n c,q,m, 
{na,q,m, nb,q,m} = 02m , 
(3.71) 
(3.72) 
Il suffit d'appliquer les relations d'anticommutation (3.67) et la définition 13 aux six commutateurs dis-
tincts de l'équation (3.71) puis aux trois anticommutateurs distincts de l'équation (3.72). Nous détaillons 
trois exemples représentatifs de ces calculs et confions la démonstration des autres identités aux soins du 
lecteur. Dans un premier temps, nous vérifions 
[nl,q, n 2,q] = i [Tf-qTfq + Tf!Tf~q, Tf-qTfq - Tf!Tf~q] 
= i{[ Tf-qTfq, Tf-qTfq] - [Tf-qTfq, Tf!Tf~q] + [Tf!Tf~q, Tf-qTfq] - [Tf!Tf~q, Tf!Tf~q]} 
-2·[tt ] 
- 1 Tfq Tf-q, Tf-q Tfq 
= 2i ( Tf! Tf!q Tf-q Tfq - Tf-q Tfq Tf! Tf~q) 
= 2i { Tf! Tf~q Tf-q Tfq - Tf-q (li - Tf! Tfq) Tf~q}' 
-2·{tt t t t1 
- 1 TfqTf-qTf-qTfq + TfqTf-qTf-qTfq - Tf-qTf-qJ 
= 2ib!Tf~qTf-qTfq + Tf! (li -Tf~qTf-q) Tfq - Tf-qTf~q} 
= 2i(O+Tf!Tfq - Tf-qTf~q) 
= 2i (Tf!Tfq + Tf~q Tf-q - li) 
= 2in3,q. 
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Ensuite, puisque les opérateurs de propagation d'onde sont nilpotents, l'anticommutateur de ces mêmes 
opérateurs de dénombrement vaut 
{nl,q, n2,q} = i({1]_q1]q, 1]-q1]q} - {1]-q1]q, 1]~1]!q} + bt1]!q, 1]-q1]q} - b~1]!q, 1]~1]!q}) 
= i (- {1]-q1]q, 1]~1]!q} + {1]~1]!q, 1]-q1]q}) 
= i (- {1]~1]!q, 1]-q1]q} + {1]~1]!q, 1]-q1]q}) 
=0, 
comme il se doit. Nous évaluons enfin 
[nl,q, n3,p] = [1]-q 1]q + 1]~ 1]!q' 1]11] p + 1]!p 1]-p - li] 
_[ t] [ t] [t t t ] [t t t ] 
- 1]-q1]q,1]p1]p + 1]-q1]q,1]-p1]-p + 1]q1]-q,1]p1]p + 1]q1]-q,1]-p1]-p 
_( t t ) ( t t ) 
- 1]-q1]q,1]p1]p - 1]p1]p1]-q1]q + 1]-q1]q1]-p1]-p - 1]-p1]-p1]-q1]q 
( ttt t tt)(ttt t tt) + 1]q1]-q1]p1]p - 1]p1]p1]q1]-q + 1]q1]-q1]-p1]-p - 1]-p1]-p1]q1]-q . 
Puisque ces opérateurs de propagation d'onde anticommutent dès que q *- p, le réordonnement des 
facteurs d'un terme du développement en un nombre pair de permutations n'affecte pas le signe de ce 
terme; chaque commutateur s'annule donc indépendamment des autres, c'est-à-dire 
(3.73) 
pourq *- p. o 
Si l'on considère que les opérateurs de dénombrement sont entièrement déterminés par leurs seules 
propriétés algébriques, réunies dans le lemme 28, la définition 13 induit une structure algébrique abstraite 
dont la forme matricielle dérivée des matrices de Pauli ne constitue alors qu'une représentation particu-
lière. Selon cette interprétation, il existe ainsi pour ces opérateurs différentes représentations matricielles 
équivalentes préservant leurs propriétés algébriques. Nous présenterons prochainement l'une de ces re-
présentations afin de les exprimer sous une forme simplifiée. 
Entretemps, ces nouveaux opérateurs permettent une factorisation supplémentaire de la matrice de 
transfert. 
Lemme 29 
En termes des opérateurs de dénombrement, les matrices de décomposition se factorisent en 
où nous avons défini les opérateurs 
v± = n Uq,m, 
qEQ;;"q>O 





Rappelons que d'après le lemme 23, ces matrices de décomposition valent 
(3.56) 
Nous développons successivement les arguments des exponentielles afin de les exprimer en termes des 
opérateurs de dénombrement. En usant des propriétés de la transformée de Fourier discrète, en particulier 
des relations d'orthogonalité garanties par le lemme 25, nous obtenons d'abord pour le second facteur 
_ ~ t m 
- D 6 q,q' 17q 17q, - "2 li 
q,q' 
= l 17!17q - ; li 
q 
= l 17!17q + l 17!q17-q - ; li 
q>O q>O 
= l (17!17q + 17!q17-q - li) 
q>O 
= l !13,q. 
q>O 
Un développement analogue produit ensuite pour le premier facteur 
1 in /2 1 
-- l ei[q(k+l)-q'kl17q17:' - _e_ l ei[q(k+l)+q'kl17q17q' 
m ± m ± q,q'EQm q,q'EQIIl 
= ~ If (-i e-iq e-i(q+q')k 17!17:, + e-iq e-i(q-q')k 17!17q, 
q,q' k=l 
- e iq ei(q-q')k 17 17t - i e iq ei(q+q')k 17 17 ) 
q ~ q ~ 
_ ~ ( . -iq t t s: -iq t s: iq t s: . iq s:) 
- D -le 17q 17q,Uq,-q' +e 17q 17q,Uq,q' -e 17q 17q,Uq,q' -le 17q 17q,Uq,-q' 
q,q" 
= l (-i e- iq 17!17!q + e-iq 17!17q - e iq 17q 17! - i e iq 17q 17-q) 
q 
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= L: -i (e- iq T/~T/!q + eiq T/qT/-q) + L: (e- iq T/~T/q - eiq T/qT/~) 
q q 
=_i"'(e-iqntnt +eiqntnt+eiqnn +e-iqn n) ~ "/q"/-q "/-q"/q "/q"/-q "/-q"/q 
q>O 
+ '" (e- iq nt n + e iq nt n _ eiq n nt _ e-iq n nt)" ~ "/q"/q "/-q"/-q "/q"/q "/-q"/-q 
q>O . 
Par intercession des relations d'anticommutation (3"67) pour les opérateurs de propagation d'onde, ce 
facteur se réduit enfin à 
i (aLI - ak+l) (al + ak) = -i L: {( e- iq - eiq ) T/~T/!q + (e- iq - eiq ) T/-qT/q} 
k=1 q>O 
+ 2: {( e-iq + eiq ) T/~T/q - eiq II + (eiq + e-iq ) T/!qT/-q - e-iq II } 
. q>O 
= -i L: ( -2isinq T/~T/!q - 2i sinq T/-qT/q) 
q>O 
+ 2: (2cos q T/~T/q + 2cosq T/!qT/-q - 2COSqlI) 
q>O 
=2: (2cosq !13,q - 2 sinq !1!,q) " 
q>O 
Du rassemblement de tous ces termes, il résulte 
(3.76) 
En vertu de la propriété (3.71), les opérateurs !1a,q et !1b,q' commutent dès que q *" q'" Or,'cette 
condition est vérifiée pour tous les éléments d'une somme donnée de l'équation (3.76). Par conséquent, 
nous pouvons leur appliquer l'identité de Baker-Hausdorff et convertir l'exponentielle de ces sommes 
en un produit d'exponentielles, soit 
v± = n exp [2vz( ~3,q cos q - !1l,q sin q)] n exp [-2EI !13,q] . 
q>O q>O 
En appliquant de nouveau l'identité de Baker-Hausdorff, nous regroupons enfin les facteurs partageant 
une même valeur du paramètre q. La décomposition énoncée dans le lemme s'ensuit. o 
3.2.8 Interprétation physique des opérateurs de propagation d'onde 
Revenons sur l'interprétation physique des nouveaux opérateurs fermioniques. 
Les opérateurs T/q et T/~ appliquent successivement à un état donné du système les opérateurs ak ou 
al pondérés par un poids 8q(k) = e~4 e±iqk et forment une combinaison linéaire de ces nouveaux états. 
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En raison de l'intercession de la transformée de Fourier, ils n'admettent pas une interprétation spinorielle 
aussi immédiate que les précédents opérateurs. Ce nonobstant, ils apportent un éclaircissement appré-
ciable sur la nature fermionique du modèle d'Ising. En vertu des lemmes 28 et 30, que nous énoncerons 
dans les pages suivantes, la relation de commutation 
est vérifiée pour tous paramètres q, q' > O. On peut donc interpréter ce système comme un ensemble 
d'oscillateurs harmoniques fermioniques découplés avec l'appariement exclusif des secteurs q > 0 et 
q < 0 correspondants. De plus, si v+, v_ E C21n sont des vecteurs propres de V+ et V_, respectivement, on 
peut démontrer l'équation algébrique 
V±(1]~V±) = n Uq,1]~v± = n ([Uq" 1]~] + 1]~Uq')v± = {Ji + À)1]~v±, 
q'>O q'>O 
laquelle implique que les vecteurs 1]~ v± forment aussi des états propres de V±. Ce fait garantit la c9m-
préhension de 1]~ en tant qu'opérateur de création ou d'annihilation de particules, puisqu'il accroît ou 
réduit la valeur propre associée à l'état sur lequel il agit tout en préservant les propriétés de ce dernier. 
Puisque (1]~)2 = 0, il n'existe qu'un seul état excité pour chaque tel opérateur, celui d' « impulsion »' 
q. Sachant que [1]~, 1];,] = 0 pour q rt. {q', -q'}, chacun des états peut être excité indépendamment des 
autres. Ces remarques s'appliquent également à l'opérateur 1]q. Dans cette perspective, l'opérateur du 
nombre d'occupation 
1]t 1] = ~ ~ eiq(k-k') a t a 
qq m D kk' 
k,k'=1 
mesure le nombre d'états excités sur l'ensemble des sites d'une unité de configuration avec un poids 
gq(k, k') = ~ eiq(k-k'). Bien que remplissant un rôle comparable à celui des opérateurs d'impulsion cou-
tumiers, les opérateurs 1]~ et 1]q n'en sont pas véritablement, puisqu'ils ne demeurent pas invariants dans 
la translation des sites, c'est-à-dire 
T tr-I ' t 1]q =1= Œq 1]q' 
comme ils le devraient pour mériter ce titre. Une combinaison linéaire simple des opérateurs de propaga-
tion d'onde permettrait de recouvrer en partie les propriétés des opérateurs d'impulsion, mais nous nous 
en dispenserons. 4 
3.2.9 Représentation des opérateurs fermioniques dans l'espace des impulsions 
Nous calculerons la trace de la matrice de transfert dans la représentation du nombre d'occupation 
de l'espace des impulsions, pour laquelle j'opérateur de dénombrement n3,q est diagonal, plutôt que 
4 À ce sujet, le lecteur intéressé consultera avec profit la référence [8]. 
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dans la représentation du nombre d'occupation de l'espace des positions, pour laquelle les matrices Uq 
sont diagonales. Cette simplification est redevable à Colin Thompson [10]. 
Lemme 30 
Il existe une base, nommée représentation du nombre d'occupation de l'espace des impulsions, dans 
laquelle les opérateurs de dénombrement revêtent la tonne tensorielle 
j 
~ 
na,q = ~4 ® ... ® ~ ® W±,a ® ~ ® ... ® ~, (3.77) 
composée de !f tennes, où les éléments 
et (3.78) 
associés respectivement aux espaces 8+ et 8_, apparaissent aux positions j = ~ (:q + 1) et j = ;;:, avec 
q > O. Dans cette représentation, l'opérateur n3,q est diagonal. 
Démonstration 
Afin d'établir ce résultat, nous calculons le spectre de l'opérateur 
en examinant séparément le polynôme caractéristique de chaque terme qui le compose, ce qui s'avère 
possible parce que les trois termes commutent. Pour q > 0, soient N±q := TJlqTJ±q les opérateurs du 
nombre d'occupation. Nous formons le polynôme lU) = tCt - 1), qui s'annule en t = N±q : 
I(N±q) = N±q(N±q -~) 
= TJlqTJ±qTJlqTJ±q - TJlqTJ±q 
= TJlqC-TJlqTJ±q + ~)TJ±q - TJlqTJ±q 
=0. 
Par construction et puisque N±q fi. {O,~}, lU) est donc le polynôme minimal des matrices N±q, lesquelles 
admettent conséquemment pour seules valeurs propres les racines de ce polynôme, soit À E {O, l}. Nous 
montrons maintenant que ces valeurs apparaissent dans le spectre avec une même multiplicité algébrique 
en calculant leur trace. Nous écrivons d'abord 
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m. 
, l '" iq(k-l) { .'. } 
= - L.J e tr 'Pk 'Pl + l'PkPI - IPk'Pl + PkPI . 
4m k,l=l . 
En vertu de la propriété Il de la trace d'un produit tensoriel de matrices et de la nullité de la trace des 
matrices de Pauli, les traces de ces produits d'opérateurs s'annulent dès que k '* l. À titre d'exemple, 
m-2 
tr( 'PkPI) = tr(CT2) tr( CT3) n tr(][2) = O. 
j=l 
La trace d'un opérateur du nombre d'occupation se réduit conséquemment aux valeurs particulières k = l, 
soit 
Or, puisque 
['Pk, Pk] = h 0· .. 0][20 [CT3, CT2] 0 ][2 0· .. 0][2 
= h 0··· 0][20(-2iCTl) 0h0'" 0][2 
et grâce à l'idempotence des matrices de Pauli, nous obtenons enfin 
tel que désiré. L'identité complémentaire 
tr(N_q) = 2m - 1 
est vérifiée par un calcul analogue, ce qui confirme l'équipartition du spectre de l'opérateur n3,q. Les 
matrices Nq et N_q partagent ainsi les mêmes valeurs propres, mais associées à des vecteurs propres 
différents selon la correspondance (1,0,1,0) f------7 (1,0,0,1) dans la base des vecteurs propres com-
muns et ce, indépendamment de l'ordre des éléments de la base. En effet, puisque ces matrices sont 
distinctes et simultanément diagonalisables, elles ne peuvent relier les mêmes valeurs propres et vecteurs 
propres. La dégénérescence du spectre réduit donc les permutations de l'ensemble {O, 0, 1, 1} aux deux 
correspondances (1, 1,0,0) f------7 (1,0, 1,0) et (1, 1,0,0) f------7 (0,0, 1, 1). Or, la seconde correspondance 
impliquerait S(n3,q) = {O}, ce qui est impossible puisque les équations (3.71) et (3.72) entraîneraient 
alors nl,q = n2,q = n3,q = 0 pour toute valeur q E Q;'. La correspondance entre les valeurs propres 
est donc unique. D'après la définition du troisième opérateur de dénombrement, son spectre vaut donc 
S(n3,q) = {l, -1,0, O} avec une même multiplicité algébrique pour ces quatre valeurs. La représentation 
proposée dans le lemme décrit précisément ce fait puisque 
et 
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Par construction, l'opérateur de dénombrement n3,q est diagonal dans cette nouvelle représentation. Les 
matrices w+,a et w-,a sont mutuellement orthogonales afin d'assurer l'orthogonalité des espaces 8+ et 
8_. D'autres représentations diagonales eussent toutefois été possibles. 
Les deux autres opérateurs de dénombrement s'obtiennent du précédent par le truchement des 
relations de commutation du lemme 28. Puisque leurs éléments W±,I et W±,2 contiennent des valeurs 
hors diagonale, ils ne sont pas diagonaux dans cette représentation. 
Nous avons établi l'existence de la représentation diagonale (3.77) pour une valeur donnée de 
q E Q;'. Il nous faut ensuite démontrer que cette factorisation tensorielle est possible simultanément pour 
toutes les valeurs de ce paramètre, c'est-à-dire qu'il existe une base commune à tous les q dans laquelle 
l'ordonnancement d'un secteur tensoriel ne compromette pas la structure tensorielle des secteurs voisins. 
Ce résultat s'obtient par récurrence sur le paramètre q. Nous ne détaillerons pas le raisonnement. 0 
Afin d'élucider l'origine de cette représentation diagonale, nous déterminons une expression des 
opérateurs de propagation d'onde 1]q et 1]~ dans cette même représentation. (Nous restreindrons notre 
étude à l'espace 8+, le cas de l'espace 8_ étant symétrique.) À l'instar des opérateurs de dénombrement, 
ils seront composés d'un produit tensoriel de la forme 
où les matrices fJ±, de taille 4 x 4, correspondent aux éléments W+,a de na,q. Pour parvenir à cette expres-
sion, il suffit de trouver pour fJ± une réalisation matricielle de dimension 4 quelconque satisfaisant aux 
propriétés du lemme 27, puis de lui appliquer le changement de base unitaire diagonalisant l'opérateur 
hermitien 
Toutes les matrices unitaires commutant avec w+,a induisent un changement de base acceptable. Puisque 
de telles matrices dépendent de quatre paramètres réels, ces transformations existent en nombre infini et 
la réalisation résultante n'est pas uniquement définie. Nous en exhiberons une. 5 
En fait, nous connaissons déjà une telle réalisation de dimension 4, nommément celle fournie par 
les opérateurs de propagation d'onde dans le cas particulier m = 2 et q = ±~ de l'espace des positions. 
Grâce aux définitions 12, Il et 8, on montre aisément qu'ils valent 
[ i -; 0 1 ! + il [-i + * 0 i ! + il -2 4 4 -2 4 4 0 1 i 1 i i 
1]22 = °1 
1 i 1 i 1 
"-,, -li - 4' 2 -li +" -li -" 2 1]" = i 1+1. _1 +.!.. 
° ' 
1+1. 1 i o . 2,2 -2 4 4 4 4 2' :-2' . 4 . 4 "-,, 1 i 1 
° 
1 . 1 1 1 0 1 i 
-li -" 2 -li + ± -li -" 2 " -" 
5 La règle de commutation (3.71) des opérateurs -ina,q définit, pour un indice q E Q~ fixé, une algèbre de Lie isomorphe 
à su(2). On peut donc considérer que les valeurs matricielles qui leur sont associées dans les bases du nombre d'occupation 
de l'espace des positions et de l'espace des impulsions définissent deux représentations matricielles équivalentes de su(2) de 
dimension 2m . La structure algébrique des opérateurs T/q ne constituant pas une algèbre de Li'e, nous parlerons pour ceux-ci de 
réalisations matricielles plutôt que de représentations matricielles. 
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L'opérateur de dénombrement 
[
0 
. t t 1 1 
03,a,2 = 'la 2TJa 2 + TJ=Il 2 '1 =Il 2 - E4 = --2 1 
2 2' 2' 2' 2' 
o 
1 1 0] 001 
o 0 1 
1 1 0 
en résulte, dans l'espace des positions. Ces matrices satisfont aux relations d'anticommutation des opé-
rateurs fermioniques, comme nous l'avons démontré dans le cas général. Par sa construction même, la 
matrice Q3,p est herrllitienne, donc diagonalisable par une matrice de changement de base unitaire, que 
l'on peut choisir 
1 1 0 -~ 1 -1 .1 -fi p=-
--fi 2 -1 
0 -fi 
La réalisation des opérateurs de propagation d'onde dans l'espace des impulsions dérive de l'application 
de cette transformation à leur réalisation dans l'espace des positions: 
[0 
0 0 ~l, [0 0 -1 ~l, _ -1 1 0 0 -1 _ -1 1 0 0 0 '1+ = p TJa2P = -fi . 0 0 '1- = P TJ T ,2P = -fi ~ 0 2' 2 -/ 
-1 0 0 0 
[0 
0 i ~11 [0 0 0 n -t _ 1  0 0 -t 1 0 0 -i '1+ - -fi 0 -1 0 o ' '1- = -fi -~ 0 0 . 0 -1 0 0 -1 0 0 
L'imposition de la condition d'unitarité à la matrice P assure que les opérateurs d'annihilation et de 
création sont reliés par la même transformation, car 
-t _ (p-l p)t _ pt t (p_l)t _ p-l t P TJ± --, TJ!!!.2 - TJ!!!.2 - TJ:!!!.2· 
2 ' 2 ' 2 ' 
Nous pourrions vérifier explicitement que ces matrices satisfont aux relations d'anticommutation du 
lemme 27. Nous nous contenterons toutefois de rappeler que ces relations sont préservées par tout chan-
gement de base unitaire. En colligeant les précédents résultats, nous recouvrons 
Dans cette nouvelle réalisation, les opérateurs généraux de propagation d'onde sont engendrés par 
le produit tensoriel 
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dans lequel 1 'opérateur iJ± apparaît à la position j = ! (:q + 1). Ils ne sont pas diagonaux. Nous retrou-
vons ainsi l'expression 
annoncée dans le lemme 30. 
Lemme 31 
Dans la base de la représentation du nombre d'occupation de l'espace des impulsions, l'opérateur X revêt 
la forme diagonale 
qui se réduit à 






pour les espaces 8+ et 8_, respectivement. 
Démonstration 
Selon l'équation (3.57)'et la démarche du lemme 29, cet opérateur s'écrit 
(3.79) 
Puisque les opérateurs de dénombrement .Q3,q et .Q3,p commutent pour tous p, q > 0, l'expression devient 
X = (_i)m n exp(in.Q3,q). 
q>O 
Dans l'espace des impulsions, l'opérateur X prend donc la forme 
X± = (_i)m n exp[in(H4®···®H4®W±,3 ®H4®"'®~)]' 
q>O 
De la proposition 12, nous tirons ensuite les équations 
qui impliquent 
exp (Anxn) ® Hm = exp (Anxn ® Hm) , 
Hn ® exp (Bmxm) = exp (Hn ® Bmxm) , 
Grâce à cette identité, nous obtenons 




= (_i)m @ exp [irrW±,3] 
q>O 
= @ ( _ eiTrW±,3 ) 
q>O 
puisque le paramètre m est pair et que le produit tensoriel comporte!:f facteurs. Enfin, pour l'espace 0+, 
l'argument de cette expression s'écrit 
-1 J 
. tandis que sa valeur est opposée pour l'espace 0-. D. 
Nous pourrions poursuivre cette démarche afin d'exprimer les opérateurs ab /Pk et Pk dans la repré-
sentation de l'espace des impulsions. Ils n'y seraient toutefois pas tous diagonaux ni ne se factoriseraient 
en un produit tensoriel. Les précédents résultats suffiront à la résolution du problème. 
Grâce à la forme simple des opérateurs de dénombrement Oa,q et O~,q dans l'espace des impul-
sions et à la décomposition introduite dans le lemme 29, nous factorisons à présent les matrices V± en un 
produit tensoriel de matrices de taille 4 x 4. Cette réduction draconienne de la dimension du problème 
constitue un progrès notable au détour duquel se profile enfin la silhouette évanescente d'une solution. 
Lemme 32 
Les matrices de décomposition se réduisent aux produits tensoriels 
m/2 




V_ = @W-,2j, 
j=l 
où nous avons défini les matrices W±,k E Matc(4, 4) selon 
W±,k := exp [2V2 ( W±,3 cos : - W±,l sin :)] exp [- 2t:l W±,3]. 
Démonstration 
Considérons le cas de J'espace 0+. D'après le lemme 29, nous avons 
V+ = n exp [2V2 (03,qCoSq- OI,qsinq)]exp[-2t:103,q]. 
q>O 
En appliquant l'identité (3.80) à la matrice de décomposition, il vient 









[( (2j - 1)7r (2j - 1)7r)] 
= j=1 1L! ® ... ® 1L! ® exp 2V2 uh,3 cos m - W+,1 sin m exp [-281 W+,3] ® 1L! ® ... ® 1L! 
m/2 
= n 1L! ® ... ® 1L! ® W+,2j-1 ® 1L! ® ... ® ~4, 
j=1 
où lès matrices différentes de l'identité apparaissent en position j = ~ (:q + 1) dans le produit tensoriel. 
Par la propriété 9.e de la multiplication tensorielle, nous obtenons enfin 
m/2 
V+ = 0 W+,2j-l. 
j=1 
La preuve pour la matrice \1_ est en tous points semblable. 
3.2.10 Valeurs propres de la matrice de transfert 
o 
Grâce à cette représentation diagonale, nous calculons enfin le spectre de la matrice de transfert" 
qui détennine entièrement la fonction de partition du modèle d'Ising, selon une nouvelle approche sim-
plifiée. 
Lemme 33 
Le spectre des matrices W±,k vaut 
où nous avons posé 
Démonstration 




Afin de détenniner le spectre des matrices W ±,k, nous calculons leur expression matricielle dans l'espace 
des impulsions. Nous traiterons ~e cas de l'espace 8+, l'autre cas étant symétrique. 
En raison de l'idempotence des matrices de Pauli, le carré d'un élément w+,a vaut 
et son exponentielle, 
exp(xw+,a) = K4 + (~2 g~) (cosh x - 1) + (~; g~) sinh x, 





o 0  ] 
Pour le premier facteur, les relations 
aW+,3 + fJW+,1 = [ ~ f3 o 0] [a' + fJ' 0 0 ~] -a  0 2 0 a 2 + f32 0 0 o 0 et (aw+,3 + f3w+,I);:: ~ 0 0 0 o 0 0 0 
impliquent 
- sinhx sin ~ 0 
0 
[
COSh x + sinh xcos ': 
[ ( krr krr)] - sinh x sin br exp x W+,3 cos m - W+,I sin m = ____ ~--"'m"--------------"-'----+---~l cosh x - sinh x cos ~ 0 1 o . 
0 0 ] 
En rassemblant ces résultats, nous obtenons donc la matrice 
- e2E1 sinh 2V2 sin hr 
m 







puis la matrice correspondante 
] 0 0 0 
0 1 0 0 
W-,k = 0 0 e-2E1 [cosh 2V2 + sinh 2V2 cos :] 
- 0'"' sinh 2v, sin '" J-
O 0 - e-2E:1 sinh 2V2 sin br e2E:1 [cosh 2V2 - sinh 2V2:0S -: ] 
m 
qui contiennent toutes deux sur leur diagonale un bloc identité et le bloc non symétrique 
W = [e-2E:1 [cosh 2V2 + sinh. 2v2 cos ~] - e2E:1 sinh 2vz sin ~ ) . 
k _ e-2E:1 sinh 2V2 sin br e2E:1 [cosh 2V2 - sinh 2V2 cos kTr] 
m m 
(3.85) 
Leur spectre est ainsi composé des valeurs propres respectives des deux blocs diagonaux indépendants. 
Nous calculons donc le spectre du bloc Wk en résolvant son polynôme car'actéristique. Puisque le 
clétenninant de cette matrice vaut 
et sa trace 
det(Wd = cosh2 2V2 - sinh2 2V2 (cos2 : + sin2 :) = 1 
- kn 
tr(Wd ;:: 2cosh 2EJ cosh 2V2 - 2sinh 2EI sinh 2vz cos -, 
m 
son polynôme caractéristique s'écrit 
Llk(t) ,;, (2 - (tr Wk)( + det Wk 
= P + 2 [ - cosh 2EI cosh 2V2 + sinh 2EI sinh 2V2 cos : J ( ~ 1 
= (2 + 2z t + 1, 
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(3.86) 
où nous avons défini 
Il admet les racines 
z := cosh 2el cosh 2V2 - sinh 2el sinh 2V2 cos br. 
m 
Yk,± =z±~. 
Puisque det(Wk) = 1, les valeurs propres de cette matrice forment des inverses multiplicatifs: 
h,+Yk,- = (z+ ~)(z-~) = 1. 
Elles portent donc le même signe. De plus, elles sont toutes deux réelles puisque z ~ cosh2(el - V2) > l, 
et positives car tr(Wk) > o. À la lumière de ces observations, nous pouvons ainsi poser 
avec 
e+Yk + e-n 
cosh Yk = 2 h.+ +h.-= = z, 2 
qui n'est autre que l'équation (3.84) du lemme. 
Puisque le bloc identité H2 admet pour unique valeur propre l'unité, le spectre des matrices W±,k 
est bien 
pour toute valeur donnée du paramètre k. o 
Lemme 34 
Les spectres des matrices de décomposition valent 
S(v+) = {exp (±'Ykl ±'Yk2 ± ... ±Ykp ) 1 kj E {J,3,5, ... ,m -Il. 1 ~ i ~ p,O ~ P ~ ~}, (3.87) 
Scv-) = {exp (±'Ykl ± 'Yk2 ± ... ±Ykp ) 1 kj E {2,4,6, ... ,ml, 1 ~ i ~ p,O ~ P ~ ~} (3.88) 
avec une multiplicité algébrique d(p) = 2m12- p pour chacune de ces valeurs propres. Ils contiennent 
respectivement les composantes impaires et paires de YI, 
Démons tration 
De l'application de la propriété IOdes valeurs propres d'un produit tensoriel aux factorisations 
ml2 







il suit que les valeurs propres de V± sont composées du produit de ~ valeurs propres prélevées dans le 
spectre de chacun des éléments W[. Les équations (3.87) et (3,88) reflètent précisément ce fait. La valeur 
propre il. = 1 apparaît ainsi d(O) = 2ml2 fois dans le spectre, tandis que chacune des 2(m{2) = m valeurs 
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propres de la fonne À = e±Yk survient avec une multiplicité d(l) = 2m/2- 1• En général, les 2P(m~2) valeurs 
propres de la fonne À = e± Ykl ± Yk2± ... ± YkP , avec 0 ~ p ~ 9, sont donc dégénérées d(p) = 2m/ 2- p fois. Le 
spectre contient donc, en tenant compte de leur multiplicité algébrique, 
b 2P ml2 .2m/2-p = 2m/2 ~ ml2 = 2m m/2 ( ) m/2 ( ) 
p=o p p=o p 
valeurs propres, ce qui correspond à la taille des matrices V±. 
Lemme 35 
Le spectre de la matrice de transfert vaut 
avec 
A, = {,l,lÀ' = (2 sinh 2vI )m/2 exp [ ~ ~ (± %_ mi-I]} , 
A_ = {À-I ,1_ = (2Sinh2VI)m/2exp[~ ~(±%Y2i]}' 
où chaque somme contient un nombre pair de signes négatifs. 
Démonstration 
En invoquant la commutativité des opérateurs de projection et des matrices de décomposition, 
et le lemme 21, nous réordonnons les tennes la matrice de transfert en 
avec 
1 






En raison de leur orthogonalité, les opérateurs de projection divisent donc le spectre de la matrice de 
transfert en deux parts égales: seuls les vecteurs 'propres de V + qu i sont simultanément vecteurs propres 
de P+ avec une valeur propre Àp+ = 1 (donc Àx+ = 1) contribuent au spectre de L, de même pour V_ et 
P_ avec la valeur propre Àp_ = 1 (donc Àx_ = -1). Détenninons à présent lesquels des vecteurs propres 
de V+ et V_ satisfont à cette condition. Soit W E 'V(V±) un vecteur propre de V+ ou V_. D'après la 
proposition 10, il est formé du produit tensoriel 
W = W] l8l W2 l8l ... l8l Wk l8l ... l8l Wm /2 
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des vecteurs propres Wk E ry(W±,k). L'action du projecteur P ± sur le vecteur west détenninée par l'action 
de l'opérateur X± sur ce dernier, et se réduit donc à l'application de la matrice 
1 
X ±,k := - ei1fW±,3 = ± 
-1 
à chacun des éléments tensoriels Wk, pour k = 1,2, ... ,m/2. Puisque 
et 
les valeurs propres de chaque secteur tensoriel subissent la transfonnation 
(3.92) 
dans les deux espaces 8+ et 8_. Du fait que les valeurs propres « maximales» 
et 
ne contiennent aucun facteur À = 1 prélevé dans le spectre de W ±,k, les vecteurs propres associés satisfont 
à la condition précédemment énoncée, soit 
et 
respectivement. Ils appartiennent donc au sous-espace propre de la matrice de transfert, de dimension 
d = 1, relié aux valeurs propres 
[2 sinh 2vIlm/ 2 À: E SeL) et 
Le spectre entier de la matrice de transfert s'obtient de ces deux quantités. La transfonnation (3.92) 
implique en effet que chaque suppression d'un facteur 'Yk dans l'une des formes « maximales» À; et son 
remplacement par un facteur 1 produit un changement de signe de la valeur propre de X± pour le vecteur 
propre associé. Ainsi, l'appartenance d'une valeur propre 
au spectre de la matrice de transfert est caractérisée par le critère de parité 
m 
p = '2 mod 2. (3.93) 
Le spectre de la matrice de transfert se décompose donc en deux ensembles 
A~ = {exp (± 'Yk l ± 'Yk2 ± ... ± 'Ykp ) 1 (ki E {l, 3, 5, ... , m - 1} 1\ P = ~ mod 2),1 .:;; i.:;; p,O .:;; P .:;; ~}, 
A~ = {exp (± 'Yk l ± 'Yk2 ± ... ± 'Ykp ) 1 (ki E {2, 4,6, ... ,m} 1\ p = ~ mod 2) , 1 .:;; i .:;; p,O .:;; P .:;; ~}, 
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qui diffèrent par leur forme des ensembles A+ et A_ annoncés dans le lemme. Ils coïncident pourtant, 
comme nous l'expliquons à l'instant. Les sommes des expressions (3.89) et (3.90) contiennent deux fois 
plus de termes que celles de (3.87) et (3.88), mais n'admettent qu'un nombre pair de signes négatifs 
et sont pondérées d'un facteur ~. Or, dans les ensembles A±, les valeurs propres sont répétées, car par 
définition Y2m-k = n· Les couples (n, Y2m-k) dont les signes coïncident s'additionnent donc, tandis que 
s'annulent ceux dont les signes diffèrent, puisque leur nombre est pair. Par suite, la relation 
1 m mn 
"2 I(±1)rJ-1Y2J-l = I(±lhJ-1Y2J-l 
J=l J=l 
est vérifiée dans l'espace 8+, et la relation correspondante dans l'espace 8_. La condition de parité 
imposée dans le lemme trouve précisément son 'utilité dans la réalisation de cette propriété remarquable. 
Nous avons donc établi 
avec A+ c S ([2 sinh 2vdm/2 V+) et A_ c S ([2 sinh 2vdm/ 2 V_). Nous confions à l'attention du lecteur la 
vérification de la coïncidence des multiplicités algébriques des valeurs propres correspondantes de ces 
ensembles. Enfin, puisque 
les dimensions des spectres concordent. 
Lemme 36 
Les valeurs propres maximales dans chacun des sous-espaces A+ et A_ valent respectivement 
À.~M) = (2 sinh 2~1 )m/2 exp [~ f Y2 j-l] , 
2 J=l 
'À.~M) = (2 sinh 2Vl )m/2 exp l~ f Y2J] , 2 , 1 J= 






Puisque cosh n ~ 1, tous les termes n apparaissant dans l'argument de la fonction exponentielle des 
équations (3.89) et (3.90) sont strictement positifs, Par conséquent, la valeur maximale de chacun de c~s 
ensembles contient les !f facteurs Yk affectés d'un signe positif, ce qu'énoncent les équations (3.94) et 
(3.95). 
En vertu du théorème de Frobenius-Perron, l'une de ces deux valeurs propres est strictement 
supériéure à l'autre et non dégénérée. L'inégalité stricte est donc respectée pour toute valeur mE 2N. Par 
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continuité, il suffit ainsi de détenniner la valeur propre maximale dans la limite m ~ 00. Remarquons 
d'abord que pour k, k + 1 *- ° mod m, 
lim (cosh'Yk - cosh 'Yk+I) = lim sinh 2s1 sinh 2V2 [- cos br + cos (k + 1)7r] = 0, 
~~ ~oo m m 
ce qui implique le comportement Y2j. ~ Y2j-1 dans la limite thennodynamique. La fonction hyperbolique 
Yo = Y2m fait exception, puisque 
lim cosh Yo = cosh Yo. 
m->oo 
En raison de l'annulation de son facteur périodique, elle se réduit à 
cosh Yo = cosh 2s1 cosh 2V2 - sinh 2s1 sinh 2V2 
1 1 
= 4 (e2e1 + e-2e1 ) (e2V2 + e-2V2 ) + 4 (e2e1 - e-2e1 ) (e2V2 - e-2V2 ) 
:::: cosh 2(sl - vÙ 
L'analyse détaillée de la contribution spectrale du sous-espace A_ démontre que la définition correcte de 
ce paramètre, tel qu'il apparaît dans les équations (3.90) et (3.95), est en fait 
Yo = -2(sl - vÙ (3.97) 
Ce choix est imposé pour des raisons physiques que nous éluciderons ultérieurement. 6 La valeur propre 
Yo subit un changement de signe au point critique, SI = V2, de telle sorte que 
{
+Yo lim cosh YI = acosh [ cosh 2(sl - V2)] = 
m->oo . -yo 
pour SI < V2 
pour SI > V2 
Le rapport des valeurs propres maximales de chaque sous-espace vaut alors 
m-I exp [4 (YO + Y2 + ... + Y2m-2)] 
exp [4 (YI + Y3 + ... + Y2m-I)] = e(YO-Yl)/2 n e(Y2r Y2 j+l)/2 . j=1 
En étudiant la distribution des valeurs propres, esquissée à la figure 3.5 pour un cas particulier, et en 
remarquant les inégalités 
e(yo-YIl e(Ylm-Z-Y2m-l) < 2 
e(YZ-Y3) e(Ylm-~-Y2m-3) < 1 
e(Y3-Y4) e(Y2m-6-Ylm-S) < 1 
6 Chacune des valeurs propres /'k est uniquement définie et son signe doit être déterminé. Comme nous le verrons, le choix 
1'0 = +2(/:1 - Y2) produirait une inversion des comportements souscritique et surcritique, qui sont connus empiriquement et 
numériquement. Alternativement, on pourrait se convaincre de la nécessité de ce choix en calculant numériquement la valeur 
propre minimale de la matrice de transfert en fonction de la température. 
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on peut montrer que ce produit tend vers l'unité même si le nombre de ses termes tend vers l'infini. Cette 
observation entraîne 
pour 8] < V2 
pour 8] > v2 
dans la limite thermodynamique. Dans les deux cas, l'inégalité 
assure À~W) < À~W) pour toute valeur finie de m. o 
Les fonctions Yk composant le spectre de la matrice de transfert sont tracées à la figure 3.4 en 
fonction de la température T et du paramètre cyclique 0 ~ k < 2m. Toutes sont continues. Elles sont 
aussi positives, à l'exception de.yo, qui change de signe à la température critique. Dans la limite m ....... 00, 
les valeurs propres deviennent dense.s dans la région du plan délimitée par les bornes y] et Ym-
n(Tc ) 
1'5 (Tc ) 
1'4 (Tc ) 
1'3 (Tc ) 
1'2 (Tc ) 
1'20 (Tc ) 
l'dTe) 
1'8 (Tc) 




(a) Cas m = 8 (b) Cas m 20 
FIG. 3.4 - Le spectre de la matrice de transfert 
T 
La figure 3.5 illustre la distribution de ces mêmes fonctions Yk à une température donnée en fonc-
tion du paramètre cyclique k. Là fonction 1'0 s'annule à la température critique; aux températures surcri-
tiques, elle diffère nettement des autres fonctions par sa valeur négative. La distribution souscritique, qui 
n'est pas représentée, est semblable à la distribution critique, à cette différence que la fonction 1'0 y est 
strictement positive. 
Nous montrerons que le changement de signe du paramètre 1'0 lorsque 8] V2 provoque une tran-
sition de phases. La valeur propre maximale de la matrice de transfert est asymptotiquement dégénérée 
lorsque 8] ~ V2 et strictement non dégénérée dans le cas contraire. Ce phénomène est responsable de 
l'existence d'une interaction à longue portée dans le système. 
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k 
2 3 4 5 6 7 8 9 lÇlll 1213 1415 






YI , YIS 
Yo 
1 2 3 4 5 6 7 8 9 10 Il 1213 1415 
(b) Cas surcritique pour m = 8 
FIG. 3.5 - La distribution des valeurs propres pour une température fixée 
3.3 Évaluation de la fonction de partition 
3.3.1 La fonction de partition exacte 
k 
Nous exprimons la fonction de partition du modèle d'Ising en termes des paramètres fondamen-
taux du réseau, soit sa taille m x n et les constantes de couplage des spins VI et V2. 
Théorème 37 (Lars Onsager, 1944) 
La fonction de partition du modèle d'Ising bidimensionnel nni en l'absence de champ magnétique ex-
teme vaut 
[ 
m (nY2 '-1) m (nY2 '-1) m (nY2 ') m (nY2 ')] Zm,n = 2m- I(2sinh2vI)mn/2 D cosh -+ + D sinh -+ + D cosh T + D sinh T 
avec 
'Yk := + acosh ( cosh 281 cosh 2V2 - sinh 281 sinh 2V2 cos :) . (3.98) 
Démonstration 
En vertu du lemme 24, la fonction de partition dépend des traces de quatre matrices: 
Zm,n = ~(2Sinh2VI)mn/2[ trV~ + trV~ + tr(xV~) - tr(xV~)]. 
Le spectre des deux premières est donné par les équations (3.87) et (3.88), ou encore par le sous-ensemble 
(3.83). Les deux autres se décomposent en produits tensoriels de matrices plus simples, par exemple 
1 
m/2, 1 [m/2 1 m/2 
X vn = rO\(_ ei1TW+,3) • rO\ wn , = rO\ (_ ei1TW+,3 wn , ) + + 'C>' 'C>' +,2J-I 'C>' +,2J-I . 
}=I, }=I }=I 
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En raison de l'action particulière de la matrice diagonale e irrw±,3, le spectre des combinaisons de cette 
forme se réduit à 
S(- eirrw±,3 Wn ) = {-l -1 e +nn e -nn} ±,k " , . 
Ces résultats entraînent 
ml2 ml2 ml2 
tr V~ = n tr W~j_l: = n 2 [1 + cosh(nl'2j_I)] = n 4 cosh2 (nl'~_1 ), 
J=I J=I J=I 
ml2 ml2 ml2 
tr(x + V~) = n tr( - e irrw+,3 W~,2j_l) = n 2 [-1 + cosh(nl'2j-l)] = n 4 sinh2 (nl'~_1 ), 
J=I, J=I J=I 
et par un calcul identique, 
ml2 
( n')'2 ") tr V~ = n 4 cosh2 ---t ' 
j=1 
ml2 
( nl'2 ") tr(x- V~) = - n 4sinh2 _J . 
" 1 2 J= 
La fonction de partition s'écrit <;fonc 
Zm,n = -(2sinh2vI)mnI2 n cosh2 __ J_ + n sinh2 __ J_ 2m [m12 (nl'2 "-1 ) ml2 (nl'2 "-1 )\ 
2 j=l 2 j=1 2 
ml2 nl'2 "m12 n')'2 "] 
+ D cosh2 ( ---t) + D sinh2 ( ---t) . 
En retenant la branche positive des fonctions hyperboliques l'k> décrite par l'équation (3.98), et en invo-
quant leur périodicité, nous substituons 
cosh2 (n~k) = cosh ( n;k ) cosh (nl'~-k ) et . h2 (nn ) . h (nn) " h (n')'2m-k ) sm - = sIn - sm --
2 2 2 
dans la précédente équation pour recouvrer le résultat annoncé. La nouvelle fonction l'k est bien définie, 
puisque cosh l'k ~ 1 pour tout kEN. 0 
T 
FIG. 3.6 - La fonction de partition exacte 
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La figure 3.6 représente les fonctions de partition discrètes 22,2, 23,3, 210,10 et 2100,100 en fonction 
de la température. La fonction de partition tend vers un pic dans la limite m, n --7 00. 
3.3.2 La limite thermodynamique de la fonction de partition 
Nous exprimons enfin la fonction de partition en termes des paramètres fondamentaux du réseau 
dans la limite thermodynamique. 
Théorème 38 (Lars Onsager, 1944) 
Dans la limite thermodynamique et pour un champ magnétique externe nul, la [onction de partition du 
modèle d'Ising bidimensionnel se comporte selon 
2m,n ~ (2 sinh 2vI )mnl2 exp [~ f Y2 j-l] [1 + fI tanh (n'Y2;_1 )]. 
J=I J=I 
(3.99) 
Son énergie libre de Helmholtz par spin vaut . 
!ft = -kT {~ log(2 sinh 2vI) + lim _1_ ~ Y2 j-l} . 2 . m->oo 2m L.J j=1 (3.100) 
Démonstration 
Dans un premier temps, l'application dans la limite n --7 00 des propriétés 'Y2j ~ 'Y2j-1 et 2 cosh x ~ 
2 sinh x ~ eX à la fonction de partition du théorème 37 engendre 
1 12l nm (nY2j-l) nm (nY2j-I)] 2n,m ~ -(2 sinh 2vdmn 2 2 cosh -- + 2 2 sinh --
. 2 j=1 2 j=1 2 
[
m ][ m ] nY2j-1 nY2 '-1 ~ (2sinh2vI)mnI2exp l -- 1 + n tanh(--J-) . 
, ·1 2 , 1 2 J= J= 
Dans un deuxième temps, rappelons qu'en vertu du lemme 16, l'énergie libre ne dépend que de la 
valeur propre maximale de la matrice de transfert : 
!ft = -kT lim m-Ilog/ll. 
m->oo 
Or nous avons précisé dans le lemme 36 cette valeur propre maximale, soit 
/lI = (2 sinh 2vIynl2 exp l~ i Y2 j - Il . 
2 .1 J= 
Nous retrouvons ainsi l'équation (3.100). Alternativement, le comportement limite (3.99) combiné à 
l'identité 1 tanh x 1 ~ 1 entraîne aussi ce résultat. D 
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Chapitre 4 
La transition' de phases 
1 
Après plus de deux mois de soins et de peines, recourir 
à des moyens qui me soient étrangers! me traîner servi-
lement sur la trace des autres, et triompher sans gloire! 
Non, elle n'aura pas les plaisirs du vice et les honneurs 
de la vertu. Ce n'est pas assez pour moi de la posséder, 
je veux qu'elle se livre. 
- Pierre Choderlos de Laclos, Les liaisons dangereuses 
Ce chapitre décrit la transition de phases subie par le modèle d'Ising bidimensionnel sur un ré-
seau carré et en expose les propriétés. Les calculs, qui reprennent essentiellement la démarche de Colin 
Thompson [10], seront esquissés brièvement. 
4.1 Les propriétés thermodynamiques du système 
Nous exprimons d'abord l'énergie libre, l'énergie interne et la chaleur spécifique du système en 
termes des variables macroscopiques et des paramètres du réseau. 
Jusqu'à présent, nous avons traité simultanément les cas ferromagnétique et antiferromagnétique. 
Nous restreindrons dorénavant notre analyse au premier cas, qui exhibe une transition de phases. 1 
Hypothèse 3 
Nous supposerons que les constantes de couplage horizontale et verticale des spins sont identiques et 
strictement positives, c'est-à-dire 1] = lz = 1 > 0 ou encore VI = V2 = v> O. 
1 On peut démontrer que les propriétés d'un système antiferromagnétique non frustré, c'est-à-dire qui possède un état d' éner-
gie minimale simple et périodique, sopt identiques à celles d'un système ferromagnétique. Il existe de fait un isomorphisme 
entre les états des deux systèmes. 
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Selon cette hypothèse, l'élément constitutif des valeurs propres non unitaires des matrices W±.k se 
réduit à 
br br 
cosh Yk = cosh 2v cosh 2& - cos - = cosh 2v coth 2v - cos - (4.1) 
m m 
grâce à l'identité (3.33) ou (3.38). En effet, l'équation 
. 1 sinh2 2v + 1 
cosh2 2& = 1 + smh2 2& = 1 + 2 = = coth2 2v 
sinh 2v sinh2 2v 
entraîne 
cosh 2& = coth 2v 
lorsque v > O. 
Théorème 39 (Lars Onsager, 1944) 
L'énergie libre de Helmholtz par spin du modèle d'Ising est donnée par la formule 
kT (" (" [ 21 21 ] I/I(T,1) = -kT log 2 - 2n2 Jo Jo log cosh2 kT - (cos 01 + cos (2) sinh kT dOl d02. (4.2) 
Démonstration 
Afin d'alléger la notation, nous introduisons l'énergie libre normalisée 1/1' = -[JI/I. Par suite de la défini-
tion de l'intégrale, 
.f f(x)dx = li.llJo [b: a tf(a + j(b: a») l, 
du changement de variable 0 = ~ et de la définition de la fonction continue 
y(x) := + acosh (COSh 2v coth 2v - cos :), 
l'énergie libre (3.100) devient l'intégrale 
1/1' = ! log(2 sinh 2v) + lim _1_ ~ Y2j-1 
2 m->oo 2m Û j=l IlL" = -log(2sinh2v) + - acosh(cosh2vcoth2v - cos 0) dO 
2, 2n 0 
dans la limite thermodynamique. Grâce à l'identité 
1 L" acosh 1 xl = - log [ 2(x - cos (p) ] dcp, 
n 0 
nous écrivons 
1 1 LI" 1/1' = - log(2 sinh 2v) + -2 log [2( cosh 2v coth 2v - cos 0 - cos cp)] dO dcp 
2 2n 0 0 
1 1 Ll" = - log 2 + -2 log [(2 sinh 2v)(cosh 2v coth 2v - cos 0 - cos cp)] dO dcp 
2 2n 0 0 
1 11" = log 2 + -2 log [cosh2 2v - sinh 2v (cos 0 + cos cp)] dOdcp. 2n 0 0 
Cette intégrale symétrique est celle annoncée. 
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o 
Théorème 40 (Lars Onsager, 1944) 
L'énergie interne par spin du modèle d'Ising vaut 
u(T, J) = -J (COth ~~) [ 1 + ~ (2 tanh2 ~~ - 1) KI (t)] , (4.3) 
où 
L11 / 2 1 1 KI(x) := de o ~ 1 - x2 sin2 e (4.4) 
désigne l'intégrale elliptique complète de première espèce et 
2J 2J 
t(T, 1) := 2 sech kT tanh kT' (4.5) 
Démonstration 
La fonnule (4.3) résulte de l'évaluation exacte de l'intégrale dans l'équation (4.2). Rappelons que d'après 
la définition (1.3) et la relation v = J/kT, 
- J Ll11 2 cosh 2v [2 sinh 2v - (cos el + cos e2)] 
= - delde2 
21f2 0 0 cosh2 2v - sinh 2v . (cos el + cos e2) 
-J fl11 2 sinh2 2v - sinh 2v . (cos el + cos e2) 
= - coth 2v dei de2. 
1f2 0 0 cosh2 2v - sinh 2v . (cos el + cos e2) 
Par la substitution 
ç := sinh 2v (cos el + cos e2), 
l'intégrande se réduit à 
2 sinh2 2v - 'ç sinh2 2v + (cosh2 2v - 1) - ç sinh2 2v - 1 
----..:... = = 1 + ----=---
cosh2 2v - ç cosh2 2v - ç cosh2 2v - ç 
et l'énergie interne devient 
u = -J coth 2v [1 + sinh
2 
2v - 1 (11 (11 1 dei de2 ] . 
1f2 Jo Jo cosh2 2v - sinh 2v (cos e1 + cos e2) (4.6) 
Afin de simplifier cette expression, nous examinons l'intégrale symétrique 
Ll11 r'" 1 !(v) := de1 de2 . o 0 cosh2 2v - sinh 2v (cos e1 + cos e2) (4.7) 
Posons d'abord le changement de variables 
sinh 2v 
a(v, el) := 2 ' 
, cosh 2v - sinh 2v cos e1 
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qui permet la décomposition de l'intégrale en 
IR 1 IR 1 1 = de2del. o cosh2 2v - sinh 2v cos el 0 1 - a cos e2 
Puisque a(v,ej} E]O, 1[ pour tous el ER. /\ v*" Vc et que a(vc,el) = 2-C~S81 ~ 1, la seconde intégrale 
définie se réduit à 
(R 1 de = rr 
Jo 1 - a cos e YI - a2 (0 < a < 1) 
lorsque (v, 8) *" (vc , 2nrr). Nous pouvons donc écrire 
1= ~ LR rr o -VI - a(v, e)2 (cosh2 2v - sinh 2v cos e) 
= rr LR 1 de 
o ~( cosh2 2v - sinh 2v cos e)2 - sinh2 2v 
rr (R~===========I==~=========de 
- cosh2 2v Jo 1 _ 2 sinh 2v cos e + sinh2 2v (cos2 e - 1) 
cosh2 2v cosh4 2v 
où 
2 sinh2v 
t = 2 sech 2v tanh 2v = 2. 
cosh 2v 
Grâce à l'identité LR 1 de = IR'2 2 de, 
o ~(I-~cose/-(~)2 0 -Vl-x2 sin2 e 
qui découle des propriétés des fonctions elliptiques de Jacobi, l'intégrale vaut 
2rr 
I(v) = 2 Kl (t). 
cosh 2v 
En portant ce résultat dans l'équation (4.6), nous trouvons enfin 
qui n'est autre que l'équation recherchée. 
Théorème 41 (Lars Onsager, 1944) 
La chaleur spécifique par spin du modèle d'Ising vaut 
-41
2 
? 21 {rr 21 [ ( 21) ( 21)] } c(T, 1) = --2 coth- - - sech2 - - 1 - sech2 - 2 tanh2 - - 1 KI (t) + K2(t) , 






désigne l'intégrale elliptique complète de deuxième espèce. 
Démonstration 
Ce résultat découle de l'équation (4.3) et des propriétés des intégrales elliptiques. Puisque 
-1 Bu 
c = kT2 Bv' 
nous dérivons d'abord l'énergie interne, 
- = - + - KI (t) - coth 2v 2 tanh 2v - 1 --Bu 21 {lf [2 (2 tanh
2 
2v - 1) 8 coth 2vtanh 2V] (2) BKI(t)} 
Bv lf sinh2 2v sinh2 2v cosh2 2v Bv 
21 { ( .) BKI Bt} 
= -;- lfcsch2 2v - 2 csch2 2v + 2 sech2 2v KI (t) + (coth 2v - 2 tanh 2v) Tt Bv . 
En vertu de l'identité 
dKI (x) K2(X) 
x-- = -- - KI (x), 
dx l-x2 
la première dérivée partielle vaut 
BKI cosh22v [ cosh22v ] - sinh 2vcoth2 2v [ ( 2 ) ] 
- = . 2 K2(t) - KI (t) = ( ) K2(t) - 2 tanh 2v - 1 KI (t) 
Bt 2 smh 2v 1 - sinh 2v 2 2 tanh2 2v - 1 
et la seconde, 
:~ = -4 sech 2v ( 2 tanh2 2v - 1) . 
En rassemblant ces résultats, nous obtenons pour la chaleur spécifique l'expression 
c = lf~;2 coth2 2v {KI (t) - K2(t) - sech2 2v [~ + (2 tanh2 2v - 1) KI (t)]} , (4.10) 














FIG. 4.1 - Le comportement critique de l'énergie interne et de la chaleur spécifique 
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o 
Les graphes de l'énergie interne et de la chaleur spécifique sont tracés à la figure 4.1 en fonction 
de la température, selon deux échelles verticales différentes. À la température critique, dont nous devons 
encore préciser la valeur, l'énergie interneest continue, tandis que la chaleur spécifique diverge. 
4.2 Le comportement du modèle au point critique 
Nous examinons enfin les quantités thermodynamiques calculées précédemment afin d'exhiber la 
transition de phases et de caractériser le comportement du modèle au point critique. 
Théorème 42 (Lars Onsager, 1944) 
Le modèle d'Ising bidimensionnel sur un réseau carré soustrait à l'influence de tout champ magnétique 
externe subit une transition de phases continue à la température critique Tc pour laquelle la relation 
. h 21] . h 2h 
sm -sm - = 1 
kTc kTc 
( 4.11) 
est vérifiée. Au point critique, l'énergie interne tend vers 
u(T, 1) ~ -1 coth - 1 + - log cosh2 - - 2 sinh - . 21 [ 2 sinh
2 (21/kT) - 1 1 21 211J 
kT 7r sinh(21/ kT) kT kT (4.12) 
Dans ce voisinage, elle se comporte comme la fonction continue 
(4.13) 
où A désigne une constante, cependant que la chaleur spécifique diverge logarithmiquement selon 
c ~ B log Iv - vcl, (4.14) 
où B représente une constante. 
Démonstration 
La présence d'une transition de phases dans un système physique est caractérisée par là discontinuité de 
l'une de ses variables d'état. Pour déterminer le comportement critique des variables thermodynamiques, 
il n'est pas nécessaire de connaître les formes exactes (4.3) et (4.8). Il suffit d'examiner l'intégrale (4.7). 
Elle diverge à l'origine el = e2 = 0 lorsque 
cosh2 2v = 2 sinh 2v, (4.15) 
qui équivaut à la condition 
sinh2 2v = 1. (4.16) 
Posons donc 
o := cosh2 2v - 2 sinh 2v. 
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Dans le voisinage de l'origine, nous avons 
1 
cosBI + COSB2 ~ 2 - 2(ef + ~), 
de sorte qu'au point de divergence 0 = 0, l'intégrale se comporte selon 
1111 1 !(v) = dBI dB2 o 0 cosh2 2v - sinh 2v (cos BI + cos B2) 
LI 1 ~ dBI dB2 
. 0 0 + ~ sinh 2v (Bf + Bi) 
= 2rr dr l r 00+ tr2 sinh 2v 
2rr ~ -.-- log loi 
smh2v 
après le passage aux coordonnées polaires. En portant ce résultat dans l'équation (4.6), il vient 
[ 
2 sinh2 2v - 1 ] u~-Jcoth2v 1+- . 2 loglcosh22v-2sinh2vl· 
rr smh v 
Nous montrons maintenant que la chaleur spécifique diverge logarithmiquement au point critique 
défini par l'une des relations équivalentes (4.11), (4.15) ou (4.16), alors que l'énergie interne y est conti-
nue, car le facteur (sinh2 2v - 1) que multiplie l'intégrale s'annule au point critique. Considérons en effet 
la fonction 
sinh2 2v - 1 1 ·1 h(v) := . 2 log cosh2 2v - 2 sinh 2v , 
smh v 
qui détermine le comportement limite de l'énergie interne (4.12). Puisque 
sinh2 2v - 1 
lim = lim (cosh2 2v - 2 sinh 2v) = 0, 
Y->Yc sinh 2v y->Yc 
nous évaluons les limites 
1. 1 sinh
2 2v - 1 l' 4 sinh 2v cosh 2v lm -- = lm = 4cosh 2vc 
y->Yc V - V c sinh 2v Y->Yc sinh 2v + 2( v - v c) cosh 2v 
et 
cosh2 2v - 2 sinh 2v 
lim = 4(cosh 2vc - cosh 2vc ) = 0, 
Y->Yc V - V c 
(cosh2 2v - 2 sinh 2v) - ° . 4 cosh 2v (sinh 2v - 1) 2 
lim = hm = 4cosh 2vc 
Y->Yc (v - vc )2 Y->Yc 2(v - vc ) 
par application de la règle de L'Hospital. Avec 
cosh 2vc = + ~sinh2 2vc + 1 = V2, 
74 
nous trouvons ainsi les comportements limites 
sinh2 2v - 1 




h(v) - 4Y2(v - vc ) log 116(v - vc)l. 
En portant cette expression dans l'équation (4.12), nous recouvrons le résultat (4.13). Or, cette fonction 
est continue en v = vc , car 
lim (v - vc ) log Iv - vcl = 0, 
v~vc 
de telle sorte que u(Tc ) = -1 coth 2vc au point critique. 
Le comportement limite (4.14) de la chaleur spécifique résulte immédiatement de la dérivation de 
l'équation (4.13) selon 
au av au 
c = aT = aT av' 
où nous nous sommes permis d'jntervertir la dérivée et le processus limite. Cette quantité diverge mani-
festement au point critique. o 
La transition de phases résulte de la structure particulière du spectre de la matrice de transfert. La 
température critique du système correspond en effet au point critique CI = V2 pour lequel le paramètre 
1'0 change de signe. Puisque 
sinh 2eI sinh 2vI = 1 
selon l'identité (3.38), l'équation 





est vérifiée en ce point. Elle se réduit à 
. h 21 
sm - = +1 
kTc 
lorsque II = lz = 1 > O. Le cas CI > V2 implique 
sinh2v2 
--- = sinh 2vI sinh 2V2 < 1 
sinh 2el 
(4.17) 
et correspond donc au cas T > Tc, et inversement pour cl < V2. Cette observation justifie la convention 
(3.97). 
La continuité de l'énergie interne et la discontinuité de la chaleur spécifique au point critique 
sont apparentes à la figure 4.1 de la page 72. Dans le régime surcritique, l'orientation des spins est 
désordonnée en raison de la grande énergie thermique dont ils disposent et le système ne présente aucune 
aimantation. En régime souscritique, le système subit une interaction de longue portée: même les spins 
séparés par urie distance infinie sont corrélés. Tous les spins tendent alors à s'aligner selon une même 




A conclusion is the place where one got tired 
thinking. [And perhaps also the reader.] 
Martin Henry Fischer 
Pour clore, nous rappelons les motivations du problème, résumons les conclusions de notre dé-
marche et répétons les principales étapes de la démonstration. 
Le modèle d'Ising fut proposé au début du XXe siècle pour décrire les phénomènes du ferroma-
gnétisme et de l'antiferromagnétisme observés dans certains corps solides. Il ne tient compte que des 
deux principales contributions au magnétisme, soit l'interaction dipolaire entre les électrons d'atomes 
voisins et l'interaction entre le champ magnétique externe et les électrons. Ces simplifications sont jus-
tifiées parce que les phénomènes magnétiques résultent essentiellement de l'alignement des moments 
dipolaires des électrons sur des ,plages mésoscopiques d'atomes, ce qui dispense de considérer les effets 
physiques microscopiques, et parce que la transition de phases surviendra à plus forte raison pour une 
interaction de longue portée si ~lle se produit pour une interaction de courte portée. 
Nous avons calculé la valeur exacte de la fonction de partition et des variables thermodynamiques 
du modèle d'Ising bidimensionnel sur un réseau carré en l'absence d'un champ magnétique externe. 
Grâce à ces résultats, nous avons démontré 1'existence d'une transition de phases et calculé la température 
critique du système. Nous reproduisons les principales étapes de cette démarche. 
Considérons un réseau connexe composé de N sites reliés par des liens, où chaque site représente 
un spin scalaire pouvant admettre l'une des valeurs P. ± 1. Ce système est soumis à l'action d'un champ 




et sa fonction de partition vaut 
Z = l e-,BE([Il)) = l exp ~J l J1s J11 + pH l J1s). 
{Il} {Il} <S,I> S 
(1.6) 
Pour un réseau carré périodique doté de m lignes et de n colonnes, dont le spin à l'intersection de la 
ligne i et de la colonne j est noté J1i,j et dont les constantes de couplage horizontale et verticale valent 
respectivement JI et h, l'énergie totale et la fonction de partition se réduisent respectivement à 
m n m n m n 
Em,n({JI}) = -JI I IJ1i,jJ1i,j+l - hI IJ1i,jJ1i+l,j - HI IJ1i,j, (1.9) 
i=1 j=1 i=1 j=1 i=1 j=l 
Zm,n = I exp (p ft [hJ1i,jJ1i,j+1 + hJ1i,jJ1i+1,j + H J1i,j])' 
{Il} i= 1 j=l 
(1.10) 
Par l'entremise de la matrice de transfert 
(3.25) 
avec 
Vi := Ph B:= PH, (3.21) 
la fonction de partition devient 
2m 
Zm,n = tr(Ln) = Iil.Z(T,H,h,h,m), (3.24) 
k=1 
où SeL) = Pl, il.2, ... , il.2m } désigne le spectre de la matrice L. Dans la limite thermodynamique, l'énergie 
libre du système et sa chaleur spécifique valent respectivement 
r/J = -kT lim m-llogil.l(T,H,lI, h,m), (3.27) 
m-->oo 
B( 2Br/J) 
c = BT kT BT kT ' (3.28) 
Pour évaluer les propriétés thermodynamiques du modèle d'Ising sur un réseau fini, il suffit ainsi de 
déterminer le spectre de la matrice de transfert L2m x2m - et sa valeur propre maximale dans la limite 
d'un réseau infini. 
La matrice de transfert du réseau carré se factorise en un produit matriciel 
(3.29) 




V3(T, T') := n 8111 ,11; n eBl1k . 
1=1 k=1 
Avec le changement de variable 
Si := atanh e-2Vi , 
ces matrices de factorisation deviennent 
VI = (2 sinh 2vI )m/2 exp (SI f rTl'k,m] , 
k=1 
V2 = exp (v2 f cr3,k,m rT3,k+ l ,ml , 
k=1 
. V3 = exp [B i cr)'k,m] 
k=1 
en fonction des tenseurs de spin de Pauli 
k 
~ 
rT a,k,m = TI2 0TI2 0 ... 0TI2 0 rT a 0h 0 ... 0TI2 . 
Lorsque le champ magnétique externe est nul, la matrice de transfert se réduit à 
et se factorise en 
En termes des opérateurs de spin 
(
k-I ] [k-I] [m] Pk,m:= n rTI,I,m rT3,k.m = @ rTI 0 rT3 0 @ TI2 , 
1=1 1=1 l=k+1 
[
k-I 1 [k-I] [m] 
'Pk,m:= n rTI,I,m rTZ,k,m = @ rTl 0 rT20 @ llz , 
1=1 1=1 l=k+1 
m m 
Xm := n rTU,m = @ rTl, 
1=1 1=1 
les matrices de factorisation s'écrivent ensuite 
















V2 = exp (iV2Pl 'PmX) exp - iV2 LPk+l,m'Pk,m . 
k=l 
La matrice de transfert se décompose alors en 
où nous avons posé 
V± exp [- iV2 i: Pk+l,m'Pk,m] exp [iSl i: Pk,m'Pk,m] 
k=l k=l 
et adopté pour V± la convention 
Pm+l,m = +Pl,m. 
L'introduction des opérateurs fermioniques de création et d'annihilation 
1 . 
ak,m := Z('Pk,m + lPk,m), 
ak,m := ~('Pk,m - iPk,m) 
permet la décomposition supplémentaire 
V. ; ex+ t (aL"m a,+I",,)( al"" + a,,m) 1 exp [-21:1 t (atma,,m - ~ 1)1 
avec la condition périodique 
a = +a . m+l.m l,m 
La fonction de partition devient alors 
Zm,n = ~(2 sinh 2Vl )mn/2 [ tr V~ + tr V~ + tr X(V~ - V~)]. 
La transformée de Fourier 
m 
"q,m ~ e-iqk a 
-lm L.. k,m' 
VtT< k=l 
dont les indices valent 
é r/4 m 
"t = __ ~ eiqk at q,m -lm L.. k,m' 
V'" k=l 
q E Q+m {(2 j m 1)1l" 1 J' = m m mm} 2 + 1, - 2" + 2, ... , 2" - l, 2" 
pour les opérateurs apparaissant dans V + et 
qE Q~ { 2












pour ceux de V_, lorsque le nombre m de sites est pair, accomplit une transition de l'espace des positions 
à l'espace des impulsions. Les opérateurs de dénombrement sont ensuite formés d'une combinaison de 
ces opérateurs de propagation d'onde, nommément 
(3.68) 
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!1 '- Tft Tf + Tft Tf 3,q,m'- q,m q,m -q,m -q,m 
En termes des opérateurs de dénombrement, les matrices de décomposition se factorisent alors en 
avec 
v± = n Uq,m 
qeQ;',q>O 





Après un changement de base depuis la représentation du nombre d'occupation de l'espace des positions 
vers la représentation du nombre d'occupation de l'espace des impulsions, les opérateurs de dénombre-
ment revêtent la forme diagonale 
(3.77) 
composée de T termes, où les éléments 
et (3.78) 
associés respectivement aux espaces 8+ et 8_, apparaissent aux positions j = t (7 + 1) et j ;:' avec 
q > O. Grâce à cette simplification, les matrices de décomposition se factorisent en un produit tensoriel 
des matrices 
m/2 




v_ = @W-,2j 
j=) 
W ±,k := exp [ 2V2 ( W±,3 cos : - w±,1 sin :)] exp [ - 261 W±,3 ] 
de taille 4 x 4. Il s'ensuit que le spectre de la matrice de transfert vaut 
avec 
A+ = {<+ 1 À+ = (2sinh 2VI)m12 exp l ~ t(±l)j r2i~I]}' 
A~ = {LI L = (2 sinh 2vdm12 exp [~ t(±l)j . Y2i]} 
et 
Yk := + acosh ( cosh 261 cosh 2V2 - sinh 261 sinh 2V2 cos :) , 







Ces résultats produisent la fonction de partition 
nY2 ·-1 nY2 ·-1 nY2· nY2· 
[
m m m m 1 
Zm,n=2m- I (2sinh2v\)mn/2 !JCOSh(+)+ !Jsinh(+)+ !JCOSh(-t)+ !Jsinh(-t), 
qui se comporte selon 
(3.99) 
dans la limite thermodynamique, l'énergie interne par spin 
u(T,1) = -1 (coth ~~)[1 + ~ (2tanh2 ~~ -1)kl (t)] (4.3) 
et la chaleur spécifique par spin 
-41
2 
( 21) {rr 21 [( 21) ( 21)] } c(T,1) = -2 coth2 - - sech2 - - 1 - sech2 - 2 tanh2 - - 1 KI (t) + K2(t) . 
rrkT kT 2 kT kT kT 
(4.8) 
Dans ces expressions, 
(4.4) 
désigne l'intégrale elliptique complète de première espèce, 
(4.9) 
représente l'intégrale elliptique complète de deuxième espèce, et 
21 21 
t(T,1) := 2 sech kT tanh kT· (4.5) 
Le modèle subit une transition de phases continue à la température critique Tc définie par 
. 211. 2lz 
smh-smh- = 1. 
kTc kTc 
(4.11) 
La chaleur spécifique y diverge logarithmiquement, tandis que l'énergie interne y est continue. 
En régime surcritique, l'orientation des spins est désordonnée en raison de l'importante énergie 
thermique dont ils disposent et le système ne présente aucune aimantation. En régime souscritique, le 
système subit une interaction de longue portée: même les spins séparés par une distance infinie sont cor-
rélés. Tous les spins tendent alors à s'aligner selon une même orientation, ce qui produit une aimantation. 
Cette interaction est responsable de la transition de phases. 
Malgré sa représentation simpliste de la structure d'un corps ferromagnétique, le modèle d'Ising 
se révèle singulièrement réfractaire aux calculs. Les tentatives de résolution du problème bidimensionnel 
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restreint avortèrent maintes fois. À ce jour, aucune solution exacte au problème bidimensionnel général 
ni au problème tridimensionnel en l'absence de champ externe n'est connue. L'importance historique 
du modèle d'Ising tient à ce qu'il demeure le seul modèle non trivial décrivant une transition de phases 
ferromagnétique tout en étant soluble analytiquement. Pour cette raison, il constitue encore la pierre 
angulaire de la compréhension théorique du ferromagnétisme. 
Dans ce mémoire, nous avons restreint la discussion à la méthode algébrique de résolution du 
problème bidimensionnel. L'approche combinatoire, qui dénombre les combinaisons de graphes orientés 
sur le réseau, est décrite dans les articles [12] à [21] répertoriés dans la bibliographie. 
La présente démarche consacre les efforts consentis par maints auteurs successifs, efforts étalés 
sur près d'un siècle. Nous espérons qu'à l'égard de ce prodigieux tour de force, le lecteur partagera 
l'appréciation de Blaise Pascal à une autre époque: « ce ne sont pas des fleurs printanières sujettes au 
changement des saisons, mais étant cueillies dans les plus beaux parterres de la mathématique, ce sont 
plutôt des' amarantes qui ne flétriront jamais ». 
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