In this paper, we firstly recall the definition of an uncertain fractional forward difference equation with Riemann-Liouvillelike forward difference. After that analytic solutions to a generalized uncertain fractional difference equations are solved by using the Picard successive iteration method. Moreover, the existence and uniqueness theorem of the solutions are proved by applying Banach contraction mapping theorem. Finally, two examples are presented to illustrate the validity of the existence and uniqueness theorem.
while the difference sum is given by
(1) Definition 2.2 (Atici F., & Eloe, P. 2007; Holm, M. 2011) . For arbitrary t, ν ∈ R the h-factorial function is defined by:
,
where Γ is the well-known Euler gamma function, and we use the convention that division at a pole yields zero.
Definition 2.3 (Atici F., & Eloe, P. 2007; Holm, M. 2011) . Let p ∈ F D . The fractional h-sum of order ν > 0 is given by :
where b ∈ R, σ(r) = r + 1, and ∆ −ν b p(z) is defined on N b+ν . Lemma 2.1 (Atici F., & Eloe, P. 2007; Holm, M. 2011) . Let p ∈ F D and ν, ϑ > 0, then we have:
for z ∈ N b+(ν+ϑ) . 
p(z)
) .
Lemma 2.3 (Holm, M. (2011) ). Let p ∈ F D and ν ≥ 0, then we have:
Lemma 2.4 (Bastos, N. R. O. et al (2011) ). Let b, ν ∈ R. Then for each z ∈ N b+ν , we have
Lemma 2.5 (Holm, M. (2011) ). Let p ∈ F D , ν ∈ R and q is any positive integer, then
for z ∈ N b+ν .
Lemma 2.6 (Holm, M. (2011)) . Suppose that ϑ, ϑ + ν ∈ R \ {..., −2, −1}, then we have
Motivated by the definition of nth order forward sum for uncertain sequence ς z , we define the νth order forward sum for uncertain sequence ς z as follows:
Definition 2.4 (Lu, Q. et al (2019) ). Let ν be a positive real number, b ∈ R, and ς z be an uncertain sequence indexed by z ∈ N b . Then
is called νth order forward fractional sum of uncertain sequence ς z , where σ(r) = r + 1.
Definition 2.5 (Lu, Q. et al (2019) ). The fractional Riemann-Liouville-like forward difference for uncertain sequence ς z is defined by
where ν > 0 and 0 ≤ n − 1 < ϑ ≤ n, n represents a positive integer.
Uncertain Fractional Forward Difference Equation
In this section, a definition of the GUFFDE will be exhibited. The analytic solutions to a class of the linear uncertain Riemann-Liouville fractional difference equations will be provided along with ones for linear uncertain first order forward difference equations. Consider the following generalized Riemann-Liouville fractional difference equation:
subject to the initial condition
where ∆ ϑ ϑ−n denotes fractional Riemann-Liouville forward difference with 0 (8) and (9) is equivalent to the following uncertain fractional sum equation:
In this paper, the following special linear GUFFDE will be considered:
, n ∈ N 0 and λ ∈ (0, 1).
Theorem 3.1. The linear GUFFDE (11) subject to the initial condition (12) has a solution
for z ∈ N ϑ ∩ [0, T ], n ∈ N 0 and λ ∈ (0, 1), where ς z is an uncertain sequence with the uncertainty distribution
, and
and
Proof. Apply the operator ∆ −ϑ 0 to equation (11) to obtain
By using Lemma 2.2 and Lemma 2.3 to the left-side of (16) to obtain
Then equation (16) becomes
which is the solution of the UFFDE (13).
To drive the solution, we use the Picard approximation by setting
The other components can be determined by using the following recurrence relation:
for z ∈ N ϑ ∩ [0, T ] and n, j ∈ N 0 . Since ς ϑ−n , ς ϑ , · · · , ς z+ϑ−n are i.i.d. uncertain variables, we write ς z+ϑ−n = ς in distribution. By using Lemma 2.6 and the fact that the linear combination of finite independent uncertain variables (for example, linear uncertain variables, zigzag uncertain variables, normal uncertain variables, and lognormal uncertain variables) is an uncertain variable with positive linear combination coefficient by Theorem 1.21-1.24 of Wu, G., & Baleanu, D. (2015) , we obtain
. . . and so on. Therefore, 11, No. 4; for z ∈ N ϑ ∩ [0, T ] and n ∈ N 0 . Since the two series
Γ(kϑ + 1) ,
are absolutely convergent for |λ| < 1 by the d'Alembert ratio comparison test, the limitationȲ(z) := lim j→∞ Υ j exists. ThusȲ
Taking limit on both sides of (18) yields
That is,Ȳ(z) satisfies equation (17). HenceȲ(z) is a solution of equation (11) subject to the initial condition (12). Thus the proof of Theorem 3.1 is completed.
Existence and Uniqueness
To find out the conditions that GUFFDEs have solutions, an existence and uniqueness theorem is provided in this section.
Theorem 4.1. Assume that G(z, x) and H(z, x) satisfy the Lipschitz condition
for some positive number L that satisfies the following inequality:
where Q = |a| ∨ |b|. Then GUFFDE (11) subject to the initial condition (12) has a unique solution
Proof. Let l k ϑ be the set of all finite real sequences x = {x(z)} k ϑ which has k terms with the norm
is a Banach space. For any χ z , Υ z ∈ l k ϑ , the operator P is defined as follows:
, where χ is the universal set on the uncertainty space. Then by the hypothesis and Lemma 2.4, we have
, P is a contraction mapping in l k ϑ almost surely. Thus we obtain a unique fixed point Υ z (γ) of P in l k ϑ almost surely by the Banach contraction mapping theorem. Furthermore, Consequently, UFFDE (11) subject to the initial condition (12) has a unique solution Υ z for z ∈ N ϑ ∩ [0, T ] almost surely.
Test Examples
In this section, we present two examples to illustrate Theorem 4.1.
Example 5.1. Consider the following UFFDE:
where ς π−4 , ς π−4+1 , · · · , ς π−4+12 are i.i.d. uncertain variables with uncertainty distribution L(−3, 3).
According to Theorem 4.1 with n = 4, the inverse uncertainty distribution of the solution for the UFFDE (21) is the solution of the following sum equation:
) . 
where ς −0.5 , ς 0.5 , ς 1.5 , ς 2.5 are 4 i.i.d. linear uncertain variables with linear uncertainty distribution L(−1, 1).
According to Theorem 4.1 with n = 1, the inverse uncertainty distribution of the solution for the UFFDE (22) is the solution of the following sum equation: 
