We consider the iterative learning control problem from an adaptive control viewpoint. It is shown that many standard adaptive designs can be modi ed in a straightforward manner to give a solution to either the feedback or feedforward ILC problem. In particular we show that many of the common assumptions of nonlinear iterative learning control can be relaxed: eg. we relax the common linear growth asssumption on the nonlinearities and handle systems of arbitrary relative degree. Furthermore it is shown that these new ILC designs have the power to solve a new ILC problem: the learning of unseen trajectories (generalisation). It is shown that generally a linear rate of convergence of the MSE can be achieved, and some simple robustness analyses are given. For linear plants we show that a linear rate of MSE convergence can be achieved for non-minimum phase plants.
Introduction
The purpose of this paper is to consider the Iterative Learning Control (ILC) problem from an adaptive control viewpoint. The aim is to demonstrate how standard adaptive control designs may be used for iterative learning, provided some simple conditions are Department of Electronics and Computer Science, University of Southampton, England. e-mail: mcf@ecs.soton.ac.uk y Department of Electronics and Computer Science, University of Southampton, England. e-mail: etar@ecs.soton.ac.uk observed. We highlight the di erences between adaptive and iterative problems, and examine the related issues in some depth.
We take the de ning feature of iterative learning control to be the learning of controls to achieve a given task, where the learning is achieved by a sequence of trials (or passes) executed on a plant. The plant is assumed to be identical for each pass, although it may be subject to disturbances. A practical ILC design should be capable of learning good controls under limited a-priori knowledge of the plant.
Contrasting to identi cation experiments, the learning experiments should also simultaneously produce increasingly desirable outputs. The iterative learning scenario is similar to repetitive control, where the system is assumed to be periodic and the objective is to design an asymptotically`good' control. The di erence lies in the ILC assumption that the plant is identical for each experiment: this requires that the internal state of the plant is reset to an identical (nominal) value at the start of each experiment, contrasting to the repetitive control scenario where the state at the start of each period is equal (by de nition) to it's value at the end of the preceeding period. A nal feature of a good ILC design which we incoporate into our analysis, is the requirement that ultimately (after a nite but suitably large number of trials) the learning can be`switched o ' { this is primarily driven by a technological requirement since the`learnt' controller is likely to be cheaper to implement than the`learning' controller which in general will be computationally far more expensive. We formalise the de nitions of Iterative Learning in Section 2.
In this paper the algorithms proposed are essentially adaptive control designs but used in the Iterative Learning environment where state resets occur periodically. The main di erence between these adaptive ILC designs and their conventional ILC counterparts (see 7] for a recent survey) is that the`learning' is achieved during the passes, as opposed to the standard designs which only allow learning computations to occur at the end of each pass 7] . Although some researchers consider that learning should only occur at the end of each pass, we do not feel this should be a de ning feature of an ILC design. It is true that online learning increases the complexity of the control implementation; which may be unacceptable in some applications; but in many applications this extra real-time computational load will be feasible. Furthermore, as conventional ILC designs are extended from feedforward to feedback, from linear to nonlinear, from state feedback to output feedback etc. the on line computational load on the designs is increasing anyhow, see eg. 2].
The most obvious advantage is that the designs are robust to global parameter variations. There is also a distinct advantage in memory costs of the proposed adaptive feedback design: the memory requirement is small; instead of requiring the storage of the trajectories of the system, we will only require storage of some estimated parameters. In contrast to many other nonlinear ILC designs, we have no need to make restrictive global Lipschitz assumptions 12], 3], nor do we restrict attention to systems with matched uncertainty (ie. those whose uncertainty lies within that span of the control distribution).
We consider a wide variety of systems (eg. linear, matched, strict feedback, output feedback) and show that by simple modi cations to wide classes of adaptive designs, we can utilize the adaptive designs to solve the ILC problems. The essential idea is to use a standard adaptive design, and to set the initial parameter estimates of the controller to equal the nal parameter estimates of the controller on the preceeding pass. In the linear context, this intuitive idea has been observed by other authors such as R. Longman 5] and K. Moore 6] . Longman largely dismisses this solution due to the inability of adaptive control to handle non-minimum phase plants. However, in this paper we show that the corresponding adaptive ILC designs can handle non-minimum phase plants, in contrast to their adaptive in nite horizon counterparts. Further, in this paper we consider carefully the contributions adaptive control has to make to ILC, eg. in establishing convergence rates and considering generalisation problems. Other work which has considered adaptive control for ILC include 6] who considered the discrete linear case under a persitancy of excitation assumption, and the recent work 11] which considers systems with matched uncertainty, but with non-parametric uncertainties.
Although the adaptive ILC designs are essentially identical to the adaptive design on which they are based, there are a number of features of the ILC problem which do not have counterparts in the standard theory of adaptive control. The most signi cant of these concerns the e ect of the key assumption of ILC, namely that the state is reset at the start of each pass. 1 Although ILC is essentially a 2D process ( 9] , 1]) by viewing the ILC situation as a 1D dynamics with a standard adaptive design operating, in some circumstances the periodic resetting of the state can have a destabilising e ect on the parameter estimators. This is not an obvious phenomena, but we establish it's existance in Section 4.1. For the gradient style backstepping designs considered in this paper, this instability occurs only when the state is reset to an non-equilibrium position, and hence does not occur in the linear problems.
We also examine the robustness of the designs, and show that in a natural manner, that the robust adaptive theory can be used to solve ILC problems in the prescence of disturbances, either of eg. the initial conditions, or due to exogenous disturbances. It will be seen that l 1 disturbances of the initial conditions do not destabilise or prevent convergence of the adaptive ILC designs, but merely a ect the transient performance in a quanti able manner. Disturbances to the initial conditions in l 1 can destabilise, this is illustrated and it is shown how standard robust adaptive theory can overcome this problem. The standard adaptive theory can then be brought to bear on a number of further (new) ILC problems, such as the conditions for the learning of unseen trajectories, transient performance analysis, and performance when learning is stopped. In general we establish linear rates of mean square error (MSE) convergence.
A signi cant application of these adaptive designs is to the linear ILC problem. Due to the stabilising e ect of the state resetting, it is shown that the ubiquitous minimum phase assumption of adaptive control is not required for the ILC analogue. Furthermore we establish a linear rate of convergence for this algorithm.
Throughout the paper we do not aim for maximum generality, rather we aim to demonstrate the tools required to establish the adaptive ILC results, which are illustrated on a number of signi cant plant structures. We develop the matched cases rather further than the strict feedback or output feedback case, but observe that most of the matched results are easily generalised via backstepping ideas.
Notation and Problem De nition
The classic feedforward ILC problem is as follows. Let U, the inputs, denote a collection of signals u: R + ! R m , and let Y, the outputs, denote a second set of signals y: R + ! R n . We let C(U; O) denote all the causal maps from U to O. Suppose H k 2 C(U; O) is an operator which describes the input output behaviour of a plant on pass k:
A sequence of inputs fu k g k 1 are applied to the plant and the outputs fy k g k 1 over
the time interval 0; T] are observed.
It is neccessary to model two di erent types of uncertainty which can occur within ILC problems. The rst is uncertainty due to disturbances which act on the system and which vary from pass to pass. Adopting a worst case perspective, we assume that disturbances are l p =D bounded, ie that if:
where the j-notation denotes concatenation, ie:
and where D is a set of admissable signals de ned on 0; T], then d is such that:
The operator H k is of the form H k = G(d k ), so the only variation in the input/output behaviour of the plant is due to the disturbances. Such disturbances are used to model exogenous in uences on the system, or disturbances to the initial conditions due to inaccurate state resetting. The second type of uncertainty re ects the a-priori knowledge of the system. This is simply the knowledge available to the control design about G at the start of the rst pass. It is denoted by , and corresponds to the knowledge of the set membership G 2 . It is usual to consider perfect tracking ie. = 0, but in the sequel we will consider problems which preclude perfect tracking. The convergence is usually understood in the topology of O, restricted to the time interval 0; T] although it may be desirable to also consider other convergence measures such as eg. pointwise convergence. We let P k 0 denote a cost which re ects this convergence, eg.
There is essentially one further constraint placed to obtain a sensible ILC setup. Speci cally we want to eliminate the possibility of high gain solutions. One possibility is to include a penalty on u k in the cost, and seek to minimise the cost; but in the nonlinear case this leads to a generally intractable optimal control problem. The simplest strategy therefore is simply to demand that all pass signals are uniformly bounded over the domain N 0; T], ie uniformly pointwise bounded for all passes (k 1) along the pass intervals 0; T]. The pass signals on pass k, K k , are de ned to be all the inputs u k , outputs y k and internal states x k of the plant and of the controller (which here we denote by^ k ), ie.
The uniform boundedness criterion is then that kK( ; )k L 1 (N 0;T ]) < 1 (9) where K(k; t) = K k (t) (10) To propogate information up through the trials, we de ne the memory on pass k as is typically sampled to achieve a nite but large memory requirement. The designs considered in this paper will store parameter estimates only, which has a much lower memory requirement. The feedforward ILC problem can then be formalised as follows.
De nition 2. In this case, we may sacri ce perfect tracking, but we should be able to say something about the accuracy of the now (imperfect) tracking. Furthermore this allows us to consider the generalisation ability of the ILC scheme: can we learn a controller which can learn to track a previously unseen reference trajectory to within a quanti able accuracy after a nite number of passes? The key novelty here is that we allow thè learnt' controller to be of a di erent form to the controllers used along each pass (in this adaptive context, this means that the adaption is switched o for the`learnt' control: whereas the adaption remains`switched on' for all the learning controls, hence thè learnt' controller is less complex than the`learning' controllers { a concrete example of this is given later by equations 33, 34,38 (`learning controller'), and equations 56, 57 (`learnt' controller)). B(m k ) = u j ; where j is s:t: P j P i 1 i k; (23) in this paper we focus on the feedback problem.
Clearly we are interested in operators B which give rise to simpler controllers than those produced by operator A. In this paper the controllers given by A are adaptive, and the controller given by B are the corresponding`frozen' designs.
Key Technical Results
The key technical proposition for establishing convergence and boundedness is given by Proposition 3.1. Suppose V : R n+p ! R + satis es:
2. jK k (t)j (V ( k (t); k (t))); 8t 2 0; k ) for some continuous function :
4. There exists > 0 such that
whenever the LHS is de ned. 
In particular if Since we have shown that V ( k (t); k (t)) is bounded independantly of k , and since by 2, the boundedness of V implies the boundedness of K k (t), it follows that k > T as required. Observe that V (0; k?1 (T )) V ( (T ); k?1 (T )) and hence that:
Then inequality 25 follows from inequality 27, and inequality 28. The inequality 26 is established as follows:
This completes the proof. We illustrate the applications of this result to the simple case of a chain of intergrators with matched uncertainty. De ne: (38) The cost is taken to be:
where (Q) denotes the minimum eigenvalue of Q. We make one further assumption, which stands throughout the remainder of the paper. Namely, we assume that all reference signals are compatiable with the initial condition, ie. Y ref k (0) = 0; k 1; (40) since we are assuming that x 0 = 0 { later we will perturb x 0 , but it's nominal value will still be 0.
We can then establish: Proof. This is a straightforward application of Proposition 3.1, with the identi cations:
and k = 0. Taking K k = (x k ; y k ; u k ;^ k ), condition 2 follows since the boundedness of V implies the boundedness of x k ,^ k , and hence of u k , y k . Let us now consider the e ect of disturbances on the closed loop. The rst application of the above results is to the case where the initial condition reset is not perfect and is subject to l 
We rstly establish the uniform boundedness of V . By the properties of f k g k 1 , f k g k 1 and V , we can establish that
and hence that: 
The Stopping ILC problem
Let us consider the case of learning of a controller capable of tracking an unseen reference signal. The is the concept of generalisation: what conditions do we need to impose on the reference signal set to ensure that the stopping operator converges to a controller which can stabilise a new reference signal? This is somewhat analagous to the problem of parameter convergence in adaptive control, and it is no surprise that we will impose persistant excitation conditions on the reference signal sequence to solve this ILC problem. The general result required is as follows: 
Proof. Write R p = E 1 E 2 : : : E p where each subspace E i is one dimensional. 
Convergence Rates
A general feature of these adaptive ILC designs is that a linear rate of convergence for the MSE costs can be achieved. Establishing good rates of convergence has stimulated other work in ILC such as 1].
The general result required is as follows:
Lemma 3.8. Under the condition of Proposition 3.1, suppose k = 0 8k 1. Then
Proof. De ne
Claim that inf 1 j k P j k . For suppose not, then P j > k for 1 j k. Since this implies:
we have a contradiction. The basic result on the convergence rate is then as follows: 
Strict Feedback Systems
We have applied the results in the previous section to the simplest scenario in nonlinear control, namely when the uncertainty is matched. This situation is particularly simple because the Lyapunov analysis is completed in the same coordinate system as the original state-space equations. Of course, this is not the generic situation in nonlinear control: we typically must consider a coordinate transformation before a Lyapunov analysis can be completed. This coordinate transformation complicates the treatment of the initial condition resetting: whilst the initial state may be reset identically in the original state space, it does not follow that this property automatically holds in the transformed state space, and this requires careful consideration. An example of how this can cause unstable behaviour is given in Section 4.1. Thereafter we make an assumption that the state reset is to an equilibrium point and demonstrate how under this assumption the coordinate transformation may be handled in the exemplar case of a tuning function design for strict feedback systems: however the ideas utilized are generic and can be used for many other designs. 
and hence that y ! 0 as t ! 1.
Now we consider the analagous ILC design, ie. we index all variables by their pass number and use the controller state initialisation:
The critical observation is that the z term in the de nition of V is not reset to 0 at the start of each pass, contrasting to earlier sections (the reset of x does not imply z = 0).
The claim is established as follows.
Case i. Suppose coordinate transformation considered in the control design. It is expected that it is possible to dispense with this assumption using the concept of trajectory initialisation 4] when the reference signal sequence is persistantly exciting, but we do not consider this re nement in this paper.
The 
where we assume that c 1 ; : : : c n > 0. The adaptive controller is then taken to be: 
Despite the similarity between the quadratic nature of the Lyapunov function and the Lyapunov function for the matched case, it is not trivial in general to establish the convergence of the corresponding ILC design. This is due to the fact that resetting the state x, does not correspond to resetting the transformed state z, so we cannot directly apply eg. Proposition 3.1. However we have made an additional simplifying assumption namely that 0 is an equilibrium point, under which assumption it follows that x = 0 implies that z = 0, and hence Proposition 3.1 applies (the implication x = 0 ) z = 0 was not valid in example 4.1). Proof. We take k = z k , = ?
The ILC Design
ki , = c 1 , and k = 0. The result then follows from Proposition 3.1, using the facts that T(0;^ ) = (0;^ ) and that _
Linear adaptive ILC
It is well known that any linear system satisfying the standard assumptions for adaptive linear control, namely that i) the system is minimum phase, ii) the sign of the high frequency gain is known, iii) the relative degree is known, iv) an upper bound on the order is known, can be written in observer canonical form. The observer canonical form is in the output feedback form, hence it is well known therefore that the above adaptive design, (and hence the ILC design) is valid. We have already observed that we have weakened the standard assumption that b is Hurwitz { this is the minimum phase assumption.
We de ne as follows. Let be de ned:
= fH: U ! Y j H(u(t)) = y(t); _ x = Ax + Bu x(0) = 0; y = Cx
Conditions ii) ? iv) hold:g
We emphasise that we are not requiring condition i), ie. the system can be nonminimum-phase. 
Concluding Remarks
The goal of this paper was to demonstrate how adaptive control designs can be fruitfully employed in iterative learning scenarios. The principle drawback of such designs is the requirement that the controller is updated on-line, rather than all computations occuring at the end of each pass. This means the implementation of such designs is more complex than many other ILC designs.
However, contrasting to most ILC designs, the control schemes are universal to parameter variations, involve no growth constraints on nonlinearities, are valid for any known relative degree and achieve quanti able convergence rates. Convergence rate analysis is shown to be particularly simple. In particular a linear rate of convergence of the mean square error can be achieved for non-minimum phase linear systems. The new ILC problem of learning of unseen trajectories (generalisation) is easily achieved within this framework. Although the designs require an uncertain parameterisation, the existence of a parameterisation is assured in the case of nite dimensional linear systems, and can with appropriate handling of modelling errors also be assured in the nonlinear case by utilizing appropriate function approximators in the manner of eg. 10].
The ideas developed can easily be extended to other adaptive designs based on global Lyapunov functions such as the designs which have recently been developed for stochastic and distributed nonlinear systems. Furthermore, by the introduction of a suitable function approximator, the adaptive ILC designs can be also be applied to systems with functional uncertainties, see eg. 10] for the equivalent adaptive designs.
Although this paper has concentrated primarily on theoretical issues, we believe that the designs considered are worth consideration in certain application domains. It can be expected that with appropriate robust modi cations that the designs will work well in any iterative setting within domains where adaptive control has traditional success. Such areas would certainly include robotics, which is of course a traditional application area for ILC { particularly in manufacturing where the control tasks are naturally repetitive.
