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ABSTRACT 
 
With the current decaying condition of America’s infrastructure, a need for a more 
efficient inspection method is evident. The combination of Structural Health Monitoring data 
and data analysis tools could be a solution. In this study, laboratory data was captured for 
both a baseline bare-frame and a wooden wall reinforced steel structure. A MATLAB®-
based computer program, the in-house SHE™ accomplishes an array of tasks, including 
signal processing and modal decomposition among others. A SAP2000® model 
contextualized the experimental data by producing trend behaviors, such as mode order or 
common mode shapes.  
Both sequential and cumulative reinforcement detection was performed on the cases 
of a baseline configuration, a single reinforcing wall case, and a double reinforcing wall case. 
The coupled translational, twisting, and bending modes were employed by nine damage 
detection indices. Relative to all others, Flexibility Percentage Difference performed the best, 
indicating both damage severity and location. While some of the indices proved more 
effective than others, none were able to practically detect and locate change for an inspector 
of this structure.  
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
Structural damage, except that of miniscule degree, is sometimes evident to the naked 
eye. However, internal defects can go unnoticed. The field of structural health monitoring 
(SHM) aims to gather arbitrary data on various structures; it is then up to engineers to 
analyze this data, selecting which parameters best indicate damage severity and location. An 
inspector’s burden would be lightened by a comprehensive and efficient state-of-the-art 
damage detection tool.   
America’s infrastructure may be in worse shape than it was 50 years ago. This is 
mainly due to aging of the 1950s infrastructure highway system as well as budget cuts that 
lead to fewer inspections over the span of our infrastructure’s lifetime [1,2]. Luckily, most 
engineers who designed these roads, bridges, and buildings were more conservative than 
planned, as these structures have exceeded their design lifespan. Every four years, 2013 
being the most recent, the American Society of Engineers (ASCE) releases a report card for 
America’s infrastructure. The most recent report card gives America’s infrastructure a D+ 
overall with a C+ in Bridges, a D in Roadways, and D in School Buildings [3].  
The alarming rate of America’s infrastructure degradation has not seemed to concern 
political leaders to the magnitude that it should. ASCE estimates that there will be a $1.1 
trillion gap between investment need and government funding by 2020 [4]. Events such as 
the Minneapolis I-35 Mississippi River bridge collapse in 2007 and the San Francisco-
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Oakland Bay bridge collapse in 1989 seemed to raise the question of the country’s 
infrastructure condition, but only for a short while. However, since these events, the highway 
system has only aged, and more structures are sure to fail unless further action is taken.  
Events such as earthquakes also pose a major threat to America’s infrastructure. It is 
usually not ground shaking that causes loss-of-life in earthquakes, but the human-built 
structures that collapse or tumble [5]. Retrofitting, or additional reinforcement, can be 
implemented in buildings and bridges to mitigate the stresses experiences during an 
earthquake. This retrofitting includes base isolators, casings, and bracings. During the 1994 
Northridge Earthquake, several older structures survived while newer ones did not; this was 
because the older structures had already been retrofitted with this technology [6].  
Due to the quantity of infrastructure elements that need to be replaced or 
rehabilitated, a more effective inspection system needs to be implemented. The techniques 
being researched in SHM seem to be the most viable option. Methods implement modern, but 
relatively inexpensive versus man-hour, instruments that can help indicate damage better 
than the subjective human eye. Damage detection algorithms use actual data to produce a 
more objective inspection result. With the task size so great, it is important to prioritize 
structures that are most damaged, and thus most dangerous. 
 
1.2 Background and Significance 
 Structural health monitoring employs various combinations of sensing instruments, 
including accelerometers, strain gages, and linear variable differential transformers (LVDTs). 
These tools are used to gather data, which is then processed and analyzed.  
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One aspect that has been studied for decades is time history analysis [7,8,9]. Herein, 
the natural frequencies and mode shapes of the structure are found. This approach is superior 
to time history analysis in that the results are the same no matter the load.  Time history 
analysis also requires a large amount of computation and requires the analysis be repeated 
several times in order to account for all frequencies [10].  
The natural frequencies of a structure are the vibrations at which the structure tends to 
move the most. This is best illustrated by the Tacoma Narrows bridge incident of 1940. Since 
no wind could pass through the extremely long and thin bridge, it was constantly being 
bombarded with wind vortices. These gusts matched a natural frequency of the bridge, which 
ultimately caused it to wave and then collapse [11].  
In the most general sense, natural frequencies depend directly on the mass and 
stiffness of the structure. Mathematically, for a spring-mass system,  
    
 
 
       (Eqn. 1-1) 
where ω is the natural frequency, k is the stiffness of the structure, and m is the mass of the 
structure. The mass of the structure is self-explanatory, in that it may not be directly 
measured, but can be generally estimated. Stiffness is the inverse of flexibility, in that a more 
flexible structure is less stiff and vice versa. To illustrate this concept, consider that the 
height of a structure significantly affects its stiffness. For example, skyscrapers are more 
flexible than low-rise buildings. The top of a tall building must sway to prevent stresses from 
accumulating, but that movement must not be felt by human senses. 
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A mode shape is how a structure responds, or moves, at a specific frequency. Every 
building has an infinite number of natural frequencies, and each has its own mode shape. 
Lower frequency mode shapes tend to be basic global movements such as lateral translation 
and basic bending. Higher frequency mode shapes tend to be more complicated and 
localized; these can include highly coupled motions and are unlikely to be observed to by the 
naked eye.  
Consider a structure before a change, say Case A, and afterwards, the altered Case B. 
The relationship between the baseline Case A and the changed Case B can be observed 
through shifts in its natural frequencies. If Case B has lower natural frequencies than Case A, 
then it is likely that it has been damaged. Conversely, if Case B has higher natural 
frequencies than Case A, then it is likely that it has been reinforced. This can measure the 
change’s severity, assuming that the mass of the structure remains relatively constant.  
To detect the location of the change, damage or reinforcement to a structure can also 
be observed in mode shapes. Two mode shapes of a baseline structure and an altered 
structure may generally look similar and have similar frequencies, but subtle differences can 
be observed between the two mode shapes. For example, if the end of a beam became less 
fixed in Case B than in Case A, the mode shapes may still match: the beam in Case B will 
demonstrate more motion relative to the global structure than at the same location in Case A. 
This qualitative change must be quantified in order to provide guidance for an inspector. 
Once multiple mode shapes are matched between a baseline case and an altered case, 
damage detection methods can be employed. The goal of detection techniques is to show 
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both the magnitude and location of any cumulative structural differences. Indicator metrics 
employ several algorithms that will be discussed later. 
 
1.3 SHE™ Program Overview 
 The Structural Health Evaluation™ (SHE™) Program is a custom package developed 
by Dr. Elizabeth Ervin and her graduate students at the University of Mississippi. Through 
MATLAB® [12], the comprehensive program performs signal processing, modal 
decomposition, and damage detection. Although still being improved, it is user-friendly in 
that it outputs several visual elements throughout the program, which could ultimately help a 
building inspector know the location to more closely inspect.  
 SHE™ is versatile in the sense that almost any structural geometry can be input into 
the program. A file named StructProp.m contains several matrices that help accomplish this. 
In the Location Matrix (LM), x, y, and z coordinates are input in order to define the 
structure’s basic geometry. These coordinates do not have to necessarily be locations where 
measurements are taken: these are only nodes that help the user better visualize the entire 
structure when it is plotted. The Connection Matrix (CM) defines which coordinates from the 
LM are actually connected in the real structure, such as beams and columns. The Sensor 
Connection Matrix (Sensor_CM) is similar to the CM in that it defines coordinates which are 
connected; however, the coordinates that need to be connected in the Sensor_CM are the 
coordinates at which measurements are taken by sensors. This data does not have to be 
gathered simultaneously, another advantage of SHE™ that minimizes equipment cost.  
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 The highest frequency to be plotted that is desired by the user must also be input into 
the StructProp.m file as Intfreq. An upper frequency barrier always exists between structural 
response and acoustic noise. The user must select this value after initially viewing output 
because this limit is highly variable upon sensor type, sensitivity, cabling, environment, 
acquisition system, etc.[13].  
 After the geometry and properties of the structure have been input, data must be 
uploaded. SHE™ operates on time history data, which herein means both time and sensor 
data.  This data must be in the form of a comma separated values (.csv) file from the data 
acquisition system. Each node, or measurement point of the structure, has its own .csv file, 
and the first column of the .csv file must contain time data. The second, third, and fourth 
columns must contain x, y, and z directional data, respectively. The program prompts for two 
sets of data, one set which is from an “undamaged,” or baseline, case, and one set which is 
from a “damaged,” or altered, case.  
 Next, SHE™ processes the data. At this point, the user can demean, filter, window, 
and plot the time history data. From here, the program transforms the data from the time 
domain to the frequency domain with the use of a fast Fourier transform (FFT). Once the 
frequency response function (FRF) is plotted, frequency peak ranges are picked by the user 
and input into the program. The program then generates the mode shapes for the frequency 
peaks.  
 This process is then repeated for the “damaged,” or altered case. After the damaged 
mode shapes are obtained, the program prompts for the user to subjectively match them 
between both cases.  From here, the objective damage detection process begins. 
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1.4 Damage/Reinforcement Detection 
 Several indicator algorithms have been developed in literature to assist with damage 
detection, specifically for severity estimation. However, the best indicator for locating 
damage in a specific structure has yet to be determined, and few researchers contrast their 
effectiveness. 
Another overlooked aspect of damage detection is the inverse perspective of 
reinforcement detection. For example, a known weakness or an identified defect can be 
shored to lengthen a structure’s life, but the effect on overall stability may remain unknown. 
Most indices do not discriminate between the original structure and the damaged or 
reinforced structure, in that the values they compare often involve the use of an absolute 
difference.  
SHE™ employs nine damage indicators [13]. These include the following: 
1. Damage Location Vector 
2. Coordinate Modal Assurance Criterion  
3. Modal Curvature  
4. Modal Curvature Division 
5. Coordinate Modal Assurance Criterion on Modal Curvature 
6. Normal Modal Flexibility 
7. Flexibility Absolute Difference 
8. Flexibility Percentage Difference 
9. Strain Energy  
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Each of these damage indicators is plotted for the x, y, and z data as well as their 
resultant. These plots use a color code to reveal the strengths and/or weaknesses of the tested 
structure. This color code and its implementation will be discussed later. 
 
Damage Location Vector (DLV) 
 The Damage Location Vector (DLV) is the only damage indicator in SHE™ that does 
not consider correlated mode shapes. Instead, the DLV algorithm sums frequency response 
differences of a defined range for the two structural configurations in question. The DLV is a 
reliable option if a frequency shift is observed in the FRF of the experimental data due to the 
improved or reduced stiffness of the structure. Theoretically, it is able to locate damage since 
it utilizes a matrix based on sensor location. Huynh et. al. applied the DLV index to a finite 
element model of a truss to prove this [14]. 
 
Coordinate Modal Assurance Criterion (COMAC) 
 A common measure of numerical accuracy, the COMAC indicator utilizes a set of 
matched modes between the two structural configurations. The Modal Assurance Criterion 
(MAC) value, defined by Allemang and Brown, is an indicator of how well the overall mode 
shapes actually correlate on a scale from 0 (no match) to 1 (a perfect match) [15]. COMAC 
additionally incorporates the location of the damage/reinforcement into its algorithm [13]. 
The underlying mathematics of COMAC is that it sums the MAC values by sensor node. 
Baghiee, Esfahani, and Moslem concluded that COMAC accurately located damage in their 
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experiment [16], while Brasiliano et al.  determined that it could not detect damage when 
considering high frequency modes [17]. 
 
Curvature (Indicators 3-5) 
 Curvature is the second derivative of a mode shape’s deflection, generating a more 
sensitive measure as compared to deflection or slope. Defined by Pandey et al., Curvature 
only considers planar motion which means that numerical derivatives are calculated with 
respect to the vertical axis [18].  
Worley proposed an index that utilizes the division of curvature [13]. Modal 
Curvature Division is a ratio of the damaged curvature matrix to the undamaged curvature 
matrix. Baghiee, Esfahani, and Moslem also developed an index combining curvature and 
COMAC [16]. The COMAC of curvature indicator utilizes the same mathematics as 
COMAC, but it substitutes the curvature term for the mode shape term.  
 
Flexibility (Indicators 6-8) 
The inverse of stiffness, flexibility can be determined directly from the 
experimentation. Determining a system’s stiffness is performed in a separate field of study 
known as structural identification. However, in the field of SHM, flexibility can be 
estimated. Gutschmidt and Cornwell developed an indicator that does this [19].The 
proportional flexibility matrix is the mode shape matrix multiplied by its transpose, with 
these two terms divided by the corresponding natural frequency, squared. Normal Modal 
10 
 
Flexibility uses a proportional flexibility matrix in order to indicate damage. Huth et al. 
proposed the Flexibility Absolute Difference indicator [20]. The Flexibility Absolute 
Difference indicator utilizes the absolute value of the difference between the two cases’ 
proportional flexibility matrices. The Modal Flexibility indicator, developed by Sun et al., is 
similar to the Flexibility Absolute Difference indicator, but it divides by the baseline 
flexibility matrix, resulting in an absolute value of difference [21]. The Flexibility Percentage 
Difference indicator, presented by Worley, utilizes the percentage difference between 
proportional flexibility matrices [13]. The advantage of these matrices is that they are based 
on location results by node.  
 
Strain Energy 
 Strain energy is the energy stored in a structural system while it is deflecting. High 
strain energy absorption capacity usually means that the system is ductile. The system can 
withstand a high load without breaking, while it may deflect. Low strain energy means that 
the system is brittle, meaning that the system can withstand a large load without deflecting. 
The Strain Energy indicator, developed by Ndambi et al., utilizes matched mode shapes by 
considering the connection between each node as a beam that stores energy [22]. This is why 
Strain Energy indicator plots highlight members rather than the nodes.  
Several other matrices are defined in the StructProp.m file that help with the damage 
detection aspect of the program. One of these matrices is the Strain Energy Matrix (SE). In 
order for the strain energy damage detection algorithm to work, this matrix must be defined. 
In the SE, single lines of at least four nodes must be defined. Four nodes in a single line are 
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needed because this approach is based on a central finite difference approximation, which 
needs two sets of overlapping curvatures to work.  It is acceptable to leave the SE blank if 
there are not four single nodes in a line on the structure. The strain energy damage detection 
algorithm also utilizes the Young’s Modulus (E) Matrix and the Moment of Inertia (I) Matrix 
defined in the StructProp.m file. The values that are input into these two matrices can be 
actual E and I values, or relative values.  
 Since the data considering column node measurements only was used, the equation 
was integrated with respect to the vertical axis that runs along the columns. The output x and 
y plots are both beam models, while the z plot is a rod model since it is integrated along its 
own length. After the strain energy is integrated over the elements for each structural case, 
the total strain energy for the structure is summed. Then, the strain energy for a given 
element is divided by the total strain energy of the structure to provide a relative value. 
 
1.5 SAP2000® 
Computer modeling is an industry standard for structural design and may be key in 
determining structural health. Modeling is certainly a cheaper alternative to inspecting and 
testing structures; however, computational results generally do not accurately represent all 
the unknown conditions in an as-built structure. Most structural analysis programs utilize 
finite element analysis, which is a numerical approach to approximating characteristics of 
structures. In general, the finite element method breaks beams and columns into small pieces 
and then individually analyzes the effects that each one contributes to the structural system. 
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One of the most basic computer modeling programs that implements finite element 
analysis is SAP2000® [23]. This popular package can be used to analyze everything from 
simple beams and trusses to complex frames and walls. SAP2000 can be used for several 
different purposes including analysis, code implementation, and dynamic analysis. For this 
thesis, a computer model of a steel structure was created and analyzed for natural frequencies 
and mode shapes. The boundary conditions, or supporting spring stiffnesses, were adjusted 
so that the computer model showed a similar trend behavior as in the experimental results.  
Positive benefits result from creating a computer model that represents a real 
structure. Although it will never match the reality, the model can be used to reveal global 
stability. “Hot spots,” or critical failure points, can be identified as well as progressive 
collapse mechanisms. Implementing a computer model can ensure that a structure is sound 
and effectively reinforced or retrofitted. This is not only an idea with safety implications, but 
with economic ones as well.   
 
1.6 Objective and Organization 
 The main objective of this thesis is to evaluate the dynamic effects of reinforcing 
walls on a steel laboratory structure. With the SHE™ program, the objectives of signal 
processing, modal decomposition, and change detection were accomplished. A small steel 
frame structure was constructed as a model, and time history data was collected and analyzed 
for three cases: a baseline bare-frame case, a single wall case, and a double wall case. A 
finite element (FE) model was created and analyzed using SAP2000 in order to obtain more 
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insight into the experimental results. Observations and results are presented for this structure 
as an example of reinforcement improving stability. 
 This thesis is divided into four chapters. After this first introductory chapter, the 
second chapter includes the baseline bare-frame structure construction, experimental layout, 
test results, and computer model results. The third chapter discusses the effects of the 
reinforcing walls on the structure’s dynamic characteristics as well as reinforcement 
detection among the three cases. The fourth chapter includes conclusions on the experimental 
results as well as future work opportunities, including preliminary analysis of another test 
configuration.  
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CHAPTER 2: BASELINE STEEL STRUCTURE 
 
 In order to detect and locate change, a baseline, or original, structure must be defined. 
This chapter details the baseline steel structure construction and geometry. The 
instrumentation, experimental process, and first analysis using SHE™ is presented in this 
chapter as well. Lastly, the SAP2000 baseline model and results are presented.   
 
2.1 Structure and Geometry 
 The main frame of the structure was constructed with pre-galvanized strip steel 
framing Unistruts® [24]. These struts were half slot style with a width of 7/8 inch, a depth of 
1-5/8 inch, and a thickness of 1/8 inch.  The original length of each strut was 10 feet, but 
these were cut to desired lengths with a miter saw equipped with a grinding blade.  A side 
view and a cross sectional view of a typical strut is shown in Figure 2.1.  
Figure 2.1 – Photo and cross-sectional view of Unistrut®.    
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The foundation consisted of four separate footings, each supporting one column. The 
footings were four 5-gallon buckets filled with approximately 10 inches of Quikrete®. Each 
of the four steel columns was cast in place. The concrete was allowed to cure for an extended 
time, in excess of 28 days. Curing heat caused deformation of one of the bucket’s bottom, so 
wooden shims were used to level it. A typical footing is shown in Figure 2.2. 
Figure 2.2 – Steel structure concrete footing. 
 
 Faces of the four-sided structure were labeled north (N), south (S), east (E), and west 
(W). The slotted flange sides of the south face columns were faced south, and the flange 
sides of the north face columns were faced north. This means that the column webs faced 
east and west. It is important to understand the orientation, as it creates a strong-weak 
preference, and is utilized to connect beams and reinforcing walls.  
Bracket 
Column 
Beam 
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 To attach the beams to the columns, 90 degree strut fitting brackets were used. These 
brackets had two holes in each arm, so that each joint of the structure had four different 
connection points. Hexagonal head bolts approximately 2-1/2 inches long and ½ inch in 
diameter were used to secure the columns and beams to the bracket. To attach the columns 
and beams to the bracket, a bolt with a flat circular washer was fed through the bracket, 
beam, and column. A flat circular washer, a nylon damping washer, another flat circular 
washer, and a hexagonal nut were respectively used on the stud’s end to secure the members. 
For the beams that were solely attached to the bracket, a square strut washer in the place of 
the outer circular washer, as well as an extra nut, were used on the inner hole of the bracket 
for added security. This is illustrated in Figure 2.3.  
Figure 2.3 – Bracket-Column-Beam connection on the southeast corner of the structure. 
 
 With a floor plan that was generally square, the structure consisted of two stories and 
three floors, albeit without slabs. The height of the first floor, from the lab’s floor, was 
approximately 1.5 feet, between the first and second floor was approximately 2.5 feet, and 
between the second and third floor was approximately 2 feet. This means that the structure 
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was approximately 6 feet tall with a free-standing height of 4.833 feet. Each face of the 
structure was nominally 4 feet in width. This is shown in Figure 2.4. 
Figure 2.4 – Steel structure. 
 
2.2 Instrumentation 
 Tri-axial accelerometers were used to take sequential measurements at 52 different 
locations, or nodes, on the structure. An accelerometer is a sensor that measures acceleration, 
and a tri-axial one is a sensor that measures three-dimensional acceleration. To choose the 
density of the measurement nodes, the possibility of capturing different mode types was 
considered. Six nodes were placed on each column in order to capture second and third order 
2’
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4’
N
y
x
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bending. One node was placed on each of the bottom beams, and three nodes were placed on 
each of the second floor and third floor beams. These nodes were mainly used to determine if 
beam bending was in-phase or out-of-phase when matching mode shapes. The origin of the 
coordinate system was chosen as the southwest column with the positive x-direction 
extending east, the positive y-direction extending north, and the positive z-direction 
extending vertically upward along the southwest column. See Figure 2.5 for this coordinate 
system orientation as well as the sensor locations.  
Figure 2.5 – Sketch of the structure with measurement node ID numbers. 
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 Preliminary testing used multiple excitation schemes; modal tap testing was selected 
to best obtain frequency information. The structure exhibited the greatest response when it 
was excited in the x-y direction. For all subsequent tests, the structure was struck with an 
impact hammer with a rubber tip at the location between nodes 46 and 29 on the southwest 
origin column. The impact hammer used was a PCB (model number 086D05) with a 
sensitivity of 1 millivolt per pound force (1mV/lbf). It measures the force from striking the 
structure by converting the force to an electrical signal, which is then relayed to the 
computer. The magnitude and shape of the hammer’s impact were monitored during testing 
to ensure a clean, half-sine hit between 100 and 150 Newton (N). As shown in Figure 2.6, a 
green “X” was drawn on the structure at the blow location to ensure a fairly consistent 
excitation location each time.  
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Figure 2.6 – Structure being excited in the x-y direction with the force transducer hammer. 
The blow location (green "X") is circled. 
 
 One of three employed tri-axial accelerometers was placed at each marked node on 
the structure. Magnetic mounts were screwed into the sensors’ studs for a quick and effective 
attachment; the mounts also ensured a stable and level surface for each measurement node.  
Preliminary testing showed that the magnets had little to no effect on the temporal or 
frequency response of the structure. Masking tape was used to hold down the sensor cords to 
prevent cord motion and associated measurement noise. This is shown in Figure 2.7. While 
taking measurements of the south face columns, the magnets had to be moved to a different 
side of the sensor in order to obtain the proper coordinate system orientation. The resulting 
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+x, -y, and -z directions were programmed into the data acquisition scheme with x, y, and z 
orientation toggles. Figure 2.7 illustrates this. 
Figure 2.7 – Left: Three tri-axial accelerometers placed on the northeast column. Right: A 
sensor on node 46 of origin column where y and z directions were flipped. 
 
Written by Dr. Ervin, a custom National Instruments LabVIEW® [25] program was 
created to interface the sensors to a laptop for data acquisition through a USB component. 
Figure 2.8 shows a screenshot of the custom program. The basic premise of LabVIEW’s 
visual programming is to connect virtual instruments in block diagrams in order to capture 
and export the sought after data. The program recorded time histories when triggered by a 
hammer reading over 100 Newtons. The program was run from the dashboard interface. The 
Column
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top left corner allows the user to select filenames for exporting data as text (.csv).  Figure 2.9 
shows a screenshot of the dashboard interface. The dashboard view included many windows: 
(1) An oscilloscope of a live time history of the hammer, (2) an oscilloscope of the time 
histories for the accelerometers, (3) a recorded hammer reading, and rough frequency 
responses in the (5) x direction, (6) y direction, (7) and z direction. Note that the frequency 
responses obtained by the LabVIEW program were not recorded but instead used as a check 
while testing. Additionally, the hammer force was recorded but never used in future output-
only analysis. 
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Figure 2.8 – Block diagram programming of the custom LabVIEW program. 
Figure 2.9 – User dashboard of the custom LabVIEW program. 
(1)
(2)
(3) (4)
(5) (6) (7)
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 Each time history was recorded through the CompactDAQ and three tri-axial 
accelerometers. The data acquisition chassis used for testing is a National Instruments 
CompactDAQ with model number cDAQ-9172. The DAQ chassis has eight different slots 
for different modules. For this experiment, only three modules were used. Employing BNC 
connections, one four-channel (Ch) module was used to record the hammer data and x 
direction time histories. The other two modules each employed three channels to record the y 
and z time history data, respectively. All modules had a model number of 9234. The other 
three modules shown in Figure 2.10 were not used. 
Figure 2.10 – DAQ chassis as employed. 
 
The three accelerometers for this experiment were tri-axial PCB piezotronics with 
model numbers 356B18 and a nominal sensitivity of 1 millivolt per g (1 mV/g). The record 
length of the time history for each measurement was 1.1 seconds at a sample rate of 10240 
per second.  Data from the custom LabVIEW program is saved as separate comma separated 
files (.csv) with node number names, the convention for SHE™.  Figure 2.11 shows an 
illustration of the experimental setup. 
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Figure 2.11 – Schematic of the experimental setup. 
 
2.3 Modal Processing 
The comma-separated value (.csv) files are arranged so that time is in column A, and 
the x, y, and z acceleration data is in columns B, C, and D, respectively. This text easily loads 
into SHE™. If there is only data for two directions, one of the columns can easily be filled 
with zeroes. This also makes it easier for later zero padding. Since the .csv files are named by 
node number, SHE™ can recognize this data by the order that the coordinates are listed in 
the structprop.m file. For example, node 1’s coordinates are listed first, node 2’s coordinates 
are listed second, etc. After SHE™ has loaded the time and acceleration data for selected 
nodes, it plots the time histories. Figure 2.12 and Figure 2.13 show the SHE™ output time 
history for only the column nodes data. Figure 2.12 shows acceleration versus time for one 
channel (x direction) for one column node. Figure 2.13 shows acceleration versus time for 
three channels (x, y, and z direction) for all 16 column nodes.  
Triaxial 
Accelerometers(3) 
USB 
 
LabView® 
Compact 
DAQ 
BNC 
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Impact Hammer 
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Figure 2.12 – Time history plot for one channel of one column node.  
Figure 2.13 – Time history plot of three channels for each of the 16 column nodes.  
 
 The model structure, like most structures unrestrained along the height, exhibited 
more acceleration at the top than at the bottom. In the planar x and y directions, the top 
column nodes nominally accelerated at a magnitude of 7.5 times greater than the bottom 
nodes. In the vertical z direction, the top column nodes accelerated at a nominal magnitude of 
3 times greater than the bottom nodes. The structure also exhibited more movement in the 
planar x and y directions than the z direction. This is why some time history curves shown in 
Figure 2.13 are of significantly greater magnitude than others. 
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From here, the program transforms the time history into the frequency domain with a 
fast Fourier transform (FFT). SHE™ outputs several frequency plots in order to help the user 
select natural frequencies.  The frequency plots, known as frequency response functions 
(FRF), display amplitude versus frequency. These plots include three non-normalized FRFs, 
three normalized FRFs, a cumulative FRF, and four smoothed FRFs. The non-normalization 
FRF is a plain FRF with no windowing or magnitude adjustment. The normalized FRF takes 
the highest amplitude and sets it equal to 1, resulting in all other amplitudes being relative to 
the largest amplitude. The smoothed FRF uses a Hanning window with 50% overlap to 
smooth the non-normalized curve. The cumulative FRF cumulatively sums all amplitudes 
from every direction. While data was measured up to 136 kHz, only data up to 110 Hz was 
analyzed.  
Frequency peaks were chosen based on amplitude as well as experience in inspecting 
for artifacts. Ranges for frequency peaks can be provided to the program one at a time, or 
entered several at a time with the help of a .mat file. The ranges provided to the program can 
be searched on any of three separate FRF plots: (1) the non-normalized plot (2) the 
normalized plot, and (3) the smoothed plot. Once the program finds the largest value in each 
of the provided ranges, it marks a cumulative FRF with a blue “x” which indicates the chosen 
frequency peak. This is shown in Figure 2.14. Most of the peaks produced mode shapes that 
were coupled, so sometimes it was best to search for a peak on the smoothed plot in order to 
obtain a more distinct mode shape.   
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Herein, the normalized cumulative FRF was used for a preliminary search of natural 
frequencies. If a natural frequency was suspected but not prevalent on the normalized 
cumulative plot, then the individual x, y, and z normalized FRFs were examined. Rarely 
employed, the smoothed cumulative FRF tended to smooth over key frequency peaks in 
certain cases. However, this plot would be very useful if ambient data was being used. 
Figure 2.14 – A cumulative frequency response function with chosen frequency peaks (x). 
 
 The data was run through the SHE™ program two separate times, once with just the 
column nodes and once with all of the nodes. These were both done blindly, meaning that the 
results from the previous test were not used to influence frequency peak picks and mode 
shape matches. The purpose was to see if there was significance to using more or less data, 
Frequency (Hz)
C
u
m
u
la
ti
v
e 
A
m
p
li
tu
d
e
29 
 
exploring processing efficiency. The advantage to using less data, like only the column 
nodes, is that it minimizes the measurements needed for inspection.  
Table 2.1 was created to describe each mode shape in depth, as interpreted using 
elementary mechanics of materials and structural system analysis theory,  in order to gain a 
better understanding of the baseline structure and be better prepared for comparison to other 
configurations. The best experimental terminology for these shapes is “operational deflected 
shapes (ODS),” which is used interchangeably with “mode shapes” herein.  
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Table 2.1 – Dominant frequencies up to 110 Hz and corresponding mode shape descriptions 
for 16 column nodes only. 
Mode Frequency (Hz) Associated Mode Shape Description 
1 1.875 YZ Sway (Bend about x axis from north to south). Second story drift. 
2 2.969 Diagonal sway with columns bending out of phase in YZ. 
3 4.18 YZ (N-S) sway with slight torque about +z axis. Slight diagonal sway. 
4 5.42 
YZ (N-S) sway with columns bending out of phase. Again slight diagonal 
sway but more than 4. 
5 6.719 Very similar to 1. 
6 8.477 Diagonal sway. 
7 10.156 
All floors exhibit torsion about -z axis. Not pure torsion because there is 
diagonal sway. 
8 11.914 Torsion about +z axis. More prominent than 7. XZ sway. 
9 13.711 Opposite of 8. Torsion about z axis and slight YZ sway. 
10 15.273 
Trapezoidal 3D shape. All floors twist in phase. Slight YZ sway on east 
face. 
11 16.953 Pinching mode shape in XY view. 
12 18.672 Similar to 11 but not as prominent. Looks more like torsion. 
13 19.883 Similar to 12. 
14 30.664 
First and third floors twist in phase. 2nd floor twists opposite and 
elongates. Third floor compresses. 
15 32.617 First and second floor twist in phase. 3rd floor twists opposite direction. 
16 35.82 
First and second floor twist in phase. 3rd floor twists opposite direction 
drastically. 
17 38.359 
YZ view similar to 16 but even more drastic torque. XZ view calmer but 
exhibits same torque as 16. 
18 40.781 
Second and third floors twist in phase. First floor twists opposite. First 
floor and supports jump east. 
19 54.805 First and second floors twist in phase. Third opposite. 
20 56.055 Slight twist in first floor and jumps west. 2nd and 3rd floor twist in phase. 
21 57.813 
First and second floor jump south. Second floor drifting more. Third floor 
moves back north. Second and third floor twist in phase. First floor twists 
opposite. 
22 59.063 
Similar to 22 but more torque and more sway in the opposite direction  
(E-W instead of N-S). 
23 61.836 Very similar to 22. Parallelogram faces in 3D view. 
24 63.477 Similar to 23 but less magnitude. Torque dying down. 
25 73.711 
2nd floor collapses on one end in 3D view. 1st floor fairly stable. 2nd and 
3rd floor twist in opposite directions drastically. 
26 81.523 
Torque still present but dying down again. Second floor drifts west. First 
floor and third floor fairly stable compared to 2nd. Supports look like 
buckling. 
27 87.852 Very little torque. 3rd and 2nd floor sway out of phase. 
28 94.492 
Supports buckle drastically. Bending in columns very prominent. Torque 
present in YZ view. First and second floor out of phase twist.  
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Some of the larger magnitude peaks appeared to be dominant, but most of them were 
so coupled that they exhibited extreme nodal deflections. These shapes were unable to be 
determined as distinct characteristic modes. They also could not be matched to later 
configurations even though they appeared to manifest in many different configurations’ 
FRFs.  
 Peaks were chosen for uniqueness depending on how they matched mode shapes from 
other configurations. This eliminated many of the original mode shapes from the baseline 
configuration. One mode shape that appeared in several structural configurations is shown in 
Figure 2.15. It was not labeled as a pure torsion mode shape, even though all of the floors do 
exhibit torsion, but rather a “pinching” mode shape. It exhibits torsion and diagonal 
translation motion as if nodes 41 and 33 were pulled diagonally outward. Another unique 
mode shape is one appearing at 38.359 Hz. This mode shape shows column bending, as 
illustrated in Figure 2.16. Nodes 33, 17, and 7 all exist on the southeast column. Nodes 37, 
21, and 9 all exist on the northeast column. Both of these column exhibit similar column 
bending behaviors. They both bend in phase with each other; however, they bend out of 
phase with the other south and north face columns, respectively.    
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Figure 2.15 – XY view of mode shape plotted from a frequency peak at 16.953 Hz exhibiting 
torsion and translation. 
Figure 2.16 – YZ view of the mode shape plotted at a frequency of 38.359 Hz exhibiting out 
of phase column bending. 
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The peak selection process was repeated using all recorded data, including all of the 
52 column and beam nodes. This altered the time history, which in turn affected the FRF. 
This means that the FRF had to be reanalyzed, and different frequency peaks had to be 
chosen.  
Figure 2.17 and Figure 2.18 show a comparison of the FRF using 16 data nodes and 
the FRF using 52 data nodes.  
Figure 2.17 – Frequency response function of all 52 data nodes along with chosen frequency 
peaks (x). 
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Figure 2.18 – All 52 nodes FRF (green) compared to 16 column nodes FRF (blue). 
 
All selected frequency peaks were again described in Table 2.2 in order to help better 
understand the baseline structure and compare it to other configurations’ mode shapes. These 
shapes were complex and difficult to describe due to extreme coupling and beam nodal 
deflections. In some cases, the beams deflected so much that no column motion could be 
detected. 
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Table 2.2 – Dominant frequencies up to 110 Hz and corresponding mode shape descriptions 
for all 52 data nodes. 
Mode Frequency (Hz) Associated Mode Shape Description 
1 2.695 
South 2nd and 3rd floor beams bend in phase. E-W 2nd and 3rd floor beams all 
bend in phase.  
2 4.180 
Most prominent bending is 3rd floor south beam. N-S sway evident. 2nd and 3rd 
floor N-S (and E-W but smaller) beams bend in phase.  
3 5.430 2nd and 3rd floor N-S and E-W beams bend in phase.  
4 6.719 N-S sway evident. Beam bending similar to 3 and 2.  
5 8.477 Diagonal Sway. Beam bending similar to 4, 3 and 2.  
6 10.195 All floors exhibit torsion about z axis. Diagonal sway present.  
7 11.875 Similar to 6 with more torsion. Also more of an XZ sway rather than diagonal.  
8 13.359 E-W beams bend about z axis in phase. More of an XZ sway with slight YZ sway.  
9 15.352 Trapezoidal 3D isometric view. All floors twist in phase. No prominent sway.  
10 17.109 Pinching mode. Zig-zag beams in XY view. 
11 30.664 
Most columns exhibit clear bending in YZ view. Beams on each floor have circular 
bend in phase in YZ view.   
12 35.859 In YZ view, first and second floor twist in phase. Third floor twists opposite. 
13 46.055 
E-W beams on each floor have circular bend. In phase respective to floor, but 2nd 
and 3rd floor in phase, 1st out of phase with other floors.  
14 57.500 
Diagonal sway. South face 2nd floor and north face 3rd floor bend drastically & out 
of phase. In top view, diamond shape with one side pushed in. 2nd & 3rd floor E-W 
beams bend in phase. 1st out of phase. 2nd and 3rd N-S beams bend out of phase.  
15 58.789 
2nd and 3rd floor N-S and E-W beams bend in phase. 1st out of phase.  Diagonal 
sway present.  
16 61.523 
2nd order column bending in YZ. 2nd and 3rd N-S and E-W beams bend in phase. 
3rd bends with much greater magnitude in N-S.  Not much for 1st in N-S but out of 
phase in E-W. 
17 64.453 
Very still columns. Top floor E-W beams bend inward. 2nd floor E-W bend in 
phase. Top floor N-S bends in phase. 2nd floor N-S bend inward.  
18 73.984 
Origin column buckling. 2nd floor E-W beams bend in phase. Slight but not much 
bending in N-S beams. “S” shape bending in top floor west beam.  
19 79.258 
Erratic E-W beam bending. Top floor E-W beams: one bends diagonally up and the 
other bends diagonally down. Only west side of 2nd floor bends diagonally. 1st 
floor west side bends diagonally.  
20 80.938 
2nd floor erratic bending. 2nd floor E-W beams bend diagonally up and down, but 
both in the same direction (east). First floor E-W beams bend diagonally up. Third 
floor east beam bends diagonally up.  
21 89.453 
N-S beam bending. Top floor N-S beams bend diagonally up in opposite directions. 
2nd floor south beam bends diagonally down.  
22 91.992 
3rd floor south beam bends with significant and overpowering magnitude; bends 
diagonally up. 2nd floor south beam bends diagonally down.  
23 93.945 
South side 2nd and 3rd floor beams bend drastically out of phase.  (Pointy. One 
goes diagonally up and the other goes diagonally down.) 
24 95.156 
Similar beam bending to 22. South columns have “S” shape bending in phase. West 
beams have similar behavior to south beams. 
25 96.797 
South side 2nd and 1st floor beams bend drastically out of phase. (Pointy. One goes 
diagonally up and the other goes diagonally down.) 
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After the baseline structure had been thoroughly examined with several characteristic 
mode shapes in mind, the next step was to compare to other configurations.  
 
2.4 SAP2000® Baseline Model 
 A finite element model of the steel structure was built to compare with the 
experimental results for several reasons. First, a parameter study can be conducted in order to 
see the trend behavior of the structure. For example, the order in which the mode shapes 
occur is significant. Another motivation was to learn the methodology of updating a finite 
element model with data. SAP2000 was chosen as the finite element software because it is a 
user-friendly structural design package. Türker and Bayraktar also compared a SAP2000 
model to experimental results for a steel structure [26]. Their results showed a similar order 
between experimental and computer model modes.  
 Rarely do models exactly match experiments due to structural complexities. Thus, it 
was predicted that the frequencies of the experimental and software mode shapes would not 
match. This was due to the complexity of the structure. Each of four boundary conditions has 
been modeled with three axial springs and three torsion springs. This means that six different 
parameters must be adjusted with each connection. A modeler must select translational 
stiffnesses in the x, y, and z directions as well as rotational stiffnesses about the x, y, and z 
axes. Each boundary was slightly different for the real structure; for example, one footing 
tended to twist more while another tended to translate more. To model this condition 
perfectly, it would take numerous analyses, so matching exact natural frequencies was not 
the goal of this modeling. Another complexity of the structure included all twelve internal 
beam and column connections. Each of the 36 connecting bolts was tightened to 
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approximately the same torque, but it is inevitable that some bolts were relatively looser or 
tighter than others. Therefore, the problem with modeling different connections is similar to 
the modeling of the different boundary conditions. It was more productive to assume all of 
the connections were fixed rather than adjust their individual partial fixity. Model refinement 
was thus performed by altering the boundary condition springs, which will cause the software 
model results and the experimental results to differ. 
 The first step in constructing the SAP2000 baseline model was to define the 
coordinate geometry. The 3D Frames template was chosen as the program launched, and the 
default units were set to kip, ft, and °F. Under this template, the open frame building type 
was chosen. A custom grid was edited rather than using the SAP2000 generated grid since 
the story heights were different. Primary gridlines were drawn for the four columns, while 
secondary gridlines were drawn for intermediate beam and column nodes. After the frame 
was generated, the nodes were renumbered so that they matched the experimental node 
numbers. The result is illustrated in Figure 2.19. 
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Figure 2.19 – Frame generated in SAP2000 with consistent sensor locations as model nodes. 
Column A1 is also the origin column. 
 
 Next, the material properties were defined. A36 steel, with a yield strength of 36 kips 
per square inch (ksi) and an ultimate strength of 58 ksi, was selected as it seemed of 
reasonable quality for the framing struts. After that, the frame cross section was defined. This 
was done by defining a new cold formed steel C section. In the interface of Figure 2.20, the 
nominal dimensions of outside height, outside width, thickness, radius, and lip depth were all 
entered as measured.   
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Figure 2.20 – The C section dimensions in inches and material properties as defined in 
SAP2000. 
 
The frame section was then assigned to all of the members in the frame. When this 
was done, some of the column and beam members were not oriented as constructed. This was 
modified by rotating each member’s first local axes by 180°. The result is shown in Figure 
2.21.  
The boundary conditions of the columns were then defined. The four bottom nodes 
were all assigned the same spring constants. A relatively high value was assigned to the 
translation about z and rotation about x and y stiffnesses since the structure naturally did not 
float or tip. However, a relatively low value was assigned to the translation about x and y 
since the structure did tend to laterally slide. A mid-range value was chosen for the stiffness 
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associated with z rotation so that torsion mode shapes about the z axis would occur at lower 
frequencies as in the experiment. The resulting stiffnesses are provided in Figure 2.22. 
Figure 2.21 – Left: Extruded view of the 3D frame. Right: Zoomed view of the origin column 
A1. 
Figure 2.22 – Global stiffnesses of all four foundation joints. 
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The reason for selecting these stiffnesses was to update the baseline bare-frame case 
mode 5. Experimental mode 5 exhibits a sway toward the north direction. It occurs at a 
frequency of 6.719 Hz. This mode was chosen as a basis for the model because it is the first 
distinctive basic mode in that it has little to no coupling.  Another mode shape was also 
chosen in attempting to match the experimental results to the model results. Mode 8 is a 
“pinching” mode shape in that northwest and southeast columns move diagonally outward 
while the northeast and southwest columns move diagonally inward. This mode shape occurs 
at a frequency of 16.953 Hz. Table 2.3 gives the natural frequencies of the SAP2000 
generated modes as well as descriptions of each mode shape.  
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Table 2.3 – Natural frequencies up to 28 modes and corresponding mode shape descriptions 
for the SAP2000 generated model. 
Mode Frequency (Hz) Associated Mode Shape Description 
1 6.730 Northward translation with second story drift northward. 
2 7.828 Westward translation with slight westward sway. 
3 8.257 Pure torsion about -z axis.  
4 18.276 Pinching mode shape. Northeast and southwest columns move diagonally outward.  
5 21.333 Northward translation with second story drift southward. Increasing column bending.  
6 26.419 
First floor torsion about +z axis. Second and third floor torsion about -z axis. First floor 
pinching action.  
7 30.193 
Eastward translation with second story drift westward. First floor east and west face 
beams bend eastward while second and third floor east and west face beams bend 
westward (1st order). 
8 36.550 
First floor motion only. First floor north/south face beams bend out of phase and east/west 
beams bend out of phase (1st order). 
9 37.332 
Similar to pinching action. Similar to 6 but more beam curvature and more twisting of 
third floor. Vertical motion with south face moving upward and north face moving 
downward. 
10 38.436 
Second and third floor beam bending. Second and third floor north/south beams bend out 
of phase and east/west beams bend out of phase (1st order). First floor still.  
11 38.616 
Second and third floor beam bending. Second floor north/south beams bend out of phase 
and east/west beams bend out of phase (1st order). Same for third floor with opposite 
bending directions.  
12 38.866 
Column bending. First and third floor move northward while second floor moves 
southward.  
13 49.129 
Second floor torsion about -z axis and third floor torsion about +z axis. Southward 
translation. 2nd order beam bending starting to appear. 
14 53.272 
North/south face beams and east/west face beams bend in phase for each respective floor. 
First and third floor beams bend in phase with each other. Second floor beams bend out of 
phase with first and third floor beams.  
15 60.982 
First floor motion only. First floor north/south beams bend in phase (1st order) and 
east/west face beams bend in phase (2nd order). 
16 62.085 First and second floor beams all bending in phase. Third floor still.  
17 67.43 
Second and third floor north/south face beams bend in phase (1st order) and east/west face 
beams bend out of phase (2nd order). First floor north/south beams bend in phase.  
18 68.905 
Second and third floor south face beams bend in phase with each other and out of phase 
with the north face beams (2nd order). Second and third floor east and west face beams 
bend in phase (1st order). First floor east/west face beams bend in phase.  
19 71.979 
First floor motion only. North/south face beams bend out of phase. East/west face beams 
bend out of phase. First floor similar to a circle.  
20 74.235 Beam bending similar to mode 11 with higher order.  
21 81.6982 Second floor star shaped beam bending. 
22 81.6984 Third floor star shaped bending. Second floor beams all bend outward. 
23 86.949 Erratic beam bending coupled with torsion.  
24 88.675 Vertical column bending about strong axis. Erratic column bending.  
25 88.710 Similar to 24 but with east face beams and columns switching bending direction.   
26 97.657 
First and third floor beam bending about strong axis. Second floor beam bending about 
weak axis. 
27 103.064 
East and west face beams bend about strong axis. No beam bending on north or south 
face. 
28 103.118 Similar to 27 with west face switching bending direction.  
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 The SAP2000 model produced less coupled mode shapes as compared to those of the 
experimental results. The coupling of mode shapes starts to occur at low frequencies with the 
experimental results, starting with mode 3 at 4.180 Hz: this mode exhibits a slight twisting 
action coupled with a diagonal sway. The coupling of mode shapes only increases in 
magnitude from here. Experimental mode 7 at 10.156 Hz exhibits torsion and diagonal sway 
as well. Experimental mode 21 at 57.813 Hz and mode 26 at 82.523 Hz demonstrate 
translation and torsion. The computer model shows a smoother transition between typical 
motion types. Computer modes 1 at 6.730 Hz and 2 at 7.828 Hz show translation. This 
motion changes into torsion with modes 3 through 6 from frequencies 8.257 Hz to 26.419 
Hz. Computer modes 7 (30.193 Hz) through 12 (38.866 Hz) show beam bending and sway. It 
is not until computer mode 13 at 49.129 Hz where the mode shapes start to couple with 
torsion. 
 As discussed previously, experimental mode shape 5 at 6.719 Hz was the target of the 
computer model updating. The computer mode shape that matched experimental mode shape 
5 was the first mode, occurring at 6.730 Hz. Both of these mode shapes exhibit translation 
and sway. The comparison of these mode shapes is provided in Figure 2.23. 
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Figure 2.23 – Left: Experimental mode shape 5 occurring at 6.719 Hz. Right: Computer 
mode shape 1 occurring at 6.730 Hz.  
 
 
  
 There were several other mode shapes that were similar to the experimental mode 
shapes. However, these mode shapes did not occur at as similar frequencies as those of 
experimental mode shape 5 and computer mode shape 1.  Computer mode shape 3 occurring 
at 8.257 Hz is very similar to experimental mode shape 7 occurring at 10.156 Hz. Both of 
these mode shapes exhibit a basic twisting motion. The only exception is that the 
experimental mode shape is slightly coupled with a diagonal sway motion. These mode 
shapes are shown in Figure 2.24. 
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Figure 2.24 – Left: Experimental mode shape 7 occurring at 10.156 Hz. Right: Computer 
mode shape 3 occurring at 8.257 Hz. 
 
 
 Another computer mode shape that was similar to an experimental mode shape was 
mode 4 occurring at 18.276 Hz. The experimental mode shape that it was similar to was 
mode 11 occurring at 16.953 Hz. Both mode shapes exhibit a pinching action, which means 
that two columns diagonal from each other move diagonally outward while the other two 
columns remain still or move diagonally inward. Figure 2.25 illustrates the difference 
between the coupled experimental mode shape and the clear computer mode shape. Nodes 29 
and 30 line up to create the pinching action in both figures; however, nodes 41 and 33, which 
diagonally align in the computer mode shape, do not line up in the experimental mode shape. 
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Z
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Figure 2.25 – Left: XY (top) view of experimental mode shape 11 occurring at 16.9533 Hz. 
Right: XY (top) view of computer mode shape 4 occurring at 18.276 Hz. 
 
 The SAP2000 model frequencies showed similarities to the experimental results. As 
expected, the exact frequencies between computer model and experimental results did not 
match; however, the order that the computer mode shapes occurred was similar to the order 
that the experimental mode shapes, specifically up to 20 Hz. After 20 Hz, the experimental 
mode shapes become extremely coupled so much so that no mode shapes past experimental 
mode 11 could be matched with any computer generated mode shapes.  
 
2.5 Conclusions 
SHE™ is a MATLAB-based computer program that accomplishes an array of tasks 
including signal processing and modal decomposition among others. The in-house package 
was used to process time-history data collected on a model steel structure. This bare-frame 
model steel structure will be used as a baseline to observe the effects of reinforcement in the 
next chapter. A SAP2000 finite element model of the baseline structure was also constructed, 
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where a useful modal analysis was performed. Although the model did not match the 
experimental results, it contextualized the experimental data by producing trend behaviors 
such as mode order or common mode shapes.  
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CHAPTER 3: REINFORCING WALL STRUCTURE 
 
 With several baseline characteristic mode shapes in mind, the next step was to 
explore the effects of various lateral reinforcements on the frequency content and mode 
shapes. As new cases, R1 and R2 denote single and double wooden wall reinforcement 
configurations, respectively. 
 
3.1 Construction 
 A single reinforcing wall on the north face of the structure was used as the first form 
of lateral reinforcement. The reinforcing wall was constructed of a lauan based plywood that 
can be purchased from most lumber or hardware stores, such as Home Depot. The wood 
consisted of three layers and was nominally 0.2 inch thick.  The wood was originally 
purchased in a four foot by eight foot sheet, which had to be cut into a sheet of dimensions 
five foot by four foot in order to fit the structure.  
 After the wood was cut into a sheet of desired size, notches had to be cut out at six 
separate locations on the reinforcing wall. This was done in order to ensure a tight, secure fit 
of the reinforcing wall onto the face of the columns and around the beams. Attaching the 
wood directly to the face of the columns, instead of solely attaching it to the face of the 
beams, created a more realistic model of an actual reinforcing wall. The wall was then put in 
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place by bringing it through the top of the structure and inside the enclosed structure. This 
was done so that the wall could be connected to the face of both the columns and beams. 
 Machine bolts of a nominal diameter of 0.25 inch were used to secure the wall onto 
the north face of the structure. A washer was used on the outer and inner face of the wall 
through which the bolt was threaded. A single nut was tightened until slight crushing of the 
wood occurred. This proved to ensure a tight and consistent connection without harming the 
reinforcing wall’s integrity.   
The wall was secured to the structure at five different locations of each of the two 
north face columns. Three connections were created in the first story on each column at two 
inches above the bottom beam, in the middle of the bottom and middle beam, and two inches 
below the middle beam. Two bolts were placed in the second story in each column at two 
inches above the middle beam and two inches below the top beam. One bolt, along with the 
two washers and one nut, was placed in the middle of each beam. This resulted in a total of 
thirteen connections of the reinforcing wall onto the face of the structure. The final 
reinforcing wall structure is shown in Figure 3.2. 
The sensors used to measure the acceleration of the structure were previously 
attached to the structure by magnets. Since the north face columns were covered by the 
reinforcing wall, the sensors had to be placed on the back of the columns, as shown in Figure 
3.2. This resulted in a -x, -y, and +z sensor orientation, again making the plus/minus 
orientation toggle switches in the LabVIEW program of good use.  
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Figure 3.1 – R1. Left: North face reinforcing wall as viewed from the northwest corner of the 
structure. Right: Back of the north face reinforcing wall as viewed from the east face. 
Figure 3.2 – Left: North face reinforcing wall fashioned flat against the face of the north face 
columns. Right: Accelerometer oriented on the back of the north face columns. 
N
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For another configuration, a second reinforcing wall in addition to the first 
reinforcing wall was added to the west face of the structure. This resulted in lateral bracing in 
each planar direction of the structure. The west face reinforcing wall was fashioned to the 
structure in a similar way as the north face reinforcing wall, with notches cut out of the wall 
to ensure a tight connection, five connections on each column, and a connection on each 
beam. However, since the structure was constructed in a way that the punched slots of the 
columns faced north and south, five holes had to be drilled into each column. This was done 
first with an electric drill and a drill bit. The hole was drilled out to a smaller diameter than 
the screw diameter. This removed a small amount of material from the columns. The wall 
was then put in place by bringing it through the top of the structure and inside the enclosed 
structure. This was done so that the wall could be connected to the face of the columns as 
well as the beams. Then, self tapping screws of inner diameter 0.15 inch and outer diameter 
0.2 inch were used to secure the wall to the west face columns of the structure. An additional 
notch had to be cut out of the southwest corner of the reinforcing wall since this was where 
the structure was being excited by the impact hammer.  
The locations of connections were very similar to the connections of the north face 
reinforcing wall. However, the west face column connections were positioned in a different 
way in order to ensure there was no conflicting overlapping of north and west face screws. 
Again, three connections on each column were placed in the first story at one inch above the 
bottom beam, approximately between the bottom and middle beam, and one inch below the 
middle beam. Two screws were again placed in each column in the second story at one inch 
above the middle beam and one inch below the top beam. A washer was used on the outer 
face of the wall for the column connections. No washer or nut was used on the inner face of 
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the columns since the screw were self-tapping. The same machine bolt and washer 
configuration used on the three north face beam connections were used on the west face 
beam connections.  
Figure 3.3 – R2. Left: North and west face reinforcing walls as viewed from the northwest 
corner. Right: The southeast corner of the structure. 
  
N
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Figure 3.4 – West face reinforcing wall with notch so that the structure could be excited on 
the origin column. 
 
3.2 Predicted Effect 
 The single reinforcing wall on the north face of the structure was constructed for the 
purpose of resistance to lateral movement in the x-direction (single plane). However, another 
effect of the north face reinforcing wall could be a slight resistance to y-direction motion and 
coupled-torsion motion due to the rigidity of the wood and numerous connections to both the 
columns and beams of the north face. Türker and Bayraktar also studied the effects of 
reinforcement, such as V and K bracing, on a three story two-bay by two-bay steel structure. 
They observed a general increase in natural frequency when additional bracing was added. 
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They also observed that some modes changed order when reinforcement, such as V and K 
bracing, was added [26]. 
 Another effect could be to induce more torsion in the structure due to the 
asymmetrical configuration and the wood’s flexibility. However, the overall predicted effect 
of the reinforcing wall extends back to the fundamental concept of natural frequency, which 
equals the square root of stiffness divided by mass. The reinforcing wall could increase the 
stiffness of the structure so much that the mass of the reinforcing wall is negligible, in which 
case, the frequency response of the structure would shift upward (increase) or vice-versa. 
However, the added mass of the reinforcing wall could result in a larger total increase in 
mass relative to the total increase in stiffness, in which case, the frequency response of the 
structure would shift downward (decrease).  
 The double reinforcing wall configuration of the structure was constructed so that the 
structure would resist more motion in the planar x and y directions. Again, this could result in 
less coupled-torsion motion due to the rigidity of the wood and the connections, or it could 
result in more coupled motion due to the again asymmetric configuration of the reinforcing 
walls. Adding the second reinforcing wall, thus resisting more lateral motion in the y 
direction, could result in a larger total increase in stiffness relative to mass that the frequency 
response of the structure shifts upward. However, the opposite could also happen. The total 
increase in mass could dominate the total increase in stiffness so that frequency content shifts 
downward.  
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3.3 Mode Comparison 
 The reinforcing wall testing and analysis was conducted identically to that of the 
baseline structure. The 52 tri-axial accelerometer measurements produced a 156 power 
spectra, and the cumulative, non-normalized, and smoothed frequency responses were 
produced through SHE™. Several frequency peaks were identified for each configuration, 
and each frequency peak’s corresponding mode shape was examined. Table 3.1 and Table 
3.2 show frequencies and corresponding mode shape descriptions for the R1 and R2 
configuration, respectively. These tables were used to gain a better understanding of each 
configuration as well as compare between other configurations.  
56 
 
Table 3.1 – Dominant frequencies and corresponding mode shape descriptions for the single 
reinforcing wall R1 configuration with basic column data nodes only. 
Mode Frequency (Hz) Associated Mode Shape Description 
1 4.688 N-S sway. 
2 6.055 N-S sway. Very slight torsion 
3 7.930 N-S sway with slight torsion. West columns bending more. 
4 10.625 Twist about +z. South face translates eastward. 
5 11.836 
Pinching mode shape with NE and SW columns moving 
diagonally outward.  
6 13.633 Pinching mode shape. Opposite 5. 
7 19.141 Similar to 6. 
8 27.383 
All floors twist in phase. 1st floor more stable than others. 
Slight N-E translation of supports. 
9 32.500 
Columns in 2nd story of YZ view cross. Close to the same in 
XZ view. 1st and 2nd floor twist in phase. 2nd very drastically. 
3rd floor twists opposite way. 
10 39.648 
Columns in 2nd story of YZ view cross. Fairly quiet in XZ 
view. 1st floor fairly stable. 2nd and 3rd floor twist out of phase. 
11 55.469 
2nd story sway N-S. North face columns buckle in phase in 1st 
story. 2nd and 3rd floors twist in phase. 1st floor twists opposite 
way. 
12 57.148 
2nd story sway N-S. 2nd and 3rd floors twist in phase. 1st floor 
twists opposite way slightly. 2nd floor drifts. 
13 63.828 
Similar to 9. 2nd story sway. 1st floor more stable. Not as much 
torsion. 
14 76.563 
In 3D view, 2nd floor tilts downward. 1st and 3rd floors twist 
out of phase. 3rd more drastic. 
15 82.305 
1st and 3rd floors twist in phase. 2nd floor twists opposite 
direction. South face columns bend in phase. 
16 89.570 
YZ view fairly quiet. 1st and 2nd floors twist in phase. 3rd floor 
twists opposite direction. South face columns bend in phase. 
17 93.711 
South face columns bend in phase. North face columns bend in 
phase. Supports buckle outward in XZ view. Slight torsion. 2nd 
floor forms trapezoid. 
18 97.031 
1st and 3rd floors twist in phase. 2nd floor twists opposite 
direction. All columns bend in phase in YZ view. 
19 99.766 
All columns bend in phase in YZ view. 1st floor drifts south in 
YZ view. Some torsion present. Supports translate south in YZ 
view. 
20 103.047 
2nd and 3rd floor twist in phase. 1st floor twists opposite 
direction, but hard to tell. South face columns bend in phase. 
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Table 3.2 – Dominant frequencies and corresponding mode shape descriptions for the double 
reinforcing wall R2 configuration with basic column data nodes only. 
Mode Frequency (Hz) Associated Mode Shape Description 
1 4.219 Twist about –z axis. South face translates westward.  
2 10.156 Diagonal sway. 
3 11.602 Diagonal sway with E-W more prominent (rare). 
4 13.320 Diagonal sway with E-W even more prominent than 2 (rare). 
5 20.820 Pinching starting. Supports buckling inward. 
6 27.695 
Supports buckling inward. Pinching still present. More 
column bending starting. 
7 32.461 Column bending in phase for origin and S-E columns.  
8 36.094 
Column bending becoming more prominent. 2nd order 
bending in phase for origin and S-E columns.  
9 38.516 
2nd order column bending in phase for origin and S-E 
columns. S-E and N-E columns bending in phase also in YZ 
view. South side swaying more than others. 
10 47.227 N-E corner buckles outward significantly. Slight sway E-W. 
11 54.688 
Crossing columns mode. Columns in XZ view in first story 
cross. Torsion becoming more evident. 2nd and 3rd floors 
twist in phase. 1st floor twists opposite way. A few erratically 
bending columns. 
12 56.133 
Diagonal sway. Columns bending but none distinguishably in 
phase. 2nd and 3rd floor twist in phase. 1st floor twists 
opposite direction. 
13 61.406 
South face columns bend in phase. 2nd and 3rd floor twist in 
phase slightly. 1st floor fairly stable. 
14 64.258 
Strange column bending. None quite in phase. N-W column 
buckles out drastically.  
15 73.711 
2nd floor tilts downward. South face columns bend in phase 
very prominently.  
16 77.969 
Columns in XZ view in first story cross. South face columns 
bend in phase.  2nd and 3rd floors twist in phase. 1st floor 
twists opposite direction.  
17 82.969 S-E column bends more than others. Distorts if too amplified. 
18 94.648 
N-W column bends more than others. 2nd and 3rd floor twist 
in phase. 1st floor twists opposite direction. East side columns 
bend in phase. 
19 102.539 
N-W column still bends more than others. South face columns 
bend in phase.  
20 108.828 North face columns bend out of phase in YZ view. E-W sway.  
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Once these mode shapes for each case were examined, they were compared to the 
baseline mode shapes and matched as characteristic mode shapes. While coordinating mode 
shapes, it was noted that the mode shapes among different configurations might not look 
identical due to the induced structural change. Emphasis was placed on picturing how the 
reinforcement would affect the mode shape. Table 3.3 shows the baseline mode shapes that 
matched with a corresponding reinforcing wall mode shape and the frequency at which each 
mode occurs.  
Table 3.3 – Natural frequencies (Hz) of mode shapes matched between the baseline and 
reinforcing wall configurations. 
Baseline Mode 3 7 8 11 13 25 28 
Baseline 4.180 10.156 11.914 16.953 19.883 73.711 94.492 
R1 4.688 10.625 11.836 13.633 19.141 76.563 97.031 
R2 4.219 10.195 11.602 13.320 20.820 73.711 94.648 
 
Table 3.4 – Percentage difference of Table 3.3. 
Baseline Mode 3 7 8 11 13 25 28 
R1 -12.15% -4.62% 0.65% 19.58% 3.73% -3.87% -2.69% 
R2 -0.93% -0.38% 2.62% 21.43% -4.71% 0.00% -0.17% 
 
 Table 3.4 shows no general frequency correlation between the baseline and single 
reinforcing wall case. Some modes shift upward while others shift downward. However, it 
does show a general increase in frequency change between the single reinforcing wall case 
and the double reinforcing wall case.  
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 Figure 3.5 shows the natural frequency shifts of matched mode shapes among the 
baseline, R1, and R2 configurations. Matched mode shapes occurred at low frequency, 
between 4 and 21 Hz, or at high frequencies, between 73 and 97 Hz. Between these two 
ranges (30 to 65 Hz) are several frequency peaks with large amplitudes. These corresponding 
mode shapes were closely examined; however, they were far too coupled and exhibited such 
extreme nodal deflections that they could not be confidently matched.
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Figure 3.5 – Waterfall frequency plot of matched baseline, R1, and R2 modes
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Shanker et al. found that changes in frequencies can be negligible and that observing 
changes in mode shapes is more significant [27]. It is important to be mindful of the 
structural changes when comparing mode shapes among different configurations. Some 
structural element will reduce lateral motion, while others can reduce torsion movements. 
When comparing these three structural configurations, the user must consider the potential 
effects that one or two reinforcing walls would impose on the structure. This is the approach 
to matching mode shapes as well as confirming reinforcement/damage detection results 
discussed later. All matching mode figures among the three structural configurations can be 
found in Appendix A.  
Figure 3.6 shows a set of coordinating mode shapes for the three configurations. The 
baseline mode shape has a natural frequency of 4.180 Hz while the R1 and R2 have natural 
frequencies of 4.688 Hz and 4.219 Hz, respectively. Despite an increase and a decrease in 
frequency, there are several reasons why these three mode shapes were matched together. 
The baseline mode shape exhibits a basic torsion movement about the +z axis: this can be 
seen most clearly in the XY View. It also exhibits a sway in the southward direction, which 
can be seen in the YZ view. For the R1 case, it is fairly evident that a reinforcing wall was 
added on the north face of the structure, where y = 4 in Figure 3.6. In the R1 XY view in 
Figure 3.6, the torsion motion is not completely removed by the addition of the reinforcing 
wall, but it is significantly reduced; however, the southward sway is still present. In the R2 
configuration, an additional reinforcing wall was added to the west face of the structure, at x 
= 0 in Figure 3.6. The torsion movement that appears in the baseline configuration is 
apparent again, but this was expected. The purpose of a reinforcing wall is to resist the lateral 
motion of the structure. By adding two adjacent reinforcing walls to the structure, lateral 
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movement in both directions is reduced. However, this creates more torsion. This 
phenomenon is evident in the R2 XY View as well as the YZ View in Figure 3.6. In Figure 
3.6, a red line indicates the location of a wall and a pink rectangle indicates that the wall is 
located on the back side of the view. 
Figure 3.6 – Coordinated mode set 1.Red lines and pink areas indicate reinforcing walls. 
 
 The next set of coordinated modes among the baseline, R1, and R2 configurations 
occur at 10.156 Hz, 10.625 Hz, and 10.195 Hz, respectively. Essentially, this set of mode 
shapes is the opposite of the previous set. This baseline mode shape also exhibits torsion 
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behavior. However, in this case, it is in the –z direction. A sway in the eastward direction is 
also evident. When the first reinforcing wall is added, the torsion and the sway are reduced. 
When the second reinforcing wall is added, a torsion movement appears again with the sway 
more stabilized.  
 For the third set of matching modes, torsion is also the dominating behavior. The 
baseline mode occurring at 11.914 Hz exhibits torsion about the +z axis, as well as a 
westward sway. When the first reinforcing wall is added, the torsion is more stabilized in that 
it is more symmetric. However, its amplitude is not necessarily reduced. This stabilization of 
the torsion movement reduced the westward sway as seen before. The torsion movement is 
reduced when the second reinforcing wall is added. The second and third floor north and 
south face beams no longer cross the first floor north and south face beams. Again, while the 
torsion is stabilized, the sway is reduced.  
 Mode set four is similar to mode set three in that it is a mirrored image. Torsion is the 
dominating behavior, and while mode set three twists about the +z axis, mode set four twists 
about the –z axis. The eastward sway is reduced with the addition of the first reinforcing 
wall; however, the torsion is still prominent. Producing a less coupled mode shape, the 
second reinforcing wall significantly reduces the torsion, but the eastward sway is still 
evident.  
 With a baseline frequency of 19.883 Hz, mode set five is similar to mode set four; it 
exhibits torsion about the +z axis. While this mode set is less coupled than mode set four, a 
slight eastward sway is still present. The torsion becomes reduced and more organized and 
the slight sway is diminishes with the addition of each reinforcing wall.  
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 Mode set six is shown in Figure 3.7. Relative to previous mode sets, mode set six has 
more coupled shapes. In the baseline mode shape, the first and third floors twist in phase, 
while the second floor twists out of phase. The second floor also drifts westward. The south 
face of the second story also translates downward due to south face column bending. The 
twist and second story drift are reduced by the single reinforcing wall; however, the south 
face column bending is still present. The twist, sway, and column bending are all reduced 
with the addition of the second reinforcing wall, which produces a much less coupled mode 
shape.  
Figure 3.7 – Coordinated mode set 6. Red lines and pink areas indicate reinforcing wall. 
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Occurring at 94.492 Hz, higher order column bending as well as support translation 
appears in the baseline configuration of mode set seven. While the baseline mode is highly 
coupled, the similarities in the mode shapes in this set are best observed in the YZ view 
where each column bends in the same manner. Following the trend of the other mode sets, 
the mode shapes become less erratic with the addition of each reinforcing wall.   
  
3.4 Reinforcement Detection 
 After mode shapes were correlated among the baseline, R1, and R2 configurations, 
the reinforcement detection was conducted. Along with a resultant for each, all nine SHE™ 
indices were critiqued based on if they could detect and locate structural change. Since 
matched modes fell within a few frequency groupings, several DLV plots based on these 
ranges were generated and critiqued as well. Table 3.5, Table 3.6, and Table 3.7 all show the 
performance of each damage index for two sequential cases and one cumulative case.  While 
performing the damage or reinforcement detection, SHE™ allows the user to select the mode 
shapes to be included in the analysis. Mode set 1 was chosen as a singular case due to its 
simplistic bending shape and low frequency, and mode set 5 was chosen as a mid-range set. 
The effects of selecting two mode shapes for the analysis were also explored. Mode sets 2 
and 4 were chosen due to their similarity, and mode sets 6 and 7 were chosen as a high 
frequency set. Another analysis was performed that included all 7 matched modes. Resultant 
plots for all 7 modes cases are provided in Appendix B.  
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Table 3.5 – Sequential (Baseline to R1) reinforcement detection index performance. 
 
Baseline to R1 (@y=4) 
  (Sequential) 
Detection Index Mode 1 Mode 5 Modes 2 & 4 Modes 6 & 7 All 7 Modes 
COMAC N/A N/A No Yes X Yes X 
Resultant N/A N/A No Maybe No 
COMAC Curvature N/A N/A Yes Y No No 
Resultant N/A N/A No No No 
Curvature wrt Z No No No No No 
Resultant No No No no No 
Curvature Div No No Maybe  Maybe No 
Resultant No No Maybe Maybe No 
DLV Maybe Maybe Maybe Maybe Maybe 
Resultant No No No No No 
DLV 4-22Hz No No No No No 
DLV 50-70Hz No No No No Maybe 
DLV 70-85Hz No No No No Maybe 
FlexAbsDiff Maybe Y No No Yes Y No 
Resultant Maybe No Yes No No 
FlexPercDiff Maybe No No Yes Maybe X 
Resultant Yes No No Yes No 
Norm Modal Flex Maybe Maybe No No No 
Resultant Yes No No No No 
Strain Energy wrt Z No No No Yes Y No 
Resultant No No No No No 
 
  
67 
 
 
 
Table 3.6 – Sequential (R1 to R2) reinforcement detection index performance. 
 
R1 (@y=4) to R2 (@y=4,x=0) 
  (Sequential) 
Detection Index Mode 1 Mode 5 Modes 2 & 4 Modes 6 & 7 All 7 Modes 
COMAC N/A N/A No No Yes X 
Resultant N/A N/A No No Yes 
COMAC on Curv N/A N/A No No No 
Resultant N/A N/A No No Yes 
Curvature wrt Z No No No No No 
Resultant No No No No No 
Curvature Div No No No No No 
Resultant No No No No No 
DLV No No No No No 
Resultant No No No No No 
DLV 4-22Hz No No No No No 
DLV 50-70Hz No No No No No 
DLV 70-85Hz No No No No No 
FlexAbsDiff No No No No No 
Resultant No No No No No 
FlexPercDiff No Yes X No No Maybe Y 
Resultant No No No No Maybe 
Norm Modal Flex No No Maybe X No No 
Resultant No No No No No 
Strain Energy wrt Z No No No No No 
Resultant Maybe No No No Maybe 
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Table 3.7 – Cumulative (Baseline to R2) reinforcement detection index performance. 
 
Baseline to R2 (@y=4,x=0) 
  (Cumulative) 
Detection Index Mode 1 Mode 5 Modes 2 & 4 Modes 6 & 7 All 7 Modes 
COMAC N/A N/A No Maybe X Yes X 
Resultant N/A N/A No No Yes 
COMAC on Curv N/A N/A Yes Y No No 
Resultant N/A N/A No No Maybe 
Curvature wrt Z No No No No No 
Resultant No No No No No 
Curvature Div No No No No No 
Resultant No Maybe No No No 
DLV No No No No No 
Resultant No No No No No 
DLV 4-22Hz No No No No Maybe 
DLV 50-70Hz No No No No No 
DLV 70-85Hz No No No No No 
FlexAbsDiff No Maybe Maybe No No 
Resultant No Maybe Maybe No No 
FlexPercDiff Maybe Yes No Yes Yes X 
Resultant Maybe Yes No Maybe No 
Norm Modal Flex No Maybe X & Z No No No 
Resultant No No No No No 
Strain Energy wrt Z No No No No No 
Resultant No No No No No 
 
 
 A qualitative rubric with the labels “N/A,” “No,” “Maybe,” and “Yes,” was used to 
describe the success of each indicator. An inspector’s point of view was taken to determine 
the label for each case. Conclusive evidence was needed for an indicator to earn a “Yes” 
label; an indicator displaying only one black dot or change in an unaffected component of the 
structure was not sufficient. Since COMAC and COMAC on Curvature are meaningless 
when only considering one mode, a “N/A” was marked for those instances. Indices that were 
unable to detect change at the location of reinforcement or those that were sporadic in color 
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scatter were given a “No.” Indices that were able to detect change in the structure only or 
primarily at the location of the reinforcement were given a “Yes.” Some indices only worked 
for one direction (i.e. the x direction); these were given a “Yes X,” “Maybe Y,” etc. 
As discussed in Chapter 1, each damage indicator is plotted for the x, y, and z data as 
well as their resultant. A color code based on threshold ranges, shown in Figure 3.8, is used 
to reveal the strengths and/or weaknesses of the tested structure. These threshold ranges are 
arbitrary and selected in order to generally categorize the amount of structural change at a 
given node. The weighting of the ranges was carefully considered. The green band of 0 to 
30% is the largest range to prevent variables such as noise from causing false positives. The 
black band of 90 to 100% is the narrowest to indicate the absolute worst damage, preventing 
false positives as well.  
Figure 3.8 – Threshold color code used in when plotting indices. 
 
No indicator was able to consistently detect and locate change in the structure across 
all cases. COMAC generally showed very little change, or all green markers. This is shown 
in Figure 3.9. The single pink dot in the COMAC X plot is not enough evidence to conclude 
More 
Change
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that the indicator works because the reinforcing wall affects an entire column. The COMAC 
Y plot is unreliable because a column that is unaffected by the reinforcement is shown to be 
changed. The blue markers indicated by the plot also represent a relatively small amount of 
change. COMAC on Curvature behaved in a similar manner, consistently showing very little 
change or all green markers.Modal Curvature indicated that the upper story was always 
changed and looked similar across all comparisons, while Curvature Division did not indicate 
any change effects.  
Figure 3.9 – COMAC indicator results for R1 (wall along y = 4) to R2 (wall along y = 4 and 
x = 0) comparison when considering modes 2 and 4. 
 
Select DLV and DLV range plots were able to detect damage to some degree. For the 
comparison between the baseline configuration and R1, the DLV range plot using the 70 to 
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85 Hz FRF for all matched modes indicated 90-100% change at the location of the wall. 
However, it also indicated change to the origin column, which was not directly affected by 
the reinforcement. This is illustrated in Figure 3.10.  A “Maybe” was assigned in Table 3.5 
because the wall at y = 4 was reliably detected, but the indicated change in the origin column 
would confuse an inspector.  
Figure 3.10 – Damage Location Vector range plots from 70 to 85 Hz for baseline to R1 
(reinforcing wall along y = 4) comparison considering all matched modes. 
 
The Flexibility Absolute Difference index mostly indicated that the origin column 
had changed. This could be influenced by the origin column being the point of excitation. 
Relative to all other indicator performance, the Flexibility Percentage Difference indicator 
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worked the best. For the baseline to R1 comparison, it indicated damage and location for 
three of the five mode set comparisons, which is why it was assigned a “Yes” label for these 
categories in Table 3.5. This is illustrated in Figure 3.11. Note that the wall at y = 4 was 
reliably detected along one column, which might confuse an inspector because he or she 
would not see the change along two columns due to a wall. There were also no false 
positives. 
The Flexibility Percentage Difference indicator was mostly erratic and inconsistent, 
showing little structural change, for the R1 to R2 comparison, earning mostly “No” labels in 
these categories. However, for the baseline to R2 comparison, it did show good threshold 
color scatter where the reinforcement was located. Overall the indicator earned more “No” 
labels than “Yes” or “Maybe” labels due to its unreliability to detect structural change 
location.  
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Figure 3.11 – Flexibility Percentage Difference indicator results for baseline to R1 
(reinforcing wall along y = 4) comparison considering modes 6 and 7. 
 
 The Normal Modal Flexibility indicator was inconsistent across all comparisons, 
showing change in the wrong columns and random threshold color scatter. The Strain Energy 
indicator showed damage in the wrong columns and was mostly similar across all 
comparisons.  
 This same process was repeated using all 52 data nodes. This included only the cases 
considering all matched mode shapes. There were four matched mode sets among the three 
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configurations when considering all 52 data nodes. One of these mode sets was similar to 
mode set four considering the 16 column nodes results, while the other three mode sets 
occurred around 30, 45, and 56 Hz. In some cases, such as with COMAC, the reinforcement 
detection plots showed more variation with the additional data. However, in some cases, such 
as with Modal Curvature Division and Flexibility Percentage Difference, one or more outlier 
data nodes could disrupt the entire plot, which would show that particular node or nodes as 
the only changed part of the structure. Overall, the reinforcement detection results were no 
better than when considering only the basic 16 column data nodes.  
 
3.5 Conclusions 
The effectiveness of a wooden reinforcing wall was observed using the SHE™ 
program, which helped to implement modal decomposition and reinforcement detection. 
Seven mode shapes, occurring from a range of 4.180 Hz to 97.031 Hz, were found to be 
common among all three of these cases of the baseline case, the single reinforcing wall case, 
and the double reinforcing wall case. Based on these results, a change in frequency is not 
essential. By visual inspection, the mode shapes showed the effectiveness of the 
reinforcement in reducing motions such as bending and lateral motion. The magnitude of 
these motions were diminished with the addition of each reinforcing wall, and, in some cases, 
certain motions vanished altogether.  
The nine damage/reinforcement detection indices included in SHE™ were employed 
in observing the effectiveness of the reinforcing walls. These indices included Damage 
Location Vector, Coordinate Modal Assurance Criterion, Modal Curvature, Modal Curvature 
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Division, Coordinate Modal Assurance Criterion on Modal Curvature, Normal Modal 
Flexibility, Flexibility Absolute Difference, Flexibility Percentage Difference, and Strain 
Energy. No indicator was able to consistently detect and locate change in the structure across 
all cases. While some of the indices proved more effective than others, none were able to 
practically detect and locate change for an inspector of this structure. The Flexibility 
Percentage Difference indicator worked the best; the indicator showed good threshold color 
scatter where the reinforcement was located for all cases. For the baseline to R1 comparison, 
it was able to detect and locate damage for three of the five mode set comparisons. It was less 
reliable for the baseline to R2 comparison, but did show good color scatter where the 
reinforcement was located. However, for the sequential comparison of R1 to R2, the 
indicator was even more unreliable, showing very little to no structural change.  
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CHAPTER 4: CONCLUSION 
 
This chapter summarizes general conclusions and lessons learned. Preliminary work on 
another structural configuration is also presented.  
 
4.1 Summary 
With the current decaying condition of America’s infrastructure, a need for a more 
efficient and effective inspection method is evident. The combination of Structural Health 
Monitoring data and data tools could be a solution to this problem.  
To employ diagnostic algorithms, SHE™ accomplishes damage detection tasks that 
other similar modal programs do not. Creating a finite element model, using computer 
program such as SAP2000, also proves useful; although the model will never match the exact 
situation, it contextualizes the experimental data by producing trend behaviors such as mode 
order or common mode shapes. The computer model also demonstrated less coupled mode 
shapes than the experimental mode shapes. While the experimental mode shapes showed 
coupling around as little as 4 Hz, the computer model mode shapes started to exhibit 
coupling around 49 Hz.  
Another viewpoint opposite to damage detection is reinforcement detection. This 
requires a baseline, or initial case, and one or more reinforced structure cases. The cases of a 
baseline configuration, a single reinforcing wall case, and a double reinforcing wall case 
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were presented in this thesis. The purpose of adding a single reinforcing wall to the structure 
was to resist motion in the planar x direction, while the purpose of adding two reinforcing 
walls to the structure was to resist motion in both the planar x and y directions. Seven mode 
shapes, occurring from a range of 4.180 Hz to 97.031 Hz, were found to be common among 
all three of these cases. These mode shapes demonstrated coupled translational, twisting, and 
bending motions. These mode shapes were used in determining if the reinforcement was 
effective as well as implemented in change detection. Based on the reinforcing wall cases 
results, a change in frequency is not essential, which is contradictory to the typical notion of 
reinforcement. An addition of reinforcement typically leads to an increase in stiffness, thus 
leading to an increase in natural frequency. However, the added effective mass of the 
reinforcement can be greater than the added stiffness. For this reason, an observation of the 
changes in mode shapes is critical. By visual inspection, the mode shapes showed the 
effectiveness of the reinforcement in reducing motions such as bending and lateral motion. 
The magnitude of these motions were diminished with the addition of each reinforcing wall, 
and, in some cases, certain motions vanished altogether.  
The nine damage/reinforcement detection indices included in SHE™ were employed 
in observing the effectiveness of the reinforcing walls. COMAC, COMAC on Curvature, and 
Curvature Division showed very little change in the structure when the reinforcement was 
added. The Modal Curvature Division plot appeared similar across, with the upper floor 
having changed the most, all configurations and modes considered. DLV worked in some 
cases for the range of 70 to 85 Hz; however, it generally indicated little to no change. The 
Flexibility Absolute Difference, Normal Modal Flexibility, and Strain Energy indicators 
consistently showed change in the wrong locations, including columns not directly affected 
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by the reinforcement. Relative to all other indicators, the Flexibility Percentage Difference 
indicator worked the best. In the case considering the baseline structure and the structure 
with the single reinforcing wall, it indicated damage and location for three of the five mode 
set comparisons. Comparing the baseline structure to the double reinforcing wall structure, 
the Flexibility Percentage Difference indicator showed good threshold color scatter where the 
reinforcement was located. 
While some of the indices proved more effective than others, none were able to 
practically detect and locate change for an inspector of this structure. The objective index 
plots must be understood by well-trained yet subjective humans, who require more than just 
“one black dot” or scattered positives. The results could be wrongly interpreted due to noise 
in the data, the result of major excitation, and/or a great increase in effective mass when the 
reinforcement was added. The case of ambient data gathered from a structural configuration 
with minimal added or reduced mass should be explored. Additional work, including 
different structural configurations of this steel frame, shows promise.  
 
4.2 Lessons Learned 
Several lessons were learned through the literature review, experimental process, and 
data analysis.  
 The SHE™ program is very versatile in that it can perform signal processing, modal 
decomposition, and damage/reinforcement detection. It can also analyze any structure 
that can be defined by Cartesian coordinates.  
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 Several plots generated by the SHE™ program, such as FRFs, mode shapes, and 
damage/reinforcement detection plots, make it more user and inspector friendly.  
 A balance of data nodes for a specific structure must be found for the process of 
matching modes among structural configurations to be effective. This was observed 
when the data set for the steel structure was reduced from 52 beam and column nodes 
to just 16 column nodes.  
 The addition of reinforcement does not always cause an increase in the natural 
frequencies of a structure. The overall increase in effective mass of the structure 
could be greater than the overall increase in stiffness, especially in a structure of this 
smaller size.  
 A modal analysis of a structural model can be performed with SAP2000. While the 
finite element model may not match experimental results, common modes and similar 
mode order can be observed between the two. 
 As a qualitative measure, visual inspection of mode shapes can provide insight on the 
effects of reinforcement or damage.  
 It is important to be aware of the expected damage/reinforcement effects when 
determining matching mode shapes, else similarities may be easily overlooked. 
 The location and amount of excitation can influence experimental mode shapes and 
damage/reinforcement detection results.  Ambient data could possibly provide better 
results, especially for large infrastructure. 
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4.3 Future Work 
During the summer of 2015, a total of fifteen structural configurations were tested 
and preliminarily analyzed in the Multi-Function Dynamics Laboratory. In conjunction with 
this reinforcement, the study of a more traditional damage detection configuration has been 
initiated. Damage was introduced into the baseline configuration by adding rubber washers to 
beam and column connections. These washers were two inch by two inch squares of rubber 
cut from a neoprene sheet of quarter-inch thickness. A half-inch slit was cut diagonally in the 
middle in order to place them on the bolts. These neoprene inserts serve to reduce the 
stiffness, or “soften,” the connections as with aging.  
 The rubber washers were sequentially added between stories. For the first 
configuration (W1), a rubber washer was placed on each bolt between the angle bracket and 
the bottom beams. This means that there were four rubber washers at each bottom corner of 
the structure, as shown in Figure 4.1. For the second configuration (W2), additional rubber 
washers were placed between the middle beams and the angle brackets. The bottom washers 
were left in place. The same pattern was followed for the third configuration (W3) as the 
rubber washers were placed between the top beams and the angle brackets. The middle and 
bottom washers were left in place. 
 Note that the respective beams had to be removed in order to place the rubber 
washers: this disturbed the prior connections. After the washers were placed for each 
configuration, the beams were replaced with the same outer washers and nuts. The nuts were 
tightened with a torque wrench to approximately 3 Newton-meters (N-m) until the rubber 
washer was intermediately compressed. 
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Figure 4.1 – First story rubber washer connections. Left: Top view of southwest column. 
Right: Inner view of northwest column. 
 
 The rubber washers are intended to reduce the stiffness of each joint of the steel 
structure. This reduced the stiffness of the entire structure from the baseline; no structural 
members were altered, and the joints were not tightened back to their original torque. By 
reducing the global stiffness of the structure relative to the minimal mass change, the overall 
frequency response of the structure should decrease. Employing washers as softeners has the 
benefit of adding no significant mass while decreasing signal noise. By increasing each 
joint’s damping, the washers prevent loose metal contacting, or “rattling,” that could interfere 
with sensor data processing 
 The more flexible structure’s mode shapes should be aligned in the same order as the 
baseline’s, considering no lateral bracing was added and the boundary conditions remained 
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the same. This means that sway mode shapes should be seen at lower frequencies, followed 
by slight torsion, column bending, and localized beam bending. However, the mode shapes 
should  appear at lower frequencies. The degree of frequency shift may vary based upon the 
type of phenomenon (torsion, bending, or beam bending).  
 For the three rubber washer configurations, testing and analysis was conducted 
identically to that of the baseline structure. As in Chapter 3, numerous frequency peaks were 
again identified for each configuration, and each corresponding mode shape was examined. 
With the baseline mode shapes available, the rubber washer configurations were matched 
among each other and the baseline. Table 4.1 shows the baseline mode shapes that matched 
with a corresponding rubber washer mode shape and the frequency at which each mode 
occurred.  
 
 Table 4.1 – Natural frequencies (Hz) of mode shapes matched between the baseline 
and rubber washer configurations. 
Baseline Mode 11 12 16 24 25 27 
Baseline 16.953 18.672 35.820 63.477 73.711 87.852 
W1 14.102 17.500 35.039 63.516 71.680 84.023 
W2 15.625 13.867 35.742 63.086 67.148 84.805 
W3 13.320 11.602 32.461 59.531 63.359 84.570 
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Table 4.1 shows a general decrease in frequency across the decreasing stiffness 
configurations. This was the expected effect of the induced “damage” or decreased stiffness. 
There are a few cases of a slight frequency shift upward between the baseline case and W1. 
This could be attributed to the bottom beams not contributing much stiffness to the 
superstructure. Another possibility is that a support could have slightly been moved inward, 
causing a shoring of the structure as a whole which reduced flexibility. Figure 4.2 shows a 
shows the natural frequency shifts of matched mode shapes among the baseline, W1, W2, 
and W3 configurations.  
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Figure 4.2 – Waterfall frequency plot of matched baseline, W1,  W2, and W3 modes. 
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Figure 4.3 shows an example of a progression of matching mode shape for the rubber 
washer structure configurations. The mode shapes have very similar global movements. The 
northwest and southeast corners move outward while the southwest and northeast corners 
generally move inward. This creates a coupled torsion and translation mode shape, or a 
“pinching” action, as shown in the reinforcement cases.  
Figure 4.3 – Mode shape progression from the baseline structure to the rubber washer 
configurations. 
 
 Future work for this structural configuration includes further examination of the 
matched mode shapes. Sequential and cumulative damage detection and evaluation of 
damage indicators will also be performed.  
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APPENDIX A 
Coordinated Mode Shapes 1-7 
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APPENDIX B 
Reinforcement Detection Resultant Plots 
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Baseline to R1 Comparison – All Matched Modes Considered 
(Sequential) 
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Baseline to R2 Comparison – All Matched Modes Considered 
(Cumulative) 
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R1 to R2 Comparison – All Matched Modes Considered 
(Sequential) 
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