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Abstract
Action recognition in video sequence is a very important and challenging problem yet. This paper presents an efﬁcient feature
extraction method for human action recognition for depth video sequence. For the video sequence acquired by depth sensor, all 3-D
projections (xy, yz and zx) are calculated for each depth frame. For each projection view, the difference between each alternative
frames have been considered to form the Depth Motion Map (DMM). Principle Component Analysis technique is applied to
decrease the facet of DMM-feature. Sequential minimal optimization (SMO) is pre-owned to train the Support Vector Machine
(SVM). The proposed approach is evaluated on MSR Action-3D data set and compared with the existing approaches. The empirical
results convey that proposed approach achieves good results than the existing approaches.
© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Twelfth International Multi-Conference on Information
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1. Introduction
Recognition of human actions in a video sequence with a conventional camera poses a challenging task. Analysis
of conventional videos for action recognition has many limitations such as more computation power and also lack of
3D action data. When low cost depth cameras such as Asus Xtion PRO LIVE1 and Kinect2 are released in market,
research interest on action recognition has been increased. Depth cameras provide the 3D depth data of the object
and it will be helpful for segmentation and action recognition. Moreover, depth data is insensitive to illumination
changes and also provide the shape information so that it will be helpful for recognition of human actions. The real
time applications like smart home and video surveillance applications incorporate the theory of action recognition.
There are two main challenges for the human action recognition: 1) description and modeling of the action (Feature
Extraction) and 2) Classiﬁcation of actions.
The contributions in the paper are as follows. Initially in view of computing an efﬁcient technique for feature
extraction for human action recognition, fusing sequential minimal optimization learning algorithm is taken for
reference. And then the computed results are made suitable for the action inputs taken by depth camera. MSR
Action-3D data set is taken for consideration in evaluating the proposed work. The data set comprise 20 action types
with 10 subjects. Some of the sample collection from data set is depicted in the Fig. 3. From observations, a positive
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Fig. 1. Work Flows for the Proposed Work: (a) Training Work Flow; (b) Testing Work Flow.
response is seen when compared with the existing ones. The remaining portion in the paper is structured in following
manner. The relevant work is reviewed in Section two. The proposed method is delineated in Section three and allied
results are reported in Section four. Eventually the paper is culminated in Section ﬁve.
2. Related Work
The human action is a spatio-temporal pattern and the representation of feature for action have to grab these patterns.
Spatio-Temporal Interest Points (STIP) with Histogram of Gradients (HOG) is used to capture the spatio-temporal
pattern3. Since depth map doesn’t contain texture, this approach fails to classify the actions. Klaser et al.4 explained
a spatio-temporal descriptor using 3D-gradients. Actionlet ensemble model is built to depict actions without intra
class variance5. In literature6, two features are used: First, a 3D joint feature based on skeleton points captured by
depth camera. Second, Local Occupancy Pattern (LOP). After extracting the two features from each frame, temporal
dynamics is depicted by fourier temporal pyramid. In literature7, informative points from the skeleton joints are
extracted and used them to form a descriptor for action recognition. Tang et al.8 devised a method to describe a shape
of the object efﬁciently by using normal vectors rather than the gradients. Random occupancy patterns are used for
robust action recognition by Wang et al.9. Oreifej and Liu10 have introduced a descriptor based on Histogram of 4D
normal, HON4D, for perceiving the activities using depth sequences.
An hardware implementation for Histogram of Oriented 4D Normals (HON4D) feature extraction is given by
Hsu et al.11 in real time action recognition context. The hardware features less computation and high speed feature
extraction with the adoption of sliding histogram concept. The noticeable part of Sliding histogram is that it permits
looped classiﬁcation without video segmentation in advance. In this regard, a bag of 3D points (like a bag of words)
from the silhouette of the depth image is recommended by Li et al.12. Keceli and Can13 recommended a multimodal
approach for action recognition. In this approach, skeleton model extracts angle and displacement features and depth
data infers HOG features. To interpret the semantics of actions, the model is trained using Random Forest algorithm.
Latterly, Devanne et al.14 recommended a 3-D joint-based framework to seize both the dynamics and shape of the
human body simultaneously.
3. Proposed Method
The training and testing frameworks for the proposed work is depicted in Fig. 1. For the video sequence acquired
by depth sensor, all 3-D projections (xy, yz and zx) are calculated for each depth frame15,16. Unlike literature15,16,
for each projection view, the difference between each alternative frames have been considered to form the Depth
Motion Map feature (DMM-f). Assume the depth video sequence contains N frames, the calculation of the DMM-f is
as follows. framei − framei−2 is the depth map of motion energy.
DMM-fxy =
N−5∑
i=8
(|frameixy − framei−2xy |) (1)
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Fig. 2. Example of DMM-f Generation for Pickup and Throw Action (MSR-3D Action Dataset) (a) Depth Sequence Contains 7 Frames of Pickup
and Throw Action; (b) Absolute Difference between Alternative Depth Frames.
Table 1. All Twenty Actions used for Evaluating the Proposed Method.
[a01] High arm wave [a02] Horizontal-arm-wave [a03] Hammer [a04] Hand Catch
[a05] Forward [a06] High-Throw [a07] punch Draw x [a08] Draw tick
[a09] Draw-Circle [a10] Hand-clap [a11] Two hand wave [a12] Forward kick
[a13] Bend [a14] Side boxing [a15] Side kick [a16] Jogging
[a17] Tennis-Swing [a18] Tennis server [a19] Golf swing [a20] Pickup and throw
Fig. 3. Example Depth Frames from MSR Action-3D Data set (a) Side Boxing; (b) Horizontal Arm Wave; (c) Tennis Serve.
DMM-fyz =
N−5∑
i=8
(|frameiyz − framei−2yz |) (2)
DMM-fzx =
N−5∑
i=8
(frameizx − framei−2zx |) (3)
DMM-f = PCA(DMM-fxy,DMM-fyz,DMM-fzx) (4)
The ﬁrst and last ﬁve frames are not used for DMM calculation to get high recognition accuracy. The calculation
of the DMM-f feature for Pickup and throw action for 7 frames is illustrated in Fig. 2. After feature extraction is
completed, PCA is applied for reduction of size of feature. In order to realize the semantics of human actions, Support
Vector Machines are trained using Sequential Minimal Optimization (SMO) algorithm. Experiment results shows that
SMO-SVM outperforms for recognition of human actions. The built in SMO-SVM algorithm available in weka tool
is used for experimentation.
4. Results and Discussions
MSR Action-3D data set contains 20 actions (see Table 1). Each action is performed by ten subjects at most 2
to 3 times. The sample depth frames in this data set are shown in Fig. 3. Since many actions in this data set are
similar, it is very challenging for research perspective. Unlike original setting12, we considered the all 20 actions
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Table 2. Perceiving Accuracy of Three Tests on MSR Action 3D Data set.
Accuracy(%)
Test 1 (1/3 of the samples were used as training) 96.27
Test 2 (2/3 of the samples were used as training) 97.29
Cross Subject Test (half subjects used in training) 87.27
Table 3. Performance Assessment Relative to
Other Approaches.
Accuracy(%)
Vieira et al.6 78.20
random occupancy patterns9 86.50
Yang et al.15 85.50
Our method 87.27
Fig. 4. Each Action Recognition Rate on MSR Action-3D Data set.
Table 4. Action Recognition Results (MSR Action-3D data set).
Action Name Recognition Rate (%) Action Name Recognition Rate (%)
[a01] High arm wave 100.00 [a02] Horizontal arm wave 100.00
[a03] Hammer 91.67 [a04] Hand catch 41.67
[a05] Forward 81.82 [a06] High throw 81.82
[a07] punch Draw x 64.29 [a08] Draw tick 93.33
[a09] Draw circle 60.00 [a10] Hand clap 100.00
[a11] Two-hand-Wave 100.00 [a12] Forward kick 100.00
[a13] Bend 100.00 [a14] Side boxing 100.00
[a15] Side-Kick 81.82 [a16] Jogging 100.00
[a17] Tennis swing 93.33 [a18] Tennis serve 53.33
[a19] Golf-Swing 93.33 [a20] Pickup and throw 100.00
as single set. The twenty actions of the data set are shown in Table 1. On considering various training samples,
experiments are conducted on proposed method for performance assessment. One third of the numbers are used for
training the classiﬁer and remaining are considered for testing purpose. In the second test, two thirds of the numbers
are used as training samples. Pertaining cross subject test, half of the subjects are considered for training and rest are
left for testing. The results derived from testing phase are presented in the Table 2. Comparative test results of cross
subject and other similar approaches are furnished in Table 3. Recognition rate pertaining to action presented in Fig. 4
and Table 4 intimate an endurable response in the proposed model.
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5. Conclusions
A variant of DMM feature is determined from the 3D projections of Depth Motion Map using Principle Component
Analysis technique for human action recognition. After extracting feature instances, SMO classiﬁer is trained on MSR
Action 3D data set. The experiment is carried on the whole data set without dividing into sub parts. The empirical
results are veriﬁed against existing approaches and as a result an endurable response is attained in accuracy.
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