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Preface
Chapter 1 presents the introduction of this dissertation, including the motivation
of this research, the wave energy research background and the contribution of this
dissertation. Chapter 2 provides a detailed literature review of wave energy con-
version, including model of wave energy converters, the control strategies of wave
energy converters, and the Power-take-off mechanisms. Chapter 3 presents a time-
domain feedback control algorithm that approximates the complex conjugate control.
The proposed control algorithm targets both amplitude and phase feedback, and is
constructed from individual frequency components that comes from the spectral de-
composition of the measurements signal. The material of Chapter 3 is published in
reference [2] and reference [4]. Chapter 4 examines the impact of reaction-frame ge-
ometries on overall power capture. Performance is evaluated in a range of realistic
wave conditions.The material of Chapter 4 is published as reference [3]. Chapter 5
presents a novel implementation on genetic optimization of both the design of WEC
buoy shapes, and controls, leveraging non-linear hydrodynamics, to improve energy
conversion. The material of Chapter 5 is published as reference [5].
xxv
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Abstract
In this dissertation, we address the optimal control and shape optimization of Wave
Energy Converters. The wave energy converters considered in this study are the
single-body heaving wave energy converters, and the two-body heaving wave energy
converters. Different types of wave energy converters are modeled mathematically,
and different optimal controls are developed for them. The concept of shape optimiza-
tion is introduced in this dissertation; the goal is to leverage nonlinear hydrodynamic
forces which are dependant on the buoy shape. In this dissertation, shape optimiza-
tion is carried out and its impact on energy extraction is investigated. In all the studies
conducted in this dissertation the objective is set to maximize the harvested energy,
in various wave climates. The development of a multi-resonant feedback controller
is first introduced which targets both amplitude and phase through feedback that is
constructed from individual frequency components that comes from the spectral of
the measurements signal. Each individual frequency uses a Proportional-Derivative
control to provide both optimal resistive and reactive elements.
Two-body heaving pointer absorbers are also investigated. Power conversion is from
the relative have oscillation between the two bodies. The oscillation is controlled on a
wave-by-wave basis using near-optimal feed-forward control. Chapter 4 presents the
dynamic formulation used to evaluate the near-optimal, wave-by-wave control forces
xxix
in the time domain. Also examined are the reaction-frame geometries for their impact
on overall power capture through favorable hydrodynamic inter-actions. Performance
is evaluated in a range of wave conditions sampled over a year at a chosen site of
deployment. It is found that control may be able to provide the required amounts of
power to sustain instrument operation at the chosen site, but also that energy storage
options be worth pursuing.
Chapter 5 presents an optimization approach to design axisymmetric wave energy con-
verters (WECs) based on a non-linear hydrodynamic model. The time domain non-
linear Froude-Krylov force can be computed for a complex buoy shape, by adopting
analytical formulas of its basic shape components. The time domain Forude-Krylov
force is decomposed into its dynamic and static components, and then contribute to
the calculation of the excitation force and the hydrostatic force. A non-linear control
is assumed in the form of the combination of linear and non-linear damping terms.
A variable size genetic algorithm (GA) optimization tool is developed to search for
the optimal buoy shape along with the optimal control coefficients simultaneously.
Chromosome of the GA tool is designed to improve computational efficiency and to
leverage variable size genes to search for the optimal non-linear buoy shape. Different
criteria of wave energy conversion can be implemented by the variable size GA tool.
Simulation results presented in this thesis show that it is possible to find non-linear
buoy shapes and non-linear controllers that take advantage of non-linear hydrody-
namics to improve energy harvesting efficiency with out adding reactive terms to the
xxx
system.
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Chapter 1
Introduction
1.1 Overview
Ocean wave energy is a very attractive source of renewable energy in today’s energy
market. Energy can be extracted from oceans which cover around 3/4 of the earth
surface. As ocean water absorbs swell motion energy, solar energy and wind energy,
then transfer mechanical energy in the format of waves. The capacity of global wave
power resource has been estimated to be at least 8 GW. The annual energy production
potential is comparable to the energy production from hydro-power[6]. But by the
end of 2016, the global ocean energy production was only 536 MW[7].
Ocean wave energy also has the benefit of higher power density than other renewable
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energy sources. Usage of wave energy converters (WECs) has less negative impact
of the environment [8], however, it is a challenge to overcome both the difficulty
of designing a working WEC device and the commercial competitiveness of energy
extraction.
Wave energy conversion concepts are investigated based on the different mechanism of
energy absorbing, different deploy location of the device (offshore, near-shore, shore-
line) and different wave climates [9]. Three main wave energy conversion concepts
are [10]: oscillating body system [11, 12], oscillating water column devices [13], and
over-topping converters (on-shore, off-shore) [8]. Oscillating body system has differ-
ent working principles as well, most studied mechanism are: the single-body heaving
buoys [14] (single-body point absorber), the two-body heaving systems [15, 16], fully
submerged heaving bodies [17, 18], and pitching devices [19].
In a typical heaving body (point absorber) system, the energy conversion results from
the heaving motion of a floating body reacting against a frame of reference (the see
bottom or the second body of the point absorber system) [20]. A hydraulic cylinder
or an electric direct-drive motor is connected to the floating buoy of a typical point
absorber. The heave motion of the floating buoy drives the hydraulic cylinder or the
electric direct-drive motor, to drive a generator or to connect with a power conversion
device [21, 22, 23]. This type of WECs converts the heave wave energy. There are
other types of WECs extract energy from the pitching motion [24], for example, the
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WaveStar Buoy. The mechanical device that translate the motion of the oscillating
bodies into useful electrical energy are called Power take-off (PTO) device.
1.2 Optimal Control of a Heaving Point Absorber
Several algorithms have been developed in the literature that search for the optimal
solution to the control of wave energy converters (WEC) problem. The optimization
goal is to maximize the energy conversion. The frequency domain analysis of a WEC
heaving buoy system leads to the criterion for maximum energy conversion - known as
the Complex Conjugate Control (C3) that provides a means to compute the optimal
float velocity [25], regardless of the spectral distribution of the excitation force. This
C3, however, is not causal which means a prediction for the wave elevation or the
excitation force is needed for real time implementation. One implementation uses a
feed forward control assuming the availability of the excitation force (wave) model
[26]. Another feedback implementation computes the control force using both the
measurements and the wave prediction data [27, 28]. A velocity-tracking approach
can also be used to implement the C3 where the estimates of the excitation force is
used to compute the optimal float velocity (through the feed forward loop) which is
imposed on the WEC through a feedback loop [29]. In all these C3 implementations,
a prediction for the wave elevation and/or the wave excitation force is necessary.
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Constraints on motions and forces, however, motivated researchers to look for so-
lutions in the time domain. In general, the solution of the constraint optimization
problem is different from that of the unconstrained C3. The basic latching and de-
clutching control strategies are attractive in that they do not require reactive power
[30]. In latching, the optimum oscillation phase is achieved by holding the absorber
fixed during parts of the cycle. In clutching, it is achieved via coupling and decoupling
the machinery at intervals [31, 32]. Reference [33] shows that clutching is theoretically
better than pseudo-continuous control that has a linear damping effect. Reference [34]
investigates the use of discrete control over continuous control, for latching control,
declutching control and the combination of both. The latter gives better results than
each one individually; and the discrete control is always better when it is absolute,
switching instantaneously from one model to the other [34]. Reference [35] applies a
direct transcription approach to maximize the energy extraction. The results show
that the direct transcription method generates a latching behavior for the cases with
power constraints, while the declutching behavior only results when tether goes slack.
Reference [30] compares between various control strategies including velocity-
proportional control, approximate C3, approximate optimal velocity tracking, and
model predictive control, for a point absorber. The Model Predictive Control (MPC)
methods use a discrete-time model for predicting the states in the future to form the
objective function for energy optimization. Reference [36] compares several control
strategies experimentally, including Proportional-Integral (PI) control and MPC. The
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authors have found that MPC can significantly improve energy absorption when com-
pared to the PI control; however MPC needs a reliable estimation of the incoming
incident wave, and the performance improvement is sensitive to the quality of the
wave estimation. A PID control is used in [37] in which the controller gains are op-
timized for certain wave environments using information about the excitation force.
A variety of feedback control laws were developed using the C3 optimality conditions
in [38]. For example, the optimal velocity trajectory can be estimated, via wave es-
timation, and used along with the actual velocity in a feedback control system that
aims at tracking the estimated optimal velocity. A linear quadratic Gaussian optimal
control can be used to track optimal velocity as in reference [39]. One of the relatively
recent WEC control optimization methods that can accommodate constraints on the
control and the states is the dynamic programming [40]. A prediction for the wave
is needed when using the dynamic programming, and a discretization for the time
and space domains makes the computational cost of the method feasible for real time
implementation [40]. Another time domain strategy that can also handle constraints
on both the control and the states is the pseudo spectral method. In pseudo spectral
methods the system states and control are assumed as series of basis functions, and
the search for the solution is conducted using the assumed approximate functions
[41]. A shape-based approach is recently developed for WECs control [42, 43] where
a series expansion is used to approximate only the buoy velocity; this method can
also accommodate motion constraints. A key optimality criterion is to make the buoy
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oscillation in phase with the excitation force. Reference [44] presents a time domain
control that meets this criteria and maintains the amplitude of the oscillation within
given constraints. In [44], a non-stationary harmonic approximation for the wave ex-
citation force is used. The controller tunes the ratio between the excitation force and
the velocity in real-time for performance and constraints handling. A performance
close to C3 and to MPC is achieved. Recently, an adaptive wave-by-wave control was
developed such that the oscillation velocity closely matches the hydrodynamically op-
timum velocity for best power absorption [45]. Such control requires prediction of the
wave profile using up-wave measurements [45]. In a more recent feedforward imple-
mentation, reference [46] investigates wave-by-wave control of a wave energy converter
using deterministic incident wave prediction based on up-wave surface measurement.
1.3 Hydrodynamic Consideration of a Small WEC
Many wave energy devices convert power using the relative oscillation of floating
bodies with respect to a reference body that is stationary or nearly stationary [47].
Typically, the floating bodies are designed so that their natural periods approximately
match a chosen range of energy periods in the wave scatter diagram for a deployment
site. As wave conditions change over seasons, power conversion performance drops.
Wave energy devices thus often tend to be bulky and uneconomical in terms of annual
power generation and the overall costs. Smaller devices are of interest because they
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experience smaller structural loads [48] and thus require smaller investments. Based
on the practice of Froude-scaling, where the scaling factor s is the ratio between a
length measurement of a full scale WEC and the reduced scale WEC, power scales
as s3.5 with buoy radius, while wave period scales as s0.5 (see e.g. [49]). Thus, for a
given set of wave periods as determined by a given site of deployment, converted power
scales as s3. For this reason, smaller devices also convert considerably smaller power
amounts in the same wave climates. Further, most small devices have narrow response
bandwidths, which makes them highly sensitive to wave periods. However, they can
be made more cost effective if their dynamic response can be actively controlled to
match incoming wave conditions.
Such control was first attempted by Salter for the Edinburgh duck and Budal for a
heaving buoy [50], [51]. Recent years have seen a large number of control applications,
as reviewed in [47] and [52]. Control can involve a combination of reactive and resistive
loading (applied by the power take-off) (e.g. [53], [46], [54], etc) or resistive loading
alone together with switching control of the device oscillation (e.g. [55], [56], [29],
etc.). The former approach is referred to as complex conjugate control for impedance
matching, while the latter is termed ‘latching’ when used to slow down the response
of a small buoy to bring about force-velocity phase match in longer waves.
The few control approaches that have been attempted in practice have shown 2-3
fold improvements in energy capture [54] through the addition of reactive tuning to
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the baseline approaches based on resistive loading alone. Further improvements re-
quire wave-by-wave control, which is difficult to apply because wave-by-wave reactive
cancellation and resistive match (i.e. wave-by-wave impedance matching) requires
knowledge of the future oscillations/wave elevations [57], [58]. Operation close to op-
timum velocity frequently results in excessive velocities and very large displacements.
Practical limitations require oscillation constraints. An intuitively natural constraint
is based on the device swept volume, which limits the oscillation amplitude to buoy
draft (or freeboard if smaller) [59], [60]. Operation under oscillation constraints limits
power conversion, especially, for small buoys.
1.4 Nonlinear Dynamic Model
Ocean waves can be a reliable source of renewable energy if wave energy converters
(WEC) can be operated in an economic way under various sea conditions. Once
the deploy location of a WEC device is determined, the shape of the buoy and the
control can be optimized to maximize the converted wave energy. Time domain
motion simulation of the WEC device and the statistic wave clime data can be used
to evaluate such optimization. Alternatively, a specific shape of buoy and a specific
control can be computed through optimization using the statistic wave spectrum data
of the selected deploy location as the input. Shape optimization of WECs based on
linear hydrodynamic theory was investigated by Korde and Jiajun [3]. Limited cases
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of shape designs were evaluated based on the exciting force and the radiation damping.
Results shows that non-cylindrical buoy could lead to better energy extraction.
The dynamic modeling of WEC has been a topic for marine energy study for a long
time. According to Falnes [25], a linear dynamic model provides enough accuracy
to study the energy conversion and the body motion within a small wave amplitude
environment. However, a large motion of the buoy due to high wave amplitudes and
a complex realistic wave spectrum input would be outside the boundary conditions
of the linear model. A non-linear hydrodynamic model of WEC device can result in
significant improvement in accuracy of the time domain simulation of wave energy
extraction with complex wave input.
In the 1970s Budal [51] and Salter [50] start the research topic of wave energy conver-
sion. In recent years there have seen a large amount of applications, as reviewed in
Falnes’s [47] and Ringwood’s review paper [52]. A basic linear model for a heaving-
floater of mass m single-input-single-output system can be described as an equation
of motion as shown in Eqn.(1.1) according to Falnes’s book [25].
mZ¨ = fe + fr + fs + u (1.1)
Where, Z¨ is the acceleration of the buoy along the vertical axis. fe is the excitation
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force given from the incoming wave around the immersed surface. In time domain
simulation, input is defined as an complex waves profile. Such wave profile can be
defined from finite frequency components captured from a wave spectrum. For a com-
plex incoming wave profile with n different frequencies, each frequency components
of the input wave profile contains the wave amplitude coefficient Ai and the wave
frequency ωi. The total complex excitation force at a time step can be computed as
the summation of the excitation forces generated from all frequency components of
the input wave profile.
The radiation force, fr, is due to the radiated wave from motion of the floater.
fr can be computed from the radiation impulse response function hr as shown in
Eqn.(1.2),where m∞ is the added-mass at infinite frequency.
fr(t) = −
∫ ∞
0
hr(τ)Z˙(t− τ)dτ −m∞Z¨(t) (1.2)
The hydrostatic force fs represent the spring-like characteristic of the interaction
motion between floater and water as shown in Eqn.(1.3), where k is the hydrostatic
stiffness due to buoyancy.
fs(t) = −kZ(t) (1.3)
And u in Eqn.(1.1) is the external power-take-off force or the control force.
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The three methods to generate non-linear mode of WECs are the CFD approach, the
potential flow theory approach and the analytical approach [61]. The CFD approach,
which uses continues meshing method [62], is one of the non-linear WEC mathemat-
ical models. Similar simulations have been tested by Penalba and Ringwood [63].
Implementing the CFD approach in GA requires large amount of computation time,
such as using Aqua to compute the forces acting on the buoy. Because every prop-
agation step needs a updated mesh of the immersed surface, and GA requires an
numerous size of propagation steps. A computational efficient hydrodynamic model
method was chosen to be implemented in this chapter.
The analytical approach requires less computational time cost. Giorgi and Ringwood
[64] developed such non-linear hydrodynamic model as shown below:
(m+m∞)Z¨ = FFKst + (FFKdy + FD) + FR + FPTO (1.4)
And the analytical solution of the non-linear FK force was developed by Ringwood
[65] for WECs of simple geometries. Compare Eqn.(1.1) with Eqn.(1.4), terms in
the linear model can be replaced with non-linear term from the Froude-Krylov force:
fs = FFKst , fe = FFKdy+FD. The hydrodynamic model can be expressed as Eqn.(1.4).
Where FFKst is the static Froude-Krylov force, given as the difference between the
gravity force and the Archimed force, FFKdy is the dynamic Froude-Krylov force, FD
is the diffraction force from the undisturbed incoming wave. Airy’s wave theory for
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deep water waves is used to compute the pressure along the immersed surface. The
non-linear Froude-Krylov force is the integration of the pressure along the immersed
surface. FPTO = u is the force of the power-take-off (PTO) device. FR is the radiation
force computed from the time domain steady-state-representation of the radiation
impulse response function hr.
Falnes [25], Clement and Ferrant [66] showed that when the dimension of the device is
considerably smaller than the wave length, the non-linearities of the diffraction force
are negligible. This assumption holds true as the diameter of the buoy discussed in
this chapter is less then 1/5 of the wave length. Me´rigaud et al. [67] showed that the
response of a heaving point absorber is mainly affected by the non-linear FK forces,
while the non-linear radiation and diffraction force have minor effects on system
dynamics. Validation of a non-linear Froude-Krylov model with linear radiation and
diffraction term was tested using a real wave tank by Gilloteaux [68] and Guerinel
et al. [67]. The non-linear model shows a significant improvement of accuracy with
respect to a full-linear model and good agreement with experimental measurements.
Similar results were obtained by Giorgi and Ringwood [69].
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1.5 Motivation of This Study
Considering the linear hydrodynamic model of a WEC, the complex conjugate crite-
rion predicts the maximum energy that can be harvested. Yet, most existing control
strategies are either not achieving this maximum energy level, or are require complex
computations to achieve this level of harvested energy. This dissertation presents an
intuitive and simple approach that approximates the complex conjugate control, and
results in energy levels that are very close to that predicted by the complex conjugate
criterion.
In the context on nonlinear hydrodynamic modeling of WECs, most existing studies
present the nonlinear hydrodynamics as a higher level fidelity model, compared to
the linear model, and suggest using these nonlinear models for better prediction of
harvested energy of a given WEC and control system. Yet, it was not found in
the literature any work that leverages these nonlinearities to improve the harvested
energy. The nonlinear forces depend on the shape of the buoy, and hence the shape
can be optimised to leverage the nonlinear hydrodynamic forces and improve the
harvested energy. This topic is investigated in this dissertation.
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Chapter 2
Modeling of the Wave Energy
Converters
2.1 Hydrodynamic Models of WECs
2.1.1 Linear Hydrodynamic model
The research about the extraction of weave energy starts from mid of 1970s by Budal
[51] and Salter [50]. In recent years there have seen a large amount of applications,
as reviewed in Falnes’s [47] and Ringwood’s review paper [52]. The typical linear
dynamic equations of motion for a floater of mass m can be described as equation 2.1
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according to Falnes’s book [25], Ringwood and Korde’s control theory [70].
mx¨ = fe + fr + fs + u (2.1)
Where, fe is the excitation force given from the incoming wave around the immersed
surface. For a spectrum of incoming waves with n different frequencies, each frequency
components of the wave spectrum contains the wave amplitude Ai and the wave
frequency ωi. The excitation force coefficient Fei and the phase shift from incoming
wave to excitation froce φi, where Fei and φi can be calculated using Nemoh from the
input of a wetted surface mesh. The total excitation force fe can be expressed by the
following Fourier series:
fe(t) =
n∑
i=1
FeiAi sin (ωit+ φi) (2.2)
The radiation force, fr, is due to the radiated wave from motion of the floater. Which
can be expressed as in [71] and [70]:
fr(t) = −
∫ inf
0
hr(τ)x˙i(t− τ)dτ − µinf x¨ (2.3)
where hr is the radiation impulse response function, µinf is the added mass at infinity
frequency.
16
The hydrostatic force fs represent the spring-like characteristic of the interaction
motion between floater and water.
fs = fg − fb ≈ −kx (2.4)
where fg is the gravity force and fb present the buoyancy force. For a linear model,
the hydrostatic force can be approximately expressed as a spring term in the equation
of motion.
The radiation force fr can be described as a state space model, in which x¯r is a state
vector subject to [71].
˙¯xr = Ar~xr +Brx˙
fr = Cr~xr
(2.5)
The radiation matrices Ar, Br and Cr in 2.5 can be calculated by approximating the
impulse response function in the Laplace domain Hr(s) as following equation 2.6 [72],
Hr(S) =
pns
n + Pn−1sn−1 + ...+ p1s+ p0
qmsm + qm−1sm−1 + ...+ q1s+ q0
(2.6)
Where n < m.
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2.1.2 Control Based on Linear Model
Several control algorithms have been developed in the literature that search for
optimal/sub-optimal solution of the control of WECs. The frequency domain anal-
ysis of a heaving WEC device leads to the Complex Conjugate Control (C3) [25].
C3 provides a means to compute the optimal floating velocity, which will lead to the
optimal energy conversion. This C3, however, is not causal which means a prediction
for excitation force is needed for real time implementation. One implementation uses
a feed forward control assuming knowledge of the excitation force (wave) [73]. An-
other feedback implementation uses both the measurements and the wave prediction
data [28]. In all these C3 implementations, a prediction for future wave information
is necessary.
Constraints on the motion and the control force motivates researchers to look for
control algorithms in the time domain. In general, the solution of the constraint
optimization WEC problem is different from that from the unconstrained C3 case.
Multiple methods have been developed for the constrained problems. An adaptive
wave-by-wave control of a wave energy converter was developed, such that, the os-
cillating velocity closely matches the hydro-dynamically optimum for best energy
extraction [45]. This control requires the wave profile prediction using up-wave mea-
surements.
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A time-domain control algorithm that tracks both amplitude and phase from individ-
ual frequency components of the wave spectrum was develop in MTU by Abdelkhailk,
Robinett III and Jiajun [2]. The concept is essentially the same as the complex
conjugate control, yet it is a time domain feedback implementation. However, this
multi-resonant wide band controller, which decomposes the WEC control problem
into sub-problems, could results in high control force or unrealistic large motion in a
realistic wave environment. Large control force is needed when the resonant frequency
has a high amplitude in ocean wave spectrum due to its resonant concept.
2.1.3 Non-Linear Hydrodynamic Model
Mathematical models for WECs are an essential tool for device design, optimization,
control and management. The choice of an appropriate model depends on the specific
requirements demanded by the intended research project [61]. In particular, for the
design of a WEC device working in a realistic ocean wave environment with extreme
events and load studies, a non-linear hydrodynamic model is required to simulate the
motion and the energy extraction with expected accuracy [74].
One of the mathematical models of non-linear WEC problems is CFD approach using
continues meshing method [62]. Similar simulations have been tested by Penalba and
Ringwood [63]. This CFD approach requires large amount of computation time,
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because a new mesh is needed for every update of the propagation step.
A computational hydrodynamic model method was chosen to be implemented in the
proposed research. A typical non-linear computational hydrodynamic model of a
floater in inviscid flow can be expressed as 2.7
mξ¨(t) = Fg −
∫∫
S(t)
P (t)ndS + FPTO(t) (2.7)
In 2.7, m is the mass of the floater, ξ = (x, y, z) is the general displacement of the
floater from its equilibrium position, Fg is the gravity force, P is the pressure, n is
the normal vector to the surface, S(t) is the submerged surface, The pressure P is
obtained by applying Bernoulli’s equation [49]:
P (t) = −ρgz(t)− ρ∂φ(t)
∂t
− ρ |∇φ(t)|
2
2
(2.8)
Where, ρ is the water density, g the gravity acceleration, Pst = −ρgz is the hydrostatic
pressure and φ is the potential flow.
However, above format of non-linear hydrodynamic model 2.7 is not in a computation
efficient format. Giorgi and Ringwood [64] came up with a simplified format:
mξ¨ = FFKst + (FFKdy + FD) + FR + FPTO (2.9)
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Compare 2.1 with Eq. 2.9, terms in the linear model can be replaced with non-linear
term from the Froude-Krylov force: fs = FFKst , fe = FFKdy + FD. Regrading the
radiation force term fr = FR. Falnes [25], Clement and Ferrant [66] showed that the
nonlinearities of radiation and diffraction force are assumed to be negligible when
the device dimension is considerably smaller than the wave length. Meriguad et al.
[67] showed that the response of a heaving point absorber is mainly affected by the
nonlinear FK forces, while the nonlinear radiation and diffraction force have minor
effects on system dynamics. Validation of a nonlinear Fourde-Krylov model with
linear radiation and diffraction term was tested using a real wave tank by Gilloteaux
[68] and Guerinel et al. [67]. The nonlinear model shows a significant improvement of
accuracy with respect to a full-linear model and good agreement with experimental
measurements. Similar results were obtained by Giorgi and Ringwood [75]
An analytical solution of the nonlinear FK force was developed by Ringwood [65] for
WECs of simple geometries. The hydrodynamic model can be expressed as Eq. 2.9.
Where FFKst is the static Froude-Krylov force, given as the difference between the
gravity force and the Archimed force:
FFKst = Fg −
∫∫
S(t)
Pst(t)~ndS (2.10)
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FFKdy is the dynamic Froude-Krylov force:
FFKdy = −
∫∫
S(t)
Pdy(t)~ndS (2.11)
To solve for FFKst and FFKdy , the pressure P is required. Which can be obtained
using Airy’s wave theory for deep water waves:
P (x, z, t) = ρgaeχzcos(ωt− χx)− ρgz (2.12)
where x is the direction of wave propagation, z is the vertical direction (positive
upwards), a is the wave amplitude, χ = 2pi
λ
(λ the wave length) is the wave number
and ω is the wave frequency.
Giorgi developed a format to describe an axisymmetric geometry Fig. 2.1 with a fixed
vertical axis 2.13 [19]:
As shown in Fig. 2.1, the surface of an axisymmetric body can be described in
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(a) (b)
Figure 2.1: A axisymmetric heaving device with generic profile f(σ), 2.1(a)
shows the equilibrium position with the center of gravity at the still water
level (SWL) and the draft h0; 2.1(b) shows the free elevation η and the
device displacement zd after a time t
∗. The pressure is integrated over the
surface between σ1 and σ2
parametric cylindrical coordinates:
x(σ, θ) = f(σ)cosθ
y(σ, θ) = f(σ)sinθ
z(σ, θ) = σ
θ ∈ [0, 2pi) ∩ σ ∈ [σ1, σ2]
(2.13)
Where,
σ1 = zd(t)− h0
σ2 = η(t)
(2.14)
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The magnitude of the Froude-Krylov force in the vertical direction becomes:
FFK =
∫ 2pi
0
∫ σ2
σ1
P (x(σ, θ), z(σ, θ), t)f ′(σ)f(σ)dσdθ (2.15)
Substitute Eq. 2.8 into Eq. 2.15, a numerical equation of the nonlinear FK force is
expressed as:
FFK =
∫ 2pi
0
∫ σ2
σ1
(ρgaeχσcos(ωt− χf(σ)cosθ)− ρgσ)× f ′(σ)f(σ)dσdθ (2.16)
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Chapter 3
Multi resonant Feedback Control
of Heave Wave Energy Converters
This chapter presents a time-domain control algorithm that targets both amplitude
and phase through feedback that is constructed from individual frequency compo-
nents that comes from the spectral decomposition of the measurements signal. This
intuitive concept is essentially the same as the complex conjugate control (C3); yet
it is a time domain feedback implementation. The focus in this chapter is to show,
analytically and numerically, that the proposed control may provide a time-domain
implementation that approaches pure complex conjugate control. This chapter is
organized as follows. Section 3.1 describes the concept of the proposed multi reso-
nant feedback control. Section 3 describes a proportional derivative version of the
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multi resonant feedback control. Section 4 details the implementation of the spectral
decomposition step using fast Fourier transform, and Section 5 describes the imple-
mentation of the feedback control system. Section 6 presents the results of numerical
simulations and Section 7 is a discussion and insight on the obtained results.
3.1 Decomposition of the WEC Control Problem
This chapter 3 assumes a linear hydrodynamic model for the WEC. The simulator
used for testing also assumes a linear hydrodynamic model. For a heaving buoy, the
Cummins’ equation of motion is [76]:
(m+ a˜(∞))z¨ +
∫ ∞
0
hr(τ)z˙(t− τ)dτ + kz = fe + u (3.1)
where m is the buoy mass, a˜(∞) is the added mass at infinite frequency, z is the heave
position of the buoy’s center of mass with respect to the mean water level, k is the
hydrostatic stiffness due to buoyancy, u is the control force, fe is the excitation force,
and hr is the radiation force term (radiation kernel). The second term in equation
3.1 is affected by the present as well as past oscillations.
Consider the simple case of a regular wave where the excitation force has only one
frequency (ωi); in such case it is possible to show that the radiation term can be
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quantified using an added mass and a radiation damping term, each being considered
constant at frequency ωi only [49]. The equation of motion for this simple case
becomes:
(m+ a˜i)z¨ + ciz˙i + kzi = fei + ui (3.2)
Where a˜i and ci are constants for a given exciting frequency. The excitation force in
this case is:
fei = Aei sin(ωit+ φi) (3.3)
If we assume no control, the system input-output transfer function in the Laplace
domain becomes:
Gi(s) ≡ Zi(s)
Fei(s)
=
1
(m+ a˜i)s2 + cis+ k
(3.4)
Where Zi(s) and Fei(s) are the Laplace transforms of zi(t) and fei(t) respectively.
Using this transfer function we can add a feedback control that uses measurements of
the buoy’s position and velocity. Let the controller transfer function in the Laplace
domain be Di(s), the the block diagram for this WEC control system can be con-
structed as shown in Figure 3.1.
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Figure 3.1: Block diagram of a WEC control system of a single frequency
regular wave
Let Hi(s) be the closed loop system transfer function in the Laplace domain; hence
Hi(s) ≡ Zi(s)
Fei(s)
=
Gi(s)
1−Di(s)Gi(s) (3.5)
The exciting force fe for a practical converter in a realistic wave is band-limited (ap-
proaching zero at high frequencies) [49], and can be assumed as a linear superposition
of N different exciting forces at different frequencies [77], that is:
fe =
N∑
i=1
fei =
N∑
i=1
Aei sin(ωit+ φi) (3.6)
In the case of a real wave, then, there will be N transfer functions Gi(s) because each
frequency has its own value of ci and a˜i. In other words, the system reacts differently
to different input frequencies, and hence a different transfer function is needed for
each input frequency. This can be represented by the block diagram shown in Figure
3.2. The resultant buoy motion will be the combined motion of the individually
computed motions; that is the buoy position z(t) is the summation of all individually
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computed positions zi(t).
Figure 3.2: Block diagram of the decomposed WEC control system
Implicit in this treatment is the assumption that each block Gi-Di responds to the
particular frequency ωi only. That is, the overall converter response is modeled as
a linear superposition of multiple blocks Gi(s)δ(siωi), where δ(siωi) represents the
Dirac delta function centered at ωi. In the limit as N → ∞, one expects that such
a superposition would provide a close approximation to the true converter response
[77].
Figure 3.2 shows a control strategy that designs a separate controller for each fre-
quency in the spectrum. This strategy can be implemented if it is possible to measure
(or estimate) the position and velocity components associated with each frequency.
This can be achieved using a Fast Fourier Transform (FFT) approach, and it will be
discussed in detail in Sections 3.3 and 3.4. For now, let us assume that it is possible to
extract the individual positions zi(t) given the buoy position z(t) and the individual
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velocities z˙i(t) given the buoy velocity z˙(t). Then the system block diagram can be
presented as shown in Figure 3.3. In Figure 3.3 the individual transfer functions Gi
represent the system’s hydrodynamics and are all gathered in one dotted box labeled
”Hydrodynamic Model”; similarly all the individual controllers Di are gathered in a
dotted box called ”Controller”.
Figure 3.3: Block diagram of the WEC multi resonant control system
In implementing this controller, the summation of all the individual controllers is
computed and it is the control that gets applied to the system. Hence:
U(s) =
N∑
i=1
Ui(s) =
N∑
i=1
Di(s)Zi(s) (3.7)
We can also combine all the individual excitation forces Fei in the total excitation
force Fe, and the resulting block diagram for the system becomes as shown in Figure
3.4. In Figure 3.4 the system hydrodynamic transfer functions Gi are gathered in
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block called ”Model”. The WEC control problem is to design the controller D(s);
Figure 3.4: Block diagram of the proposed feedback WEC control system
the design criteria considered in this chapter 3 is to maximize the energy extraction.
In summary, the WEC control problem is decomposed into N control sub-problems,
as illustrated in Figure 3.2. In this case, N different controls, Di(s), are designed.
Using a proportional derivative control, two control gains are to be designed for
each individual controller Di. One advantage of this approach is that the input is a
single-frequency for each sub-problem and hence eliminating the need to evaluate a
convolution integral. The other advantage is that each controller Di can be optimized
independently from other controllers to its input frequency.
3.2 Proportional Derivative Approximation for C3
The control approach presented in Section 3.1 can be used to approximate the well
known complex conjugate control (C3) [78]. In the C3, the WEC velocity is in phase
with the excitation force and the control impedance is equal to the complex conjugate
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of the mechanical impedance. This section considers an implementation based on N
Proportional-Derivative controllers, where each of them is tuned according to its in-
dividual exciting force frequency. Proportional-Integral-Derivative (PID) control has
been used for WEC control as in [39, 79]. Note that in practice this implementation
will be achieved using a combination of actuators and power amplifiers. The gains
kpi and kdi are representative of the combined effect of the hardware and the software
settings.
For each of the control sub-problems described in Section 3.1, the PD controller has
the form:
Di(s) = −kpi − kdis (3.8)
The dynamic system for this sub-problem can then be written as:
(m+ a˜i)z¨i + ciz˙i + kzi = fe − kpizi − kdiz˙i (3.9)
∴ (m+ a˜i)z¨i + (ci + kdi)z˙i + (k + kpi)zi = fe ≡ Aeisin(ωit+ φi) (3.10)
For the system described in Equation 3.10, the velocity z˙i will be in resonance with
the excitation force fei if the following condition is satisfied:
ωni ≡
√
k + kpi
m+ a˜i
= ωi (3.11)
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Let m¯i = m+ a˜i, then the proportional gain is:
kpi = ω
2
i ∗ m¯i − k (3.12)
For maximum useful energy, the complex conjugate control implies that the real part
of the control impedance is equal to the real part of the mechanical impedance [80];
hence the derivative control gain is selected to be:
kdi = ci (3.13)
The above control is here referred to as PD Complex Conjugate Control (PDC3).
It is possible to show analytically that the PDC3 is equivalent to the C3 as follows.
Consider a regular wave with a single frequency, for which the buoy equation of motion
is given in equation 3.2. The C3, uc3, is defined as:
uc3i = (m+ a˜i)z¨i + kzi − ciz˙i (3.14)
Substituting the excitation force (fei = Aei sin(ωit)) and the control uc3i into the
equation of motion (equation 3.2), then the solution of equation 3.2 becomes:
z˙i =
Aei
2ci
sin(ωit) (3.15)
∴ zi =
−Aei
2ciωi
cos(ωit) (3.16)
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Substituting equation 3.15 and 3.16 into equation 3.14, we get:
uc3i = (m+ a˜i)
Aeiω
2ci
cos(ωt) + k
−Aei
2ciωi
cos(ωt)− ciAei
2ci
sin(ωit)
=
Aei
2ci
cos(ωit)
(
ωi(m+ a˜i)− k
ωi
)
− Aei
2
sin(ωit)
(3.17)
The PDC3 control, uPDC3, is defined in equation 3.8. Substituting equation3.15 and
equation 3.16 into equation 3.8,we get:
uPDC3i = kpi
Aei
2ciωi
cos(ωit)− kdiAei
2ci
sin(ωit) (3.18)
Comparing the terms in both uPDC3i and uC3i (equation 3.17 and 3.18). We get:
kpi
ωi
=
(
ωi(m+ a˜i)− k
ωi
)
⇒ kpi = ω2i (m+ a˜i)− k (3.19)
kdi = ci (3.20)
Equation 3.19 and 3.20 are identical to the kpi and kdi expressions computed in
equation 3.12 and 3.13, which confimrs that both controllers would generate the same
motion described by equation 3.15 and 3.16 and hence both controllers are equivalent.
Generalizing this analysis from a single frequency case to a multi-frequency case is
straightforward.
To completely design this PDC3 control, it is required to know the stiffness coefficient
34
k, the added mass a˜i, the damping coefficient ci, and the frequencies of the excita-
tion force ωi, ∀i. The frequencies of the excitation force are unknown. However, the
steady state response of a system to a sinusoidal input has the same frequency as
the input frequency [81]. Hence, both zi in the steady state and fei have the same
frequency. In the proposed feedback control system, the device response z(t) is mea-
sured. By extracting the frequencies in z(t), one can determine the frequencies of
the excitation force and use them to update the controller gains in near-real time
(Fourier transformation uses data from the past and has no predictive element. It
can be assumed that the frequency-phase-amplitude combination is slowly varying,
hence the near-real time.)
In this study, the Matlab Fast Fourier Transform (FFT) function is used to extract
the frequencies of z(t). The accuracy of the obtained frequencies, amplitudes, and
phases need to be controlled to guarantee good performance for the proposed PDC3
control. The following section describes the FFT implementation used to generate
the results in this chapter. Any other signal processing approach can be used for the
same purpose.
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3.2.1 Stability of the Proposed Proportional Derivative Con-
trol
This section addresses the stability of the PDC3 control proposed in 3.1. Consider the
block diagram in Figure 3.3. There are N controls Di,i = 1...N . Each controller Di is
basically a feedback control for the system Gi. From the block diagram in Figure 3.3,
it can be seen that if all the subsystems (Gi and Di,∀i = 1...N) are stable then the
overall system is stable. In other words, if the output from each subsystem is bounded
then the linear summation of all the outputs is also bounded. Hence, the stability
problem of the system reduces to finding the stability conditions for the subsystem
(Gi and Di) for arbitrary i. The subsystem open loop transfer function Gimath is a
second order transfer function as shown in equation 3.2. The PD controller is defined
in equation 3.8. The closed loop system equation of motion is given in equation 3.10,
for which the characteristic equations is:
(
(m+ a˜i)s
2 + (ci + kdi)s+ (k + kpi)
)
Zi(s) = 0 (3.21)
A Routh stability analysis for the system given in equation 3.21 yields that this system
is stable if k + kpi > 0 and ci + kdi > 0. From equation 3.12, we can write:
k + kpi = ω
2
i m¯i > 0 (3.22)
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Also, equation 3.13 shows that kdi = ci, which is always a positive damping coefficient.
We can conclude that for the proposed PDC3, any arbitrary subsystem is stable and
hence the overall system is stable. The above stability analysis does not take into
consideration model uncertainties.
Consider a continuous disturbance force on the buoy. In Figure 3.1, a disturbance
on the buoy would not be different from the wave excitation force, from the buoy
prospective. In other words, the proposed PDC3 controller would take advantage
of any external force to further increase the energy absorption in the same way the
controller reacts to the excitation force. A disturbance force affects the buoy motion
z and the frequencies of the buoy motion are extracted whether they are caused by
wave excitation force or disturbance force or both. The PDC3 controller will then try
to resonate with these frequencies to maximize the energy absorption.
3.3 Feedback Signal Processing
The Matlab FFT function when tested on a numerical WEC case study for a regular
wave did not produce accurate predictions for the amplitudes and phases that com-
prise the buoy position signal, even when assuming perfect measurements for the buoy
position. One reason for this inaccuracy is the leakage error which is the error in am-
plitude and frequency that occurs due to the non-periodicity of the measured signal in
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the sample interval. Leakage is probably the most common and most serious digital
signal processing error. Time weighting functions, called windows, are usually used
to better satisfy the periodicity requirement of FFT [82, 83]. These windows weight
heavily the beginning and end of the sample to zero, while the middle of the sample
is heavily weighted towards unity. There is a variety of windows; in this chapter the
Hanning window is used. The Hanning window is a cosine bell shaped weighting; this
window type can have amplitude errors but it is most useful for searching operations
where good frequency resolution is needed [84]. The sample data period size should
be selected so as to reduce the errors. There is a trade-off between a smaller sample
data period size, which may result in only frequencies of the window function, and a
larger sample data period size, which may not track the change of buoy’s oscillation
[85]. An important step is to find a good size for the sample period. In section 3.6
a period of a 6T to 8T (T is the period of incoming wave) is selected as suggested
in [86] and also based on several simulations. The sampling rate used in FFT is 100
Hz. To further reduce the error in the obtained amplitudes and phases, an optimiza-
tion step is carried out before applying the control. The optimization objective is
to minimize the error between the measured position and velocity signals and the
predicted position and velocity signals from the FFT. The optimization variables are
the amplitudes and phases. Let ωˆi, φˆi, and ζˆi be the estimated frequencies, phases,
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and amplitudes, ∀i = 1...N , then:
zˆ =
N∑
i=1
ζˆicos
(
ωˆit+ φˆi
)
(3.23)
and
ˆ˙z =
N∑
i=1
−ωˆiζˆisin
(
ωˆit+ φˆi
)
(3.24)
The optimization objective function can be written as:
J =
w1
w1 + w2
(z − zˆ)2 + w2
w1 + w2
(z˙ − ˆ˙z)2 (3.25)
where w1 and w2 are weight factors. In this chapter, the ranges for the amplitudes is
assumed as:
0.98 ≤ ζopt
ζˆi
≤ 1.1 (3.26)
where ζopt is the optimal amplitude. Also a range is assumed for the phase as:
− pi
8
≤ φiopt − φˆi ≤ pi
8
(3.27)
where φiopt is the optimal phase. So, for estimated values of ζˆi and φˆi, ranges for
these two variables are set according to Equations 3.26 and 3.27.
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3.4 Implementation of the PDC3
Section 3.1 explained the concept of decomposing the WEC control problem and sec-
tion 3.2 explained how to use that concept in developing a feedback control strategy
that produces a complex conjugate control. This section describes how this feedback
control strategy is implemented. The proposed control strategy is an adaptive feed-
back controller which utilizes only the measured buoy position and velocity; there
is no data required about the excitation force or the waves. Hence, we are not de-
composing the excitation force into its components as might be inferred from Figure
3.2. Figure 3.2 only explains the concept of exploiting the linearity (and principle
of superposition) of the system to generate the proposed control. The PDC3 control
implementation block diagram is shown in Figure 3.4. As shown in Figure 3.4, the
system output is decomposed into its components and the individual controls are
computed. These individual components are then added up to get the control force
that is actually applied to the system. This system is simulated in Matlab and the
results are detailed in section 3.5.
In fact the block diagram shown in Figure 3.2 can be implemented if the excitation
force is well known. This can be used in simulations - as another implementation
- to verify the accuracy of the FFT processing used in the PDC3. When assuming
that the excitation force is well known, the proposed control will be referred to as
40
”PDC3 Theoretical”. In this ”PDC3 Theoretical” implementation, the excitation
force frequencies are known; each component of the excitation force is propagated
using its own Gi(s); no FFT step is needed since the frequencies are known and
the amplitudes of the position and velocities are directly read from the individual
propagators. This implementation is also simulated and the results are presented in
section 3.5. The ”PDC3 Theoretical” is considered as an upper limit for the PDC3.
In implementing the PDC3, it is assumed that we have only four frequencies for the
controller; that is N = 4 in the controller. This number is chosen as some studies have
shown that three to four frequencies usually capture most of the energy in most wave
spectra [87]. The number of controller frequencies, however, is a parameter that is
selected at the beginning of the simulation; it can be tuned. In the simpler simulation
cases presented in this chapter where it is assumed that the input excitation force has
only three frequencies, we assumed that the controller has only three frequencies; for
the Bretshneider wave we assumed the controller has four frequencies. As the wave
conditions change, the controller will always look for the four frequencies with highest
amplitudes (most significant). Hence if a frequency is added and it is among the top
four frequencies in terms of the amplitudes then it will be captured. Similarly if a
frequency disappears, the next frequency will be captured instead of the disappeared
one. Once the frequencies are captured, the controller gains are updated based on
the new captured frequencies.
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3.5 Numerical Results
A spherical buoy is assumed of radius of 1 m. The equilibrium level is such that half
of the sphere is submerged. The mass of the sphere in this case is 2.0944×103kg. The
corresponding added mass at infinte frequency is 1.1253×103kg. A regular excitation
force is assumed with a frequency of 2pi
3
.
Two implementations for the PDC3 are presented in this section. The first imple-
mentation assumes perfect knowledge of the excitation force and its frequencies, am-
plitudes and phases (here referred to as PDC3 Theoretical). The second implements
FFT with window and optimization as detailed in Section 3.3 to extract the frequen-
cies, amplitudes and phases of the measured buoy position, assuming no knowledge
is available about the excitation force nor the wave (this implementation is referred
to as PDC3). Both implementations are compared to the complex conjugate control.
Figure 3.5(a) shows the simulated control for both the PDC3 and the PDC3 The-
oretical as well as the C3. Both PDC3 and PDC3 Theoretical are almost identical
which indicates that the FFT processing resulted in an accurate estimation for the
frequencies, amplitudes, and phases. Both controls are also very close to the C3. The
corresponding extracted energy is shown in Figure 3.5(b), for the PDC3, the PDC3
Theoretical, and the C3. The energy from PDC3 is almost identical to the energy
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(a) Control Force
(b) Extracted Energy
Figure 3.5: Simulation for both actual and Theoretical PDC3 control:
Control and Energy
from the PDC3 Theoretical, while both are slightly off from the C3 energy. The
position and velocity of the buoy for this case are shown in Figure 3.6. Shown also
in Figure 3.6(b) is the scaled excitation force to emphasize that the resulting control
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puts the buoy velocity in phase with the excitation force as predicted by the C3.
(a) Position of The Buoy
(b) Velocity of The Buoy
Figure 3.6: Simulation for both actual and theoretical PDC3 control: Po-
sition and Velocity
The same device was simulated assuming an incident wave with three frequencies. The
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wave periods are 1.5, 2, and 3 seconds. The corresponding amplitudes of these wave
are 0.05, 0.05, and 0.1 m, respectively. These values generate a small motion for which
the linear model remains valid. Figure 3.7 shows the energy using the PDC3 and the
Theoretical PDC3 compared to the C3. To emphasize the optimality of the PDC3
approach, a fourth curve is plotted to represent the analytical PDC3. The analytical
PDC3 energy is computed based on the analytic formulae for the control and velocity
given in equation 3.18 and 3.15 , respectively. Figure 3.7(a) shows the full history of
simulation and Figure 3.7(b) zooms on the steady state part only. Note that the C3
curve is valid only in the steady state part. Hence, for the sake of comparison with the
PDC3, the C3 calculations started only in the steady state part and it is initialized
with an energy level equal to that computed using the PDC3 FFT at time t = 120
seconds (beginning of the C3 calculations). More about this point is discussed in
Section 3.6. It can seen from Figure 3.7 that the analytic PDC3 line almost coincides
with the C3 line. The PDC3 theoretical assumes perfect decomposition of the output
signal yet using numerical integrator for the system differential equations is slightly
off. The PDC3 FFT adds another source of error due to the efficiency of the signal
decomposition.
The same device was simulated on a more realistic case where the wave is assumed
to have a Bretshneider spectrum, with a significant wave height of 0.035 m and
peak period of 6.28319 seconds. The Bretshneider spectrum wave is sampled at 257
frequencies for simulation, as shown in Figure 3.8.
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(a) Full history of simulation
(b) Steady state part only
Figure 3.7: Simulation for both PDC3, Theoretical PDC3, analytical
PDC3, and C3 for a 3-frequency excitation force
NEMOH, a boundary element numerical software tool [88, 89], was used to generate
the excitation force coefficients for the given buoy shape. The excitation force is then
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Figure 3.8: Bretshneider spectrum
computed as follows:
Fe =
32∑
i=1
<(feiζieiωit+φi) (3.28)
where Fe is the excitation force, fei is the excitation force coefficient for the frequency
ωi, ζi and φi are the amplitude and phase of frequency ωi, respectively, and <(x) is
the real part of x. This excitation force Fe is then used to simulate the force on the
buoy.
As can be seen from Figure 3.9, the PDC3 energy capture is close to that of the C3
solution. The C3 is a steady state solution, so it is implemented only starting at time
1350 seconds when the PDC3 system has become close to a steady state so that we
can compare the two solutions. Also, at the time of 1350 seconds the energy absorbed
of the C3 is reset to the same value as that of the PDC3, for comparison purpose. In
this simulation, the control time step of the PDC3 is set to 0.2 seconds.
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(a) Full history of simulation
(b) Steady state part only
Figure 3.9: Simulation of Bretshneider wave for PDC3, C3 for a 4 Domi-
nant frequencies, C3 for All frequencies
The same device was simulated using an Ochi-Hubble wave spectrum, with a sig-
nificant wave height of 0.01 m and peak period of 6.28319 seconds. The two peak
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frequencies of the spectrum are at 0.78 rad/s and 1.3 rad/s. The Ochi-Hubble spec-
trum wave is sampled at 25 frequencies, picked in the range of 0.2 to 3 rad/s, as
shown in Figure 3.10.
Figure 3.10: Ochi-Hubble spectrum
As can be seen from Figure 3.11, the C3 solution using all the frequencies is about the
same as the C3 using only seven frequencies. The PDC3 energy capture is close to
that of the C3 solution. The C3 is a steady state solution, so it is implemented only
starting at time 2200 seconds when the PDC3 system has become close to a steady
state so that we can compare the two solutions. Also, at the time of 2200 seconds
the energy absorbed of the C3 is reset to the same value as that of the PDC3, for
comparison purpose. In this simulation, the control time step of the PDC3 is set to
0.1 seconds.
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(a) Full history of simulation
(b) Steady state part only
Figure 3.11: Simulation of Ochi-Hubble wave for PDC3, C3 for a 7 Dom-
inant frequencies, C3 for All frequencies
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3.6 Discussion
The proposed multi-resonant control strategy in this chapter can be thought of as a
way to approach complex conjugate control using feedback only; up to the accuracy
of extracting the frequencies, amplitudes, and phases from the output. One main
difference is that the complex conjugate control is a steady state solution while the
proposed PDC3 works for both steady state and transient response. For the regular
wave, the slight difference in energy extraction between the PDC3 and the C3 can
be attributed to numerical errors. Specifically, the PDC3 (and PDC3 Theoretical)
is a feedback control where the buoy height and velocity are numerically simulated
and used for feedback. Any error in the numerical integration of the differential
equations would affect the control and hence the propagation of the states; as a
result this numerical error gradually accumulates over time. This type of numerical
error does not affect the C3 since it is not a feedback control; hence the control is
computed as a function of time, independent from the state propagation and hence
it is free of propagation numerical errors. The analytic PDC3 also does not have
numerical integration for the equation of motion. Also, the way the coefficients ci
are computed are via interpolation from a table at the different frequencies that are
extracted from the FFT. So, any error due to resolution error in the FFT or in
the interpolation will reflect on the corresponding ci value which directly impacts
the kdi controller gain in the PDC3 and PDC3 Theoretical. Since the control is
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used to propagate the states numerically in the PDC3 and PDC3 Theoretical, these
errors accumulate in time domain; whereas in the C3 the control does not need the
numerical propagation of the states. This explains why the difference between the
C3 and the PDC3 increases over time. To further show this effect, figures 3.12 and
3.13 compare the PDC3 and the C3 for three different integration time steps of the
PDC3. As can be seen from figures 3.12 and 3.13, as the time step gets smaller the
difference between the PDC3 and the C3 gets smaller as well. In the test case when
a Bretschneider wave is used, there is another reason which can cause a difference
between the PDC3 and C3 solutions. The C3 is a steady state solution which means
that if the system is not in a steady state the energy absorption estimated by the
C3 is not accurate. In the Bretschneider wave case, the frequencies change and the
controller tracks these changing frequencies and hence the steady state is likely to be
disturbed on a continuous basis. For panchromatic waves, T is the significant peak
period. The spectral envelope is assumed stationary in this section. At the time the
control is applied, the controller gains are computed based on data collected over
a period of 6T − −8T that ends at the current time. The data is used to get an
estimate for the excitation force frequencies at the current time only. If the buoy
motion frequencies do not change over the 8T period, then the PDC3 is expected to
match the C3 solution. When the frequencies change during the 8T period, however,
there will be a difference between the PDC3 and the C3; there is two aspects about
this case. First, when the frequencies change over the 8T period, the FFT tool may
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(a) Control Force
(b) Extracted Energy
Figure 3.12: Control and Energy: as the time step gets smaller the differ-
ence between the PDC3 and the C3 gets smaller
not capture accurate frequencies that match that of the excitation force, due to the
picket fence effect; and hence this is a source of error. Second, as mentioned above, the
C3 solution is a steady state solution which means that when the frequencies change
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(a) Velocity of The Buoy
(b) Position of The Buoy
Figure 3.13: Position and Velocity: as the time step gets smaller the
difference between the PDC3 and the C3 gets smaller
during the 8T period, a transient response is expected and the C3 calculations are
not applicable in this case. The PDC3 tries to minimize the impact of this rapid
frequency change on the system performance through the square error minimization
54
step. The simulations presented in this section highlights that there is always a
difference between the PDC3 and C3; and one reason for this difference is the rapid
frequency change. Again the C3 solution is not correct in that case. The fact that
the C3 strategy is a steady state solution is the reason Figures 3.7 has presented the
comparison between the C3 and the PDC3 only during the steady state part. As
shown in Figures 3.7, the PDC3 still works in the transient part and its performance
is not very different from its performance in the steady state; yet it is not possible
to compare it to C3. As discussed in Section 3.3, a time window of 6T to 8T is
allowed before applying the control; this is shown in Figure 3.7(a). During a WEC
operation the frequencies change over time; when this change happens the FFT will
be in a transient phase and the PDC3 is expected not to generate the same amount of
energy as in the steady state mode. However when this change in frequency occurs,
the buoy runs into a transient phase in which the C3 method also is not guaranteed
to be optimal. In such a real seaway this frequency change is occurring constantly
and the rate and amount of change are unknown at any given time unless time-series
prediction or deterministic prediction are used [45, 46]. The PDC3 still poses a good
performance during transient response periods using only a feedback control strategy.
The PDC3 control is equivalent to the C3 in terms of the required reactive power.
This can be attributed to the fact that both controls are designed to resonate the
system with the excitation force. The PDC3 has two components: a proportional
(stiffness) control and a derivative (damping) control. The stiffness part of the control
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generates the reactive power. This stiffness part is designed to resonate the velocity
with the excitation force; which is the same criterion used in designing the C3 control.
Figure 3.14 shows the power in the PDC3 due to the stiffness control only and the C3
reactive power; the reactive powers in both controllers are essentially the same given
the numerical error in the PDC3. This conclusion can also be confirmed analytically
if we compare the reactive power terms in both the uc3 and the uPDC3. The cosine
terms in equation 3.17 and 3.18 are the reactive power terms of the uc3 and the uPDC3,
respectively, and both terms are equal.
Figure 3.14: Reactive power for both the C3 and the PDC3
The PDC3 control strategy is a feedback control strategy that requires measuring the
buoy position and velocity. So, sensors for both position measurement and velocity
measurement are needed for implementing this control strategy. No prediction for
the wave or excitation force is needed in the PDC3; yet the extracted energy is very
close to that of the C3 in the numerical test cases presented in this chapter. The
key is that the FFT (or any other filter) should be able to accurately identify the
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frequencies in the measured signal of the buoy position, as well as their amplitudes
and phases. The number of extracted frequencies N dictates the optimality of the
obtained solution.
The computational cost of the PDC3 algorithm is mainly due to the signal processing
part since the control itself is a simple feedback logic. The signal processing part is
conducted in this chapter using FFT; the FFT might not be the most computationally
efficient method to extract the frequencies but it is used in this chapter to introduce
the concept of PDC3 as a new control logic for WECs. Future work will investigate
the most computationally efficient way of carrying out the signal processing part. For
comparison, consider the recent WEC real-time controllers presented in [44] and [30].
In [44] the controller tunes the oscillation of the system such that it is always in phase
with the wave excitation. The controller is tuned based on a harmonic approxima-
tion of the wave excitation force that is function of a single instantaneous frequency,
amplitude, and phase. Specifically, the approach consists of the generation of a ref-
erence velocity, from knowledge of the current wave excitation force acting on the
system, and then imposition of such velocity through a feedback control. Reference
[44] did not discuss the computational cost of their method but it is clear that it also
consists of two parts; the first part is the estimation of the excitation force in which
an extended Kalman filter is used. The main advantage of the single instantaneous
frequency approach presented in [44], however, is that the excitation force is assumed
to have only one time-varying frequency. Reference [30] presents a procedure for the
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optimization of the control using a model-predictive control approach. It repeatedly
solves the optimization problem online in order to compute the optimal control on
a receding horizon. The wave excitation force is predicted by use of an augmented
Kalman filter based on a damped harmonic oscillator model of the wave process.
Reference [30] did not discuss the computational cost of this method; but it is clear
that it has two relatively computationally intense steps: the online optimization in
the model predictive control calculations and the augmented Kalman filter step.
The size of the FFT depends on the complexity of the case study. For the Bretschnei-
der case with 257 frequencies, the FFT size is 120; that is FFT is set to capture 120
frequencies. The FFT spectrum is discrete, it estimates the spectral level at specific
frequencies, which are determined independently from the signal. As a result, peaks
in the true spectrum may lie between the FFT frequencies. This is known as the
Picket Fence Effect (PFE). Some references in the literature show how to eliminate
the PFE using windowing such as reference [86] in which formulae are derived that
compute the tones frequencies and amplitudes. Also reference [90] shows how to use
windowing to reduce the PFE and presents strategies for selecting the windowing
type depending on the signal content. For instance for a signal content that has sine
wave or a combination of sine waves, Hanning windowing is recommended, which
is adopted in this chapter. In this chapter, to reduce the error due to the PFE,
an optimization step is carried out after extracting the frequencies, amplitudes, and
phases, as detailed in Section 3.3. It is also noted that using a high sampling rate
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reduces the PFE. This chapter has implemented the FFT approach to extract the
frequencies and their amplitudes from the measured signal, but FFT is not the only
way to carry out this signal processing task. In future work, this PDC3 approach will
be extended to multi-degrees-of-freedom WECs and other signal processing methods
will be investigated.
Finally, the C3 may result in a motion that exceeds the limits on displacement. There
are several techniques in the literature that address the problem of constrained control
such that the buoy remains within an acceptable range of displacement all of the
time. This chapter does not address this issue. The focus is on proving the concept
of PDC3 and comparing it with the C3; for comparison with C3 all constraints had to
be removed. It is to be noted here that in the simulations conducted in this chapter,
the wave conditions we studied were deliberately chosen such that the body remains
within a reasonable range of displacement, as shown in Figures 3.6(a) and 3.13(b).
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Chapter 4
Hydrodynamic Design and
Near-Optimal Control of a Small
Wave Energy Converter for Ocean
Measurement Applications
This chapter utilizes wave predictions based on incident up-wave measurements to
compute the feed-forward actuation force; which is shown to achieve near-optimal
relative heave oscillation. Performance of the system is tested through simulations
in a range of wave climates. Wave statistics for this purpose are obtained from
the site of a deployment for the instrument that forms the target application for
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the present design. Section 4.1 following this introduction briefly summarizes the
wave prediction approach used here. Section 4.2 discusses the present approach to
geometry optimization based on force compensation and effective radiation damping
maximization. Section 4.3 outlines the dynamic model for the buoy-submerged body
system, and evaluates the feed-forward control force. The calculations carried out
here are summarized in section 4.4. Principal results are discussed in section 4.5.
The chapter ends with a brief section stating the main conclusions from this study
(section 4.6).
4.1 Deterministic Wave Prediction
The approach used here is based on the formulation described in [91], [92], and devel-
oped further in [46]. Here the dynamics of wind-wave interactions over the free-surface
are ignored over the distance and time scales of interest. Hence, a linear kinematic
model relating the wave surface elevation η(x; t) at one point (time) and the wave sur-
face elevation at another point and another time may be sufficient. However, Fourier
transform-ability requires that the wave elevation η(x, t) → 0 as t → ±∞ [49], [93].
In practice, this limits application of the present approach to periods of wave activity
between periods when the sea is relatively calm. In [46] the distance separating the
point of measurement xA and the point of prediction xB was on the order of 1000m,
and an advancing time series of surface elevation spanning about 260s was used to
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predict the wave elevation at the device centroid about 30s into the future. The
prediction time was based on the heave radiation impulse response function for the
device (particularly the time at which it could be truncated without serious loss of
accuracy).
In deep water, for uni-directional wave propagation, a kinematic model relating the
wave elevation at point xA to that at point xB in the frequency domain can be
expressed as
η(xB; iω) = e
−ik(ω)dη(xA; iω) (4.1)
where k(ω) using the deep-water dispersion relation is
k(ω) =
|ω|ω
g
(4.2)
k(ω) has the same sign as ω. The wave elevation time history for predominantly uni-
directional waves may be obtained by a non-directional wave rider buoy. For most
realistic surface wave spectra over which a wave energy device operates, ω may be
expected to be within finite approximate limits ωl and ωh. Because surface waves
are dispersive, an impulsive excitation of the wave surface propagates over a range of
63
group velocities [vgmn, vgmx], where, for deep water,
vgmn =
1
2
(
g
ωmx
)
vgmx =
1
2
(
g
ωmn
)
(4.3)
Figure 4.1: Space-time diagram for real-ocean waves. This is used along
with the required prediction time to determine the distance and duration of
the up-wave measurement.
Figure 4.2: Comparison of computed wave elevation time domain history
at xB and predicted wave elevation history at xf .
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Figure 4.1 shows a space-time diagram relating the time-series length, prediction
time, prediction distance, and the group velocity range considered. The prediction at
xB using a measurement at xA can be obtained using an impulse response function
hl(t; d) where
hl(t; d) =
1
2pi
∫ ∞
−∞
e−ik(ω)deiωtdω (4.4)
hl(t; d) can be evaluated analytically as [58], [91], and [46] as
hl(t; d) =
1
4
√
2g
pid
[
cos
(
gt2
4d
)
+ sin
(
gt2
4d
)]
+
1
2
√
2g
pid
[
cos
(
gt2
4d
)
C
(
t
√
g
2pid
)]
+
1
2
√
2g
pid
[
sin
(
gt2
4d
)
S
(
t
√
g
2pid
)]
(4.5)
where C and S denote the two Fresnel integrals. Using a wave surface-elevation time-
series measurement at xA over [t−T, t] seconds, the surface elevation at xB = xA + d
at time t+ tp can be obtained using
η(xB; t+ tp) =
∫ T
0
hl(τ)η(xA; t− τ)dτ ; t > T
xB − xA = d = tPvgmx
T =
d
vgmn
− d
vgmx
(4.6)
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4.2 Geometry Optimization
Analysis software [94] is used to calculate the hydrodynamic coefficients of the pro-
posed wave energy converter system in heave motion. Geometry input files of the
floating buoy and reaction frame are defined separately to calculate hydrodynamic
interaction between two bodies. The floating buoy is defined as shown in upper part
of figure 4.8. Reaction frame is defined as two discs (spheres or hemispheres) con-
nected with a rigid rod as shown in lower parts of figures 4.3(a), 4.3(b), and 4.3(c).
The design with two discs is taken to be the baseline geometry design. Although a
number of geometries were examined, only the best three (in terms of the criteria
below) including the baseline are discussed here.
Preliminary evaluation is focused on total and relative exciting forces FTotal and
FRelative as defined in equation (4.7) and (4.8). First goal of geometry optimization is
to maximize relative exciting force and to minimize total exciting force simultaneously,
since high energy capture ratio and small mooring force are results of high relative
exciting force and low total exciting force. Results of exciting force evaluation for
three designs are shown in figures 4.4(a), 4.4(b), and 4.4(c).
|FTotal(iω)| = |Fft(iω) + Ffb(iω)| (4.7)
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|FRelative(iω)| = |Fft(iω)− Ffb(iω)| (4.8)
Another evaluation is focused on relative radiation damping Ri, defined as real part
of effective impedance (equation 4.15) under no constraint. Note that the maximum
energy captured is determined by the effective impedance on the relative heave
motion of the system. One goal of geometry optimization is to maximize the peak
value and the average value of the relative radiation damping simultaneously. A high
peak value for the relative radiation damping results in high energy capture ratio
at a certain frequency of the incoming wave. High average values of the relative
damping result in good energy capture over the whole incoming wave spectrum.
Cylindrical, spherical and hemispherical shapes with different dimensions (e.g. radius)
were evaluated. During geometry optimization, high weights were given to relative
radiation damping, as Ri represents the causal resistive part of PTO control force
in heave motion without constraint. High peak values of relative radiation damping
and high relative exciting force are found in shape designs with the same radius as
the floating buoy. High values of Ri and FRelative at low frequency are found con-
currently in spherical and hemispherical shape designs. As shown in Figures 4.5(a),
4.5(b), and 4.5(c), although the 2-spheres design shows better relative exciting force
over the frequency range of interest (Figure 4.4), the 2-hemispheres design has the
highest relative radiation damping coefficient at low frequencies, and generally higher
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(compared with the other two geometries) relative radiation damping over the whole
frequency range.
Energy capture simulations based on realistic year-long wave data at Martha’s Vine-
yard Coastal Observatory [1] were performed on the three proposed designs above.
The 2-hemispheres design with higher relative radiation damping coefficient results
in more energy capture under the same oscillation constraint conditions, (Figures 4.6,
4.7). The 2-spheres design with higher relative exciting force results in less control
force under the same oscillation constraint conditions (Figure 4.6(b)).
4.3 Dynamic Model
The approach below considers an axisymmetric omni-directional wave energy con-
verter based on relative heave oscillation of two bodies, though it should apply to
other devices with appropriate modifications. Figure 4.8 shows the starting/baseline
geometry for the device. The analysis below is summarized from [15], and is included
for completeness. In the simulations discussed in this work, radius of the cylinder
portion of the buoy R = 1.2 m, and the draft Dr = 1 m. The instrument frame is 3
m below the water surface.
For dynamic modeling purposes, it is found helpful to work in the frequency domain
at first, and then to use inverse Fourier transformation of the quantities of interest at
68
the end. Thus,
[Zt(iω) + ZL(iω)] vt(iω) + iω [Zc(iω)− ZL(iω)] vb(iω) = Fft(iω)
[Zc(iω)− ZL(iω)] vt(iω) + [Zb(iω) + ZL(iω)] vb(iω) = Ffb(iω) (4.9)
where the matrix elements are defined as,
Zt(iω) = iω [mt + at(∞) + at(ω)] + kt
iω
+ (cdt + bdt(ω))
Zb(iω) = iω [mb + ab(∞) + ab(ω)] + kb
iω
+ (cdb + bdb(ω))
Zc(iω) = iωac(ω) + bc(ω)
ZL(iω) = L(ω) +
N(ω)
iω
(4.10)
Where the letter m is used to denote in-air mass, with the subscripts t and b respec-
tively denoting the top and bottom bodies. bdt and bdb denote the frequency-variable
radiation damping for the two bodies, while at(∞) and ab(∞) denote the infinite-
frequency added masses for the two bodies and at(ω) and ab(ω) represent just the
frequency-dependent parts of the respective added masses. The letter k denotes stiff-
ness (hydrostatic for the floating buoy and mooring-related for the submerged body),
while cdt and cdb represent the linearized viscous damping coefficients. ac and bc denote
the frequency-variable added mass and radiation damping due to interaction between
the two bodies. ZL represents the load impedance applied by the power take-off on
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the relative oscillation. Following the approach of Falnes [20], it is possible to express
equation (4.9) as a scalar equation in terms of the relative velocity vr(iω),
vr(iω) = vt(iω)− vb(iω) (4.11)
by defining,
Z(iω) = Zt(iω) + Zb(iω) + 2Zc(iω) (4.12)
and
Fe(iω) =
Fft(iω) (Zb(iω) + Zc(iω))
Z(iω)
− Ffb(iω) (Zt(iω) + Zc(iω))
Z(iω)
(4.13)
It is seen that
vr(iω) =
Fe(iω)
Zi(iω) + ZL(iω)
(4.14)
where
Zi(iω) =
Z(iω)Zs(iω)− Z2c (iω)
Z(iω)
(4.15)
Details of the subsequent steps are provided in [46]. Following [20] and [46], the
relative velocity is found to be at the hydrodynamic optimum (i.e. providing best
power conversion) when
ZLnu(iω) = Z
∗
ni(iω) (4.16)
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which leads to
vro(iω) =
Fe(iω)
2Ri(ω)
(4.17)
where
Zni(iω) = Ri(ω) + iCi(ω) (4.18)
Ri(iω) and Ci(iω) are the resistive and reactive parts of the effective impedance
experienced by the relative velocity vr(iω). This can be verified by following the
steps in [46]. Oscillation constraints are applied by following the approach of Evans
[95] on the relative vr. In particular, Ri in equation (4.18) is replaced by Ri(ω)+Λr(ω)
where
Λr(ω) =
|Fe(iω)|
2βr(ω)
−Ri(ω) (4.19)
Zni(i]omega) is then amended as,
Zni(iω) = Ri(ω) + Λr(ω) + iCi(ω) (4.20)
The exciting forces in heave for the two bodies can be expressed in frequency domain
as
Fft(iω) = Hft(iω)η(xB; iω)
Ffb(iω) = Hfb(iω)η(xB; iω) (4.21)
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Hft(iω) and Hfb(iω) are the exciting force frequency response functions for the in-
dividual bodies (evaluated for unit incident wave amplitudes at their respective cen-
troids). η(xB; iω) denotes the incident free-surface elevation at the body centroid xB.
The effective heave force (acting on the relative oscillation vr, [20]) Fe(iω) can then
be expressed as
Fe(iω) = He(iω)η(xB; iω) (4.22)
The hydrodynamically optimum velocity can then be expressed as
vro(iω) =
He(iω)
2[Ri(ω) + Λr(ω)]
η(xB; iω) (4.23)
Taking the inverse Fourier transform of equation (4.23),
vro(t) =
∫ ∞
−∞
ho(τ)η(xB; t− τ)dτ (4.24)
where
ho(t) =
1
2pi
∫ ∞
−∞
He(iω)
2[Ri(ω) + Λr(ω)]
eiωtdω (4.25)
ho(t) is non-causal for the 2-body device in Figure 4.8. However, for t < 0, ho(t) can
be truncated as t→ −tT , where in the present case tT ≈ 30 s, implying that η(xB; t)
needs to be known at least 30 s ahead. With η(xB; t) predicted as summarized in
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section 4.1, the resistive and reactive control forces can be determined as,
Fl(t) =
∫ ∞
−∞
hri(τ)η(xB; t− τ)dτ
Fa(t) =
∫ ∞
−∞
hci(τ)η(xB; t− τ)dτ (4.26)
where
hri(t) =
1
2pi
∫ ∞
−∞
He(iω)
2
eiωtdω
hci(t) =
1
2pi
∫ ∞
−∞
He(iω)Ci(ω)
[2Ri(ω) + Λr(ω)]
eiωtdω (4.27)
To find the forces in the presence of oscillation constraints, Ri(ω) above is replaced
by Ri(ω) + Λ(ω). Note that these integrals in the present work are evaluated from
−tT to the present time t, and η(xB; t) is predicted tT beyond the present time t.
With and without the oscillation constraint present, the average power absorbed over
a time period [0, T ] can be found using
Pw =
1
T
∫ T
0
Fl(t)vro(t)dt (4.28)
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4.4 Calculations
The calculations were focused on a specific application where the requirement is to
provide a converted power amount higher then the operation power (on the order
of tens of watts) to a science instrument currently operating off Martha’s Vineyard,
Massachusetts, United States. The buoy was chosen to match the central surface
mooring in the Pioneer Array of the Ocean Observatories Initiative [96]. The geometry
optimization study of section 4.2 informed the design of the support framework for the
instrument. Wave data collected by the 12m node of the Martha’s Vineyard Coastal
Observatory (MVCO) of the Woods Hole Oceanographic Institution was used to test
the performance of the proposed designs in computer simulations[1]. Specifically,
the complete year-long wave data for 2015 was reviewed, and in order to obtain
reasonable performance bounds, the best and the weakest wave conditions in terms
of available wave energy were chosen for the simulations. The data is available in
terms of significant wave heights and dominant periods for both swell and wind-wave
components, leading to a bi-modal wave spectrum overall. Waves were assumed to be
largely long-crested for the site of deployment, though this assumption is not strictly
necessary in view of other recent work [97]. Simulations were carried out to map the
performance of the system on two time scales. First, the most energy-rich and energy-
poor significant wave height – dominant period (swell and wind waves) combinations
occurring each month of 2015 were chosen to sample the seasonal variations of the
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available energy. Second, to sample the hourly variations of energy, the best day
of the best month and the weakest day of the weakest month (in terms of energy
availability) were also chosen for simulation. Using the two reported significant wave
heights and two dominant periods (swells and wind seas) for each simulation test case,
10-minute long irregular wave records were generated using a standard 2-parameter
bimodal spectral formulation, as follows.
S(ω) =
2∑
i=1
131.5H2si
T 4eiω
5
exp
[
− 1054
(Teiω)4
]
(4.29)
where the contributions of swell and wind seas are added together as shown in equation
(4.29).
The wave surface elevation at (x, t) can be expressed as
η(x; t) =
N∑
n=1
M∑
m=1
<{A(ωn, θm)exp [−i (k(ωn)x− ωnt+ ϑn)]} (4.30)
where,
A(ωn) =
√
2S(ωn)∆ω (4.31)
and ϑn is a random phase angle ∈ [0, 2pi], with S(ωn) representing the spectral density
value at ωn. N = 512 was used in these calculations.
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The buoy dimensions and the reaction frame dimensions for these time-domain sim-
ulations are as shown in Figures 4.3(a) – 4.3(c). Recall that it is the relative heave
oscillation between the two bodies that is utilized for conversion, and that the in-
strument is housed within the framework supporting the reaction mass. Relative
oscillations are constrained to be less than the total separation between the buoy and
the reaction mass. To avoid iterative calculations and use of inequalities, the con-
straint is specified in terms of the buoy draft (i.e. αr = nDr, where n = 1, 2, 3, . . .)
so as to ensure that, (i) the swept-volume constraint is not exceeded, and (ii) the
greatest relative oscillation amplitude allowed by the constraint can be utilized for
power conversion. Results discussed here include the captured power variation for
the best wave conditions each month, weakest wave conditions each month, hourly
wave conditions on the best day of the best month, and hourly wave conditions on
the weakest day of the weakest month. As mentioned earlier, the complete year’s
data for 2015 was used to arrive at the chosen wave conditions. Finally, also included
are results showing the maximum control force requirement in each case above, and
the maximum displacement noted (i.e. relative displacement between the buoy and
the reaction frame) for each case simulated.
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4.5 Discussion
As indicated in section 4.6, the results discussed here span a range of wave condi-
tions sampled from the wave data reported at the site of deployment. Recall that
these results examine the performance with wave-by-wave near-optimal control. The
discussion below compares power capture performance of the three geometries for
the reaction frame (see section 4.2). The 2-disc reaction frame is referred to as the
baseline geometry.
Figures 4.9 and 4.10 show that, as expected, best wave conditions vary over the
year. In particular, in energy rich wave conditions, the significant wave heights can
sometimes exceed 3m, while in weaker wave conditions, significant wave heights can
be on the order of 0.2m. Therefore, the system hardware needs to be designed for a
wide range of operating conditions, to enable power conversion in the largest as well
as the smallest waves. In favorable wave conditions, 10-minute averages for converted
power show that over 7 kW average power can be converted by allowing the maximum
relative displacement between the bodies to exceed 1.5m. Note that the maximum
control forces shown in Figures 4.9(b) and 4.10(b) are just the parts of the control force
that require wave prediction (which includes the resistive load for power conversion
and the reactive load for cancelling the effect of the frequency-variable added masses
of the two bodies). The part not requiring prediction is the reactive force required to
77
cancel the contributions of the rest masses and the infinite-frequency added masses of
the two bodies and the hydrostatic stiffness of the buoy. The total maximum control
forces can exceed 300 kN in the very large waves. Figures 4.9(a) and 4.10(a) show
that even in the months with overall weaker wave climates, close to 500 W can be
converted during parts of a day.
Figures 4.11 and 4.12 for the least favorable wave conditions show that the 10-minute
average power conversion enabled by the wave-by-wave near-optimal control can at
times drop to less than 70W (10-minute average). The relative displacement am-
plitudes and control force magnitudes are also considerably smaller. Therefore, the
control system enabling near-optimal performance appears necessary in periods of low
wave activity at the present site. Further, given the large variance between the best
and the worst wave conditions, the actuator/power take-off also needs to be capable
of operating efficiently over a wide range of force, stroke, and power requirements.
The set of figures 4.6–4.7 compare performance with three geometries. It is found
that the reaction mass with two hemispheres provides the best performance overall
in terms of greater capture, but in general also requires a greater non-causal control
force. On the other hand, the 2-sphere reaction mass provides comparable or slightly
less efficient power capture performance but requires a smaller non-causal control
force. Given the small size of the bodies, wave diffraction effects are small, and the
Froude-Krylov force component (due to incident wave potential alone) dominates. It
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can intuitively be seen that the net downward component of the Froude-Krylov force
is greater for the 2-hemisphere design (relative to the 2-disc body), thus providing
better force compensation, and leading to greater effective radiation damping, which
enables greater power conversion from the relative oscillation at impedance matching
under oscillation constraints. The non-causal control force requirement is greater be-
cause the frequency-variable added mass is also greater. The opposite is true for the
2-sphere geometry, which is effectively situated lower than the 2-hemisphere geome-
try. The magnitude of the Froude-Krylov force acting on the 2-sphere body is thus
somewhat smaller. In addition, the symmetry of the spheres provides no advantage
relative to the 2-disc body in terms of the downward Froude-Krylov force. It is im-
portant, however, to compare the complete control forces (causal + non-causal) for a
comparison with more immediate design relevance.
4.6 Conclusions
Buoys and moorings supporting ocean sensing instrumentation typically use solar,
wind, or battery power despite the ready availability of a denser, more predictable
energy source in the form of ocean surface waves. This is understandable, because
current wave energy conversion technology is unable to meet the continuous power
availability requirements of instruments through changing seasons unless the convert-
ers used are large enough. Often, this size requirement makes wave energy conversion
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technology incompatible with buoy sizes common to oceanographic applications. The
work discussed above investigated enhancements that may enable integration of wave
power conversion hardware into ‘small’ oceanographic buoys (1.2m radius). The focus
was on utilizing a 2-body axisymmetric system where the top body is the oceano-
graphic buoy and the lower body is a framework that houses a science instrument.
It was found that, with near-optimal wave-by-wave control, average power conversion
ranged from 7kW to 70W in the best and the weakest wave conditions reported near
the site of instrument deployment. Another observation that followed from the results
so far was that the total energy converted from waves over the year 2015 significantly
exceeded the total energy consumed by the instrument over the same period. Conse-
quently, waves at the present site of operation alone would be sufficient as an energy
source for instrument operation. However, since wave climate variability ranged from
monthly to hourly time scales, it is evident that an energy storage system is required,
so that a ‘guaranteed’ constant power supply can be maintained for continuous in-
strument operation. An added advantage of an energy storage system is expected to
be an ability to enhance the overall economics of the system by optimizing the use
of the large excess power generated in highly favorable wave conditions. Work on
this goal is currently underway and will be reported on separately. Further, it is also
important that the control as proposed be evaluated in experimental testing.
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(a) A standard oceanographic buoy with original two-discs
shape design of reaction frame, this figure shows input mesh
file of WAMIT. A rigid connect is added between two discs to
help WAMIT recognize two parts of WEC system: buoy and
reaction frame. Radius of buoy and discs are 1.2m. Thickness
of discs are 0.1m. Equivalent draft of buoy is 1m. Spacing
between bottom surface of buoy and top surface of discs is
2m.
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(b) Buoy with original buoy and two-
spheres shape design of reaction frame,
this figure shows input mesh file of
WAMIT. Radius of spheres are 1.2m. Dis-
tance between buoy and top sphere is 2m.
Distance between two spheres is 1m.
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(c) Buoy with original buoy and two-
hemispheres shape design of reaction
frame, this figure shows input mesh file
of WAMIT. Radius of hemispheres is
1.2m, distance between top hemisphere
and buoy is 2m, distance between two
hemispheres is 1m.
Figure 4.3
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Figure 4.4
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Figure 4.5: Effective Radiation Damping calculated with Hs1 =
0.3m,Hs2 = 0.2m,Te1 = 9s, Te2 = 4.5s, with out motion constraint.
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Figure 4.6: Figure 4.6(a) shows converted power by Buoy-Discs design,
Buoy-Spheres design and Buoy-Hemispheres design constraint αr = 2.5 .
Dashed line is Buoy-Discs, Solid line is Buoy-Spheres, Dash-Dot line is Buoy-
Hemispheres. This figure use Significant Wave height Hs = 0.2m.
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Figure 4.7: This figure shows converted power result (4.7(a)) form Hs1 =
0.3m,Hs2 = 0.2m, constraint αr = 2.5 , Buoy-Hemispheres design have
higher converted power over Te1, Te2 spacing.
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Figure 4.8: The heaving axisymmetric 2-body device used in this work.
Relative oscillation is used for energy conversion using a linear generator
or hydraulic cylinder type power take-off mechanism/actuator, which is as-
sumed to be linear and ideal (i.e. lossless). The figure shows the ‘start-
ing/baseline’ geometry for the submerged instrument frame comprised of
two circular discs held together by a central strut (not shown). The power
take-off also applies the required control force in this work, though in prac-
tice it may be advantageous to use two actuators, one for power take-off,
and one for reactive forcing.
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Figure 4.9: Calculation based on yearly data from [1], constraint αr = 1,
is applied to maintain in feasible relative displacement range. Dashed line
is Buoy-Discs, Solid line is Buoy-Spheres. Best wave climate data of each
month is collected to run this calculation. 2-spheres design of reaction frame
shows slightly smaller control force.
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Figure 4.10: Calculation based on yearly data from [1], constraint αr = 1,
is applied to maintain in feasible relative displacement range. Dashed line
is Buoy-Discs, Solid line is Buoy-Hemispheres. Best wave climate data of
each month is collected to run this calculation. 2-hemispheres design of
reaction frame shows greater energy conversion, meanwhile control force
increase significantly. Simulation results of Buoy-Discs design consistent
with Figure 4.9.
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Figure 4.11: Calculation based on yearly data from [1], constraint αr = 2.5,
is applied to keep energy capture level. Dashed line is Buoy-Discs, Solid line
is Buoy-Spheres. Worst wave climate data of each month is collected to run
this calculation. 2-spheres design of reaction frame shows smaller Maximum
value of reactive power. Contribute to easy energy storage design.
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Figure 4.12: Calculation based on yearly data from [1], constraint αr = 2.5,
is applied to maintain in feasible relative displacement range. Dashed line
is Buoy-Discs, Solid line is Buoy-Hemispheres. Worst wave climate data of
each month is collected to run this calculation. 2-hemispheres design of reac-
tion frame still shows greater energy conversion, control force with smaller
constraint αr shows lower value compared to original design. Simulation
results of Buoy-Discs design consistent with Figure 4.11.
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Chapter 5
Optimization of Shape and Control
of non-linear Wave Energy
Converters Using Genetic
Algorithms
This chapter presents an optimization approach to design axisymmetric wave energy
converters (WECs) based on a non-linear hydrodynamic model. This chapter shows
optimal non-linear shapes of buoy can be generated by combing basic shapes in an
optimal sense.
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This chapter presents a Genetic Algorithm optimization approach to design axisym-
metric WECs based on a non-linear hydrodynamic model. The proposed optimization
tool optimize the buoy shape and the control simultaneously. The complex buoy shape
provides the non-linearity of the simulation results from the non-linear Froude-Krylov
analytical model. The proposed optimization tool generates the optimal solution
based on a cost function focus on the evaluation of the energy conversion.
5.1 Optimization of the Buoy Shape
There are several categories of energy extraction concepts utilising heave motion of
a single floating body[25], based on the interaction between the ocean wave and the
WEC device. The oscillating body design [98], such as point absorbers and attenua-
tors. The oscillating water column design [12]. And the over-topping converters [47],
[99].
This chapter focus on the oscillating body design, specifically, the axisymmetreic
heave-oscillating body design. Benefits of choosing axisymmetric body design are:
only one direction of the incoming exciting wave is needed to be considered, conve-
nience of the computation of an analytical solution for the non-linear Froude-Krylov
force.
92
(a) (b)
Figure 5.1: The surface of an axisymmetric heaving device with generic
profile f(σ). 2.1(a) shows the equilibrium position at the still water level
(SWL) and the draft h0; 2.1(b) shows the free elevation η and the device
displacement zd after a time t
∗. The pressure is integrated over the wetted
surface between σ1 (the bottom point of the buoy) and σ2 (the wave elevation
at time t).
Giorgi developed a format to describe an axisymmetric geometry with a fixed vertical
axis as in Eqn.(5.1) [19].
As shown in Fig.5.1, the surface of an axisymmetric body can be described in para-
metric cylindrical coordinates [σ, θ] as generic profile f(σ), where σ is the coordinate
of a point with respect to z axis, θ is the angle oriented from the positive x axis
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direction to the position vector of a point:
x(σ, θ) = f(σ)cosθ
y(σ, θ) = f(σ)sinθ
z(σ, θ) = σ
θ ∈ [0, 2pi) ∩ σ ∈ [σ1, σ2]
(5.1)
Based on the superposition of integral, the total Froude-Krylov force on heaving axis
acting on a surface S can be decomposed into smaller forces acting on corresponding
areas in Eqn.(5.2).
FFK =
∫∫
S
P~ndS
=
∫ 2pi
0
∫ σ2
σ1
Pf ′(σ)f(σ)dσdθ
=
∫ 2pi
0
[
N−1∑
i=1
∫ σˆi+1
σˆi
Pf ′(σ)f(σ)dσ
]
dθ
=
N−1∑
i=1
∫ 2pi
0
∫ σˆi+1
σˆi
Pf ′(σ)f(σ)dσdθ
(5.2)
where σˆ1 = σ1, σˆN = σ2, P is the pressure on the wetted surface. Previously, a
simplified analytical equation of the non-linear Froude-Krylov force can be implement
only when the buoy shape is one of the four categories in Fig.5.2. From Eqn.(5.2), the
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Froude-Krylov force of a complex buoy shape now can be computed using simplified
analytical equations, if the complex buoy shape can be decomposed into sub-section
shapes from the four categories in Fig.5.2.
Complex WEC shapes,which can be decomposed into several simple shape elements,
were tested in the non-linear Froude-Krylov model. Decomposition of the whole shape
generate several section elements, each section element Si can be described by just
two variables αi and hi, as shown in Fig.5.2.
The start point of the outline is designed to be the bottom center of the shape, to
generate the total immersed mesh of the buoy. Two design variables αi and hi will
define the coordinate of the end point for each section. With the end point defined
and the start point inherited from the previous section, outline points of the new
section can be defined corresponding to the section type.
The optimization process is conducted with Genetic Algorithm (GA)[100], to better
invest the energy output of different combinations of the element shapes [101]. To
lower the computational cost, the size of of design variables of each section element
is reduce to 2 using the geometry define method as shown in Fig.5.2.
In standard Genetic Algorithms, the variables of the optimization problem are coded
into chromosomes. Each chromosome represents a solution and consists of the vari-
ables that are coded as genes [102]. The objective of optimization determines the
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(a) (b)
(c) (d)
Figure 5.2: Each section i of decomposed shape can be described by two
variables αi and hi or less.
fitness of the solution.
In this chapter, a chromosomes is defined in the following format as shown in
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Eqn.(5.3):
Xi = [Ni, Sty1, ...StyN , X1(1, 2), ...XN(1, 2)] (5.3)
Definition of each element in the chromosome is: Ni, the number of active section
elements. Meaning how many sections can be decomposed from the total shape.
Ni ∈ [1, N ] where N is the maximum number of section elements, and Ni is an
integer.
Styi is the geometry type of the ith section. Styi = 1 is a cylindrical shape, Styi = 2
is an oblique line, Styi = 3 is an arc of circumference, and Styi = 4 is an exponential
profile.
Xi(1, 2) are the design variables of each section, Xi(1) = αi, Xi(2) = hi. Where
αi ∈ (0, 90◦), hi ∈ (0, hC) and defined in Fig.5.2. hC is the maximum height of
each shape section. Previously, the profile f(θ) of different shapes contains different
size of the define variables. The cylindrical profile needed the radius, the oblique
profile needed the start point coordinates and the slope etc. Using shape defining
variables from previous work would require extension of the chromosome size, which
leaded to non-efficient usage of gene information. This chapter proposed a compact
GA chromosome design as Eqn.(5.3) to reduce the total computation time of the
optimization for complex shape design and control design of a non-linear WEC device.
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The manual tuning of GA population is implemented as the niching method [103].
Specifically, in the variable section size case. As the section size increase, the popu-
lation size in each generation increase accordingly. Such increase in generation size
leads to local optimal solutions in the GA process, which add more computation time
to solve the global optimization problem of design the non-linear buoy and non-linear
control. By niching method, alternatively, adding penalty weight to best solutions of
each 10 generations. The computation time reduce by 10% to converge to the global
optimal solution, as the result of avoiding local optimal solutions.
5.2 Optimization of the Control
Several reasons such as nonuniform buoy shapes and/or complex input wave frequen-
cies will contribute to the non-linearity of the hydrodynamic model. The non-linear
effects also arise from wave-buoy interactions and non-linear incoming waves. A non-
linear control algorithm is needed for such non-linear WEC designs to optimize the
energy conversion [104].
Abdelkhalik and Darani [100] in Michigan Technological University (MTU) developed
a non-linear controller to improve energy extraction in non-linear wave environment.
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Control force was constructed as Eqn.(5.4):
FPTO =
N∑
i=1
aiZi +
M∑
j=1
bj|Z˙j|sign(Z˙) (5.4)
Where FPTO is the non-linear control force, ai and bj are the constant control coeffi-
cients, N and M are the number of terms contributing towards the total non-linear
control force. This control algorithm shows improvement in the energy extraction
compared to the traditional linear resistive loading control method [105].
5.3 Numerical results
Optimization of non-linear buoy shape and non-linear control were conducted. Opti-
mal solution of buoy shape designs and controls are show below. The hydrodynamic
coefficients of the non-linear shape and of the baseline cylinder buoy were computed
using boundary element solver Nemoh. The input wave profile is selected from a
Bertschneider spectrum with a significant wave height of Hs = 0.8 m and peak pe-
riod of Tp = 8 seconds. Total of 34 frequencies were used to construct the complex
input wave profile, as shown in Fig 5.3. The mass difference between the non-linear
optimal solution and the baseline cylindrical buoy is less then 1 %. And the shape of
the baseline case is optimized to achieve optimal energy extraction under resistive lin-
ear control, motion constraint is not considered in the baseline cylindrical simulation.
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Figure 5.3: Bertschneider spectrum used in the time domain simulation.
The spectrum is with Hs = 0.8m and Tp = 10s.
A simple format of non-linear control is select from Eqn.(5.4). Assuming N = 0,M =
3 and b1 = a, b2 = 0, b3 = b, to generate the resistive control force, as Eqn.(5.5).
FPTO = a(z˙) + b(z˙)
3 (5.5)
5.3.1 Test Case Without Control Force Constraint
For this test, the size of section elements is constrained to be a integer between 3&5.
A range of mass from 380kg to 500kg was selected to show case the ability of GA to
generate stochastic solutions. The shape and control coefficients were optimized to
maximize the ratio of the steady state power over the mass of the buoy. Alternatively,
to maximize the steady state power per unit mass. Material cost was not considered
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here, as levelized cost function would be more efficient to investigate construction
costs in the future. The optimization problem can be expressed as follows:
Maximize :Fcost(X, a, b) = paverage/m
=
[∫ Tfinal
Tsteady
p(t)dt
]
/(mT )
(5.6)
Where, X is the chromosome in Eqn.(5.3), a and b are control coefficients in Eqn.(5.5),
p(t) = −FPTO(t)Z˙(t) is the power at time t. T = Tfinal − Tsteady is the time window
of energy extraction performance evaluation, paverage is the average power in the
evaluation time window.
Simulation results shown as Fig.5.4, Fig.5.5, Fig.5.6, Fig.5.7 and Fig.5.8. This chapter
focus on axisymmetric heaving buoy design, as shown in Fig.5.4(a). With a multi-
frequency wave profile input, the non-linear shape using non-linear control shows
better energy extraction result. Position response and velocity response of the non-
linear shape design show more frequency response components. The large control is
the result of the non-linear term b(z˙)3 in Eqn.5.5, as the linear damping term a in
Eqn.5.5 is comparable to the resistive control coefficient of the baseline case.
The new shape has a mass of 401kg, similar to the 399kg baseline cylindrical buoy.
The energy ratio of the new shape in steady state was 18W/kg. However, the power
quality was not good as the ratio between the mean and maximum power was smaller
then the baseline design. As a result of the large resistive control force, as shown in
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Fig.5.7, the oscillating motion of the buoy was damped with respect to the baseline
cylindrical buoy. The results show that the non-linear shape design requires longer
time to reach optimal operation condition.
(a) (b)
Figure 5.4: Shape comparison between the optimal solution without con-
trol constraint and the baseline cylindrical WEC. And motion comparison
between both cases in time domain simulation.
5.3.2 Test Case With Control Force Constraint
For this test, initial setting keep constant with respect to the previous test case.
Additional penalty term was added to the cost function, allowing soft-constraint in
the control force. The optimization problem can be expressed as follows:
Maximize :Fcost(X, a, b) = paverage/m− ScFPTOmax
=
[∫ Tfinal
Tsteady
p(t)dt
]
/(mT )− ScFPTOmax
(5.7)
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(a) (b)
Figure 5.5: Time domain simulation results of the optimal solution without
control constraint and the baseline cylindrical WEC using the complex wave
profile as input, in terms of instantaneous power, mean power, maximum
power, and total converted energy. Solid horizontal lines in Fig.5.5(a) rep-
resent the maximum power and the average power of the optimal non-linear
shape design, dashed horizontal lines in Fig.5.5(a) represent the maximum
power and the average power of the baseline shape.
(a) (b)
Figure 5.6: Different hydrodynamic force history for the optimal solution
without control constraint and the baseline WEC in the time domain simu-
lation.
Where, Sc is the penalty weight factor, which has W/(kgN) as unit. FPTOmax is the
maximum absolute value of the force in the evaluation time window. Increase Sc will
leads to higher constraint on the control force.
Simulation results shown as Fig.5.9, Fig.5.10, Fig.5.11, Fig.5.12 and Fig.5.13. The
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Figure 5.7: Different control force history for the optimal solution without
control constraint and the baseline WEC in the time domain simulation.
Figure 5.8: Different velocity history for the optimal solution without con-
trol constraint and the baseline WEC in the time domain simulation.
new shape has a mass of 397kg, similar to the 399kg baseline cylindrical buoy. The
energy ratio of the new shape in steady state was 5.94W/kg. Compare the power
results of the constrained control force case and the non-constrained control force
case, the ration between maximum and mean power is lower in the constrained control
force case.
104
(a) (b)
Figure 5.9: Shape comparison between the optimal solution with control
constraint and the baseline cylindrical WEC. And motion comparison be-
tween both cases in time domain simulation.
(a) (b)
Figure 5.10: Time domain simulation results of the optimal solution with
control constraint and the baseline cylindrical WEC using the complex wave
profile as input, in terms of instantaneous power, mean power, maximum
power, and total converted energy. Solid horizontal lines in Fig.5.5(a) rep-
resent the maximum power and the average power of the optimal non-linear
shape design, dashed horizontal lines in Fig.5.5(a) represent the maximum
power and the average power of the baseline shape.
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(a) (b)
Figure 5.11: Different hydrodynamic force history for the optimal solution
with control constraint and the baseline WEC in the time domain simulation.
Figure 5.12: Different control force history for the optimal solution with
control constraint and the baseline WEC in the time domain simulation.
Figure 5.13: Different velocity history for the optimal solution with control
constraint and the baseline WEC in the time domain simulation.
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Chapter 6
Conclusion
Three objectives are completed in this thesis. A multi-resonant wide band controller
that decomposes the WEC problem into sub-problems; for each sub-problem an in-
dependent single-frequency controller is designed. Different shape designs of ‘small’
2-body WEC (1.2 radius) were investigated, showing enhancements in wave energy
conversion. A genetic algorithm optimization tool is developed to simultaneously
optimize the shape and control of a non-linear singe body point absorber.
In chapter 3, a multi-resonant wide band controller was presented. One advantage of
this approach is the possibility to optimize each sub-problem controller independently.
The proposed feedback control demonstrated actual time-domain realization of the
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multi-frequency complex conjugate control design. The proposed control is a feed-
back strategy that requires only measurements of the buoy position and velocity. No
knowledge of excitation force, wave measurements, nor wave prediction is needed. The
feedback signal processing is carried out in section 3.3 using Fast Fourier Transform
with Hanning windows and optimization of amplitudes and phases. Numerical simu-
lation fr a sphere buoy shows that the proposed time-domain Proportional Derivative
feedback control generates the frequency-domain complex conjugate control solution.
Given that the output signal is decomposed into very simple yet generates energy
similar to the complex conjugate control. One limitation of this method is not in-
cluding constraints on the motion amplitude; hence the method is applicable only to
cases of small excitation force.
Chapter 4 investigated enhancements that may enable integration of wave power
conversion hardware into ‘small’ oceanographic buoys (1.2m radius). The focus was
on utilizing a 2-body axisymmetric system where the top body is the oceanographic
buoy and the lower body is a framework that houses a science instrument. It was found
that, with near-optimal wave-by-wave control, average power conversion ranged from
7kW to 70W in the best and the weakest wave conditions reported near the site of
instrument deployment. Another observation that followed from the results so far was
that the total energy converted from waves over the year 2015 significantly exceeded
the total energy consumed by the instrument over the same period. Consequently,
waves at the present site of operation alone would be sufficient as an energy source for
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instrument operation. However, since wave climate variability ranged from monthly
to hourly time scales, it is evident that an energy storage system is required, so that
a ‘guaranteed’ constant power supply can be maintained for continuous instrument
operation. An added advantage of an energy storage system is expected to be an
ability to enhance the overall economics of the system by optimizing the use of the
large excess power generated in highly favorable wave conditions.
In chapter 5, optimization of the buoy shape of non-linear axisymmetric WECs along
with the non-linear control were conducted using a GA optimization tool. Complex
shape designs of non-linear Froude-Krylov model can be decomposed into basic shape
elements, the total Froude-Krylov force acting on the complex buoy can be computed
in terms of the pressure integration over all shape elements. The optimization tool
is tested using a Bretschneider spectrum wave input. The main findings of chapter
5 are: First, a new tool is developed to optimize the buoy shapes of WECs under
a non-linear hydrodynamic model. Second, WECs with non-linear buoy shapes can
be more efficient in energy extraction than that with traditional linear buoy shapes.
Third, the non-linear Froude-Krylov force of a complex WEC buoy can be evaluated
analytically. Finally, it is noted that the objective function in the optimization tool
can be modified to achieve designs that are suitable for other objectives.
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