Abstract Over the last 25 years, several studies have tested for a link between geomagnetic field intensity and reversal frequency. However, despite a large increase in the number of absolute paleointensity determinations, and improved methods for obtaining such data, two competing models have arisen. Here we employ a new tool for objectively analyzing paleomagnetic time series to investigate the possibility of a link between reversal frequency and paleointensity. Transdimensional Markov chain Monte Carlo techniques are applied to a quality-filtered version of the global paleointensity (PINT) database for the last 202 Myr to model long-term paleointensity behavior. A large ensemble of models is sampled, from which a final representative mean model is extracted. The resulting paleointensity model confirms published conclusions that the single-silicate crystal method gives significantly different results from more conventional whole rock paleointensity methods; this makes it difficult to jointly model the two data types in the same analysis. When the much larger whole rock data set is considered, a stable paleointensity of 5.46 ± 0.28 × 10 22 A/m 2 for the last 202 Myr is consistent with the 95% confidence interval of the paleointensity model. Statistical tests indicate no significant correlation between reversal frequency and field intensity at the 0.05 level. However, this result is likely due to the characteristics of the PINT database rather than being a genuine, physically representative conclusion. Given the paucity of data and general state of the global paleointensity database, concerted efforts to increase the number of high-quality, well-dated paleointensity data are required before conclusions about a link between geomagnetic field intensity and reversal frequency can be confidently drawn.
Introduction
Despite growth in the paleointensity database over the last 25 years, there remains little consensus regarding paleomagnetic field intensity trends throughout geological time. A topic that has been debated since before the collation of the first International Association of Geomagnetism and Aeronomy (IAGA) paleointensity (PINT) database (the current version is that of Biggin et al. [2009] ) is the possibility of a relationship between geomagnetic field intensity (GFI) and reversal frequency (RF) [e.g., Cox, 1968; Loper and McCartney, 1986; Olsen and Hagee, 1990] . Identification of the existence and nature of such a relationship would provide important constraints on the heat flux across Earth's core-mantle boundary and the energy states of the geodynamo, which would have significant implications for geodynamo and mantle modeling [Biggin et al., 2012 ].
Many studies have addressed possible links between GFI and RF [e.g., Loper and McCartney, 1986; Larson and Olson, 1991; Prévot et al., 1990; Prévot and Perrin, 1992; Thomas et al., 1998 Thomas et al., , 2000 Selkin and Tauxe, 2000; Tarduno et al., 2001; Biggin and Thomas, 2003; McElhinny and Larson, 2003; Tauxe and Staudigel, 2004; Tarduno and Cottrell, 2005; Biggin et al., 2012; Tauxe et al., 2013] . Conclusions from these previous studies can be grouped largely into two categories; those supporting an anticorrelation between the two field properties and those that suggest no correlation as a result of the controlling processes being decoupled. Most studies have focused on field behavior from the Middle to Late Jurassic to present due to the marine magnetic anomaly (MMA) record Kent, 1992, 1995] providing a well-constrained RF record for this period. This time interval also contains cases of apparently extreme paleomagnetic field behavior. For example, in the Middle to Late Jurassic, RF was extremely high, with many short polarity chrons (<0.2 Myr long) [Opdyke and Channell, 1996] . At the other end of the spectrum, during the Cretaceous Normal Superchron (CNS) (84-121 Ma), a single polarity appears to have persisted for ∼37 Myr.
Decoupling of processes that control GFI and RF was initially proposed by Prévot et al. [1990] , based on average virtual dipole moments (VDMs) from the Triassic to present. Prévot et al. [1990] additionally suggested that the average Mesozoic dipole strength was only one third of what it was for the Cenozoic, referring to this period as the Mesozoic Dipole Low (MDL), a paleointensity feature whose existence has since been a topic of debate. Further support for decoupled GFI and RF was provided by Prévot and Perrin [1992] , Thomas et al. [1998 Thomas et al. [ , 2000 , and Selkin and Tauxe [2000] , who found no evidence for significant change in GFI in the interval 0.3-300 Ma. In their analysis of the absolute paleointensity database over the last 300 Myr, Selkin and Tauxe [2000] employed the Kolmogorov-Smirnov test to show that to within 79% confidence, the distribution of dipole moment data for 0.3-30 Ma, when RF was high, is statistically indistinguishable from that of 30-124 Ma, when RF was low. They, therefore, concluded that RF and GFI were decoupled.
The conclusions of Selkin and Tauxe [2000] were challenged by Tarduno et al. [2001] , who presented single-plagioclase crystal data from the 113-116 Ma Rajmahal traps, which erupted during the CNS. Their results yielded a paleomagnetic dipole moment of 12.5 ± 1.4 × 10 22 Am 2 , which suggest a time-averaged field that was 2-3 times stronger than for the Cenozoic and Early Cretaceous to Late Jurassic periods, when RF was high. Tarduno et al. [2001] , thus, proposed a correlation between intervals of low RF and high GFI. This conclusion is supported by results of a single-silicate crystal study from lavas in a high Arctic Fiord (95 Ma) [Tarduno et al., 2002] . As in the Rajmahal trap study of Tarduno et al. [2001] , both directional and intensity measurements were made, with the resultant mean dipole moment of 12.7 ± 0.7 × 10 22 Am 2 being 2-3 times greater than previous estimates from periods of high RF. These results, along with a lack of transitional virtual geomagnetic poles, were taken to indicate the presence of a stable and efficient dynamo during the CNS, which led to high GFI. This conclusion contrasts with the earlier proposal of weak fields during the CNS [Selkin and Tauxe, 2000] . Thomas [2003] reanalyzed the global absolute paleointensity database, applying the method of Selkin and Tauxe [2000] . With a revised, wider, data selection they found a second, higher-intensity, mode in the distribution of dipole moments in the period 30-124 Ma. Although it was proposed that this peak could provide evidence for an anticorrelation, or perhaps a more complex relationship, between RF and GFI, it was concluded that the current density of reliable absolute paleointensity estimates is insufficient to confirm an anticorrelation. However, Biggin and Thomas [2003] concluded that a positive correlation between RF and GFI could be discounted. Tauxe and Staudigel [2004] then examined paleointensities from 39 sites on the Troodos Ophiolite (92 Ma) and proposed that the mean dipole strength at that time was roughly equal to that of the present-day field and around twice to that of the post CNS average dipole strength. This was interpreted to imply a strong, stable field during the CNS, when RF was zero. The work of Tauxe and Staudigel [2004] supersedes that of Selkin and Tauxe [2000] and along with the results of Tarduno et al. [2001 Tarduno et al. [ , 2002 lends strength to the argument for an anticorrelation between RF and GFI, rather than a dissociation of the underlying processes. The hypothesis of RF and GFI being inversely related is attractive, given the long noted observation that field reversals are associated with low dipole field strengths, which led Cox [1968] to suggest that strong geomagnetic fields could inhibit reversals, a hypothesis that has been supported by both analytical and numerical geodynamo models [Larson and Olson, 1991; Glatzmaier et al., 1999] . Tarduno and Cottrell [2005] sampled times of medium (<1 Myr −1 ) and high reversal frequency (>10 Myr −1 ) from the Nintoku Seamount (56 Ma) and the Pigafetta Basin, Western Pacific (∼160 Ma), respectively, as a test of the relationship between RF and GFI. The former gave a paleomagnetic dipole moment of 8.9 × 10 22 Am 2 , which is significantly weaker at the 95% confidence level than the dipole moments of Tarduno et al. [2001 Tarduno et al. [ , 2002 , while Late Jurassic samples from the Pigafetta Basin gave a VDM between 5.21 ± 0.39 × 10 22 Am 2 and 4.11 ± 0.31 × 10 22 Am 2 (dependent on tectonic uncertainties), the lowest yet recorded using the single-plagioclase crystal paleointensity method. Tarduno and Cottrell [2005] argued, using results from CNS and post CNS samples, that this provides further support for an inverse relationship between RF and GFI. Their results reinforce the conclusions of Tarduno et al. [2001 Tarduno et al. [ , 2002 who related high CNS paleointensities with the numerical simulations of Glatzmaier et al. [1999] , where the most stable, nonreversing dynamo had the largest dipole moment.
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Overall, despite the number of studies on the subject, contrasting views remain on whether any link exists between RF and GFI. Rigorous testing of any relationship between RF and GFI requires an objective, quantitative, approach. The aim of this study is to employ a suitable test for this purpose, namely the Birth-Death Markov chain Monte Carlo (BDMCMC) algorithm [Geyer and Møller, 1994] , which uses a reverse jump (RJ) MCMC framework [Green, 1995] to identify patterns, trends, and significant changes in data series. This time series method is applied to the 2012 PINT database to test for significant changes in global paleointensity throughout geological time. The results of this inversion are analyzed, with reference to the geomagnetic polarity timescale (GPTS), to test objectively for any link between RF and GFI.
Changepoint Modeling: The Bayesian Approach
Changepoint modeling is used to quantitatively and objectively infer the number and position of significant changes (known as changepoints) in a data series. The approach is adaptable and can be applied to data series that are irregularly spaced and that contain unknown or poorly constrained errors. These are important attributes for this study, given the sparse state of the absolute paleointensity database. Based on Bayesian methods and Monte Carlo sampling techniques, the changepoint modeling method samples many different models of the data series, via a transdimensional Markov chain. The ensemble of sampled models is then assessed as a whole to extract information on the data series, in the form of a mean changepoint model, and an estimate of the model's uncertainty.
The methods involved in changepoint modeling are as objective as possible, requiring few assumptions regarding prior knowledge of the spacing, occurrence, or number of changepoints. A basic outline of the theory behind transdimensional modeling is included below; for further details in a geoscientific context, the reader is referred to Bodin et al. [2009 ], Gallagher et al. [2011 , and Sambridge et al. [2013] . Additionally, insightful introductions to Bayesian inference are provided by Box and Tiao [1973] , Smith [1991] , and Gelman et al. [2003] . Tarantola and Valette [1982] described applications of Bayesian methods in a geophysical setting, while Kylander et al. [2007] implemented Bayesian inference to study climatic variations.
The basis of Bayesian statistics is that information can be expressed as probability density functions (PDFs). The aim is thus to quantify the so-called posterior PDF, P(m | d), which is the probability density of the unknown model parameters, given the observed data [Bayes, 1763] :
where P(d | m) is the likelihood function, the probability of observing the measured data, d, given model m (i.e., how well the given model can reproduce the observed data). P(m) is the user specified a priori distribution or what is thought to be known about the model before considering the data.
In this problem, the sampled models are piecewise constant functions. The parameterization consists of paleointensities, represented by zeroth-order polynomials, within a series of adjacent time intervals, known as partitions. Changepoints therefore form the boundaries between adjacent partitions, the number, and timing of which are implicitly defined by the number and timing of partitions ( Figure 1 ). This is not necessarily a physically meaningful way to parameterize GFI changes, given that such changes are not necessarily abrupt. However, for the final result, a mean model is calculated from a large number of models. Thus, although gradual paleointensity changes will not be represented accurately in a single model, the smoother mean model given by averaging over a large ensemble of models will accurately represent the nature of paleointensity changes. The unknown parameters that we aim to quantify for each model are the number of partitions into which the global paleointensity time series is split (n), the timing of the center of these partitions (t i (i = 1, … n)) and the intensity of the paleofield within each partition (y i (i = 1, … n)). Also inferred is an estimate of the error standard deviation in the data series ( ). Rather than an absolute estimate of the noise associated with measurements within the data set, can be interpreted as a combination of the data measurement noise, the uncertainty within the data age determinations, and the uncertainty introduced to the problem due to limitations of the choice of model parameterization. The dimension of the model space can thus be defined as k = 2n + 2, which is itself an unknown. This results in a likelihood as defined in equation (2):
where N is the number of data points in the series and y o j is the jth datum value, contained within the ith partition, the midpoint of which is at t i . The intensity model parameter is y i in the ith partition.
For the problem addressed in this study, uniform a priori PDFs are applied for all model parameters, with ranges specified below. This means that at the start of the regression process, every point in the model space has an equal chance of being sampled, thus ensuring that there is minimal user bias toward the sampling of any particular region of the model space.
In Bayesian analysis the posterior PDF often cannot be solved for analytically. Rather, the posterior PDF must be sampled at different points throughout the model space in order to determine its form numerically. This becomes a major computational problem when the dimension of the model space is large, or, as in this study, the number of dimensions is also a variable. In these cases the number of models to test is too large to sample completely or uniformly, thus an alternative approach is needed. Markov chain Monte Carlo (MCMC) analysis is an advanced method to sample a sequence of models (referred to as a chain) from the posterior PDF. Each model in the chain is a perturbation of the last, selected via a proposal probability distribution that is dependent on the current model. The starting model is chosen randomly from the model space and models generated in the chain are asymptotically distributed according to the posterior PDF [Tierney, 1994] . For an introduction to MCMC methods, see Gilks et al. [1996] .
In order to solve for the posterior PDF in problems of unknown dimension, an extension of MCMC methods, known as the reverse jump MCMC framework is used [Green, 1995] . Specifically, in this study, the birth-death algorithm of Geyer and Møller [1994] is used, which allows inference not only on the model parameters but also on the dimensionality of the model space.
In order to representatively sample the posterior PDF, BDMCMC generates a chain of models. Each iteration of the chain generation in BDMCMC consists of two phases. First, the current model is perturbed via one of five possible moves, as depicted in Figure 2 . In each iteration, only one parameter is altered, with all others remaining as in the current model. For our changepoint modeling, the five possible perturbations are (1) a shift in the boundary of a partition, i.e., a shift in the location of a changepoint (move step), (2) modification of the function within a partition (value step), (3) a change in the estimated error of the data set (error step), (4) insertion of a new partition (birth step), and (5) deletion of an existing partition (death step). In the second phase of each iteration, a proposed model is assessed with respect to the current model and the data set. It is then either accepted as the new model for the following iteration or is rejected, with the current model being retained. An appropriate proposal function and acceptance criteria ratio ensure that the model space is efficiently sampled with a balance between proposed and rejected models .
To demonstrate how the acceptance criteria ratio works, consider a simple case where the dimension of the proposed model is the same as that of the current model (perturbations 1-3). In this case, the acceptance ratio can be written using the subscripts c and p, which refer to the current and proposed models, respectively:
The terms P(m) and P(d|m) are the a priori and likelihood functions, respectively, for model m, and define the posterior distribution for that model, as defined in equation (1). The proposal distribution, given by q(m p |m c ), determines the probability of a move from the current model, m c , to the proposed model, m p . The proposal probability of the reverse step is q(m c |m p ). In this study the a priori distributions are uniform, i.e., every model has an equal probability. Furthermore, given that MCMC requires every perturbation to be reversible, the proposal distribution can be defined to be symmetric, and hence, q(m c |m p ) = q(m p |m c ). In this case equation (3) simplifies to
which is reliant only on the ratio of the likelihoods of the proposed and current models of producing the observed data. The final step of each iteration is the generation of a uniform random deviate, r, between 0 and 1. If r < , then the proposed model is accepted, while if r > , the proposed model is rejected and the current model is maintained for the next iteration. Inspection shows that a better fitting, i.e., higher likelihood, model is always accepted. However, vitally, a proposed model that is less well fitting than the current model can still be accepted; with the probability of this occurring equal to the ratio of the two likelihoods. This allowance of RJMCMC analysis to accept less well fitting models ensures that the entire model space is efficiently sampled and that the chain of models will converge to the transdimensional posterior distribution [Green, 1995 [Green, , 2003 ].
Although the above is an example of the simplest case, a similar situation holds for more complex cases and for the remaining forms of perturbation (types 4 and 5), which involve a change in model dimension.
Descriptions of these more complex cases are given by Green [2003] , Bodin et al. [2009], and Gallagher et al. [2011] .
One of the many strengths of changepoint modeling is the transdimensional framework on which it is built. The choice of parameterization and regularization directly influences the complexity of any model. A limitation of traditional methods that use regular parameterizations to model irregularly distributed data sets is that as a result of trying to resolve densely sampled regions, artifacts may be introduced in poorly sampled regions. By including the number and location of partitions as unknowns in the model parameterization, changepoint modeling avoids this issue. The transdimensional framework allows a more complex model, with a higher number of changepoints, in densely sampled regions. Meanwhile, more poorly sampled regions, where the model is less well constrained, may be represented by a much simpler model, with few changepoints [Bodin et al., 2012] . This is vital in the present study, due to the majority of paleointensity estimates in the PINT database falling in the last 10 Myr.
In studying data series with poorly constrained error estimates, the "hierarchical Bayes" approach can be used to infer the error posterior PDF [Denison et al., 2002; Malinverno and Briggs, 2004; Bodin et al., 2012] . In this case, the error is parameterized and included as an unknown model parameter. As the complexity of the models sampled is relative to the error level, a larger inferred error estimate will result in less complex models. Conversely, a smaller inferred noise level will result in models that include a higher level of structure being sampled. A balance is found between these two scenarios, with the presence of in both the denominator of the exponential and the normalizing factor of the likelihood function (equation (2)) preventing any runaway effects. It may also appear that, even with a defined level of error, the RJMCMC method will tend toward continually including more partitions to achieve a closer fit to the observed data. However, this is not the case. Although the likelihood function (equation (2)) will encourage acceptance of a proposed model when the fit is improved, it is a characteristic of the prior ratio to discourage acceptance due to the increased dimensionality and complexity of the model space. This is known as the "natural parsimony" of Bayesian inference, where, given the choice between a simple and complex model, with similar fits to the observed data, the simple model will be favored [MacKay, 2003] .
Finally, once BDMCMC sampling has been completed for many (approximately 10 4 -10 6 ) iterations and convergence has been achieved, the ensemble of models produced, minus an initial number of iterations (the so-called burn in period [Gilks et al., 1996] ), can be analyzed to extract information on the posterior PDF. The advantage of MCMC methods is that information can be extracted from the ensemble of models as a whole, rather than from a single model. This encourages robustness in the inference process and allows estimation of uncertainty. Hence, rather than choosing the best fitting data model, it is preferable to take the mean expected model for final analysis. This provides a smoother final solution, which is more representative of the entire ensemble of models than any selected individual model. Credible intervals for the final mean model can be calculated from the ensemble based on the limits between which 95% of the sampled models lie.
Data Selection
Over the last 25 years there has been a concerted effort to compile paleomagnetic databases. The original (PINT) database of Tanaka and Kono [1994] has now been updated repeatedly [Perrin and Shcherbakov, 1997; Perrin et al., 1998; Tauxe and Yamazaki, 2007; Biggin et al., 2009] . The 2012 version of the IAGA PINT database was employed in this study [Biggin et al., 2012] . The PINT database is a collation of published absolute paleointensity estimates from samples older than 50,000 years. Before any analysis is carried out on the data set, it is thus important to apply quality criteria to select values that pass rigorous tests that reflect suitable paleomagnetic and rock magnetic properties. For the initial data set modeled in this study, we use the quality criteria of Biggin et al. [2009 Biggin et al. [ , 2012 . The selection criteria for the initial data set are as follows.
1. Paleointensities must be expressed as an equivalent VDM [Smith, 1967] or virtual axial dipole moment [Barbetti, 1977] .
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2. Paleointensities must have been determined using the Thellier [Thellier and Thellier, 1959] or microwave [e.g., Walton et al., 1993] family of methods with partial thermal remanent magnetization (pTRM) checks, or the low-temperature demagnetization-double heating technique Shaw method [e.g., Shaw, 1974] . Incorporating pTRM checks reduces the chance of the final paleointensity estimate being biased by thermally induced alteration; however, it does not guarantee that the estimate is accurate. 3. Cooling unit (CU) mean determinations must be based on ≥3 separate specimens. 4. CU standard deviations must be < 25% of the CU mean. 5. CUs must not record transitional paleomagnetic directions (note, however, that this criterion could not be evaluated on most studies of submarine basaltic glass (SBG) because paleomagnetic directions are not available).
It is assumed for our analysis that the instantaneous VDMs selected are distributed densely enough to average secular variation. Based on these criteria, PINT 2012 contains 920 CU averages. This initial selection is referred to as the "all techniques" (AT) data set. Two additional data sets were also analyzed for comparison. The single crystal (SC) method of Cottrell and Tarduno [1999] has been shown to produce higher paleointensity estimates than both whole rock (WR) methods and SBG samples [e.g., Cottrell and Tarduno, 2000; Tarduno et al., 2001; Tarduno and Cottrell, 2005; Tarduno et al., 2006] . Proposed reasons for this difference include subtle experimental alteration in whole rocks [Cottrell and Tarduno, 2000] and SBG [Smirnov and Tarduno, 2003] , induced by experimental heating, which is argued to result in a low field bias in paleointensity estimates. In addition, a low field bias can be produced by weathering and low-temperature oxidation of titanomagnetite [Tarduno and Smirnov, 2004] , while Ferk et al. [2012] reported a trend toward lower paleointensity estimates from volcanic glass samples with increasing degree of hydration. Both processes have been suggested to have a more pronounced effect on estimates from older samples, which suggests that although more recent WR and SBG estimates may be of good quality, low field bias, which can escape detection when using standard paleointensity selection criteria, may be ubiquitous in older rocks. In contrast, Cottrell and Tarduno [1999] suggested that the SC paleointensity method avoids problems associated with thermal alteration that might affect Thellier-Thellier analyses. This proposal was supported by Dunlop et al. [2005] , who compared the paleointensity fidelity of feldspars and Fe oxides from mafic rocks and found that Fe oxides can produce multidomain biases that potentially lead to paleointensity underestimates or overestimates. In contrast, feldspars often contain single-domain magnetite grains that behave ideally during Thellier experiments.
The purpose of this study is to model long-term paleointensity behavior as represented by the global paleointensity database. Thus, although experimental alteration and low field bias in SBG and WR paleointensity estimates are likely causes of differences between data from these types of samples and those from single crystals, so far SC silicate data are available for only 5 time intervals within the last 200 Myr, whereas the other data sets represent a much more comprehensive sampling of time. Given the apparent differences between SC paleointensity estimates and those obtained from WR and SBG samples, and given that WR and SBG data make up the majority of the global paleointensity database, we thus investigate a second data set, which does not include data from the SC studies. For the sake of clarity, we refer to the initial data set as the AT data set, while the reduced data set is referred to as the "whole rock and submarine basaltic glass" (WRSBG) data set. This WRSBG data set was used to test whether the higher-intensity estimates given by the small number of single-silicate crystal studies affect the overall structure of the changepoint model for the last 200 Myr of the database. In addition to these two data sets, a third data set (T+), which is a further subset of the WRSBG data set, was also analyzed. Noting the different selection criteria used for previous analyses of the PINT database [e.g., Tauxe and Yamazaki, 2007] , this data set contains only data from Thellier-Thellier-treated WR samples with pTRM checks. This removes data obtained with the Shaw and microwave methods. In addition, we tighten our directional criteria, selecting data only from samples that record nontransitional paleomagnetic directions. This criterion excludes SBG studies, which do not include directional data.
Finally, the investigated data sets were limited the last 202 Myr. There are two main reasons for selecting this age range. First, the GPTS is well constrained from both MMA records and continental magnetostratigraphic studies back to around 170 Ma [Ogg, 2012] . Our comparison between RF and GFI is thus only carried out for the period 0-165 Ma. Second, there is a relatively reasonable temporal distribution of paleointensity data for the last 200 Myr. As mentioned in previous analyses [e.g., Tauxe and Yamazaki, 2007; Biggin et al., 2009] , there are large temporal gaps in the PINT database, and data are heavily concentrated toward more recent ages 10.1002/2014JB010947
(less than 10 Ma). The 0-165 Ma age range incorporates two extremes of RF behavior; the Middle Jurassic, where RF was high, and the CNS, where RF was zero. Given the paucity of paleointensity data for ages older than 140 Ma, in order to provide added constraints for changepoint models during this period, we extend our data sets to include paleointensity estimates back to 202 Ma. However, even in doing so it is noted that there is a lack of data for the period with extremely high RF from 170 to 140 Ma, and changepoint models will be less well constrained for this period.
The RF record used in this study is based on the GPTS of Ogg [2012] . RF was calculated in 10 Myr sliding windows, every 0.5 Myr between 5 and 165 Ma, creating a semicontinuous RF time series. This is a similar method as used by Tarduno and Cottrell [2005] and Biggin et al. [2012] and covers most of the time span over which our changepoint analysis is carried out. Due to the temporal limit of MMA records, the GPTS for the interval older than ∼165 Ma relies solely on magnetostratigraphy derived from stratigraphic sections correlated to biostratigraphy, which results in a less robust record [Ogg, 2012] .
Model Setup and Tuning
Before BDMCMC analysis was carried out on the GFI data sets, the input parameters were tuned to ensure adequate, efficient, and unbiased sampling of model parameters. This optimization of input parameters to a data set increases the confidence and speed with which a reliable mean model can be ascertained. For all model parameters to be inferred, uniform a priori PDFs were used, with appropriate ranges determined via a number of test regressions. Importantly, the ranges chosen for sampling were sufficiently large as to not bias the regions of model space sampled. For the paleointensity estimates, y i (i = 1, … n), the prior ranges between the limits of the observations, for t i (i = 1, … n), the prior ranges between 0 and 202 Myr, and for n, between 0 and 50 changepoints. For the error estimate, , the prior ranges between 2.0 and 3.5 × 10 22 A/m 2 .
A further step that is commonly taken to assess the tuning of the proposal function is to examine the acceptance rates for each perturbation type [Brooks et al., 2003] . The acceptance rate is the percentage of proposed models of each perturbation type that gets accepted as the new current model during the chain generation sequence. In general, an acceptance rate of around 30% for each type is optimal, although in some cases a rate as low as 10% or as high as 60% may be adequate. For the data sets analyzed here, the acceptance rate of the move perturbation was around 10%, while that for the error standard deviation perturbation was 30%. These acceptance rates were optimized by altering the proposal standard deviations for the relevant perturbation type. In this study, a standard deviation of 1∕20 and 1∕8 of the a priori range for the changepoint location and noise was used, respectively. Before finalizing these values, several test runs were carried out with 10 5 iterations; the proposal function scale was adjusted with each run until an optimal acceptance rate was achieved. Once optimized, the final models were run for 10 6 iterations, with a burn in of 2 × 10 5 iterations discarded to ensure that the arbitrary starting point of the chain had no effect on the final result.
The log likelihood (i.e., log P(d|m)) is a measure of how well the sampled model fits the data ± the sampled error estimate. For all data sets analyzed, the log likelihood decreases rapidly within the first 1000 regression iterations, as the sampler quickly converges on areas of the model space that better fit the data set. For post burn in sampling, the data set misfit has equilibrated, with no long-term change in misfit as a function of the number of iterations. This indicates that there is no bias from the initially proposed model represented in the post burn in samples. These latter samples are used to calculate the mean changepoint structure and to estimate noise for the data sets.
The posterior PDFs of the error estimate and number of changepoints for the analysis of the AT data set are presented in Figure 3 , along with their corresponding a priori PDFs. In the hierarchical BDMCMC framework, these two parameters trade off with each other; the lower the estimated error level, the more partitions, and hence, changepoints will be inferred in the data set and vice versa. The ensemble of models thus compromise between having a complex model with a low error estimate or a simple model with a high error estimate. The Gaussian shape of the error estimate PDF (Figure 3) , along with the stable number of changepoints, indicates that these two parameters have equilibrated with each other, resulting in a robust mean model. For all data sets analyzed, the inferred error PDF is similar, with a mean of approximately 2.8−3.0 × 10 22 A/m 2 . In both cases "count" represents the number of models in the ensemble with the given parameter value.
Inferences From BDMCMC Mean Models
Representative mean models inferred from the BDMCMC regressions for all three data sets are shown in Figure 4 as solid blue lines, with dashed blue lines representing the 95% confidence intervals of the mean model. The histogram of changepoint locations is shown as a superimposed dashed red line and indicates the cumulative number of changepoints identified for any given age, for the total ensemble of accepted models. The abrupt changes in mean model paleointensity are the most striking feature of the AT data set (Figure 4a ), which are not present in either the WRSBG (Figure 4b ) or T+ mean model (Figure 4c ). Three large spikes in modeled paleointensity are observed in the AT mean model, at around 55, 92, and 117 Ma, the ages of three of the four silicate SC studies included in the AT data set (represented by crosses in Figure 4a ). In each case the mean model paleointensity then quickly returns to a stable value, close to that observed prior to the initial changepoint. In contrast, when silicate SC studies are removed from the studied data set, no sharp spikes are evident in the mean paleointensity model at around these ages (Figure 4b ). This is despite the fact that some WR and SBG cooling units record similar, or higher, paleointensity estimates than SC samples of similar age (Figure 4b ). In these cases, however, there are many estimates from the same WR or SBG studies, with the same determined age, that record much lower paleointensities. This results in a spread of CU paleointensity estimates, all with identical recorded age, the average of which is much lower than the value of the one or two high paleointensity CUs. Hence, although a minority of sampled models may include a changepoint to fit the few coeval samples with high paleointensity estimates, the majority of accepted models prefer a higher inferred error estimate and a lower paleointensity at these dates, in order to fit most of the data. This is reflected in the overall mean model. This is in contrast to model behavior around the SC studies of similar age. Here the higher-average SC paleointensity estimate, together with the same age for the studied samples, leads to a significant number of the sampled models identifying changepoints at around the age of the SC study. This produces the observed spikes in the mean model around the SC studies.
The spikes in the mean model for the AT data set, therefore, appear to be an artifact of the different methods used to determine paleointensity estimates. To model long-term trends in the paleointensity database, it is not feasible to include SC data in the same data set as SBG and WR data. We therefore restrict further analysis to modeling of the WRSBG and T+ data sets.
The mean paleointensity models for both the WRSBG and T+ data sets have a remarkably stable field intensity for the duration of the study interval (Figures 4b and 4c) . With the exception of the most recent 10 Myr, only one significant paleointensity changepoint is identified in the WRSBG model, with about one in five sampled models identifying a changepoint at around 92 Ma. The final model undergoes a decrease in mean field strength from around 5.75 × 10 22 A/m 2 at 102 Ma to 5.35 × 10 22 A/m 2 at 86 Ma. This decrease in mean model paleointensity coincides with the end of the CNS. However, the shift in field strength at this changepoint is small compared to the 95% confidence interval of the final mean model, which makes it inadvisable to draw conclusions about geodynamo processes based on this changepoint. No such corresponding decrease in mean model paleointensity is observed at the end of the CNS in the analysis of the T+ data set. Rather, the mean model has a stable paleointensity of 5.78 ± 0.03 × 10 22 A/m 2 between 10 and 202 Ma. The decrease in the WRSBG model at around 92 Ma is thus likely due to low estimates, obtained from SBG samples, between 30 and 90 Ma. These data are not present in the T+ data set. This result is consistent with reports of low field bias from SBG [e.g., Smirnov and Tarduno, 2003; Ferk et al., 2012] . For the WRSBG mean model over the period 202 to 10 Ma, taking into account the small amplitude of the changepoint at 92 Ma, GFI can be interpreted to have had an effectively constant value of 5.46 ± 0.28 × 10 22 A/m 2 at the 95% confidence level. Taken at face value, our BDMCMC regression on the WRSBG sample set from the PINT database reinforces the view of Selkin and Tauxe [2000] who concluded that there is no evidence in the PINT database for any significant change in paleointensity between 0.3 and 300 Ma. In addition, neither the WRSBG nor the T+ model provides evidence for the MDL proposed by Prévot et al. [1990] or for a significantly higher GFI during the CNS, as suggested by Tarduno et al. [2001] . The latter conclusion is not surprising because higher paleointensities determined for the CNS by Tarduno et al. [2001] were from SC estimates, which were excluded from these analyses.
One feature that is shared by the mean paleointensity models for all three studied data sets is the increase in paleointensity toward modern times. This result is consistent with previous observations from young whole rock samples [e.g., Kono and Tanaka, 1995] e.g., Tarduno and Smirnov, 2004; Dunlop et al., 2005; Tarduno et al., 2006] , which leads to a low field bias in older samples. Higher-average field estimates for the last 10 Myr are a noted feature of the PINT database, and it is encouraging that it is replicated by our RJMCMC models.
A further feature of the three models is the high number of identified changepoints in the 0-10 Ma period, although the overall mean model remains coarse for this period. As noted by Kono and Tanaka [1995] , Tauxe and Yamazaki [2007] , and Biggin et al. [2009] , the distribution of data in the PINT database is heavily biased toward younger ages. Despite almost 20 years of database updates since the analysis of Kono and Tanaka [1995] , this is still the case, with 544 of the 920 cooling units included in our WRSBG data set originating from the last 10 Myr. Along with this higher data density, many studies have unique ages, which results in a greater level of complexity for RJMCMC model fitting. However, the model must also cope with limited older data, which often have widely varying paleointensity estimates of the same age. In order to fit data from older samples, the hierarchical Bayesian framework assigns a relatively high error estimate for the model (Figure 3) . As a result, for the 0-10 Ma period, a simple model with fewer changepoints yields a similar fit to the data as a more complex model with more changepoints. Due to the natural parsimony of Bayesian inference [Malinverno, 2002] , the simpler model is favored, which results in the observed coarse mean model for the 0-10 Ma period. An example of how the model struggles to resolve detail in 0-10 Ma period, given its high error estimate, is the difference between the AT mean model, in which a changepoint is identified at 10 Ma (Figure 4a ) and the WRSBG model, in which a changepoint is instead identified at 5 Ma ( Figure 4b ). It is an inherent feature of modeling the PINT database that the error estimate required to accommodate studies with highly varying CU estimates of the same age results in the model not being able to fit intervals with higher data density as well as it otherwise might. However, although in this case the high error estimate inferred by the regression prevents high-resolution modeling of GFI for the 0-10 Ma interval, the high changepoint count for this period indicates that a more complex model is possible via the RJMCMC technique if a data set has a high data density with unique ages. Another effect of the high inferred error estimate is observed in the 140-200 Ma period for all three models. Here the majority of paleointensity estimates have lower values than the mean model. Thus, a simple constant model, paired with a higher error estimate, is favored in order to better fit the majority of the data.
When the mean GFI model for the WRSBG data set is compared against the RF record for the last 170 Myr (Figure 5a ), there is no apparent visual correlation. To quantitatively assess whether there is any evidence in our model for a significant linear relationship between RF and GFI, Pearson's correlation coefficient (r) was calculated between RF, as determined from the GPTS, and our mean GFI model. In order to test for the significance of any correlation, the two data sets to be compared are required to be independent and identically distributed. The compared data sets comprise the mean GFI model value and mean RF, calculated for adjacent, nonoverlapping time windows from 10 to 170 Ma (the oldest limit of the MMA record). To ensure that the chosen span of the time window had no effect on the overall conclusion, correlation coefficients were calculated for data sets with a range of time window spans from 1 to 35 Myr, as shown in Figure 6 . The significance of the calculated r values was tested by comparison with a Student's t distribution at the 0.05 level. Irrespective of the time window length, the r value between RF and GFI is less than the critical r value required for a significant correlation at the 0.05 level (Figure 6 ).
Despite the use of nonoverlapping time windows, the data sets are not statistically independent due to serial correlation between the time series. This lack of independence reduces the effective number of degrees of freedom associated with the data. The effective number of degrees of freedom accounting for serial correlation was calculated, using the method of Santer et al. [2000] . However, it was found that the data sets exhibit serial correlation to such an extent that for the majority of time window sizes, there are effectively zero degrees of freedom, rendering an assessment of the correlation between the data sets meaningless. To place this in context, any reduction in the effective degrees of freedom due to serial correlation will only drive the critical r value required for a significant correlation higher. Given that the calculated r values are already lower than the critical values calculated before serial correlation was taken into account, there is no evidence in the BDMCMC analysis for a significant linear correlation (positive or negative) between RF and GFI. properties of the PINT database. One feature of the mean models that can shed light on this question is that, in contrast to the constant field obtained for 10-202 Ma, the modeled field for 0-10 Ma has a high density of changepoints, which would result in a far more dynamic field model. Overall, 80% of the changepoints inferred in the post burn in chain of models for the WRSBG data set are located in the most recent 10 Myr, with the mean model field intensity varying between 5.12 × 10 22 A/m 2 and 8.42 × 10 22 A/m 2 during this time interval. Given the previously noted differences in the nature of the PINT data set for 0-10 Ma compared to 10-202 Ma, a check was carried out to ensure that the model obtained for 10-202 Ma was not compromised by the changepoint modeling method potentially concentrating on trying to fit the more heavily sampled 0-10 Ma interval. The posterior PDF for the number of changepoints identified for the 0-202 Ma data set is shown in Figure 7a , while the corresponding posterior PDF for a separate analysis, inferred solely for the 10-202 Ma data, is shown in Figure 7b . Reassuringly, fewer changepoints were identified in the 10-202 Ma data set than in the full 0-200 Ma data set, with the model converging toward three changepoints for the former. This is similar to the number of changepoints identified in the 10-202 Ma section of the 0-202 Ma model, which suggests that the sampling of the earlier part of the time series has not been compromised by the method trying to improve the model fit for the most recent 10 Myr. This can be taken as evidence that the changepoint modeling method sufficiently samples and accurately models the portion of the data set with sparser data density, rather than concentrating on solely obtaining a better fitting model for the parts of the data set with greater data density. This is a vital characteristic of the method given the irregular distribution of data in many paleomagnetic databases.
Conclusions
Identifying, quantifying, and understanding possible relationships between geomagnetic field intensity and reversal frequency is important for advancing geodynamo and mantle modeling. Previous efforts to investigate such a possible link have led to different conclusions. Here we introduce the advanced Bayesian technique of changepoint modeling as a suitable tool for objectively analyzing paleomagnetic time series. Using BDMCMC modeling it is possible to investigate whether significant changes in geomagnetic field behavior have occurred throughout a time series. The method is adaptable to time series with different characteristics, accommodating sparse and irregularly distributed data sets, while minimal prior assumptions are made about the properties of the data set. Given the highly irregular temporal distribution of data, along with the number of studies with highly varying paleointensity estimates of the same age, the PINT database is difficult to model and analyze as an entire data set. With its high adaptability to irregular data sets, BDMCMC modeling presents a suitable method to objectively model the data set as a whole. Based on our model we find no evidence in the main PINT data set to reject the null hypothesis that there is no link between RF and GFI. However, this is likely due to the current state of the PINT database, rather than being representative of geomagnetic field behavior. Given the paucity of the database, additional accurate paleointensity estimates that fill temporal gaps are required before robust conclusions can be drawn concerning relationships between RF and GFI. Alongside this, a reliable method of interpreting highly variable paleointensity estimates of the same age is required before an accurate long-term paleointensity model can be produced. Although the BDMCMC method can cope with such data, it does so by inferring a high error estimate, which results in a coarse model. Overall, use of RJMCMC methods should facilitate objective and quantitative analysis of various longstanding paleomagnetic questions. Alongside existing techniques, such an objective method for interpreting paleomagnetic time series will improve capabilities for testing and identifying relationships and trends in paleomagnetic time series.
