The goal of this paper is to develop a tolerance representation for assemblies compatible with tolerance analysis based on a closed form algorithm used in robotic applications. A methodology to represent standard Y 14.5M-1982 tolerances using homogeneous matrix transforms is described. Transforms represent both the nominal relations between parts and the variations caused by geometric deviations allowed by the tolerances. The analysis calculates a statistical estimate of the location of the Nth part in an assembly starting from the first part or a fixture. Except for form tolerances, most types of tolerance specifications are compatible with the proposed representation. This approach is well suited for integration with CAD systems and feature-based design.
In order to create competitive products, production system requirements must be considered early in the design process.
Since variations are inherent to any manufacturing and assembly process, geometric tolerances have to be acknowledged and assigned in a fashion that will not only respect the functional requirements of the product, but that will make the use of economical and efficient assembly systems possible. Representation of tolerances using homogeneous matrix transforms is particularly well suited for this objective. Using variations on the six kinematic degrees of freedom associated with a rigid body, feature (surfaces, axes, etc.) position and orientation variability can be established and propagated statistically from part to part in an assembly. Through a closed-fonn error propagation algorithm used in robotic applications, described below, tolerances so represented can be analyzed rapidly in three dimensions.
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In this approach, various features of components and assemblies are defmed early in the design process, and their description stored in data structures such that the assembly process can be analyzed rapidly. This analysis then gives feedback to the designer by pointing out features that could be modified in order to, among others, simplify the assembly process, ease quality management, and evaluate capabilities of the actual assembly systems to perform the tasks as desired. In this paper, dimensional tolerances are viewed as features to both components and assemblies, and the goal is to evaluate their impact on the assembly planning process.
Much work has been done in feature-based design for assembly [De Fazio et all. Part of this work is assembly sequence analysis (ASA). ASA is a rational means of considering all feasible assembly sequences in the sequence selection process [Baldwin et all. It qmsents a method for concurrently considering design and and assembly, by allowing genration and choice of interesting sequences based on multiple criteria. Tolerances a~ among these criteria.
Component Specification Versus Mating Variations
Our focus is on the assembly process. In this context, we divide product related variations in two groups: 1-Individual component variations and 2-Mating variations.
Individual component variations depend on the manufacturing processes used and are asumed here to be within their tolerances. On the other hand, mating variations will result from a combination of the component variations and other Eactors influencing relative part position (gravity, friction, etc. Fazio et all. The relative positions of these features within each part and between assembled parts are described by homogeneous transforms. The net tolerances between the features are to be described by multiplying the nominal transforms by adjustment transforms, whose calculation is described below. As parts are added to the assembly, the location of the last part is calculated by multiplying all of these adjusted transforms together. A statistical statement of the last part's location is calculated using the closed form algorithm described next.
The same analysis technique can be used to propagate errors of many kinds through fixtures, tools and assembly equipment. The result is the ability to predict statistically the net lateral and angular error between the last part already on the assembly and the next part about to be added. As a result, the likelihood of successful assembly can be calculated using Part Mating Theory (see
3-D, Closed-Form Algorithm Using Matrix Transforms
A computer program implementing a closed-form algorithm, written by [Jastnebski] , can help find the parameters that describe the statistical position and orientation of product geometric features (surface, peg, hole, etc.) with respect each other. His work is largely based on [Veitschegger and Wu], which develops the algorithm to propagate errors in kinematic manipulators.
The feature-related homogeneous matrix transforms and associated variabilities, described below, are used as an input to this algorithm. Given its complexity, only the results are discussed here; the reader is refered to
[Jastnebski] for a full description. In this work, a trivariate normal probability density distribution of individual tolerances has been assumed. Another important assumption is that the variates must be independent from each other.
The intermediate objective of this derivation is the development of the tri-variate normal density functionfor the Nth transformation frame. The ultimate objective is the description of the location, the orientation and the axes' lengths of the two probability density ellipsoids: one for the translation (or linear) errors, and one for the rotational (or angular) errors. The geometric interpretation of the resulting error distribution of a point position in space is an ellipsoid whose highest density is at the nominal position of the point. Considering for now only the translation error probability, the density function argument is the 3x1 differential translation vector dp. The function describes the distribution of the Nth frame origin position, which is the last frame in the chain of transformations, in the three dimensional space: below). Figure 2 .1 Some of the many sources of error that must be controlled in order to achieve successful assembly (from [Nevins and Whimeyl) .
where Vp is a 3x3 covariance matrix of the dp vector and the symbol t means vector transpose. The eigenvalues of the V p matrix are variances in the principal directions of the probability density ellipsoid. The directions of the eigenvectors of the matrix determine the ellipsoid orientation in space. A similar density function can be found for the rotational error probability of the same point (or feature), to which the argument is the 3x1 differential rotation vector 6, and the associated 3x3 covariance matrix
V6.

Part Mating Theory
Part Mating Theory (PMT) [Nevins and Whitney] provides a way of determining if assembly will be successful given the lateral and angular misalignments between parts. PMT has been developed and experimentally verified mostly for circularly symmetric mating features but other geometries have been analyzed. Both relative clearance and friction between the parts must be considered. The net result of combining PMT and the statistical analysis is to predict the likelihood that the resulting lateral and angular errors fall within the limits prescribed by PMT. The basic calculations are given in Wevins and Whitney, chapters 5,6, and 111.
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We assume that the reader is familiar with geometric dimensioning and tolerancing (GDBrT) schemes, which describe both constraints (dimensions) and allowed relaxation of constraints (tolerances). However, it is important here to establish the extent of the compatibilities between the proposed representation, used for stochastic tolerance analysis, and GD&T.
Related Versus Individual Features
Geometric features can be classified as:
individual, specified by form and circular size tolerance types; related, constrained by location, orientation, runout and possibly planar size types; and individual or related, described by profile of line and surface types. The distinction is important in this work because tolerance analysis using homogeneous matrix transforms makes mostly use of tolerance on related features. Variations on individual features affect only indirectly (eg. through the clearance between a peg and hole) the relative position and orientation of features to be mated.
Intuitively, we realize that related features and associated tolerances can be modeled with homogeneous matrix transforms since this representation uses reference frames (datums) and relates all transformations to these frames or to each other. Individual features cannot be modeled so straightforwardly with matrix transforms, and features of form will generally prove of little importance in stochastic tolerance analysis for assembly sequence evaluation.
Datums
Datums are the basis for relating features to one another. They are specially applicable to the use of homogeneous transforms as tolerance zone descriptors since they correspond to the definition of a reference frame, from which a transform is defined. Actually, even for planar features of size in which two surfaces are located with respect to one another, one planar surface will have to be defined as a datum with respect to which the other surface will be specified. That is, we will add datums, even though the standard size specification does not indicate one. In most cases, this does not cause problems when performing tolerance analysis for sequence evaluation since all parts in the considered assembly will have at least one surface in contact with another part; this surface can be used as a reference from which any other feature can be specified. 
O-oft&!Methodologv
Although best described through an example, this section outlines in broad terms the approach to representing standard tolerances using homogeneous matrix transforms and their associated variabilities. An example follows.
First, the actual tolerance zone is defined by a three-dimensional kinematic parameter boundary with an associated density found by performing a Monte-Carlo simulation on the parameters. This boundary and density are then compared to the ellipsoids resulting from the analytical computation of the joint tri-variate probability distribution of the same kinematic parameters, a result of the error propagation algorithm described above. For the actual tolerance zone (its parameter-based definition), the boundary is the 100% probability limit (100% chance of finding the parameter values within the boundary) while for the analytical case, one can consider the 60 limit (97.1% in 3D) [Bryson and Ho] . Finally, the range on the analytical kinematic parameters are multiplied by a correcting factor found through an optimizing scheme reducing the x2 error between densities of the simulated solution and analytical solution.
The corrected ranges on the kinematic parameters become the input to the closed-form error propagation algorithm, and represent the variabilities associated with the nominal homogeneous transform between a reference Cartesian frame and another frame attached to the toleranced feature. We note that the above simulation, comparison and optimization are done only once for each type and shape of tolerance zone. Once we have identified which kinematic parameters will have their constraints relaxed within a tolerance range, and computed their respective correcting factor, the results are readily usable for any tolerance specification in the same family (cylindrical lacation, planar size, etc.).
5 P l a n a r c e : IlWmmuf -Details on the methodology will be added through a specific example. Figure 5 .1 shows the threedimensional case of the planar size specification of figure 3.1. The volume between the two boundary surfaces (in dotted lines) represent the tolerance zone within which the actual surface, on which the Cartesian frame F2 is attached, must lie. The frame FO is the reference frame while the frame F1 is attached to the middle of the tolerance zone. 
. 1 Defining The Boundary In Parameter Space
The objective is to describe the tolerance zone by allowing small variations only on specific degrees of freedom associated with the feature, effectively sweeping the complete volume of the hi-dimensional zone.
To represent a tolerance zone with a matrix transform, we attach a Cartesian frame to the middle of the tolerance zone, in our case F1. This frame also represents the nominal position and orientation of the actual feature with respect to the previous (reference) frame FO. To simulate the possibility for the feature to be anywhere in the tolerance zone, we associate variabilities to specific degrees of freedom defining its position and orientation;
it's as if we consider the actual feature to be a rigid body with all six degrees of freedom constrained to 0 with respect to the reference frame, but we relax the constraint on specific degrees of freedom. The limits on these degrees of freedom, centered about the zero value (nominal variation), together constitute a new boundary, the tolerance zone defined in the "kinematic parameter space", outside which the tolerance specification would not be In our case of planar size tolerance, we relax the linear constraint along the 2 axis, and the rotational constraints around the X and Y axes. We therefore define three variates on which the individual limits combine to define a maximum boundary in the kinematic parameter space, as shown by figure 5.2. The linear variate Z varies within the range -Ts to +Ts, while the rotational variates 8r , and 6y vary respectively within the ranges k2Ts/Ly and +2Ts/Lx. These angular limits are obtained using a small angle approximation.
These ranges cannot be considered separately, since if all variates were at their maximum value, a portion of the surface would be outside of the tolerance respecd. 
. 2 Distribution Within Boundary:
Maximum boundary in a kinematic parameter space for size specification.
Simulation
Once we have identified the set of kinematic parameters on which the constraints can be relaxed to match the tolerance specification, a simulation on their respective and dependent distribution can be performed. From this simulation results a model of the assumed real joint probability density of the variables. To allow visualization of this probability function, we look at it over two-dimensional planes which are parallel to one of the three orthogonal planes Z = 0, 8r = 0, or = 0.
Assuming that Lx = Ly, the joint probability of the pair z 8 r is the same as for the pair Z-g. We therefore simply simulate the pair Z-0.
We have performed Monte-Carlo simulations that have randomly and normally generated each of the variables, the second one generated being limited to the range left by the the first one, to create the actual dependency (actually, an average of two cases was taken:
2 generated f i t , and 8 generated first). Any instance generated outside the 6-0 limits were disregarded to respect the tolerance zone. The resulting density function surfaces are read as histograms of the instances that were found to be in a certain (square) range of the two variates: the number of instances in this range is represented by a height at the (discrete) middle point of the range, and all points are joined using a linear interpolation to create the final mesh or surface.above the plane created by the parameter space ( 2 , O ) . The resulting surface was finally smoothed, and then normalized to insure a total cumulative distribution (volume under the surface) of 1. The results are shown in figure 5 .3, along with the analytical, joint probability density surface resulting from the proposed tolerance analysis software, in which the variables are considered independent and normally distributed:
The assumption of a normal distribution, as we used to generate a model of reality, has been the object of much work in the past and is most often justified by the central limit theorem. Ultimately, the exact distribution of each feature dimension depends on the manufacturing process and the corresponding quality control strategy used, but the above assumption is considered a good approximation for assembly sequence analysis purposes.
. 3 Comparison Simulation/Analytical:
Optimization of parameter ranges We recall that the analytical solution is based on the independence of the variates while the model of reality involves obvious dependencies. Furthermore, it is important to remember that the unit volume under the analytical surfaces uses infinite area since it is described by an exponential function (normal probability) while the model of reality has hard limits at the boundary of the ranges to respect the tolerance specification (all instances outside the 6-0 range were rejected and the surface was normalized to obtain 100% probability under the surface). Never the less the two surfaces are similar, and this similarity increases in the case of an axis position tolerance [Gilbert] .
We can evaluate quantitatively the error between the two probability densities. To do so, we can look at the Chi-square (x') error between the two discretized where m and n are the number of equally distant discretized points in the ranges of 2 and 8 respectively, and P4,jW) and pSti(z.8) are the probability values at these points of respectively the analytical and the simulated surfaces. One realizes that the actual x2 value will change with the values of m and n. This criterion, widely used in numerical error minimization algorithms such as the method of least square approximation, gives an absolute number which is then used to compare many possible solutions to the same problem. It is more a relative appreciation of those solutions rather than an exact computation of the error; the difference between two curved surfaces is an evaluation of how different they are, and this can be described by many factors (continuity, lst, 2nd and 3rd curvatures in any possible directions, etc.). In this work, we concem ourselves more with finding a means to compare solutions to help optimize them, than to completely and exactly define their results.
Optimization
On the one side, it is our desire to limit ourselves to the closed-form and rapid algorithm we propose to use to propagate the tolerances, which implies use of the six degrees of freedom associated to a rigid body, and their independency from each other; on the other side, this algorithm still gives us a relative flexibility in defining the ranges in which these degrees can vary. By changing them in a specific way, there is a possibility that the analytical solution be even closer to our model of reality.
Typically, these ranges are based on information obtained from the geometry of the tolerance zone. In the case of the planar size tolerance, its height 2Ts will define the range of 2, and a combination of the height, length and width (Ly and Lx) will define the ranges of respectively & and S, through small angle approximations. We therefore consider the ranges specified by the tolerance to represent the 6-0 probability in the analytical algorithm.
We recall that the result of the analytical solution for three independent, normally distributed variates is an ellipsoid in a three-dimensional parameter space; and that the probability density function of the variates within this ellipsoid is defined by the three variate's joint normal distribution. We note also that a visual representation of such an ellipsoid is usually the 6-0 surface inside which 97.1% of the probability is found. In essence, this ellipsoid is comparable to the diamond of the reality-based model; the object of this work is to approximate the diamond with the ellipsoid, of which we can modify the parameter ranges to reduce the approximation error.
The extremities of the diamond cross the 2, % and S, axes at the same points the unmodified ellipsoid crosses these axes. By modifying the length of the principal axes of the ellipsoid, i.e. by specifying different ranges to the three variates, one can better approximate the diamond. Figure 5 .4 demonstrates the concept.
The optimization scheme, which is based on the two-dimensional 2-8 pair (and assumed equivalent in 3D), is a simple iteration of the error computation while the variates' range (as given by the tolerance specification) are multiplied by a varying optimizing factor (say from 90% to 1 lo%, as long as a minimum is found). The x2 error is always computed using the Same simulated surface, and the factor that yields the smallest error is considered optimum. For this planar size tolerance, we have found the optimizing factor fopt to be 95% which resulted in a 20% decrease in the error between the two probability density Surfaces.
. 4 Formatting Into Errors Associated With Nominal Matrix Transform
The above described algorithm, yielding a closedform solution to tolerance analysis, takes for input the nominal homogeneous matrix transforms between Cartesian frames as well as the associated variabilities. Those variabilities can be specified as a range forthekinematic parameters, which, taken as the 6-0 probability limits, are transfered into the variance (d). where fopt is equal to 0.95 for this size tolerance case.
We have seen how the methodology is applied to a planar size tolerance within the context of assembly evaluation. Although the length of this paper precludes the description of all problems considered when using this tolerance representation scheme, we add here information that will contribute to the understanding of the approach and its compatibility with GDBrT. Details can be found in [Gilbert] .
Location:
A cylindrical tolerance zone results from many tolerance specifications. In the context of assembly sequence analysis, we find that position of circular features, concentricity and even runout specification are well described by the variability on the location of an axis within a cylindrical zone. The nominal homogeneous transform between frame F1, attached to the middle of the tolerance zone (see figure 6.1), and F2, attached to the actual feature axis, is then the identity matrix with associated errors in +/-
where fopt is the optimizing factor found above, Tp is the diameter of the tolerance zone in Cartesian space and L is the height of the tolerance zone. This work shows that the use of homogeneous matrix transform is well suited to represent the variation on the location of a circular featm.
Mate Variations:
Mating variations are also good candidates to be represented with matrix transforms. For example, the case of a clearance fit for a peg and hole also results in cylindrical tolerance zone for the position of the peg axis being assembled to the hole. However, in this case, the diameter of the zone is dependent on the clearance value, therefore on the relative diameters of the hole and peg.
Peg in a Hole
A conditional variance is then computed for the peg axis position. This variance results in a different value depending on the assumption of the shape of the position distribution. We know that the proposed tolerance analysis algorithm distributes all errors normally, yet the assumption of a uniform distribution for the peg position axis is more realistic. Here, the central limit theorem is invoked and caution should be used when only a small number of distributions are convolved.
L (r fixed)
Parameter space (r fixed)
Parameter space
Ellipsoidal boundary representation of a cylindrical tolerance zone in kinematic Paramerspace.
Within this limitation, Monte-Carlo simulations have been performed and results suggest that a normally distributed peg using a conditional variance computed with the assumption of a uniform distribution will be well matched by the analytical algorithm. The conditional variance is translated into a range for appropriate description of the errors associated with the matrix transform representation of this mate variation.
(for all possible r values ) Figure 6 .2
Example
The reader is referred to [Gilbert] for an example of using this method to compare two assembly sequences for an item having four parts. The parts in question belong to a real product that could not be assembled with acceptable probability by the most convenient sequence due to improperly assigned tolerances on part surfaces that must mate to fixtures. This assembly is illustrated on page 220 of [Nevins and Whitney] and the full analysis may be found in [Gilbe~t] .
Conclusion
Tolerance representation and analysis based on homogeneous matrix transform is a useful and promising area of research leading to the development of integrated tools for rapid and efficient assembly process evaluation. This representation should not completely replace other means to describe tolerances because it is not compatible with form tolerance definition (which is also the limitation of many other mathematical representations of tolerance). But the approach we propose has been developed for a clear usage: tolerance analysis for assembly evaluation. Although the closed form algorithm proposed for analysis of tolerances represented in such format has limitations in that normal distributions are assumed, it is still useful to rapidly analyze many possible assembly sequences based on geometric variations.
