Our paper adds empirical evidence on the causal effects of exporting on firms' performances. Using a rich database on Italian manufacturing firms, we test the selfselection and the post-entry effects hypotheses with respect to various firms' characteristics. Our analysis supports the idea that the superior performance of the exporters is due not only to a market selection mechanism, but also to efficiency improvements following the export activity. We find heterogeneous post entry effects with respect to characteristics as geographical location, size and sector. To test the post entry hypothesis we implement the propensity score matching and Differences in Differences techniques.
Introduction
The issue of heterogeneity across firms has been widely discussed in the evolutionary literature (Nelson and Winter (1982) , Dosi (1988) ). According to this literature the presence of heterogeneous firms within industries imposes to go beyond the representative agent framework and requires a further investigation about the determinants of such heterogeneity. The growing availability of longitudinal micro-level datasets has recently allowed researchers to better investigate the differential in firm performances, measuring intra industry dynamics and variance in productivity, wages and profitability (Baily et al. (1992) , Bartelsman and Doms (2000) ). A large body of empirical research documented the high and persistent level of heterogeneity across firms and establishments, emphasised the relative contribution of entry, exit to aggregate productivity growth, and showed the reallocation mechanism of output and input from less to more productive firms (Foster et al. (1998) , Baily et al. (1996) , Bartelsman and Dhrymes (1998) ). A mixture of economic factors seems to be relevant: from the managerial ability, to the level of firms technology and the exposure to international markets (Bartelsman and Doms (2000) ; Tybout (2001) ).
Concerning the link between productivity and the exposure to foreign markets, several analyses have documented the better performances of exporting firms and plants relative to non exporters: the former tend to be larger, to have higher level of productivity, and to be more capital intensive and technologically more sophisticated. Two different interpretations have been proposed to explain such a productivity "export premium": (i) self-selection; (ii) post-entry mechanisms.
The self-selection hypothesis argues that export markets select the most efficient firms among the set of potential entrants into foreign trade. This may be due to the fact that either (1) participating in international markets implies being exposed to more intensive product competition (see Aw and Hwang (1995) ), or (2) entering the international markets entails comparatively higher sunk costs of entry than operating in the domestic market (Jovanovic (1982) , Roberts and Tybout (1997) , Melitz (2003) ).
The post-entry hypothesis, instead, is based on the idea that firms become more efficient after they begin exporting. One often cited reason for this post-entry increase in productivity is the so-called learning by exporting mechanism according to which exports work as a conduit of technological transfer which, in turn, allows a change in firm's productivity trajectory (Clerides et al. (1998) ). More precisely, exporting firms may increase their technological knowledge through the access of new production methods or new products design from their buyers. Moreover, the more competitive international environment could force them to become more efficient and it could stimulate innovation. In addition to the learning mechanisms, firms that become exporters may improve their productivity simply by taking advantages of economies of scale, as exporting increases the relevant market size. Indeed, the higher international demand may raise firms' volume of production, allowing them to exploit static economies of scale.
Clearly, the self-selection and the post-entry hypotheses are not mutually exclusive. The superior performance of exporters compared to non-exporters can be due to both effects: to evaluate the relative contributions of the two explanations is an empirical question. Indeed, although both mechanisms are plausible, sectoral heterogeneity and countries specificities could alter the way in which the two operate. Most of the studies found substantial evidence in favour of the self-selection mechanism, showing that only the more productive firms find it profitable to compete in international market 1 .
However, less widespread evidence has been found in favour of the post-entry mechanisms. Kraay (1999) finds evidence of an increase in productivity as a result of firms' exposure to exporting from a panel of Chinese industrial enterprises. Aw et al. (1998) find similar results for a subset of sectors using firm-level data from the Taiwanese manufacturing industry. Delgado et al. (2002) implement a non parametric method on a panel of Spanish firms finding evidence of an improvement in firms' productivity after they become exporters, but only when limiting their analysis to young firms. Castellani (2002) found that only exporters with a high share of export intensity, measured in terms of the share of foreign sales on total turnover, exhibit a significant productivity growth as a result of their exposure to international markets.
Using a large panel for Italian manufacturing, which covers the universe of firms with more than 20 employees over the period 1989-1997, our paper tests these two possibly complementary explanations. Although other empirical research for Italian manufacturing firms have documented the differences between exporters and non exporters (Castellani (2002) , Ferragina and Quintieri (2000) , Sterlacchini (2001) ; Basile (2001) ), the possibility to use a longitudinal micro-level dataset allow us to apply, for the first time, panel data and matching techniques on Italian data, adding evidence on the relationship between international involvement and firm performances. In particular, we want: (1) to confirm whether there exist export premia characterizing exporting firms as compared to non exporters; (2) to verify if there is a self-selection mechanism at work by comparing the productivity (and other relevant firm characteristics) of new exporters with that of never exporters in the period prior to the entry; (3) to assess the post-entry effects by comparing the performances of entering firms with that of never exporters in the post entry period.
The contribution of the paper is to empirically test the self-selection and the postentry effects hypotheses not only with respect to productivity and size, as usually done in the literature, but also taking into consideration other interesting firm's characteristics as capital endowment, workforce composition and labor cost competitiveness. In addition, we contribute to the existing literature by verifying the presence of heterogeneous postentry mechanisms. It is in fact possible that the effects of export on firms' performances are not homogeneous but rather they vary in some indicative way.
Besides, to sort out the post-entry explanation, i.e. to estimate the effect of the export activity on exporters' performances, we use matching and difference in differences techniques. The aim of implementing these econometric methodologies is to evaluate the causal effect of export activities on firms' performances. Indeed, if self-selection of better firms into exporting is at work, a simple comparison between the characteristics of export starters and never exporters cannot reveal any causal impact of export activity on exporters' performances. A credible test of the post-entry explanation should try to take into account possible biases stemming from self-selection. In order to reduce this bias (that is due to the observational nature of this study), we will combine the "selection on observables" with the "selection on time constant unobservables" hypotheses by employing the propensity score matching jointly with the Differences in Differences estimator (PSM-DID) introduced by Heckman et al. (1997) . In other words, we will assume that conditional on observables the bias stemming from unobservables is the same in different time periods before and after the decision to export.
The reminder of the paper is organized as follows. In Section 2 we describe our data and we present the estimation results of the export premia with respect to different firms' characteristics. In Section 3 we investigate econometrically whether ex ante firms' characteristics influence the decision to enter into export markets and validate the self-selection hypothesis. In Section 4 we focus on the post-entry effects. Implementing a matching approach we analyze whether export participation can be considered as a source of performances improvement. Finally, in the last section the main findings are summarized.
Data description and Export premia
The research we present draws upon the MICRO 1 databank developed by the Italian Statistical Office (ISTAT) 2 MICRO 1 contains longitudinal data on a panel of 38.771 Italian manufacturing firms with employment of 20 units or more and it covers the years 1989-97. Due to entry, exit and missing values, we obtain an unbalanced panel data containing information for an average of around 20.000 firms per year. Firms are classified according to the Ateco codes of principal activity, the Italy's National Statistical Office (ISTAT) codes for sectoral classification of business, which corresponds, to a large extent, to the European NACE 1.1 taxonomy. All the nominal variables have been deflated at 2 digit level and are measured in millions of 1995 Italian lira.
The database contains information on many variables appearing in a firm balance sheet. For the purpose of this work we utilize the following available information: export activity, number of employees, type of occupation of employees (blue/white collars), sales, value added, capital, labor cost, intermediate inputs cost, industry and geographical location (Italian regions). Capital is proxied by tangible fixed assets at historical cost.
Using the export variable information, we group the Italian manufacturing firms into two categories: exporters (Exp) and non exporters (Non exp). The former are defined as firms that export in the year under analysis and, similarly, the latter as firms that serve only the domestic market for that year. This can be considered reasonable as far as the comparison between exporters and non exporters' performances is carried on year by year, without taking into account the time dimension of our database. However, in order to disentangle the causality from export to productivity and to determine whether more productive firms self select into exporting or whether exporting improves firms performance, one need to differentiate between firms that begin to export during the time frame of observation, i.e. Export starters, and firms that sell exclusively to the domestic market for the entire period, i.e. Never exporters. Table 1 presents the number of active firms within the Manufacturing sector in each of the nine years, together with the percentage of exporting firms, and their export intensity. The number of active firms remains substantially stable over time, with a minor reduction in the period between 1993 and 1997. The participation rate in foreign markets increases: while in the 1989 about 64% of firms were exporting, by 1996 the percentage increased to 71%. Overall, along the nine years covered by the sample, exporters represents on average 67% of the firms, a figure that reveal the importance of exports in Italian Manufacturing. The last column displays the average export intensity (EI), computed taking the arithmetic average of the ratio of export over sales for every exporting firms. The value of EI has increased over time, rising from 28% in 1989 to 33% by the end of the sample period. The increase in the participation rate in export activities and in the export intensity in the period between 1993 and 1996 could possibly be explained by the the exit of the Italian currency from the Exchange Rate Mechanism (ERM) in September 1992, coupled with the Lira depreciation. According to the theoretical literature which analyze the impact of exchange fluctuations on real economic variables (see Obstfeld (2002) and Engel (2002) for reviews), exchange rate fluctuations are strongly related to the export quantities of firms and, more generally, to the export flows of a country 3 . Coherently with this literature and with previous empirical findings for Italian manufacturing firms (Basile (2001) , Bugamelli and Infante (2003) ), our data report an increase both in the share of exporting firms and in the average export intensity that began around 1993. In 1997, after the large appreciation of the Lira of 1996 and the Asian and Russian financial crises, the increase in the share of exporting firms came to an end, while the average export intensity keep on increasing also in this year. This could be due to the fact that the drop in export participation was particularly concentrated among firms which were relatively less involved in international trade.
Before proceeding in the evaluation of the causal relationship between firms' characteristics and export status, we show the differences between the two groups of firms taking into account various measures, such as productivity, scale of operation, capital inputs, workforce composition and cost competitiveness. To measure firm-level productivity we use two indicators: Labour Productivity (LP), i.e. value added per employee, and Total Factor Productivity (TFP). We compute the latter employing the semi-parametric estima-tion technique implemented by Levinsohn and Petrin (2003) . This estimation procedure allows deriving factor coefficients by controlling for possible simultaneity and selection bias which arise when using ordinary least square methods 4 . The scale of operation is measured by total shipments (sales) and by total employment. With respect to capital endowments we observe both the absolute value and the value of capital per employee (the so called capital intensity, CI). We built up an index for the composition of the workforce, the skilled labor intensity (SLI), conventionally defined as the percentage of white collars over the total number of employees. As a measure of cost competitiveness we calculate the unit labor costs (ULC), obtained by dividing the total labor compensation by real output.
Following Bernard and Jensen (1999) we estimate the export premia, defined as the ceteris paribus percentage difference in some characteristics between exporters and nonexporters, by performing OLS regressions of the relevant firm characteristics (in logarithm 5 ) on an export dummy and a set of control variables (indicator variables for NACE 2-digit industries, regional dummies and logarithm of employment to control for size).
In Table 2 we report the results obtained running separate regressions for each year in the sample and for all the relevant characteristics 6 . Consistently with previous empirical results, we document the superior performance of firms that sell in the export markets with respect to the group that operates only in the domestic market (Bernard and Jensen (1999) , Bernard and Wagner (1997) , Aw et al. (1998) , Clerides et al. (1998) ).
The coefficients on the dummy for the export status are positive (and negative, as expected, for UCL) and statistically significant at very conservative levels. Even after controlling for industry, regional and size effects, firms participating into international trade are on average more productive, bigger, more endowed with capital, more capital and skilled labor intensive and they have lower unit labor costs than non exporters.
With regards to labor productivity, the positive and significant coefficients indicate clearly the higher performance of exporters: on average they are 16% more productive than non exporters. To attest that the export premia in terms of productivity are not simply the result of an high capital intensity, we compute the percentage difference also in terms of TFP. As one can see from Table 2 , the superior performance of exporters in terms of productivity do not remarkably change when the TFP is considered. On average, the total factor productivity of an exporter is 12% higher compared to that of non-exporter.
The differences between the two groups of firms enlarge when considering the scale of operation. The magnitude of the coefficients for number of employees and sales substantially exceed that of productivity. Exporters employ on average 50% more workers than non exporters and produce 51% more output. Lager firms are more likely to have resources to overcome the fixed costs with which to enter foreign markets. The estimated differentials for the other variables provide additional support for the claim that exporters are associated with higher performances with respect to non exporters. Exporters are more endowed with capital and more capital intensive: they have more than twice the capital of non exporters and their workers have on average 35% more capital to work with. Also the composition of the workforce differs across the two groups of firms: ex- porters have on average a 6% larger share of white collar with respect to domestic firms. Moreover, unit labor costs are negatively correlated with the export behavior as exporting firms have a higher level of cost competitiveness relative to firms serving the local market. The magnitude of the coefficient is relatively high and it ranges from -26% to -34%. To summarize the findings so far, our results validate the hypothesis that being an exporter implies a better performance. We now turn to determine the direction of causality between export behavior and firm performances. Therefore, in the following, our aim is to evaluate whether productivity differentials between exporters and non-exporters are only due to self-selection or also to post entry mechanisms.
Self Selection into Exporting?
The productivity differentials between exporters and non exporters, and more generally, the differences in the specific exporters' characteristics, could reflect a self-selection mechanism according to which only the more efficient firms (or firms with certain characteristics) will enter into the export markets. It is argued that, since exporting requires additional costs and it implies to be exposed to tougher competition with respect to serve the domestic market, only the outperforming firms will become exporters. In order to asses this hypothesis one should compare the performance of entrants vis a vis non exporters in the years before entry. Observing the dynamics of firm performances before entry into export markets allow us also to investigate if, some years prior to their entry, new exporters start to organize themselves in order to prepare to the more demanding international competition or simply to succeed in the domestic market .
As mentioned above, first of all we need to single out the firms that start to export during the time frame of observations. Hence, we define as export starters firms that do not export for at least two years, start exporting in year t and keep on exporting in the following periods 7 . Due to the time span available of nine years, we can create five cohorts of export starters, respectively from 1991 to 1995. In Table 3 we report the number of starters in each cohort. In total we obtain 662 firms that enter into the foreign markets at a certain point in time. As a mean of comparison, i.e. as a "control group", we select in our sample firms that serve exclusively the domestic market for the entire period: the never exporters. Our control group is made up by 5441 firms.
Having selected the export starters and the never exporters, we can now turn to evaluate if ex-ante differences exist between these two groups of firms with respect to various firm characteristics. Thus, we compare starters to never exporters some years prior to entry, from t − 5 to t − 1 8 . Following Bernard and Jensen (1999) , we implement a parametric exercise, regressing the log value 9 of firms' characteristics at time t − ρ on the dummy variable indicating if a firm is an export starter at time t and on a set of controls
where Starter is a dummy taking on value one for firms starting to export in t and zero for never exporters, and Controls includes dummies for calendar year, sectoral and regional effects.
In Table 4 we reports the transformed estimated coefficients of equation (1), i.e. the conditional percentage differential between starters and never exporters in levels, for all the relevant dependent variables. As a general result, we can detect that, regardless the 7 We impose, as sample selection rule, that in the years prior to entry firms declare to be a non exporter for at least two years. Therefore, for example, if firms are considered starters in 1991 it means they didn't export in 1989 and 1990. However, due the unbalanced nature of the panel, we allow attrition of starters in the years preceding the entry if firms start exporting after 1991.
8 An alternative solution proposed in the literature to test the self selection hypothesis is to estimate the probability of beginning to export, given the firm's characteristic some years prior to entry (Alvarez and López (2005) , Girma et al. (2004) .
9 See Footnote 6. variable analyzed and the ex ante time lag considered, future exporters display some advantages with respect to firms that will not take up exporting later on. These results are in line with the earlier empirical findings and confirm that those firms that initially are more productive, more cost competitive, larger, more capital intensive and with a higher share of white collar are more likely to become exporters. On average, the ex-ante productivity of starters is more than 15% higher than that of never-exporters, both with respect to labor productivity and TFP. Lagged firm dimension, capital stock, capital intensity and human capital endowment are also positively correlated with current export behavior. Moreover, future exporters' labor cost per unit of product is on average comparatively lower than the one of the control group. For the productivity proxies analyzed, the differentials between starters and never exporters appear to progressively narrow some years before entry. However, even in the year prior to the entry date into foreign market, future exporters still have a significantly higher productivity. The reverse seems to happen for the variable sales: as we approach to the entry into foreign markets new exporters appear to be more successful also in the domestic market. With respect to the other proxy for firm size, the number of employees, Table 4 shows a quite stable gap between the two groups of firms. The future exporters' average premium in terms of capital endowment tends instead to describe a U-shaped pattern that, consistently with the relative stability of the number of employees' coefficients noted above, is followed also by the capital intensity advantage of starters. No such a relatively clear trend is observable for the other firm characteristics: skilled labor intensity and unit labor cost. However, it is important to point out that a stricter test of the dynamics of future exporters premia should be based directly on a comparison of the difference in the growth rates of the relevant firm characteristics between the two groups Table 5 : Self-selection into exporting: growth rates t-3/t-1 t-5/t-3 t-5/t-4 t-4/t-3 t-3/t-2 t-2/t-1 LP 0.9 -0. of firms. In fact, there is the possibility that the temporal patterns just described above could be influenced by compositional effects due to the unbalanced nature of our sample. Therefore, looking for additional insights, we consider whether, in the years prior to entry, the performances of export starters increased more or less than those of never exporters. We explore this by estimating the following model ln(y i,t−s ) − ln(y i,t−ρ ) = α C + β C Starters it + γ C Controls it + υ it with 0 ≤ ρ ≤ 5 and 0 ≤ s ≤ 4 (2) Table 5 reports the transformed estimates of β C , i.e. the conditional percentage differential between starters and never exporters in the growth rate, for all the relevant dependent variables. When looking at the growth rate between different time spans, we do find a significant increase in the pre-entry export premia only in terms of firm dimension and capital variables. The relevant coefficients of the regressions, employing our two productivity proxies as dependent variables, are never significant: during the pre-entry period starters and never exporters efficiency dynamics are, on average, not different.
On the other hand, in the years immediately before entering the international markets new exporters increase their size comparatively more than the firms belonging to the control group: both in terms of sales and of workforce from t − 2 onward. Moreover, future exporters from three years before the entry onward also enlarge their capital stock more than never exporters. However, this capital accumulation advantage of future exporters is not reflected by a capital deepening (i.e. capital intensity) premium until t − 1. Therefore, it seems that the capital accumulation premium of new exporters is more a consequence of firm size growth than of a change in the structure of production. Moreover, the fact that neither the skilled labor intensity coefficients nor the ULC coefficients are significant confirms the last conclusion: during the pre-entrance period future exporters do not undergo relevant structural changes in terms of the organization and the technology of production (with respect to never exporters), instead they do grow (in size) comparatively more.
These findings imply that it is the "better" firms that are becoming exporters. In the spirit of self-selection, this means that prior to exporting, a firm must have certain characteristics in terms of productivity, size, human capital, and capital intensity in order to sell its goods abroad. However, we do not find relevant evidence indicating that firms prepare themselves before entering the foreign markets (consciously or simply being subject to some common shock) by changing their structure of production. It seems instead that future exporters have from the beginning comparatively "better" characteristics (with respect to "domestic" firms) and that they already benefit from these characteristics before going international. In fact, during the three years preceding the entry, firms augment their scale of production, i.e. both capital and labor usage, and their sales 10 .
The Post entry effects
Having ascertained the presence of a self-selection mechanism in the pre-entry period, we are now interested in observing if these export premia are preserved, or reinforced, also in the post-entry period. Is it indeed possible that firms benefit from their exporting activities? As suggested by Aw et al. (1998) , exporting firms could in principle benefit from technological feedback provided by international clients and competitors. In order to meet foreign buyers demand and to cope with the more competitive international environment, exporters have to upgrade their production techniques and they have to adopt new processes or products innovation. As a consequence they may improve their efficiency and their productivity. In addition, exporters may exploit possible economies of scale or they take advantage of a greater capacity utilization determined by international demand. If technology transfer and scale economies are at work, one would then expect to observe an increase in the post-entry exporters' performances.
We want first to asses if the post-entry advantages of starters are robust to controlling for a selection mechanism that operates through firm specific heterogeneity that is constant over time. Hence, we present a set of results based on an econometric specification that exploits the panel structure of our data, by controlling for individual specific fixed effects. In other words, we want to understand if the post-entry premia of new exporters are simply a consequence of the fact that firms with higher fixed effects self-select into exporting.
We use data of firms that begin to export at some point during the period 1991-1995 ( D is = 1) and data about the comparison group of firms that never export in the sample period ( D iv = 0, ∀v ) to estimate by first differencing the following linear unobserved effects model
Y it is the log of the relevant dependent variable; φ i is a time-invariant individual fixed effect that is meant to control for unobserved time-constant firms' characteristics that could influence their performances. The set of dummy variables D K it represents relative time with respect to the event of beginning to export (K = 0). In particular, δ K is the effect of exporting on firm performances K years following (or, if K is negative, prior to) its beginning. These coefficients approximate the percentage premia of starters in term of productivity (size, capital, etc.) with respect to the expected productivity (size, capital, etc.) levels of never exporting firms. The γ t 's are the coefficients of calendar year dummy variables that are aimed to control for the general time pattern of productivity (and the other firm characteristics under analysis) in the whole economy.
Choosing g means imposing that there are no effects of exporting from g years before the entry backwards. Therefore, we expect that, if we have carefully controlled for all the non-ignorable 11 observable and non-observable variables influencing differences in the relevant dependent variables between the control and the treated groups, the parameter δ K at K = −g will not be significantly different from zero. Consequently, estimates of the export effects during the pre-entry years may be used as an informal specification test of the model. We have set g = 5 and f = 6.
In general, bias in the model could occur if the group of starters are not a random sample in terms of non-ignorable (observable and unobservable) characteristics we don't control for (i.e., observable time-varying characteristic and unobservable time-varying characteristics). Therefore, finding relevant and persistent premia to exporting during all the years preceding the launch of the export activity could signal that also (or only) other factors, different from exporting, are determining such premia, i.e. a causal interpretation of the estimated δ K is not warranted (Jacobson et al. (1993) ; JLS from now).
As advocated by our informal specification test described above, the estimated effects of exporting for the pre-entry years are, in general, progressively less significant (both from an economic and a statistical point of view) as we move backward from the starting period. In other words, Table 6 shows that, once one has controlled for a selection mechanism based on individual specific heterogeneity fixed in time, export starters are not substantially different from the control group as we move back in time in the pre-exporting period. This finding is consistent with what observed in the preceding paragraph: while preentry levels do markedly differ in favor of export starters, the pre-entry growth rates of the relevant variables for new exporters and never exporters tend to be not statistically different. Indeed, both the equation (2) and the equation (3) are designed to eliminate the individual specific fixed effects. Hence, in general, once one accounts for individual specific fixed effects (and for the fact that every year we could have compositional effects due to the unbalanced nature of the sample), it appears that on average future exporters don't enlarge their advantage over future non-exporters during the pre-entry period. The major exceptions, both in the previous paragraph and in Table 6 , are the variables related to firm size (number of employees and sales) and capital, during the years immediately before entry. Therefore, the conclusions of the previous paragraph are confirmed.
Looking at the post-entry period, we find that, with respect to never exporters, starters become more productive (both in terms of labor productivity and TFP), bigger (both in terms of sales and number of employees), they increase their capital endowment, and they reduce their ULC as they accumulate years of experience in the export markets. For example, the estimated coefficients for both regressions concerning productivity as dependent variable become statistically significant at the year firms start exporting (t) and the percentage differences become larger and larger in the periods after entry. At t export starters are about 7% more productive than the control group. Six years after entering the export markets new exporters are about 22% more productive than never exporters (both in terms of labor productivity and of TFP). A more stable, even if somehow increasing pattern, is observable for the capital intensity variable: the percentage difference between starters and never exporters ranges from 24% at time t, to 29% at time t+5. Less clear-cut evidence is detected for the skill intensity variable: the higher level of the percentage of white collars for export starters with respect to never exporters is observable in some years following entry, while in other years the coefficients, though positive, are not statistically significant.
In the next paragraph we introduce alternative econometric methodologies aimed at investigating the causal effects of beginning to export on exporters. They share with the JLS econometric strategy explained above the robustness to self-selection based on individual specific fixed effects, but they are also based on some alternative assumptions.
The Econometric Model
According to our previous results Italian manufacturing firms with higher performances are more likely to enter the export markets. That is, exporters self select into selling abroad because they are better than never exporters with respect to numerous characteristics: from productivity, to capital and non-production workers intensity. Hence, to assess the causality from export behavior to firm performances, one needs to control for this sample selection problem. In other words, in order to determine the impact of exporting on exporters it is necessary to consider the fact that the group of export starters is not randomly selected from the entire population. A simple comparison between characteristics of export starters and never exporters can not reveal the direction of causality between productivity (and other firm's characteristics) and export status.
Indeed, the object of our analysis is to identify the average effect of the export activity on exporters with respect to firm's performances. In the evaluation literature this effect is known as the average treatment effect on the treated (ATT), which is simply a special case of the general notion of average partial effects computed for the treated part of the population (Wooldrige (2002) ). In our framework this sub-sample will be the firms that begin to export.
Let's indicate as D i a variable taking the value 1 if a firm has started exporting (i.e. the firm exposed to the treatment) and 0 if it is a never exporter. Each firm has two potential outcomes: Y it (D i = 1), if it has been exposed to the treatment, Y it (D i = 0) if not. Therefore, the outcome for every firm can be written as
At time t, the average treatment effect on the treated (AT T ) is the expected effect of the treatment on those who were actually treated 12
Indeed, we are interested in testing if exporting firms benefit from starting to export, i.e. if in the hypothetical counterfactual situation of no exporting they would have had worse or better outcomes. The problem is that in observational (non-experimental) studies one is not able to observe both outcomes for the same individual and therefore to compute directly E(Y it (0)|D i = 1) . What one is able to compute directly is E(Y it (0)|D i = 0). The bias in computing the AT T i is therefore
that is the difference between the missing counterfactual mean and our imperfect available counterfactual mean. If the group of the treated is randomly selected from the population, or, more precisely, the group of the treated and the group of the control have the same non-ignorable observable and non-observable characteristics, then the bias is zero. However, the main problem in observational studies is that selection into treatment is not perfectly randomized. Therefore, the treated and the non-treated may differ in non-ignorable characteristics, other than treatment intake. This implies that simply comparing the mean values of the two groups (treated and control) would determine a bias, as equation (6) shows.
Different econometric techniques have been developed in observational studies to overcome the ATT bias. A first popular estimation strategy is given by the Differences in Differences (DID) estimator. In the DID strategy one compares the differences in outcomes after and before a treatment for the treated group (export starters) to the same differences for the untreated group (never exporters), relying on the assumption that, without the treatment, the outcomes (productivity, employment, etc) would have followed parallel paths across the two groups of firms.
Let's consider two periods, one before the treatment intake (t = 0) and one after the treatment (t = 1). In presence of panel data, as in our case, the crucial identifying restriction for DID is the following
It states that the average outcomes for the treated and the untreated would have followed parallel dynamics over time in the absence of the treatment. If equation (7) holds, then
The DID estimates can be easily obtained from the least squares estimation of the coefficient β in
where ∆Y i = Y i,1 − Y i,0 . Therefore, in presence of panel data, selection into treatment is allowed to depend on individual specific fixed effects, as we can clearly see if we rewrite (9) as
where t is a variable that indicates the pre-treatment period if it is 0 and the post treatment period if it equals 1, and α i is a time-invariant individual specific fixed effect possibly correlated with D i 13 . The DID formulation is often used to introduce covariates by considering the least squares estimator of
where X are some exogenous or predetermined observable variables that are not influenced by the treatment and that are interacted with the time indicator. By differentiating (11) with respect to t one has
where φ = φ 1 − φ 0 . This specification allow for different dynamics for the treated and the untreated, as long as these dynamics can be explained linearly by observed covariates. Now, assumption (7) can be reformulated as
Alternatively, another popular estimation method employed in observational studies to overcome the ATT bias is the propensity score matching (P SM ) techniques (Rosenbaum and Rubin (1983) ). The main idea of this method lies in the concept of selection on observables, according to which the set of observable variables at our disposal could be sufficient to eliminate the bias stemming from the non-random selection of the firms into the exporters and non-exporters group. In other word, it is assumed that, given the set of observables, firms with the same characteristics are randomly exposed to the export activities.
Following Heckman et al. (1997) , the bias can be expressed as a function of the observable characteristics and decomposed into three parts
= B 1 + B 2 + B 3 B 1 represents the component of the bias that is due to non-overlapping support of X, i.e. we are comparing firms that are already different also in the pre-treatment period. B 2 is due to misweighting on the common support of X. In fact, even in the common support, the distribution of the treated and of the untreated could be different. B 3 is the traditional econometric selection bias that stems from "selection on unobservables". The aim of the matching estimator is indeed to reduce B 1 and B 2 by opportunely choosing and reweighting observations. B 3 is supposed to be absent, i.e. the matching method is based on the assumption of conditional independence (CIA)
This assumption, the so called "selection on observables", states that conditional on X the potential outcome in the non-treatment scenario is independent of the treatment status. The variables in X must be strictly exogenous, namely it is assumed that they are not affected by the treatment, either ex post or in anticipation of the treatment. The CIA will hold if X includes all of the variables that affect both the selection into treatment (e.g., the decision to export) and the outcomes (e.g., productivity, size, etc. . . ). Note that equation (15) implies also mean independence
In the standard setting of a linear model with an additively separable error term, equation (15) becomes
Note that this is slightly weaker than the assumption that underlies OLS. Indeed, the OLS assumption E(U it |X i , D i ) = 0 implies the assumption required for matching, but it is not implied by the latter. Moreover, standard OLS do not address possible problems of common support of the distribution of X i between treated and control group, extrapolating counterfactual outcomes that are outside the common support (thanks to its functional assumptions). In presence of heterogeneity of the treatment effect, OLS gives more weight to the heterogeneous values of this partial effect for which the conditional variance of D it given X it is largest 14 . Thus, given equation (15) , the AT T t can be identified by estimating
where in the third line we applied the CIA. When the dimension of X i is high, the practical computation of (18) becomes unfeasible. However, Rosenbaum and Rubin (1983) showed that
where P (X) = P r(D = 1|X) is called the propensity score. This means that, if treatment is random conditioning upon X, it is random also conditioning upon P (X). Therefore the "curse of dimensionality" can be solved and the AT T t identified by estimating
14 See for example Angrist and Krueger (1999) .
In practice, there exist many different matching procedures which can be used to estimate 20. A typical matching estimator takes the form
where w(i, j) is the weight placed on the jth observations in constructing the counterfactual for the jth treated observation and n i is the number of treated observations. Matching estimators differ in how they construct the weights w(i, j) . In the Nearest Neighbour (N N ) method the match between treated and untreated units consists on searching for the control with the closest propensity score. The Radius Matching matches each treated unit only with the control units whose propensity score falls in a predefined neighborhood of the propensity score of the treated unit. The Kernel Matching matches all the treated with a weighted average of all controls (if using a Gaussian kernel), with weights that are inversely proportional to the distance between the propensity score of the treated and controls (Becker and Ichino (2002) ). We show the results obtained by implementing the single nearest neighbor matching with replacement. However, similar treatment effects are found with the kernel matching and radius matching techniques.
The true propensity score normally is not known and must be estimated. Any standard probability model can be used. The "balancing test" introduced by Rosenbaum and Rubin (1983) helps to choose a specification of the probability model given the chosen X. It relies on the fact that, if P (X) is the propensity score, then it must be that D ⊥ X|P (X).
The balancing test we use is based on the routine developed by Becker and Ichino (2002) . First, we split the sample in intervals such that the average propensity score for the treated and the control does not differ in each interval. Then, within each interval, we test that the means of each characteristics do not differ between treated and control units.
Matching should impose the condition of pointwise common support. We adopt the simplest strategy to exclude from the treated group the observations whose P(x) values lie outside the support of the distribution of the controls.
Finally, the robustness of the matching estimator can be augmented by taking advantage of the panel structure of the data. In fact, one can implement a Propensity Score Matching-Differences In Differences (PSM-DID) (Heckman et al. (1997) ), which is a particular kind of matching estimator based on the assumption (13) and on the result (19). Indeed, if the point-wise bias due to B 3 is constant in time, i.e. unobserved heterogeneity is fixed in time, we have that
The practical implementation of this estimator is straightforward
Are there any post-entry effects?
To analyze the impact of the export activities on exporters we perform the propensity score matching differences in differences estimator. We compute the PSM-DID estimator at every period k after the entry into the export markets, with respect to the year prior to entry (t − 1). The first step in implanting the PSM-DID strategy requires modelling and estimating the probability of starting to export for each of the five cohorts. It is important to estimate propensity score for each cohort separately because the drivers of the decision to export could differ in the various years. Moreover, as discussed in Dehejia and Wahba (1999) , there is no reason to believe that the same specification of the propensity score will balance the covariates in different samples. Our specification of the propensity score can be represented as follows P r(Start it ) = Φ{h(LP i,t−1 ; T F P i,t−1 ; Sales i,t−1 ; N.Empl i,t−1 ; Capital i,t−1 ; (24) KP E i,t−1 ; P W C i,t−1 ; U LC i,t−1 ; Sectors; Regions; . . .)} where Φ() is the Normal cumulative distribution function.
In estimating the propensity score we include all the relevant variables: productivity, employment, sales, capital and skilled labor intensity and unit labor costs (Sectors and Regions refers to sectoral and regional dummies). To free up the functional form of the propensity score we include higher order polynomials and interaction terms, and search for a specification that balances the pre-treatment covariates between the treatment and the control group conditional on the estimated propensity score (using the methodologies described above). The variables we match on can not be affected by the treatment, either ex post or in anticipation of treatment. Otherwise, if the exporting firms adjust their characteristics in anticipation of the beginning of the export activity, then we would end up matching on endogenous variables. Therefore, to overcome this problem, we had initially chosen to match on pre-treatment variables at year t−3. However, in our case, matching at t − 1 leaves the estimation results basically unchanged but enlarge the size of the sample (cause we do not have to additionally impose that starters have a valid observation at t − 3). Moreover, the risk to match on endogenous variable is, in our case, extremely low as many starters' pre-treatment characteristics at year t − 3 closely resemble those at t − 1: as we have already seen, we find clear-cut evidence of pre-exporting adjustments only with respect to size and capital stock. Therefore we have chosen to present the results deriving from matching at t − 1.
Once the sample of matched firms and the corresponding controls has been selected for each of the five cohorts, we compute the average treatment effects at different relative temporal distance from the entry time, pooling together these treated and matched control firms of different calendar years.
As mentioned above, in applying the matching technique one needs to choose a counterfactual group as similar as possible to the treated group. Several procedures have been proposed in order to check the quality of the matching procedure. To test the goodness of our matching we first implement the balancing test, as proposed by Becker and Ichino (2002) , which we already described above. We verify that the balancing property is satisfied for every specification of the propensity score (and therefore for each cohort of starters and never exporters separately). Second, we implement a standard t-test for equality of means for the covariates to check if significant differences remain after conditioning on the a At time t − 2 the number of treated decreases to 620 because of missing observations in the relevant variablesb At t − 3 it reduces to 381 also because the cohort of firms starting to export in 1991 is not included since it has not observations at t − 3. Note: P-values refer to t-tests for the significance of the difference of means between the two relevant groups. The number of matched controls refers to the number of firms that are matched to the treated firms on the common support, however in the t-test we replicate the controls that are used as multiple matches (that are used as control for more than one treated).
propensity score. We compute the t-test for the mean values at t − 1, t − 2 and t − 3 15 . The results shown in Table 7 give us confidence that we have identified the appropriate matched control group. In fact, after matching no differences are found in covariate means of treated and untreated. We are not able to reject the null hypothesis of equality of means for all the relevant variables and regardless of the time lag considered. Finally, it also useful to look at the density functions of the propensity scores for the treated and the matched controls to get a sense of the overlap between them. Figure 1 shows how the propensity score matching increases the comparability between the two groups. While prior to matching the estimated kernel densities are quite different, after matching we can observe very similar values 16 . Table 8 displays the estimated ATTs obtained by employing the PSM-DID methodology as described above. The standard errors are computed by boostrapping the entire estimation procedure, including the propensity score stage, using 200 replications. In line with the results of Table 6 , we find that the labour productivity growth of starters is higher than that of the never exporters. Firms that start exporting growth more than firms that serve only the domestic markets. An important issue to point out regards the evolution of the rate of growth as we move forward from entry period. While we observe a labor productivity growth of about 2 percent after one year exporting, the percentage reach 13 percent after 5 years. This implies that, though the effect of export activities on productivity is immediate, it enlarges after some years following the entry period. Moreover, considering TFP as dependent variable confirms that export starters have an higher productivity rate of growth with respect to their domestic counterpart and that this gap is increasing after some years of exports. Beginning to export has a similar effect also on firm's size. Once more, this effect is larger as we move forward from the year of entry into foreign markets. The rate of growth of sales (employment) of new exporters from t − 1 to t, is about 6% (3%) higher than that of never exporters; the premium of starters with respect to the growth rate of sales (employment) from t − 1 to t + 5, increases to about 32% (11%).
We also uncover evidence of a positive treatment effect of exporting on the capital endowment. The estimated ATTs are positive and increasing and they are in general statistically significant with the exception of the last three estimates (t − 4, t − 5, t − 6). However for the capital intensity variable we never find significant post-entry effects. This estimation results are consistent with the presence of post-entry effects on the scale of production (both on labor and capital) but not on capital intensity. This conclusion is (1981) . Note: For details on the estimation procedure see the text. We report bootstrapped standard errors (200 replications), the number of treated on the common support and the number of matched controls (remember one control can be matched to more than one starter) Coefficients significant at leas at 0.10 level are in bold.
coherent with the estimation results of the JLS model: capital intensity advantage of exporters is quite stable from the year before entry onward. Regarding the skill labor intensity variable we find that the rate of growth of skill intensity of the treated group is in general higher than that of the control group. However, the estimated ATTs are statistically significant only in two cases, namely for ATT(t−1/t+ 1) and ATT(t − 1/t + 4). Therefore, at this stage, we tend to exclude a generalised causal effect of exporting on the percentage of white collars. Finally, we also detect that exporting has a labor (cost) saving effect: the estimated ATT for the variable ULC is negative and increasing in absolute value 17 In conclusion, we have detected robust evidence of positive average effects of the export activity on productivity, sales, number of employees and capital. We have found that, with respect to these variables, the positive effects of exporting on firms' performances increases as firms accumulate experience in the export market. Remarkably, the results seems to be robust to applying either the fixed effects specification a la JLS and the PSM-DID method.
Post entry effects: only for some groups of firms
To assess the robustness of our findings we conduct a sensitivity analysis that takes into account the possible heterogeneity in the treatment effects. It is indeed possible that the effects of export on various firms performances, as those found in the previous section, are not homogenous but rather they vary in some symptomatic way. Export activities could have a large impact on those firms located in certain areas, or belonging to some sectors or class dimension. To control for the various sources of heterogeneity, we compute the effect of export activity for some subpopulations of the treated individuals. In particular, we consider the firms' location, distinguishing between northern firms from those localised in the center and southern regions; the firms' size, classifying as small firms those with less then 50 employees and medium-large firms those with more than 50 employees; and the sectoral dimension, grouping firms according the Pavitt (1984) taxonomy.
Tables 9-11 report the results of the treatment effects computed for the different groups of export starters. Our analysis reveals a set of interesting results. For many of the variables and the groups considered we detect some heterogeneity in the treatment effects: the average impact of export on firms' performances is likely to vary across the considered groups of firms. However, some regularities are observable. For example, the post-entry effects in terms of sales and unit labor costs, with the exception of the science based firms, are always statistically significant and positive, regardless of the group selected. Therefore it seems that exporting allows firms to increase their volume of production and, by increasing their capacity utilization, to reduce their unit labor costs. Table 9 shows that, while for the northern firms the impact of export is positive and significant for almost all variables, for firms localised in the centern and southern regions we find non-significant effects, except for sales and unit labor costs. In particular northern firms, as a consequence of entry in export markets, increase also the percentage of skilled workers, the number of employees and the use of capital. Therefore, on average, positive and significant treatment effects in terms of productivity growth are associated with positive and significant effects in terms of capital, employment and non-production workers share growth, and not simply with sales increases and unit labor costs reduction. Instead, firms localised in the center-south regions do not upgrade their capital and skill structure and they do not increase their workforce. As a consequence of the export activities these firms increase their sales and reduce the unit labour costs, by exploiting their unused capacity.
In Table 10 the ATTs for firms of different size are computed separately. The mediumlarge firms are the ones benefit more from the export activities. They have higher treatment effects than small firms both with respect to TFP (at least in the long run) and size growth (employees and sales). Moreover, our results show positive and significant effects for this group firms also in terms of capital accumulation and skill labor intensity. Once again, we observe a positive relationship bewtween productivity increases, and capital and skilled intensity growth. In fact, contrary to the medium-large firms, the group of small firms, which do not upgrade their capital and skill structure, are the one that gain less in terms of TFP. As regards the reduction in unit labor costs, we detect homogeneous treatment effect across firms of different size.
In Table 11 we differentiate ATTs in terms of sectoral characteristics. Sectors are defined according to Pavitt (1984) taxonomy. Some interesting results emerge from the heterogeneity analysis. First, the sectoral classification in general reveals no significant treatment effects for both the capital endowment and intensity. Second, with the exception of the science based firms, all sectors benefit from exporting in term of size growth (both sales and number of employees) and reduction in unit labor costs. Third, only supplier dominated firms robustly display positive and statistically significant effects in terms of productivity and skill intensity growth and some positive effects in terms of capital growth.
Concluding, the impact of the treatment is not homogeneous, rather it is varies with Note: We report bootstrapped standard errors (200 replications), the number of treated on the common support and the number of matched controls (remember one control can be matched to more than one starter). Coefficients significant at leas at 0.10 level are in bold. a Not enough observation for the Science based group at t+6. Note: We report bootstrapped standard errors (200 replications), the number of treated on the common support and the number of matched controls (remember one control can be matched to more than one starter). Coefficients significant at leas at 0.10 level are in bold.
t-1/t t-1/t+1 t-1/t+2 t-1/t+3 t-1/t+4 t-1/t+5 t-1/t+6 respect to firms' characteristics as region, size and sector. From this deeper "heterogeneity" analysis two main findings emerge. Substantially all groups of firms benefit in terms of sales growth and unit labor cost reduction. However, as the productivity growth concerns our results show mixed treatment effects. Precisely, we detect the presence of post-entry effects in terms of TFP only for firms that display positive effects with respect to the skill intensity and the capital endowment variables. These additional findings give more robustness and support to the average post-entry effects for productivity, size and unit labor costs that we estimated in the aggregate analysis.
Conclusion
The paper contributes to add evidence to the growing empirical literature that attests the superior performances of exporters relative to non-exporters. In line with previous studies, we find that exporters outperform non-exporters and that self selection is at work also in the case of Italian manufacturing firms. Firms serving foreign markets have higher productivity level, they are larger, they are more capital and skill labour intensive and they are more (labour) cost competitive than firms serving only the domestic market. To consistently estimate productivity we employ the semiparametric technique developed by Levinsohn and Petrin (2003) that takes into account the simultaneity and the unobserved heterogeneity problems. The export productivity premia persist using different proxies of firm productivity. In order to test the self-selection hypothesis we differentiate between firms that start to export during the time frame of observation (export starters) and firms that serve exclusively the domestic markets for the entire period (never exporters). We find that, for all the variables under analysis and despite the different time lags, future exporters display advantages with respect to firms that will not take up exporting later on. However, when looking at the growth rates (of the relevant characteristics) in the pre-entry period we observe that starters and never exporters in general do not differ in terms of their dynamic path, with the exception of the scale of production and the sales.
In order to test the presence of post entry effects we exploit our longitudinal micro-level dataset, implementing various panel data techniques. We detect evidence of performance improvements either in terms of labor productivity, TFP, number of employees, capital endowment and ULC. Remarkably, the results seem to be robust to applying either the fixed effects specification a la JLS, the standard parametric DID and the PSM-DID methods. No such relatively clear evidence is found for the variables skill and capital intensity.
However, according to our "heterogeneity"analysis, the treatment effects are not homogeneous, rather they vary with respect to firms' characteristics as region, size and sector. All groups of firms benefit in terms of sales and unit labour costs. By contrast, we detect the presence of post-entry productivity improvements only for firms that display positive effects with respect to the skill intensity and capital endowments variables. This additional results suggest that the productivity post-entry effects are not merely associated with the scale of operation enlargements, but with more structural changes. Indeed, firms that simply increase their size as a consequence of exporting display significant treatment effects only in terms of a reduction in unit labor costs.
