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Abstract
Semidefinite programming (SDP) with equality constraints arise in many opti-
mization and machine learning problems, such as Max-Cut, community detection
and robust PCA. Although SDPs can be solved to arbitrary precision in polyno-
mial time, generic convex solvers do not scale well with the dimension of the
problem. In order to address this issue, Burer and Monteiro [BM03] proposed
to reduce the dimension of the problem by appealing to a low-rank factorization,
and solve the subsequent non-convex problem instead. It is well-understood that
the resulting non-convex problem acts as a reliable surrogate to the original SDP,
and can be efficiently solved using the block-coordinate maximization method.
Despite its simplicity, remarkable success, and wide use in practice, the theoret-
ical understanding of the convergence of this method is limited. We prove that
the block-coordinate maximization algorithm applied to the non-convex Burer-
Monteiro approach enjoys a global sublinear rate without any assumptions on the
problem, and a local linear convergence rate despite no local maxima is locally
strongly concave. We illustrate our results through examples and numerical exper-
iments.
1 Introduction
A variety of problems in statistical estimation and machine learning require solving a combinato-
rial optimization problem, which are often intractable [VB96]. Semidefinite programs (SDP) are
commonly used as convex relaxations for these problems, providing efficient algorithms with ap-
proximate optimality [Par03]. A typically used SDP is
maximize 〈A,X〉 (CVX)
subject to Xii = 1, for i ∈ [n],
X  0,
where A,X ∈ Rn×n and [n] = {1, 2, ..., n}. This problem appears as a convex relaxation to the
celebrated Max-Cut problem [GW95], graphical model inference [EDM17], community detection
problems [BBV16], and group synchronization [MMMO17].
Although SDPs serve as reliable relaxations to many combinatorial problems, the resulting convex
problem is still computationally challenging. Interior point methods can solve SDPs to arbitrary
accuracy in polynomial-time, but they do not scale well with the problem dimension n. A popular
approach to remedy these limitations is to introduce a low-rank factorization X = σσ⊤, where
σ ∈ Rn×r with r denoting the rank. This reformulation removes the positive semidefinite cone
constraint in (CVX) sinceX = σσ⊤ is guaranteed to be a positive semidefinite matrix, and choosing
∗Part of this work has previously appeared in ICML 2018 Workshop on Modern Trends in Nonconvex
Optimization for Machine Learning.
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r ≪ n provides computational efficiency as well as storage benefits. This method is often referred
to as Burer-Monteiro approach [BM03]. Denoting i-th row of σ by σi, i.e., σ = [σ1, σ2, ..., σn]
⊤,
the resulting non-convex problem can be written as follows
maximize 〈A, σσ⊤〉 (Non-CVX)
subject to ‖σi‖ = 1, for i ∈ [n],
where the non-convexity comes from the separable submanifold constraints ‖σi‖ = 1. In the origi-
nal Burer-Monteiro approach [BM03], the authors propose to use an augmented Lagrangian method
for a general form SDP. However, it has been recently observed that feasible methods (such as
block-coordinate maximization [JMRT16, WCK17], Riemannian gradient [JMRT16, MMMO17]
and Riemannian trust-region methods [ABG07, JBAS10, BVB16]) provide empirically faster rates
since feasibility can be efficiently guaranteed via projection onto the Cartesian product of spheres.
Despite many empirical evidence [JMRT16, MMMO17,WCK17], not much is known on the conver-
gence of these feasible methods (except the Riemannian trust-region method, for which a sublinear
convergence rate is shown in [BVB16] and a local superlinear convergence is shown in [ABG07]
with no rate estimate). Among these methods, block-coordinate maximization and projected Rie-
mannian gradient ascent are simpler to implement and have computational complexity of O(nr)
and O(n2r), respectively, whereas Riemannian trust-region requires the eigendecomposition of the
dual variable (which is usually computed iteratively using the power method, whose each iteration
requires O(n2) arithmetic operations) and the ascent step requires an additional O(n2r) complex-
ity. Furthermore, block-coordinate maximization does not have any step size or tuning parameters,
unlike projected Riemannian gradient ascent and Riemannian trust-region methods. Empirical stud-
ies further consolidate the use of block-coordinate maximization by presenting excellent results on
many problemswith often linear convergence. In this paper, we provide the first local and global con-
vergence rate guarantees for the block-coordinate maximization method (applied to Burer-Monteiro
approach) in the literature, which are consistent with empirical performance of the algorithm. Our
contributions can be summarized as follows:
• We establish the global sublinear convergence of the block-coordinate maximization algo-
rithm applied to the non-convex Burer-Monteiro approach without any assumptions on A.
• We show that the block-coordinatemaximization algorithm enjoys a linear rate around a local
neighborhood of any local maxima, even though no local maxima is locally strongly concave.
• Our complexity estimates yield an optimal sampling scheme of update blocks to tighten the
sublinear and linear rates.
• We validate our theoretical results via numerical examples and compare the performance of
the block-coordinate maximization algorithm with respect to various manifold optimization
methods to emphasize its performance.
1.1 Related Work
There are numerous papers that analyze the landscape of (Non-CVX). In particular, it is known that
(CVX) admits a maxima of rank at most r ≤ n(n + 1)/2 [Bar95, Pat98]. Using this observation,
it has been shown in [BM03, BM05, JBAS10] that when r ≥ √2n, if σ is a rank deficient second-
order stationary point, then σ is a global maxima for (Non-CVX) andX = σσ⊤ is a global maxima
for (CVX). The recent paper [BVB18] showed that when r ≥ √2n, for almost all A, every σ that
is a first-order stationary point is rank deficient . For arbitrary rank r, [Mon16] showed that all
local maxima are within a n ‖A‖2 /
√
r gap from the (CVX) optimum, and [MMMO17] showed that
any ε-approximate concave point is within a Rg(Non-CVX)/(r − 1) + nε/2 gap from the (CVX)
optimum, where Rg(Non-CVX) is the range of the problem (Non-CVX).
[JMRT16] presented that when applied to solve (Non-CVX), projected Riemannian gradient ascent
and block-coordinatemaximizationmethods provide excellent numerical results, yet no convergence
guarantee is provided. Similar experimental results are also observed in [WCK17] for the block-
coordinate maximization algorithm and [MMMO17] for the projected Riemannian gradient ascent
algorithm. In [BAC16], the authors provided a global sublinear convergence rate for the Riemannian
trust-region method for general non-convex problems and these results have been used in [BVB16,
MMMO17] for the non-convex Burer-Monteiro approach. Augmented Lagrangian methods have
been proposed to solve (Non-CVX) as well [BM03, BM05], however these methods do not benefit
from separability of the manifold constraints, and hence are usually slower [BVB18].
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1.2 Notations and Preliminaries
Throughout the paper, all vectors are column vectors. The superscripts are used to denote iteration
counters, i.e., σk denotes the value of σ at iteration k. For a vector g, ‖g‖ represents its Euclidean
norm. For a matrix A, Aij represents its entry at the i-th row and j-th column, ||A||F represents its
Frobenius norm, ‖A‖1 = max1≤j≤n
∑n
i=1 |Aij | represents its 1-norm, and ‖A‖1,1 =
∑n
i,j=1 |Aij |
represents its L1,1-norm. For a function h, ∇h and gradh represent its Euclidean and Riemannian
gradient, respectively. Similarly, ∇2h and Hessh represent its Euclidean and Riemannian Hessian,
respectively. We let Sm−1 denote the unit sphere in Rm.
Without loss of generality, we assume that A is symmetric and Aii = 0, for all i ∈ [n]. Indeed, if
A is not a symmetric matrix, then we can replace A by (A + A⊤)/2, which is a symmetric matrix,
and the objective value (Non-CVX) remains the same for all σ ∈ Rn×r since σσ⊤ is symmetric.
Similarly, replacing the diagonal entries of A by zeros decreases the objective value by the constant
Tr (A), for all σ ∈ Rn×r since the diagonal entries of σσ⊤ are all equal to 1.
The rest of the paper is organized as follows. In Section 2, we present the algorithm, discuss its
complexity and compare it to the other feasible methods. In Section 3, we prove the global sublinear
convergence of the algorithm and provide rate estimates. In Section 4, we show that the algorithm
enjoys a local linear convergence rate and provide rate estimates. We perform numerical experiments
to validate our theoretical results in Section 5 and conclude the paper in Section 6.
2 Block-Coordinate Maximization (BCM) Algorithm
In this section, we discuss the update rule and computational complexity of the BCM algorithm.
Given the current iterate σk, the BCM algorithm chooses a block σik and maximizes the objective
f(σk) =
n∑
i=1
〈σki , gki 〉, where gki :=
∑
j 6=i
Aij σ
k
j ,
over σik ∈ Sr−1. More formally, we can write the update rule of the algorithm as follows
σk+1ik = arg max‖σ‖=1
f(σk1 , . . . , σ
k
ik−1, σ, σ
k
ik+1, . . . , σ
k
n)
= arg max
‖σ‖=1
〈σ, gkik 〉+
∑
i6=ik
∑
j 6=i
Aij〈σki , σkj 〉
= arg max
‖σ‖=1
2〈σ, gkik〉+
∑
i6=ik
∑
j 6=i,ik
Aij〈σki , σkj 〉
= arg max
‖σ‖=1
〈σ, gkik 〉 =
gkik∥∥gkik∥∥ , (1)
with the convention that σk+1ik can be chosen arbitrarily when
∥∥gkik∥∥ = 0, and where the third
equality follows since A is symmetric. Although ik can be chosen arbitrarily, we focus on random
selection in this paper. In particular, we consider two randomization schemes:
• ik = i with probability pi = 1/n, which we call as uniform sampling,
• ik = i with probability pi =
∥∥gki ∥∥ /∑nj=1 ∥∥gkj ∥∥, which we call as importance sampling.
The BCM algorithm with uniform sampling can be implemented inO(nr) time and space complex-
ity since it only needs to save σ (which is of size nr) and after ik is chosen g
k
ik
can be computed
in 2(n − 1)r floating point operations. On the other hand, the BCM algorithm with importance
sampling requires
∥∥gki ∥∥, for all i ∈ [n], to be able to assign pi’s. Although each gki can be computed
at the beginning of each iteration, this would require O(n2r) floating point operations. Instead, a
smarter way of implementation would be to keep both σ and gi’s in the memory (which requires 2nr
space) and update σkik and g
k
i , for all i 6= ik as presented in Algorithm 1, which yields 2(n − 1)r
floating point operations to update gi’s similar to the uniform sampling case. Therefore, the time
and space complexity of both variants areO(nr) for dense A (i.e., when no structure is available on
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Algorithm 1 Block-Coordinate Maximization (BCM)
Initialize σ0 ∈ Rn×r and calculate g0i =
∑
j 6=iAijσ
0
j , for all i ∈ [n].
for k = 0, 1, 2, . . . do
Choose block ik = i, with probability pi, for all i ∈ [n],
σk+1ik ←
gkik
‖gk
ik
‖ ,
gk+1i ← gki −Aiikσkik +Aiikσk+1ik , for all i 6= ik.
end for
A). However, in many SDP applications (such as Max-Cut and graphical model inference), A is in-
duced by a graph. Therefore, the computational cost of the BCM algorithm can be reduced toO(dr),
where d is the maximum degree of the graph that induces A. In comparison, per iteration compu-
tational complexity of the projected Riemannian gradient ascent algorithm is O(n2r) for dense A
and O(d2r) for sparse A. The situation is even worse for Riemannian trust-region algorithm since
it requires to perform power method to solve the trust-region subproblem to find an approximate
update direction. Hence, per iteration complexity of the BCM algorithm is much smaller than the
other feasible methods. Furthermore, the BCM algorithm has structural advantages over projected
Riemannian gradient ascent as well. In particular, the fixed points of the BCM algorithm are of the
form σi = gi/ ‖gi‖, whereas any first-order stationary point, i.e., σ’s that satisfy σi = ±gi/ ‖gi‖ (as
we will show in (8)), is a fixed point of the projected Riemannian gradient ascent algorithm. We can
observe that for a first-order stationary σ, if there exists a block ℓ such that σℓ = −gℓ/ ‖gℓ‖ holds,
then we can increase f(σ) by replacing σℓ with any other unit norm vector since
f(σ1, . . . , σℓ, . . . , σn) = 2〈σℓ, gℓ〉+
∑
i6=ℓ
∑
j 6=ℓ,i
Aij〈σi, σj〉
< 2〈σ¯ℓ, gℓ〉+
∑
i6=ℓ
∑
j 6=ℓ,i
Aij〈σi, σj〉 = f(σ1, . . . , σ¯ℓ, . . . , σn),
for any σ¯ℓ 6= σℓ due to the Cauchy-Schwarz inequality. Taking the limit as σ¯ℓ → σℓ, we can observe
that σ cannot be a local maxima. Therefore, we conclude that all local maxima satisfy σi = gi/ ‖gi‖,
and hence the first-order stationary points that are not fixed points of BCM are either local minima
or saddle. This intrinsically rules out convergence to exponentially many (in n) saddle points and
local minima. Furthermore, projected Riemannian gradient ascent requires line-search to find a step
size that yields an ascent at each step. On the other hand, as we show in Lemma 3.1, the BCM
algorithm is guaranteed to make an ascent at each iteration without any parameter tuning.
3 Global Sublinear Convergence Rate
In this section, we prove that the BCM algorithm attains a global sublinear convergence and provide
rate estimates. To this end, we first introduce the following ascent lemma, which shows that the
sequence of function values {f(σk)}k≥0 is nondecreasing.
Lemma 3.1. Each iteration of the BCM algorithm yields the following ascent on the function value:
f(σk+1)− f(σk) = 2 (∥∥gkik∥∥− 〈σkik , gkik〉) ≥ 0.
We emphasize that such an ascent lemma does not necessarily hold for general non-convex functions
and algorithms. In particular, in order to guarantee ascent condition, it is often required to use
line-search techniques for choosing the step size of first-order methods (e.g., the gradient ascent
algorithm) [SU15]. On the other hand, the BCM algorithm does not require any parameter tuning
and still enjoys the ascent guarantee in Lemma 3.1. This lemma holds a basis for the following
theorem, in which we consider the BCM algorithm with importance sampling and show that its
expected functional ascent can be related to the expected norm of the Riemannian gradient of the
function evaluated at the current iterate. Hence, it is guaranteed that the BCM algorithm returns a
solution with arbitrarily small Riemannian gradient as we highlight in the following theorem.
Theorem 3.2. Let f∗ = max‖σi‖=1,∀i∈[n] f(σ). Then, in at mostK ≥
⌈( ‖A‖1,1 (f∗ − f(σ0)))/ǫ⌉
iterations, BCM with importance sampling is guaranteed to return a solution σk, for some k ∈
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Figure 1: Convergence of the BCM algorithm, where the entries of A are drawn from a normal
distribution and n = 500. The local convergence can observed to be linear.
[K − 1], satisfying E ∣∣∣∣gradf(σk)∣∣∣∣2
F
≤ ǫ. Equivalently, for any K ≥ 1, BCM with importance
sampling yields the following guarantee
min
k∈[K−1]
E
∣∣∣∣gradf(σk)∣∣∣∣2
F
≤ ‖A‖1,1 (f
∗ − f(σ0))
K
. (2)
Using a similar approach to Theorem 3.2, we show in the following corollary that the BCM algo-
rithm with uniform sampling attains a similar sublinear convergence rate. However, comparing the
rate guarantees in (2) and (3), we can observe that the BCM algorithm with importance sampling
enjoys a tighter convergence rate compared to the BCM algorithm with uniform sampling, since
‖A‖1,1 ≤ n ‖A‖1, for all A ∈ Rn×n.
Corollary 3.3. Let f∗ = max‖σi‖=1,∀i∈[n] f(σ). Then, in at most K ≥⌈(
n ‖A‖1 (f∗ − f(σ0))
)
/ǫ
⌉
iterations, BCM with uniform sampling is guaranteed to return
a solution σk, for some k ∈ [K − 1], satisfying E
∣∣∣∣gradf(σk)∣∣∣∣2
F
≤ ǫ. Equivalently, for any K ≥ 1,
BCM with uniform sampling yields the following guarantee
min
k∈[K−1]
E
∣∣∣∣gradf(σk)∣∣∣∣2
F
≤ n ‖A‖1 (f
∗ − f(σ0))
K
. (3)
4 Local Linear Convergence Rate
Although the BCM algorithm enjoys the sublinear convergence rates presented in Section 3, it is
numerically observed that the rate of convergence is linear when σk is close to a local maxima
[JMRT16, WCK17]. A similar conclusion can be made by Figure 1 as well, which illustrates local
linear convergence of BCM. In this section, we investigate this behavior and prove that indeed BCM
attains a linear convergence rate around a local maxima. In order to prove this result, we require
certain tools from manifold optimization [AMS07]. We define the following submanifold of full-
rank2 matricesRn×r∗ that corresponds to the Riemannian geometry induced by the constraints of the
problem (Non-CVX) in the Euclidean space:
Mr :=
{
σ = (σ1, . . . , σn)
⊤ ∈ Rn×r∗ : ‖σi‖ = 1, ∀i ∈ [n]
}
.
This manifold represents the Cartesian product of n unit spheres inRr. For any given point σ ∈Mr,
its tangent space can be found (by taking the differential of the equality constraints) as follows
TσMr :=
{
u = (u1, . . . , un)
⊤ ∈ Rn×r : 〈ui, σi〉 = 0, ∀i ∈ [n]
}
.
Using these definitions, the geodesics t 7→ σ(t) (i.e., curves of shortest path with zero acceleration)
can be expressed as a function of σ = σ(0) ∈Mr and u ∈ TσMr as follows
σi(t) = σi cos(‖ui‖ t) + ui‖ui‖ sin(‖ui‖ t). (4)
2We consider full-rank matrices to deal with differentiable manifolds, which is standard, e.g., see [JBAS10].
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We refer to Section 5.4 of [AMS07] for a more detailed treatment of this topic. The above
geodesic can be thought as the set of points on the manifold that are obtained by moving from
σ ∈ Mr towards the direction pointed by u ∈ TσMr. Before understanding the landscape
around a local maxima σ ∈ Mr, we first make the following observation. Let O(r) = {Q ∈
R
r×r : Q⊤Q = QQ⊤ = I} denote the orthogonal group in dimension r. We can observe that
f(σQ) = 〈A, σ QQ⊤σ⊤〉 = 〈A, σσ⊤〉 = f(σ), for anyQ ∈ O(r). Thus, every local maxima is flat
in certain directions in TσMr. In order to characterize these directions, we define M¯r =Mr/O(r)
as the quotient of the manifoldM by the orthogonal groupO(r), which can be thought as the set of
equivalence classes. We then consider the tangent space TσMr and decompose it into two orthogo-
nal subspaces: the vertical space VσM¯r and the horizontal spaceHσM¯r. The vertial space VσM¯r
is the tangent space to equivalence classes, i.e.,
VσM¯r = {σQ : Q ∈ Rr×r, Q⊤ = −Q}.
This space contains the tangent vectors along which function value does not change and hence there
is no curvature. The horizontal spaceHσM¯r is the orthogonal complement of VσM¯ in TσMr, i.e.,
HσM¯r = {u ∈ TσMr : u⊤σ = σ⊤u}.
In other words, HσM¯r contains tangent vectors that do not rotate σ at all, which are the directions
along which there is curvature. For a more detailed treatment of these definitions, we refer to Chapter
4 of [JBAS10], where similar equivalence class definitions are introduced to guarantee rotational
invariance to design an algorithm, whereas our purpose here is to obtain convergence rate estimates.3
The main assumption we will use in proving the local linear convergence of the BCM algorithm is
that along any direction inHσM¯r, f(σ(t)) has a negative curvature of at least µ > 0. More formally,
we make the following assumption.
Assumption 1. Let σ be a local maxima of the problem (Non-CVX). Then, 〈u,Hessf(σ)[u]〉 ≤
−µ ||u||2F holds for all u ∈ HσM¯r.
We emphasize that this assumption implies having isolated maximizers on the search space M¯,
which is the assumption used in [JBAS10]. To make the above discussion and this assumption more
vivid, we consider the following example.
Example: Consider the problem (Non-CVX), where A, σ, and u are defined as follows
A =

 0
√
2 −1√
2 0
√
2
−1 √2 0

 , σ =

 1 01√
2
1√
2
0 1

 , u =

 0 ab√
2
−b√
2
c 0

 ,
for some a, b, c ∈ R. We can observe that σ is a local (global) maxima of the problem with σi =
gi/ ‖gi‖, where ‖g1‖ = ‖g3‖ = 1 and ‖g2‖ = 2. We can also see that any matrix in TσM2 is of the
form u, for some a, b, c ∈ R. Hence, letting Λ := diag(‖g1‖ , ‖g2‖ , ‖g3‖), we have
1
2
〈u,Hessf(σ)[u]〉 = 〈u, (A− Λ)u〉 = −(a+ b)2 − (c− b)2,
which implies that 〈u,Hessf(σ)[u]〉 = 0 if b = c = −a, and 〈u,Hessf(σ)[u]〉 < 0 otherwise. Let
u¯ denote the matrix u with entries b = c = −a = 1. Then, if we consider the geodesics σ(t) defined
by σ ∈ M2 and u¯ ∈ TσM2, i.e.,
σi(t) = σi cos(‖u¯i‖ t) + u¯i‖u¯i‖ sin(‖u¯i‖ t) = σi cos(t) + u¯i sin(t),
we can observe that σi(t)’s correspond to rotation of σi’s, for any t ∈ R, i.e., σi(t) = σiQ(t), for
all i, for some rotation matrix Q(t) ∈ O(2). Consequently, we have u¯ ∈ Fσ and by the above
discussion we can conclude that Fσ = span(u¯). Hence, considering the directions in the tangent
space u ∈ TσM2 that are orthogonal to Fσ , we have
max
u∈TσM2 :
||u||
F
=1, 〈u,u¯〉=0
1
2
〈u,Hess(f(σ))[u]〉 = max
a2+b2+c2=1,
−a+b+c=0
−(a+ b)2 − (c− b)2
= max
a2+b2+c2=1,
−a+b+c=0
−2− b2 + 2ac = −1,
3An alternative approach for rotational invariance would be to consider adding additional constraints to
(Non-CVX) such as imposing that σ is lower triangular, which defines a Cholesky manifold embedded in
R
n×r [GP07].
6
which is attained for a = −c = ± 1√
2
and b = 0. This example illustrates that Assumption 1 holds
with constant µ = 2 and although strong concavity does not hold for all u ∈ TσM2, it holds for a
subset of matrices in the tangent space.
Before stating the main theorem on the local convergence rate of the BCM algorithm, we first present
the following lemma, which states that the sequence {f(σk)}k≥0 converges and the limit points of
the sequence {σk}k≥0 are the fixed points of the algorithm.
Lemma 4.1. Let {σk}k≥0 be the sequence generated by the BCM algorithm. Then, limk→∞ f(σk)
exists and every limit point σ¯ of {σk}k≥0 is a stationary point satisfying σ¯i = g¯i‖g¯i‖ .
In the following theorem, we state the main linear convergence rate result for the BCM algorithm.
An informal version of this theorem can be stated as follows. Suppose the BCM algorithm converges
to a local maxima, for which Assumption 1 holds with some constant µ. Then, the algorithm attains
a local linear convergence rate of 1 − µ/(n ‖A‖1,1) per iteration and 1 − µ/ ‖A‖1,1 per cycle,
approximately. In the formal statement of the theorem, we consider the case the sequence {σk}k≥0
does not converge but instead has distinct limit points due to Lemma 4.1, where we emphasize that
all limit points have the same function value due to Lemma 3.1.
Theorem 4.2. Let f¯ = limk→∞ f(σk), suppose Assumption 1 holds and assume that the limit
points σ¯ of the BCM algorithm are local maxima. Then, there exists an integer K > 0 such that
the iterates generated by the BCM algorithm with importance sampling enjoy the following linear
convergence rate
f¯ − f(σk+1) ≤
(
1− µ
n ‖A‖1,1
+ δK
)(
f¯ − f(σk)) , (5)
for any k ≥ K , where δK is a constant that goes to 0 as K →∞.
Similar to the importance sampling case, we have the following linear convergence rate guarantee
for the BCM algorithm with uniform sampling.
Corollary 4.3. Let the conditions in Theorem 4.2 hold. Then, the iterates generated by the BCM
algorithm with uniform sampling enjoy the same local linear convergence rate given in (5), with
‖A‖1,1 replaced by n ‖A‖1.
5 Numerical Experiments
In this section, we compare the BCM algorithm with the projected Riemannian gradient ascent
(PRGA) algorithm and the Riemannian trust-region (RTR) algorithm all applied to the Burer-
Monteiro formulation in (Non-CVX). The RTR algorithm is implemented using the Manopt pack-
age [BMAS14] with the default options, while the gradient norm tolerance of the solution, i.e.,∣∣∣∣∇f(σk)∣∣∣∣
F
≤ ǫ, is set to ǫ = 10−5. The PRGA algorithm is implemented with a fixed step size
of 5/ ‖A‖1, which provided the most consistent convergence throughout the experiments. In order
to obtain a fair comparison between these first-order and second-order algorithms, we run the RTR
algorithm to a desired gradient norm tolerance and count the elapsed time. We run the BCM and
PRGA algorithms for the same amount of time (regardless of the number of iterations) and plot the
Frobenius norms of the gradients and the suboptimality in function values with respect to the objec-
tive value each algorithm converges to, with respect to time elapsed. We emphasize that the BCM
algorithm has a computational complexity of O(nr), whereas it is O(n2r) for the PRGA and RTR
algorithms with the caveat that RTR requires to run power method at each iteration, which costs
O(n2) arithmetic operations per inner loop. Therefore, one can expect given a fixed amount of time,
BCM performs n times as many iterations as PRGA, while RTR performs less number of iterations
than both.
In our experiments, we consider the case where A is randomly generated. In particular, we draw
each entry of A from a normal distribution, symmetrize it, remove the diagonals and normalize
it such that ‖A‖1,1 = 100, for implementation convenience. As discussed in Section 1.2, these
modifications do not change the landscape of the problem. In Figure 2, we plot the function sub-
optimality in the top row and the Frobenius norm of the Riemannian gradients in the bottom row.
Each column corresponds to a separate problem. In the left column, we consider the case a relatively
low-dimensional problem n = 1000 with low-rank r = 20. It can be observed that BCM rapidly
decreases the function suboptimality and gradient norm, whereas RTR lags in the beginning and
7
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Figure 2: Convergence of the BCM algorithm versus RTR and PRGA algorithms, where the entries
of A are drawn from a normal distribution.
then attains a better convergence rate, which is expected since RTR converges locally superlinearly
[ABG07]. On the other hand, PRGA is often better compared to RTR in a small time horizon, while
its local convergence rate is similar to BCM’s, which makes it fairly unfavorable compared to BCM
and RTR. In the middle column in Figure 2, we consider the same dimension as the previous exam-
ple, while setting r = 45, which satisfies r ≥ √2n and hence all stationary points are rank deficient
with probability 1, which implies all local maxima are global [BVB18, JBAS10]. Changing r does
not seem to affect the performance comparison between algorithms, while it is important to note
that when r is significantly small (e.g., r ≤ 5), it in general takes longer time for the first-order
algorithms escape saddle points compared to RTR. In the right column in Figure 2, we consider a
moderate size problem while keeping the rank same in comparison to the setting in the middle col-
umn. We observe that BCM and RTR performmuch better than PRGA. Furthermore, BCM seems to
obtain a better function suboptimality than RTR. Although we do not plot the comparison between
the objective value that each algorithm attains in the limit, we observed (in all the experiments) that
PRGA gets stuck in saddle points significantly more often than BCM and RTR. This is in accor-
dance with the discussion we made earlier, where we noted that BCM escapes exponentially many
saddles (in n) compared to PRGA by construction. On the other hand, the objective values BCM
and RTR attain are usually close to one another, e.g., in the final example the objective value of the
point returned by BCM is 5 × 10−4 higher than the objective value of the point returned by RTR,
which is about the gap we observe in their performances and hence they both attain similar objective
values in convergence. It can also be observed that as n increases, BCM tends to outperform RTR
since the complexity of BCM scales better with n compared to RTR.
6 Conclusion
In this paper, we studied the non-convex Burer-Monteiro approach to solve large-scale SDPs. We
considered to solve this non-convex problem using the block-coordinate maximization algorithm,
which is significantly simpler to implement and computationally O(n) faster with respect to its
alternatives such as the projected Riemannian gradient ascent and Riemannian trust-region meth-
ods. We proved that when the block-coordinates are chosen at random independently for each itera-
tion, then the resulting algorithm attains a global sublinear convergence rate of O(1/ǫ) to guarantee
E
∣∣∣∣gradf(σk)∣∣∣∣2
F
≤ ǫ. We then analyzed the local behavior of the algorithm around a local maxima
under a curvature assumption in a subset of the neighborhood of the local maxima. We showed
that the block-coordinate maximization algorithm attains a local linear convergence rate of approxi-
mately 1 − µ/(n ‖A‖1,1) per iteration, which translates into an approximate rate of 1 − µ/ ‖A‖1,1
per cycle, when µ/ ‖A‖1,1 ≪ 1. We presented the first precise rate estimates for the non-convex
Burer-Monteiro approach in the literature to our knowledge. We validated our theoretical results
through numerical experiments.
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A Calculation of Riemannian Gradient and Hessian
We define the following submanifold ofRn×r that corresponds to the Riemannian geometry induced
by the constraints of the problem (Non-CVX) in the Euclidean space:
Mr :=
{
σ = (σ1, . . . , σn)
⊤ ∈ Rn×r∗ : ‖σi‖ = 1, ∀i ∈ [n]
}
, (6)
This manifold represents the Cartesian product of n unit spheres in Rr (which we denote by Sr−1).
For any given point σ ∈Mr, its tangent space can be found (by taking the derivatives of the sphere
constraint) as follows
TσMr =
{
u = (u1, . . . , un)
⊤ ∈ Rn×r : 〈ui, σi〉 = 0, ∀i ∈ [n]
}
. (7)
Before defining the Riemannian gradient and Hessian, we first let P⊥ : Rn×r → TσMr denote the
projection operator from the Euclidean space to the tangent space of σ. When applied to a given
matrix w = (w1, . . . , wn)
⊤ ∈ Rn×r, this projection operator yields
P⊥(w) = (P⊥1 (w1), . . . ,P
⊥
n (wn))
⊤
= (w1 − 〈σ1, w1〉σ1, . . . , wn − 〈σn, wn〉σn)⊤
= w − ddiag (wσ⊤)σ,
where ddiag : Rn×n → Rn×n sets all off-diagonal entries of its argument to zero, while leaving
diagonal entries the same.
Using this notation and standard tools from matrix manifolds [AMS07], we obtain the Riemannian
gradient of f as follows
gradf(σ) = P⊥(∇f(σ)) = 2 (A− Λ)σ,
where Λ = ddiag
(
Aσσ⊤
)
. Opening up the terms in the above equality, we obtain
gradf(σ) =

A− ddiag

A


1 〈σ1, σ2〉 . . . 〈σ1, σn〉
〈σ2, σ1〉 1 . . . 〈σ2, σn〉
...
...
. . .
...
〈σn, σ1〉 〈σn, σ2〉 . . . 1





σ,
=

A−


〈σ1, g1〉
. . .
〈σn, gn〉



σ
=


−〈σ1, g1〉 A12 . . . A1n
A21 −〈σ2, g2〉 . . . A2n
...
...
. . .
...
An1 An2 . . . −〈σn, gn〉

σ.
Hence, the Riemannian gradient can be explicitly written as follows
gradf(σ) = (g1 − 〈σ1, g1〉σ1, . . . , gn − 〈σn, gn〉σn)⊤.
In particular, we have
||gradf(σ)||2F =
n∑
i=1
‖gi − 〈σi, gi〉σi‖2 =
n∑
i=1
(
‖gi‖2 − 〈σi, gi〉2
)
. (8)
Using the same approach, we can calculate the Riemannian Hessian of f(σ) along the direction of
a vector u ∈ TσMr by projecting the directional derivative of the gradient vector field onto the
tangent space of σ as follows
Hessf(σ)[u] = P⊥ (D gradf(σ)[u]) ,
whereDgradf(σ)[u] denotes the directional gradient of gradf(σ) along the direction u. This yields
Hessf(σ)[u] = P⊥
(
2(A− Λ)u− 2ddiag (Aσu⊤ +Auσ⊤)σ) = P⊥ (2(A− Λ)u) .
In particular, we have
〈u,Hessf(σ)[u]〉 = 2〈u, (A− Λ)u〉, (9)
for any u ∈ TσMr.
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B Proof of Lemma 3.1
According to the update rule of the BCM algorithm, we have σk+1ik =
gkik∥
∥
∥gkik
∥
∥
∥
, which yields
f(σk+1) =
n∑
i=1
〈σk+1i , gk+1i 〉
= 〈σk+1ik , gk+1ik 〉+
∑
i6=ik
〈σk+1i , gk+1i 〉
=
∥∥gkik∥∥+ ∑
i6=ik
〈σki , gki −Aiikσkik +Aiik
gkik∥∥gkik∥∥ 〉, (10)
where the last equality follows since gk+1ik = g
k
ik
as this quantity is independent of σk+1ik and we
have the following for all i 6= ik:
gk+1i =
∑
j 6=i
Aijσ
k+1
i
= Aiikσ
k+1
ik
+
∑
j 6=i,ik
Aijσ
k+1
i
= Aiik
gkik∥∥gkik∥∥ +
∑
j 6=i,ik
Aijσ
k
i
= Aiik
gkik∥∥gkik∥∥ + g
k
i −Aiikσkik .
Separating the terms in the sum in (10) and using the fact that A is a symmetric matrix, we obtain
f(σk+1) =
∥∥gkik∥∥+ ∑
i6=ik
Aiik 〈σki ,
gkik∥∥gkik∥∥ − σ
k
ik
〉+
∑
i6=ik
〈σki , gki 〉
=
∥∥gkik∥∥+ 〈gkik , gkik∥∥gkik∥∥ − σ
k
ik
〉+
∑
i6=ik
〈σki , gki 〉
= 2
∥∥gkik∥∥− 〈σkik , gkik〉+ ∑
i6=ik
〈σki , gki 〉
= f(σk) + 2
(∥∥gkik∥∥− 〈σkik , gkik〉) ,
which concludes the proof of the lemma.
C Proof of Theorem 3.2
From Lemma 3.1, we have
f(σk+1)− f(σk) = 2 (∥∥gkik∥∥− 〈σkik , gkik〉)
=
2
∥∥gkik∥∥ (∥∥gkik∥∥− 〈σkik , gkik〉)∥∥gkik∥∥
≥
∥∥gkik∥∥2 − 〈σkik , gkik〉2∥∥gkik∥∥ , (11)
where the inequality follows since
∥∥gkik∥∥ ≥ 〈σkik , gkik〉, for all σkik ∈ Rn×r. Letting Ek denote the
expectation over ik given σ
k, we have
Ekf(σ
k+1)− f(σk) ≥
n∑
i=1
pi
∥∥gki ∥∥2 − 〈σki , gki 〉2∥∥gkik∥∥ .
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In particular, when pi =
1
n
, for all i ∈ [n], we have
Ekf(σ
k+1)− f(σk) ≥ 1
n ‖A‖1
n∑
i=1
(∥∥gki ∥∥2 − 〈σki , gki 〉2) ,
since
∥∥gkik∥∥ can be upper bounded as follows∥∥gkik∥∥ ≤ ∑
j 6=ik
|Aikj |
∥∥σkj ∥∥ ≤ ‖A‖1 .
Therefore, we have
Ekf(σ
k+1)− f(σk) ≥
∣∣∣∣gradf(σk)∣∣∣∣2
F
n ‖A‖1
.
On the other hand, when pi =
‖gki ‖
∑
n
j=1‖gkj ‖ , we have
Ekf(σ
k+1)− f(σk) ≥ 1‖A‖1,1
n∑
i=1
(∥∥gki ∥∥2 − 〈σki , gki 〉2) ,
where ‖A‖1,1 =
∑n
i,j=1 |Aij | is the L1,1 norm of matrix A. This yields
Ekf(σ
k+1)− f(σk) ≥
∣∣∣∣gradf(σk)∣∣∣∣2
F
‖A‖1,1
. (12)
For simplicity, in the rest of the proof we consider the latter case, yet replacing ‖A‖1,1 by n ‖A‖1 in
what follows, we get the convergence rate guarantee for uniform probability case as well.
In order to prove (2), we assume the contrary that E
∣∣∣∣gradf(σk)∣∣∣∣2
F
> ǫ, for all k ∈ [K − 1]. Then,
using the boundedness of f , we get
f∗ − f(σ0) ≥ Ef(σK)− f(σ0) =
K−1∑
k=0
E
[
f(σk+1)− f(σk)] = K−1∑
k=0
E
[
Ekf(σ
k+1)− f(σk)] .
Using the expected functional ascent of BCM in (12) above, we get
f∗ − f(σ0) ≥
K−1∑
k=0
E
∣∣∣∣gradf(σk)∣∣∣∣2
F
‖A‖1,1
>
Kǫ
‖A‖1,1
,
where the last inequality follows by the assumption. Then, by contradiction, the algorithm returns a
solution with E
∣∣∣∣gradf(σk)∣∣∣∣2
F
≤ ǫ, for some k ∈ [K − 1], provided that
K ≥ ‖A‖1,1 (f
∗ − f(σ0))
ǫ
.
D Proof of Lemma 4.1
By Lemma 3.1, we have
f(σk+1)− f(σk) = 2 (∥∥gkik∥∥− 〈σkik , gkik〉) ≥ 0.
Since f(σ) ≤ ‖A‖1,1 < ∞, for any σ ∈ Mr, then {f(σk)}k≥0 converges. Hence, letting σ¯ be a
limit point of the sequence {σk}k≥0, we can conclude that σ¯ ∈ Mr sinceMr is a closed manifold.
Since any fixed point σ of the BCM algorithm satisfies σi =
gi
‖gi‖ and the limit points of the sequence
{σk}k≥0 are fixed points of the BCM algorithm, the lemma follows.
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E Proof of Theorem 4.2
By (12), we have
Ekf(σ
k+1)− f(σk) ≥
∣∣∣∣gradf(σk)∣∣∣∣2
F
‖A‖1,1
. (13)
Our aim is to show that
∣∣∣∣gradf(σk)∣∣∣∣2
F
≥ c (f¯ − f(σk)), for some 0 < c < ‖A‖1,1, in a neighbor-
hood around the limit points of the iterates generated by the algorithm. To this end, we consider the
following formulation
σki = σi cos(‖ui‖ t) +
ui
‖ui‖ sin(‖ui‖ t), (14)
for some t ∈ R and σ ∈ Mr such that u ∈ HσM¯r with ||u||F = 1 (without loss of generality) is
the unique horizontal lift (although the particular value of σ ∈ Mr is not important for our proof,
it can be found as the projection of σk onto the set {σ¯Q : Q ∈ O(r)}). The second order Taylor
approximation to (14) yields
σki = σi + tui −
t2
2
‖ui‖2 σi +O(t3).
Using this approximation, we obtain
gki = gi + tvi −
t2
2
g˜i +O(t
3),
where
vki =
∑
j 6=i
Aijuj and g˜i =
∑
j 6=i
Aij ‖uj‖2 σj .
This yields the following Taylor approximation to
∣∣∣∣gradf(σk)∣∣∣∣2
F
:
∣∣∣∣gradf(σk)∣∣∣∣2
F
=
n∑
i=1
(∥∥gki ∥∥2 − 〈σki , gki 〉2)
=
n∑
i=1
(∥∥∥∥gi + tvi − t22 g˜i
∥∥∥∥
2
− 〈σi + tui − t
2
2
‖ui‖2 σi, gi + tvi − t
2
2
g˜i〉
2
)
+O(t3)
=
n∑
i=1
{
‖gi‖2 + 2t〈gi, vi〉 − t2〈gi, g˜i〉+ t2 ‖vi‖2
−
(
〈σi, gi〉+ t〈σi, vi〉 − t
2
2
〈σi, g˜i〉+ t〈ui, gi〉+ t2〈ui, vi〉 − t
2
2
‖ui‖2 〈σi, gi〉
)2}
+O(t3).
Note that σ¯ is a limit point of the algorithm that satisfy σ¯i =
g¯i
‖g¯i‖ . Since σ¯ = σQ, for some rotation
matrix Q ∈ O(r), then we have σi = gi‖gi‖ . Since u ∈ TσMr, we also have 〈σi, ui〉 = 0. Using
these relations in the above equality yields∣∣∣∣gradf(σk)∣∣∣∣2
F
=
n∑
i=1
{
‖gi‖2 + 2t ‖gi‖ 〈σi, vi〉 − t2 ‖gi‖ 〈σi, g˜i〉+ t2 ‖vi‖2
−
(
‖gi‖+ t〈σi, vi〉 − t
2
2
〈σi, g˜i〉+ t2〈ui, vi〉 − t
2
2
‖ui‖2 ‖gi‖
)2}
+O(t3)
=
n∑
i=1
{
‖gi‖2 + 2t ‖gi‖ 〈σi, vi〉 − t2 ‖gi‖ 〈σi, g˜i〉+ t2 ‖vi‖2
−
(
‖gi‖2 + 2t ‖gi‖ 〈σi, vi〉 − t2 ‖gi‖ 〈σi, g˜i〉+ 2t2 ‖gi‖ 〈ui, vi〉
−t2 ‖ui‖2 ‖gi‖2 + t2〈σi, vi〉2
)}
+O(t3)
= t2
n∑
i=1
(
‖vi‖2 − 〈σi, vi〉2 − 2 ‖gi‖ 〈ui, vi〉+ ‖ui‖2 ‖gi‖2
)
+O(t3). (15)
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Since 〈σi, ui〉 = 0, we have by the Pythagorean theorem that
‖vi‖2 − 〈σi, vi〉2 − 〈 ui‖ui‖ , vi〉
2
≥ 0.
Using this inequality in (15), we get
∣∣∣∣gradf(σk)∣∣∣∣2
F
≥ t2
n∑
i=1
(
〈 ui‖ui‖ , vi〉
2
− 2 ‖gi‖ 〈ui, vi〉+ ‖ui‖2 ‖gi‖2
)
+O(t3)
= t2
n∑
i=1
(
‖ui‖ ‖gi‖ − 〈 ui‖ui‖ , vi〉
)2
+O(t3). (16)
In order to lower bound (16) by c(f(σ)−f(σk)), we consider the second order Taylor approximation
of f(σk), which can be written as follows
f(σk) =
n∑
i=1
〈σki , gki 〉
=
n∑
i=1
〈σi + tui − t
2
2
‖ui‖2 σi, gi + tvi − t
2
2
g˜i〉+O(t3)
=
n∑
i=1
(
〈σi, gi〉+ t〈σi, vi〉 − t
2
2
〈σi, g˜i〉+ t〈ui, gi〉+ t2〈ui, vi〉 − t
2
2
‖ui‖2 〈σi, gi〉
)
+O(t3).
Similar to the previous derivations, using the fact that σi =
gi
‖gi‖ and 〈σi, ui〉 = 0, for all i ∈ [n], we
obtain
f(σk) = f(σ) +
n∑
i=1
(
t〈σi, vi〉 − t
2
2
〈σi, g˜i〉+ t2〈ui, vi〉 − t
2
2
‖ui‖2 〈σi, gi〉
)
+O(t3)
= f(σ) +
n∑
i=1

t∑
j 6=i
Aij〈σi, uj〉 − t
2
2
∑
j 6=i
Aij ‖uj‖2 〈σi, σj〉+ t2〈ui, vi〉 − t
2
2
‖ui‖2 〈σi, gi〉

+O(t3)
= f(σ) + t
n∑
j=1
∑
i6=j
Aji〈σi, uj〉 − t
2
2
n∑
j=1
∑
i6=j
Aji ‖uj‖2 〈σi, σj〉
+ t2
n∑
i=1
(
〈ui, vi〉 − 1
2
‖ui‖2 〈σi, gi〉
)
+O(t3),
where the last line follows since A is symmetric. Using the definition gj =
∑
i6=j Ajiσi and σi =
gi
‖gi‖ in the above inequality yields
f(σk) = f(σ) + t
n∑
j=1
〈gj , uj〉 − t
2
2
n∑
j=1
‖uj‖2 〈gj , σj〉+ t2
n∑
i=1
(
〈ui, vi〉 − 1
2
‖ui‖2 〈σi, gi〉
)
+O(t3)
= f(σ) + t2
n∑
i=1
(
〈ui, vi〉 − ‖ui‖2 ‖gi‖
)
+O(t3).
Reorganizing terms, we get
f¯ − f(σk) = f(σ)− f(σk) = t2
n∑
i=1
(
‖ui‖2 ‖gi‖ − 〈ui, vi〉
)
+O(t3). (17)
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Turning back our attention to (16), we can lower bound the right-hand side as follows
∣∣∣∣gradf(σk)∣∣∣∣2
F
≥ t2
n∑
i=1
1
‖ui‖2
(
‖ui‖2 ‖gi‖ − 〈ui, vi〉
)2
+O(t3)
≥ t2
n∑
i=1
(
‖ui‖2 ‖gi‖ − 〈ui, vi〉
)2
+O(t3)
≥ t
2
n
(
n∑
i=1
(
‖ui‖2 ‖gi‖ − 〈ui, vi〉
))2
+O(t3),
where the second inequality follows since ‖ui‖2 ≤ ||u||2F = 1 and the last inequality follows since
(
∑n
i=1 ai)
2 ≤ n∑ni=1 a2i , for all ai ∈ R, i ∈ [n]. Using the second order approximation derived in
(17) in the above inequality, we obtain
∣∣∣∣gradf(σk)∣∣∣∣2
F
≥ f¯ − f(σ
k)
n
n∑
i=1
(
‖ui‖2 ‖gi‖ − 〈ui, vi〉
)
+O(t3)
=
〈u, (Λ−A)u〉
n
(
f¯ − f(σk))+O(t3),
where Λ = diag(‖g1‖ , . . . , ‖gn‖). Since we have 〈u, (A− Λ)u〉 ≤ −µ ||u||2F, for all u ∈ TσMr
and 〈u, π(ℓ)〉, for all ℓ ∈ [k − 1], we conclude that∣∣∣∣gradf(σk)∣∣∣∣2
F
≥ µ
n
(
f¯ − f(σk))+O(t3).
Since the above Taylor approximation is made around the set of limit points of the sequence
{σk}k≥0, there exists an integer K > 0 such that for all k ≥ K , t is small enough to satisfy
O(t3) ≥ −δK
(
f¯ − f(σk)) in the above inequality, for some δK < µn . Therefore, we have∣∣∣∣gradf(σk)∣∣∣∣2
F
≥
(µ
n
− δK
) (
f¯ − f(σk)) . (18)
for all k ≥ K . Combining this inequality with (13), we get
Ekf(σ
k+1)− f(σk) ≥
(
µ
n ‖A‖1,1
− δK
)(
f¯ − f(σk)) ,
for all k ≥ K , with a slight abuse of notation in the definition of the term δK . Rearranging terms in
the above inequality concludes the proof.
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