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Abstract
A dynamic scheme basing on equation for T-matrix momentum transfer spectral den-
sity and integral representation for Jost function is proposed for local Dirac Hamiltonians
in arbitrary N- dimension spaces and for Schrodinger one with singular or nonlocal gen-
eralized Yukawa-type potentials.
A generalization of the off-shell-Jost function method for that Hamiltonians and
universal renormalization procedure of Jost function calculation for singular and
nonlocal potentials is proposed.
1 Introduction
It is well known, that determinant
d(W ) = det
[
G0(W )G
−1
V (W )
]
= det [I−G0(W )V ] = det [I+GV (W )V ]−1 , (1)
with Green function (resolvent) GV (W ) = [W −HV ]−1, accumulate all observable
information about spectra of the stationary Hamiltonian HV = H0 + V in most
economical form [1]:
d(W ) =
nmax∏
n=1
(
1− Wn
W
)
exp
{
− 1
π
∫ ∞
0
dε
δ(ε)
(ε−W )
}
(2)
which makes it very convenient for solving both direct and inverse scattering prob-
lems [2, 3, 4], and for finding a different sums on spectra HV [5]. It arise also
in one-loop calculations for different quantum effects in external fields V (~x) or
in the semiclassical quantization of field theory near nontrivial classical solutions
[6, 7, 8]. However, derivation of this determinant usually imply solution of two dif-
ferent eigenvalue problems for finding characteristics of discreteWn and continuous
δ(ε) spectra separately. That makes their calculation and utilization much more
complicated. This circumstance stimulates search of another ways for construction
determinant does not requiring any information about HV eigenvalues.
On the other hand, in the case of spherically symmetrical Hamiltonian V (~x) =
V (r), using Green function’s partial expansion onto irreducible representations of
rotation group SO(N), for instance, for Dirac operator:
< ~x|G(N)V (W ζ(ib))|~y >=
1
(ry)(N−1)/2
·
·
∞∑
JN=λN
∑
ξ=±1
(
Πκξ(~n, ~ω) G
ζ 11
κξV
iΠκξ(~n, ~ω) (~σ~ω) G
ζ 12
κξV
−i(~σ~n)†Πκξ(~n, ~ω) Gζ 21κξV (~σ~n)†Πκξ(~n, ~ω) (~σ~ω) G
ζ 22
κξV
) (3)
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where: ~x = r~n; ~y = y~ω, and Πκξ(~n, ~ω) is projector onto subspace with fixed orbital
l
(N)
ξ and total JN angular momentum (see Appendix); one can formally factorize
d(W ) into infinite product:
d
(N)
Dir(W
ζ(ib)) =
∞∏
JN=λN
∏
ξ=±1
[
F ζκξ(b)
]∆(N,JN)
(4)
where dimension of the SO(N)-representation for this case is 1:
Tr{Πκξ} = ∆(N, JN) = 2[(N−1)/2]
(JN + λN )!
(JN − λN )!(N − 2)! ; (5)
and the following notations are accepted hereafter:
aN =
1
2
(3 −N); λN = 1
2
− aN = N
2
− 1; κ ≡ κξ = ξ
(
JN +
1
2
)
;
Lξ = JN +
ξ
2
= l
(N)
ξ − aN ; ξ = ±1. (6)
with the numbers l
(N)
ξ = 0, 1, 2, .., and JN = λN , λN + 1, λN + 2, ... defining eigen-
values of squared orbital and squared total angular momentum respectively [9] (see
Appendix)
1
2
(L · L)⇒ l(N)ξ
(
l
(N)
ξ + 2λN
)
;
1
2
(J · J)⇒
(
JN +
1
2
)2
− 1
8
(N − 1)(N − 2).
The partial determinants or Jost functions F ζκξ(b) are defined by the same formulae
(1),(2) with partial Green function which matrix elements are Gζ ijκξV (b; r, y), and
with scattering phase δκξ(ε) [10] respectively. In contrast with d(W ) [1], they
are well defined for arbitrary local potential which is less singular at r = 0, than
appropriate free Hamiltonian H0, and disappear sufficiently fast at r →∞ [2, 3].
There is still one problem on this way, of finding an integral representation
determined a general form of Jost function’s l
(N)
ξ , JN - dependence. Such represen-
tation may be useful both for field theoretical calculations mentioned above and
for Regge phenomenology [12]. There was an attempt made in [11] for Schrodinger
case with N=3. It led to representation with two variable’s weight function which
satisfies to complicate nonlinear integral equation and does not have any known
physical meaning [2, 11].
A quite different integral representation for Jost function (matrix) was es-
tablished recently in [13, 14, 15] for the Dirac operator with N=3, and for the
Schrodinger one in arbitrary N-dimension space and in model with N strongly cou-
pled channels. It play a role, analogous to Froissart-Gribov representation for par-
tial amplitudes, but define the Jost functions in all analytical region over complex
variables JN and b in terms of quadratures from half-off-shell T-matrix spectral den-
sity over momentum transfer, with energetic variables, analytically continued from
the continuum to the bound state region, and provides a group-theoretical inter-
pretation directly for the Jost function. Together with linear Volterra-type integral
equation for the spectral density this representation forms a dynamic scheme, from
1The minimal gamma-matrix representation is assumed.
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which all Jost functions (matrices) are found via solution of one regular problem,
which has nothing to do with eigenvalue one.
Present work gives a generalization of this scheme for a wide class of operators,
including N-dimension regular Dirac operator, singular or nonlocal Schrodinger
operators, and the last with relativistic corrections to potential.
2 Equation for spectral densities
The aim of this section is to derive equations for T-matrix spectral densities over
momentum transfer, constituting the foundation for the dynamic scheme in ques-
tion, and to elucidate their analytical properties.
We define a family of Dirac operators in RN : µ, ν = 0, 1, 2, ...N,
H0 = (~Γ · ~P) + Γ0m; {Γµ ,Γν} = 2δµν ; ~P = −i~∇N ; (7)
a)HV = H0 + IV ; b)HV = H0 + Γ0V ; (8)
with local Yukawa-type potentials
V (r) =
4π
ΩNπar
∫ ∞
µ0
dν Σ(N)(ν)
( r
2ν
)a
χ−a(νr), (9)
or in momentum representation [16] 2:
< ~q|V |~p >= 2
πΩN
∫ ∞
µ0
dν
Σ(N)(ν)
[ν2 + (~q− ~p)2] + (subtractions). (10)
The normalization conditions are:
< ~q|~p >= δN (~q− ~p); < ~x|~p >= exp(−1
2
iπaN)e
i(~p·~x)(2π)−N/2;
and the following notations are used hereafter: ΩN = 2π
N/2/Γ(N/2);
N ≥ 2; ~q = q~τ , ~p = p~v;
χl(βr) = (
2
π
βr)1/2Kl+ 12 (βr); χ0(βr) = e
−βr; (11)
where Km(z) are McDonald function [17]. Choosing for Γ-matrices the following
representation [18]:
(~Γ)k ≡ Γk =
(
O σk
σ†k O
)
, Γ0 =
(
I O
O −I
)
; (12)
where matrices σk for k, j = 1, 2, ...N satisfy to conditions:
σjσ
†
k + σkσ
†
j = σ
†
jσk + σ
†
kσj = 2δjk, (13)
we have a complete set of eigenfunctions for operator (7):
H0(~p) uζ(~p, [λ]) = w
ζ(p) uζ(~p, [λ]);
2Here subtractions lead to ultralocal terms (∆)nδN (~x) in (9) corresponding to regularization
of the potential in the sense of distributions. For Dirac Hamiltonian such singular potential is
unstable with respect to particle creation, and we assume the absence of subtractions for that
case.
3
uζ(~p, [λ]) =
(
ζ
√
ε(p) +mζ√
ε(p)−mζ (~σ~v)†
)
w[λ](~v);∑
[λ]
uζ(~p, [λ])⊗ u†ζ(~p, [λ]) = ε(p) + ζH0(~p);
(
u
†
ζ”
(~p, [µ]) · uζ(~p, [λ])
)
= 2ε(p) δζ”ζ δ[µ][λ], (14)
where following definitions are used:
ε(p) = +
√
p2 +m2; wζ(p) = ζε(p); W ζ(ib) = ζ
√
m2 − b2; ζ, ζ = ±1. (15)
Spinors w[λ](~n) with quantum numbers [λ] on group SO(N) realize its spinor repre-
sentation of half dimension than uζ(~p, [λ]), and satisfy to the following conditions:(
w
†
[µ](~n) ·w[λ](~n)
)
= δ[µ],[λ];
∑
[λ]
w[λ](~n)⊗w†[λ](~n) = I (16)
We consider also Schrodinger operators for N=3 with relativistic correction to
potential V (r) (here σ1,2,3 are Pauly matrices):
HV = ~P
2(2m)−1 +U(~x), (17)
U(~x) = V (r) − 1
2
(2m)−1
[
(~σ · ~P),
[
(~σ · ~P), V (r)
]]
(18)
and with nonlocal interaction:
U(~x) = V1(r) + (2m)
−2(~P2V2(r) + V2(r)~P
2). (19)
Using definitions (14) and the Lippman-Schwinger (LS) equation
T(W ) = V +VGc0(W )T(W ), (20)
with the help of free Green function’s decomposition:
Gc0(W
ζ ; k) = (W ζ +H0(~k))
[
(W ζ)2 − ~k2 −m2 − i0
]−1
=
=
1
2ε(k)
∑
ζ′=±1
∑
[λ]
uζ′ (
~k, [λ])⊗ u†
ζ′
(~k, [λ])[
W ζ − ζ ′(ε(k)− i0)
] ,
we define for Hamiltonian (7),(8) T-operator acting on spinors (16):
w
†
[µ](~τ ) (~q, ζ
”|T(W ζ)|~p, ζ) w[λ](~v) = u†ζ”(~q, [µ]) < ~q|T(W ζ)|~p > uζ(~p, [λ]), (21)
with symmetry properties:
(~q, ζ”|T(W ζ)|~p, ζ) = (− ~q, ζ”|T(W ζ)| − ~p, ζ) =
(
(~p, ζ|T(W ζ)|~q, ζ”)
)†
. (22)
It is not difficult to see from (10),(20), that it possess spectral representation:
(~q, ζ”|
(N)
T (W
ζ(ib))|~p, ζ) = 1
πΩNm
∫ ∞
0
dν
[ν2 + (~q− ~p)2] ·
·
[
(N)
D
(1)
ζ”ζ
(ν;−ip, b2,−iq)ζ + (~σ · ~τ)(~σ · ~v)†·
·
(N)
D
(2)
ζ”ζ
(ν;−ip, b2,−iq)ζ
]
+ (subtractions); (23)
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where for the Born term:
(N)
D
(1)
(2)
ζ”ζ
(ν;−ip, b2,−iq)ζ ⇒ Σ(N)(ν) A
(1)
(2)
ζ”ζ
(q, p) = Σ(N)(ν) ·
·
{
ζ”ζ
1
}[
(ε(q)±mζ”)(ε(p)±mζ)]1/2 = Σ(N)(ν) A(1)(2)
ζζ”
(p, q) =
= Σ(N)(ν) ζ
[
ε(p) +mζ
ε(q) +mζ”
]1/2
q
{ (
ηζ
”
(q)
)−1
ηζ(p)
(24)
≡ Σ(N)(ν) ζ
[
ε(p) +mζ
ε(q) +mζ”
]1/2
q M
(1)
(2)
ζ”ζ
(q, p);
ηζ(p) ≡ (wζ(p)−m)/p ≡ p/(wζ(p) +m); η−ζ(p) = −(ηζ(p))−1. (25)
It is convenient to pass to the quantities, depending from quantum numbers ζ”, ζ
only via sheet’s indices of the functions wζ(p), wζ
”
(q) i.e. via brunch indices
ζ = sgn (Re w(p)) of analytic functions w(p) =
(
p2 +m2
)1/2
, w(q). This may
be achieved by putting in accordance with (24) for i = 1, 2:
(N)
D
(i)
ζ”ζ
(ν;−ip, b2,−iq)ζ = (26)
= ζ
[
ε(p) +mζ
ε(q) +mζ”
]1/2
q
(N)
D
(i)
ζ”ζ
(ν;−ip, b2,−iq)ζ =
= ζ”
[
ε(q) +mζ”
ε(p) +mζ
]1/2
p
(N)
D
(i)
ζζ”
(ν;−iq, b2,−ip)ζ;
then the symmetry (22) takes the form: i = 1, 2
(N)
D
(i)
ζζ”
(ν;−iq, b2,−ip)ζ = η
ζ”(q)
ηζ(p)
(N)
D
(i)
ζ”ζ
(ν;−ip, b2,−iq)ζ (27)
Now following to Fubini and Stroffolini [19] and to [13, 14] we calculate discon-
tinuity over momentum transfer t = −(~q−~p)2 from both sides of LS equation (20)
with the help of the arbitrary dimension’s relation:
∫
dΩN (~n) Ξ
[M ]
l (~n)
[X − (~τ · ~n)] [Y − (~v · ~n)] =
(−1)l4πλ+1
2lΓ(l + λ)
Ξ
[M ]
l
(
~τ
∂
∂X
+ ~v
∂
∂Y
)
·
·
∫ ∞
Z+(X,Y )
dZ
[W (X,Y, Z)]
1/2
[Z − (~τ · ~v)]
(
W (X,Y, Z)
Z2 − 1
)l−aN
; (28)
W (X,Y, Z) = X2 + Y 2 + Z2 − 2XY Z − 1;
Z±(X,Y ) = XY ±
[
(X2 − 1)(Y 2 − 1)]1/2 ;
for spherical function Ξ
[M ]
l (~n) on group SO(N) [20], and came to the following sys-
tem of equation for T-matrix spectral density over momentum transfer for operator
(8a):
(N)
D
(1)
(2)
ζ”ζ
(ν;−ip, b2,−iq)ζ − Σ(N)(ν) M
(1)
(2)
ζ”ζ
(q, p) = (29)
5
=
(N − 2)
2mπ
[
∆(q2, p2,−ν2)
ν2
]a ∫ ν
0
dγΣ(N)(γ)
∫ ν−γ
0
dµ
∫ ω+(ν;µ,γ;q,p)
ω−(ν;µ,γ;q,p)
dk2 ·
· [(ω+ − k2)(k2 − ω−)]− 12−a k ∑
ζ′=±1
gζ
′
(−ik; b)ζ ·
·
{[
M
(1)
(2)
ζ”ζ′
(q, k) +M
(2)
(1)
ζ”ζ′
(q, k)
(
ZνYµ −Xγ
Z2ν − 1
)]
(N)
D
(1)
(2)
ζ′ζ
(µ;−ip, b2,−ik)ζ
+M
(1)
(2)
ζ”ζ′
(q, k)
(
ZνXγ − Yµ
Z2ν − 1
)
(N)
D
(2)
(1)
ζ′ζ
(µ;−ip, b2,−ik)ζ
}
which is independent from subtractions in (23). Here we put µ0 = 0 for simplifica-
tion of the formulas and the following notations are accepted hereafter:
gζ
′
(−ik; b)ζ = (−1)
(k2 + b2)
1
2
(
1 +
W ζ(ib)
wζ
′
(k)
)
=
[
2wζ
′
(k)
(
W ζ(ib)− wζ
′
(k)
)]−1
;
Xγ =
q2 + k2 + γ2
2qk
; Yµ =
p2 + k2 + µ2
2pk
; Zν ≡ Z(qp|ν) = q
2 + k2 + ν2
2qp
;
2ν2ω+−(ν;µ, γ; q, p) = ν
2(ν2 − µ2 − γ2) + q2(ν2 + µ2 − γ2) +
+p2(ν2 − µ2 + γ2)± [∆(ν2, µ2, γ2) ∆(q2, p2,−ν2)]1/2 ;
∆(a, b, c) = (a+ b− c)2 − 4ab; (30)
For case (8b) we must change M (2) ⇒ −M (2). For the same function V (r) with
different dimensions of r(N) and r(D) its solutions are connected by simple Weyl’s
integral transformation: i = 1, 2
(D)
D
(i)(ν; ··) = Γ(N/2)
Γ(D/2)
2ν
(
d
dν2
)n ∫ ν
µ0
dγ
(ν2 − γ2)aD−aN+n−1
Γ(aD − aN + n)
(N)
D
(i)(γ; ··), (31)
where integer number n is restricted only by convergence condition of this integral:
n ≥ max[(D − N)/2; 0]. This transformation is identical with Schrodinger case,
and may be checked by the same way [14].
For the Hamiltonian (18) the formulas may be simplified by choosing helicity
representation for the spinors w(~n) : (~σ ·~n)|wλ(~n) >= 2λ|wλ(~n) >. Then, instead
(24), we have:
< ~q, µ|U|~p, λ >= ∗D (1/2)λµ (R~τ~v)
[
1− q
2 + p2 − 2µ2λ2qp
2(2m)2
]
1
2m
< ~q|V |~p >; (32)
where potential V (r) (10) for N=3 also is assumed to be regular (without subtrac-
tions). Separating in (20),(23) spin-rotation matrix
∗
D (1/2)λµ (R~τ~v) =< wµ(~τ )|wλ(~v) >,
one can decompose the spectral density matrix onto the sum of two orthogonal
projectors with coefficients D(1),(2)[13]:
Dµλ(· · ·) = D(1)(· · ·) + 2µ2λ D(2)(· · ·); (33)
6
2(Π+1 )µλ = (I + σ1)µλ = 1, (for all µ, λ); 2(Π
−
1 )µλ = (I − σ1)µλ = 2µ2λ;
Then discontinuity calculation like above give the same system like (29) for N=3
with changed normalization
q
2m
(N)
D
(i)
ζ”ζ
(ν;−ip, b2,−iq)ζ ⇒ D(i)(· · ·); q
2m
M
(i)
ζ”ζ
(q, p)→ A(i)(q, p);
and with substitutions: ∑
ζ′=±1
gζ
′
(−ik; b)ζ → (k2 + b2)−1; (34)
A(1)(q, p) = 1− 1
2
(q2 + p2)(2m)−2; A(2)(q, p) = qp(2m)−2. (35)
Spectral density’s equation for Hamiltonian (19) has more simple form [14] with
substitution:
Σ(3)(ν)⇒ Σ1(ν) + Σ2(ν)(q2 + p2)(2m)−2 (36)
and in particular case V1 = V2 appears from last system, if one put on them
D(2) = A(2) = 0 eliminating all dependence from spin.
Let now shortly consider analytic properties of the spectral density over en-
ergetic variables q, p. It may be shown [21], that due to volterrian property of
eq.(29) providing convergence of its iteration serie, the spectral density possess
analytic continuation to the domain [14]
p = i̺, q = iu, k = iα; ̺ > 0; 0 < ν < u− ̺;[
∆(q2, p2,−ν2)]1/2 = eiπ [∆(u2, ̺2, ν2)]1/2 ;
ω+−(ν;µ, γ; q, p) = e
iπ Λ+−(ν;µ, γ;u, ̺);

 (37)
where we put:
Λ+−(ν;µ, γ;u, ̺) = Λ
0(ν;µ, γ;u, ̺)± 1
2ν2
[
∆(ν2, µ2, γ2) ∆(u2, ̺2, ν2)
]1/2
;
2ν2Λ0(ν;µ, γ;u, ̺) = ν2(µ2 + γ2 − ν2) + u2(ν2 + µ2 − γ2) +
+̺2(ν2 − µ2 + γ2), (38)
and that continued functions satisfy to system (29) continued to this domain (see
bellow).
3 Generalizations of the off-shell Jost function method
for Dirac operator
Let us now turn to generalizations of the off-shell Jost functions method. Such
preliminaries is necessary to establish the relation in question between Jost func-
tion and T-matrix momentum transfer spectral density. There are two ways to
introduce off-shell Jost functions (OSJF). The first one derive it only for local po-
tential from solution of nonhomogeneous radial Schrodinger (or Dirac) equations
i.e. off-shell Jost solution (OSJS). The second one relate OSJF with half-off-shell
partial amplitude. Both this ways are equivalent obviously for local nonsingular
7
potentials, successfully added each other for singular and nonlocal potentials. Al-
though the ideas of this method is not new [22, 23], we outline here its main points
in modified form, convenient for our aims to get its generalization on complex value
of total angular momentum JN and demonstrate its applicability for a wide class
of operators.
We begin with the second way [14] introducing off-shell partial amplitudes by
expansion of T-matrix (23):
(~q, ζ”|
(N)
T (W
ζ(ib))|~p, ζ) = −2(qp)
a
πq
ζ”
[
ε(q) +mζ”
ε(p) +mζ
]1/2
·
·
∞∑
J=λN
∑
ξ=±1
Πκξ(~τ ,~v) T
ζ”ζ
κξ
(q, p; b2)ζ . (39)
For sufficiently large value of JN it possess a Froissart-Gribov integral representa-
tion:
T ζ
”ζ
κξ
(q, p; b2)ζ = − 4πe
−iπa
4mΩNπa
∫ ∞
µ0
dν
[
QaLξ(Zν)
(N)
D
(1)
ζζ”
(ν;−iq, b2,−ip)ζ+
+QaL−ξ(Zν)
(N)
D
(2)
ζζ”
(ν;−iq, b2,−ip)ζ
] [
∆(q2, p2,−ν2)]−a/2 , (40)
(Zν is defined in (30)) which for Born term (see (24)) take place without restriction.
The OSJF F ζκξ(̺,−ik)ζ is introduced as two variable’s function analytic in the
domain(
̺, ζ; k, ζ : Re ̺ > 0, ̺ 6∈ [m,+∞), ζ = ±1; |Imk| < µ0, ±ik 6∈ [m,+∞), ζ = ±1
)
(41)
which decompose the partial half-off-shell amplitude
T ζ
”ζ
κξ
(q, k; b2)ζ
∣∣∣
b=0∓ik
= T ζ
”ζ(±)
κξ
(q, k)
according to [22]:
T ζ
”ζ(±)
κξ (q, k) =
(
k
q
)Lξ [
F ζ
”
κξ (iq,−ik)ζ − F ζ
”
κξ (−iq,−ik)ζ
] [
2iF ζκξ(∓ik)
]−1
. (42)
It means, that Jost function is simply related with OSJF:
F ζκξ(∓ik,−ik)ζ = F ζκξ(∓ik). (43)
However, inversion of the decomposition (42) now is not as straightforward as for
Schrodinger case [14]. One can see, that all mentioned above properties of OSJF
hold for the following ansatz:
F ζκξ(̺,−ik)ζ − Zζκξ(̺2, k2)ζ = F ζκξ(∓ik)
1
π
∫ ∞
0
ds2
( s
k
)Lξ ·
·
∑
ζ′=±1
gζ
′
(−is; ̺)ζ N ζξ (̺,−is)ζ
′
T ζ
′
ζ(±)
κξ
(s, k); (44)
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where we introduce the notation:
N ζξ (̺, b)
ζ =
[
W ζ(ib) +m
wζ(i̺) +m
] 1−ξ
2
=
[
ηζ(i̺) b
ηζ(ib) ̺
] 1−ξ
2
; N ζξ (̺, ̺)
ζ = 1. (45)
and meromorfic on two-sheet’s Remanian surface (41) unknown function of ̺2,
disappearing in difference (42) and satisfying to condition:
Zζκξ(−k2, k2)ζ
∣∣∣
loc
= 1. (46)
Due to this condition the asatz (44) for ̺ = ∓ik convert in accordance with (43)
to general representation for Jost function. The last follows directly from abstract
definition (1) with the help of known reasoning [24], using decomposition of partial
Green function (3) into Volterrian and separable parts (see Appendix), and the
relation for physical solution of radial Dirac equation (see bellow) which reads:
(κ = κξ),
− V (r)
ηζ(k)
ψ
(±)ζ
κV (k, r) =
1
π
∫ ∞
0
ds2
∑
ζ′=±1
φζ
′
κ0(s, r)
2wζ
′
(s) ηζ
′
(s)
T ζ
”ζ(±)
κ (s, k). (47)
Substituting the partial LS-equation (which is a Fredholm-type equation)
T ζ
”ζ(±)
κ (q, k)− T ζ
”ζ
κ0 (q, k) = −
1
π
∫ ∞
0
ds2
∑
ζ′=±1
gζ
′
(−is;∓ik)ζ ·
·T ζ”ζ
′
κ0 (q, s) T
ζ
′
ζ(±)
κ (s, k), (48)
to the right hand side of ansatz (44), and using its particular form for ̺ = ∓ik
(clf.(43)) in the first of appearing items, one has for this r.h.s. the expression:
Zζκξ(−k2, k2)ζ Hζζκξ (̺, k)− F ζκξ(∓ik)
1
π
∫ ∞
0
ds2
( s
k
)Lξ ∑
ζ′=±1
gζ
′
(−is;∓ik)ζ·
·T ζ
′
ζ(±)
κξ
(s, k)
[
Hζζ
′
κξ
(̺, s)−N ζξ (−ik,−is)ζ
′
Hζζκξ (̺, k)
]
; (49)
where the auxiliary kernel is introduced:
Hζζκξ (̺, k) =
1
π
∫ ∞
0
ds2
( s
k
)Lξ ∑
ζ′=±1
gζ
′
(−is; ̺)ζ N ζξ (̺,−is)ζ
′
T ζ
′
ζ
κξ0
(s, k). (50)
The relation which following [21] from formula (70) (see bellow) for
Re j > −1− aN ; T(u̺|ν) =
(
u2 + ̺2 − ν2) /2u̺:
∫ ∞
u+ν
dα P aj (T(uα|ν))
[∆(u2, α2, ν2)]
a/2
(α2 + k2)
(u
α
)j
=
=
∫ ∞
0
ds2 Qaj (Z(sk|ν)) e−iπa
2πk [∆(s2, k2,−ν2)]a/2 (s2 + u2)
( s
k
)j
; (51)
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and easily verifying formulae
∑
ζ′=±1
1
2
(
1 +
W ζ(k)
wζ
′
(s)
)(
wζ
′
(s)±m
W ζ(k)±m
) 1
2 (1−ξ)
= 1;
∑
ζ′=±1
1
2
(
1 +
W ζ(k)
wζ
′
(s)
)(
wζ
′
(s)±m
W ζ(k)±m
) 1
2 (1−ξ) [
ηζ
′
(s)
]±1
=
(
k
s
)ξ [
ηζ(k)
]±1
; (52)
allow to rewrite the auxiliary kernel (50) as:
Hζζκξ (̺, k) =
∫ ∞
̺+µ0
dα
( ̺
α
)Lξ ∑
ζ′=±1
gζ
′
(α;−ik)ζ N ζ
′
ξ (α,−ik)ζKζ
′
ζ
κξ
(α, ̺); (53)
where the new Volterrian kernels are introduced for the case (8a):
Kj(u, ̺) =
4π
ΩNπa
∫ u−̺
µ0
dνP aj (T(u̺|ν))
Σ(N)(ν)
[∆(u2, ̺2, ν2)]
a/2
; (54)
Kζ
′
ζ
κξ (u, ̺) =
iu
2m
[
1
ηζ
′
(iu)
KLξ(u, ̺) + η
ζ(i̺) KL−ξ(u, ̺)
]
. (55)
Here for the case (8b) the second term has opposite sign (clf. remark after (30))
and the branch wζ(p) takes value at p = i̺ + 0, ̺ > m : wζ(i̺) ⇒ iζ
√
̺2 −m2.
This choice is conventional and does not affect on sum over the sheets ζ = ±1, for
which kinematical cuts ±̺ > m disappears. Substitution of the (53) and repeating
use of ansatz (44) under the α-integral, converts the relations (44), (49) to the
following Volterra-type equation for OSJF:
F ζκξ(̺,−ik)ζ − Zζκξ(̺2, k2)ζ =
∫ ∞
̺+µ0
dα
( ̺
α
)Lξ ∑
ζ′=±1
gζ
′
(α;−ik)ζ ·
·Kζ
′
ζ
κξ
(α, ̺)
[
F ζκξ(α,−ik)ζ − Zζ
′
κξ
(α2, k2)ζ +N ζ
′
ξ (α,−ik)ζ
]
. (56)
A natural choice of OSJF’s normalization now is given by the relation:
Zζκξ(̺
2, k2)ζ
∣∣∣
lok.nonsin.
= N ζξ (̺,−ik)ζ , (57)
where function in the right hand side obviously satisfy to all conditions (41),(46)
written out for the left one. It transforms the equation (56) for b = −ik to the
following form:
F ζκξ(̺, b)
ζ −N ζξ (̺, b)ζ =
∫ ∞
̺+µ0
du
(̺
u
)Lξ ∑
ζ′=±1
gζ
′
(u; b)ζ ·
·
{
F ζ
′
κξ
(u, b)ζ Kζ
′
ζ
κξ
(u, ̺).
N ζ
′
ξ (u, b)
ζ aζ
′
ζ
κξ
(u, ̺; b2)ζ .
(58)
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Here the second line expresses solution of the first line’s equation via Volterrian
resolvent kernel aζ
′
ζ
κξ (u, ̺; b
2)ζ which therefor satisfy in its turn to Volterra equa-
tions:
aζ
”ζ
κ (u, ̺; b
2)ζ −Kζ”ζκ (u, ̺) =
∫ u−µ0
̺+µ0
dα
∑
ζ′=±1
gζ
′
(α; b)ζ ·
·
{
Kζ
”ζ
′
κ (u, α) a
ζ
′
ζ
κ (α, ̺; b
2)ζ ;
aζ
”ζ
′
κ (u, α; b
2)ζ Kζ
′
ζ
κ (α, ̺);
(59)
compatible with the following symmetry properties (cmp.(27)):
aζ
′
ζ
κ (u, ̺; b
2)ζ =
ηζ(i̺) u
ηζ
′
(iu) ̺
aζζ
′
κ (−̺,−u; b2)ζ . (60)
Now in the equation (59) it is possible to make an exact factorization of depen-
dency from JN which is the main observation of this work. Its form is prompted
by the expression for the kernel (55) and reads:
aζ
”ζ
κξ
(u, ̺; b2)ζ =
4π
ΩNπa
iu
2m
∫ u−̺
µ0
dν
[
P aLξ (T(u̺|ν))
(N)
D˜
(1)
ζ”ζ
(ν; ̺, b2, u)ζ+
+P aL−ξ (T(u̺|ν))
(N)
D˜
(2)
ζ”ζ
(ν; ̺, b2, u)ζ
] [
∆(u2, ̺2, ν2)
]−a/2
. (61)
It may be checked by induction with the help of relations for arbitrary integrable
function H(α), for arbitrary complex l, and Re a < 1/2 [14, 21]:∫ u−γ
̺+µ
dα
P al (X(uα|γ))
[∆(u2, α2, γ2)]a/2
P al (Y(α̺|µ))
[∆(α2, ̺2, µ2)]a/2
H(α) =
=
∫ u−̺
γ+µ
dνP al (T(u̺|ν))
[
∆(u2, ̺2, ν2)
]a/2
(ν2)aΓ(λ)
√
π
∫ Λ+(ν;µ,γ;u,̺)
Λ−(ν;µ,γ;u,̺)
dα2 H(α) ·
· ((Λ+ − α2)(α2 − Λ−))−a−1/2 ; (62)
and its analogy for the products P al (Xγ) · P al±1(Yµ), following by differentiation
from multiplication formula and recurrence relations for Legendre functions P al (T)
[17, 20]. With this relations, substitution of(61) into equations (59) leads to the
system for independent from JN and Lξ functions:
(N)
D˜
(1)
(2)
ζ”ζ
(ν; ̺, b2, u)ζ − Σ(N)(ν)M
(1)
(2)
ζ”ζ
(iu, i̺) = (63)
=
(N − 2)
2mπ
[
∆(u2, ̺2, ν2)
ν2
]a ∫ ν−µ0
µ0
dγ Σ(N)(ν)
∫ ν−γ
µ0
dµ
∫ Λ+(ν;µ,γ;u,̺)
Λ−(ν;µ,γ;u,̺)
dα2 ·
· [(Λ+ − α2)(α2 − Λ−)]− 12−a iα ∑
ζ′=±1
gζ
′
(α; b)ζ ·
·
{[
M
(1)
(2)
ζ”ζ′
(iu, iα) +M
(2)
(1)
ζ”ζ′
(iu, iα)
(
TνYµ −Xγ
T2ν − 1
)] (N)
D˜
(1)
(2)
ζ′ζ
(µ; ̺, b2, α)ζ
+M
(1)
(2)
ζ”ζ′
(iu, iα)
(
TνXγ −Yµ
T2ν − 1
) (N)
D˜
(2)
(1)
ζ′ζ
(µ; ̺, b2, α)ζ
}
.
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Here: Xγ = X(uα|γ),Yµ = Y(̺α|µ) are defined analogously to Tν = T(u̺|ν) in
(51), and Λ+− are given in (38). Comparing this system with the one in (29), and
keeping in mind formulas of the analytic continuation (37), it is not difficult to
see that the systems and theirs solutions are analytic continuations of one another:
when p = i̺; q = iu; k = iα; ̺ > 0; u− ̺ > ν > 0; Z(qp|ν) = T(u̺|ν), etc., then
for i = 1, 2
(N)
D
(i)
ζ”ζ
(µ;−ip, b2,−iq)ζ =
(N)
D˜
(i)
ζ”ζ
(µ; ̺, b2, u)ζ . (64)
Eq. (58),(61) give the following representation for the Jost function:
F ζκξ(b) ≡ F ζκξ(b, b)ζ =
= 1 +
∫ ∞
b+µ0
du
(
b
u
)Lξ ∑
ζ′=±1
gζ
′
(u, b)ζ N ζ
′
ξ (u, b)
ζ Φζ
′
ζ
κξ (u, b); (65)
where we put:
Φζ
”ζ
κξ
(u, b) = aζ
”ζ
κξ
(u, b; b2)ζ . (66)
The results obtained here may be confirmed independently via the first of men-
tioned ways, dealing with off-shell Jost solution (OSJS) which satisfy to radial
Dirac equation: (here σ1,2,3 are usual Pauly matrices)(
Lκζr (b)−V
)
Jζκ(̺, b; r)
ζ =
[
W ζ(ib)− wζ(i̺)
]
Xζκ(̺, r);
Lκζr (b)−V = (iσ2)∂r − σ1κξr−1 − σ3m+W ζ(ib)−V(r), (67)
with potential V(r) defined in (8a,b), and with boundary condition at r →∞:
Jζκ(̺, b; r)
ζ → Xζκ(̺, r)→ e−̺r
∣∣∣∣ 1iηζ(i̺)
∣∣∣∣ ,
where Xζκ(̺, r) is corresponding free solution (see Appendix). One may check that
from (67),(59) for OSJS the relations follow:
Jζκ(̺, b; r)
ζ −Xζ
′
κ (̺, r) =
∫ ∞
̺+µ0
du
∑
ζ′=±1
gζ
′
(u; b)ζ · (68)
·
{
Kζ
′
ζ
κ (u, ̺) J
ζ
′
κ (u, b; r)
ζ
aζ
′
ζ
κ (u, ̺; b
2)ζ Xζ
′
κ (u, r)
;
V(r)Jζκ(̺, b; r)
ζ =
∫ ∞
̺+µ0
du
∑
ζ′=±1
1
2wζ
′
(iu)
Xζ
′
κ (u, r) a
ζ
′
ζ
κ (u, ̺; b
2)ζ . (69)
The Born version of the last relation corresponding to substitutions:
Jζκ(̺, b; r)
ζ → Xζκ(̺, r); aζ
′
ζ
κ (u, ̺; b
2)ζ → Kζ
′
ζ
κ (u, ̺),
follows directly [21] from definitions (54),(55) and the formula:∫ ∞
̺+ν
du
P aj (T(u̺|ν))
[∆(u2, ̺2, ν2)]
a/2
χj(ur) =
1
r
( r
2ν
)a
χ−a(νr) χj(̺r). (70)
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Eq. (58) for OSJF arise now by convolution of OSJS (68) with independent
from JN spinor:
(
(T)
S ξ (̺, b)ζ
)
1;2
=
[
1+ξ
2 ;
1−ξ
2 b
(
i̺ ηζ(ib)
)−1]
;
F ζκξ(̺, b)
ζ = lim
r→0
√
π
Γ
(|κξ|+ 12)
(̺r
2
)|κξ|{(T)
S ξ (̺, b)ζ Jζκξ(̺, b; r)ζ
}
. (71)
We end this section by observation of the simple consequence of CPT-symmetry
for the Jost function:
a)F ζκ (b|g) = F−ζ−κ (b| − g); b)F ζκ (b|g) = F−ζ−κ (b|g); (72)
where g is an interaction constant extracted from potential V(r) for Hamiltoni-
ans (8a,b) respectively. It follows directly from definition (1) using easily verified
property of radial Green function (see Appendix):
G−ζ−κ0(b; r, y) = −σ1Gζκ0(b; r, y)σ1.
4 Nonlocal and singular interactions
There is a close connection between nonlocal and singular interaction. Its become
apparent, on the one hand, via constraction of the selfadjoint extension for non-
selfadjoint singular Hamiltonian with the help of nonlocal interaction [25], on the
other hand, via existence of Hamiltonians admitting dual interpretation, as nonlo-
cal from one point of view, and as local but singular from the other one. We start
with observation, that for Hamiltonian (18) in spite of its manifest dependence
from momentum, pointing its nonlocality, the expression for each partial wave has
local form:
< JlM |2mU(~x)|JlM >= Uκξ(r) =
∫ ∞
µ0
dν Σκξ(ν)
e−νr
r
− IΣ0
δ(r)
2(2m)2r2
; (73)
with singular behavior at r → 0:
Uκξ(r)→ IΣ0
(1 + ξ)
(2m)2r3
− IΣ0
δ(r)
2(2m)2r2
+
1
r
[
IΣ0 − IΣ2
(κξ + 1/2)
(2m)2
]
, (74)
where:
IΣn =
∫ ∞
µ0
dν Σ(ν) νn; (75)
and
Σκξ(ν) = Σ(ν) + (2m)
−2
[
ν2
2
Σ(ν) + (1 + κξ)ν
∫ ν
µ0
dγ Σ(γ)
]
. (76)
Corresponding Volterrian kernel may be expressed either in the form like (54) with
density (76) instead Σ(3)(ν), or in the form like (55) as (clf.(35)):
KlξJ (u, ̺) = A˜
(1)(iu, i̺) Klξ(u, ̺) + A˜
(2)(iu, i̺) Kl−ξ(u, ̺). (77)
In the case (19) we have for kernel Kl(u, ̺) the form (54) with density (36). It is
not difficult to see, that although for considering interactions the integrals defining
auxiliary kernel (50),(53) do not exist, their difference has a definite value: (l = lξ),
HlJ(̺, s)− HlJ(̺, k) = (k2 − s2)
∫ ∞
̺+µ0
dα
KlJ(α, ̺)
(α2 + s2)(α2 + k2)
( ̺
α
)l
. (78)
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That prompt to turn for this case to ansatz (44) subtracted in the point ̺ = Λ,
where Λ → ∞. Repeating for it all transformations of the previous section with
use of subtracted functions (written for simplicity for case (19)):
HΛl (̺, k) =
(
Λ2 + k2
Λ2 − ̺2
)
[Hl(̺, k)− Hl(Λ, k)] , (79)
MΛl (̺2, k2) =
[
Fl(Λ,−ik)− Zl(Λ2, k2) + Zl(−k2, k2)
]
(Λ2 − ̺2)−1h(Λ2),
FΛl (̺,−ik) =
[
Fl(̺,−ik)− Zl(̺2, k2) + Zl(−k2, k2)
]
(Λ2 − ̺2)−1h(Λ2),
where h(Λ2) is some appropriate function choosing bellow, we get for limiting value
Fl(̺,−ik) = lim
Λ→∞
FΛl (̺,−ik) (80)
Volterra-type equation similar to Schrodinger version [14] of eq.(58):
Fl(̺,−ik) = lim
Λ→∞
[
MΛl (̺2, k2) +
∫ ∞
̺+ν0
du
Kl(u, ̺)
(u2 + k2)
(̺
u
)l
Fl(u,−ik)
]
. (81)
For any finite Λ its iteration serie convergent under the conditions:
IΣ20 = 0; |IΣ21 | <∞, (82)
and lead to solution in familiar form:
Fl(̺,−ik) = lim
Λ→∞
[
MΛl (̺2, k2) +
∫ ∞
̺+ν0
du
al(u, ̺;−k2)
(u2 + k2)
(̺
u
)l
MΛl (u2, k2);
]
.
(83)
Here resolvent al(u, ̺;−k2) satisfy to independent from Λ Schrodinger version of
equations (59) [14] with corresponding kernel KlJ(u, ̺) or Kl(u, ̺) (clf. substitu-
tions (34)). Moreover, it admit also exact factorization of l, J dependence in terms
of T-matrix momentum transfer spectral density, repeating the form of (61) for
the case (18), and for the case (19) repeating a simple form [14]. It is well known
[24] that for nonlocal interaction the right hand side of simple normalization condi-
tion (46) is replaced to the determinantMl(k2) which has the same form (1) with
Volterrian Green function Bl0(k
2) (clf.Appendix) instead Gl0(W ), and play a role
of the measure of nonlocality 3. However such uncertainty of normalization did
not affect on scattering phase. If one can choose the function h(Λ2) so, that the
limit (80),(83) exist, then the function Fl(̺,−ik) is renormalazed OSJF for non-
local ”potentials” (18),(19) and the respective limit ofMΛl (̺2, k2) is renormalazed
determinantMl(k2) (clf.(79)).
For Schrodinger operator 4(Llr(b)− V (r)) = ∂2r − l(l+ 1)r−2 − b2 − V (r) (84)
with singular local potential the definition (1) make no sense, and we left only with
possibility to define Jost function as Wronskian [26]:
fl(∓ik) =
(
fl(∓ik, r)
↔
∂r ϕl(k
2, r)
)
. (85)
3So, for Schrodinger Hamiltonian with local nonsingular potential (9) we have instead (57) the
natural choice Zl(̺
2, k2) =MΛ
l
(̺2, k2) ≡ 1. [14]
4Without loss of generality here we can restrict ourself by the case N = 3 [14].
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Here fl(∓ik, r), ϕl(k2, r), Il(k2, r) are respectively the Jost, regular, and irregular
solutions of Schrodinger equation:(
fl(+ik, r)
↔
∂r fl(−ik, r)
)
= 2ik,
(
Il(k
2, r)
↔
∂r ϕl(k
2, r)
)
= 1. (86)
It is not difficult to show [21], that for Re ̺ > |Im k| independing from type of po-
tential’s singularity, this definition of Jost function is equivalent to representation:
fl(̺) = (̺
2 + k2)
∫ ∞
0
dr ϕl(k
2, r) fl(̺, r), (87)
(where r.h.s. really don’t depend from k2 in this domain), and as a consequence,
it is related with the following OSJF:
fl(̺) = lim
k→i̺
Tl(̺,−ik), (88)
Tl(̺,−ik) = (̺2 + k2)
∫ ∞
0
dr ϕl(k
2, r) χl(̺r), (89)
which in its turn is well defined by the natural generalization of Schrodinger version
of (71) for singular repulsive potential:
Tl(̺,−ik) = lim
r→0
[
Il(k
2, r)
]−1
Jl(̺,−ik; r). (90)
Therefor from the first line of Schrodinger variant of (68) [14, 15], we obtain for it
a homogeneous Volterra equation:
Tl(̺, b) =
∫ ∞
̺+µ0
du
Kl(u, ̺)
(u2 − b2) Tl(u, b). (91)
It is clear that nontrivial solution of such equation originated from singular behavior
of its kernel Kl(u, ̺) for u→∞. Putting in this limit for resolvent:
al(u, ̺; b
2)⇒ Al(u, b2) Cl(̺, b2); (92)
one can see, that if:
Kl(u, ̺) /Al(u, b
2)⇒ 0; (93)
then from the second line of the Schrodinger version of resolvent’s equation (59)
[14] the equation for Cl(̺, b
2) follows which is identical to the (91). Thus we can
identify supposing for a moment the continuity on u:
Tl(̺, b) = Cl(̺, b2) = lim
u→∞
al(u, ̺; b
2) / Al(u, b
2). (94)
The function Al(u, b
2) may be found independently from the first line of resolvent
equation in the limit u → ∞, where the kernel (54) (N = 3) is changed by its
asymptotic degenerate form: Kl(u, ̺)⇒ Ul(u)Rl(̺) ≡ K∞l (u, ̺). The asymptotical
solution reads:
Al(u, b
2) = Ul(u) exp[Ol(u, b2)].
Ol(u, b
2) =
∫ u
dα
K∞l (α, α)
(α2 − b2) . (95)
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Because the resolvent al(u, ̺; b
2) is in generally a distribution over u − ̺, we need
in corresponding integral form of relation (94). It is easy to verify that such form
is nothing but eq.(83), multiplied by ̺−l, with the following choice of regulator
function:
MΛl (̺2, k2)⇒
1
Λ
exp
{
− 1
Λ
exp
[
Ol(̺,−k2)
]}
(96)
The own limit of regulator function in that case is zero in accordance with homoge-
neous character of eq.(91). One can notice, that for interaction (18) the convergence
conditions (82) lead to nonsingular behavior at the origin. We want to emphasize,
that iteration series for spectral density (63), resolvent (59) and OSJS (68) conver-
gent under essentially more weak restrictions on the potential, than the serie for
OSJF. The corresponding estimations [21] show, that the first are entire functions
of coupling constant g (and angular momentum l or JN) for arbitrary potential
considering here, but the second has well-known essential singularity at g = 0 for
singular potential [26], and for regular one it is regular only at Re JN ≥ λN. So,
for singular or nonlocal interactions we may considering eq.(83), (88) as definition
of OSJF and Jost function respectively. The question now is only to choose the
regulator functionMΛl (̺2, k2) so that corresponding limit should exist. For singu-
lar repulsive potential the answer is given by the eq.(96). For nonlocal interaction
(19) one can make it choice only if the manifest form of resolvent al(u, ̺;−k2) is
known.
5 Conclusions
In this work the generalization of the OSJF method for Dirac Hamiltonian in
arbitrary dimension space is given. New integral representations for OSJF, OSJS
and Jost determinant via T-matrix momentum transfer spectral density are found,
which together with the linear Volterrian integral equation for it constitute a closed
dynamic system, allowing to calculate all observable quantities without dealing with
eigenvalue problem.
The OSJF for singular and nonlocal potential are constructed through this spec-
tral density with the help of common renormalization procedure, which naturally
generalizes such representation for local nonsingular potential.
Author thanks V.M.Leviant and V.S.Otchik for helpful discussions, and Yu.V.
Parfenov for his interest in this work.
6 Appendix
We used the following manifest form of partial Green functions:
Gζκξ0(−ik; r, y) = θ(y−r) B
ζ
κξ0
(−ik; r, y)− (−i)
Lξ
ηζ(k)
Xζκξ(−ik, r)
(T)
φ ζκξ0(k, y); (97)
Bζκ0(±ik; r, y) = −
(T)
B
ζ
κ0(ik; y, r) =
1
2iηζ(k)
[
Xζκ(ik, r)
(T)
X
ζ
κ(−ik, y)− [k → −k]
]
;
(98)
where κ = κξ, L = Lξ, L− ξ = L−ξ, (2κξ + 1) = ξ(2Lξ + 1), and free solutions are:
ψj0(kr) =
(
πkr
2
)1/2
JJ+ 12 (kr); (99)
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φζκξ0(k, r) =
[
ψLξ0(kr)
ξ ηζ(k) ψL−ξ0(kr)
]
=
1
2i
[
(−i)Lξ Xζκξ(−ik, r)− iLξ Xζκξ(ik, r)
]
;
Xζκ(̺, r) =
[
χκ(̺r)
iηζ(i̺) χ−κ(̺r)
]
≡
[
χL(̺r)
iηζ(i̺) χL−ξ(̺r)
]
;
Relation (28) may be obtained [21] analogously with it particular case l = 0, in
[14] using the relation [17] for the Legendre function of second kind, for j = l−aN :
Saj (Z) ≡
e−iπa Qaj (Z)
(Z2 − 1)a/2
=
(−1)l
2j+1Γ(j + 1)
(
d
dZ
)l ∫ 1
−1
dt
(1− t2)j
Z − t . (100)
The projector onto the states with given l
(N)
ξ , JN reads:
Πκξ(~τ ,~v) =
ξ
ΩN
[
Cλ+1lξ−1(~τ · ~v) (~σ · ~τ )(~σ · ~v)† − Cλ+1l−ξ−1(~τ · ~v)
]
=
=
ξ
ΩN
[
(lξ + λN (1− ξ)) Cλlξ(~τ · ~v) + 2iλNξ(~τ · Ω · ~v) Cλ+1lξ−1(~τ · ~v)
]
;
(101)
where:
Ωjk =
1
2i
(
σjσ
†
k − σkσ†j
)
; Ω˜jk =
1
2i
(
σ†jσk − σ†kσj
)
. (102)
It is convenient for separation of variables to use total antisymmetry of tensor Ejknl
and relation with it:
Ejknl =
i
2
[Γn {Γl,Σjk}] ;
{Σjk,Σnl} = 2(δnjδkl − δljδkn)− Ejknl; (103)
Σjk =
1
2i
[Γj ,Γk] =
(
Ωjk 0
0 Ω˜jk
)
.
Operators of orbital and total angular momentum are defined as:
Ljk = xjPk − xkPj ; Jjk = Ljk + 1
2
Σjk. (104)
Introducing the notations:
nk = cosϑk−1
N−1∏
j=k
sinϑj; ~∇N = ~n∂r + 1
r
~∂~n; (105)
the following relations may be checked:
1
2
(L · Ω) = −(~σ · ~n)(~σ† · ~∂~n); (~n · ~∂~n) = 0; (106)
which together with addition theorem and recurrence relations for Gegenbauer
polinomous [17]:
d
dz
Cλl (z) = 2λC
λ+1
l−1 (z);
zCλ+1l−1 (z)− Cλ+1l−1−ξ(z) =
ξ
2λ
[l + λ(1− ξ)] Cλl (z); ξ = ±1; (107)
17
help to verify the following useful properties:∫
dΩN (~n) Πκξ(~ω,~n) Πτς (~n,~v) = δξς δ|κ|,|τ | Πκξ(~ω,~v); (108)
4π
(2π)α
∞∑
JN=λN
∑
ξ=±1
SaLξ(Z)
{
Πκξ(~τ ,~v)
Πκ−ξ(~τ ,~v)
}
=
=
{
I
(~σ · ~τ )(~σ · ~v)†
}
1
[Z − (~τ · ~v)] ;
(109)[
N − 1
2
+
1
2
(L · Ω)
]
Πκξ(~n, ~ω) = −κξΠκξ(~n, ~ω);[
N − 1
2
+
1
2
(L · Ω˜)
]
(~σ · ~n)†Πκξ(~n, ~ω) = κξ(~σ · ~n)†Πκξ(~n, ~ω); (110)
1
2
(L · L)Πκξ(~n, ~ω) = l(N)ξ
(
l
(N)
ξ + 2λN
)
Πκξ(~n, ~ω); (111)
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