Abstract. Offline forcing methods for ice-sheet models often make use of an index approach in which temperature anomalies relative to the present are calculated by combining a simulated glacial-interglacial climatic anomaly field, interpolated through an index derived from the Greenland ice-core temperature reconstruction, with present-day climatologies. An important drawback of this approach is that it clearly misrepresents climate variability at millennial timescales. The reason for this is that the spatial glacial-interglacial anomaly field used is associated with orbital climatic variations, while it is scaled following the characteristic time evolution of the index, which includes orbital and millennial-scale climate variability. The spatial patterns of orbital and millennial variability are clearly not the same, as indicated by a wealth of models and data. As a result, this method can be expected to lead to a misrepresentation of climate variability and thus of the past evolution of Northern Hemisphere (NH) ice sheets. Here we illustrate the problems derived from this approach and propose a new offline climate forcing method that attempts to better represent the characteristic pattern of millennial-scale climate variability by including an additional spatial anomaly field associated with this timescale. To this end, three different synthetic transient forcing climatologies are developed for the past 120 kyr following a perturbative approach and are applied to an ice-sheet model. The impact of the climatologies on the paleo-evolution of the NH ice sheets is evaluated. The first method follows the usual index approach in which temperature anomalies relative to the present are calculated by combining a simulated glacial-interglacial climatic anomaly field, interpolated through an index derived from ice-core data, with presentday climatologies. In the second approach the representation of millennial-scale climate variability is improved by incorporating a simulated stadial-interstadial anomaly field. The third is a refinement of the second one in which the amplitudes of both orbital and millennial-scale variations are tuned to provide perfect agreement with a recently published absolute temperature reconstruction over Greenland. The comparison of the three climate forcing methods highlights the tendency of the usual index approach to overestimate the temperature variability over North America and Eurasia at millennial timescales. This leads to a relatively high NH icevolume variability on these timescales. Through enhanced ablation, this results in too low an ice volume throughout the last glacial period (LGP), below or at the lower end of the uncertainty range of estimations. Improving the representation of millennial-scale variability alone yields an important increase in ice volume in all NH ice sheets but especially in the Fennoscandian Ice Sheet (FIS). Optimizing the amplitude of the temperature anomalies to match the Greenland reconstruction results in a further increase in the simulated icesheet volume throughout the LGP. Our new method provides a more realistic representation of orbital and millennial-scale climate variability and improves the transient forcing of ice sheets during the LGP. Interestingly, our new approach underestimates ice-volume variations on millennial timescales as indicated by sea-level records. This suggests that either the origin of the latter is not the NH or that processes not represented in our study, notably variations in oceanic conditions, need to be invoked to explain millennial-scale icevolume fluctuations. We finally provide here both our derived climate evolution of the LGP using the three methods as well as the resulting ice-sheet configurations. These could be of interest for future studies dealing with the atmospheric Published by Copernicus Publications on behalf of the European Geosciences Union. 2300 R. Banderas et al.: A new approach for simulating the paleo-evolution of the Northern Hemisphere ice sheets or/and oceanic consequences of transient ice-sheet evolution throughout the LGP and as a source of climate input to other ice-sheet models.
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Introduction
The climate history of the late Quaternary is marked by alternating episodes of growth and decay of Northern Hemisphere (NH) ice sheets on orbital timescales as evidenced by different proxy data (e.g., Hays et al., 1976; Imbrie et al., 1992) . Geological and geomorphological data show that during the last glacial period (LGP; ca. 110-10 ka BP) large fractions of North America and Eurasia were covered by ice sheets that reached their maximum extent and volume at the Last Glacial Maximum (LGM; ca. 21 ka BP; e.g., Clark and Mix, 2002; Dyke et al., 2002; Svendsen et al., 2004) . Sea-level reconstructions derived from coral dating (Bard et al., 1996) as well as from the isotopic signal recorded in marine sediments Waelbroeck et al., 2002; Rohling et al., 2009; Grant et al., 2012) show substantial variations as a result of the waxing and waning of ice sheets, with differences relative to the present roughly ranging between +6 m at the maximum of the Last Interglacial (ca. 125 ka BP) and −130 m at the LGM (note that the term "present" is used here and below to indicate preindustrial conditions).
In addition to proxy data, glacial isostatic adjustment (GIA) models have been used to reconstruct the past temporal evolution of ice sheets (Peltier and Andrews, 1976) . By inverting relative sea-level records and accounting for the isostatic deformation of the solid Earth in response to icemass changes and redistributions, these models have facilitated the estimation of the global ice volume at the LGM Milne et al., 2002) and reconstruction of the sea-level equivalent (SLE) ice volume throughout different intervals around this period (Lambeck et al., , 2014 Lambeck and Chappell, 2001 ). Recently they have been refined by applying additional constraints based on the available global positioning system (GPS) measurements of the vertical motion of the Earth's crust. This technique has been used to simulate the spatial configuration of ice sheets during the last deglaciation (Peltier et al., 2015) . However, GIA models fail to provide a unique solution for the temporal history of ice thickness.
Forward ice-sheet modeling can help overcome the intrinsic limitations of the GIA technique by directly simulating the paleo-evolution of ice sheets. Ideally, Earth system models (ESMs) including fully coupled ice-sheet components are the appropriate tools to simulate the past as well as the present and future evolution of ice sheets. However, because of their high computational cost, the long-term simulation of ice sheets generally relies on simpler tools such as intermediate-complexity climate models coupled to ice-sheet models (e.g., Deblonde and Peltier, 1991; Marsiat, 1994; Peltier and Marshall, 1995; Bonelli et al., 2009; Langebroek et al., 2009; Ganopolski and Calov, 2011; Goelzer et al., 2016) .
An alternative and even simpler method is to use icesheet models forced offline by a time-varying climatology. These exercises are carried out on a regular basis, as they are needed to calibrate ice-sheet models, to assess model sensitivity to different parameters and to compare the sensitivities of different models. To obtain adequate initial conditions for the ice sheet, a relatively long spin-up is required, involving one or more glacial cycles depending on the ice sheets involved. Because of the lack of continuous, spatially welldistributed proxy data, a synthetic time-varying climatology is often built based on a combination of climate-model and proxy data and used to force the ice-sheet model. Often an index approach is followed in which temperature anomalies relative to the present are calculated by combining a simulated glacial-interglacial climatic anomaly field, interpolated through an index derived from the Greenland ice-core temperature reconstruction, with present-day climatologies. A similar procedure is applied to precipitation but considering ratios rather than anomalies (e.g., Marshall et al., 2000 Marshall et al., , 2002 Charbit et al., 2002 Charbit et al., , 2007 Zweck and Huybrechts, 2005) . Zweck and Huybrechts (2005) suggested that until fully coupled, comprehensive ice-sheet and climate models are available, this index approach is probably the best method to simulate the long-term evolution of ice sheets. However, an important drawback of this approach is that it clearly misrepresents climate variability at millennial timescales. The reason for this is that the spatial glacial-interglacial anomaly field used is associated with orbital climatic variations, while it is scaled following the characteristic time evolution of the index, which includes orbital and millennial-scale climate variability. The spatial patterns of orbital and millennial variability are clearly not the same, as indicated by a wealth of models and data (see Sect. 3). As a result, this method can be expected to lead to a misrepresentation of climate variability and thus of the past evolution of NH ice sheets.
Here we illustrate the problems derived from this approach and propose a new offline climate forcing method that attempts to better represent the characteristic pattern of millennial-scale climate variability. Ice-core records (e.g., Dansgaard et al., 1993; NGRIP members, 2004) as well as a wide range of coupled climate models (Ganopolski and Rahmstorf, 2001; Menviel et al., 2014; Peltier and Vettoretti, 2014; Banderas et al., 2015; Zhang et al., 2014 Zhang et al., , 2017 suggest that millennial-scale variability during the LGP was associated with the transition between two different climatic regimes: a stadial and an interstadial state that differ in the location and/or strength of North Atlantic Deep Water (NADW) formation. Here we assume the stadial state represents the background glacial climate at the LGM, with NADW formation south of Iceland, and include the interstadial state as an additional independent snapshot that repre- sents a millennial-scale excitation away from the background state as a result of a northward shift and intensification of NADW formation. A synthetic time-varying temperature climatology is built by combining present-day observations, the simulated LGM anomalies relative to the present, scaled by an orbital-timescale index, and the simulated stadialinterstadial anomalies, scaled by a millennial-timescale index. An important, model-dependent issue is the extent to which the orbital and millennial-scale anomaly fields are well captured, in particular their amplitudes. To account for this, a refinement of the method is proposed consisting in a scaling of both orbital and millennial temperature anomalies. We then compare the effect of the synthetic climatologies built with the three methods on the simulated evolution of NH ice sheets throughout the last glacial cycle. The paper is organized as follows: in Sect. 2 the ice-sheet model and the three climate forcing methods used are described. In Sect. 3 the results of applying these methods to force the ice-sheet model are shown, and their capability to simulate the evolution of the NH ice sheets during the last glacial cycle is compared. Finally, the main conclusions are summarized in Sect. 4.
Methodology

The ice-sheet model description
The model used in this study is the GRISLI ice-sheet model, developed by Ritz et al. (2001) . GRISLI has been used in a number of studies in different domains including Antarctica (Ritz et al., 2001; Philippon et al., 2006; Álvarez-Solas et al., 2011a) , Greenland (Quiquet et al., 2012 (Quiquet et al., , 2013 and glacial NH ice sheets Álvarez-Solas et al., 2011b Álvarez-Solas et al., , 2013 . For this reason and because the focus of our study is the climate forcing used to drive the model, only a brief description is given here; further details about the model can be found in these previous studies.
GRISLI is a hybrid three-dimensional thermomechanical ice-sheet model combining the shallow ice approximation (SIA; Hutter, 1983) for grounded ice and the shallow shelf approximation (SSA; MacAyeal, 1989) for ice shelves and Grant et al. (2012) . The light red shaded area represents the 95 % confidence level interval of the prescribed sea-level reconstruction. The black curve shows the evolution of temperature anomalies ( • C) relative to the present over Greenland from which the index is derived (Vinther et al., 2009; Kindler et al., 2014) . (b) Index used in M1 (γ ; gray) together with the orbital components of the indices used in M2 (α; gold) and M3 (α ; blue). (c) Millennial components of the index used in M2 (β; gold) and M3 (β ; blue). ice streams. In this model configuration, inland ice that is frozen to the bed is treated using SIA dynamics. When the base of the ice sheet becomes temperate (i.e., there is water at the base) or when the ice is floating, then SSA dynamics apply. The basal friction (τ b ) is calculated as a linear function of the basal velocity (u b ) that is proportional to effective pressure (N eff ): τ b = CN eff · u b (see Table 1 to check the exact value of basal dragging coefficient C). GRISLI uses finite differences on a staggered Cartesian grid at a 40 km resolution, corresponding to 224 × 208 grid points for the NH domain, with 21 vertical levels. Initial topographic conditions are provided by present surface and bedrock elevations built from the ETOPO1 dataset (Amante and Eakins, 2009 ) and ice thickness (Bamber et al., 2001 ). Boundary conditions include the surface mass balance (SMB) and basal melting. The SMB is given by the sum of accumulation and ablation, both of which are calculated from monthly surface air temperatures (SATs) and monthly total precipitation. As these variables are strongly influenced by topographic effects, GRISLI accounts for changes in elevation at each time step considering a linear atmospheric vertical profile for temperature with different lapse rates in summer and in the annual mean to account for the smaller summer atmospheric vertical stability (Table 1) (Ohmura and Reeh, 1991) and an exponential dependency of precipitation on temperature. Accumulation is calculated by assuming that the fraction of solid precipitation is proportional to the fraction of the year with a mean daily temperature below 2 • C. The daily temperature is computed from monthly SATs assuming that the annual temperature cycle follows a cosine function. Ablation is calculated using the positive-degree-day (PDD) method (Reeh, 1989) . All PDD parameters are kept constant in all simulations over the entire domain (see Table 1 for the exact parameter values). Note that as indicated by Bauer and Ganopolski (2017) , using fixed PDD factors, it is not possible to realistically simulate the glacial evolution of the NH ice sheets in coupled climate-ice-sheet models. The reason being that the increase in CO 2 and insolation after the LGM is not efficient enough to satisfactorily simulate the deglaciation when using a PDD approach. Here, and for all the index methods, the deglaciation is explicitly driven by an imposed increase in temperatures; thus, the problem mentioned does not appear. Nevertheless, our goal is not to provide the most realistic simulation, which should include coupling with the climate system, higher resolution and a better representation of surface mass balance processes, but rather to highlight and overcome an important deficiency of current offline methods. Basal melting inland is determined through a recent reconstruction of the present-day geothermal heat flux (Shapiro and Ritzwoller, 2004) , while in the ocean it is set to a fixed value of 2 m a −1 in regions where depth is greater than 450 m and fixed at 0 m a −1 in shallower areas to favor the growth of ice sheets during cold periods. Increasing background basal melting values modulates the response of NH ice sheets to millennial-scale forcing (see Supplement). A more detailed analysis of the effect of oceanic changes on NH ice sheets will be addressed in future work.
The forcing methods
Synthetic time-varying climatologies are built using three different methods. All three use a perturbative approach as explained above (Sect. 1) by combining the present-day (PD) climatology obtained from observational data with simulated climate snapshots of the last glacial cycle and a timedependent index derived from proxy records. In all cases the indices used were built based on two recent complementary temperature reconstructions over Greenland ( Fig. 1) : one from the NGRIP ice-core record for the LGP (Kindler et al., 2014) and another one from several ice-core records for the Holocene (Vinther et al., 2009) . Their combination (hereafter, the KV reconstruction) results in a continuous temperature reconstruction over Greenland for the past 120 kyr (Fig. 1a) . The present-day climatology (Fig. 2a-c) is taken from the ERA-INTERIM reanalysis (Dee et al., 2011) . The climatic snapshots ( Fig. 2d-i ) are obtained from climate simulations performed with the CLIMBER-3α model (Montoya and Levermann, 2008; Banderas et al., 2015 ; see Sect. 2.2.1-2.2.3). Due to the relatively low resolution of the atmospheric model (7.5 • × 22.5 • ; latitude × longitude), we perform a two-step interpolation procedure to obtain the forcing fields at the resolution of the ice-sheet model. First, the fields were interpolated conservatively to the ice-sheet model grid. Then, to eliminate artifacts related to model resolution, Gaussian smoothing (also conservative) was applied with a SD of 250 km. Several smoothing windows were tested, with the final choice representing the minimum amount of smoothing necessary to ensure that sharp boundaries between the atmospheric grid cells could not be distinguished on the icesheet model grid. The resulting anomalies with respect to the present have been corrected by elevation using the ICE-5G topography (Peltier, 2004) . Oceanic temperatures are fixed in all experiments to present-day values to ensure that any icesheet changes are exclusively due to the atmospheric forcing. Finally, sea-level variations are prescribed according to the reconstruction by Grant et al. (2012, Fig. 1a) . The specific details of each method are described below.
Method 1
The first method (hereafter M1) follows the usual index approach used in many previous studies (Marshall et al., 2000 (Marshall et al., , 2002 Charbit et al., 2002 Charbit et al., , 2007 Zweck and Huybrechts, 2005) . The time-varying temperature and precipitation are given by
where T 0 and P 0 are the ERA-INTERIM present-day temperature and precipitation climatologies (Fig. 2a-c ) and T orb = T lgm − T pd and δP orb = P lgm /P pd are the orbital temperature anomaly and precipitation ratio relative to the present day, respectively, obtained from equilibrium simulations for the preindustrial and LGM climates performed with the CLIMBER-3α model (Fig. 2d-f , Montoya and Levermann, 2008) . Bold symbols indicate two-dimensional spatial fields. γ is the time index, based on the KV reconstruction, LGM and the present-day climates obtained from the CLIMBER-3α model (Montoya and Levermann, 2008) 
, (e) summer (JJA) SAT ( • C) and (f) annual precipitation ratio (δP orb = P lgm /P pd ). Panels (g-i) show the same fields as in (d-f) for the millennial component of the spatial forcing generated from the combination of the Is and the St climatic states simulated by CLIMBER-3α (Banderas et al., 2012 . All variables have been corrected by elevation assuming a linear vertical atmospheric profile (see Sect. 2.1).
normalized between 0 and 1 for the LGM and the presentday, respectively (Fig. 1a) . Thus, the index dictates the timing of both orbital and millennial-scale variability. Note that the γ index can be defined as here (Charbit et al., 2007) or instead as a glacial index (1 − γ ) that is 0 for the present and 1 for the LGM (e.g., Marshall et al., 2000 Marshall et al., , 2002 Zweck and Huybrechts, 2005) .
Method 2
The second method (M2) is similar to M1 but the temperature and precipitation variability are split into two spectral components, corresponding to orbital and millennial timescales, respectively. The time-varying climatology is now given by
Here T orb and δP orb are as in M1, and T mil = T is − T st and δP mil = P is /P st are the millennial temperature anomaly and precipitation ratio, respectively, for the interstadial relative to the stadial state. The stadial mode in our study is represented by the aforementioned LGM climate simulation with CLIMBER-3α (Montoya and Levermann, 2008) , while the interstadial mode ( Fig. 2g-i ) is taken from a transient simulation performed with the same model under glacial climatic conditions but with intensified NADW formation . Finally, α and β are two indices that separately modulate the contribution of the orbital and millennial anomalies (Fig. 1) . α is obtained after applying a lowpass frequency filter (f c = 1/18 kyr −1
) based on a spectral decomposition to the original KV reconstruction and normalizing the resulting signal to be consistent with the forcing equations (Eqs. 3 and 4); β is obtained following a similar procedure but retaining the high-frequency signal of the KV reconstruction. Thus, γ = α + β. Inspection of Eqs. (1) R. Banderas et al.: A new approach for simulating the paleo-evolution of the Northern Hemisphere ice sheets and (3) shows that the difference between M1 and M2 is just
that is, the difference between the interstadial and the present-day simulated fields, scaled by the millennial-scale β index.
Method 3
M2 significantly underestimates the amplitudes of millennial-scale fluctuations at the NGRIP ice-core location, as compared to the KV reconstruction (see Fig. 3 and Sect. 3.1). This is a consequence of the attenuated magnitude of the orbital (LGM minus present day) and, particularly, the millennial (interstadial minus stadial) temperature anomalies simulated by the CLIMBER-3α model. To correct for this, method 3 (M3) introduces a refinement with respect to M2 that consists of an adjustment to the time-varying climatology in such a way that the resulting synthetic temperature time series at the NGRIP site exactly matches the KV reconstruction (Fig. 3a) . To this end, two additional amplification factors (f orb , f mil ) are included in the equation that governs the temperature forcing (Eq. 6). Each factor is given by the ratio of the corresponding temperature anomaly component of the KV reconstruction (either orbital, T KV orb , or millennial, T KV mil ) to the corresponding temperature anomaly component simulated by the climate model at the NGRIP location ( T orb (NGRIP), T mil (NGRIP)), respectively. We thus have
where
and
Here, T KV orb represents the temperature difference between the PD and the LGM in the orbital component of the KV reconstruction whereas T KV mil is the maximum temperature amplitude of the millennial-scale component of the KV reconstruction.
are, as in M2, the simulated orbital and millennial-scale temperature anomaly fields of Montoya and Levermann (2008) and Banderas et al. (2015) , respectively, evaluated at the NGRIP ice-core location. This tuning to the NGRIP KV reconstruction ( Fig. 3 ) also introduces a scaling of the synthetic temperature amplitudes elsewhere. Finally, in order to keep the same structure as in the previous methods, the amplification factors are both included within the so-called optimized indices (α , β ). Thus,
with
The amplification factors reflect the skill of the climate model to reproduce the characteristic spectral amplitudes of the KV reconstruction at the NGRIP site. Since the model tends to underestimate the KV reconstruction, α and β are both found to increase the amplitudes of the orbital and millennial-scale fluctuations, respectively, relative to the original α and β indices (Fig. 1b and c) .
Results
Reconstruction of the NH climate
To evaluate the capability of the different methods to provide a realistic forcing for the ice-sheet model, the resulting synthetic climatologies should be compared against reconstructions. However, continuous, high-resolution NH temperature reconstructions spanning the entire last glacial cycle are scarce. We now compare the performance of each method in regions where proxies are available (see locations in Fig. 4a ). Then we discuss the specific features of each method in continental regions that are relevant for ice-sheet growth even though reconstructions are not available.
We first compare the synthetic temperature curves generated in the location of the NGRIP ice core using each method to the KV reconstruction (Fig. 3a) . M1 shows an almost perfect agreement with the KV reconstruction. This is due to the fact that the temperature evolution is dictated by γ alone, which comes from the NGRIP record, and that the absolute amplitude, given by the LGM minus present temperature anomaly simulated by the CLIMBER-3α model, at the NGRIP location turns out to be very similar to the glacial-interglacial temperature amplitude (∼ 15 K) of the KV reconstruction (Eq. 1 and Figs. 1 and 2 ). In contrast, M2 strongly underestimates the amplitude of the KV reconstruction, particularly at millennial timescales. The reason for this is that the amplitude of stadial-interstadial temperature changes simulated by the CLIMBER-3α model at the NGRIP location (∼ 7 K) is smaller than those indicated by the KV reconstruction (up to 16.5 K). In the model the maximum temperature anomaly is actually placed over the Nordic seas, as opposed to off the southeast coast of Greenland, the location where abrupt glacial climate changes are thought to reach their maximum amplitude in terms of temperature (Voelker and workshop participants, 2002) . Meanwhile, the exact agreement in the temperature evolution between M3 and the KV reconstruction is predetermined by construction (Sect. 2.2.3).
We further evaluate the three methods through comparison with available temperature and precipitation reconstructions derived from speleothems in central Europe (the Alps) and North America. Time series of SAT in central Europe show an overall qualitative agreement among all three methods (Fig. 3b) , which reproduce the phasing and timing of millennial-scale climate variability registered in terrestrial records from the northern European Alps (Moseley et al., 2014) . Nevertheless, there are important quantitative differences among the three methods, with M3 showing the SAT changes with the largest amplitudes, followed by M1 and M2 being the smallest ones. Furthermore, the simulated temporal evolution of precipitation in southwestern North America reveals important differences among the methods. In particular, M1 follows the Greenland ice-core temperature evolution with a relatively small amplitude. However, M2 and most notably M3, with a much larger amplitude, show an antiphase relationship with respect to simulated precipitation in M1 (and temperature) on millennial timescales (Fig. 3c) . The reason for this lies in the differences that exist within the spatial patterns of orbital and millennial-scale climate variability in this particular region. While the millennial-scale pattern shows slightly wetter conditions during the stadial (i.e., colder climate) as compared to the interstadial (δP mil < 1) in southwestern North America, the orbital spatial pattern exhibits slightly drier conditions at the LGM (i.e., colder climate) as compared to PD conditions (δP orb < 1). Available proxy information indicates that increased precipitation in this area is associated with NH cooling (Asmerom et al., 2010) as opposed to the pervasive NH signal inferred by a wealth of records (Wang et al., 2001; NGRIP members, 2004) , which evidences that wetter conditions generally occur during interstadials. Thus, M3 successfully reproduces precipitation variability as interpreted by proxies in this particular region, a result that cannot be achieved by means of the usual index approach.
The lack of continuous reconstructions in NH continental areas hampers the evaluation of the temperature signal derived from the three methods. Nonetheless, the synthetic temperature time series obtained at two sites, in North America and Fennoscandia, are assessed (Fig. 5) . These sites correspond to areas covered by the Laurentide (LIS) and the Fennoscandian (FIS) ice sheets during the LGP, respectively (see locations in Fig. 4a ). Several aspects stand out that can be traced back to the structural differences among the methods. First, at orbital timescales, the temperature variations obtained by all methods at both sites show warmer climate conditions in the Eemian (ca. 125 ka BP) with respect to the Holocene (10 ka BP to the present day) and colder temperatures throughout the LGP. By construction, M1 and M2 are identical at these timescales, while in M3 the orbital amplitude is larger, resulting in temperatures 2-5 K colder throughout most of the LGP. Second, at millennial timescales, the amplitudes of the temperature variations obtained with the three methods are very different in both locations. M1 and M2 show the largest and smallest amplitudes, respectively, with differences above 10 K in the most prominent transitions. As previously discussed, M1 and M2 differ only at the millennial scale, by an amount given by Eq. (5). Thus, the difference between these two methods resides in the difference between the orbital and the millennial-scale temperature anomaly fields used in M1 and M2, respectively, scaled by the β index. This boils down to the difference between the present-day and the interstadial temperature fields used in M1 and M2, respectively. These generally result in much larger positive deviations in M1 that, as will be shown below, affect the ice growth. M3 shows variations with intermediate temperature amplitudes between M1 and M2, reflecting the fact that, even with the refined scaling, the amplitude of the millennial temperature anomaly at these sites is much lower than the orbital one ( Fig. 2d and g ).
Finally, in M1 the amplitude of millennial-scale fluctuations is very similar at both sites as a consequence of the nearly symmetric temperature pattern around Greenland, with two centers of negative values of similar amplitude coinciding with the selected sites (Fig. 2d) . In contrast, in M2, and most notably in M3, the differences between the two sites are larger, with larger amplitudes at the FIS than at the LIS site. This is a consequence of the more asymmetric millennial-scale temperature anomaly, characterized by a single center of positive values in the Nordic seas (Fig. 2g) .
Reconstruction of NH ice sheets
The temporal evolutions of the simulated NH ice sheets that result from imposing the different forcings to the GRISLI model all show the characteristic modulation by orbital climate variability over the last glacial cycle (Fig. 6) . Ice volume increases from 120 ka BP throughout the LGP until around 20 ka BP, where it reaches its maximum value, subsequently decreasing throughout the Holocene until the present day.
Important differences are found among the three methods. For all ice sheets, M1 and M3 show the smallest and largest volumes throughout the LGP, respectively; M2 shows intermediate values between the two. As a consequence, of all three methods only M3 agrees with the available LGM minus present SLE reconstructions within their ranges of uncertainties, both for the LIS and the FIS. As mentioned before, by construction, the climates of M1 and M2 are identical at orbital timescales and only differ at millennial timescales. The lower ice volume in M1 relative to M2 is due to the larger amplitude of its millennial-scale fluctuations, resulting from the large amplitude of its orbital spatial component. Indeed, the orbital anomalies used by standard index methods to represent millennial changes are larger than the millennial-scale anomalies. Thus, the forcing and the response are overestimated. Although these sometimes lead to smaller temperatures with respect to the orbital background curve, in general they result in large positive anomalies that, through enhanced ablation, induce a disruption of the growth of large ice sheets in the NH. In contrast, at millennial timescales M2 shows a muted response of ice-volume variations in all ice sheets as a result of the small amplitude of its millennial-scale component. Finally, the higher volumes in M3 compared to M2 are a result of tuning to the lower NGRIP temperature, which results in colder temperatures throughout most of the LGP
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LGM in the NH (Fig. 5) , despite its larger millennial-scale temperature fluctuations. The temperature fluctuations in M3 incorporate both the larger orbital and the smaller millennial amplitude fluctuations compared to M1. Throughout the LGP, differences in global SLE between the most extreme ice-volume cases, M1 and M3, are generally larger for the LIS, than for the FIS. Regarding the evolution of the LIS, M2 resembles M1 more than M3, but for the evolution of the FIS, M2 resembles M3 more than M1. Around 48 ka BP M1 shows a large ice-volume drop in the FIS that has no counterpart in the LIS (Fig. 6c) . M2, in contrast, shows a more gradual evolution. Since the difference between M1 and M2 is exclusively their millennialscale variability, this would suggest a more important role of their differential millennial-scale variability at the FIS than at the LIS site. However, a simple explanation in terms of local temperature is not possible: at millennial timescales, the temperature difference between M1 and M2 (or M3) is actually smaller for the FIS than for the LIS (Fig. 5) . From 60 to 40 ka, the FIS ice volume shows a similar evolution in M1 and M3, with large suborbital (< 19 kyr) ice-volume variability and decreasing trend compared to M2 that can be related to the In terms of the extent of NH ice sheets at the LGM, M3 appears to be the best of the three methods, showing the most satisfactory agreement with reconstructions: ICE-5G (Peltier, 2004) for the LIS and DATED-1 (Hughes et al., 2016) for the FIS ( Fig. 4c ; see also the Supplement). Major deficiencies are found in the southeastern margin of the Scandinavian Ice Sheet (SIS), the southwestern border of the LIS and the northern part of the Cordilleran Ice Sheet (CIS), where the ice extent is underestimated as compared to reconstructions, and northwestern Siberia, where it is overestimated. In M1 and M2, these discrepancies with reconstructions are more evident. Furthermore, in the corridor that separates the CIS and the LIS a significant ice retreat is observed that is absent in M3 (see Supplement). Finally, the deglaciation shows a different behavior in the three methods. M1 shows a much more abrupt transition into the Holocene, with ice already vanishing by the beginning of this period. This is a consequence of the abrupt temperature evolution in NGRIP that, by construction, in M1 is extrapolated to the rest of the globe, leading to peak temperatures already reached at the beginning of the Holocene and subsequently decreasing. In contrast, M2 and M3 show a smoother temperature evolution at the NH ice-sheet sites (Fig. 5) that also leads to a smoother deglaciation. In all three methods the deglaciation of the FIS is more abrupt than the one suggested by DATED-1 (Fig. 6c) . In M3, however, the beginning of the deglaciation (ca. 22 ka BP) is satisfactorily captured. In contrast, the onset of the deglaciation lags behind remarkably in M1, with SLE starting to increase only around 15 ka BP.
We now focus specifically on M3, which provides the best time-varying climatology. The time slices of ice thickness and velocities simulated under M3 provide a consistent picture of the spatial structure of NH ice sheets throughout the LGP (Fig. 4) . In particular, the present-day configuration is satisfactorily reconstructed, showing a unique ice sheet over Greenland with regions of intense ice flow predominantly distributed along its southeastern and the northwestern margins (Fig. 4b) . Full glacial climatic conditions lead to the growth of two additional vast masses of ice over North America and Eurasia (Figs. 4c and d) . On the one hand, the simulated North American ice sheet (NAIS) comprises a merged dome that aggregates the LIS, the Innuitian Ice Sheet (IIS) and the CIS in the western, northern and eastern parts of the continent, respectively. The spatial extent of the NAIS shows good agreement with respect to that estimated in previous studies (e.g., Peltier et al., 2015) . The complexity of the NAIS spatial configuration is also reflected in the map of simulated velocities that present two active ice streams in the vicinity of the Hudson Bay and in the area of the Gulf of St. Lawrence in accordance with recent reconstructions (Margold et al., 2015) . Meanwhile, the FIS covers the entire Scandinavian region as well as the British Isles and a large fraction of the Barents and the Kara seas as suggested by geological and geomorphological constraints (Hughes et al., 2016; Svendsen et al., 2004) . During MIS3, the extension of the NAIS is reduced as compared to the LGM, with an icefree corridor separating the LIS from the CIS (Figs. 4e and f) . The FIS exhibits a decline in terms of volume and extension, particularly in the southwestern sector of the FIS where the British Isles and their surroundings alternate between glaciated and ice-free periods on millennial timescales as a result of abrupt glacial climate variability.
Discussion and conclusions
In this study, a new method to force ice-sheet models offline is presented and compared with the more traditional approach. Three different time-varying climatologies are developed for the past 120 kyr following a perturbative approach and applied to an ice-sheet model to evaluate their consequences for the paleo-evolution of ice sheets. In the first case, following the usual approach, temperature anomalies relative to the present are calculated by combining the present-day climatologies, a simulated glacial-interglacial climatic anomaly field and an index derived from ice-core data that includes orbital as well as millennial-scale variability. In the second case, anomalies relative to the present day are decomposed into an orbital and a millennial-scale component. Depending on the frequency either the glacialinterglacial climate anomaly field (orbital variability) or the stadial-interstadial field (millennial) is varied. The third case is a refinement of the second case in which the amplitudes of both orbital and millennial-scale variations are tuned to fit the NGRIP ice-core record. We herein focus essentially on the differences between the traditional and the novel, refined method.
The time series derived from these methods are compared at several locations with the available proxy data: the Greenland ice-core record and reconstructions of temperature and precipitation based on δ 18 O variations from speleothems located in central Europe and southwestern North America, respectively. By construction, the new method provides perfect agreement with the ice-core record, improving the performance of previous methods. For temperature, the three methods follow a similar evolution, as dictated by the Greenland ice-core record, but the new method shows a larger amplitude. For precipitation, the new method yields a very different time evolution as a result of the spatial millennial-scale anomaly pattern which successfully reproduces the phasing and timing of δ 18 O variability in southwestern North America on millennial timescales, a result that cannot be achieved by the old method.
Note that offline index methods assume that the temperature variability reconstructed over Greenland is representative of the entire NH, but this does not mean either that the amplitude or the sign is the same in the whole NH. This is actually the case in the usual methods but not in our new method, which is one of the reasons why it represents an improvement. The reason is that the millennial-scale anomaly pattern introduces its own (spatial) scaling. The details of this spatial pattern will depend on the particular climate model used to produce the climate anomaly fields and might well improve with higher complexity and resolution. Most models agree in showing that NH temperature changes coevally with Greenland in response to northward heat transport changes caused by Atlantic meridional overturning circulation (AMOC) variations, the prevailing paradigm to explain abrupt glacial climate changes (e.g., Stouffer et al., 2006) , and this is supported by a comprehensive review of spatial coverage (Voelker and workshop participants, 2002) , but this is not an assumption of our new index method.
The different climatologies have a large impact on the development of NH ice sheets. In these areas, such as North America and Fennoscandia, traditional methods yield millennial-scale fluctuations of very large amplitude, comparable to those recorded in Greenland. Improving the representation of millennial-scale variability by including a stadial-interstadial anomaly field leads to a strong reduction in the amplitude of millennial-scale temperature fluctuations by more than 10 K in the most prominent transitions. In addition, as a result of the scaling of the orbital temperature anomaly field, the amplitude of orbital variations is enhanced, leading to colder temperatures by about 5 K in most of the LGP. Finally, the traditional method leads to a very similar amplitude of millennial-scale fluctuations over the two main NH landmasses as a consequence of the nearly symmetric temperature pattern around Greenland. In contrast, the improved millennial-scale temperature field leads to the emergence of differences between the temperature evolutions in these areas.
The lack of continuous reconstructions in NH continental areas precludes the evaluation of the temperature time series derived for these regions. However, the fact that in the traditional method the amplitude of temperature variations at sites such as the LIS and the FIS is very similar to those of the Greenland ice-core record strongly suggests that these temperature fluctuations are overestimated. If the mechanisms behind millennial-scale variability are transitions between states of reduced AMOC, with southward-shifted deep water formation (e.g., Sarnthein et al., 1994; Alley et al., 1999; Böhm et al., 2015; Ganopolski and Rahmstorf, 2001; Henry et al., 2016) , it is difficult to conceive of a similar temperature amplitude in the center of the LIS or the FIS as in Greenland. Proxy data actually suggest that Greenland is the location where abrupt glacial climate changes reach their maximum amplitude in terms of temperature, decreasing farther south in the NH (Voelker and workshop participants, 2002) . In contrast, the temperature fluctuations obtained in the new approach, with amplitudes of 30-50 % of those of the Greenland ice-core record and larger values over the LIS, down-and upstream of the North Atlantic, seem more realistic.
Our results show that the traditional method leads to the lowest ice-volume values throughout the whole LGP. Indeed, millennial-scale climate variability enhances NH ice-volume variability on millennial timescales. This leads to an underestimation of ice volume throughout most of the LGP. Including millennial-scale patterns (in M2) yields an important increase in ice volume in all NH ice sheets but especially in the FIS. Additionally improving the orbital and millennialscale fields through the scaling is found to increase it further. Note although sea-level records provide essential information to interpret past ice-volume variations, continuous highly resolved sea-level reconstructions are scarce and frequently rely on an insufficient temporal control. In addition, they generally provide inferences on global sea-level changes. This complicates the evaluation of our simulated NH ice-volume time series against the paleorecord. However, the contribution to sea level of individual ice sheets can be assessed at specific time slices such as the LGM, for which reconstructions are actually available. Estimates of the SLE change at the LGM relative to the present (see the reviews by Clark and Mix, 2002; Clark and Tarasov, 2014 ) range between 70 m (Tarasov et al., 2012) and 92 m (Denton and Hughes, 1981) for the LIS and between 14 m (note this case is based on modeling; see Clark and Mix (2002) and references therein) and 34 m (Denton and Hughes, 1981) for the FIS; a recently published reconstruction by Hughes et al. (2016) yields around 23 m. Thus, the traditional method is well below the uncertainty range of ice-volume estimations for the LIS and its lower end for the FIS. In contrast, our new, refined method is closer to the uncertainty range for the LIS and well within it for the FIS. To summarize, even though our method is not perfect, it shows a clear improvement with respect to the usual index method. In particular, the individual (FIS and LIS) and total ice volume and extent of NH ice sheets at the LGM, as well as the timing of the onset of deglaciation, are clearly better captured by our new method. Interestingly, our new approach underestimates ice-volume variations on millennial timescales as indicated by sea-level records. This suggests that either the origin of the latter is not the NH or that processes not represented in our study need to be invoked to account for the important role of millennial-scale climate variability in millennial-scale icevolume fluctuations. Variation in oceanic conditions, ignored in our study, is a likely candidate.
The climate model used to build the present-day, LGM, and interstadial fields used in this study is an intermediatecomplexity model with low spatial (latitude × longitude) resolution (7.5 • × 22.5 • ) (Montoya et al., 2005) . Using a more comprehensive and/or higher-resolution model should provide both a more accurate representation of millennial-scale glacial climate variability and a more realistic forcing for the ice-sheet model. Nevertheless, we do not expect this to change our main conclusions. To the extent that orbital and millennial-scale anomaly fields are different, our new forcing method should provide a better representation of the climate of the LGP. We expect this result to be robust against the use of different climate models. The precise temperature and ice-volume evolution could, nevertheless, be model dependent, and this is worth investigating with additional climate models, in particular more comprehensive ones. In the last years a rising number of state-of-the-art climate models have recently shown two different climatic regimes under glacial conditions (Peltier and Vettoretti, 2014; Zhang et al., 2014 Zhang et al., , 2017 . This study opens a new research pathway for these models which could take advantage of our new forcing method to investigate their skill to provide a synthetic reconstruction of the climate variability of the last glacial cycle and apply that to investigate the evolution of NH ice sheets. One recommendation that emerges from our study is that, in case of the unavailability of an interstadial simulated snapshot to force the ice-sheet model, the use of a low-pass-filtered index from the ice-core record should provide a better forcing than the traditional method including the full variability.
In a similar manner, although our ice-sheet model accounts for the surface elevation change feedback on temperature and precipitation, other important climate-ice-sheet feedbacks such as surface albedo changes are not represented. Note, however, that our goal is precisely to improve offline forcing methods, for which most of these feedbacks are inherently absent. It would nevertheless be interesting to investigate this issue further by coupling our ice-sheet model to a regional energy-moisture-balance model where feedbacks such as the ice-albedo feedback, the effect of continentality and the orographic effect on precipitation are better represented.
Finally, the novelty of this work lies in the consideration of an additional climatic pattern associated with millennialscale climate variability to reconstruct the climate variability of the last glacial-interglacial cycle for the whole NH. Our results reveal that an incorrect representation of the characteristic pattern of millennial-scale climate variability within the climate forcing not only affects NH ice-volume variations at millennial timescales but has consequences for glacialinterglacial ice-volume changes too. Thereby, our new forcing method contributes to clarify the still uncertain role of abrupt glacial climate change in past ice-volume variations, thus shedding light on the evolution of the NH ice sheets. As mentioned above, one aspect that remains to be assessed is the role of the ocean; this should be the focus of future work.
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