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Abst ract - -A  stochastic technique for multiextremal optimization is discussed; the technique derives 
from the adoption of sequential stopping rules for the well-known Multistart algorithm. The stopping 
rules are developed in a Bayesian onparametric framework. A class of nmltiextremal test functions 
is introduced and results obtained through the application of the proposed techniques to this class 
are presented. The results how the effectiveness of the proposed stopping rules. 
INTRODUCTION 
In many optimization problems the criterion to be optimized with respect o a number of param- 
eters cannot be safely assumed as unimodal, so that usual nonlinear programming techniques are 
likely to fail in finding the required optimal parameter values. A certain number of techniques 
have been proposed in the literature for matching this situation (see [1] for a survey), referred 
to as global optimization problem, among which the effectiveness of those relying upon some 
stochastic element is now acknowledged. In particular, an effective scheme consists of choosing 
at random (uniformly) points in the search domain and starting from a selected number of them 
a local optimization routine; this leads to the determination f some local optima, hopefully in- 
cluding the global one. The crucial point in algorithms based upon this scheme is the criterion 
for stopping computation; in fact, as no useful analytical characterization f the global optimum 
is available, it is practically impossible to identify a local optimum as the global one. 
This paper is concerned with the problem of designing stopping criteria for the so called 
Multistart algorithm. In this algorithm, a local search routine is started from each sampled 
point (thus it can be seen as the simplest implementation f the scheme outlined above). For 
algorithms like the Multistart one [2], two sequential stopping rules of the k-sla (k-step look- 
ahead) type ([3]) have been introduced on the basis of a nonparametric model of the probability 
distribution function of the sampled local optimum values. Their common idea is that stopping 
should occur when it is expected that the search for a new local optimum with a function value 
better than the best obtained so far would be too costly. 
The aim of this paper is to present an extended numerical investigation of the stochastic 
algorithms resulting from the application of both the 1- and the 2-sla rule to the Multistart 
algorithm. To achieve this, a class of test functions is introduced, depending on a number 
of parameters that are randomly selected to provide a variety of shapes and numbers of local 
optima; this class has the nice feature that the global optimum of each function can be easily 
obtained, rendering the check for success or failure of the algorithm under examination a trivial 
task. 
The major steps in the construction of k-sla rules are reported in the following section. 
1. SEQUENTIAL STOPPING RULES FOR THE MULTISTART ALGORITHM 
Without loss of generality, let the problem under consideration be that of finding the global 
mazimum of a function f : K ~-* R, where K is assumed to be a compact subset of R N, N > 1; it 
is further assumed that f is continuous over K. We also assume that a local search algorithm is 
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available whose output, starting from any point in K (except at most a subset with null Lebesgue 
measure), is a local maximum of f in K. According to the Multistart procedure, the search for 
the global maximum is then carried out sequentially, drawing, from a uniform distribution, a
point in K and executing the local search algorithm starting from the sampled point; this way, 
after n local searches have been performed, n pairs 
(z~,ti) i=  1,... ,n, 
where x~ is the local opt imum found by the ith local search and ti = f(z*), are available. Under 
very mild assumptions on the local search routine the pairs 
(x~.,ti) i=  l , . . .  ,n,  
possess a joint distribution, and it immediately follows that they constitute a sample of n stochas- 
tically independent pairs. In fact, let 
£:K~-*K  
be the mapping corresponding to the local optimization routine, which, when started from a 
point in K, yields a point in K which usually, but not necessarily, is a local optimizer. Let also 
X" C K be the set of local optimizers of f in K and let 
fl~. = {x E K:  £(x) = x'}, Vz* E X* 
be the "region of attraction" of each local optimum x°. We assume the following: 
• X* is discrete, i.e., there exist countably many local optima. 
• The region of attraction of each local optimum, ~z., is Lebesgue-measurable. 
• The set of starting points causing the local search routine not to yield a local optimizer 
has null Lebesgue measure. 
Under these assumptions, it is immediate to observe that each local optimum value ti produced 
by the Multistart procedure, when started from the (uniform random) point X, is a random 
variable with probability distribution function 
P(ti < t) = P(X E U {~x" : x ° E X', f(x') < t}), 
which is the probability of a countable union of measurable s ts. Following the same approach it
is immediately seen that x~ is also a random vector. Stochastic independence of the pairs (x~, ti) 
now trivially follows from the independence of the starting points. 
We assume that each local search has a fixed cost c > O, expressed in the same unit as f ,  and 
that the cost connected with stopping at step n is 
L( t l , t2 , . . .  ,tn; c) = - t (n)  + nc, (1) 
where t(,) = maxi=x,..., ti. The total cost (i) combines the cost of a local searches with the utility 
corresponding to an increase in the max imum observed value. In [4] an alternative interpretation 
of c as a threshold to the expected improvement over the best local opt imum so far observed is 
also proposed. 
The observations ti are independent realizations of a random variable T whose probability 
distribution function F is unknown (except for trivial cases). In order to deal with the problem 
of optimal stopping in a decision theoretic framework, it is required that a prior probability 
measure is defined over a space of probability distributions containing the unknown one and that 
it is manageable to compute the posterior probability on the basis of the available observations. 
The Bayesian nonparametric approach, introduced in [5,6], satisfies such requirements in a general 
and flexible way, modelling F(t) with a suitable stochastic process whose sample paths satisfy 
the conditions defining a distribution function. In particular, in [2], the "simple homogeneous 
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process" [7] has been shown to lead to the following simple expression for the posterior estimate 
of F(t) given the observations t l , . . .  ,t,~ 
1 - D'n(t) = E(1 - F(t) [observations) 
_ mo(O + ~ ~'(t(i)) - "r ( t ( i -~9 exp n + A exp - - , i=~ mj_~ + A mo(O + ,~ J 
where t(1), t(~),... ,t(no) are the increasingly ordered distinct observations (no _< n) and 
nj = #{distinct observations = tj}, 
mj ~ nZBi ,  
~__.j 
no(t) = #{distinct observations _< t}, 
mo(t) = #{observations > t}, 
t(0) = -oo.  
The function 7(t) is continuous, nondecreasing, and satisfies 7 ( -oo)  = 0, 7(oo) = oo; such a 
function may be assessed through a specification of a prior guess F0 of F as follows: 
~(t)  = -~ log( i  - F0(t) ) ,  (2) 
in which case A expresses the "strength of belief" in F0. 
Once the model for F is set, an optimal stopping rule can be obtained if, after each observation, 
the actual cost (1) is compared with the expected cost (computed according to the posterior 
probability) that will be incurred if more observations are taken. Unfortunately, apart from a 
few parametric ases, it is usually impossible to obtain optimal stopping rules in an explicit and 
manageable form, so that it is necessary to look for workable approximations. Good suboptimal 
rules are the so-called k-stage look-ahead (k-sla) ones, which call for stopping when the current 
cost is not greater than the cost expected, if at most k more observations are taken. Formally, 
stopping should occur after n* observations, where 
n" = min{n : L~(tl , . . .  ,tn;c) = L(t i , . . .  ,tn;e)}, 
L k being obtained through the recurrence 
Li(t l , . . .  , tn ; c) = min{L(t l , . . .  ,tn; c), E r'+~ (L i-1 (tl, •. • , t , ,  Tn+l ; c))}, 
for i = k, k -  1, . . .  , 1, while for i = 0, 
L°(t l , . . .  ,tn;c) = L(t l , . . .  ,tn;c). 
In order to simplify the notation, the increasingly ordered values tO) , . . .  , t(no) will be, in the 
following, simply denoted by t l , . . .  ,tno; moreover, we set to = -oc .  
With the cost given by (1), the 1-sla rule calls for stopping when 
- t ,  o < c+ ET'+'(-max{t,o;Tn+l}).  
Now, assuming the existence of faco t dFn(t), Va E R, it follows that 
/ t~O 
ET~+l(-max{tno;Tn+l}) = - t ,  o d~'n(t) - tdFn(t) 
• /--CO 0 
/,? [ ]CO (1 =-tno~',~(tno)+ t (1 -Fn( t ) ) 'no -  
o 
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from which the 1-sla calls for stopping as soon as 
j-( ) I - -g'n (t) dt < c, 
nO 
provided that the integral exists (for a discussion about this topic, see [4]). 
The 2-sla rule is found in a similar way as that rule which stops when 
- t .o  < c + E T"+~ rain{- max{t. , ,  Tn+x }, 
c + ET"+~( - max{t.o, Tn+l, T,~+2 })}. 
(3) 
The right-hand side of the above expression can be also written as 
/f c -  E T"+' max{tno, Tn +' } + E T"+' min{0, c -  ( t l - /b .  ~l..+l(t)/dt}, 
ax{t.o,T.+i  }
so that, after (3), the 2-sla says to stop when 
/oo _ _ { S;.xl,.o,T.+,) (1--P.+I(I))dr}. (4) c _< (1 -  ['n(t)) dt -  E T"+' min 1 ,c -  
nO 
It should be noticed that, due to the fact that whenever a k-sla says to continue sampling it is 
optimal to continue, then the 2-sla needs to be invoked only when the 1-sla says to stop. Explicit 
expression for the 1- and 2-sla have been given in [2]. For the 1-sla, letting 
k 
S(h ,k )  = 7(t ) - ' h,k  = 1 , . . .  ,no, 
(3) becomes 
"~ exp(-S(1,no)) exp 7(t) (t"°) dt < c. 
n-t-~ ,,o -- 
Explicitation of the 2-sla is more complicate, requiring to determine the sign of the function 
g(u)  = c - (1 - P .+ I (0 )  dr, 
Jmax{i,~ o,u} 
where Fn+l (t) is the conditional expectation of F(t)  when the (n + 1)th observation has value u. 
Fortunately, the set in which g(u) is negative is an interval whose bounds are easily determined. 
Then the evaluation of (4) reduces to the evaluation of an integral between such bounds [4, app. 1]. 
2. A WIDE CLASS OF TEST FUNCTIONS 
In [8], a set of test functions has been established as a standard for comparing the performance 
of global optimization algorithms; indeed, on such a set, the behaviour of the stopping rules 
outlined above has been investigated in the cited paper [2]. For the same set of standard test 
problems, results are also available for the stopping rules developed in [9], which are, to date, the 
only stochastic techniques for global optimization based, as those presented here, on sequential 
stopping rules for the Multistart algorithm. However, a direct comparison is difficult because of 
the fact that the performance index of the rules in the two approaches i not homogeneous. In
fact, Boender and Rinnooy Kan [9] measure the cost at the stopping times in terms related to 
the local minima not yet discovered, but unrelated to their functional values. In the approach 
discussed here, the emphasis is on the best function value as yet observed. As a consequence, 
the cost of a local search is measured in incomparable units in the two approaches. However, if 
A stocha6tic technique 131 
we look at Figures 3-5 in [9], and at Tables 1-3 in [2], there is evidence that the use of function 
values in stopping rules in beneficial in terms of number of steps before stopping. 
The narrowness of the standard test function set renders performance analyses based on it not 
being fully significant; moreover the danger exists that the well known peculiarities of standard 
test functions induce some bias in the design of algorithms. In [10], a wide class of test functions 
has been introduced based on the ideas of "generalized mdtric interpolation" [11]. Functions in 
this class have the expression 
k 
f (x )  E i= l f iH J~ i (P (Z J 'X ) )a# 
= , • E [0 ,1 ]  ( s )  
ELx  ~I  jgi(P(Zj,X)) aj 
where the zj's are points in [0,1] N, the f/'s are real numbers, and the ai's are positive reals; 
p(., .) is the Euclidean distance in R N. For (5) the following propositions hold: 
PROPOSITION I. Let M = maxi fi and m = mini fi. Then 
rn < f (x)  ~ M, Vx E [0, 1] N. 
PROPOSITION 2. I fa i  ~> I, 
lim Vf(x) = 0; 
X-~Z i 
i£0 < ai _< 1, in general, tirst partial derivatives fail to exist at zl. 
PROPOSITION 3. Ifoq > 1, then 
f (x )  -- f (z i)  "-- O(p(X, Zi)°i-t). 
Thus, (5) has several attractive properties for being considered as a good form for global 
optimization test functions: its global extrema re known (Proposition 1), all the interpolation 
points can be forced to be stationary points (Proposition 2), the flatness around such stationary 
points can be regulated through the a's (Proposition 3). Varying k, fi, zi, ai, an infinite number 
of different shapes can be created for each number of variables N. 
3. EVALUATION OF 1- AND 2-SLA 
In order to evaluate the behaviour of 1- and 2-sis stopping rules, 100 functions of the form (5) 
were randomly generated, according to the following distributions for their parameters: 
• N uniformly distributed over {2, 3, 4, 5, 6}; 
• k uniformly distributed over {2, 3,.. .  , 20); 
• fi ~ At(0, 33); this implies that the range of function values is, in most cases, contained 
in (-100,100); 
• zi uniformly distributed over [0, 1]N; 
• ai uniformly distributed over [1.5, 2.5]; this implies that all the test functions are differ- 
entiable, with various degrees of flatness around each stationary point. 
The choice of a suitable form for the prior guess F0 of the distribution of the maxima found 
by local searches and a proper value for A in (2) has been thoroughly discussed in [2]; it has been 
argued there that a sensible value for A is A = 1, while, for what concerns F0, when the function 
value range is not a priori known, as we can assume for our randomly generated functions, an 
acceptable choice is the following: 
(1  - (1  - 2, t < . ,  
1 - Fo -" 0.5e -2(v~-1)(t-a)/b, t > a, 
where a and b (with b > 0) are location and scale parameters. 
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This choice for F0 (which is mainly dictated from considerations related to the possibility of 
actually performing the computation ofthe 2-sla) implies that a is the median as well as the mode 
of the prior guess, b~ut he distribution is not symmetrical, with the left-hand tail behaving like 
exp(~/b), and the right-hand one like exp(-2(V~- 1)t/b); in this way more weight is assigned to 
values larger than a with respect to that of their symmetrical round a, which is not unreasonable 
in view of the fact that, as the observations are obtained through a maximization process, large 
positive deviations from a are more likely to occur than large negative ones. This suggests, in 
our case, that a should be given value 0. As a guideline for assessing the value of b, we remark 
that both the probability that a value lower than a - 4.07b and the probability that a value 
greater than a % 4.72 b are observed is 0.01; after this, the choice b -- 25 has been made. In [4], 
the criteria for the choice of b and the effect of different choices on the behaviour of the stopping 
rules are thoroughly investigated, both from a theoretical nd a computational point of view. 
Tables 1-2 summarize the results obtained over the 100 test functions generated; results in 
Table 1 were obtained using the 2-sla with the cost c = 1, while for Table 2, c was set to 3. In 
the first case, results from the 1-sla were identical to those of the 2-sla, while in the second case, 
for one function only the 1-sla stopped one step before the 2-sla, but anyhow finding the global 
maximum. The tables report the minimum, maximum, and average number of the following 
quantities: nF, the number of local searches performed before stopping; LF, the value of the cost 
(1) at stopping time; f.e., the total number of function evaluations spent in the local searches 
up to stopping; g.e., the analogous number of gradient evaluations. Of course these last figures 
are purely indicative, depending on the local search routine adopted as well as on the accuracy 
required in determining a local maximum. For the experiments here presented, the OPRQP 
routine form the OPTIMA package [12] has been adopted, with the termination parameters 
set to 10 -5. A different routine might lower these figures, but no difference is expected in the 
behaviour of the stopping rules. Finally, the tables report the percentage of failures (i.e., the 
percentage of cases in which the global maximum was not found). 
Table I. Summary  of rcsult~ for the 2-sla (c = I). 
ra in max avg.  
nF  18 30 26.05 
LF --77.12 35.97 --22.25 
f.e. 392 1908 1030.81 
g.e. 192 894 481.79 
f~ 3% 
Table 2. Summary of results for the 2-sla (c = 3). 
ra in max avg.  
n F 1 9 5.84 
LF -99.12 32.97 -29.67 
f.e. 48 460 225.23 
g.e. 18 207 107.85 
f% 10% 
The tables show that, confirming the results in [2,4] the performance of the proposed stopping 
rules is very satisfactory in terms of both accuracy and number of local searches required. It has 
to be stressed that, in the very spirit of the Bayesian approach, the prior guess only incorporates 
some general knowledge about the class of functions dealt with, and no adjustment has been made 
to accomplish the peculiarities of each single function generated. It is immediately seen in the 
tables that, as c is increased, stopping occurs earlier, with a certain loss in accuracy; nevertheless, 
comparison of the results displayed in the tables shows that this loss is not exaggerated, asfor 
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e = 3 the average number of local searches decreases by a factor 4.5 with respect to the case 
c = 1, while the number of failures increases only by a factor 3.3. 
An aspect which deserves further investigation (addressed in the cited paper of Betr6 and 
Schoen [4]) is the practical equivalence of the 1- and the 2-sla; indeed, it could be expected that the 
2-sla, looking farther, should on the average terminate with a lower cost. This question is related 
to the proximity of k-sla rules to the optimal one; indeed, should the 1-sla be sufficiently close to 
the optimal rule, then obviously no advantage could derive by adopting the 2-sla. Unfortunately, 
for the Bayesian approach here presented, the problem of determining optimal stopping rules is, 
for the moment, far from being solved. However, in [4], a huge set of numerical experiments are 
carried out which tend to strongly support the fact that the 1-sla is actually very near to the 
optimal stopping rule. 
CONCLUSION 
Sequential strategies of the k-sis type for the stopping of a widely used global optimization 
algorithm have been presented. The results of numerical tests obtained applying such strategies 
to a set of randomly generated global optimization problems have been discussed, both in terms 
of accuracy and of computational effort; the tests show the satisfactory behaviour of the 1-sla and 
2-sla rules. Being the behaviour of the 1-sis practically identical to that of the more elaborate 
2-sla, the former seems to be proposable as an effective, as well as simply stopping rule. 
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