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SUMMARY
This thesis describes a study of geometry effects in beta-ray 
thickness gauging which was performed in order to facilitate the 
design and improve the performance of such gauges. The work 
carried out included the formulation of some mathematical models 
to describe two of the major geometry effects known as passline 
effects and d2-effects. These models were not developed to a 
very high degree of sophistication because suitable data on the 
multiple scattering of beta-particles was not available.
A review of the literature on electron interactions revealed 
the complexity of scattering by thick absorbers and the 
inadequacy of present theories in describing it. An experimental 
approach to obtaining the desired data was therefore adopted and a 
beta spectrometry system based on a Si (Li) detector was developed.’ 
This-system was found to be satisfactory and a set of results for 
aluminium absorbers was obtained for incorporation into the models 
described.
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CHAPTER I INTRODUCTION TO RADIOISOTOPE THICKNESS GAUGING
Since radioisotopes have become readily available (in the years 
following World War II) their applications in industry have become 
widespread. The applications fall largely into five categories 
of gauging the measurement of thickness ( mass per unit area),
coating thickness, level and density and chemical analysis. The . 
present work is concerned only with the gauging of thickness by 
measuring the transmission of beta particles through a sample.
Beta particles are moderately penetrating and they can be used
—2 —2to measure thicknesses m  the range 0.1 mg.cm to 1000 mg.cm
O A m O
(1 g.m to 10 g.m ). Consequently beta transmission thickness 
gauges have a large number of applications, some of which are 
described below.
The measurement of
(i) thickness of aluminium foil in rolling mills
(ii) thickness of paper during production
(iii) thickness of plastic sheeting during production
(iv) thickness of coatings or degree of impregnation 
of fabrics during finishing
(v) thickness of ink or dye on rollers during printing
(vi) the amount of tobacco in cigarettes
(vii) the amount of glass or sand deposited on emery 
paper or sandpaper
(viii) the wall thickness of plastic tubes
Other applications have been described by Clayton and
Cameron (1965 [l]).
*
Almost all the applications listed above are of measurement 
during industrial production and a very important feature of these 
gauges is that the signals they produce are used not only to determine 
thickness but also to control the production process either 
automatically or with the intervention of a machine operator. Thus
the economic importance of the gauges is considerable.
1.1 Economic aspects of isotope measuring techniques
Some of the economic benefits of radiation thickness 
gauges and the associated control of production processes 
are as follows :
(i) Reduction of waste. The improved control of production 
associated with an exact knowledge of the thickness of the 
product results in a reduction of the width of the 
distribution of product dimensions, thus keeping the product 
within the tolerance limits acceptable to either a 
standards authority or a customer. (see Fig. 1.1)
(ii) Saving of raw material. Because the product dimensions 
are more constant, the mean of the distribution may be set 
at a value nearer the lower tolerance limit resulting in 
considerable saving of material (see Fig. 1.1).
(iii) Customer satisfaction. More product is made more 
closely to the customer’s specification.
(iv) Increased productivity. Although the use of a 
monitor and automatic control may not allow the running 
speed of a machine to be increased, it may enable the 
machine operator to attain target dimensions more rapidly.
(v) Time saving. Automatic or semi-automatic control 
of equipment releases personnel for other duties.
(vi) Recovery of installation costs. Gauge manufacturers 
claim that because of the various savings described above, 
the cost of installing a nucleonic gauge, (which may vary 
from several hundred to ten thousand pounds), is usually 
recovered within a year. •
1.2 Technical aspects of isotope measuring techniques
For all production testing it is obviously desirable 
to use non-destructive methods and these include several
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Fig 1.1 The effects of regulation on product parameters
alternatives to nucleonic gauging (see for example Reynolds,
1971 [2]). Some of these, for example mechanical techniques 
for measuring thickness, are not suitable for use on 
continuously produced materials travelling at high speeds and 
high temperatures, soft materials or materials where surface 
finish is important because physical contact must be made with 
the sample. Of the non-contacting techniques, some may be 
sensitive to changes which are of no significance in the 
production process, for example changes in the water content 
of a sample would result in very large changes in the signal 
from a capacitance gauge whilst eddy current transmission 
gauges and X-ray transmission gauges are very sensitive to 
changes in elemental composition. Many devices could not 
continue to operate satisfactorily in the extremely hostile 
enviroments often found in production plants.
Although radioisotope gauges are relatively simple and 
reliable, if alternative methods of non-destructive, non-contact 
gauging are available, they are usually preferred because of 
the biological hazard associated with radioisotopes. The 
gauges must comply with national regulations concerning the use 
of ionising radiation (see reference 3) and the dose rate in 
the easily accessible vicinity of a gauge must be kept small. 
Fail-safe devices are usually incorporated in the gauges and 
the source holders are sufficiently rugged to be safe in all but 
the most extreme circumstances. Unnecessarily widespread use 
of large sources of radioactivity is not to be advocated lightly 
but in many cases there is no acceptable alternative to a 
radioisotope thickness gauge.
In the following pages, work carried out in order to 
facilitate the design and improve the performance of thickness 
gauges is described. This work was concerned specifically with 
errors in beta-ray thickness gauging caused by
variation in the gauge geometry. Gauge geometry here includes 
the relative positions, sizes and compositions of the source, 
absorber, detector and any collimators or other scattering 
materials in tfie environment of the gauge.- In Chapter 2 several
aspects of gauge design are discussed and mathematical models 
are developed to describe the performance of a gauge jas a function 
of its geometry. These models require extensive data on the 
multiple scattering of beta particles and in Chapter 3 the literature 
on theoretical and experimental work on this subject is reviewed.
It will be seen that the available data is inadequate for 
present purposes and in Chapter 4 work carried out to obtain 
more comprehensive data experimentally is described.
CHAPTER II DESIGN ASPECTS OF BETA-RAY THICKNESS GAUGES
In this chapter the general approach to designing a beta-ray 
thickness gauge will be described. It will be seen that empirical 
relationships describing the absorption of beta particles are 
helpful in preliminary designs of gauges but that practical gauges 
of the accuracies now demanded (i.e. able to determine thickness to 
an accuracy of 1%), are only achieved quickly by experienced 
designers. An attempt is made to describe mathematically the 
various geometrical features of thickness gauges which give rise • 
to error, in the hope that such a formalism will facilitate future 
design work.
2.1 Beta—ray energy spectra
The shapes of beta-ray energy spectra are adequately ?”
described by Fermi*s theory of beta decay providing semi- 
empirical shape factors are included (see for example 
Smith, 1966 [4]).' The shapes vary considerably as illustrated 
by the two examples shown in fig. 2.1. However, for thickness 
gauging sealed sources are used and for reasons described 
in section 4.5 the shapes of the energy spectra of beta 
particles emitted from a sealed source are fairly similar.
In general sources with long half lives are preferred for 
thickness gauging, but since these usually emit beta particles 
of low maximum energy, sources in which a long lived parent 
nucleus is in equilibrium with a short lived daughter product 
are used (e.g. ^Sr/^?Y). This gives a useful combination 
I of long half life andjjbeta particle energy. Sources commonly 
used in thickness gauging are listed in section 2.4.
2.2 Absorption of beta particles
The detailed modes of interaction of electrons with matter 
are described in Chapter 3. In this section only gross
effects, such as changes in transmitted intensity^ are described.
Although the end point energies and the true shapes of 
beta energy spectra vary considerably, a number of empirical
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Fig. 2.1 Examples of calculated beta spectra 
(from Hogan et. al. [5]).
relationships have been obtained which describe approximately 
some features of the transmission of beta particles through 
absorbers. Katz and Penfold (1952 [6]) have reviewed work 
concerning range-energy relationships for monoenergetic 
electrons of energy E0 and for beta particles of end point 
energy E0 and they have derived expressions for the range } 
R}as a function of EQ which agree well with a large number of 
experimental results.
These are :
n /no r 1.265-0.0954 In En ^R = 0.412 E0 ° for 0.01 < E0 < 2.5
and
R = 0.530 . E0 - 0.106 for 2.5 <E0 2.
2where R is expressed m  g cm of aluminium and E0 is in MeV.
The range, R, is only slightly dependent on the absorber
material. In a material of high atomic number, (Z), the
stopping power for electrons as given by equation 3.3 is
reduced because the number of electrons per gram, (^^)> ■Cf> & )
decreases with increasing Z and the mean ionization potential,
I, increases. This decrease in the stopping power,
results in an increase in the continuous slowing down '
approximation (c.s.d.a.) range of monoenergetic electrons in
high Z materials. (c.s.d.a range = / ° dE/dE ). However,
J  E„ /  dx
although the electrons can traverse greater distances in high 
Z materials, transmission through a slab of given thickness 
(in g.crn-2) does not increase because the increase in nuclear 
scattering corresponding to the increase in Z results in more 
tortuous electron paths. Thus the electrons may traverse 
a greater path length in high Z materials but only penetrate 
to a depth similar to that in materials of low atomic number. 
It should be emphasized that the empirical expressions for 
range quoted above refer to the ability of electrons to
penetrate a slab of material. The ranges quoted in figures
3.2 to 3.5 are c.s.d.a. ranges.
Some examples of beta-ray absorption curves (taken from 
Koyanagi and Kimura, 1964 [7]) are shown in fig. 2.2.
Allowing for the different levels of the bremsstrahlung tails, 
it can be seen that, despite different slopes on the early 
part of the absorption curves, the ranges of the beta 
particles in the different materials vary little.
Using a source and a variety of absorbers of Z^13,
Husain and Putman (1957[8]) obtained almost identical curves 
when they plotted transmitted intensity against absorber 
thickness (g.cm“2 ) times Z4/3 /A. The Z/A factor allows for 
the change in stopping power caused by change in electron 
density and the extra factor, Z^/3? the authors suggest, 
describes the extent of the influence of nuclear scattering 
on the absorption curves. (  /? » /i u m
The absorption of beta particles is approximately 
exponential over a large part of the range (Katz and Penfold 
1952 [6]) and the slope of this exponential part of the curve 
(when plotted logarithmically) depends only on the end point 
energy of the beta spectrum and the atomic number of the
absorber. Thus part of the absorption curve may be described
by an equation such as :
I = IQ exp .(2? )l ) 3.
Where IQ and I are the incident and transmitted intensities 
respectively, %  is the thickness^of the absorber andyn/f is 
the effective mass absorption coefficient. One of the —  
relationships between^/^/ and E0 which have been obtained 
experimentally (from Evans 1955 [9]) is :
= 17 . 4.
C Eq 1*14
where^/^^ is expressed in cm2g*"1 of aluminium and EQ is 
in MeV. Alternative expressions have been reviewed by Katz
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Fig 2.2 Beta absorption curves for different absorbers and 
detectors. (From Koyanagi and Kimura 1964 [7]).
and Penfold, 1952 [6].
The dependence o f on 'tlle atomic number of the 
absorber, Z, has been given as (Tittle [lo])
= 35Z f o r  Z  <C 13
f A . E . 1'14
\
'o
A  = 7.7 z0,31 for Z > 13
V ” 1.14,
1 Eo
• f • P iWhere A. is the mass number and /l^is m  cmr'g x.
" r
The exponential nature of beta particle absorption 
is discussed again in section 4.5.
Although the exponential part of the absorption curves
is unchanged by changing the counting geometry, the overall
shape of the curve is altered. Fig. 2.3 shows some of the
results of Daddi and D TAngelo (1963 [ll]) who measured
32
absorption curves for . P beta particles in aluminium with 
different counting geometries. The primary effect of thin 
absorbers is not absorption but scattering of the electrons 
and so with the geometry D, the collimated beam of beta 
particles can be scattered away from the detector resulting 
in a rapid initial decrease in intensity. In the geometry B, 
most of the electrons scattered by the absorber still enter 
the detector so the initial decrease in signal is less pronounced 
In the geometry A, outscattered electrons are compensated for 
by inscattered electrons, thus the initial part of the 
absorption curve is quite flat. Similar results were obtained 
by Koyonagi and Kimura (1964 [7]). The introduction of 
absorbers in certain geometries can even cause slight increases 
in the count rate because of these inscattering effects.
Johnston and Willard (1949 [l2]) investigated the change
in count rate as an aluminium absorber was moved in the gap 
32
between a P source and a detector (a G.M. tube). They 
found that if the radiation was well collimated the maximum
5.
6.
count rate was obtained with the absorber next to the detector 
since then most of the scattered radiation entered the detector. 
They also found that, with an uncollimated source, the maximum
G.M G.M
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Fig. 2.3 Absorption curves for different counting geometries. 
(From Daddi and D ’Angelo, 1963[ll]).
V ’ ■ K' . ■ . .
count rate was obtained when the absorber was next to the 
source although for the :uncollimated source changes produced 
by moving the absorber were less pronounced than with a 
collimated source. Thus it would seem that with a moderate 
degree of collimation, a fairly constant count rate would 
be obtained as an absorber is moved in the gap between source 
and detector. •
'*'■ i »
2.3 The basic design of a transmission type beta thickness
gauge
A transmission type of beta thickness gauge basically ' /;•'
consists of a beta particle source, an absorber, a detector 
and an indicating unit as shown in fig. 2.4. The information 
obtained from the indicating unit may be used to classify 
samples in terms of thickness (mass per unit area) or to 
control, automatically or with operator intervention, production 
processes which determine thickness.
The sensitivity of such a system, S, is defined as 
s = - A I  /  7.
V  *  ..
Where A  i/i is the fractional change in signal corresponding 
to a fractional change in thickness When the absorption
curve is exponential as described by equation 3 the sensitivity is
S = mass absorption coefficient 8.
The most sensitive gauge is not necessarily the most
accurate as will be seen from the following discussion. The 
signal from the detector for a given detector, source and 
absorber is subject to a number of systematic and statistical 
variations and these result in erroneous determination of mass
per unit area. These various sources of error have been
listed by Clayton and Cameron (1965 [l]) (see table 2.1) and 
are discussed more fully in the following sections.
2.4 Choice of Radiation Energy
A change in signal,/^ 1^ from the detector will be
Fig. 2
Indicating
unit
Detector
Absorber
Source in holder
4 Schematic diagram of a transmission type radiation 
thickness gauge
Table 2.1 Potential sources of error in thickness gauging 
(from Clayton and Cameron, 1965[l]).
Source of error
#
Method of overcoming error
1. Proportional errors (k^I) 
Radioactive decay (i) Periodic manual adjustment 
(ii) Automatic standardization
Mechanical instability 
(geometry effects)
(a) -Source-detector separation (i) Good mechanical design 
(ii) Compensation by d2 discs
(b) Movement of absorber in gap (i) Restricting movement of
material by using stability 
rollers
(ii) Suitable design of source, 
detector and collimators 
(iii) Using compensating plates
Variation in detector 
efficiency
(i) Good design 
(ii) Temperature stabilization 
(iii) Automatic standardization
Variation in amplifier gain (i) Suitable electronic design 
(ii) Automatic standardization
2. Statistical variations Proper choice of source energy 
and time constants of electronics
3. Zero error due to zero drift
of amplifier (k )
3
(i) Suitable electronic design 
(ii) Automatic standardization
• 4. Extraneous absorbers
(a) Variations of mass of air 
in source-absorber- 
detector gap due to 
temperature or pressure 
changes
(i) Controlling air temperature 
by blowing temperature 
controlled air into gap. 
(ii) Using dual chambers 
(iii) Using temperature sensitive 
probe in air gap and use 
output to modify the 
instrument reading
(b) Accumulation of dirt (i) Using air jets to clean 
surfaces of source and 
detector and water jets to' 
clean surface of absorber 
(ii) Automatic standardization ,
interpreted as corresponding to a change in the thickness of 
absorber A)<- . If a  I arises from any of the causes listed in 
table 2.1, this results in a fractional error in the 
determination of thickness which according to equations 7 and 8 
is .
Ax = z! . a
ft.'iL I  '
The different sources of errors may be considered 
separately.
(i) For the proportional errors A I  = -k^I where k^ is 
a constant. Thus
^  = 1 k3I = kl 10.i^rop yco:-—
and the fractional error will be reduced by increasing 
and by reducing k^.
(ii) For statistical errors A l = k  p [  where k is a 
constant, so
= “1 k2 J10 exP = " k2 exP ( ^ ”) llm
^ / stat /lix ' IQ exp (-/6c) .
This error can be reduced by increasing the source 
strength, which may be undesirable, but for a given source1 
strength A^/->c) is a minimum for//^;c=2 (or, in terms
of half value thickness = 0*693^,), for 3X^) '
(iii) For relative zero drift error, A  I =-k so
A x  = k3 exp (//x) 12>
/ ^ o
This can be reduced by increasing the source strength but 
for'a given source strength is a minimum when^ /£/tt.= 1.
Since I is usually limited for reasons of safety, the 
foregoing considerations imply that it is necessary to choose
such t h a t i s  in the region of 1 or 2. Thus 
fractional errors caused by statistics and zero drift can be 
minimized and the proportional errors must be reduced as much 
as possible by reducing The ultimate accuracy of a gauge
is usually determined by k^.
. Thus for any gauging problem, there is an optimum value 
of and thus of beta-energy (see equation^2.4, 5 and 6). 
However, a given machine may be used to produce materials of 
different thicknesses and clearly the choice of source can only 
be an optimum for one thickness. Thus 0.3 is used as
a rough guide to choosing a source and a very limited range 
of sources is used for beta-ray thickness gauging in practice. 
The other factors in influencing the choice are availability, 
cost, half-life, specific activity and radiation hazard.
In table 2.2 some of the more commonly used beta sources are 
listed with some of their more important properties. It 
should be noted that, from the point of view of their 
penetration in matter, positron sources could be used in 
thickness gauging but the associated annihilation radiation 
makes them unacceptable on the grounds of safety, and they 
are also expensive and in general short-lived.
2.5 Source activity .
Whenever there is a statistical uncertainty in a 
measurement, it is necessary to state not only the result of 
the measurement but also the degree of confidence in that 
result. Considering counting statistics in particular, if 
thickness is measured with a radiation thickness gauge using 
a scaler which records individual events as the indicator, a 
thickness apparently can, with 98% confidence, be
said to be different from a standard thickness,;c>if the 
corresponding counts are x and N ■><- sucil that
2.5 + 2.5
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For small changes Zl X- this condition is
N oc-t-^ x ^  5 J^x- • (i-e- 5 standard deviations) 13*
If variations from a standard thickness of are acceptable
but those of are unacceptable, the difference in the
corresponding signals must again ^  5 / n >c (for small variations) 
if they are to be distinguished with 98% confidence. Thus
N x + A x
1 ■
The conditions 13 and 14 must be satisfied simultaneously.
If, for example, thickness variations up to 1% are quite 
acceptable but variations greater than:. 1.5% are unacceptable,
then condition 13 gives -N^ 01 3C ^  5 |"Ny and condition 14
leads to N ^ 01)6 ” N1.015^a ^  5 / ^  *
When exponential absorption prevails such that 
N .)L .= Nq exp yMx) i for small A r  one has 
Thus condition 13 becomes
s. >  5 /n7. or N }L ?  25
s2 (^ 2
where S is the sensitivity defined by equation 7.
Condition 14 becomes
Thus whichever of the conditions 15 and 16 is the more
restrictive determines the minimum number of counts which must
be accumulated to make a measurement of the desired accuracy.
In the example quoted condition 16 is the more restrictive and 
6 2gives ^-10 /S (S usually lies in the range 0.3 to 3.0).
= N x (1 -MAX.).
n x +^ 2 *  5 / N~  14•
It should be remembered that the significance of the
condition 16 is that if all samples resulting in signals less 
than (Nx -2.5 ) or greater than (N>c + 2.5 ) are
discarded, then all but 2% of the 1% deviations will be 
retained and all but 2% of the 1.5% deviations will be discarded
Having determined the minimum acceptable value of N 5C 
it is simple, knowing and X , to calculate Nq in the case 
of exponential absorption, i.e. Nq = N^c exp •
Platzek and Meyer (1965[l4]) have developed a: chart showing 
the relationship betweeny&y, Nx , Nq and .
The source activity necessary to achieve the desired 
accuracy is
A = N / ^ m Ci 17.o/ ^ ^ „ J7
f f ■ Q - T - 3'7 - 10geom. mt.
where f - and ± . are the geometrical and intrinsicx geom x m t
counting efficiences of the detector, Q is the number of
negatrons emitted per disintegration and T is the effective
counting time in seconds (which for a ratemeter is twice the
time constant). Typically, in-■bet a gauges, f geom ~ 0.1,
f = 1.0, Q =1.0. Counting times usually need to be short
1 sec) if the gauge is used on line because of the high
running speeds of actual machines (Aluminium rolling mills run
as fast as 10 to 40 m.s”1 (Reynolds 1971 [2]). ).
Thus the activity of the sources used in thickness gauging 
is usually several millicuries.
2.6 Choice of detector
The necessity of having count rates of the order of 10^ c.p 
restricts the choice of detector. Integrating ionization 
chambers and semiconductor detectors and scintillation detectors 
operated in the d.c. mode can all be used. Scintillation 
detectors may also have a high intrinsic efficiency for X and 
gamma rays which is a disadvantage in a beta thickness gauge 
since it allows the bremsstrahlung tail to predominate early 
in the absorption curve, restricting the useful range of the 
gauge. The difficulties of operating a scintillation detector
in an industrial environment arise mainly from the 
characteristics of photomultipliers. For stable operation 
these require a stable high voltage supply and a constant 
ambient temperature. Furthermore they are, in general^ 
fragile. The performance of most common semiconducting 
materials at room temperature is very dependent on temperature 
fluctuations and this, together with the small size of readily 
available semiconductor detectors, has so far limited the 
application of these detectors in industry. ' The major ' 
difficulty in using ionization chambers is measuring the
small currents they produce 10""10 amps) even near rnilli- 
curie beta sources. Good cable and connector design and
the development of fairly rugged electrometers (e.g. see Katagiri 
and Yamasaki (1967 [l5])) have successfully overcome this 
difficulty and ionization chambers are almost always the 
detectors of choice in beta-ray thickness gauges.
A typical design of ionization chamber for use in beta-ray 
thickness gauging is shown in fig 2.5. Double ionization 
chambers (effectively two ionization chambers operating side 
by side under identical conditions) are sometimes used when 
two radiation intensities are to be compared. A specific 
design of such a chamber has been patented by Ekco Ltd., (16).
The charge liberated in an ionization chamber by a beta 
particle depends primarily on the energy of the particle which 
varies over a wide range. The charge is also subject to two 
important sources of statistical fluctuation. If tracks of 
beta particles of a given energy all end in the chamber, then 
all the particles’ energy will be deposited in the chamber but 
the number of ion pairs- produced during the stopping of each 
particle will fluctuate about a mean in a manner described 
by Fano (1947 [l7]). More energetic beta particles may pass 
through the chamber and their path lengths within the chamber 
may vary widely because of scattering. This causes even larger 
fluctuations in the number of ion pairs produced by each 
particle as has been described by Symon, (1948 [l8]). All 
these fluctuations have been discussed by Mandel (1954 [l9] 
with, specific reference to beta-ray thickness gauging.
Aluminium window 
15 mg.cm"2 thick
Support for 
collimators etc
Argon
Anode
Steel
Insulator
To electrometer
(1 atmos)
walls
Fig. 2.5 A typical ionization chamber for use in a beta 
thickness gauge (drawn to scale).
In the previous section, only the random nature of 
radioactive decay was considered in the discussion of statistical 
limitations on accuracy. It is clear that in equations
2.13 and 2.14 should be replaced by a standard deviation xr 
which includes the statistical performance of the detector and 
associated instrumentation. <r may be determined experimentally 
by observing fluctuations in the signal when a standard 
absorber is used.
Apart from the selection of appropriate time constants, 
the choice of instrumentation for a thickness gauge is purely 
an electronics problem and will not be discussed here.
2.7 Gauge geometry
Having chosen suitable radiation characteristics for a 
gauging problem, it is necessary to minimize errors arising 
from various causes. Appropriate techniques are listed in 
table 2.1. The aim of the present work is to study in greater 
detail the geometry effects in beta thickness gauges which are 
mentioned in table 2.1. More fully these are
(a) effects caused by changes in the relative position of
' the source and the detector.
2
(i) d effects - changes in separation.
(ii) lateral effects - changes in alignment.
(b) effects caused by movement of the absorber in the
source-detector gap.
(i) passline effects - changes in the position 
of the absorber which remains in a plane
perpendicular to the axis of the source and detector.
(ii) angular effects - caused by tilting of the
absorber in the gap.
It would be very easy in a laboratory using stationary 
samples to make these effects negligible. For on-line gauges 
in factory conditions it is much more difficult. The gauge 
head may be mounted on a *0* bracket or an ,0 I frame (see fig. 2.6)
a)
D . |
... .... J5!
A
(b)
Fig. 2.6(a) ’C* bracket and (b) *0* frame supports for
thickness gauges. S — source A — absorber 
D - detector
,,|"u  ,->•
Fig. 2.7 A transmission type beta thickness gauge with a
traversing head. (Photograph by courtesy of Nuclear 
Enterprises Ltd.)
the choice depending on the design of the machine to which 
the gauge is to be attached, the width of the material to* be 
measured and whether or not the head must scan across the 
width of the material. (A scanning beta gauge is shown in 
fig. 2.7). Particularly for a wide ’O 1 or TC ! frame, 
variations in the source detector separation might be considerable. 
They may.be caused by vibrations, by distortion of the frame 
(caused by temperature changes or stress) or, in scanning 
gauges, by non-parallel sides of the frame. ' The position of 
the absorber in the gap is usually controlled by rollers or 
guide plates. The control cannot be absolute said so the 
absorber can move to some extent in the gap, the amount of 
movement depending on mechanical restrictions, nature of the 
sample, tension in the sample, running speed etc. The 
movement causes both passline and angular effects. Relative 
lateral motion of the source and the detector is only likely 
to be a serious problem in a scanning gauge. Gauges are sometimes 
used to measure a large range of thicknesses. Since, for' 
a given source, there is only one thickness for which the 
gauge is operating under optimum conditions, for other 
thicknesses the sensitivity may be quite low. In such a case,
if a 1% change in thickness is to be detected (i.e  = 0.01)
and .if the sensitivity, S, is only 0.3, then, from equation 2.7, 
it follows that the corresponding change in signal would be 0.3%. 
Thus changes in signal caused by geometry effects and other 
sources of error must.be kept well below this level.
The method of studying geometry effects chosen in the' 
present work was to attempt to set up a model which could 
adequately describe both the various effects and the standard 
methods of overcoming them. A successful model could then be 
used to indicate improved methods of eliminating these sources 
of error. Details of some models designed to describe geometry 
effects in beta thickness gauges and of some of the results 
obtained using them, are given in the following sections.
2.8 nd^—effects
As a consequence of the inverse square law, if the 
distance between a source and a detector is increased, 
this signal from the detector decreases. If the radiation is 
collimated into a narrow beam such that the entire beam enters 
the detector, there will be no change in signal as the 
separation distance changes provided there are no absorbers or 
scatterers present in the gap. In thickness gauges scatterers 
are present' and so collimation alone does not prevent these 
changes in signal which are known as d^-effects (see also 
section 2.9). If an opaque disc is placed centrally on the 
front face of the detector, then a point source immediately 
behind the disc will cause no signal to be produced by the 
detector since the detector will be completely shielded from 
the radiation. If the source is moved from the detector the 
signal will increase initially as more of the detector is 
exposed to the radiation and it will then decrease as the inverse 
square law becomes the predominant factor. Thus the signal 
will reach a maximum at some particular source-detector 
separation for a given detector and disc. The existence of 
this maximum means that a geometry can be chosen for a thickness 
gauge such that the signal is not sensitive to small changes in 
the source-detector separation around this optimum. It will be 
seen from the results of the following calculations that a more 
satisfactory maximum is obtained by using a disc (known as
p
a d -disc)'in combination with a collimated source.
Consider an arrangement such as is illustrated in fig. 2.8. 
Radiation from a point source is collimated by a circular 
diaphragm into a cone of semi-angle The source lies on
the axis of a cylindrical detector of radius A and depth D which 
supports a "d^-disc" of radius W. The distance between the source
X k
X X
Detector
\ X
Shielded
volumes
d disc
disc
coll
Collimator
Source
Fig. 2.8 The geometry used in the calculation of d^-effects.
and the front face of the detector is Z.
If the detector is an ionization chamber, absorption and
scattering in the gas of the chamber (and in the air gap between
the source and the detector) may be neglected in the first
instance. Thus the signal produced by radiation interacting
in the volume element d X  in the exposed part of the chamber,
a distance r from the source will be proportional to d X
and the intensity of the radiation at r. Neglecting backscatter
from the walls of the chamber the intensity will be proportional
to l/r2. Thus the total signal will be , neglecting absorption 
and scatter
Signal = sp d X  18.
Z j r2
where the summation is over the directly exposed volume of the 
chamber. The method for evaluating this expression is 
described in Appendix A and some results of the computations 
are shown in fig. 2.9.
In fig. 2.9(a) the collimation angle (©coll) small 
(0.2 radians). In practice the flat curve shown for W ■ = 0 
(no d^-disc) would not be obtained because scattering material 
(such as air) in the source-detector gap would reduce the 
effectiveness of the collimation. Despite this scattering the 
curves showing the effect of d^-discs are useful in that they 
indicate that with severe collimation the optimum separation 
distances are large and the signal is small. Larger signals 
and more practicable optimum separations are obtained with 
d^-discs and less severe collimation as is shown in figures 2.9(b) 
and (c).
The data from the computations is more usefully displayed 
in fig. 2.10. Using this diagram, for a source-detector 
separation which might have been determined by external factors 
(e.g. the space available on a machine), a choice of disc size,
W, and collimation angle ©coll may be made such that the 
separation will correspond to the optimum value. Different
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Fig. 2.9 Some results of calculations on d2-effects. The
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Fig. 2.10 Curves for selecting a combination of W and ©coj_i 
that a given source-detector separation will 
correspond to a stable signal.
such
combinations of W and ©coll may ke selected for a given
separation. For example, if the separation is to be 1 (in units
of the detector radius), then from fig 2.10 the combinations of 
W and ©coll> 0,1 an<^  0.35, 0.2 and 0.5 or 0*4 and 0.7
respectively will all result in the signal being a maximum for
this separation. The corresponding signal versus separation 
curves are.shown in fig. 2.11. It is seen that the broadest 
maximum is obtained by using severe collimation together with 
a small d^-disc; this combination may be desirable if 
considerable variation in the source-detector separation is 
anticipated. However, if a narrower maximum is acceptable 
and the criterion for selection is that the largest possible 
signal should be obtained, the second set of parameters is 
approximately the optimum choice. To find the optimum it 
would be necessary to investigate the curves for many 
disc-collimation combinations.
The predictions of this simple model have not been compared 
with experiment. It was not possible to include the effects 
of absorbers in the model because of the lack of data on the 
transmission of beta particles through absorbers, (this is 
discussed in more detail in section 2.9), and it is to be 
expected that the inclusion of an absorber will considerably 
affect the results. However, in practice, a preliminary selection
p
of collimation and d -discs may be made m  the absence of 
absorbers and so the results quoted, which are qualitatively in 
agreement with other people’s work, (Cameron^. F. and Piper. D, 
private communication), may give some general guidance in 
the initial choice of parameters.
2.9 Passline effects
As has already been described (section 2.2) the magnitude 
of the signal from a detector depends on the position of the 
absorber in the source-detector gap. The following simple 
model has been developed in an attempt to describe this effect.
Consider an isotropic point source and a point detector 
a distance Z apart. ■ At a distance B from the detector is an#
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Fig. 2.11 The d2- effects for three different geometries which 
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absorber in the plane perpendicular to the line joining the 
source and detector (fig 2.12). The radiation emitted from 
the source between angles ^  and + d ^  is proportional to .
2 Tp^ r/.i'^ d(jfi . It will be assumed that the fraction of this 
radiation which is transmitted through the absorber will be 
'exp (~yC{t/co&^) where t is the thickness of the foil and 
is the appropriate attenuation coefficient. (except in 
calculating the transmitted intensity, the thickness of the 
absorber will be neglected). Whatever the spatial distribution 
of the transmitted radiation, because of axial symmetry, the 
fraction reaching the detector may be calculated assuming that 
all the transmitted radiation (corresponding to angles of 
incidence between ^ a n d ^ ^ d ^ )  is re-radiated from a particular 
point on the absorber, such as P. This point acts as a 
secondary source of total strength proportional to
2 7r. d^  exp^(7&t)J
^  which emits only in the forward
direction.
For thin absorbers the distribution of the transmitted 
radiation is a complex function of angle of incidence of the 
radiation, thickness of the absorber and direction of 
emission. However, as will be seen below, thick absorbers 
(/^ '0.3 of the range) are of particular interest so the case 
.of thin absorbers was not considered.
For thick absorbers, Dance et. al. (1968[20j), have 
shown that, because of multiple scattering, the intensity of 
electrons transmitted through foils thicker than 0.3 of the 
range is symmetrical about the normal to the absorber whatever 
the angle of incidence. Also, for thick absorbers, according 
to a number of workers, Bethe et. al. (1938[2l]), Brownell 
(1952[22]) and Dance et. al. (1968[20]), the angular distribution 
of transmitted electrons or beta particles (of normal incidence 
or from an isotropic source) reaches an equilibrium such that 
further increases in thickness cause no further change 
(see also fig. 3.5). According to Brownell [22], from 
measurements with 32p foe-ta particles, the equilibrium ^
S'/
Absorber
Source
Fig. 2.12 To illustrate the point detector model for passline 
effects.
distribution is 1(0) = cos 0. (0 is measured from the normal
to the absorber as in fig 2.12). The theory of Bethe et. al. [21] 
predicts a distribution of 0.717 cos 0 + cos 20 (for monoenergetic 
electrons, see section 3.2). The measurements of Dance et. al. 
[20] (see also fig. 3.5) for 1 MeV electrons approximately 
agree with this latter distribution for very thick absorbers 
(■^0i6 range) but indicate a more peaked distribution for 
thinner absorbers (-v 0.2 range). Monte Carlo calculations
by Berger.(1963[23]) for 0.5 MeV electrons indicate a
• 2distribution between cos 0 and cos 0. Because of these
discrepancies, calculations for the simple model have been 
carried out using the two extreme assumptions, i.e. 1(0) = ^ c o s  0 
and 1(0) = cos ^0. (The numerical coefficients are 
normalizing factors.")
The absorber thickness chosen was t = 2.079 / (i.e. 
three times the half value thickness 0.693 /ytV) corresponding 
to approximately 0.3 of the range of beta particles. (The 
range of beta particles is about ten half value layers as may 
be seen from equations 2.1 or 2.2 and 2.4). Thus this choice 
of thickness permits the use of the equilibrium distributions 
described above in the calculations and it is relevant to 
thickness gauging since it is almost exactly the optimum 
combination Of thickness and absorption coefficient i.e. t=2(^ C  
(see section 2.3).
Thus the intensity of radiation at the detector and the 
corresponding signal will be proportional to
K o n
2 ft sin ($.&<$. exp ("‘/it/cos^). 1(0)
/ 7 r2 ^  19.
0
r2 allows for the inverse square decrease in intensity 
of radiation with distance between the point P and the detector.
(r2 = B2 + (Z-B)2 tan 2 ^  and cos 0 = B/r). ^ coll is the 
semi-angle of the cone of radiation from the point source defined 
by the collimating diaphragm. Absorption of radiation in 
the source-detector gap has been neglected.
The expression 2.19 has been evaluated for a range of
values of ft coll anc* an<3 some of the results are shown in
fig. 2.13. It is seen that for severe collimation {ft coll = 0*2)
the signal calculated in the manner described decreases
markedly as the absorber is moved from the detector towards 
the source whichever scattering distribution is used. This 
result is in agreement with experimental observations 
(e.g. Johnston and Willard [l2] and section 2.2.). For 
larger collimation angles (e.g. (ft coll = 0.6 or 1.0) the results
n /
obtained using 1(0)^ cos ^0 show a maximum in the signal versus 
absorber position curves. Such results are also obtained 
experimentally (e.g. Tajima and Ishizuka [24]) and the effect 
is of considerable importance in the successful performance 
of beta-ray thickness gauges since the existence of a 
maximum implies that there is an absorber position for which 
the signal will not be altered by small changes in absorber 
position. Since the results obtained using 1(0) cos 0 do 
not show a maximum, either this scattering distribution or 
some other feature of the model is inappropriate. Furthermore, 
even when there is no effective collimation, (i.e ^c o l l  = 1-4) 
neither curve shows the signal being a maximum when the 
absorber is next to the source (B/Z = 1), and this is a result 
which has been found experimentally (Johnston and Willard [l2]) / 
The very sharp rise in the curves at small values of b/z  is a 
consequence of the r2 term in the denominator of expression 
2.19 becoming very small. Since a point detector and r —>> o 
are physically unrealistic this feature of the curves may be 
neglected. Because a point detector is physically unrealistic, 
a model incorporating an extended detector was developed next.
Figure 2.14 illustrates the model developed to describe 
passline effects which included a disc-like detector. As in 
the previous model, radiation emitted from the source in the 
Solid angle between (ft and ft+<5.ft is considered to form a 
secondary source of strength 2 IX si.nft.dft. expfftit/cosft) at 
P and the intensity of radiation emitted from this source is 
1(0), a function of the angle of emission, 0, measured from the 
normal to the absorber. Some fraction, Q/Vy , of the 
radiation emitted from the secondary source between 0 and 0+d0
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2.14 To illustrate the disc detector model for passline 
effects
enters the detector where Q is illustrated in fig 2.14, and 
and expression for Q as a function of the geometry is derived 
in Appendix B. Thus, assuming that the signal from the 
detector is proportional to the amount of radiation entering 
it, the signal will be proportional to
Q.2"f s i n ^ . d  . exp^-y^t/cos^*). 277". sin©. d0. 1(0)
77 20.
0^ and ©2? the limits of integration determined by the 
relative positions of the detector and the point P, are derived 
in Appendix B.
The expression 2.20 has been evaluated for a range of 
values of B/z, (B and Z are the detector-absorber and detector- 
source distances respectively), A/Z (A is the radius of the 
detector) and ^ coll (the angle of collimation). Some of the 
results are shown in fig. 2.15. The results for a small radius 
detector (A/Z = l/6) are, as would be expected, similar to the 
results for a point detector (except when r —> 0 in 2.19 which, 
as discussed above, is a region of no physical significance). 
However, particularly for larger detectors, the results show 
less sensitivity to the choice of scattering distribution.
Again the experimental finding of Johnston and Willard, [l2], 
that the signal when using an uncollimated source is a maximum 
when the absorber is next to the source, is not predicted by 
this model. The feature of the model which has most influence 
on this aspect of the results is the assumption that the 
effective thickness of- an absorber of thickness t for radiation 
incident at an angle ^  is t/cos^7 . If this angular 
dependence is completely removed so that the secondary sources 
are considered to be of strength 2 v~ s x n ^  exp(-y^t),
results are obtained as in figure 2.16. This modification 
must be an over exaggeration but the results in fig. 2.16 show
all the features described by Johnston and Willard [l2] and 
Tajima and Ishizuka [24]. In reality the effective thickness
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Fig. 2.15 Some results of calculations of passline effects using
the disc-like detector model and using an effective thickness 
t/cos^? (see text). Scattering distributions used 
I - cos^0, II-cos©. A detector radius, B detector absorber 
distance, Z detector-source separation (pcopi angle of 
collimation.
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Fig. 2.16 Some results of calculations of passline effects using 
the disc-like detector model and using an effective 
thickness, t, independent of angle of incidence of 
radiation (see text). Scattering distributions used 
I - cos2©, II - cosG. A-dete.ctor radius, B-detector 
absorber distance, Z detector source separation. /^co 
angle of collimation « '
will be between t and t/cos^ and the variation with may 
be complex. Thus, before such models as have beeh described 
can be of any real use, it is necessary to obtain more data 
on both the intensity of beta radiation transmitted through 
absorbers for different angles of incidence and the angular 
distribution of such radiation.
It should be noted that maxima do not appear in the 
curves until ^ Coll ^ , i.e. until the angle of
collimation is so large that in the absence of the absorber 
some of the radiation would not enter the detector (For A/z = l/6, 
2/3 and 4/3 respectively tan“1(A/Z) = 0.17, 0.59 and 0.93).
Most real detectors are cylindrical so, by considering 
a cylinder a$being composed of a pile of discs, some calculations 
were performed to consider passline effects with a cylindrical 
detector. The side-walls of the detector were considered 
to be opaque to radiation as might be the case with an end-window 
ionization chamber. Thus for positions of the "secondary 
source", P, further from the axis than the radius of the 
cylinder, parts of the cylinder were shielded from the radiation. 
The calculation of the signal involved the evaluation of the 
expression 2.20 for discs at different levels through the 
depth of the cylinder (which was taken as A x 12/5) and the 
summation of these results. The details of the calculations, 
including the shielding effect of the opaque walls, are 
given in Appendix B(ii). The effective thickness of the 
absorber for radiation incident at an angle ^ w a s  again taken 
as t /cos^ . The only significant difference between the 
curves for disc-like detectors shown in fig 2.15 and those 
for cylindrical detectors shown in fig. 2.17 is that in 
the Tatter set, apart from the absolute magnitude of the 
predicted signal, there is little difference between the results 
using a cos2 6 distribution and those using a cos© distribution.
These results indicate that if the collimation is such 
that the incident beam, in the absence of an absorber, would 
completely enter the detector, serious passline effects will 
result. Thus, when all aspects of thickness gauge performance 
are considered, collimation on its own is not an acceptable
method for reducing d2-effects (see section 2.8). A treatment
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Fig. 2.17. Some results of calculations of passline effects for a 
cylindrical detector using an effective thickness t/cos 
(see text). Scattering distributions used I - cos^O 
II - cos0. A detector radius, B detector-absorber 
distance, Z detector-source separation. coll an9le
of collimation. '
2 • of passline effects involving cT'-discs for cylindrical
detectors requires somewhat complicated calculations and
so none were performed since the validity of the basic models
had not been proved.
Before any of the models developed can be of any great 
assistance in designing thickness gauges, it is necessary 
to include more detailed information on the scattering 
distributions of beta particles which are incident at a 
variety of angles on absorbers of a range of thicknesses.
The information is even more important if angular effects 
(tilting of the absorber) are to be described by such models 
since here the effect is caused completely by changes in 
scattering distribution with angle of incidence. Calculations 
of lateral effects (relative lateral motions of the source 
and detector) have not been performed because the lack of 
symmetry in the geometries of interest would preclude some of 
the simplifications used in other models and result in lengthy 
calculations. These numerical integrations over many 
parameters are lengthy even on a modern computer and therefore 
expensive and, until satisfactory data is available, not 
worthwhile.*" In Chapter 3 it will be seen that the only 
completely satisfactory theoretical, method of obtaining the 
desired data is by Monte Caro calculations.
* The calcuations relevant to fig. 2.17 took 15 minutes using 
10K of store on the University of Surrey 1900 series I.C.L. 
computer.
CHAPTER III INTERACTIONS OF ELECTRONS WITH MATTER
3.1. Single interactions
In the present work the energy range of interest is from 
a few keV to a few MeV. Higher energy electrons are not 
emitted from practicable radioactive sources and since low 
energy electrons have only a very short range (e.g. a 10 keV 
electron has a range of 3.5 10*"' ^  g.cm"2 in aluminium), 
electrons may, for present purposes, be considered to be 
absorbed at the point at which their energy is reduced to a 
specified low value. In this energy range the electron 
interactions of importance are the following
(i) Nuclear scattering
The differential cross section per atom for nuclear 
scattering as calculated by Mott (see for example Mott and 
Massey, 1965[25]), is
Izfi2  I x
P  2 (1—cos©)2
O O
[l-Z? sin • (0) + Z (l-sin(Q)) sine] 27f sin©d© 1.r t2 > ~ 1371 (2 i5 2 *
The meaning of the symbols is as follows
Z atomic number of target atom • 
e electronic charge
#
mQ electronic rest mass
c speed of light
v velocity of the incident particle
/  = 1
0 the scattering angle
d <r
The first part of the expression is the Rutherford 
cross section for scattering in a coulomb field, modified 
for the relativistic increase in the mass of the electron. • 
The factor in square brackets describes the spin 
interactions, the plus sign being appropriate for electrons 
and the minus for positrons. The screening of the 
nucleus by the atomic electrons, which is not included in 
the above expression, reduces the probability of small 
angle scattering. This screening effect may be taken 
into account by several methods, one of which is to 
replace (1-cos©)^ in equation 3.1 by (l-cos0+2z)^, and 
different screening parameters, z, have been used (see 
Berger, 1963[23]). Even when screening is included the 
ratio of the Mott to the Rutherford scattering cross-section 
at 0.5 MeV and 0=180° is approximately 0.26 but for 
scattering at small angles the agreement is good. The 
finite size of the nucleus does not play an important 
role in the scattering of electrons of energy less than 
10 MeV. The Mott differential scattering cross-section 
.has been evaluated for a few cases and the results are 
shown in - table 3.1.
The energy losses involved in nuclear scattering 
are negligible because of the small electronic mass/nuclear 
mass ratio.
Inelastic nuclear scattering occurs when an electron
oi
is scattered in the field of^nucleus and energy is lost 
by the emission of bremsstrahlung. The radiation yield 
(i.e. the fraction of the particle's energy converted into 
radiation) is only a few percent for energies and elements 
of interest. For example the radiation yields in air, 
aluminium and copper are 0.3%, 0.6% and 1.5% respectively 
at 0.5. MeV and 0.99%, 1.88% and 4.5% respectively at 
2.0 MeV. (This data is from Berger and Seltzer, 1964[26]).
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(ii) Electron-electron scattering
Electrons may be scattered elastically by atomic 
electrons in such a way that, because the atomic electron 
is bound, the whole atom recoils. At the energies of 
interest this interaction has a low cross-section and is 
of no importance. It contributes little to energy losses 
and, since for small energy transfer collisions impact 
parameters are large, the angular deflections are small 
and for such a relatively infrequent event, may be 
neglected.
Inelastic electron scattering may be considered in 
two groups defined by the amount of energy transferred.
a. Close collisions. If the impact parameter in 
a collision is small, the energy transfer is large.
If it is greater than 10^ to 10-5 eV it is valid in 
most cases to consider the atomic electron as free and 
the Miller cross-section describes the interaction 
(see for example Berger, 1963[23]). The Miller cross- 
section is very complicated so it is not quoted here 
but it has been evaluated in a few cases and some 
results are shown in table 3.1. Since electrons are 
indistinguishable, the more energetic electron 
emerging from a collision is said to be the primary 
electron. Thus the maximum fractional energy transfer 
is % and associated with this is a maximum scattering 
angle ©max- Some values of this angle are also given 
in table 3.1 as are some examples of
minimum angle of scattering for which the Miller cross- 
section is valid taking the condition of validity to 
be that the energy transfer ^ 104 eV.
Although close (or hard) collisions are relatively 
infrequent at low energies, because of the largq energy 
loss involved, their contribution to slowing down the 
incident particle is important (see Rossi, 1952[27] 
Chapter 2) and is discussed again in section 3.2.
b. Distant collisions. In collisions in which the 
energy transfer is less than 10^ to 10^ eV, the impact 
parameters are relatively large and the collisions are 
said to be soft or distant. In such inelastic 
collisions the energy loss and the angular 
distribution of the scattered electrons can only be 
calculated in detail for very simple atoms where the 
electron wave functions are well known. However, . 
Morse (quoted in Mott and Massey, 1965 [25] Chapter 16) 
has shown that for soft collisions the angular 
distribution for inelastically scattered electrons 
is approximately the same as that described by the 
Rutherford differential cross-section except that 
the Z2 term is replaced by Z. The energy lost as a 
result of many inelastic collisions when the energies 
of excitation and ionization cannot be neglected is 
described in a theory developed by Bethe. This is 
discussed further in section 3.2.
Since for hard collisions the angular distribution 
of the scattered electrons is only different by a 
factor of Z from the nuclear scattering distribution 
(see. Table 3.1), and since this is also true for soft 
collisions as described by Morse (see above), the 
contribution of inelastic collisions to scattering is 
often allowed for by replacing Z2 in the Mott or 
Rutherford differential cross-section by Z2+Z. The 
justification of this approximation has been discussed 
in more detail by Fano [28].
3.2 Multiple scattering
In traversing 1 mg cm-2 of aluminium (<v0.4 10”^cm) a 
500 keV electron would make, on the average, about 200 collisions 
(Berger, 1963 [23]). Since the stopping power at that energy 
is only 1.62 keV mg--*- cm^ (Berger and Seltzer [29]) very little 
energy would be lost by the particle. Thus, in the problem of 
the transport of electrons through absorbers, theories of single 
scattering events are only of interest in that they are
necessary for the development of multiple scattering theories.
The average amount of energy lost by an electron of energy 
Ec in traversing unit path length of material of atomic number Z 
and density P in which there are N atoms per unit volume is
/ £ (dcr ) d£+.NZ/- ^  (d<r) d £
P o fd -^4 ethe P X i  (d ^ -M^iler
The differential cross-sections describe the probability, 
per atomic electron, of the transfer of an amount of energy, £ ,.t 
for soft and hard collisions respectively. is the value of
energy transfer between 10^ eV and 10“* eV considered to be 
the common limit of validity of the two cross-sections. This 
rate of energy loss or stopping power is (Berger, 1963 [23]).
-dE = 2 77 NZe4 fin
d** P m v2 ■ / o v.
(e02(Y+i| + ) - i"
where for electrons
£(/?>/ ) .= +  A  ( ii'-l)2 (2 Y - 1 ) In 2
• 8 I y  J I'2
I is the average ionization potential which according to 
Bloch (see Evans, 1955 [9])’is equal to kZ and k is found 
experimentally to be approximately 12eV. | is a correction for
the density of the medium. Y  - (1” ^  = •—
Because of the statistical nature of the interactions 
the actual energy lost by an electron moving a given distance
in an absorber will vary. Theories have been developed to
describe these fluctuations (e.g. Landau, 1944 [30]) but they
only apply to thin absorbers (such that a  E «  Eq ) and they
do not allow for the variation in traversed path lengths of
electrons passing through absorbers.
Many theories have been developed to describe the net 
effect on angular deflections of multiple scattering. These 
often consist of approximate analytical solutions of the electron 
transport equation. (see Rossi, 1952 [27]). An alternative
method of effectively solving this integro-differential 
equation by Monte Carlo calculations, is discussed in section 3.3.
Spencer’s theory of multiple scattering (1955 [3l]) is 
completely general but it is extremely complex and can only be 
applied to homogeneous unbounded media.
More useful theories, some of which'permit application of 
boundary conditions, all include simplifying assumptions.
The most general simplifications are that the scattering angle 
Q is sufficiently small to use the approximations cos© — 1 
and sin 0 —  0 and that energy losses are negligible. These 
assumptions restrict the validity of any results to high energy 
particles and thin absorbers. Often the existence of large ’ 
angle scattering events is also ignored. Thus, for a narrow 
homogeneous beam- of fast particles incident normally on an 
absorber the theories of Williams (1938 [32]), Fermi (quoted 
in Rossi and Greisen, 194i [33]) and Goudsmit and Saunderson 
(1940 [34]) predict a Gaussian distribution of the multiply 
scattered particles at small angles of the form,
))d0 4.
2X  is the absorber thickness and c< is the mean square 
scattering angle per unit length defined as
No dcT 5.
A
where Nq is Avagadro’s number and A is the mass number.
The value of ot1 depends on the form of the differential 
scattering cross-section chosen. This is usually a simplified 
form of the Rutherford cross-section. Also ot is very
P(0)d© = exp
/ <*2 X :
sensitive to the method of allowing for shielding by atomic 
electrons, which may be done by selecting a value for ©3_ in 
equation 3.5 or by modifying the scattering cross-section.
oZ~2' is insensitive to the choice of ©2 because of the rapid 
decrease in the scattering cross-section as ©.increases.
(see table 3.1). In Appendix C c*-2 is calculated for a 
particular example.
A Gaussian distribution predicts, particularly for thin 
absorbers, a smaller probability for scattering at a large 
angle 0 than does the single scattering cross-section. This 
is clearly unrealistic. The theories of Moliere (quoted 
in Mott and Massey, 1965, Chapter 16 [35]) and Snyder and Scott 
(1949 [35]) describe multiple scattering distributions which 
exhibit Gaussian behaviour at small angles but also approach 
the single scattering distribution at large values of 0. A 
comparison of the Snyder and Scott distribution with the 
Gaussian distribution is shown in fig. 3.1. (Note that in 
this diagram the scattering angle is the projected scattering 
angle, i.e. 0 projected onto a plane which contains the path 
of the incident, undeflected particle).
It must be emphasized that these results are valid only 
for thin absorbers and high energy particles (such that E <1 E) 
No allowance is made for energy loss or for particles being 
brought to a halt within the scatterer. Within these 
limitations the agreement between theory and experiment is 
generally good (see Mott and Massey, 1965 Chap 16 [25]).
Boundary conditions are most easily included in the theory 
of Bethe et al. (1938 [21 ]) which describes the transmission 
of electrons through an absorbing plate, either allowing for 
energy losses by using a diffusion approximation of the 
transport equation or neglecting them. In the latter case 
the theory predicts that for thick absorbers the transmitted 
intensity is inversely proportional to the thickness of the plate 
and that the angular distribution of the emerging electrons is
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scattering approximation (from'Snyder and 
Scott [35]).
approximately
1(0) 0.717 cos 8+' cos2 0 6.
3.3 Monte Carlo calculations
Because the applicability of analytical expressions 
desribing the multiple scattering of electrons is very limited, 
the possibility of using a computer to solve the electron 
transport problem seems attractive. A numerical integration 
of the transport equation would be prohibitively complicated 
but the application of Monte Carlo techniques to the problem 
is straightforward in principle and has been attempted by 
several authors (e.g. Berger 1963 [23], Wittig 1968 [36],
Buxton, 1971 [37]). According to Berger [23] tens or 
hundreds of thousands of collisions are required to reduce 
the energy of a 400 keV electron by 50%. To consider so 
many events would be very time consuming and so the interactions 
are not considered individually but they are grouped together 
so that the entire history of an electron may be described 
in say 100 steps. In each of the steps the multiple scattering 
theories described in section 3.2 may be used since the steps 
are small enough for the conditions of validity of these 
theories to be observed. Thus a Monte Carlo scheme may be 
as follows : -
(i) The step may be chosen as that path length in which the 
energy loss according to the continuous slowing down 
approximation (the Bethe stopping power theory) is say, 5%.
(ii) Knowing the average energy loss for the chosen 
path length, a "real" energy loss may be. selected from 
the Landau distribution for energy loss fluctuations.
(iii) The transverse spatial displacement may be selected 
from the Fermi distribution (Rossi, 1952 [27]).
(iv) The net angular deflection may be chosen in accordance-
with the Goudsmit-Saunderson distribution.
Thus the step is completed, the electron has a new energy, 
a new direction of motion and new spatial coordinates and the 
next step may commence.
The histories of several thousands of electrons may be 
determined in this way and the net effect of multiple 
scattering and energy losses on a beam of electrons passing 
through an absorber may be estimated.
The results of such Monte Carlo calculations, providing 
they are statistically valid, agree well with experiment.
A comparison between calculated and measured results for electron 
transmission through aluminium is shown in fig 3.2. The 
agreement is seen to be good although the Monte Carlo scheme 
was a simple one which neglected energy loss fluctuations.
No simple theoretically derived expressions adequately describe- 
electron transmission over useful ranges of absorber thickness. • 
Rester and other workers (references 38, 39, 40 and 20) have 
made extensive comparisons between electron scattering 
measurements and Monte Carlo calculations. Some of these 
comparisons are shown in Figs. 3.3 to 3.5. In Figs. 3.3a, b 
and c the intensity and energy spectra of electrons scattered 
through different angles by an aluminium foil are shown.
The agreement is seen to be good. Fig. 3.4 shows a similar 
comparison for a gold scatterer, the thickness of which was 0.19 
of the electron range (a similar fractional thickness to that 
in fig. 3.3). The Monte Carlo result is less valid in this 
case because for a scatterer of higher Z the nuclear elastic 
scattering is increased reducing the transmission and nuclear 
inelastic events (resulting in the emission of bremmstrahlung) 
are more common so that energy straggling is more pronounced.
A specific example illustrating the poor statistical accuracy 
of some results is that of a gold absorber of thickness 0.4 
of the range7 (from reference 40). For 2.5 MeV incident 
electrons only 8% are transmitted and so even using as many as
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by equations 3.4. - - . Distribution of Bethe et. al.
1938 [2l], equation 3.6.
cm-
15000 electron histories any attempt to describe the energy 
spectrum.of electrons transmitted at a specific angle would 
be fruitless.
In fig. 3.5 a comparison is made between Monte Carlo and 
experimental angular distributions of electrons transmitted 
through aluminium targets. Again the agreement is quite good 
between Monte Carlo calculations and experiment but it should 
be noted that discrepancies are somewhat disguised by the 
logarithmic scale of the figure. It is also seen that the 
angular distribution for the thicker absorber is fairly well 
described by the expression of Bethe et. al. (1938, [2l]) and 
equation 3.6. This agreement must be considered somewhat 
coincidental since the equation was derived neglecting energy 
losses and in fact the fractional energy loss would be 
approximately % for the thicker absorber. This equilibrium 
angular distribution is not produced by the thinner absorber 
but in this case the distribution is very well described by a 
Gaussian function such as that in equation 3.4. (The value 
of oi 2 used was 5.38 cm^/gm, calculated in Appendix C).
The Gaussian distribution is not valid for the thicker absorber 
when energy losses are considerable. The Monte Carlo and 
experimental results are presumably quoted for equal number of 
incident electrons but the authors (Rester and Dance [38]) do 
not specify this. The theoretical distributions have been 
normalised to the experimental results at a scattering angle 
of 20°. -
The information required for the present work is the 
details of the angular and energy distributions of beta 
particles after- transmission through absorbers for a variety 
of angles of incidence. The theoretical expressions describing 
electron interactions apply only to monoenergetic electrons 
and are only valid for a severely restricted set of conditions 
so they cannot be used. Monte Carlo techniques could be used 
to obtain the required information but if they were to be 
statistically reliable they would be lengthy because of the
many factors to be included. Some of these are
(i) the energy spectrum and angular distribution of 
electrons emitted from the source, both of which are 
functions of the source construction and must be determined 
experimentally.
(ii) the variety of angles of incidence of the electrons 
on the absorber.
(iii) the effects of such collimators and diaphragms as 
may be used in thickness gauges.
(iv) the effects of air scattering.
Furthermore, because it is very difficult to check the 
validity of Monte Carlo calculations, it would be desirable 
to make experimental spot checks on the results of such calculations
In view of these considerations, it was decided that the 
desired information would be more economically and reliably 
obtained experimentally. The experiments carried out, using 
a beta source, a range of absorbers and various geometries, 
are described in Chapter 4.
CHAPTER IV THE SPATIAL DISTRIBUTIONS AND ENERGY SPECTRA OF 
SCATTERED BETA PARTICLES
The energy spectra of beta particles scattered through 
different angles by absorbers of various thicknesses were measured 
using a lithium drifted silicon detector (Si(Li)). Before 
the spectra could be determined it was necessary to determine the 
response function of the Si(Li) detector to monoenergetic electrons 
and, using this, to develop a method of unfolding the observed 
pulse height spectra so that the true energy spectra would be 
revealed.
4.1 Electron spectrometry with a Si(Li) detector
When an electron enters a detector it may deposit all or 
. part of its energy in the detector. Thus, when a series of 
monoenergetic electrons interact in a detector, the resulting 
pulse height spectrum is continuous from zero up to a 
characteristic maximum related to the energy. More 
specifically, for a Si(Li) detector an electron may deposit 
only a fraction of its energy for the following reasons.
(i) The electron may penetrate right through the sensitive 
region of the detector and emerge with some kinetic energy.
(ii) The electron may be backscattered out of the silicon • 
having deposited only part of its energy.
(iii) If the electron is incident on the detector near its 
edge, it may be scattered out at the side.
%
(iv) Electrons may lose some of their energy in the 
production of bremsstrahlung which may escape from the 
detector.
(v) A small but finite amount of energy is lost in the 
entrance window of the detector.
(vi) In many situations monoenergetic electrons from a source 
may be inelastically scattered by some object before they 
reach the detector and these will result in output pulses 
of height less than the full energy pulse. .
The continuous pulse height spectrum produced by 
monoenergetic electrons is the response function of the Si(Li) 
detector at that energy for a particular source-detector 
geometry.
4.2 Determination of the response function
To determine the response function of the detector a source 
of monoenergetic electrons of various energies is required.
This may be provided by an accelerator beam, a magnetic beta— 
spectrometer or a set of radioisotopes which emit internal 
conversion electrons. In the present work the last of these 
alternatives was used. .
The monoenergetic electrons ejected in internal conversion 
from the K shell can be singled out from other emissions by 
detecting them in coincidence with the associated K X-rays. 
Coincidence measurements to determine the response function 
were carried out using the apparatus shown in fig. 4.1.
4.2.1 The apparatus - sources and detectors
The Si(Li) detector used was supplied by Nuclear 
Enterprises Ltd. (model XL 50/3A). It had a sensitive 
region 3 mm deep and a cross-sectional area of 50 mm^.
It was operated at approximately 18°C under a bias 
voltage of 400V supplied through a low noise charge 
sensitive preamplifier (Ortec type 125). When the Si(Li) 
detector was used for beta spectrometry it had a collimator 
on it to reduce the amount of scattered radiation ■ 
entering the detector and to define precisely the exposed 
area of the detector. The collimator was made from 3.1 mm 
thick aluminium and had a cylindrical bore 5.6 mm in 
diameter which reduced the effective area of the detector 
to 25mm2. Planskoy (1968 [4l]) has shown that the response 
■ function of an electron detector is very sensitive to the 
geometrical arrangement of the detector and its surroundings, 
and therefore the response function must be determined 
using the same geometry as is encountered in later
Fig.
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4.1 Diagram showing, to scale, the source detector
geometry in the vacuum chamber for the coincidence 
measurements.
measurements. Thus the detector carried the collimator during 
the determination of the response function and the internal 
conversion sources were placed 10 cm from the front face of the 
detector in the position which in the scattering experiments 
would be occupied by the scatterer. The sensitivity of the 
detector response to geometry arises from the following factors.
(i) The number of electrons escaping from the side of the 
detector depends on the size of the entrance collimator 
which restricts the regions of the detector on which the 
electrons are incident.
(ii) The probability of an electron being backscattered 
out of the detector is a function of its angle of incidence 
which varies with the collection angle of the detector and 
thus with the source-detector distance.
(iii) The intensity and energy distribution of electrons
scattered from the collimator vary considerably with changes 
in dimensions and materials of the collimator and in source- 
collimator-detector geometry.
The X-ray detector used was a commercial assembly (Nuclear 
Enterprises 6HG3/DM1-2) consisting of a 1^ inch diameter Nal(Tl) 
crystal, 3mm thick with a 36 mg.cm“2 thick beryllium entrance 
window, mounted on a photomultiplier (E.M.I. 6097A) and housed 
in a light tight tube. The two detectors and the source were 
mounted in a vacuum chamber which was lined with several ; 
millimetres of polythene and perspex to reduce the scattering of 
electrons from the walls of the chamber.
n'Vs ^ 137~ 113_ , 114m_The sources used were Cs, . Sn and In.
Decay schemes are shown in fig. D.l (Appendix D) but some
properties of particular interest are given in table 4.1.
Table 4.1
Isotope Energy of electron 
from K shell (keV)
. Probability of K 
conversion 
electron/ 
disintegration
Energy of 
X-ray 
(keV)
137_ , \ Cs (a) 624 \ 0.078 33
113 , » Sn (a) 364 0.289 25
114m_In 164(b) 0.40 (b) 25 (a)
Data from (a) Martin and Blichert-toft, 1970 [42]
(b) Lederer et. al. 1967. [43]
The source holders were made by supporting a thin VYNS 
film on a light ’’perspex” annulus 1.8 cm in diameter. The 
films were prepared by allowing a drop of a solution of VYNS 
(polyvinyl chloride acetate copolymer) in cyclohexanone to spread 
on water. Continuous regions of the film thus formed were 
selected and lifted from the water on the perspex rings. Of 
these films, those which were not more than 30/^6gm/cm2 thick 
were chosen as source backings. The thickness was estimated 
by two methods. Firstly by measuring the energy lost by alpha 
particles traversing the film and calculating the thickness 
using published values of stopping power.(e.g. see Barkas and 
Berger, 1964[44]). Secondly by observing the colour of the 
film when white light is reflected from it. The wavelengths 
of light which will undergo constructive interference in 
different thicknesses of VYNS film have been given by Pate and 
Yaffe (1955[45]). (For example films 20yt4gm/cm2 thick appear 
light yellow (280 nm) and those 30/tgm/cm2 thick appear 
purple (420 nm)). This method is very simple and quick and 
gives reproducible estimates. The results from the two 
techniques were in general agreement.
Drops of solutions containing the isotopes were put 
on the source holders and allowed to evaporate. In this 
way thin sources approximately 3mm in diameter were produced 
such that the self-absorption and scatter from the source 
backing were negligible. This was confirmed by the fact 
that the energy resolution obtained using these sources 
was very good. (see fig. 4.6(a)).
The activities of the sources were such that the 
random coincidence count rates were at an acceptable level 
with the chosen counting geometry, but were large enough 
to preclude excessively long counting times. Random 
coincidences were always kept to less than 2.5% of the total 
coincidence count rate. The source activities required were 
calculated as described in Appendix D but the calculations 
were only approximate. Preliminary sources of these 
prescribed activities were prepared and the random and true 
coincidence count rates were determined experimentally 
(see section 4.2.2. ) Since, for a given isotope and
fixed resolving time on a coincidence counter, the ratio 
of the random and true coincidence count rates is proportional 
to the source activity, (see equations D.l and D.2), the 
correct required source activities were then calculated and 
new, final, sources prepared.
4.2.2. The apparatus - the counting circuit
A block diagram of the electronics used for the 
coincidence counting is given in fig. 4.2. Pulses from 
the Si(Li) detector went via a low noise charge sensitive 
preamplifier (Ortec 125) to a spectroscopy'amplifier (Ortec 452) 
where they were shaped to give the best possible energy 
resolution on the internal conversion electron peaks. . For 
the best energy resolution the shortest time constants 
available in the amplifier (0.25ycsec) were used, resulting 
in output pulses with rise times of 0.6y^sec and fall times 
of l^ACsec. These pulses then went via a delay amplifier 
(Ortec 427) to a gate (Canberra 1451) which was open if a
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coincidence event had been detected, and on to the 
multichannel analyzer (M.C.A) (Intertechnique S.A.40B.)
Pulses from the Nal detector system went via a preamplifier 
(Ortec 113) to a main amplifier (Ortec 485) in which the 
shaping time constants were fixed at l^Asec which resulted 
in adequate pulse height resolution (The inherent energy 
resolution of a Nal detector at these low X-ray energies 
is approximately 35% so selection of time constants is 
not critical). Pulses from the two amplifiers also went 
to a pair of single channel analyzers (S.C.A.) (Ortec 455) 
which not only limited the energy range of pulses 
accepted but also provided suitable logic pulses for the 
coincidence timing and these went into the "start" and 
"stop” inputs of a time to amplitude converter (TAC)
(Canberra 1443). The TAC unit function can be represented 
by V=kt where V is the amplitude of an output pulse 
corresponding to a time interval, t, between the start and 
stop input pulses; k is a calibration factor. Time 
intervals in the range t to t+dt give rise to pulse 
amplitudes in the range V to V+dV and so a S.C.A. built 
into the TAC can select a range of pulse heights corresponding 
to a range of time intervals.
After a nuclear transition has been internally converted 
the resulting vacancy, usually in the K shell, is filled within 
a few nano-seconds and a characteristic X-ray is emitted. A 
time spectrum of "coincidence" events between the conversion 
electrons and the X-rays would therefore be expected to be 
approximately 10 nano-seconds wide. However, the observed 
coincidence time spectra were a few hundred nanoseconds wide 
(see fig. 4.4) due to the instrumental time spreads occuring 
for reasons described in the following paragraphs. Despite 
these time spreads, an optimum coincidence resolving time could 
be selected by adjusting the S.C.A. built into the T.A.C. to 
straddle the observed coincidence time peak and the logic 
pulses from the S.C.A. were used to open the gate to the 
multi-channel analyzer.
Pulses from the single channel analyzers, one delayed by 
ICy^sec, were also fed into a coincidence unit (Canberra 1446) 
whose output was recorded by a scaler. The delay was such 
that truly coincident events would not arrive at the coincidence 
unit sufficiently close together in time to produce an output. 
Thus all pulses recorded by the scaler were due to random 
coincidences. In this way the number of random events during 
a given time could be recorded at the same time as all (true 
and random), coincident events during that time were recorded in 
the multi-channel analyzer. The fractional random count rate, 
could then be calculated and used to correct the observed pulse 
height spectrum of all coincident events as shown later 
(section 4.3).
In coincidence counting the ratio of random to true 
coincident events is proportional to :the product of the source 
activity and the resolving time of the coincidence system.
Thus, having decided what is an acceptable upper limit of random 
count rate, counting may be carried out more quickly, (i.e. 
using a larger source),, by reducing the resolving time. To 
obtain a small resolving time special timing single channel 
analyzers were used.
Most non-timing single channel analyzers operate by 
triggering when the input signal reaches a preset level. As 
may be seen from fig. 4.3(a), the time taken for a pulse to 
reach this level depends on the full amplitude of the pulse and 
its rise time. Thus if the logic pulses generated to indicate 
that the level has been reached are fixed in time relative to 
the crossing of this level, then they are produced after time 
intervals following the initiation of the pulse which vary by as 
much as the full rise time. This effect is known as time walk. 
In determining response functions it was necessary to accept a 
range of pulses from the Si(Li) detector which corresponded to 
pulses from the main amplifier between 0.5V and 10V. Since 
these pulses had a rise time of 0.6/^sec, the use of conventional 
single channel analyzers would limit the timing resolution to
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Fig. 4.3(a) The timing of the output pulse, using conventional 
single channel analyzers.
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Fig 4.3(b) The timing of the output pulses using constant fraction 
timing single channel analyzers
A timing S.C.A. was also necessary for the X-ray detecting 
half of the system. The poor energy resolution of the Nal 
detector at the low X-ray energies involved (i.e. /v'35% F.W.H.M.)j 
necessitated a wide spread of pulses from the amplifier being 
accepted even when a single X-ray energy was being selected.
Also the rise time of these pulses, determined by the time 
constants in the amplifier, was rather long. These twTo factors 
would result in considerable time walk if conventional single 
channel analyzers were used.
The timing single channel analyzers used operate on the 
principle of constant fraction timing as illustrated in fig.4.3(b).. 
The input pulse is attenuated to some fraction of its original 
height and is stretched. The modified and unmodified pulses 
are compared and when they are of equal magnitude the timing 
logic pulse is generated. At this instant the original signal 
has decayed to a fraction, f, of its maximum amplitude. Since, 
for pulses of constant shape, this point is always reached at 
the same time after the initiation of the pulse, regardless of 
pulse height, the generation of the logic pulse is fixed in 
time relative to the physical event being timed.
Pulses from the two detectors originating from one 
internal conversion event reach the T.A.C. at different times 
because of the various transit times of the intermediate 
instruments. Delays in the instruments were adjusted so that 
pulses from the Si(Li) detector reached the T.A.C. before those 
from the Nal detector. This alternative was chosen because the 
dead time of the T.A.C. is proportional to the pulse rate at 
the "start” input and it was therefo're desirable that this rate 
was low. Because of the source detector geometry and the 
nature of the emissions from the sources, the count rate from 
the Si (Li) detector (-^5cps) was much lower than that from the 
Nal detector. (^  5000cps). In the ideal case the time 
interval between the arrival of "coincident" pulses would have 
been constant (within a few nanoseconds) and so the pulses 
produced by the T.A.C. would have been of almost constant height.
In fact the pulse height spectrum from the T.A.C. indicates
substantial time spreads as shown in the curve A of fig. 4.4.
The reasons for this were as follows.
In fig. 4.5 it can be seen that the time at which a noisy
pulse falls to a given fraction of its maximum height varies.
This effect is known as time jitter. The magnitude of this
jitter is greater the longer the fall time of the pulse. This
was very long for the pulse entering the S.C.A. from the X-ray
detecting' half of the system (7/^£sec) and so considerable jitter
would occur. A shorter differentiating time constant could
hnot be used because the maximum aplifier gain was insufficient -
A
to amplify more sharply clipped pulses to a useful size unless 
a faster integrating time constant was also used. However, a 
fast integrating time on the shaping amplifier for the Nal 
detector was not acceptable because pulses from the photomultiplier 
load had a long rise time (450 n sec). This may have been subject 
to statistical variations because the number of photoelectrons 
produced in the photomultiplier as a result of a low energy 
(^30kcV) interaction in the crystal would only be about 100.
Since the timing system used depends upon pulses being of a 
constant shape, the integrating circuit of the amplifier must 
be able to smooth out any high frequency variations and so must 
have a time constant which is longer than 450 nsec. Also,
fairly long time constants are necessary with this type of
 ^✓
detector to optimize the energy resolution;'
Time jitter in the pulses from the Si (Li) detector was 
probably negligible since a low noise preamplifier was used.
Since the inherent rise time of pulses from the detector were 
about 120 n sec any variations in pulse shape would have been 
reduced,by the integrating circuit of the amplifier which had 
a time constant of 250n sec.
When the timing performance was investigated using a pulse 
generator, it seemed that the main source of variation was the 
preamplifier on the Nal detector. By injecting simultaneous
pulses into the two preamplifiers, a timing spectrum similar
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Fig. 4.5 To illustrate time jitter caused by noise
to that .in curve A of fig. 4.4 was obtained and this spectrum 
did not change when the detectors were disconnected. When pulses 
were fed simultaneously into the amplifier in one half of the 
system and the preamplifier on the other half, excellent results 
were obtained when the preamplifier on the electron detecting 
side was used, but a very poor timing spectrum was obtained when 
the preamplifier for the X-ray detector was used. This spectrum 
was improved by using a faster amplifier on the X-ray detecting 
side although a fast amplifier did not improve the spectrum when 
source generated pulses were used.
Thus.it seemed that instrument generated noise and 
variations in pulse shapes from the X-ray detecting half of the 
system were largely responsible for the relatively poor timing.
The S.C.A. on the T.A.C. was set to accept pulses of 
heights as indicated in fig 4.4. This "full width at tenth 
maximum" corresponds to a resolving time of 200n sec. (This 
is equivalent to a resolving time of 100 n sec in a coincidence 
unit where either input pulse may constitute a "start" signal).
Curve A in fig. 4.4 was obtained using a small collimator 
on the Si(Li) detector (a 5.5 mm diameter hole in 3.1 mm thick 
aluminium) whilst curve B was obtained using a larger one 
(7 mm diameter). In the latter case, when the pulses from the 
main amplifier were studied with an oscilloscope, it was observed 
that some pulses had a distorted form. The falling edge of 
these pulses sometimes showed bumps and the fall time was longer 
than usual. This effect disappeared when the small 
collimator was used. It was probably caused by electrons 
interacting in the edge of the sensitive region of the Si(Li) 
detector where the electric field was possibly weak and 
distorted resulting in poor collection of the electron hole pairs. 
The slowly falling pulses would cause a belated timing signal to 
reach the T.A.C. and so the time interval between the start and 
stop pulses would be reduced. This effect accounts for the 
assymetry of curve B in fig. 4.4.
4.3 The response function
The spectra of pulse heights from the Si (Li) detector 
obtained when it was exposed to different sources were as shown 
in fig. 4.6(a). The pulses were produced by internal conversion 
electrons from all possible electron shells, beta particles and 
gamma rays. When the detector was operated in the coincidence 
mode described in section 4.2.2. the pulse height spectra 
were as shown in fig. 4.6(b), since the only pulses recorded 
were produced by monoenergetic internal conversion electrons from 
K-shells. Corrections were made to the three curves for the 
random coincidence events included in them. This was done, by 
subtracting the percentages of the total counts indicated in 
table 4.2 in such a way that the subtracted pulses followed the 
height distribution of the corresponding curve in fig. 4.6(a).
The corrected curves are displayed in fig. 4.7 in such a way 
that the more important features may be more clearly seen.
Table 4.2
Energy of 
monoenergetic 
electrons 
(keV)
Isotope Random 
coincidences 
% of total 
counts
F.W.H.M. of 
full energy 
peak (keV)
Counts in 
"tail" % 
of total 
counts
164 114m_In 1.7 9 26.5
364 113_Sn 2.0 10 27.5
624 137Cs 2.6 11 30.0
The majority of the pulses fall into an approximately 
Gaussian shaped peak corresponding to the total deposition of 
the electrons energy in the detector. The widths of these 
peaks for the three sources used are given in table 4.2. Th< 
remaining pulses formed a low energy tail. In situations
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Fig. 4.7 The response of the Si(Li) detector to monoenergetic 
electrons .
where monoenergetic electrons are perpendicularly incident 
centrally on a detector, this tail is caused by backscattering 
of electrons and the emission of bremsstrahlung. Monte Carlo 
calculations and experiment (Berger et. al. 1969 [46]),
Walschmidt and Wittig (1963 [47]) show that the tail is then 
hump shaped and contains approximately 15% of the pulses.
These smaller pulses are also produced by electrons which have 
lost energy before reaching the detector (e.g. in being 
scattered by the collimator) in which case the proportion of 
low energy pulses is much higher and is very sensitive to 
changes in geometry (Planskoy [4l]). In the present work this 
fraction was found to vary also with the energy of the monoenergetic 
electrons as given in table 4.2 for the different energies.
The reproducibility of the curves shown in fig. 4.7 
was very good but it was difficult to decide which of the pulses 
of almost full height should be considered to be in the peak, 
and which in the tail. The method chosen in the present ivork 
was to calculate the number of pulses in each spectrum lying 
between the low energy cut-off, .(/V'30 keV) and 0.94 of the full 
energy, EQ, and then to calculate how many pulses were in the 
whole tail on the assumption that it was flat, at the average level 
of the part of the tail already described-and extended up to 
the full energy, EQ . Providing a consistent upper energy 
limit was used for the three spectra, it was found that the 
success of the unfolding procedure developed was insensitive to 
small changes in this upper limit.
Some other features of interest in the response curves were 
the following.
For the low energy source, ( ^ ^ mIn), there was a dip in the
response curve at 0.7Eo (see fig. 4.6(a)). This dip was less 
pronounced when higher energy sources were used since then,
a number of electrons lost a small part of their energy by 
emitting bremmstrahlung which escaped from the detector 
(Walschmidt and Wittig [47]). Such electrons give rise to many
pulses of just less than full height.
In the response spectrum of the 364 keV electrons the
small peak at 0.6Eo corresponds to internal(conversion of the
1 1 ^
255 keV gamma ray which occurs in the decay of iAJSn. These 
conversion electrons are produced in only 0.07% of the decays 
of whereas 28.9% of decays result in the 364 keV
electrons (See Martin and Blichert-toft [42]), and so their 
effect on'the response curve was allowed for simply by subtracting 
from the number of pulses in the low energy tail the number of 
pulses which it would be expected were due to these low energy 
electrons.
It is important that the supplies of isotopes used to 
prepare the sources for these measurements be new in comparison 
with their half lives. When coincidence measurements xvere
-j 1 o
carried out using an old supply of Sn (16 months old, i.e. 
more than 4 half lives), peaks which had not been noticed in the 
non-coincidence spectrum appeared in the spectrum' at approximately 
60 keV and 90 keV. (^^Cd with a half life of 453 days was 
suspected to be present as a contaminant). It is not known
1 1 h
whether this is always a property of x Sn supplies or whether 
it was a unique batch which had an unusually high level of a 
long lived radioactive impurity. It may be that coincidence 
measurements of internal conversion electrons reduce the 
minimum detectable levels of isotopes with large conversion 
coefficients in the presence of other isotopes.
Since the low energy tails were fairly flat, a response 
function was assumed in this work which consisted of a completely 
flat low energy tail and a monoenergetic full energy peak.
(i.e. if the full energy corresponds to the n’*'*1 energy interval, 
then all counts corresponding to the full energy are in the n"t^1 
interval and the remaining counts are spread equally amonst the 
n-1 other intervals). The percentage, Bc^ , of counts in the tail 
corresponding to monoenergetic electrons of energy E0 (keV) was
calculated using the equation
B%  >  a  E o 2 + b E o + c 4 '1
The coefficients were chosen such that the equation fitted the 
experimental results for B at the three different energies 
given in table 4.2. They were .
a =’ 10.03 1CT6
b = 2.976 1CT4
c = 26.28
The Gaussian spread of the full energy peak was ignored 
because the width of this peak, 12 keV, F.W.H.M.), was so 
small compared with the end point energy of the beta spectra 
to be measured that the blurring effect of the response 
when measuring such slowly varying continuous spectra would 
be negligible.
4.4. The unfolding procedure
All the spectra collected in this work were accumulated 
in a multi-channel analyzer. It is therefore convenient to 
refer to the number of pulses in a given channel rather than 
use the more general terminology of referring to pulses in an 
energy range E to E+dE. This is particularly so since the 
unfolding procedure to be described is a matrix technique.
The number of pulses appearing in channel i as a result of 
Sj electrons of initial energy corresponding to channel j 
interacting with the detector is c-j_ given by
ci = rij sj
r_- • is the fraction of the total number of incident 
electrons of initial energy j which result in a pulse in channel
Thus ‘the number of pulses in channel i when sj electrons
of different energies j 'enter the detector is
Thus a pulse height spectrum C of elements [c-j_] results from 
an electron energy spectrum S = [sj] such that
; C = R S 4.2
. where R = [rij] is the response function of the spectrometer 
system in matrix form and is made up of the elements rij.
Of the matrix R only the columns have been determined 
corresponding to the energies 164, 364 and 624 keV. It would 
be possible but complicated to interpolate between these columns 
to produce a detailed, but approximate complete response function. 
In preference it was decided to form.an approximate response 
matrix of the form
rH  = 1 •
and for j > 1
rij = Bj for j > i
j -1
rij = 1-Bj = A j for j = i
r^j = 0 for . j < i
Where B- = B% (corresponding to energy j ) and may be
100
calculated using equation 4.1
This matrix has the form
> L B2 B3 -------
0 A2
2
B3 _____-
N-l
R = 0. 0
2
A3
-a n -
It corresponds to the response function described in 
section 4.3, i.e. a flat low energy tail containing a fraction 
Bj of the pulses and monoenergetic peak containing the remaining 
pulses. No allowance is made for the spreading of the. full 
energy peak caused by the finite resolution of the system.
From equation 4.2 it is clear that
S = R—1 C 4.4
i.e. an electron energy spectrum, S, may be determined from 
a pulse height spectrum, C, if the inverse of the response 
function is formed. To form the inverse of the simple upper 
triangular matrix, R, a method described by Slavinskas et. al. 
(1965 [48]) was used. The inverse, R“1J ±s of the form
I (G2 -1) (c3 “1)G2 (G4 “1)G2G3-------  (Gn  -1)G2G3..,Gn.1
1 Ax A-j_ A1 A1
0 1 G3_1 (g4 -1)g3  ( %  gN-1
a 2 A 2. A 2 A2
0 0 1 
A3
1
the matrix elements being defined by
[R 1]ij. = 0 for i> 2
[R-1]^- = 1 (Gr l} 7T Gk for
i k — i+1
and
. G-j_ - 1 - i s' 1
(i -l)Ai :
A computer program was written to form the inverse of the 
response function and to use this matrix to unfold pulse height 
spectra in the manner of equation 4.4.
To test the effectiveness of the unfolding procedure, a
pulse height spectrum was obtained using a thin beta source of 
137Cs. The source and detector were placed m  a vacuum and the 
* geometry was that for which the response function had been
previously measured. This spectrum contained pulses caused by 
gamma rays. The gamma ray contribution was determined by 
covering the detector collimator with a piece of perspex thick 
enough to stop all the beta particles and measuring the resultant
pulse height distribution. The gamma ray contribution was 
determined over a slightly longer period of time than the initial 
spectrum to allow for the attenuation of the gamma rays by the 
perspex. The possibility of gamma rays scattered in the perspex 
interacting with the detector was neglected. Although this is 
a simplification, it is only a modification in a correction and 
therefore not too drastic. Also bremsstrahlung production in 
the perspex was neglected. The original spectrum was corrected 
by subtracting the gamma ray spectrum from it. This correction 
amounted to 8% of the total counts. The corrected spectrum 
corresponding only to electron and beta particle interactions 
is shown in fig* 4.8.
After the gamma ray contribution had been removed from the 
spectrum, the unfolding procedure was applied to the remaining 
pulse height spectrum caused by conversion electrons and beta 
particles. The result is displayed in.fig. 4.8. The 
theoretical curve for the beta spectrum of ^B^Cs (From Hogan et. al. 
1964 [5]) was normalized to the same number of counts between 
the low energy cut off and 500 keV as was in the unfolded 
experimental data. It■is seen that, except at the lower energies, 
the agreement between experiment and theory is good. The cause 
of the disagreement at low energies is not known. It may be due 
to the approximation made in the response function, that the low 
energy tail is flat, or it may be due to increased scatter of low 
energy beta particles from the walls of the vacuum chamber.
(The reason why this second factor is not included in the response 
function is described in Appendix E). For the present work 
the effectiveness of the unfolding procedure was judged to be 
adequate.
Matrix unfolding procedures are not universally applicable 
but Rand (1962 [49]) and Slavinskas et. al. (1965 [48]) have 
shown that for slowly varying spectra and well determined response 
functions the technique is quite acceptable. Slavinskas et. al. 
[48] have shown that in unfolding beta spectra using a response 
function such as that used in this work, the magnification of 
statistical deviations is small enough to be of no practical
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concern. The increase is a little more than that effected 
by multiplying the standard deviations in the original spectrum 
'by the largest elements in the inverse of the response function, 
i.e. the diagonal elements, l/A^, which are of the order of
1.4. .
4.5. Measurements of angular distributions and energy spectra
of scattered beta particles
Measurements of the angular distributions and energy spectra
of beta particles scattered by aluminium absorbers were carried
put using the apparatus shown in fig. 4.9. The collimated
Si(Li) detector described in section 4.2 was kept in a fixed
position in the top plate of the vacuum chamber. Aluminium
absorbers were supported on a perspex frame such that they were
10 cm from the front face of the detector. A Im.Ci. source of
204t i could also be supported by the frame either at position A
or at positions, such as B, nearer the absorber. The source
was effectively a point source being only 1 mm in diameter and it
was encapsulated in a steel tube with an aluminium end cap
13.5 mg cm“^ thick.' The distribution of beta particles emitted
from the source was found to be approximately isotropic for angles#
up to 40° measured from the axis of the tube. Fixed below the 
absorber was an aluminium diaphragm 1.5 mm thick, (sufficiently 
thick to stop the beta particles) with a 3 mm diameter hole. 
Between the diaphragm and the absorbers and on the top of the. 
perspex holder was a 1 mm thick layer of lead which absorbed the 
bremsstrahlung and 70 keV Hg K X—rays (due to 2% electron 
capture) emitted from the source. The perspex holder was 
supported on a steel tube through which there was a drive 
mechanism used to rotate the holder and hence the absorber.
The centre of rotation was in the plane of the absorber. Thus 
the angle of incidence of the radiation on the absorbers was 
constant but the detector viewed radiation scattered through 
different angles. Both the detector and the steel tube were 
fixed to the lid of a vacuum chamber and the controls for the 
rotation were located above this lid. This arrangement was used 
both inside the vacuum chamber and also out of the chamber
Fig. 4.
7 Y
• v- ) Control and scale for
rotation
TcJ> preamplifierTop .of vacuum 
chamber
Si(Li) Detector
Collimator
Absorbers
Steel tube
Lead
Diaphragm
Perspex holder 
for source and 
absorbers
9 The^ apparatus used in the beta particle scattering 
measurements
(because of scattering effects described below). When the system 
was used in air the detector was covered by an aluminium foil 
1 mg cm""^ thick to protect it from light and dirti Such a thin 
absorber will have a negligible effect on the continuous spectra 
being measured and the number of particles entering the detector.
The effectiveness of the diaphragm in collimating the incident 
radiation was tested by measuring the angular distribution of 
radiation•passing through the hole when the apparatus was in a 
vacuum, the source was in position A and no absorber was present. 
The semi-angle of the cone subtended by the hole in the diaphragm 
at the source position A was 1.3°. With the detector at a 
"scattering angle" of 2.5° the intensity of radiation was half 
the maximum and at 5° was l/60 of the maximum. Because of the 
finite size of the detector it is only when it is at an angle of 
5° that it is outside the geometrical cone- defined by the source 
and the hole, so this result is entirely satisfactory.
At each of a range of scattering angles, 0, and thicknesses
p
of aluminium absorber, t, (mg cm ), two spectra were recorded 
over equal periods of time. Firstly the total pulse height 
spectrum was recorded with the apparatus as described. Secondly, 
with a piece of aluminium 0.4 gm cm“2 thick covering the detector 
collimator, a spectrum was recorded which was produced by 
bremsstrahlung and X-rays emitted by the source. . This second 
spectrum was corrected for absorption within the aluminium and 
subtracted from the first, the resulting spectrum being due to 
beta particles only. The pulse height spectra due to beta 
particles were unfolded using the procedure described in section
4.4 to allow for the response function of the detector and so 
beta.particle energy spectra were obtained. The effect of these 
various procedures on one particular set of measurments is shown 
in fig. 4.10. The relative magnitude of the contribution due 
to electromagnetic radiations to the pulse height spectrum varied 
with absorber thickness and scattering angle. It was largest 
(•^45%) for thick, absorbers and zero scattering angle (when the 
electrons were largely scattered out of the incident beam direction 
but the electromagnetic. radiation was not, and smallest, (^2%),
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Fig. 4.10 Spectra obtained at a scattering angle of 10° with an 
aluminium absorber 11 mg cm“^ thick.
A The spectrum due to electromagnetic radiations 
after the correction for absorption (see text).
O The pulse height spectrum due to electrons only 
* The electron energy spectrum after unfolding
I
for zero absorber thickness and zero scattering angle.
However, even when the correction was large it only seriously 
affected the very lowest energy region of the spectra.
Some of the beta particle energy spectra obtained in the 
manner described are shown in figures 4.11 and 4.12 and 4.13.
For all these curves, the source was in a position such that the 
radiation incident on the absorber formed a cone of semi-angle 30° 
the axis of which was perpendicular to the absorber, and the 
apparatus' was in mid-air (i.e. distant from■scattering surfaces). 
These rather large cones of incidence were used to increase the , 
detector counting rate to a reasonable level; even then with 
thick absorbers, runs occupied an hour. Although this 
counting time is not in itself prohibitive, considerable difficulties 
were encountered in maintaining identical counting, conditions 
over these periods for the two spectra required.
It was not possible to perform useful scattering 
measurements in the vacuum chamber available because of its small 
size. As may be seen from fig. 4.14a when the absorber is 
rotated so that the scattering angle viewed by the detector is 
60°, the source-chamber wall-detector geometry is such that the 
detector is in approximately the correct position to receive the 
maximum intensity of radiation backscattered off the chamber wall 
if this maximum is at an angle of "reflection" equal to the angle 
of incidence. That this is so has been shown experimentally by 
Dance et. al. (1968, [20]). Fig. 4.14b shows, in the form of 
polar diagrams, the radiation intensity at the detector as the 
source-absorber holder was rotated. The rise at ^  60° probably 
corresponds to the detection of radiation scattered specularly 
from the walls of the chamber. Thus the scattering measurements 
were carried out with the apparatus of fig. 4.9 in mid-air.
Although this reduces the fundamental importance of the results, 
it does not necessarily detract from their usefulness in 
connection with beta-ray thickness gauges, since then air scattering 
is always present.
One feature of the curves 4.11, 12 and 13 is that they all 
go to zero counts at zero energy despite the fact that the 
theoretical beta particle spectrum of 204Xi does not behave m
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this way (see fig. 4.15). As may be seen from fig. 4.16, the
energy spectrum of the beta particles emitted from the sealed 
204
T1 source used, measured m  a vacuum behaves in the same way. 
This feature is caused by the increase in stopping power for . 
electrons at low energies (see equation 3.3) which results in a 
preferential removal of low energy electrons from a continuous 
spectrum by an absorber.
In fig. 4.17 the energy spectrum of beta particles from a
137 . .Cs source is shown. This curve was obtained under identical
conditions to that in fig. 4.8 except that air at atmospheric
pressure was allowed to enter the chamber. Just 10 cms of air
(‘^ 13 mg.cm“2) was sufficient to cause the spectrum hardening
described and so in the case of the sealed 2^4T1 source it is
clear that the aluminium end cap, (13.5 mg cm“2 thick), would be
sufficiently thick to remove low energy electrons from the
spectrum.
Since no remarkable changes in spectral shape are observed 
in the data displayed in figures 4.11, 12 and 13, the major 
features of the scattering by aluminium absorbers of ^O^xl Vjeta 
particles incident on the absorber in a cone of semi-angle 30° 
when the whole apparatus is in air can be summarized by the 
following relationships
(a) The variation of electron intensity in the forward 
direction, for an absorber of thickness x(mg cm-2)
is approximately described by
N(*-)e=0 = NQ /o..444. exp(-o£ ?+ 0. 556. exp(-;<).
L 16.33 <3443
N0 is the intensity for zero absorber thickness. This 
curve and -the corresponding experimental points are shown 
in fig. 4.18.
(b) For.a given absorber thickness, the electron angular
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distribution is a Gaussian function of the scattering 
angle 0 i.e.
N (X )©=o exp (“®f.-0 ’693) 4 *5
"2
Gi^ j the angle at which the intensity is reduced to .
50%, is related to absorber thickness, X , by the equation
-(* +19) 2 4.6
I 22 ))
. _2
where X  is m  mg cm of aluminium and is in degrees.
In fig. 4.19 the experimental results for scattering 
distributions for different absorbers are■shown with curves 
calculated using equation 4.5 and 4.6. The curves have all 
been normalized to unit electron flux in the direction 0 = 0. 
It is seen that the experimental results are very well 
described by the equations given.
(c) All the scattering distributions described so far have 
been in terms of numbers of electrons. Sometimes the- 
intensity distribution 1(0, X) is more useful, i.e.
1(0,X) = N(0,x) x Eave (0,pc) 4.7
where N(0, ?£-) is the electron density as described above 
and Eave (©,.x) is the average energy of the electron spectrum 
for electrons scattered through an angle © by an absorber of 
thickness X. The variation of Eave(©;x) with © and 
for the geometry described is shown in fig. 4.20.
A more limited set of measurements was made with the 
source in such a position that the semi-angle of the cone 
of radiation incident on the absorbers was 3.5°. The 
electron count rate at 0=0 varied in the manner shown in 
fig. 4.21 where the curve drawn is
0i. = 46' 1 - exp
N(0)
pc = const
•X
[(
CM
05
r-i
&
■P
v ® ‘
vjr\
O
rH
©
CM
rH
rH
6f
/
<$!>— —
CO
vO
O
CO
,<s> <sy
to
a'
vOm
«©
.©*'
m
m
cn 9
o
vO
ocn
oo
o
cn
o
vO
o
cn
@
oo
o
cn
m
o.
m
o
Hh 0
0 rH p
01 r*05 Q 0
0 cd TO
05 •rH
0) o> 0
0 c ££ •rH HH
P
TJ 0
•P -P •r* P \0
P cd •
0
-P 05
rj
0 0 r-1
P P cd
0 0
<P N m
P •
•rH P
V cd
05
p >. £
0 p 0
P •rH •p  -
05 p
05 £ cd
05 0 0 3
0 r—i P cr
0 0 £ 0
P •rH •rH
Cft -P 05
0 p P c
TO ' cd •rH •p
— " a g 05
cd
0 p 0 TO
rH 0 p 0
05 P ■ P
c TO cd
< TO 0 1—1
0 N •
P •P O O
.05 0 rH i—! o
C -P cd cd cn
•rH P a O
P cd p 0
0 0 0 0) rH
P 05 c 0 05
P > cto P i—! p cd
0 0 rH 1cn cd •p
C
0 r\ 0
•rH -r-x • 05
P  CM 05
3 1 P P.
p: £ 0
•rH 0 •P
P O 0
-P 05 Ps C
05 g O
•H •V_^i—j O
'O cd
CN p c
p *SJ £ •p
: fO A 0
r-H A g r*
3 P •P 005 C/ P •pc ,0 0 p
cd P o cd
0 >T•P
0 05 0 TOr- P cdH cd ■*> p
saxoT^^Ted jo jcaqiunu BATq'exaH rH
d
Av
er
ag
e 
en
er
gy
 
(k
eV
)
OAA,
0  ^ 0° = scattering angle
25 ^ v
* '♦- "0 .
250
4 5 ^ y_ _ _ ^ x _  ^
>,/ * __
/ ^  60 ^
y ' y
/
200- 4/'
/
/
/
A
20 40 60 80
Absorber thickness (mg cm“2)
" £>
 L_
100
Fig. 4.20 The average energy of the scattered beta particle spectrum 
for different scattering angles and absorber thickness.
Re
la
ti
ve
 
nu
mb
er
 
of
 
pa
rt
ic
le
s 
(l
og
 
sc
al
e)
Fig0.
100^
b
10 &
0 20 40 60 80 100
Absorber thickness (mg0cm“^)
4 021 The number of transmitted beta particles detected 
at 0 = 0o 0  -o experimental points.
—  curve described by equation 4 080 Incident 
radiation in a cone of semi-angle 3.5°„
The spatial distribution of electrons could again 
be quite well described by Gaussian curves as described 
by equation 4.5, but the spread of the.curves was now 
described by
48 ) 1 - exp - (x +6) 1 4.9
I \ ~ l )
i.e.,the transmitted distributions are. narrower,as-might be 
expected, for thin absorbers.
The Gaussian curves described by equations 4.5 and 4.9 
and the experimental results of measurements of spatial 
distribution are shown in fig. 4.22.
The variation in spectral shape with scattering angle 
and absorber thickness was similar to that, found for the 
broader beam, but the results were statistically 
unsatisfactory due to the very low counting rates for this 
geometry and so average energies were not calculated.
4.6 Discussion of results
The observation that absorber material beyond an initial 
amount causes little change in the shape of beta particle energy 
spectra is a result which has also been found by other workers 
(e.g. Brownell, 1952 [22]). Similarly, the existence of an 
equilibrium spatial distribution of scattered beta particles such 
as is indicated by the saturation of the curves described by 
equations 4.6 and 4.9, has been observed experimentally (Dance 
ef. al. [20], Brownell [22]) and predicted theoretically (Bethe 
et. al. [2l]). It is these two features of the transmission of 
beta radiation through absorbers which cause the main part of 
the absorption curves to be exponential (see fig. 4.18).
The author is not aware of any theoretical or empirical
expressions which describe the development of the spatial 
distribution of scattered beta particles with increasing absorber
thickness such as have been given in equations 4.4 to 4.9.
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The Gaussian expression for the spatial distribution of scattered 
electrons described in Chapter III is applicable•only to normally 
incident monoenergetic electrons when the energy and absorber 
thickness are such that the energy loss will be small. The 
expression derived by Bethe et. al. (equation 3.6) describes 
the spatial distribution only when the equilibrium distribution 
has been attained. However, the constancy of the beta particle 
energy spectrum allows the assumption of negligible energy loss 
to be satisfied and so some of the arguments which lead to the 
prediction of a Gaussian distribution (see Fermi quoted in 
reference 33) are valid. The theories which predict a Gaussian 
distribution do not however include the loss of particles by 
absorption or backscattering.
The equations describing the transmission of beta particles,
i.e. equations 4.4 and 4.8, consist of two exponentials. The
first exponentials describe the early part of the curves which
are governed primarily by scattering effects and are of little
general interest since they are so dependent on counting geometry
(e.g. see Daddi and D'Angelo [ll]). The second exponentials,
which describe.the later parts of the absorption curves, depend'
primarily upon absorption processes. Since equation 4.8 is based
on few experimental observations, only equation 4.4 will be
—2considered in .detail. The factor 34.4 (mg cm ) in the second 
exponent corresponds to an absorption coefficient of 29 cm^g-l 
which should be compared with the value of 23.3 cm^g"^ which would 
be .obtained from the empirical expression 2.4. -
Hoxvever, the collection angle used in these experiments was very 
small and so a more realistic figure for absorption coefficient 
for comparison with the "poor geometry" value of 23.3 is obtained 
by evaluating
for various thicknesses x  . This expression gives the 
number of particles transmitted into a cone of semi-angle 0-p
2 t— sin © d0
The expression was evaluated using expressions 4.4 for N (?L)q -q 
and 4.6 for and a new absorption curve was obtained xvhich was 
almost a pure single exponential curve such that the corresponding
o i
absorption coefficient was 26 cm'g . This value is still not
directly comparable to the general poor geometry situation, 
because the incident radiation in the present experiments xvas quite 
well collimated. Because of this, the lack of agreement is 
not significant.
The results obtained in these scattering measurements, 
although interesting, are of no fundamental significance, nor 
are they sufficiently detailed to be useful in calculations of 
geometry effects in thickness gauges such as those described in 
Chapter II. However, as preliminary measurements with a new 
experimental system, they are completely satisfactory and it is 
clear from the results and the difficulties encountered in 
obtaining them, what modifications must be made to the system 
if all the desired data is to be obtained. Results of the 
most general interest would be achieved by using a narrow 
monoenergetic electron beam from an accelerator and having the 
scattering and detection apparatus in a large vacuum chamber.
Such results could be used to simulate the scattering of beta 
particles. ' .
CHAPTER V
Conclusion .
The aim of the present work was to make a study of geometry 
effects in beta-ray thickness gauging in the hope that the results 
of such a study would facilitate the design and improve the 
performance of such gauges. The work carried out included the 
formulation of some mathematical models to describe two of the major 
geometry effects known as passline effects and d^-effects. These 
models were not developed to a very high degree of sophistication 
because suitable data on the multiple scattering of beta particles 
was not available. A review of the literature on electron 
interactions revealed the complexity of scattering by thick absorbers 
and the inadequacy of theory in describing it. The only practicable 
theoretical approach to describing beta particle scattering for this 
application is via Monte Carlo calculations. Alternatively, such 
data can be obtained experimentally. This approach was chosen and 
a beta particle spectrometry system was developed. The time taken 
to make the apparatus function in a reliable and reproducible 
manner and to calibrate it was considerable so it was only possible 
to perform a limited range of measurements. Whilst these 
measurements indicated the probable success of this approach to 
obtaining the required data, they are not yet sufficiently comprehensive 
for incorporation in the models of geometry effects.
Two avenues for continued work on this topic are open. Firstly, 
the experimental system developed may be used to obtain data on 
multiple scattering of electrons for regions not adequately covered 
by theory, i.e. for intermediate energy electrons ( 50 keV to 1 MeV:) 
incident at a variety of angles on thick absorbers (-^  half of the range) 
of different materials. Secondly, the results of the beta gauging, 
models developed in Chapter 2 may be compared quantitatively with 
experiment. This would determine whether or not the models were of 
immediate use in optimizing practical beta gauges.
The simple models developed describe qualitatively, the success
of certain methods of overcoming geometry effects, e.g. the use of ve
• 2large detectors to reduce passlme effects and d -discs to compensate
for d^-effects. They can almost certainly be used to judge the 
effectiveness of suggested new techniques for overcoming geometry 
effects such as the use of magnetic collimation. However, a 
considerable amount of work must still be carried out before the 
models can be used rigorously in designing beta-ray thickness gauges.
-  irz
APPENDIX A
e f f e c t s "
For reasons discussed in section 2.7, the signal from 
a cylindrical ionization chamber.carrying concentrically on 
• its front face a d 2 disc and receiving radiation from a 
collimated point source, is approximately 1sigT given by
sig d-T
/-— i r2
This was equation 2.18,d'c' is a small volume in the 
directly irradiated region of the chamber at a distance r • 
from the source. The summation is over all the directly 
irradiated volume of the chamber.
The geometry has been illustrated in fig A.I. The 
chamber is of radius A and depth D, the d^-disc is of radius W.
The chamber is a distance Z from the source and the angle of
collimation if ©coll-
Allowing for axially symmetry sig may be written at
s i g  2 7r /  / r2 s i n  © d© d r  A _
r2 A ‘X
Including the integration limits defined by the geometry 
and shown in fig A.l, this leads to .
A  D_tZ
sig cl 2tfj j^ r J cosQ sinQ.d© + 27r j  J^r ’ sinQ.d©
0 d i s c  —
cos© cos©
'X  -j_ a n d  "X> a r e  d e t e r m in e d  a s  f o l l o w s
^  ®coll ^ ®disc "then - Xg -
if Gdisc ^ 0coll^ G1 then ^1~ = 0coll
w w
v >v »
wK
4/
\
A  \
Fi<A
. usQd i-1"1 
... of int e g ^ on
tra.ting *lrie X^%x)
:x£ p & * »  (see
if e i < e coll then if 0disc <  e 1 then ^  = ©x
but if Sdisc> 0 1 then A 2 = ©disc 
if el < e coll6 0 2 then ^  2 = ©coll 
if 02 < 0coll then /(1 = &2
Thus equation A.2 becomes V
© ,. disc
D sin0.d0 + 2 T  J "j A - Z sin© V d©
cos© -t  ■ L cos© J
1
or
sig .<* 277 j D. In (cosed-j_sc) + A (/^2 “ ^l^ + Z In^cps/^)
c o s / ^ ^  J  c o s  7 ^
A.2
The expression on the right hand side of equation A.2 has been 
evaluated for varying Z for different values of A, D and W.
A flow chart describing the program used is shown in fig. A.2. 
Some of the results have been discussed and shown graphically 
in section 2.8.
disc
yes
C^ s ^coll^disc^ ^ Sig
yes
collcoll
no
no yes
disc
disc
yes
coll
coll
Calc, signal from 
equation in text
Print signal
Fig. A.2. A flowchart described the program used to evaluate 
d^-effects.
APPENDIX B SOME FACTORS NECESSARY FOR THE EVALUATION OF 
PASSLINE EFFECTS
(i) For disc-like detectors
In order to evaluate expression 2.20 which describes 
passline effects using a disc^like detector, it is necessary 
to evaluate ©i ,©2 and Q. With the aid of figure B.l it is 
seen that :-
G = (Z-B) tan ^  B.l.
if G > A then
0 = tan-1 (G-A)
- • B
6 = tan""1 (G+A)
' ' B
Q = cos'1 (G2-fH2-A2 )
2.G.H
H = . B tan 0 B.5.
*
If G ^ A then, from fig. B.2(a) it is seen that
e1 = °
© = tan-1 (G-i-A) '
B
and with H = B tan © B.8.
If H £ A-G then Q = /T B.9.
and if H > A-G then, as may be seen from fig. B.2(b)
Q = cos~~^ (G^-tH^-AZ) B.10
2.G.H
B.6.
B.7.
B.2.
B.3.
B0!4.
With 0^, ©2 and Q determined in this way, the expression 2.20 
was evaluated by numerical integration on the I.C.L., 1900 
series University of Surrey computer.
Detector
Absorber
Source
•Fig. B.l. G>A
A-G
Detectg
Fig. B.2(a)
G<A and H< A-G
Absorber
Detector
Fig. B.2(b)
G <! A and 
H > A-G
Absorber
(ii) Cylindrical detectors
The signal from a cylindrical detector may be 
calculated considering the detector to be composed of a 
pile of discs as follows. For secondary sources on a 
absorber at a point P and distance G off the axis off'the 
detector, such that G ^  A (A the radius of the detector, 
as in fig. B.3), the signal from any given disc a distance 
K above the front face of the detector due to that source 
may be calculated as described in B(i) with the modification 
that B in equations B.7 and B.8 is replaced by (B+K). Thus
if G ^  A then
0 = tan”"1 (GjrA) Bill
B+K
H = (B+K) tan 0 B.12
For point, P, such that G>A, if the walls of the 
detector are opaque to the radiation, only part of a given 
disc will be exposed to radiation as illustrated in fig. B.3. 
The corresponding signal may still be calculated using the 
expression 2.20 but the expressions for and Q which must „ 
be used will be different from those given in B.3 and B.4.
For G >  A the smallest value of © such that radiation 
emitted from P at that angle still enters the detector is 0 ? 
(see fig. B.3) such that
• 0 = tan”1 (G-A) B.13
B
' The largest value of 0 for xvhich radiation emitted from
P enters the sensitive volume of the detector at the level of'
a disc K above the front of the detector is ©2
©2 = tan-1 (G+A) B.14
B+K
Figures B.4 a, b and c are in the plane of the disc of
interest. The .circle L represents the detector and M the
projection of the front face of the detector on the plane at K
Region of disc in 
"shadow”
w
Detector
.s's'S'
Absorber
Fig. B.3. Illustrating the cylindrical detector model for passline 
effects
j
Fig. B.4(a)
Fig. B.4(b)
Fig. B.4(c)
from the point P. The.area common to these two circles
represents the irradiated region of the disc. The circle
1N is of radius H and is centred on P at point in the plane K 
immediately above P (see fig.'B.3).
•H = (B+K) tan 0 B.15
If H is such that the circle N passes through the points of 
intersection of the circles L and M then © is 0 (fig. B.3) 
From fig. B.4(b) it may be seen that by the cosine law
1 2  1 2 2 
cos a = {PC) +■ (G -G) - A
1 1 2 A G
and
2 1 2  1 2  1 1
= (A ) + (G ) - 2A G cos a
and thus, from B.13
© = tan”1( Hm ) B. lo
B-rlv
may be determined
Q as defined in the text and shown in figures B.4 a 
and c may now be determined.
If 0 <: © , Q = cos~1(H2-K32-A2 ) B. 17
151 • 2HG
If 0 >  © , Q = cos 1(H2+(G1)2 -(A1)2 ) B.18m
2G H .
From figures .B.3 and B.4 and by similar triangles it is seen 
that
i1 = A(R-fKA B. 19
and
A B )
B
g 1 = G(B+K) B.20
B
APPENDIX C THE MEAN SQUARE ANGLE OF SCATTERING
The mean square angle of scattering, is defined as
— 2 /°®2
oC - /  62 N $  (0) dw 1.
yoa A /  .
(0) is the differential scattering cross-section, N Avagadro’s 
number and-A the mass number of the target material. For 
nuclear elastic scattering the approximation may be made that 
^ (0) = 0  for © >  ©2 since the probability of large angle
scattering is low. The upper limit, ©2? is determined by the 
effect of the finite size of the nucleus on scattering and 
since at low energies this effect is small, 02 may be greater 
than 1. According to Rossi (1952 [27]) it is appropriate in 
this case to set ©2 = 1.
For ©<i©2 the Goudsmit Saunderson differential scattering 
cross-section may be used. This allows for atomic shielding of 
the nucleus by including a term thus for small angles (such 
that 0 sin©)
J  {e) dw = 4Z2 (e2 )2 i-/f2 2 77 e d9
7  (m0S  ^  (62 +/2 )
where
'f' ~ z mQc
137
p is the momentum of the incident electron of charge e, rest 
mass mo and velocity v -^  c. Z is the atomic number of the 
target material.
Using this expression for the lower limit of
integration in equation 1 may be set equal to zero, i.e
Thus one obtains
= 16-rrN Z ( C ) 1-/? In fl37 ( /
• ... ■ “ t a f  .7 ^  .
2
For an electron with kinetic energy of 1 MeV, 
in aluminium (Z = 13, A = 27)j
/2 = 5.38 cm2 g-1
. ©! = 0.
VD
|C
0
APPENDIX D COINCIDENCE COUNTING
137Consider the decay scheme of Cs as shown in fig. D.l.
If coincidence counting is to be performed1 for the internal 
conversion electrons from the K shell of a and the associated
K X-rays, then the true coincidence count rate will be
rT ='Npe Ee1 pxEx2 D.l ■
where N is the disintegration rate of the source peJpx are the 
probabilities per disintegration of emission of a conversion 
electron from a K shell and an associated K X-ray respectively. 
px is not necessarily equal to pe since Auger electrons may be 
emitted as an alternative to X-rays. (In other sources 
[e.g. -*--^ Sn) which decay by electron capture, there may be 
many more K X-ray events that internal conversions).
1 2
Ee ,EX are the efficiences (combined intrinsic and 
geometrical) of the electron detector (1) and the X-ray 
detector (2) for K conversion'electrons and K X-rays respectively.
*
The random coincidence count rate for the coincidence, system used 
(in which the signal from detector 1 must always precede the signal 
from detector 2 for a coincidence to be recorded) will be
. Kr = N ^ C p P i 1) . r". N Z X p . E ^ )  D.2
u ,•
p^ _ is the probability per disintegration of some decay 
. route i being followed.
Ej_^ -,El^  are the efficiences of detectors 1 and 2 respectively 
to the type of radiation i.
'X is the resolving time of the coincidence unit.
Knowing ^  it should be possible to choose a source activity N 
xdiich wrill result in the desired ratio of random to true coincidence
•L“5 ^ Cs ( 30. Oy)
“ (512)94%' 
fi “ (1174)6%'
(2.55m) _3 661
113Sn (115d)
Electron capture 2% 
Electron capture 98%647
I.C.0*07% .1-9%
391 _jL_------- ic— ■1.66h •
64*4%
I.C.35
(50*0d)
 --- 1—  192
I.C.- 80%
In
Electron capture 
3.5%
114In(72s)
(687) 0.2%
/S t Electron capture — 3) 
, 2% I
114Cd
114Sn
Fig. D.l Decay schemes of isotopes of interest.
Percentages are per disintegration. Energies are 
quoted in keV.
' , ,137~ 114m 7 113c. vcount rates. For the sources of interest ( Cs, In and Sn)
the various decay probabilities are fairly well established and for the
counting geometry used (see fig. 4.1) the geometrical efficiencies
of the detectors are easily calculated. However, in order to reduce
the random count rate, pulse height discriminators were used in both
halves of the counting circuit so that only pulses, of a given height
range were accepted. • This makes the calculation of intrinsic
efficiences extremely complex since it is necessary to know the pulse
height spectra produced by internal conversion electrons, beta particles,
gamma rays, X-rays and Auger electrons of different energies interacting
in the two detectors. Thus only approximate calculations of the
appropriate source activities were carried out.
APPENDIX E
Consider two sources of monoenergetic electrons both of which 
emit N particles in a given period of time. Of these N particles, 
n are recorded by a detector. With one source Sn]_ particles are 
scattered into the detector and with the second source, which emits 
electrons of a higher energy, Sn2 particles are scattered into the 
detector. Thus the number of pulses recorded for the two sources 
will be n+Sn-j_ and n+Sn2 and the counting efficiences will be 
(h+Sn-^)/N and • (n+Sn2)/N. Since low energy electrons are more readily 
scattered than high energy ones Sn^k Su2 ~ Thus effectively the 
detector has a higher efficiency for low energy electrons than for 
high energy ones. This effect has not been included in the 
unfolding procedure used in Chapter 4 since to include it would 
require a very high degree of accuracy not only in source activities 
but also their dimensions, uniformity and positioning. .
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