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Abstract
This thesis is devoted to the study of the category of p-perverse sheaves on a topologically
stratified space. In particular, we are interested in topological conditions on the space
X which allow us to realise such category as finitely generated modules over a finite di-
mensional algebra, or equivalently as representations of a finite quiver with relations. Our
approach is based on considering complementary open and closed unions of strata of X
and using induction on the number of strata. The six functor formalism descends from the
constructible derived category of X, the ambient triangulated category we work in, to the
abelian category of p-perverse sheaves, which arises as the heart of a t-structure on the
constructible derived category.
It turns out that, if X is a topologically stratified spaces with finitely many strata,
each with finite fundamental group, the category of p-perverse sheaves has finitely many
(isomorphism classes of) simple objects. When k is an algebraically closed field with
characteristic that does not divide the order of the fundamental groups of strata, we provide
a construction of projective covers (and dually injective hulls) of simple objects. This
implies that the category of p-perverse sheaves has enough injectives and projectives. The
(finite) sum of the projective covers of simple perverse sheaves is then a projective generator
of the category of p-perverse sheaves on X. The endomorphism ring of the projective
generator is a finite dimensional algebra and each p-perverse sheaf is a finitely generated
module over such algebra. Moreover, one can describe the category of p-perverse sheaves
as representations of the Ext-quiver with relations. We can topologically characterise the
quiver and determine the quadratic part of the relations when one inductively adds one
closed stratum at a time. The information needed to do so is encoded in some intersection
cohomology groups of links, while in order to determine the ideal of relations one needs an
A∞-structure.
Finally, we study the representation theory of the algebra that arises as above. We give
a characterisation of indecomposable p-perverse sheaves which are extensions of a given
perverse sheaf over a closed stratum. As an application, we are able to determine the
Auslander-Reiten quiver of the category of p-perverse sheaves on X = P2 with respect to
the affine stratification for any GM-perversity. We can generalise some of the results for the
zero and middle perversity to X = Pn and we give a conjecture for the Auslander-Reiten
quiver of mPerv(Pn).
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Chapter 1. Introduction 1
Chapter 1
Introduction
In this PhD thesis we study the abelian category of p-perverse sheaves on a topologically
stratified space X. We are particularly interested in topological conditions on the space X
under which there is an equivalence between the category of p-perverse sheaves and finitely
generated modules over a finitely generated algebra or, equivalently, representations of a
finite quiver with relations.
Topologically stratified spaces, in the sense of [GM80, GM83], are the class of spaces
we are interested in. These spaces are paracompact Hausdorff and have a filtration by
closed subsets where each successive difference in the filtration is a topological manifold.
The connected components of each successive difference in the filtration are called strata
and usually denoted by Si. Moreover, each point admits a neighbourhood of the form
Ri × c(L), where the link L is a compact lower dimensional topologically stratified space
and c(L) denotes the open cone L × [0, 1)/L × {0}. One can think of a topologically
stratified space as a space which globally might not be a manifold, but that can be broken
into pieces, the strata, which are manifolds. These spaces appear in many different areas
of mathematics such as singularity theory, algebraic geometry, differential geometry and
theoretical physics. For instance, any manifold is a topologically stratified space with the
trivial stratification. CW-complexes stratified by skeleta and triangulated space stratified
by simplices are other examples of topologically stratified spaces. Quasi-projective varieties
are topologically stratified spaces with filtration induced by their singularities, see [Whi65].
There are various refinements of the notion of stratified space where one requires extra
smooth, analytic or algebraic structure. For example, a compact manifold with a Morse
function gives rise to a Whitney stratified space, see [Nic11], which is the standard notion
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of ‘smooth’ topologically stratified space. We use the case of P1 stratified by a point and
the complement as a guiding example and we try to generalise it to the case of Pn with
the stratification given by projecting the flag of its linear subspaces. These are Whitney
stratified spaces arising from the standard Morse function on Pn.
Given a topologically stratified space X one can consider a perversity, usually denoted
by p, that is a function from the set of strata of X to Z. Such function associates a
number p(Si) ∈ Z to each stratum Si. In this thesis, we do not make any restriction on the
perversity, but the most important perversities are the so called Goresky-MacPherson ones
(GM for short). These perversities have a relation between their value on strata and the
geometry of the considered space. These perversities go from the zero perversity, defined
to be zero on each stratum, to the top perversity, defined in terms of the codimension of
each stratum, in a controlled way. Historically, particular attention has been given to the
middle perversity m. This is due to the fact that such perversity plays a prominent role
when one considers an algebraic variety.
Topologically stratified spaces satisfy a generalised version of the Poincare´ duality for
intersection (co)homology, see [GM80, GM83]. Intersection cohomology complexes turn
out to be simple objects in the abelian category of perverse sheaves on a topologically
stratified space. Perverse sheaves were introduced by Joseph Bernstein, Alexander Beilin-
son, and Pierre Deligne in the monograph [BBD82] in the early ’80s. They showed that one
can associate to a topologically stratified space X with a perversity p on it the category
pPerv(X) of p-perverse sheaves on X with coefficients in a field k. Indeed, the category
pPerv(X) arises as the heart of a perverse t-structure on the constructible derived category
Dc(X), hence
pPerv(X) is an abelian subcategory of the constructible derived category.
The constructible derived category is the ambient category we work in. Its objects are
complexes of sheaves of k-vector spaces which are cohomologically constructible, that is
the restriction to each stratum of the cohomology sheaves are local systems with finitely
generated fibres. The constructible derived category contains the cohomological informa-
tion about all strata and links, has the six functor formalism and Verdier duality. On the
other hand, Dc(X) is no longer an abelian category but it is triangulated. This leads to
the study of certain abelian subcategories of Dc(X) which inherit the six functor formalism
and behave well under Verdier duality. The theory of t-structures and hearts introduced in
[BBD82] provides such setting. Indeed, one can think of the abelian category of pPerv(X)
as the result of glueing local systems on each stratum with an appropriate shift prescribed
by the value of the perversity. Moreover, if one considers the zero perversity one recovers
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the abelian category of constructible sheaves as the heart of the standard t-structure on
Dc(X). Verdier duality restricts from the constructible derived category to
pPerv(X) in
a way that it sends p-perverse sheaves to p∗-perverse sheaves, where p∗ denotes the dual
perversity on X given by p∗(S) = −dim(S)− p(S).
Our approach uses the fact that if one considers a closed union of strata Z of X and
its open complement U , at the level of p-perverse sheaves the closed extension by zero i∗
and open restriction j∗ are exact functors which admit left and right adjoint as follows
pPerv(Z) pPerv(X) pPerv(U)
i∗
⊥
pi!
pi∗
⊥
j∗
⊥
pj∗
pj!
⊥
.
Furthermore, one can define the intermediate extension functor pj!∗ : pPerv(U)→ pPerv(X)
as the image of the natural morphism pj! → pj∗. The intermediate extension functor pre-
serves monomorphisms and epimorphisms, but in general it is not exact. Such functor is
crucial in order to characterise the topological information encoded in pPerv(X). Indeed,
one has that irreducible local systems on strata, that is simple objects in the category of
local systems, correspond to simple perverse sheaves, which can be either a closed extension
by zero of a simple perverse sheaf on Z or the intermediate extension of a simple perverse
sheaf on U . Extensions between simple objects in pPerv(X) can be described in terms of
intersection cohomology groups of links.
The abelian category pPerv(X) has some very convenient properties, see [BBD82]. It
is a Krull-Remak-Schmidt category, that is every object is a direct sum of indecompos-
able objects. Hence, one goal is to understand its Auslander-Reiten quiver, which has
(isomorphism classes of) indecomposable objects as vertices and irreducible morphisms as
arrows. The category pPerv(X) is artinian, noetherian and finite length, therefore for
instance each object has a well-defined composition series. Finally, if X has finitely many
strata, each with finite fundamental group, pPerv(X) has finitely many simple objects.
Throughout this thesis, we will mainly work under the latter hypothesis.
Perverse sheaves appear in the literature in different contexts. In [Pol97], the author
deals with the case of triangulated spaces and proves that, in such case, the category of
perverse sheaves is equivalent to finite dimensional representations of a Koszul algebra. In
[Vyb98], the author studies the case of simplices. They show that there is a Koszul duality
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between perverse sheaves constructible with respect to a stratification and the category of
sheaves constant along perverse simplices on a finite simplicial complex. In [Vyb06], the
author investigates the quiver description of perverse sheaves with particular attention to
the case of flag varieties, which applies to the BGG category O. In [KS14], the authors
study the case of the complexification of a real hyperplane arrangement. Although in
this case the fundamental group of strata can be infinite, they show that the category of
perverse sheaves admits a description as representations of a quiver with relations.
For some particular spaces or perversities, the category of perverse sheaves is equivalent
to other well-known categories. For example, if one consider as a space a point, then for any
perversity one recovers the category of finite k-vector spaces, that is there is an equivalence
of categories pPerv({pt}) ' Vectk. A more interesting case is given by considering an
unstratified manifold X. In this instance, the category of p perverse sheaves on X is
equivalent to local systems on X (with a shift given by the perversity), to the category of
representations of the fundamental group of X and to modules over the algebra k[pi1(X)].
Therefore, if pi1(X) is finite and the characteristic of the field does not divide the order of
the fundamental group of X, pPerv(X) is semisimple by Maschke’s Theorem. Moreover,
in this case pPerv(X) admits a projective generator. This last situation, can be regarded
as the one we want to generalise and use as base of the induction by working inductively
on the number of strata. In fact, in Chapter 3 we prove the following result.
Theorem A. Let X be a topologically stratified space and k an algebraically closed field.
Then, the following conditions are equivalent:
i) X has finitely many strata, each with finite fundamental group and the characteristic
of k does not divide the order of the fundamental group of the strata.
ii) pPerv(X) has enough injectives and projectives.
iii) There is an equivalence of categories pPerv(X) ' Ap-mod, where Ap is a finite
dimensional algebra.
iv) There is an equivalence of categories pPerv(X) ∼= kQp(X)/Ip(X), where (Qp(X), Ip(X))
is a quiver with relations.
In order to show that i) implies ii), we use the crucial fact that, if i) holds, then
pPerv(X) has finitely many simple objects. We then work inductively on the number of
strata and show that every simple object Si ∈ pPerv(X) has a projective cover Pi and an
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injective hull Ii. In fact, we give an explicit procedure which allows one, at least in prin-
ciple, to construct projective covers and injective hulls. On the other hand, if pPerv(X)
has enough projectives (and injectives), we study under which conditions perverse func-
tors preserve projective covers and reduce to claim about local systems. The equivalence
between ii) and iii) follows from the fact that the (finite) sum of (isomorphism classes of)
projective covers of simple objects P = ⊕ni Pi is a projective generator for the category
pPerv(X). Hence, the functor HompPerv(X)(P,−) : pPerv(X) → Ap-mod is an equiva-
lence of categories where Ap = End(P)op. The equivalence between iii) and iv) follows
from the general theory of path algebras of a quiver with relations.
Theorem A holds for any perversity p on X, which can even be a non GM-perversity.
Furthermore, one can inductively apply the procedure given for the construction of pro-
jective covers to determine minimal projective resolutions (and dually, minimal injective
resolutions). Moreover, no complex structure is required on X. Indeed, we only used
topological information about the strata of X. One needs topological information on links
of strata in order to determine the algebra Ap. Theorem A extends a result in [BGS96],
where the equivalences between i), ii) and iii) are proven for an algebraic variety with the
middle perversity. We give some vanishing results for higher Ext-groups and we use these
calculations to give a bound on the global dimension of pPerv(X), under the hypothesis
of faithfulness. Therefore, if pPerv(X) is faithful in Dc(X) the previous result is enough
to guarantee the existence of a Serre functor.
We then focus on the quiver with relations (Qp(X), Ip(X)) which appears in Theorem
A. On one hand Qp(X) can be completely characterised in terms of topological information.
Its vertices are isomorphism classes of simple objects, while its arrows are given by Ext1-
groups between simple objects. Using the characterisation of simple objects as complexes
of sheaves one can express such information in terms of intersection cohomology group
of links. On the other hand, the structure of the constructible derived category is not
enough in order to determine the ideal of relations Ip(X). In fact, the information needed
to characterise Ip(X) is encoded in an A∞-structure on the endomorphism algebra of the
projective generator. Nevertheless, we can give a better understanding of the quadratic
part of the relations Ip(X) ⊂ Ip(X) using data contained in the structure of the ambient
triangulated category Dc(X). By working inductively and adding one closed stratum at
a time, we can determine the quadratic part of relations Ip(X). Again, the information
needed is determined by some intersection cohomology groups of links. For quadratic
algebras, for example Koszul algebras, this completely determines the ideal of relations,
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but a complete understanding of the ideal of relations relies on being able to study the
A∞-structure.
As a consequence of Theorem A, we have that one can associate to a topologically
stratified space X a family of finite dimensional algebras Ap indexed by the perversity.
Therefore, we focus on the representation theory of the algebras Ap. In order to do
so, we consider a closed stratum S and its open complement U in X. We then fix a
perverse sheaf F ∈ pPerv(U) and study its extensions E ∈ pPerv(X), with particular
attention to indecomposable ones. One can define the intermediate restriction functor
pi!∗ : pPerv(X)→ pPerv(S) in the same way that the intermediate extension functor has
been introduced. That is, the functor pi!∗ is defined as the image of the natural morphism
pi! → pi∗. An object E ∈ pPerv(X) such that pi!∗E ∼= 0 is called small. In the setting of
Theorem A being small is equivalent to the fact that E has no summands supported on
the stratum S. We then introduce two projection functors P!, P∗ : pPerv(X)→ pPerv(X)
which characterise extensions of F over S with no quotients and no sub-objects on S re-
spectively. There is also a natural morphism P! → P∗. We introduce extension pairs of
F ∈ pPerv(U), that is pairs of extensions of F which satisfy some conditions on their
quotients and sub-objects supported on S. We then prove the following result under the
(equivalent) conditions of Theorem A.
Theorem B. Let F ∈ pPerv(U) be a fixed perverse sheaf. There is a bijection{
Small Extensions E of
F∈pPerv(U)
}
/∼=
←→
{
Extension Pairs (A,B)
relative to F∈pPerv(U)
}
/∼=
.
Theorem B implies that we can use the projection functors P!, P∗ to get ‘coordinates’
on the indecomposable extensions of F ∈ pPerv(U) over the closed stratum S. Moreover,
this allows one to define the maximal extension which is the indecomposable extension
of F in correspondence with the extension pair (pj!F , pj∗F). In some cases, for example
complex algebraic varieties, this extension agrees with Beilinson’s maximal extension, see
[Bei87a, Rei10]. We then give a criterion for the indecomposability of an extension E of
F ∈ pPerv(U) over a closed stratum S as follows.
Theorem C. The extension E of F ∈ pPerv(U) over the closed stratum S is indecompos-
able if and only if E is small and the map P!E → P∗E does not split.
As a consequence of Theorems B and C, we have that in order to study the indecom-
posable extensions of a fixed F ∈ pPerv(U) over the closed stratum S, it is enough to
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understand pairs of objects (P!E , P∗E) such that the map P!E → P∗E does not split. One
can then vary the perversity and use this approach to study all indecomposable extensions
over a closed stratum for any perversity p on X. In fact, one can consider nearby perver-
sities, that is perversities obtained by varying the value on a closed union of strata by one
and study the relations between the new perverse hearts and the old one. This approach
is equivalent to considering a heart which is given by tilting at a certain torsion pair. In
some particular cases, for instance under the hypothesis that the starting heart is faithful,
we can characterise how tilting changes simple, injective and projective objects.
We then focus on some special cases. For instance, the category of p-perverse sheaves on
X = P1 stratified by a point and the open complement, that is with the affine stratification,
is known for all the meaningful GM-perversities, that is zero, middle and top perversity, see
[Woo09]. We study p-perverse sheaves on P2 with the affine stratification and it turns out
that we are able to completely describe pPerv(P2) for all the seven GM-perversities on P2.
For each case, we express simple objects as complexes of sheaves and use such characteri-
sation to determine the Ext-algebra. From this information we are able to determine the
Ext-quiver Qp(P2) and the relations Ip(P2). We then list all the indecomposable perverse
sheaves, as they are the indecomposable representations of the Ext-quiver with relations,
and determine the minimal projective resolutions for simple objects. We then organise this
data in the Auslander-Reiten quiver of the category pPerv(X) and find out if the consid-
ered heart is faithful or not using some ad hoc techniques. We note that mPerv(P2) is the
only faithful heart and that in one case we have an example of non-quadratic Ext-algebra.
Finally, working inductively on the dimension, we consider the case X = Pn with the affine
stratification, with particular attention to the case of the middle and zero perversity. We
note that for the zero perversity, one recovers the Auslander-Reiten quiver of the path
algebra over the Dynkin quiver An+1. For the middle perversity, we are able to generalise
some of the work done for n = 2. In particular, we propose a conjecture for the number of
indecomposable objects in mPerv(Pn) and calculate the global dimension. Moreover, we
give a conjectural picture of the Auslander-Reiten quiver of mPerv(Pn).
We end by posing some questions which might be interesting to investigate in future
research.
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1.1 Thesis Outline
In Chapter 2 we introduce the background material needed in the rest of this work. We
start by recalling facts about abelian categories. Indeed, many categories we are interested
in, such as finitely generated modules, representations of quivers and perverse sheaves
are abelian. We then recall some facts about triangulated categories, since the ambient
category we work in is the constructible derived category. Moreover, we point out some
facts about t-structures, which are used to define the category of p-perverse sheaves, and
tilting. We then focus on the algebraic side by recalling facts on finite dimensional algebras
and quivers with relations. Particular attention is given to Auslander-Reiten theory, as one
of our goals is to determine the Auslander-Reiten quiver of some categories of modules.
Finally, we present the topological setting we will use. We introduce the class of spaces we
will study, namely topologically stratified spaces, and the category of p-perverse sheaves.
We explain the six functor formalism that descends from the constructible derived category
to p-perverse sheaves and give some properties of the category pPerv(X) for a topologically
stratified space X. We conclude the chapter with some explicit examples.
In Chapter 3, we start analysing the situation of local systems. This is the situation we
aim to generalise and use as base case when working inductively on the number of strata.
We give a construction of projective covers for simple objects when X is a topologically
stratified space with finitely many strata, each with finite fundamental group and k is an
algebraic closed field with characteristic not dividing the order of the fundamental group
of strata. This result leads to Theorem A. We then explain some of the consequences of
such result. For example, one can inductively determine minimal projective (and injective)
resolutions and use this information to calculate the Auslander-Reiten translation. Finally,
we show that pPerv(X) has finite global dimension if it is a faithful heart.
In Chapter 4, we study the quiver description of the category of perverse sheaves as
representations of the Ext-quiver with relations. While the quiver can be characterised
in purely topological terms, one can only describe the quadratic part of the relations by
working in the constructible derived category. Indeed, the information needed to determine
the whole ideal of relations is encoded in an A∞-structure on the Ext-algebra. We show
that, if one adds one closed stratum at a time and works inductively, the information
required to determine the quadratic part of relations is determined by some intersection
cohomology groups of links.
In Chapter 5 we study indecomposable extensions over a closed stratum, that is perverse
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sheaves which are extensions of a fixed perverse sheaf supported on the open complement
of S. That is, we focus our attention on the Auslander-Reiten quiver of the category
pPerv(X). We give a criterion which allows us to identify indecomposable perverse sheaves.
Finally, we study nearby perversities, that is we are interested in the relation between a
fixed heart and its tilt at a torsion pair.
Chapter 6 is devoted to the study of some special cases. More particularly, we are
able to fully characterise the categories pPerv(P2) for all the meaningful GM-perversities,
where P2 has the affine stratification. We then generalise some results to the case of Pn
with the affine stratification with particular attention to the zero and middle perversity.
We conclude the chapter with some final remarks and some open questions.
Chapter 2
Background
This chapter is devoted to introducing all the background material which is used in the
rest of the thesis.
In Section 2.1, we present some tools from category theory employed in the other
chapters. We begin by defining abelian and triangulated categories and we explain some
of their features. We then briefly describe t-structures on triangulated categories, which
give a way to study abelian categories inside a triangulated category. Moreover, we explain
how torsion theories, a concept closely related to t-structures, allow us to study different
abelian subcategories of a triangulated one by the procedure of tilting.
In Section 2.2, we deal with the algebraic concepts used later on. We recall the defi-
nition and some important facts about finite dimensional algebras, quivers and their rep-
resentations. We then give a short introduction to Auslander-Reiten theory of a class of
algebras which contains finite dimensional algebras. More particularly, such theory aims
to study the representation theory of certain algebras, describing indecomposable objects
and irreducible morphisms between them.
Finally, in Section 2.3 we present the topological notions needed in the following chap-
ters. We introduce topologically stratified spaces, the class of spaces we are interested in,
we give some examples and we define the constructible derived category of such spaces. We
then give the definition of perversity function and introduce the abelian category of per-
verse sheaves on a topologically stratified space as the heart of the perverse t-structure on
the constructible derived category. We discuss important functors at the level of perverse
sheaves together with some important properties. We end the section with some special
cases and well-known examples of perverse sheaves.
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2.1 Categories
In this Section we recall some definitions from category theory. In particular, we will
briefly introduce additive, abelian and triangulated categories together with some of their
properties. The main references for this section are [HJR10] and [Lei14].
2.1.1 Abelian Categories
We introduce abelian categories and present some important features. Abelian categories
are a very important tool for our purposes. In particular, the category of perverse sheaves
will turn out to be abelian. Moreover, the category of finitely generated modules over
an algebra and the category of representations of a quiver with relations are other two
examples of abelian categories which will play a very important role in this thesis.
Definition 2.1.1.1. A category A is additive if the following conditions hold:
A1) For any pair of objects A,B ∈ A the set HomA(A,B) is an abelian group and the
composition
HomA(A,B)×HomA(B,C)→ HomA(A,C)
is bilinear.
A2) There exists a zero object 0 ∈ A which is both initial and final.
A3) For any pair of objects A,B ∈ A there exists a coproduct A⊕B ∈ A.
Definition 2.1.1.2. Let A be an additive category. An object A ∈ A is indecomposable
if it cannot be expressed as a non-trivial coproduct of objects of A, that is if A ∼= B ⊕ C
then either B = 0 or C = 0.
Let A be an additive category, the kernel of a morphism f ∈ HomA(A,B) is an
object K ∈ A together with a morphism k ∈ HomA(K,A) with f ◦ k = 0 and such that
for every morphism k′ ∈ HomA(K ′, A) with f ◦ k′ = 0 there exists a unique morphism
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g ∈ HomA(K ′,K) making the diagram
B
A K
K ′
f
k
0
k′
g
0
commute. Since ker f satisfies the above universal property, if it exists it is unique (up
to unique isomorphism). There is a dual notion to the one of kernel: the cokernel of a
morphism f ∈ HomA(A,B) is an object C ∈ A together with a morphism c ∈ HomA(B,C)
with c ◦ f = 0 and such that for every morphism c′ ∈ HomA(B,C ′) with c′ ◦ f = 0 there
exists a unique morphism g ∈ HomA(C,C ′) making the diagram
B
A C
C ′
c
c′
f
0
0
g
commute. Again, if the cokernel exists, it is unique (up to unique isomorphism). Moreover,
if the morphism k : ker f → A has a cokernel in A, it is called the coimage of f , that is
coimf = cokerk. Dually, if the morphism c : B → cokerf has a kernel in A, it is called
the image of f , that is imf = ker c. Furthermore, if a morphism f ∈ HomA(A,B) has
both coimage and image then, by their universal properties, there is a natural morphism
coimf → imf .
Definition 2.1.1.3. An additive category A is abelian if the following conditions are
satisfied:
A4) For any f ∈ HomA(A,B) there exist ker f and cokerf .
A5) For any f ∈ HomA(A,B) the morphism coimf → imf is an isomorphism.
Example 2.1.1.4. The category Ab of abelian groups, Vectk of vector spaces over a field
k are abelian categories. Let A be an abelian category and denote by C(A) the category of
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chain complexes in A, that is the category with objects A• = (An, dn)n∈Z, where An ∈ A
and dn ∈ HomA(An+1, An) are such that dn ◦ dn+1 = 0, and morphisms given by chain
maps, that is f ∈ HomC(A)(A•, B•) is a collection of morphisms {fn : An → Bn}n∈Z in A
such that fn ◦ dAn = dBn ◦ fn+1. The category C(A) of complexes in an abelian category A
is abelian, see [HJR10, Proposition 2.5]. The category of cochain complexes in A denoted
by Co(A), that is of chain complexes in Aop, is another example of an abelian category.
Definition 2.1.1.5. An abelian category A is k-linear if the groups HomA(A,B) are
equipped with a structure of k-vector space and the composition of maps is k-linear in each
argument.
We now recall some definitions of some important classes of morphisms in an abelian
category. In turn, this allows us to introduce sub-objects and quotients of a certain object.
Definition 2.1.1.6. Let A be an abelian category. A morphism f ∈ HomA(A,B) is
monic, or a monomorphism, if ker f = 0. We use the notation f : A ↪→ B. Dually,
f ∈ HomA(A,B) is epic, or an epimorphism, if cokerf = 0 and in such case we denote
it by f : A  B. Finally, f ∈ HomA(A,B) is an isomorphism if it is both monic and
epic. In this latter case we write A ∼= B.
Definition 2.1.1.7. Let A be an abelian category. Two monomorphisms f ∈ HomA(A,B)
and f ′ ∈ HomA(A′, B) are equivalent if there exists an isomorphism h ∈ HomA(A,A′)
such that f = f ′ ◦ h, that is if the diagram
A B
A′
f
h
f ′
commutes. Note that h is unique.
Definition 2.1.1.8. Let A be an abelian category. A sub-object of B ∈ A is an equiv-
alence class of monomorphisms f ∈ HomA(A,B). We refer to A as the sub-object of B
and we write A ⊂ B. Moreover, we denote by 0 and B the sub-objects of B which are
equivalence classes of 0 → B and idB : B → B. Dually, a quotient of B ∈ A is an
equivalence class of epimorphisms g ∈ HomA(B,C).
Remark 2.1.1.9. Note that one can define the operations of sum, denoted by
∑
, and
intersection, denoted by
⋂
, on sub-objects, see [Pop73, Section 2.6].
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Definition 2.1.1.10. Let A be an abelian category. An object A ∈ A is simple if it has
only 0 and A as sub-objects.
Definition 2.1.1.11. Let A be an abelian category. An object A ∈ A is semisimple if it
is a direct sum of simple objects.
Definition 2.1.1.12. Let A be an abelian category. A composition series for A ∈ A is
a finite sequence of monomorphisms
0 = A0 ↪→ A1 ↪→ . . . ↪→ An−1 ↪→ An = A
such that the quotient Ai/Ai−1 is a simple object ∀i. The integer `(A) = n is called the
length of A.
Definition 2.1.1.13. An abelian category is finite length if every object has a composi-
tion series as in Definition 2.1.1.12.
Remark 2.1.1.14. The length `(A) of an object A ∈ A in a finite length category is well-
defined by the Jordan-Ho¨lder Theorem for abelian categories, see [Ses67, Theorem 2.1].
Definition 2.1.1.15. Let A be an abelian category. We say that:
i) A is noetherian if for every A ∈ A every ascending chain of sub-objects of A
stabilises.
ii) A is artinian if for every A ∈ A every descending chain of sub-objects of A stabilises.
Definition 2.1.1.16. Let A be an abelian category. An exact sequence in A is a sequence
of objects and composable morphisms in A of the form
. . .→ Ai−1 fi−1−→ Ai fi−→ Ai+1 → . . .
such that imfi−1 = ker fi. A short exact sequence in A is an exact sequence of the form
0→ A f−→ B g−→ C → 0
where f is monic, g is epic and imf ∼= ker g.
Remark 2.1.1.17. Let A be an abelian category. For any two objects A,B ∈ A and for
any n ≥ 0 we can define the abelian groups ExtnA(A,B), called the (Yoneda) Ext-groups,
by setting:
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i) Ext0A(A,B) = HomA(A,B).
ii) Ext1A(A,B) to be the set of equivalence classes of extensions of A by B, that is of
short exact sequences of the form 0→ B → E → A→ 0 in A, where two extensions
are equivalent if there is a commutative diagram
0 B E A 0
0 B E′ A 0
.
The Baer sum gives Ext1A(A,B) the structure of abelian group, with the trivial exten-
sion, that is the one with middle term E ∼= A⊕B, which serves as the zero element,
see [Mit65, Chapter VII, Theorem 1.5].
iii) The higher Ext-groups ExtnA(A,B) are defined as equivalence classes of n-extensions,
that is of exact sequences 0→ B → Xn → . . .→ X1 → A→ 0, where two extensions
are equivalent if there is a commutative diagram
0 B Xn . . . X1 A 0
0 B X ′n . . . X ′1 A 0
.
Again, the Baer sum gives ExtnA(A,B) the structure of abelian group.
2.1.2 Simple, Projective and Injective Objects
Some particular objects, namely simple, projective and dually injective objects, play a
central role in the context of abelian categories.
Definition 2.1.2.1. Let A be an abelian category. An object P ∈ A is projective if one
of the following equivalent conditions hold:
i) HomA(P,−) is exact.
ii) Ext1A(P,−) = 0.
iii) For any epimorphism ϕ ∈ HomA(A,B) and morphism f ∈ HomA(P,B) there exists
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a morphism f ′ ∈ HomA(P,A) such that the diagram
P
A B
∃f ′
f
ϕ
commutes, that is f = ϕ ◦ f ′.
iv) Any epimorphism A P splits.
We briefly sketch the equivalences between the four conditions of Definition 2.1.2.1.
ii)⇒i): Let 0→ A→ B → C → 0 be a short exact sequence in A. Then applying the left
exact functor HomA(P,−) to it yields the long exact sequence
0→ HomA(P,A)→ HomA(P,B)→ HomA(P,C)→ Ext1A(P,A)→ . . .
If Ext1A(P,−) = 0, then HomA(P,−) is also right exact and hence exact.
i)⇐⇒ iii): If HomA(P,−) is exact, then for any epimorphism ϕ : A  B we have
HomA(P,A)  HomA(P,B). Therefore, for any epimorphism ϕ ∈ HomA(A,B) and
f ∈ HomA(P,B) there exists f ′ ∈ HomA(A,B) such that ϕ ◦ f ′ = f . Vice versa, the
lifting property implies that there is an epimorphism HomA(P,A)  HomA(P,B)
for any A B in A, hence HomA(P,−) is exact.
i)⇒iv): If we apply the exact functor HomA(P,−) to an epimorphism α : A  B in A
we get HomA(P,A)  HomA(P,B). Hence, the identity idP : P → P lifts to a
morphism P → A and therefore α splits.
iv)⇒ii): If any epimorphism α : A B in A splits, then so does any short exact sequence
of the form 0→ kerα→ A→ P → 0, hence Ext1A(P,−) = 0.
Definition 2.1.2.2. An abelian category A has enough projectives if any object is a
quotient of a projective object.
Definition 2.1.2.3. Let A be an abelian category. A projective cover of an object A ∈ A
is a pair (P, pi) such that:
i) P ∈ A is projective.
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ii) There exists an epimorphism pi ∈ HomA(P,A).
iii) If the diagram
P P
A
pi
α
pi
commutes, then α is an isomorphism.
Remark 2.1.2.4. Often we abuse terminology by referring to P as the projective cover
leaving the map pi in the definition of projective cover as understood. Note that if a projec-
tive cover exists it is unique up to isomorphism, see [Kra14, Corollary 3.5]. Furthermore,
the projective cover of a simple object is indecomposable, see [Kra14, Lemma 3.6].
Definition 2.1.2.5. Let A be a Hom-finite Krull-Schmidt abelian category. A projective
generator of A is an object PA ∈ A satisfying the following two properties:
i) PA is projective.
ii) For any object S ∈ A there is an epimorphism PnA  S for some n ∈ N.
For finite length categories with finitely many simple objects, we can give another
characterisation of projective covers of simple objects.
Lemma 2.1.2.6. Let A be a k-linear category of finite length with finitely many simple
objects {Si | i ∈ I}. An object P ∈ A is the projective cover of Si if:
i) HomA(P, Sk) ∼=
k if k = i0 otherwise.
ii) Ext1A(P,−) = 0.
Proof. First note that if there is a morphism pi : P → Si, then it is an epimorphism.
Indeed, its cokernel is the quotient of Si by a non-zero sub-object. Since Si is simple such
sub-object must be Si, hence cokerpi = 0. Moreover, P is indecomposable as if P = P
′⊕P ′′
without loss of generality we can assume HomA(P
′, Si) = 0. Hence HomA(P ′, Sk) = 0 for
any k ∈ I and so P ′ = 0. Let us consider the commutative diagram
P P
Si
α
pi pi
.
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Since P is indecomposable, by the Fitting Lemma, see [Kra14, Lemma 5.3], α is either
nilpotent or invertible. If α is nilpotent, that is ∃n such that αn = 0, we have
pi = piαn = 0
which is a contradiction. Thus α is invertible. Finally condition ii) implies that P is
projective, therefore P is the projective cover of Si.
Definition 2.1.2.7. Let A be an abelian category. A projective resolution of an object
A ∈ A is a chain complex
P• = . . .→ Pk → . . .→ P1 → P0 → 0→ . . .
with Pi ∈ A projective ∀i, such that there is P0 → A for which
. . .
dk−→ Pk dk−1−→ Pk−1 dk−2−→ . . .→ P1 d0−→ P0 p0−→ A→ 0
is exact. A projective resolution is minimal if P0 is the projective cover of A, P1 is the
projective cover of ker p0 and Pi is the projective cover of ker(di−2) for any i ≥ 2.
All the above material regarding projective objects has a completely dual counterpart
in terms of injective objects.
Definition 2.1.2.8. Let A be an abelian category. An object I ∈ A is injective if one of
the following equivalent conditions hold:
i) HomA(−, I) is exact.
ii) Ext1A(−, I) = 0.
iii) For any monomorphism ϕ ∈ HomA(A,B) and map f ∈ HomA(A, I) there exists
f ′ ∈ HomA(B, I) such that the diagram
A B
I
f
ϕ
∃f ′
commutes, that is f = f ′ ◦ ϕ.
Chapter 2. Background 19
iv) Any monomorphism I ↪→ A splits.
Definition 2.1.2.9. An abelian category A has enough injectives if any object is a
sub-object of an injective object.
Definition 2.1.2.10. Let A be an abelian category. An injective hull of an object A ∈ A
is a pair (I, i) such that:
i) I ∈ A is injective.
ii) There exists a monomorphism i ∈ HomA(A, I).
iii) If the diagram
A
P P
ii
α
is commutative, then α is an isomorphism.
Remark 2.1.2.11. Dually to Remark 2.1.2.4, the map in the definition of injective hull is
often left as understood. Moreover, if an injective hull exists it is unique up to isomorphism
and the injective hull of a simple object is indecomposable.
Lemma 2.1.2.12. Let A be a k-linear category of finite length with finitely many simple
objects {Si | i ∈ I}. An object I ∈ A is the injective hull of Si if:
i) HomA(Sk, I) ∼=
k if k = i0 otherwise.
ii) Ext1A(−, I) = 0.
Proof. One can use the dual argument to the one in the proof of Lemma 2.1.2.6.
Definition 2.1.2.13. Let A be an abelian category. An injective resolution of an object
A ∈ A is a cochain complex
I• = . . .→ 0→ I0 → I1 → . . .→ Ik → . . .
where In ∈ A are injective objects ∀n such that there is A→ I0 for which
0→ A i0−→ I0 d0−→ I1 d1−→ . . . dk−1−→ Ik dk−→ Ik+1 dk+1−→ . . .
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is exact. An injective resolution is minimal if I0 is the injective hull of A, I1 is the
injective hull of cokeri0 and In is the injective hull of coker(dn−2) for any n ≥ 2.
Let k be an algebraically closed field and A a finite dimensional k-algebra. We denote by
A-Mod the category of (right) modules over the algebra A. A right A-module M ∈ A-Mod
is finitely generated by the elements m1, . . . ,mn ∈ M if any m ∈ M can be written as
m = m1a1 + . . . + mnan for some a1, . . . , an ∈ A. We denote by A-mod the full abelian
subcategory of A-Mod consisting of finitely generated modules.
We now recall the Freyd-Mitchell embedding theorem, which provides a bridge between
abelian categories and categories of modules over a ring.
Theorem 2.1.2.14 (Freyd-Mitchell). Every small abelian category A admits a full, faithful
and exact functor
A → R-Mod
for a ring R. In particular, A is equivalent to a full subcategory of R-Mod.
The above result allows us to state some important definitions and results for the
category of modules, the case the literature mostly deals with. In the rest of the thesis, we
will only deal with the specific case of modules over a finite dimensional algebra A.
Definition 2.1.2.15. The radical of a module M ∈ A-Mod is given by
rad(M) =
⋂
{N ⊆M | M/N is simple} ⊆M.
Definition 2.1.2.16. The head (or top) of a finitely generated module M ∈ A-mod is
given by
top(M) = M/rad(M).
Remark 2.1.2.17. The head top(M) of a module M ∈ A-mod is semisimple, see [ASS06,
I, Corollary 3.8].
Lemma 2.1.2.18. The projective cover of a finitely generated module M ∈ A-mod coin-
cides with the projective cover of its head.
Proof. Let us consider the diagram
P(top(M))
0 rad(M) M top(M) 0
α
Chapter 2. Background 21
where P(−) denotes the projective cover of an object. Then, M = rad(M) + imα, but
the fact that M is finitely generated is equivalent to rad(M) being superfluous, see [AF92,
Theorem 10.4]. Therefore, M ∼= imα and P(M) ∼= P(top(M))
The radical of a module has a dual notion, the socle of a module.
Definition 2.1.2.19. The socle of a module M ∈ A-Mod is given by
soc(M) =
∑
{N ⊆M | N simple}.
Theorem 2.1.2.20. There is a one-to-one correspondence (up to isomorphism) between
simple modules, indecomposable projectives modules and indecomposable injectives modules.
That is there are bijections
{
indecomposable
injective objects
} {
simple
objects
} {
indecomposable
projective objects
}I 7→soc(I) S 7→PS
IS←[S top(P )← [P .
Proof. See [Lei15, Theorem 7.1] for the right hand side and use duality to get the left hand
side.
2.1.3 Triangulated Categories
In this section we introduce triangulated categories, introduced for the first time by Jean-
Louis Verdier in his thesis in 1963. Triangulated categories provide a very general and
flexible setting which allows us to do homological algebra. For example, the notion of short
exact sequence is replaced by triangles. In particular, triangulated categories axiomatise
the structure of the derived category of an abelian category which, in general, is not abelian.
The main references for this section are [HJR10, GM13, GM94].
Definition 2.1.3.1. Let T be an additive category and Σ : T → T be an additive auto-
equivalence. A triangle in T is a sequence of objects and morphisms in T of the form
X Y Z ΣX.u v w
Definition 2.1.3.2. A morphism of triangles is a commutative diagram in T of the
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form
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
u
f
v
g
w
h Σf
u′ v′ w′
.
Definition 2.1.3.3. A triangulated category is a triple (T ,Σ,D) where T is an additive
category, Σ : T → T is an additive auto-equivalence and D is a class of triangles, called
distinguished triangles, satisfying the following axioms:
TR0) Any triangle isomorphic to a distinguished triangle is a distinguished triangle.
TR1) For any object X ∈ T the triangle
X X 0 ΣXid
is a distinguished triangle.
TR2) For every morphism f ∈ HomT (X,Y ) there is a distinguished triangle of the form
X Y Z ΣX.
f
TR3) The triangle
X Y Z ΣXu v w
is distinguished if and only if the triangle
Y Z ΣX ΣYv w
−Σu
is distinguished.
TR4) Given two distinguished triangles, any commutative diagram of the form
X Y Z ΣX
X ′ Y ′ Z ′ ΣX ′
u
f
v
g
w
Σf
u′ v′ w′
can be competed (not necessarily uniquely) to a morphism of triangles.
Chapter 2. Background 23
TR5) Octahedral axiom: given three distinguished triangles
X Y Z ′ ΣX
Y Z X ′ ΣY
X Z Y ′ ΣX
u
v
v◦u
there exists a distinguished triangle
Z ′ Y ′ X ′ ΣZ ′
making the following diagram
X Y Z ′ ΣX
X Z Y ′ ΣX
Y Z X ′ ΣY
Z ′ Y ′ X ′ ΣZ ′
u
idX v idΣX
v◦u
u idZ Σu
v
idX′
commute.
Remark 2.1.3.4. Axiom TR5) in Definition 2.1.3.3 is called octahedral axiom since in
Verdier’s thesis the objects and morphisms involved are organised as vertices and edges of an
octahedron. In particular, four of the faces of the octahedron are distinguished triangles. In
[BBD82], the same axiom is presented using the picture of two pyramids which represent the
lower and upper cap of the octahedron. Moreover, if one can express the third terms in the
three triangles of TR5) as Z ′ = Y/X, X ′ = Z/Y and Y ′ = Z/X the existence of the fourth
triangle gives the Third Isomorphism Theorem as one can write Z/Y = (Z/X)/(Y/X).
Example 2.1.3.5. Let A be an abelian category and let denote by Cb(A) the category of
bounded chain complexes in A, that is complexes A• = (An, dn)n∈Z such that An = 0 for
|n| > k for some k ∈ Z. One can introduce the notion of homotopy between two morphisms
in Cb(A), see [HJR10, Section 1.2]. Then, one can define the bounded homotopy category
Kb(A) as the category having same objects as Cb(A) and equivalence classes of morphisms
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in Cb(A) modulo homotopy, see [HJR10, Definition 1.6]. While the category Cb(A) is
abelian, see [HJR10, Proposition 2.5], the homotopy category Kb(A) in general is not. The
failure of condition A4) of Definition 2.1.1.3 is given in [HJR10, Example 2.6] for A = Ab.
On the other hand, the bounded homotopy category Kb(A) is triangulated, see [HJR10,
Theorem 6.7]. Moreover, one can define the bounded derived category of A, denoted by
Db(A), by localising Kb(A) at the class of quasi-isomorphisms, that is morphisms in Kb(A)
which induce an isomorphism in homology. The bounded derived category of A turns out
to be another example of triangulated category, see [HJR10, Theorem 7.18].
The construction described in Example 2.1.3.5 works for the bounded below, bounded
above and unbounded cases as well. In order to avoid some technicalities, in this thesis
we will always deal with the bounded situation, therefore in the rest of this thesis we will
write D(A) for the bounded derived category of A.
Definition 2.1.3.6. Let T be a triangulated category and A an abelian category. An
additive functor H : T → A is cohomological if for any distinguished triangle (in T )
X Y Z ΣX
the sequence
H (X)→ H (Y )→ H (Z)
is exact (in A).
Remark 2.1.3.7. Let H be a cohomological functor as in Definition 2.1.3.6, if we set
H i(X) = H (ΣiX) = H ◦ ΣiX
then the sequence
. . .→ H i−1(Z)→ H i(X)→ H i(Y )→ H i(Z)→ H i+1(X)→ . . .
is exact by axiom TR3).
Example 2.1.3.8. Let T be a triangulated category. For any X ∈ T the functor
HomT (X,−) : T → Ab
is cohomological, see [GM94, Chapter 5, 1.6].
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Definition 2.1.3.9. Let T be a triangulated category and X,Y ∈ T . The Ext-groups in
the triangulated category T are defined as
ExtnT (X,Y ) = HomT (X,Y [n]).
A crucial problem is trying to relate the above Definition of Ext-groups in a triangulated
category with the notion of Yoneda Ext-groups, see Remark 2.1.1.17. For now, if A is
an abelian category and T = D(A) then ExtnT (X,Y ) = ExtnA(X,Y ) for X,Y ∈ A ⊂ T ,
considering the objects X and Y as complexes concentrated in degree zero. We will further
discuss this in the next sections.
2.1.4 t-structures
We now present the crucial concept of t-structure on a triangulated category which allows
us to study certain abelian categories inside a triangulated category. The main reference
for this part is [BBD82] as well as [Dim04, KS13].
First, we recall several definitions from general category theory.
Definition 2.1.4.1. Let A be a category. A subcategory B ⊂ A is full if
HomB(A,B) ∼= HomA(A,B) ∀A,B ∈ B.
Definition 2.1.4.2. A subcategory B of A is strictly full if it is full and closed under
isomorphism, that is given B ∈ B whenever B′ ∼= B then B′ ∈ B.
Definition 2.1.4.3. Let B be a subcategory of a category A. The right orthogonal to
B is the full subcategory
B⊥ = {A ∈ A | HomA(B,A) = 0 ∀B ∈ B}.
Dually, the left orthogonal to B is the full subcategory
⊥B = {A ∈ A | HomA(A,B) = 0 ∀B ∈ B}.
Definition 2.1.4.4. Let T be a triangulated category. A full subcategory S ⊂ T is
extension-closed if whenever X → Y → Z → X[1] is a triangle in T with X,Z ∈ S
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then Y ∈ S. The extension-closed subcategory of T generated by S is the smallest
extension-closed full subcategory of T containing S. We denote it by 〈S〉.
Definition 2.1.4.5. A t-structure on a triangulated category T is a pair (T ≤0, T ≥0) of
strictly full subcategories of T such that by setting T ≤n = Σ−nT ≤0 and T ≥n = Σ−nT ≥0
for any n ∈ Z the following properties are satisfied:
i) HomT (X,Y ) = 0 if X ∈ T ≤0 and Y ∈ T ≥1.
ii) T ≤0 ⊂ T ≤1.
iii) For any object X ∈ T there exists a distinguished triangle
A X B ΣA
with A ∈ T ≤0 and B ∈ T ≥1.
Definition 2.1.4.6. A t-structure (T ≤0, T ≥0) on a triangulated category T is bounded
if
T =
⋃
n≥0
(T ≤n ∩ T ≥n) .
Definition 2.1.4.7. Let T and D be two triangulated categories equipped with t-structures
(T ≤0, T ≥0) and (D≤0,D≥0). A functor F : T → D is left (resp right) t-exact if
F (T ≥0) ⊂ D≥0 (resp. if F (T ≤0) ⊂ D≤0). We say that F is t-exact if it is both left and
right t-exact.
Proposition 2.1.4.8. [BBD82, 1.3.3 and 1.3.5] Let (T ≤0, T ≥0) be a t-structure on a
triangulated category T .
i) The inclusion of the subcategory T ≤n in T (respectively of T ≥n in T ) has a right
adjoint τ≤n (respectively a left adjoint τ≥n).
ii) For any object X ∈ T there exists a unique d ∈ Ext1T (τ≥1X, τ≤0X) such that the
triangle
τ≤0X X τ≥1X Στ≤0X
d
is distinguished.
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iii) For any a ≤ b and any X ∈ T there exists a unique isomorphism
γ : τ≥aτ≤bX → τ≤bτ≥aX
such that the diagram
τ≤bX X τ≥aX
τ≥aτ≤bX τ≤bτ≥aX
γ
is commutative.
We now present the notion of the heart of a t-structure which will turn out to be an
abelian subcategory of the ambient triangulated category.
Definition 2.1.4.9. Let (T ≤0, T ≥0) be a t-structure on a triangulated category T , then
H = T ≤0 ∩ T ≥0
is the heart of the t-structure.
Theorem 2.1.4.10. [BBD82, 1.3.6] The heart H of a bounded t-structure (T ≤0, T ≥0) on
a triangulated category T is an abelian category stable under extensions.
Proposition 2.1.4.11. [BBD82, 1.3.6 and 1.3.7] Let H be the heart of a t-structure
(T ≤0, T ≥0) on a triangulated category T .
i) The functor H0 := τ≥0τ≤0 : T → H is cohomological.
ii) We have that X ∈ T ≤0 (respectively X ∈ T ≥0) if and only if H i(X) = 0 for i > 0
(respectively H i(X) = 0 for i < 0), where H i(X) := H0(X[i]).
Remark 2.1.4.12. A bounded t-structure (T ≤0, T ≥0) on a triangulated category T is
completely determined by its heart H, since
T ≤0 = 〈H,ΣH,Σ2H, . . .〉
is the extension-closure of the positive shifts of the heart and similarly
T ≥1 = 〈Σ−1H,Σ2H, . . .〉.
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Example 2.1.4.13. ([Dim04, Example 5.1.3]) Let D(A) be the bounded derived category
of an abelian category A. There is natural t-structure on D(A) given by
Ob(T ≤0) = {K ∈ D(A) : H i(K) = 0 ∀i > n}
Ob(T ≥0) = {K ∈ D(A) : H i(K) = 0 ∀i < n},
where H : D(A)→ A denotes the standard cohomology functor.
2.1.5 Torsion Pairs and HRS-tilting
In this section, we first recall the notion of faithful heart and discuss some related facts.
Then, we introduce torsion pairs in an abelian category and generally in a triangulated
category. The notion of torsion pair is closely related to the one of t-structure. Moreover,
one can study new abelian categories inside the derived category as the product of a tilt
at a torsion pair. The main references for this part are [HRS96] and [CHZ18].
Definition 2.1.5.1. The heart H of a t-structure (T ≤0, T ≥0) on a triangulated category
T is faithful if there is an equivalence
D(H)→ T
restricting to an equivalence between the natural heart in D(H) and the heart H in T .
Note that in general, there is not even a functor D(H) → T . The concept of faithful
heart is very important as it gives a way to extract information about a triangulated
category using data from an abelian subcategory.
Theorem 2.1.5.2. [GM94, Chapter 5, Theorem 3.7.3] Let H be the heart of a bounded
t-structure on a triangulated category T and F : Db(H) → T a t-exact functor. Then, F
is an equivalence of categories if and only if Ext∗T is generated by Ext
1
H.
Remark 2.1.5.3. Note that, if the heart H is faithful we have that ExtkT (X,Y ) are gener-
ated by Ext1H(X,Y ) for any k ≥ 0, therefore any Ext-group in T can be calculated in terms
of Yoneda Ext-groups in the abelian category H. On the other hand, if H is not faithful,
we have natural isomorphisms
ExtiT (X,Y ) ∼= ExtiH(X,Y ) ∀i ≤ 1
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but not necessarily any obvious relation between these groups for i ≥ 2.
We now recall a possible definition of a torsion pair in a triangulated category.
Definition 2.1.5.4. A torsion pair in a triangulated category T is a pair of strictly full
subcategories (X ,Y) of T satisfying the following conditions:
i) HomT (X ,Y) = 0, that is HomT (X,Y ) = 0 for any X ∈ X and Y ∈ Y.
ii) ΣX ⊆ X and Σ−1Y ⊆ Y.
iii) For any object T ∈ T there exists a triangle (in T )
X → T → Y → ΣX
such that X ∈ X and Y ∈ Y.
The subcategories X and Y are called the torsion class and torsion-free class
respectively.
Note that in the literature one can find Definition 2.1.5.4 without condition ii) as the
definition of a torsion pair in a triangulated category. The following proposition shows
there is a very close relation between a torsion pair and a t-structure in a triangulated
category T .
Proposition 2.1.5.5. [BR07, Proposition 2.13] Let T be a triangulated category. The
maps
Φ : (X ,Y)→ (X ,ΣY)
Ψ : (T ≤0, T ≥0)→ (T ≤0, T ≥1)
are naturally inverse bijections between torsion pairs and t-structures in T .
Similarly, one can also consider torsion pairs in an abelian category.
Definition 2.1.5.6. A torsion pair in an abelian category A consists of a pair of full
subcategories (T ,F ) such that:
i) HomA(T ,F ) = 0, that is HomA(T, F ) = 0 for any T ∈ T and F ∈ F .
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ii) For any object A ∈ A there exists a unique short exact sequence (up to isomorphism)
0→ T → A→ F → 0
where T ∈ T and F ∈ F .
The subcategories T and F are called the torsion class and torsion-free class
respectively.
Remark 2.1.5.7. Let (T ,F ) be a torsion pair in an abelian category A, then, see dis-
cussion following [BR07, Definition 1.1]:
i) T is closed under factors, extensions and coproducts while F is closed under sub-
objects, extensions and products.
ii) We have T ⊥ = F and ⊥F = T .
iii) If A is locally small complete and cocomplete then any full subcategory of A closed
under factors, extensions and coproducts is a torsion class while any full subcategory
of A closed under sub-objects, extensions and products is a torsion-free class. The
same holds under the milder assumption that A is noetherian, [LS18, Proposition
3.5].
We now recall the procedure of tilting, which allows one to produce a new heart starting
from a torsion pair in a triangulated category.
Definition 2.1.5.8. Let A be the heart of a t-structure on T and (T ,F ) a torsion pair
in A. Then the category
B = {X ∈ T | H−1(X) ∈ F , H0(X) ∈ T , H i(X) = 0 ∀i 6= −1, 0}
is the forward HRS-tilt of A with respect to the torsion pair (T ,F ), where H i are the
cohomological functors associated to the t-structure with heart A.
Theorem 2.1.5.9. [BR07, Theorem 3.1] There is a bijection between torsion pairs in A
and hearts B with B ⊂ 〈A,ΣA〉.
In general, a heart of a t-structure need not to be faithful in the sense of Definition
2.1.5.1. Indeed, as pointed out in Remark 2.1.5.3, there might not be a way to compare
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the derived category of a heart to the ambient triangulated category. On the other hand,
the following results gives equivalent conditions to have a derived equivalence between a
faithful heart and its tilt at a torsion pair.
Remark 2.1.5.10. Let T be a triangulated category with a bounded t-structure (T ≤0, T ≥0)
and heart H. A realisation functor, see [BBD82, Section 3.1], is a triangulated functor
G : D(H) → T which is t-exact and such that G|H = idH. Such functor G exists when
T is algebraic in the sense of [Kel06], that is when T is equivalent to the stable category
of a Frobenius category. Examples of algebraic triangulated categories include homotopy
and derived categories of abelian categories, see [Sch08]. Therefore, in our setting, the
realisation functor G always exists.
Theorem 2.1.5.11. [CHZ18, Theorem A] Let A be an abelian category with a torsion
pair (T ,F ). Let B be the forward HRS-tilt in D(A) and let G : D(A) → D(B) be the
realisation functor. Then the following conditions are equivalent:
1) G is an equivalence.
2) A lies in the essential image of G.
3) Any object A ∈ A fits into an exact sequence of the form
0→ F 0 → F 1 → A→ T 0 → T 1 → 0
with F i ∈ F and T i ∈ T , such that the corresponding class in the third Yoneda
extension group Ext3A(T 1, F 0) vanishes.
2.2 Algebra and Representation Theory
In this section we recall some basic and well-known facts about algebras, quivers and briefly
introduce Auslander-Reiten theory. The main references for this part are [ARS97, ASS06]
as well as [DK12, Bar15, Sch14].
2.2.1 Finite Dimensional Algebras
We introduce the class of finite dimensional algebras together with some important prop-
erties, see [DK12, Bar15].
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Definition 2.2.1.1. Let k be a field, a k-algebra is a ring A with an identity element,
denoted by 1, such that A has a k-vector space structure compatible with the multiplication.
An algebra A is finite dimensional if the dimension of the k-vector space A is finite.
In what follows, for a k-algebra A, we will denote by A-Mod the category of (right)
A-modules and by A-mod the full subcategory of finitely generated (right) A-modules.
Remark 2.2.1.2. Let A be an algebra. The category A-mod is a k-linear category in the
sense of Definition 2.1.1.5.
Definition 2.2.1.3. An element of an algebra e ∈ A is called idempotent if e2 = e. Two
idempotents e, e′ ∈ A are orthogonal if ee′ = e′e = 0. An idempotent e 6= 0 is primitive
if for any two orthogonal idempotents e′, e′′ ∈ A with e′ + e′′ = e we have either e′ = 0
or e′′ = 0. A set {e1, . . . , en} of pairwise orthogonal idempotents is called complete if∑n
i=1 ei = 1.
Definition 2.2.1.4. An algebra A is basic if there exists a complete set of pairwise or-
thogonal, primitive idempotents.
Finite length k-linear categories, see Definitions 2.1.1.5 and 2.1.1.13, are equivalent to
a module category whenever they have a projective generator, see Definition 2.1.2.5. In
particular, we have the following characterisation.
Proposition 2.2.1.5. [Bas68, Chapter II, Exercise after Theorem 1.3] Let C be a finite
length k-linear abelian category (with finite dimensional morphism spaces). Then C has a
projective generator if and only if there is an exact equivalence C ' A-mod between C and
the category of finite dimensional (right) modules over a finite dimensional k-algebra A.
Often it is helpful to study finite dimensional algebras such that the categories of
modules over them are equivalent.
Definition 2.2.1.6. Two finite dimensional algebras A and B are Morita equivalent if
A-mod ' B-mod.
Remark 2.2.1.7. Morita equivalence preserves finite dimensionality, in the sense that if
A is finite dimensional and B is Morita equivalent to A, then B is also finite dimensional,
see [AF92, Corollary 22.7].
The next two propositions give important characterisations of finite dimensional alge-
bras.
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Proposition 2.2.1.8. [Bar15, Proposition 3.16] For any finite dimensional algebra A
there exists a basic finite dimensional algebra Morita equivalent to A.
Proposition 2.2.1.9. [ASS06, I, Proposition 6.2] Let k be an algebraically closed field
and A a finite dimensional k-algebra.
i) A is basic if and only if the algebra A/rad(A) ∼= k× k× . . .× k.
ii) Every simple module over a basic k-algebra is one dimensional.
We now introduce the notion of representation type of an algebra, which is given in
terms of the number of (isomorphism classes of) indecomposable A-modules.
Definition 2.2.1.10. A k-algebra A has finite representation type if there are only
finitely many finite dimensional indecomposable A-modules up to isomorphism. Otherwise,
A is said to be of infinite representation type.
Example 2.2.1.11. Let k be an algebraically closed field.
i) The algebra A = k[x]/(xn) has finite representation type. Indeed, any A-module M is
a vector space together with a linear map φ : M →M such that φn = 0. If we write
φ as a matrix, the corresponding Jordan canonical form for φ is a block diagonal
matrix where each block is a t× t matrix of the form
Jt(0) =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0

for some t ≤ n. Therefore, M is indecomposable if there is only one such block.
Hence, there are exactly n isomorphism classes of indecomposable, one for each di-
mension.
ii) The algebra B = k[x, y]/(x2, y2) has infinite representation type. Let M = k2n for
some n ≥ 1 and pick λ ∈ k. Let make x and y act by
X =
(
0 In
0 0
)
and Y =
(
0 Jn(λ)
0 0
)
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where In is the n × n identity matrix and Jn(λ) = Jn(0) + λIn. Then, since X2 =
Y 2 = 0 and XY = Y X = 0, this defines a B-module. One can check that it is
indecomposable and non-isomorphic for different values of n and λ.
2.2.2 Quivers
In this section, we review some definitions about quivers and their representations, see
[Sch14].
Definition 2.2.2.1. A (finite) quiver Q = (Q0,Q1) is a directed graph where Q0 is the
(finite) set of vertices and Q1 is the (finite) set of arrows. For an arrow α ∈ Q1 of the
form α : i → j the source map s : Q1 → Q0 and target map t : Q1 → Q0 are defined as
s(α) = i and t(α) = j respectively.
Definition 2.2.2.2. A quiver Q is connected if so is its underlying graph Q.
Definition 2.2.2.3. Let Q be a quiver, a k-linear representation of Q is a pair M =
(Mei , φα) such that:
i) For any ei ∈ Q0 there is an associated k-vector space Mei.
ii) for any arrow α ∈ Q1 of the form α : ei → ej there is an associated k-linear map
φα : Mei →Mej .
A representation M is finite dimensional if each Mei is a finite dimensional k-vector
space.
Definition 2.2.2.4. Let M = (Mei , φα) and M
′ = (M ′ei , φ
′
α) be two representations of a
quiver Q. A morphism of representations f : M → M ′ is a family of k-linear maps
fei : Mei →M ′ei for ei ∈ Q0 compatible with the maps φα, that is such that the diagram
Mei Mej
M ′ei M
′
ej
φα
fei fej
φ′α
is commutative.
We denote by Rep(Q) the category of k-linear representation of a quiver Q and by
rep(Q) ⊂ Rep(Q) the full subcategory consisting of finite dimensional representations of
Q. In particular, we have the following result.
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Lemma 2.2.2.5. [ASS06, III.1.3] Let Q be a finite quiver. The categories Rep(Q) and
rep(Q) are abelian.
Definition 2.2.2.6. Let A be a k-linear category (with finitely many simple objects) such
that ExtnA(A,B) are finite dimensional for any A,B ∈ A and any n ∈ N. The Ext-quiver
of A has a vertex for each simple object S ∈ A and dim Ext1A(Si, Sj)∨ arrows from the
vertex labelled by Si to the vertex labelled by Sj.
The following Lemma gives a criterion to check if a representation of a quiver is inde-
composable.
Lemma 2.2.2.7. [EH18, Lemma 9.11] Let M ∈ rep(Q). M is indecomposable if and only
if the only homomorphisms of representations φ : M → M such that φ2 = φ are the zero
homomorphism and the identity.
Given a quiver Q, we can construct an algebra from it.
Definition 2.2.2.8. A path in a quiver Q is either a sequence of arrows α1 . . . αn such
that t(αi) = s(αi+1) for each 1 ≤ i ≤ n or a vertex ei ∈ Q0 which is called a trivial path.
Definition 2.2.2.9. The path algebra of a quiver Q over a field k is the k-vector space
of all paths in Q with multiplication given by concatenation of paths, that is if p and q are
paths in Q then
p · q =
pq if s(q) = t(p)0 otherwise
where one extends the functions s and t to the set of all paths.
The next result gives a characterisation of finite representation type path algebras.
Theorem 2.2.2.10 (Gabriel). Let Q be a finite quiver. Then, kQ has finite representation
type if and only if Q is a disjoint union of Dynkin diagrams of type ADE.
Definition 2.2.2.11. Let Q be a finite connected quiver, the (two-sided) ideal RQ of kQ
generated by Q1 is called the arrow ideal.
Definition 2.2.2.12. Let Q be a finite quiver and RQ the arrow ideal of kQ. A two-sided
ideal I of kQ is admissible if there exists m ≥ 2 such that
RmQ ⊆ I ⊆ R2Q.
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Definition 2.2.2.13. Let Q be a quiver, a relation ρ in Q with coefficients in k is a
k-linear combination of paths, that is an element in kQ of the form
ρ =
m∑
i=1
λipi
where pi ∈ R2Q and λi ∈ k are not all zero.
We denote a quiver with its ideal of relations by (Q, I) and by rep(Q, I) the category of its
finite dimensional representations.
Let Q be a quiver with I an admissible ideal of kQ. One can quotient the path algebra
of the quiver Q by such ideal. The next result characterises the quotient algebra kQ/I
and gives an equivalence between the category of finitely generated modules over such an
algebra and the category of representations of the quiver with relations Q.
Theorem 2.2.2.14. [ASS06, II.2.12 and III.1.6] Let Q be a quiver and I an admissible
ideal of the path algebra kQ. Then A = kQ/I is a basic connected finite dimensional algebra
such that there exists an equivalence of categories
A-mod
'−→ rep(Q, I).
2.2.3 Auslander-Reiten Theory
In this section we give a short introduction to Auslander-Reiten theory, introduced by
Maurice Auslander and Idun Reiten in 1975. This theory studies the representation theory
of a class of algebras which contains finite dimensional algebras. The main references for
this part are [ARS97, ASS06]. We start with the definition of an Artin algebra, a class of
algebras for which Auslander-Reiten theory can be carried out in full generality.
Definition 2.2.3.1. Let R be a ring. An R-algebra Λ is an Artin algebra if it is finitely
generated as R-module.
Note that finite dimensional algebras over a field are examples of Artin algebras. In the
rest of this section, we assume that Λ is an Artin algebra even though we will be mainly
interested in the case of finite dimensional algebras.
Definition 2.2.3.2. A morphism f ∈ HomΛ-mod(L,M) is called:
i) Left minimal if every h ∈ End(M) such that hf = f is an automorphism.
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ii) Left almost split if f is not a section and for every u ∈ HomΛ-mod(L,N) there
exists u′ ∈ HomΛ-mod(M,N) such that u′f = u, that is such that the diagram
L M
U
f
u
u′
commutes.
iii) Left minimal almost split if it is both left minimal and almost split.
Dually, one can define right minimal, right almost split and right minimal almost
split respectively, see [ASS06, IV Definition 1.1].
Almost split morphisms are very closely related to indecomposable objects in Λ-mod.
Lemma 2.2.3.3. [ASS06, IV Lemma 1.3] Let f ∈ HomΛ-mod(M,N).
i) If f is left almost split then M ∈ Λ-mod is indecomposable.
ii) If f is right almost split then N ∈ Λ-mod is indecomposable.
We can now introduce the notion of irreducible morphism in Λ-mod.
Definition 2.2.3.4. A morphism f ∈ HomΛ-mod(M,N) is irreducible if
i) f is neither a section nor a retraction and
ii) if f = f1 ◦ f2 for f1 ∈ HomΛ-mod(M,L) and f2 ∈ HomΛ-mod(L,N), then either f1 is
a retraction or f2 is a section.
Remark 2.2.3.5. Let f ∈ HomΛ-mod(M,N) be an irreducible morphism. Then f is either
a proper monomorphism or a proper epimorphism.
From the projective cover and injective hull of a simple object in Λ-mod, one can
construct examples of irreducible morphisms.
Lemma 2.2.3.6. [ASS06, IV Example 1.5] Let P the projective cover of a simple object
S in Λ-mod. Then the morphism
rad(P ) ↪→ P
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is both right almost split and irreducible. Dually, if I is the injective hull of S in Λ-mod,
the morphism
I  I/S
is left almost split and irreducible.
We now give a characterisation of irreducible morphisms in Λ-mod and of kernels and
cokernels of an irreducible morphism.
Lemma 2.2.3.7. [ASS06, Chapter IV Lemma 1.7] Let 0 → L f→ M g→ N → 0 be a
non-split short exact sequence in Λ-mod.
i) The morphism f : L→M is irreducible if and only if for every morphism v : V → N
there exists either v1 : V →M such that v = g ◦ v1 or there exists v2 : M → V such
that g = v ◦ v2.
ii) The morphism g : M → N is irreducible if and only if for every morphism u : L→ U
there exists either u1 : M → U such that u = u1 ◦ f or there exists u2 : U →M such
that f = u2 ◦ u.
It turns out that kernels and cokernels of irreducible morphisms give rise to other
indecomposable objects.
Corollary 2.2.3.8. [ASS06, Chapter IV Corollary 1.8] Let f : M → N be an irreducible
morphism in Λ-mod.
i) If f is a monomorphism, then cokerf ∈ Λ-mod is indecomposable.
ii) If f is an epimorphism, then ker f ∈ Λ-mod is indecomposable.
We now present the notion of the radical between two indecomposable objects in
Λ-mod and relate this notion to irreducible morphisms.
Definition 2.2.3.9. Let M,N ∈ Λ-mod be indecomposable, then radΛ-mod(M,N) is the
k-vector space of all non-invertible homomorphisms from M to N .
Lemma 2.2.3.10. [ASS06, IV Lemma 1.6] Let M,N ∈ Λ-mod be indecomposable, then
f ∈ HomΛ-mod(M,N) is irreducible if and only if f ∈ radΛ-mod(M,N)\rad2Λ-mod(M,N).
Remark 2.2.3.11. Lemma 2.2.3.10 implies that the space radΛ-mod(M,N)/rad
2
Λ-mod(M,N)
measures the number of indecomposable morphisms between two indecomposable objects
M,N ∈ Λ-mod, therefore we use the notation Irr(M,N) = radΛ-mod(M,N)/rad2Λ-mod(M,N).
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We now introduce almost split sequences, which are crucial in Auslander-Reiten theory.
Definition 2.2.3.12. A short exact sequence
0→ L f−→M g−→ N → 0
in Λ-mod is called almost split sequence if the following conditions hold:
i) f is left minimal almost split.
ii) g is right minimal almost split.
Almost split sequences are also called Auslander-Reiten sequences or AR sequences
for short.
Remark 2.2.3.13. [ASS06, IV Theorem 1.13] The first and last term in an almost split
sequence are indecomposable. Moreover, the fact that it does not split means that the
first term is not injective and last is not projective. Finally, an almost split sequence is
determined by each of its end terms.
We can consider the Λ-dual functor
(−)t = HomΛ-mod(−,Λ) : Λ-mod→ Λ-modop.
We will use the fact that one can identify Λ-modop with Λop-mod, see [ARS97, V.1.14
and V.1.15]. It is easy to note that if P ∈ Λ-mod is a projective right Λ-module then
P t = HomΛ-mod(P,Λ) is a projective left Λ-module. Indeed, the above functor (−)t induces
a duality between projective right Λ-modules and projective left Λ-modules. Let M ∈
Λ-mod and consider a minimal projective presentation
P1
p1−→ P0 p0−→M → 0.
Applying the left exact contravariant functor (−)t we obtain an exact sequence of the form
0→M t p
t
0−→ P t0
pt1−→ P t1 → coker(pt1)→ 0.
in Λ-modop. We set TrM = coker(pt1) and call it the transpose of M .
Proposition 2.2.3.14. [ASS06, IV Proposition 2.1] Let M ∈ Λ-mod be indecomposable:
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1) TrM ∈ Λ-modop has no non-zero projective direct summands.
2) If M is non-projective, the sequence
P t0
pt1−→ P t1 → TrM → 0
induced from the minimal projective presentation of M is a minimal projective pre-
sentation of the left Λ-module TrM .
3) M is projective if and only if TrM = 0.
4) If M is not projective then TrM is indecomposable and Tr(TrM) ∼= M .
5) If M,N ∈ Λ-mod are indecomposable non-projective, then M ∼= N if and only if
TrM ∼= TrN .
Remark 2.2.3.15. The transpose Tr does not define a duality between Λ-mod and Λ-modop
since it is zero on projective objects.
In order to restore such duality, let M,N ∈ Λ-mod and consider the ideal of Λ-mod
given by
P(M,N) = {f ∈ HomΛ-mod(M,N) | f factors through a projective Λ-module}.
Definition 2.2.3.16. The quotient category
Λ-mod = Λ-mod/P
is the projectively stable category. It has the same objects as Λ-mod while morphisms
are defined as the quotient k-vector spaces
HomΛ-mod(M,N) = HomΛ-mod(M,N)/P(M,N) ∀M,N ∈ Λ-mod
with composition induced from the composition in Λ-mod. Dually one can consider the
k-subspace I(M,N) of HomΛ-mod(M,N) of homomorphisms factoring through an injective
Λ-module and consider the quotient category
Λ-mod = Λ-mod/I
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called the injectively stable category. The objects of Λ-mod are the same as the objects
of Λ-mod, while morphisms in Λ-mod are defined as the quotient k-vector spaces
HomΛ-mod(M,N) = HomΛ-mod(M,N)/I(M,N).
Proposition 2.2.3.17. [ASS06, IV Proposition 2.2] There is a k-linear duality
Λ-mod −→ Λ-modop
M 7→ TrM
called transposition.
One can consider another duality, namely
D = Homk(−,k) : Λ-mod→ Λ-modop.
Definition 2.2.3.18. The Nakayama functor is defined as the composition.
ν = D(−)t = DHomΛ-mod(−,Λ) : Λ-mod→ Λ-mod
The Nakayama functor induces an equivalence of categories between projective Λ-
modules and injective Λ-modules. In particular ν−1 = HomΛ-mod(DΛ,−) is quasi-inverse
to ν.
Definition 2.2.3.19. [ASS06, IV Proposition 2.4] Let P1
p1−→ P0 p0−→M → 0 be a minimal
projective presentation of M ∈ Λ-mod. There exists an exact sequence
0→ τM → νP1 νp1−→ νP0 νp0−→ νM → 0
in Λ-mod where τM is the Auslander-Reiten translation of M . Dually, given a
minimal injective presentation 0→ N i0−→ E0 i1−→ E1 of N ∈ Λ-mod there exists an exact
sequence
0→ ν−1N ν−1i0−→ ν−1E0 ν
−1i1−→ ν−1E1 → τ−1N → 0
in Λ-mod where τ−1N is the inverse Auslander-Reiten translation of N .
We have the following dual characterisations of the Auslander-Reiten translations.
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Proposition 2.2.3.20. [ASS06, IV Proposition 2.10] Let M,N ∈ Λ-mod be indecompos-
able:
1) τM ∈ Λ-mod is zero if and only if M is projective.
2) If M is non-injective, then τM is indecomposable and τ−1τM ∼= M .
3) If M and N are non-injective, then M ∼= N if and only if τM ∼= τN .
Dually, we have:
1’) τ−1N ∈ Λ-mod is zero if and only if N is injective.
2’) If N is non-injective, then τ−1N is indecomposable and ττ−1N ∼= N .
3’) If M and N are non-injective, then M ∼= N if and only if τ−1M ∼= τ−1N .
Proposition 2.2.3.21. [ASS06, IV Corollary 2.11] The Auslander-Reiten translation in-
duces and equivalence
τ : Λ-mod→ Λ-mod
with inverse τ−1.
Theorem 2.2.3.22 (Auslander-Reiten Formulas). [ASS06, IV Theorem 2.13] Let M,N ∈
Λ-mod. There exist isomorphisms
DHomΛ-mod(τ−1N,M) ∼= Ext1Λ-mod(M,N) ∼= DHomΛ-mod(N, τM)
functorial in both variables.
The existence of almost split sequences is given by the following:
Theorem 2.2.3.23. [ASS06, IV Theorem 3.1] Let M,N ∈ Λ-mod be indecomposable:
i) If M is non-projective, there exists an almost split sequence in Λ-mod of the form
0→ τM → E →M → 0.
ii) If M is non-injective, there exists an almost split sequence in Λ-mod of the form
0→ N → F → τ−1N → 0.
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Finally, when the Auslander-Reiten translations exist, the number of irreducible maps
between two objects is the same as the number of maps between the corresponding trans-
lations.
Lemma 2.2.3.24. [ASS06, IV Corollary 4.1] Let M,N ∈ Λ-mod be indecomposable
obejcts.
i) If τM 6= 0 and τN 6= 0, then there exists a k-linear isomorphism Irr(τM, τN) ∼=
Irr(M,N).
ii) If τ−1M 6= 0 and τ−1N 6= 0, then there exists a k-linear isomorphism Irr(τ−1M, τ−1N) ∼=
Irr(M,N).
We can now define the Auslander-Reiten quiver a category of modules over an Artin
algebra.
Definition 2.2.3.25. The Auslander-Reiten quiver Γ(Λ-mod) of the category Λ-mod
is defined as follows:
i) The vertices are the isomorphism classes of indecomposable Λ-modules.
ii) Given two vertices [M ] and [N ], the arrows [M ]→ [N ] are in one-to-one correspon-
dence with the vectors of a basis of the k-vector space radΛ-mod(M,N)/rad2Λ-mod(M,N).
iii) Given two vertices [M ] and [N ] there is a dashed arrow [M ] 99K [N ] if τM ∼= N .
Remark 2.2.3.26. Given a k-linear category C equivalent to a module category, see Propo-
sition 2.2.1.5, one can define the Ausander-Reiten quiver of C in terms of its (isomor-
phism classes of) indecomposable objects and indecomposable morphisms.
2.2.4 On Irreducible Morphisms
In this section we give a concrete explanation on how to find irreducible morphisms, mainly
based on the proof of Lemma 2.2.3.7. As pointed out in Remark 2.2.3.26, the interest in
this class of morphisms is due to the fact that those morphisms represent the arrows in
the Auslander-Reiten quiver of a category C ' A-mod.
Recall that, if α : M → N is irreducible in A-mod, then M,N ∈ A-mod are inde-
composable. Moreover, every irreducible morphism is either a proper monomorphism or a
proper epimorphism, see Remark 2.2.3.5. The easiest way to find an irreducible morphism
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is given by Lemma 2.2.3.6. If α : M → N is neither a monomorphism nor an epimorphism,
it is automatically reducible. In order to find irreducible morphisms involving M and N
one can consider the factorisations
0 kerα M N cokerα 0
imα
α
,
that is one can consider the two short exact sequences
0→ kerα→M → imα→ 0
0→ imα→ N → cokerα→ 0.
Lemma 2.2.3.7 gives a way to check if a certain monomorphism or epimorphism is
irreducible.
Remark 2.2.4.1. Let M,N ∈ A-mod be indecomposable and suppose that α : M  N
is a non-split epimorphism. One can consider the exact sequence in A-mod induced by α,
that is
0→ kerα α′→M α→ N → 0.
One can use Lemma 2.2.3.7 to check if α is irreducible. If that is the case, by Corollary
2.2.3.8 we have that kerα ∈ A-mod is indecomposable and the monomorphism α′ is non-
split (because so is α). Therefore in this case, one can use again Lemma 2.2.3.7 to check
if α′ is irreducible. Note that the situation of α : M ↪→ N non-split monomorphism is
completely dual. That is, if α is irreducible one should use Lemma 2.2.3.7 to check if
α′′ : N  cokerα is irreducible.
If it turns out that if α is reducible, that is if α admits a non-trivial factorisation, we
can explain how to refine the search for irreducible morphisms. Starting from a non-split
morphism, the following Remark gives a way to construct maps which one can then check
are irreducible using Lemma 2.2.3.7.
Remark 2.2.4.2. Let us assume that A is an algebra of finite representation type. Let us
suppose that M,N ∈ A-mod are indecomposable objects and α : M  N is a non-split
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reducible epimorphism. Thus, α admits a non-trivial factorisation
M N
L N
α
σ idN
µ
where L ∈ A-mod is indecomposable (as we are considering the decomposition of α as
a chain of irreducible morphisms) and µ can be chosen to be an irreducible epimorphism
(since it is the last map in the chain of irreducible morphisms from M to N) and σ non-
split (as composite of irreducible maps). One can then complete the irreducible morphism
µ to a non-split short exact sequence, where kerµ is indecomposable by Corollary 2.2.3.8,
and take the pullback along ψ : kerµ→ L to obtain:
0 kerα M N 0
0 kerµ L N 0
φ
β
σ
α
idN
ψ µ
. (2.1)
Note that in (2.1) β and ψ are non-split monomorphisms as α and µ are non-split epimor-
phisms. We can now extend diagram (2.1) and consider
kerφ kerσ
0 kerα M N 0
0 kerµ L N 0
cokerφ cokerσ
θ
τ
φ
β
σ
α
idN
ψ µ
ξ
(2.2)
where θ and ξ are isomorphisms by the Snake Lemma. There are three cases:
i) If σ is neither a monomorphism nor an epimorphism, then it cannot be irreducible.
ii) If σ is a monomorphism then φ is a non-split monomorphism. Moreover we have
cokerφ ∼= cokerσ and kerφ ∼= kerσ ∼= 0 and ψ cannot split as kerµ is indecomposable.
Furthermore, φ cannot split as if it did there would exist η : cokerφ ↪→ kerµ such
that one can write L  cokerσ as ψ ◦ η, forcing ψ to be an isomorphism, which is
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impossible. Therefore, one should look at the non-split short exact sequences
0→ kerα φ→ kerµ→ cokerφ→ 0
0→M σ→ L→ cokerφ→ 0
in order to refine the search for irreducible morphisms.
iii) If σ is an epimorphism, then φ is a non-split epimorphisms by the Snake Lemma
we have cokerσ ∼= cokerµ ∼= 0. In addition, it is non-split as if φ splits, there exists
ρ : kerα kerφ. The fact that we can write the monomorphism β = τ◦ρ implies that
ρ is a monomorphism, hence ρ is an isomorphism and kerµ ∼= 0, which is impossible
as µ is a non-split epimorphism between different indecomposable objects. Therefore,
one should look at the non-split short exact sequences
0→ kerφ→ kerα→ kerµ→ 0
0→ kerφ→M σ→ L→ 0
Finally, one should also check if in the non-split short exact sequence
0→ kerµ→ L µ→ N → 0
the first morphism (which is a non-split monomorphism) is irreducible.
Remark 2.2.4.3. Note that if A is a finite representation type algebra, the process of find-
ing irreducible morphisms described above must end, that is if one starts with an irreducible
morphism and applies the above procedure one gets at least one irreducible morphism be-
tween objects which are shorter in length then the ones involved in the starting morphisms.
2.3 Topology
In this section, we introduce the abelian category of p-perverse sheaves on a topologically
stratified space. Perverse sheaves were introduced in the monograph ’Faisceaux Pervers’
by Alexander Beilinson, Joseph Bernstein and Pierre Deligne in 1983. By choosing a
perversity, that is a Z-valued function having the set of strata as domain, one define a
perverse t-structure on the constructible derived category. The heart of such perverse
t-structure defines the abelian category of p-perverse sheaves. The fact that perverse
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sheaves are an abelian subcategory of the constructible derived category makes their study
simpler, as the tools introduced in Section 2.1.1 can be used. Perverse sheaves turn out
to be closely related to intersection cohomology, introduced in the same period by Mark
Goresky and Robert MacPherson, and coincides with constructible sheaves for the case of
the zero perversity. The main reference for this part is [BBD82] as well as [Dim04, GM80,
KS13, HT07].
2.3.1 Topologically Stratified Spaces
In this section we introduce the class of spaces we are interested in. Indeed, we give the
inductive definition of a topologically stratified space in the sense of [GM80, GM83] and
we provide some examples.
Definition 2.3.1.1. A zero dimensional topologically stratified space is a countable
set of points with the discrete topology. An n-dimensional topologically stratified
space X is a paracompact Hausdorff topological space endowed with a finite filtration by
closed subsets of the form
X = Xn ⊃ . . . ⊃ X0 ⊃ X−1 = ∅
such that:
1) Every Xi rXi−1 is a (possibly empty) topological i-manifold.
2) For every x ∈ Xi r Xi−1 there exist an open neighbourhood U ⊂ X and a compact
(n− i−1)-dimensional topologically stratified space L = Ln−i−1, called the link, with
stratification
L = Ln−i−1 ⊃ . . . ⊃ L0 ⊃ L−1 = ∅
and a filtration preserving homeomorphism
φ : U
∼=−→ Ri × C(L)
where C(L) = L× [0, 1)/L×{0} is the open cone on L with the induced filtration by
the vertex and the subsets Li × [0, 1)/Li × {0}.
The connected components of Xi rXi−1 are the strata of X.
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Remark 2.3.1.2. Although condition 1) in Definition 2.3.1.1 is usually given as a con-
sequence of the definition of topologically stratified space, see [GM83, 1.1], we included it
in order to underline the fact that each successive difference in the filtration gives rise to
a (possibly) empty topological manifold. Note that this is the case when Xi = Xi+1 in the
filtration, see Example 2.3.1.6.
Remark 2.3.1.3. Let X be a topologically stratified space. The set of strata of X satisfy
the frontier condition, that is
S ∩ T 6= ∅ ⇐⇒ S ⊂ T .
Moreover, there is a partial order on the set of strata of X given by
S ≤ T ⇐⇒ S ⊂ T .
In fact, one can note that if S ∩ T 6= ∅, then from the local description of X as Rd ×C(L)
at x ∈ S ∩ T we see that S ∩ T is open in S. Moreover, S ∩ T is also closed in S, since T
is closed and S is locally closed in X.
Definition 2.3.1.4. A pseudomanifold of dimension n is a n-dimensional topologically
stratified space X with Xn−1 = Xn−2, that is there are no strata of codimension one, and
such that X rXn−2 is dense in X.
Pseudomanifolds are a very important class of spaces since Goresky and MacPherson
proved in [GM80, GM83] that their intersection (co)homology groups satisfy a generalised
Poincare´ duality. However, note that Definition 2.3.1.1 is less restrictive than the one of
pseudomanifold.
Example 2.3.1.5. We list some classes of topologically stratified spaces:
i) Every topological manifold X can be trivially stratified with a single stratum S = X.
ii) Every quasi-projective variety can be made into a topologically stratified space with
filtration induced by the set of singularities, see [Whi65, Theorem 19.2]. In this case
there are only even dimensional strata.
iii) Every compact smooth manifold M with Morse function f : M → R can be made
into a (Whitney) stratified space. In particular, there is one (contractible) stratum
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for each critical point p ∈M consisting of all the points whose upward gradient flow
(defined using a Riemannian metric on M with respect to which f is Morse-Smale)
limits to p, see [Nic11, Theorem 4.3.1].
Example 2.3.1.6. We now give some more particular examples.
i) Let us consider the first quadrant X = (R≥0)2 stratified by one axis and the origin,
that is
X = X2 ⊃ X1 = R≥0 ⊃ X0 = {0}
0
R≥0
X = (R≥0)2
Figure 2.1: X = (R≥0)2 stratified by one axis and the origin.
There are three strata, namely
S0 = X0 ∼= {0}
S1 = X1 rX0 ∼= R>0
S2 = X2 rX1 ∼= R>0 × R≥0.
In this case, the links are
L0 ∼= [0, 1] ⊃ {0}, L1 ∼= {pt}, L2 ∼= ∅.
ii) Let us consider the complex line X = C stratified by a point, which might be taken to
be the origin, and its open complement, that is
X2 = C ⊃ X1 = X0 = {0}.
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In this case, we have two strata given by
S0 = {0} and S1 = X2 rX1 = Cr {0},
since X1 rX0 = ∅, with complementary inclusions
S1
j
↪→ X i←↩ S0,
and links
L0 ∼= S1 and L1 ∼= ∅.
iii) As a special case of Example 2.3.1.5.iii), we can consider the n-dimensional complex
projective space and take the Morse function
f : Pn −→ R
[z0, . . . , zn] 7→ |z0|2 + 2|z1|2 + . . .+ (n+ 1)|zn|2.
We have a stratification arising from the affine filtration
X2n = Pn ⊃ X2n−1 = X2n−2 = Pn−1 ⊃ . . . ⊃ X2 = X1 = P1 ⊃ X0 = P0 ⊃ ∅
with induced by projecting the flag Cn+1 ⊃ Cn ⊃ . . . ⊃ C1 ⊃ C0 of linear subspaces.
In this case the strata are given by
Si = Pi r Pi−1 ∼= Ci ∀i = 0, . . . , n
while the links are
Li = S
2(n−i)−1 ∀i = 0, . . . , n.
The first interesting case is given by the complex projective line X = P1 stratified by
a point and its open complement, that is
X2 = P1 ⊃ Z = {∞},
where Z = X1 = X0. In this case we have two strata
S0 ∼= Z ∼= {∞} and S1 ∼= U ∼= X r Z ∼= C.
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Note that the stratum S0 is closed while S1 is open. Therefore, we have complemen-
tary inclusions denoted by
U
j
↪→ X i←↩ Z.
The links are respectively
L0 ∼= S1 and L1 ∼= ∅.
iv) There is a real version of iii) above, that is we can consider the n-dimensional real
projective space and take the Morse function
f : RPn −→ R
[x0, . . . , xn] 7→ x20 + 2x21 + . . .+ (n+ 1)x2n.
We have a stratification arising from the affine filtration
Xn = RPn ⊃ Xn−1 = RPn−1 ⊃ . . . ⊃ X1 = RP1 ⊃ X0 = RP0 ⊃ ∅
induced by projecting the flag Rn+1 ⊃ Rn ⊃ . . . ⊃ R1 ⊃ R0 of linear subspaces. The
first interesting case is given by the circle X ∼= S1 stratified by a point and its open
complement, that is
X1 = S
1 ⊃ X0 = {0}.
There are two strata
S0 ∼= {0} and S1 ∼= S1 r {0} ∼= (−1, 1)
that is
S0
S1
Figure 2.2: Strata of X = S1 stratified by a point and its complement.
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The links are
L0 ∼= {−1, 1} and L1 = ∅.
v) Let us consider the torus X = T 2 together with a Morse function f : X → R and the
downwards flow V = −∇f with respect to a generic Riemannian metric. There are
four critical points that we label by 2, 1, 1′, 0 such that
indf (2) = 2, indf (1) = indf (1
′) = 1 indf (0) = 0.
There is a corresponding cell decomposition given by considering the descending man-
ifold Dp at a critical point p ∈ X. In this case we have
D0 ∼= {pt}, D1 ∼= D1′ ∼= R, D2 ∼= R2.
This cell decomposition is in fact a Whitney stratification with strata Dp. We can
represent this stratification by seeing the torus as the quotient T 2 ∼= R2/Z2, that is
D0
D0
D0
D0
D1
D1
D1′ D1′D2
Figure 2.3: Stratification of X = T 2.
In this situation, the links are
L0 ∼= {pt} unionsq {pt} unionsq {pt} unionsq {pt} L1 ∼= L1′ ∼= R unionsq R L0 ∼= ∅.
We now introduce some definitions regarding maps between topologically stratified
spaces.
Definition 2.3.1.7. A continuous map f : X → Y between two topologically stratified
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spaces is stratum preserving if for each stratum S of Y the inverse image f−1(S) is a
union of strata of X.
Definition 2.3.1.8. We say that a map f : X → Y between two topologically stratified
spaces is a stratified map if it is a stratum preserving map such that for each stratum
S of Y the restriction f : f−1(S) → S is a locally trivial fibre bundle with fibres topologi-
cally stratified spaces, that is for each y ∈ S there exist a neighbourhood Ny of y in S, a
topologically stratified space Fy and a stratum preserving homeomorphism
φy : Ny × Fy → f−1(Ny)
where Ny × Fy has the product stratification.
2.3.2 Constructible Derived Category
In this part, we introduce the constructible derived category of a topologically stratified
space. The main references for this part are [Dim04, KS13].
Let X be a topological space and R a commutative ring, we denote by Sh(X) the abelian
category of R-modules on X and by C(X) = C(Sh(X)) the category of chain complexes of
sheaves on X. The abelian category Sh(X) is stable under the functors f∗, f∗, f!. In the
special case of a closed inclusion i : Z ↪→ X we have that i∗ = i! is the extension by zero
while i∗ is the stalk functor. On the other hand, for an open inclusion j : U ↪→ X we have
that j∗ is the direct image, j! is the extension by zero and j∗ is the restriction functor. The
fact that category Sh(X) contains a lot of information about the space X makes its study
very complicated. Therefore, one tries to study a simpler category, namely the category of
local systems, which still retains a lot of information about X.
Definition 2.3.2.1. A local system L on X is a locally constant sheaf on X, that is
there exist an open covering {Ui} of X and a family of R-modules (Fi) ∈ R-mod such that
L|Ui ∼= Fi, the constant sheaf on Ui associated to Fi, that is the stalks are finitely generated
R-modules.
We denote by Loc(X) the abelian category of R-local systems on X. We have the
following characterisation of the category of local systems.
Proposition 2.3.2.2. [Dim04, Proposition 2.5.1] Let X be a paracompact, Hausdorff,
path-connected and locally one-connected topological space. The following categories are
equivalent:
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i) Loc(X).
ii) Covariant functors from the fundamental grupoid of X to R-modules.
iii) pi1(X,x0)-mod.
In this thesis we will mainly deal with local systems with coefficients in an algebraically
closed field k, therefore, if not otherwise specified, we will assume so. The study of the
category Loc(X) is more manageable than Sh(X), but it still captures the information on
pi1(X) up to Morita equivalence. Moreover, Loc(X) behaves well under the duality which
associates to a local system L ∈ Loc(S) its dual L∨ = Hom(L, k). Furthermore, the func-
tor f∗ is well-defined on Loc(X). On the other hand, in the passage from Sh(X) to Loc(X)
we lose the fact that f∗ is well defined, as for instance it is easy to see that the direct image
of the skyscraper sheaf is very far from being a local system, see [Dim04, Exercise 2.5.2.ii)].
We now introduce the notion of stratification, which allows to decompose a space in a
union of strata, as we want to further investigate constructible sheaves on a topologically
stratified space.
Definition 2.3.2.3. A finite decomposition S of X into non-empty disjoint locally closed
subsets, called strata, is called a stratification if the closure of any stratum is a union
of strata.
Let S be a stratification of X, we denote by iS : S ↪→ X the inclusion of a stratum
into X.
Definition 2.3.2.4. A sheaf F ∈ Sh(X) is said to be constructible with respect to S if
for any S ∈ S the sheaf i∗SF is locally constant.
We denote by Constr(X) the category of constructible sheaves on X. The abelian
category of constructible sheaves on X turns out to be stable under the functors f∗, f∗, f!,
see [Dim04, Theorem 4.1.5]. Moreover, Constr(X) contains the information about pi1(S)
for any stratum S of X up to Morita equivalence as well as pi0(LS⊂T ), where LS⊂T := LS∩T
denotes the link of S in T . Hence, in the step from local systems to constructible sheaves we
gain more information about X, but we still do not have a complete formalism of functors,
since for instance f! does not have a well-defined adjoint. In order to do so, we need to
generalise further the previous situation.
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Definition 2.3.2.5. A bounded complex of sheaves F• ∈ D(X) is said to be cohomolog-
ically constructible with respect to S if all the sheaves H i(F•) are constructible with
finitely generated fibres (over R).
We denote by Dc(X) the constructible derived category of X which is the full
triangulated subcategory of the bounded derived category D(X) consisting of constructible
complexes. The first thing to note is that, the category Dc(X) is not abelian anymore,
but only triangulated. On the other hand, if we denote by
U
j
↪→ X i←↩ Z
the complementary inclusions of an open and closed union of strata of X respectively,
we have exact functors of triangulated categories, see [BBD82, Section 1.4.1] and [Dim04,
Proposition 5.2.2],
Dc(Z)
i∗−→ Dc(X) j
∗
−→ Dc(U)
such that:
• i∗ has i∗ and i! as left and right adjoint respectively.
• j∗ has j! and j∗ as left and right adjoint respectively
• We have
j∗i∗ = i∗j! = i!j∗ = 0
and
HomDc(X)(j!B, i∗A) = HomDc(X)(i∗A, j∗B) = 0
for any A ∈ Dc(Z) and B ∈ Dc(U).
• For any F ∈ Dc(X) there exist unique morphisms d : j∗j∗F → i∗i!F [1] and d′ :
i∗i∗F → j!j∗F [1] such that
i∗i!F → F → j∗j∗F d→ i∗i!F [1]
j!j
∗F → F → i∗i∗F d
′→ j!j∗F [1]
are distinguished triangles.
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• The adjunction morphisms
i∗i∗ → id→ i!i∗
j∗j∗ → id→ j∗j!
are isomorphisms, that is the functors i∗, j∗ and j! are fully faithful.
Therefore, in the context of the constructible derived category of X we have the so called
six functors formalism, which we can schematise in the following diagram
Dc(Z) Dc(X) Dc(U)
i∗
⊥
i!
i∗
⊥
j∗
⊥
j∗
j!
⊥
. (2.3)
Remark 2.3.2.6. Recall that in order to produce a functor at the level of the derived
category from a non-exact functor F of constructible sheaves, one has to consider its derived
functor, usually denotes by RF (or LF ). For the sake of simplicity, throughout this thesis
we dropped the R (or L) in front of the symbol of the functor. For example in (2.3) we
write j∗ in place of Rj∗ and so on. Moreover, we adopt the convention used in most of the
literature and suppress the extension by zero functor, making clear which category we are
working in.
The category Dc(X) has the Poincare´-Verdier duality D, which is an involution, that
is D2 ∼= id. Such duality, together with the six functor formalism, gives to Dc(X) a very
powerful framework. Moreover, Dc(X) encodes all the information about the cohomol-
ogy of the strata and links, that is it contains information about H∗(S) for any stratum
S ⊂ X and H∗(LS⊂T ). Moreover, morphisms in the constructible derived category are
(generalised) cohomological classes. The downside of this setting is that we are now work-
ing in a triangulated category, hence we have lost the advantage of working in an abelian
category. We would like to consider some abelian subcategories of Dc(X) which have the
six functor formalism and the duality. In other words, we would like to extend the special
case Constr(X) ⊂ Dc(X) to better behaved abelian subcategories. We will do that by
considering the heart of a perverse t-structure on Dc(X) which depends on the choice of
a perversity function. In doing that, we will recover the constructible sheaves as the heart
of the zero perverse t-structure on the constructible derived category.
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In the above setting, the next result gives a useful relation between i∗j∗ and i!j! in the
constructible derived category.
Lemma 2.3.2.7. Let X be a topologically stratified space and let U
j
↪→ X i←↩ Z be com-
plementary inclusions of an open and closed union of strata of X respectively. Then, in
Dc(X), we have i
∗j∗ ∼= i!j![1].
Proof. Let us consider E ∈ Dc(X) and let F ∼= j∗E ∈ Dc(U). We have two triangles
j!F → E → i∗E → j!F [1]
i!E → E → j∗F → i!E [1].
By applying the functor i! to the first triangle and i∗ to the latter, we obtain respectively
i!j!F → i!E → i∗E → i!j!F [1]
i!E → i∗E → i∗j∗F → i!E [1].
Rotating one of the two triangles above and using the triangulated Five Lemma, see
[HJR10, Proposition 4.3], gives i∗j∗F ∼= i!j!F [1].
Let us consider E ∈ Dc(X). The following Lemma relates the cohomology stalks of
i∗j∗j∗E at a point x in a closed stratum S of X and the cohomology of the link of S with
coefficients in the restriction of E to the link L. We give a detailed explanation as we could
not find a reference in the literature.
Lemma 2.3.2.8. Let X be a topologically stratified space. Let i : S ↪→ X be the inclusion
of a closed stratum into X with complementary open map j : X rS ↪→ X and E ∈ Dc(X).
Then, for x ∈ S the cohomology stalks
Hkx(i
∗j∗j∗E) ∼= Hk(L; E|L) ∀k ∈ Z,
where L is (any choice of) a link of S at x and E|L ∈ Dc(L) is constructed below (up to
isomorphism). Moreover, if pi1(S) is finite, then
i∗j∗j∗E ∼=
⊕
k∈Z
Lk[−k],
where Lk ∈ Loc(S) is a local system with stalks Hk(L; E|L).
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Proof. Recall that x has an open neighbourhood V with stratum preserving homeomor-
phism
V ∼= Rd × C(L),
where d = dim(S) and C(L) = L× [0, 1)/L× {0} is the open cone on the link L, which is
a compact topologically stratified space of dimension codim(S)− 1. This homeomorphism
maps V ∩ S to Rd × V and x to (0, v), where v is the vertex of the cone C(L). Let
pi : V r S ∼= Rd × (C(L)r v) ∼= Rd × (0, 1)× L→ L
be the projection and σ : L ↪→ V rS any section. Since E|V rS is cohomologically constant
on the fibres of pi, which are contractible, the counit
pi∗pi∗(E|V rS)→ E|V rS
of the adjunction is an isomorphism in Dc(V r S), see [GM83, 1.13.(17)]. Since piσ = id,
it follows that
pi∗(E|V rS) ∼= σ∗pi∗pi∗(E|V rS)
∼= σ∗(E|V rS)
in Dc(L). We define E|L to be (any choice in the isomorphism class of) this object. Note
that E|L is independent of the choice of section σ and that
Hk(L; EL) ∼= Hk(L;pi∗(E|V rS))
∼= Hk(V r S; E|V rS)
∼= Hk(V ; j∗j∗E|V ).
Since x has a cofinal sequence of neighbourhoods of the form V , it follows that
Hkx(i
∗j∗j∗E) ∼= Hk(L; E|L)
for all k ∈ Z as claimed. In particular, the right hand side is well-defined up to isomorphism.
If S has finite fundamental group, then Dc(S) is semisimple, see Remark 3.1.0.5 and so
i∗j∗j∗E ∼=
⊕
k∈Z
Hk(i∗j∗j∗E)[−k]
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is a direct sum of local systems with the stated stalk.
Remark 2.3.2.9. The subtle point in Lemma 2.3.2.8 is that whilst the open cone c(L) is
unique up to isomorphism, the link L itself is not. However, the groups Hk(L; E|L) are
independent of the choice of L (up to isomorphism).
2.3.3 Perversities
We now introduce perversity functions on a topologically stratified space X. They will
play a crucial role in the definition of the perverse t-structure on Dc(X) whose heart will
be the category of p-perverse sheaves.
Definition 2.3.3.1. A perversity p on a topologically stratified space X is a function
p : {strata of X} → Z.
Remark 2.3.3.2. Given a topologically stratified space X with strata S0, . . . , Sn, one can
write a perversity on X as a vector
p(S) = (p(Sn), . . . , p(S0)).
Definition 2.3.3.3. Let X be a topologically stratified space and p a perversity on it. For
any stratum S of X, the dual perversity p∗ is defined as
p∗(S) = −dimR(S)− p(S).
Example 2.3.3.4. There are some perversities that play a prominent role. Let X be a
topologically stratified space and S a stratum of X, then:
i) The zero perversity is o(S) = 0.
ii) The lower middle perversity is m(S) =
⌊
−dim(S)2
⌋
.
iiI) The upper middle perversity is n(S) =
⌈
−dim(S)2
⌉
.
iv) The top perversity is defined is t(S) = −dim(S).
Note that zero and top perversity and lower middle and upper middle perversity are pairs
of dual perversities.
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Remark 2.3.3.5. If X is a topologically stratified space with all even dimensional strata,
for example a complex algebraic variety, the lower and upper middle perversity coincide and
we use the term middle perversity. Moreover, note that the middle perversity is self-dual.
Remark 2.3.3.6. Definition 2.3.3.1 allows a perversity to be a vector of numbers with no
restrictions. On the other hand, perversities p on a topologically stratified space X such
that
t(S) ≤ p(S) ≤ o(S)
for any stratum S of X, play a crucial role since they are more closely related to the geom-
etry of the space X. We refer to them as geometric perversities. On the other hand,
the perversities in [Dim04, Section 5.1] are defined only for spaces with even dimensional
strata, but they agree with what we call geometric perversities.
Remark 2.3.3.7. Our definition of perversity is more general than the one of [GM80],
where the authors define a perversity as a function
p : Z≥2 → N
such that
p(2) = 0
p(i) ≤ p(i+ 1) ≤ p(i) + 1 i > 2.
We will refer to such perversities, which are allowed to grow in a controlled way, as Goresky-
MacPherson perversity (or GM-perversities for short).
We now show that if p is a geometric perversity on X and both p and p∗ are decreasing
function depending only on the dimension, then p is a GM-perversity.
Lemma 2.3.3.8. Let p be a geometric perversity on a topologically stratified space X such
that p and its dual p∗ are decreasing functions which depends only on the dimension. Then,
p and p∗ can vary at most by −1 at each step and therefore p is a GM-perversity.
Proof. The first condition implies that −dim(S) ≤ p(S) ≤ 0 for any stratum S ⊂ X.
Suppose that dim(S) ≤ dim(T ), where S and T are strata of X. Since both p and p∗ are
decreasing, we have
p(S)− p(T ) ≥ 0 and p∗(S)− p∗(T ) ≥ 0.
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Note that the right hand side is equivalent to
−dim(S)− p(S) + dim(T ) + p(T ) ≥ 0,
therefore we have
0 ≤ p(S)− p(T ) ≤ dim(T )− dim(S).
In particular, if dim(T ) = dim(S) + 1, then 0 ≤ p(S)− p(T ) ≤ 1 and p is a GM-perversity.
2.3.4 Perverse Sheaves
In this section, we introduce the abelian category pPerv(X) of p-perverse sheaves on a
topologically stratified space as the heart of the p-perverse t-structure on the constructible
derived category of X.
Let X be a topologically stratified space and p a perversity on it. We can consider the
following subcategories of Dc(X)
pD≤0 = {E ∈ Dc(X) | Hn(i∗SE) = 0 if n > p(S)}
pD≥0 = {E ∈ Dc(X) | Hn(i!SE) = 0 if n < p(S)}
(2.4)
where Hn denotes the cohomology sheaf and S is running over all strata of X.
Proposition 2.3.4.1. [BBD82, 2.1.4],[Dim04, 5.1.19] The pair of subcategories (pD≤0, pD≥0)
is a bounded t-structure on Dc(X).
Definition 2.3.4.2. Let X be a topologically stratified space and p a perversity on it. The
category of p-perverse sheaves on X is the heart of the p-perverse t-structure on Dc(X),
that is
pPerv(X) = pD≤0 ∩ pD≥0.
Remark 2.3.4.3. It follows from the general theory of t-structures, see [BBD82], that the
category of p-perverse sheaves on X is an abelian subcategory of the constructible derived
category stable under extensions.
Remark 2.3.4.4. The p-perverse t-structure (2.4) on Dc(X) can be obtained using (in-
ductively) the six functor formalism by glueing p-perverse t-structures on Dc(S) for strata
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S ⊂ X given by
pD≤0S = {E ∈ Dc(S) | Hn(i∗SE) = 0 if n > p(S)}
pD≥0S = {E ∈ Dc(S) | Hn(i!SE) = 0 if n < p(S)}
where iS : S ↪→ X is the inclusion of a stratum into X, see [BBD82, 1.4.10, 1.4.12, 2.1.8].
Note that the heart of the perverse t-structures on Dc(X) are the categories of shifted local
systems Loc(S)[−p(S)], that is the category of perverse sheaves is the result of glueing the
categories of local systems on the strata with a shift given by the value of perversity on each
stratum.
When X has a single stratum S, Verdier duality preserves local systems up to a shift.
In particular one can consider a local system L ∈ Loc(S) as a complex concentrated in
degree zero in Dc(S). Then
DL = L∨[dim(S)]
where L∨ = Hom(L, k) is the dual local system. Therefore, in view of Remark 2.3.4.4 we
have the following result.
Theorem 2.3.4.5. [BBD82, 2.1.16] Verdier duality on Dc(X) restricts to
D : pPerv(X)→ p∗Perv(X).
By taking the hearts of perverse t-structures on Dc(X) for different perversities we are
then considering different abelian subcategories of Dc(X). Moreover, the above result says
that Verdier duality sends p-perverse sheaves to p∗-perverse sheaves. We now explain how
the six functor formalism on Dc(X) descends to the abelian categories of perverse sheaves.
2.3.5 Functors in pPerv(X)
In this section we define perverse functors, see [BBD82, 1.4.15]. We assume that p is a
perversity in the sense of Definition 2.3.3.1 on a topologically stratified space X. In parallel
to Proposition 2.1.4.8, we have a cohomological functor
pHk : Dc(X)→ pPerv(X)
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called perverse cohomology defined as
pHk := pτ≤kpτ≥k
where pτ≤k and pτ≥k, called p-perverse truncations, are the right and left adjoint to the
inclusions of pD≤n = pD≤0[−n] and pD≥n = pD≥0[−n] in Dc(X) respectively, see [BBD82,
1.1.16]. Let us denote by U an open union of strata of X and Z = X r U its closed
complement, that is we have complementary inclusions
U
j
↪→ X i←↩ Z.
Let  : pPerv(F ) ↪→ Dc(F ) be the inclusion of the heart of a perverse t-structure into
the constructible derived category where F ∈ {U,X,Z}. For T ∈ {j!, j∗, j∗, i∗, i!, i∗}, we
can define p-perverse functors as
pT := pH0 ◦ T ◦ . (2.5)
In particular, the six formalism functor on Dc(X) described in (2.3) descends to p-perverse
sheaves, see [BBD82, 2.1.7]. Therefore, we have the following adjunctions of functors:
pPerv(Z) pPerv(X) pPerv(U)
i∗
⊥
pi!
pi∗
⊥
j∗
⊥
pj∗
pj!
⊥
. (2.6)
Note that i∗ and j∗ are exact functors with pi∗ and pj! as left adjoint (hence right exact)
and pi! and pj∗ as right adjoint (hence left exact) respectively. Moreover, we have that
pi∗pj! = pi!pj∗ = 0,
and for any A ∈ pPerv(Z) and B ∈ pPerv(U)
HompPerv(X)(
pj!B, i∗A) = HompPerv(X)(i∗A, pj∗B) = 0
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Finally, the adjunction morphisms
pi∗i∗ →id→ pi∗i∗
j∗pj∗ →id→ j∗pj!
are isomorphisms.
In some cases, perverse functors can be described in a more familiar way.
Remark 2.3.5.1. Let f : X → Y be a quasi-finite, that is with finite fibres, and affine
morphism of algebraic varieties. Then the functors
f∗, f! : Dc(X)→ Dc(Y )
are t-exact, see [Dim04, Corollary 5.2.17]. Therefore, their perverse version for the middle
perversity coincides with the functors at the level of constructible derived categories, that
is
mf∗ = f∗ and mf! = f!.
Moreover, in [dCM09, Section 5.3], one can find a list of special cases for f∗ and f! and
further observations about (perverse) t-exactness.
Definition 2.3.5.2. An extension of G ∈ Dc(U) is an object F ∈ Dc(X) such that
j∗F ∼= G.
Remark 2.3.5.3. Let F ∈ Dc(X) be an extension of G ∈ Dc(U). Then the isomorphism
j∗G ∼= F gives, by adjunction, morphisms
j!G → F → j∗G.
The composite is a natural morphism α : j! → j∗ which induces a natural morphism
pα : pj! → pj∗.
We can now define a very important extension of a perverse sheaf supported on U .
This notion will be central in the rest of our work, see [BBD82, 1.4.22].
Definition 2.3.5.4. The intermediate extension functor is defined as
pj!∗ := im(pα) : pPerv(U)→ pPerv(X).
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Remark 2.3.5.5. i) Note that the construction of the intermediate extension functor
makes sense since it takes place in an abelian category (as perverse sheaves are the
heart of the perverse t-structure on the derived constructible category).
ii) We refer to pj!∗ as the intermediate extension since, by applying pH0 to the natural
morphism α of Remark 2.3.5.3 and using that for a perverse sheaf F ∈ pPerv(X),
we have pH0(F) ∼= F , one gets
pj!G → F → pj∗F .
Thus, pj! and
pj∗ are initial and final respectively in the category of extensions of
G ∈ pPerv(U) as we will further investigate in Chapter 5, in particular Proposition
5.1.3.1. Therefore we have
pj!G pj∗G
pj!∗G
α
.
Furthermore, see [BBD82, 1.4.22], the initial extension pj!G of G ∈ pPerv(U) is the
unique extension F of G in Dc(X) such that i∗F ∈ pD≤−2(Z) and i!F ∈ pD≥0(Z).
Dually, the final extension pj∗G of G ∈ pPerv(U) is the unique extension F ′ of G in
Dc(X) such that i
∗F ′ ∈ pD≤0(Z) and i!F ′ ∈ pD≥2(Z).
iii) One can show, see [BBD82, 1.4.22 and 1.4.24], that the intermediate extension F ∼=
pj!∗G is the unique extension of G ∈ Dc(U) satisfying the strong conditions
i∗F ∈ pD≤−1(Z) and i!F ∈ pD≥1(Z).
The intermediate extension can be further characterised as follows.
Lemma 2.3.5.6. [BBD82, Corollary 1.4.25] The intermediate extension pj!∗G of G ∈
pPerv(U) is characterised as the unique extension of G ∈ pPerv(U) with no non-zero
sub-object or quotient supported on Z.
We now discuss the exactness of the functor pj!∗.
Lemma 2.3.5.7. The intermediate extension functor pj!∗ preserves monomorphisms and
epimorphisms.
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Proof. Let us consider a short exact sequence
0→ E α−→ F β−→ G → 0
in pPerv(X). Since pj! and
pj∗ are respectively right and left exact, see Section 2.3.5, we
have a diagram
pj!E pj!F pj!G 0
pj!∗E pj!∗F pj!∗G
0 pj∗E pj∗F pj∗G
pj!∗α pj!∗β
which shows that pj!∗α and pj!∗β are respectively a monomorphism and an epimorphism.
Remark 2.3.5.8. Note also that pj!∗ might be not exact as the condition impj!∗α =
ker pj!∗β can fail. In [SW18, Example 3.11] the authors give an instance of a two di-
mensional local system on C∗ for which pj!∗ is not exact.
Another important property of the intermediate extension functor is that it preserves
simple and indecomposable objects.
Lemma 2.3.5.9. Let F ∈ pPerv(U).
i) F is simple if and only if pj!∗F ∈ pPerv(X) is simple.
ii) F is indecomposable if and only if pj!∗F ∈ pPerv(X) is indecomposable.
Proof. For the first statement see [BBD82, Section 4.3]. For the second one, assume that
F is indecomposable and suppose that pj!∗F ∼= G ⊕H. Then F ∼= j∗G ⊕ j∗H and without
loss of generality we can assume j∗G ∼= 0. Hence G is supported on Z, so G ∼= 0 by Lemma
2.3.5.6.
Lemma 2.3.5.10. Let j : U ↪→ X be the inclusion of an open union of strata. The inter-
mediate extension functor pj!∗ is fully faithful and the restriction to U induces a monomor-
phism
Ext1pPerv(X)(
pj!∗E , pj!∗F) ↪→ Ext1pPerv(U)(E ,F)
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for any E ,F ∈ pPerv(U). Moreover, the intermediate extension functor pj!∗ is exact if
and only if the above is an isomorphism for all E ,F ∈ pPerv(X).
Proof. Let us consider the long exact sequence induced by applying the functor
HompPerv(X)(
pj!∗E ,−) to the triangle
i∗i!pj!∗F → pj!∗F → j∗F → i∗i!pj!∗F [1].
Using Remark 2.3.5.5.iii) and the fact that i∗ and i! are respectively right and left t-exact,
see Section 2.3.5, we have
HompPerv(X)(
pj!∗E , i∗i!pj!∗F [d]) ∼= HomDc(XrU)(i∗pj!∗E , i!pj!∗F [d]) ∼= 0 for d = 0, 1.
Therefore
HompPerv(X)(
pj!∗E , pj!∗F) ∼= HomDc(X)(pj!∗E , j∗F)
∼= HompPerv(U)(E ,F),
that is pj!∗ is fully faithful. Moreover, there is a long exact sequence
0→ HomDc(X)(pj!∗E , pj!∗F [1])→ HomDc(X)(E ,F [1])→ HomDc(X)(i∗pj!∗E , i!pj!∗F [2])→ . . .
which gives the inclusion of the Ext-groups. If pj!∗ is exact, it induces an inverse to such
inclusion, therefore the latter is an isomorphism. On the other hand, if the inclusion of
the Ext-groups in the statement is an isomorphism, let us consider a short exact sequence
0→ F → G → E → 0
in pPerv(U). It lifts, uniquely up to isomorphism of algebraic extensions, to a short exact
sequence
0→ pj!∗F → H → pj!∗E → 0
where j∗H ∼= G. The perverse sheaf H ∈ pPerv(X) cannot have non-zero sub-objects or
quotients supported on X r U , hence H ∼= pj!∗G. Since pj!∗ is fully faithful, the lifted
short exact sequence is the one obtained by applying pj!∗ to the original one. Thus pj!∗ is
exact.
Let E ∈ pPerv(U), then while pj!∗E ∈ pPerv(X) represents the minimal extension of E .
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When X is a complex irreducible variety, it is possible to define the Beilinson’s maximal
extension M ∈ pPerv(X), see [Bei87a], where such extension was defined for the first
time, and [Rei10], for more details and the definition in terms of (unipotent) nearby and
vanishing cycles functors. In Chapter 5 we will show that for a topologically stratified
spaces with finitely many strata, each with finite fundamental group, we can define the
maximal extension in a way that it agrees with Beilinson’s one in the case of complex
algebraic varieties.
Moreover, dually to the situation described in Remark 2.3.5.3, given a perverse sheaf
F ∈ pPerv(X) there is a natural morphism β : pi!F → pi∗F . Therefore, dually to the
intermediate extension functor, one can define another important functor.
Definition 2.3.5.11. Let F ∈ pPerv(X), the intermediate restriction functor is
defined as
pi!∗E := im(pi!E β−→ pi∗E) : pPerv(X)→ pPerv(Z).
We will make use of the intermediate restriction functor in Chapter 5. It will play an
important role in the classification of indecomposable perverse sheaves.
2.3.6 Properties of Perverse Sheaves
In this section recall some properties about the category of p-perverse sheaves pPerv(X),
the main reference is [BBD82]. We assume that X is a topologically stratified space, p a
perversity on it and k is an algebraically closed field.
a) Let iS : S ↪→ X be the inclusion of a stratum into X. The simple p-perverse sheaves
are those of the form
piS !∗L[−p(S)]
where L ∈ Loc(S) is an irreducible local system on a stratum S, see [BBD82, Theo-
rem 4.3.1.ii)].
b) Simple perverse sheaves are intersection cohomology complexes, see [GM83], since
their cohomology groups are the p-intersection cohomology groups of the closure S
with coefficients in L ∈ Loc(S), that is
pIC(S,L) ∼= piS !∗L[−p(S)],
see in particular [GM83, Theorem in Section 3.5] and [BBD82, Proposition 2.3.4].
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c) If X is a complex irreducible variety and we consider the middle perversity, see
Remark 2.3.3.5, the category of m-perverse sheaves is a faithful heart in the sense
of Definition 2.1.5.1, see [Bei87b]. Note that in general the p-perverse t-structure
might not be faithful. For example, for X = S2 with a single stratum we have
that pPerv(X) ∼= Loc(X)[−p(S)] ∼= Vectk for any perversity, see Example 2.3.7.1.
Therefore, at the level of derived category, we have Db(pPerv(X)) ' Db(Vectk)
and in particular Exti(E , E) = 0 for i 6= 0. However, for kX ∈ Dc(X) we have
Ext2(kX , kX) ∼= H2(X; k) 6= 0.
d) The category pPerv(X) is artinian and noetherian, see [BBD82, Theorem 4.3.1.i)],
hence it is a finite length category. Therefore, every object has a well-defined com-
position series with simple factors.
e) The category pPerv(X) is a Krull-Remak-Schmidt category, that is every object has
a unique expression (up to isomorphism) as a direct sum of indecomposable objects.
Remark 2.3.6.1. Note that e) implies that being able to describe the Auslander-
Reiten quiver of pPerv(X), see Remark 2.2.3.26, gives a complete characterisation of
the category of p-perverse sheaves on X (at least under the more restrictive hypothesis
of finite representation type).
f) A perverse sheaf is not a sheaf, more precisely it is a complex of sheaves. However,
there is a functor U 7→ pPerv(U) for U an open subset of X which behaves like a
sheaf. Thus the category pPerv(X) is stack, [BBD82, 2.1.23], [KS13, Proposition
10.2.9] and [Dim04, Remark 5.1.17]. In particular, a morphism is the zero morphism
in pPerv(X) if and only if it is the zero morphism when restricted to an open cover.
Note that this is not true for Dc(X).
g) If X has finitely many strata S, each with finite fundamental group, then the category
pPerv(X) has finitely many simple objects. In particular, simple perverse sheaves
are in one-to-one correspondence with irreducible local systems on strata S of X,
which are simple objects in Loc(S), and with irreducible representations of pi1(S).
Indeed, if j : U ↪→ X and i : Z ↪→ X are complementary open and closed unions
of strata respectively, then the simple objects in pPerv(X) are either of the form
pj!∗E , for E ∈ pPerv(U) simple perverse sheaf on U , or i∗G, for G ∈ pPerv(Z) simple
perverse sheaf on Z, see [BBD82, Proposition 1.4.26].
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Let S be a closed stratum of X and let denote by i : S ↪→ X the inclusion of S into X.
We can give a characterisation of maximal sub-objects and quotients of a p-perverse sheaf
in terms of perverse functors.
Lemma 2.3.6.2. Let X be a topologically stratified space and E ∈ pPerv(X).
i) i∗pi!E ↪→ E is the inclusion of the maximal sub-object supported on S.
ii) E  i∗pi∗E is the projection on the maximal quotient supported on S.
Proof. Note that the two statements are dual to each other. Therefore we prove only the
first one. Let us consider the triangle
i∗i!E → E → j∗j∗E → i∗i!E [1]
where j : U = XrS ↪→ X is the open inclusion of the complement of S into X. By taking
perverse cohomology, we have a long exact sequence of the form
. . .→ pH−1(j∗j∗E)→ i∗pi!E → E → pj∗j∗E → i∗pH1(i!E)→ pH1(E)→ . . .
Since E ∈ pPerv(X) and j∗ is left exact, the above reduces to
0→ i∗pi!E → E → pj∗j∗E → i∗pH1(i!E)→ . . .
giving the inclusion i∗pi! ↪→ E . Now, let us suppose that there is another sub-object of E
supported on S, that this E ′ ↪→ E . Then, we have a diagram
pi!E ′ pi!E
E ′ E
∼=
which shows that pi!E ′ ↪→ pi!E . Therefore pi!E is maximal.
Using Lemma 2.3.2.8, we give a characterisation of the restriction of a p-perverse sheaf
to (a) link. We then deduce a vanishing result for the cohomology of the link.
Lemma 2.3.6.3. Let S be a stratum of X, let L be a link of S and F ∈ pPerv(X). Then,
F|L (as defined in Lemma 2.3.2.8) is in pPerv(L), where p(T ∩L) = p(T ) for any stratum
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T of X with S ⊂ T . Moreover, if p is a GM-perversity, then p is also a GM-perversity up
to an overall shift by p(dim(S)) + 1.
Proof. Recall from the proof of Lemma 2.3.2.8 that F|L ∼= pi∗(F|V rS) ∼= σ∗(F|V rS), where
V ∼= Rdim(S)×c(L) is a distinguished neighbourhood of some x ∈ S, the map pi : V rS → L
is the projection with fibre Rdim(S)×(0, 1) and σ is a section of pi. Note that σ is a normally
nonsingular inclusion of codimension dim(S) + 1, see [GM83, Section 5.4]. For a stratum
T of X such that S ⊂ T , let t : T ↪→ X and tL : T ∩ L ↪→ L be the inclusions. Then
t∗L(F|L) ∼= t∗Lσ∗(F|V rS)
∼= σ∗t∗(F|V rS)
and t∗(F|V rS) ∈ D≤−p(T )(T ∩ V ). Hence, we have t∗L(F|L) ∈ D≤−p(T )(T ∩ L). Similarly,
using again that σ is normally nonsingular, we have
t!L(F|L) ∼= t!Lσ∗(F|V rS)
∼= t!Lσ!(F|V rS)[dim(S) + 1]
∼= σ!t!(F|V rS)[dim(S) + 1]
∼= σ∗t!(F|V rS)
and t!(F|V rS) ∈ D≥−p(T )(T ∩ V ) so that t!L(F|L) ∈ D≥−p(T )(T ∩ L). We conclude that
F|L ∈ pPerv(L) where p(T ∩ L) = p(T ). If p is a GM-perversity and since dim(T ∩ L) =
dim(T )− dim(S)− 1, we deduce that p is decreasing. Moreover, since
p∗(T ∩ L) = −p(T ∩ L)− dim(T ∩ L)
= −p(T )− dim(T ) + dim(S) + 1
= p∗(T ) + dim(S) + 1
we see that p∗ is decreasing as well. Hence, up to an overall shift of p(dim(S)) + 1, p is
also a GM-perversity.
Corollary 2.3.6.4. Let p be a GM-pervrsity and F ∈ pPerv(X). Then
Hk(L;F|L) = 0 if
k < p(dim(L)) = p(dim(X))k > p(dim(L)) + dim(L) = p(dim(X)) + codim(S)− 1 ,
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where p(L ∩ T ) = p(T ) for all strata T of X with S ⊂ T .
2.3.7 Examples
In this section, we give some important examples and we relate perverse sheaves to other
well-known mathematical structures.
Example 2.3.7.1 (Space with a single stratum). Let X be a topologically stratified space
with a single stratum S, that is X is unstratified, see Example 2.3.1.5.i). Then the category
of perverse sheaves on X is equivalent (up to a shift given by the value of the perversity on
S) to the category of local systems, that is
pPerv(X) ∼= Loc(X)[−p(S)].
Note that, if the hypotheses of Proposition 2.3.2.2 are satisfied, then we also have the
equivalence pPerv(X) ∼= rep(pi1(X)).
Example 2.3.7.2 (Perverse Sheaves on a Point). If X = {pt}, the conditions (2.4) imply
the equivalence
pPerv(X) ∼= Vectk,
where Vectk denotes the category of finite dimensional k-vector spaces over a field k.
Example 2.3.7.3 (Perverse Sheaves for the Zero Perversity). Let us consider the zero
perversity, see Example 2.3.3.4, on a topologically stratified space X. Then, the t-structure
of (2.4) reduces to the standard t-structure on Dc(X), hence, see Definition 2.3.2.4, we get
oPerv(X) ' Constr(X).
In particular (2.5) implies that perverse functor for the zero perversity are functors of
constructible sheaves. In this situation, the simple objects in oPerv(X) ∼= Constr(X)
have simpler description. Indeed, let iS : S ↪→ X be the inclusion of a stratum into X and
let L ∈ Loc(S) be an irreducible local system. Then the simple perverse sheaves for the
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zero perversity are
oSS ∼= 0iS !∗L
∼= im(0iS !L → 0iS∗) by Definition 2.3.5.4
∼= im(iS !L → iS∗L)
∼= iS !L
as at the level of sheaves the map iS !L → iS∗L is a monomorphism.
Example 2.3.7.4. [Woo09, Section 3.1] Let us consider the projective complex line X = P1
stratified as in Example 2.3.1.6.iii). We denote the two strata by
S1 = U ∼= C and S0 = Z ∼= {∞}.
In this instance, there are three meaningful perversities p(S) = (p(S1), p(S0)) given by the
top, middle and zero perversity, that is
t(S) = (−2, 0) m(S) = (−1, 0) o(S) = (0, 0).
Note that the first and last perversities are dual to each other, while the middle perversity is
self-dual. The Auslander-Reiten quivers of pPerv(X), see Remark 2.2.3.26, for the above
perversities are respectively
kX [2]
i∗kZ j∗kU [2]
Figure 2.4: Auslander-Reiten quiver of tPerv(P1)
for the top perversity,
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M
j!kU [1] j∗kU [1]
i∗kZ kX [1] i∗kZ
Figure 2.5: Auslander-Reiten quiver of mPerv(P1)
for the middle perversity, where M is the Beilinson’s maximal extension discussed in
Section 2.3.5, and
kX
j!kU i∗kZ
Figure 2.6: Auslander-Reiten quiver of 0Perv(P1)
for the zero perversity. Note also that the latter case correspond to the case of Constr(P1),
see Example 2.3.7.2, that is corresponds to constructible sheaves on P1. Dually, the first
case describes the case of constructible co-sheaves on P1.
Chapter 3
Projective Perverse Sheaves
In this chapter we present the results we achieved regarding projective covers of simple
perverse sheaves and the characterisation of the category of p-perverse sheaves on a topo-
logically stratified space X with finitely many strata, each with finite fundamental group,
as a module category over a finite dimensional algebra and as representations of a quiver
with relations.
In Section 3.1, we analyse the situation of projective local systems. The main reason is
that the category pPerv(X) is constructed by glueing local systems on strata with a shift
given by the value of the perversity. Therefore, the case of local system serves both as the
easiest example of perverse sheaves and as the situation we want to generalise.
In Section 3.2, we consider complementary open and closed unions of strata U and Z of
a topologically stratified space, that is complementary maps U
j
↪→ X i←↩ Z, and we study
which perverse functors preserve projective objects. We also note that, since the category
pPerv(X) of p-perverse sheaves is finite length, Noetherian and Artinian, Verdier duality,
see Theorem 2.3.4.5, gives us dual statements regarding injective objects.
Section 3.3 is devoted to the construction of projective covers. Since we consider a
topologically stratified space X with finitely many strata, each with finite fundamental
group, the category pPerv(X) has finitely many simple objects. Those can be either an
intermediate extension of a simple arising from the open part U or an extension by zero
of a simple object arising from the closed part Z. We therefore divide the construction in
two parts, depending on the support of the considered simple object. Since the category
pPerv(X) is finite length, the construction of projective covers for simple objects implies
that we can construct projective covers for any perverse sheaf. We also give examples of
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projective covers for the case of X = P1. We note that dualising the above construction
gives us a procedure to build injective hulls for simple objects, and hence for any perverse
sheaf. We then study which perverse functors preserve projective covers and dually injective
hulls.
In Section 3.4, we present the results that we can deduce from the construction of
projective covers and injective hulls. In Theorem 3.4.0.6, we prove equivalent characterisa-
tions of the category pPerv(X) of p-perverse sheaves on a topologically stratified space X
with finitely many strata, each with finite fundamental group. Note that Theorem 3.4.0.6
can be regarded as a generalisation of Proposition 3.1.0.3, which covers the case of local
systems. We then underline important features of the presented results, for instance the
independence from the perversity function and complex structure of the space.
In Section 3.5, we explain more consequences that follow from the results. For instance,
the construction of projective covers and injective hulls allows us to build minimal pro-
jective (respectively injective) presentations and resolutions. This in turn gives a way to
calculate the Auslander-Reiten translation in the Auslander-Reiten quiver of the category
pPerv(X).
Finally, in Section 3.6 we present some vanishing results for the Ext-groups in the
constructible derived category Dc(X) for a topologically stratified space X with finitely
many strata, each with finite fundamental group. If one further assumes that pPerv(X)
is a faithful heart inside Dc(X) and we restrict ourselves to GM-perversities, this implies
a bound on the global dimension of perverse sheaves. In particular, we show that, under
the above hypothesis, the global dimension is an integer between zero and the dimension
of the space X.
3.1 Projective Local Systems
In this section, we first recall the definition of a locally connected and semi-locally simply
connected space. We then characterise local systems on such spaces.
Definition 3.1.0.1. Let X be a topological space and consider a point x ∈ X. We say that
X is locally connected at x if for every open V containing x, there exists a connected
open set U such that x ∈ U ⊂ V . The space X is locally connected if it is locally connected
at x for every x ∈ X.
Definition 3.1.0.2. A topological space X is semi-locally simply connected if every
Chapter 3. Projective Perverse Sheaves 77
point in X has a neighbourhood U such that every loop in U can be contracted to a point
in X.
Let S be a connected, locally connected, semi-locally simply connected space. Let us
denote by Loc(S) the category of finite dimensional local system on S with coefficients
in an algebraically closed field k, that is, see Definition 2.3.2.1, the category of locally
constant sheaves of finite dimensional k-vector spaces on S.
Proposition 3.1.0.3. The following are equivalent:
i) pi1(S) is finite.
ii) Loc(S) ' A-mod for a finite dimensional k-algebra A.
iii) Loc(S) has a projective generator.
Proof. Let pi1(S) be finite, then k[pi1(S)] is a finite dimensional k-algebra. The monodromy
representation of a local system gives an exact equivalence Loc(S) ' k[pi1(S)]-mod. Con-
versely, suppose Loc(S) ' A-mod for a finite dimensional k-algebra A. Then k[pi1(S)]
is Morita equivalent, see Definition 2.2.1.6, to A. Therefore the algebra A is also finite
dimensional, implying that pi1(S) is finite, see Remark 2.2.1.7.
Finally, since Loc(S) is a finite length k-linear category (with finite dimensional mor-
phism spaces), Proposition 2.2.1.5 gives the equivalence between the second and third
statements.
Remark 3.1.0.4. Since the category of perverse sheaves pPerv(X) on a topologically
stratified space X is the result of glueing local systems on its strata (with a shift prescribed
by the value of the perversity on each stratum) see Remark 2.3.4.4, Proposition 3.1.0.3 can
be regarded as the one we aim to generalise.
The following observation explains the connection between the finiteness of the fun-
damental group of a space and the semi-simplicity of the category of perverse sheaves on
it.
Remark 3.1.0.5. Let S be a stratum of topologically stratified space X. There are equiv-
alences
pPerv(S) ' Loc(S)[−p(S)]
' k[pi1(S)]-mod,
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see Example 2.3.7.1. Therefore, if pi1(S) is finite and the characteristic of the field k does
not divide the order of pi1(S), the category
pPerv(S) is semisimple by Maschke’s Theorem.
3.2 Preservation Under Functors
In this section, we focus on the conditions under which a functor preserves projective
objects in the category of p-perverse sheaves. In what follows, let U and Z denote com-
plementary open and closed union of strata respectively, so that we have complementary
maps
U
j
↪→ X i←↩ Z.
We begin with a well-known general result which holds for abelian categories.
Lemma 3.2.0.1. Let A and B be abelian categories. Consider functors F : A → B and
G : B → A such that:
i) G is exact.
ii) F is left adjoint to G.
If A ∈ A is projective then F (A) ∈ B is projective.
Proof. By using the adjunction F a G, we have
HomB(F (A),−) ∼= HomA(A,G(−)) ∼= HomA(A,−) ◦G.
G is exact by hypothesis and HomA(A,−) is exact since A ∈ A is projective. Hence
HomB(F (A),−) is exact since composition of exact functors. This implies that F (A) ∈ B
is projective.
In Section 2.3.5 we saw that the six functor formalism on the constructible derived
category Dc(X) descends to perverse sheaves. As a consequence of the above lemma we
then have the following result.
Lemma 3.2.0.2. The functors pj! and
pi∗ preserve projective perverse sheaves.
Proof. The functors pj! and
pi∗ are left adjoint to the exact functors j∗ and i∗ respectively,
see (2.6). Therefore Lemma 3.2.0.1 implies the claim.
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In general, an exact functor does not preserve projective objects. In fact, if we start
with a projective perverse sheaf on X and we restrict it to the open part, we need to impose
an extra condition to get a projective perverse sheaf on U .
Lemma 3.2.0.3. Let P ∈ pPerv(X) be a projective object such that pi∗P = 0. Then
j∗P ∈ pPerv(U) is projective.
Proof. In order to establish the claim it is enough to show that the functor
HompPerv(U)(j
∗P,−) ∼= HompPerv(X)(P, pj∗(−))
is exact. Let us consider a short exact sequence of the form
0→ E → F → G → 0
in pPerv(U). Then, applying the left exact functor pj∗, we have an exact sequence
0→ pj∗E → pj∗F → pj∗G → i∗C → 0
for some C ∼= coker(pj∗F → pj∗G) ∈ pPerv(X r U). Applying the exact functor HompPerv(X)(P,−)
to the above exact sequence yields an exact sequence
0→ Hom(P, pj∗E)→ Hom(P, pj∗F)→ Hom(P, pj∗G)→ Hom(P, i∗C)→ 0.
The condition pi∗P = 0 implies that
HompPerv(X)(P, i∗(−)) ∼= HompPerv(Z)(pi∗P,−) = 0,
hence the statement follows.
We now give two examples in our context where an exact functor does not preserve
projective objects.
Example 3.2.0.4. We show that the exact functor extension by zero i∗ does not send a
projective perverse sheaf P ∈ pPerv(Z) to a projective object in pPerv(X).
i) In the setting of Example 2.3.1.6.ii), let us consider the extension by zero i∗k0 of the
constant sheaf on a point, that is the skyscraper sheaf at the origin, for the middle
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perversity. In mPerv(C), the epimorphism
j∗kC∗ [1] i∗k0
does not split, thus i∗k0 is not projective in mPerv(C).
ii) In the setting of Example 2.3.1.6.iii), let us consider the extension by zero i∗kZ of
the projective perverse sheaf kZ ∈ mPerv(Z). We have that i∗kZ is not projective,
since there is a non split short exact sequence
0→ kX [1]→ j∗kU [1]→ i∗kZ → 0,
that is Ext1mPerv(X)(i∗kZ ,−) 6= 0.
Since the category pPerv(X) is finite length, Artinian and Noetherian, see Section
2.3.6, dualising statements for projective objects in pPerv(X) yields results for injective
objects in p
∗
Perv(X). Therefore, one can easily state which functors (and under which
hypotheses) preserve injective perverse sheaves.
Remark 3.2.0.5. Lemma 3.2.0.1 has a dual statement in terms of injective objects. In
fact, a functor which is right adjoint to an exact functor between abelian categories preserves
injective objects. Therefore, dually to the situation described in Lemma 3.2.0.2, we have
that the functors pj∗ and pi! always preserve injective objects. The dual statement of Lemma
3.2.0.3 holds as well. That is, if I ∈ pPerv(X) is an injective object such that pi!I = 0,
then j∗I ∈ pPerv(U) is injective. Finally, the exact functor i∗ does not preserve injective
objects either. Indeed, in the case of Example 2.3.1.6.ii), one can consider the extension
by zero i∗kZ of the injective perverse sheaf kZ ∈ mPerv(Z). The existence of the non split
short exact sequence
0→ i∗kZ → j!kU [1]→ kX [1]→ 0
in mPerv(X), see Example 2.3.7.4, implies that Ext1mPerv(X)(−, i∗kZ) 6= 0, that is i∗kZ is
not injective.
3.3 Construction of Projective Covers
In this section we present the procedure which allows us to build projective covers for simple
objects in pPerv(X). Let X be a topologically stratified space with finitely many strata S,
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each with finite fundamental group. We will denote by U and Z complementary open and
closed unions of strata respectively, that is there are complementary maps j : U ↪→ X and
i : Z ↪→ X. Under the considered hypothesis, the category pPerv(X) has finitely many
simple objects which are either an intermediate extension of a simple object arising from
U or an extension by zero of a simple object arising from Z, see Section 2.3.6. Therefore,
we divide the construction of projective covers in two cases depending on the form of the
considered simple object. We will use induction on the number of strata, that is assuming
we know the projective covers of simple objects in pPerv(U) and pPerv(Z), we want to
characterise projective covers in pPerv(X).
3.3.1 Projective Covers of Simple Objects Arising from the Open Part
Let us consider a stratum T ⊂ U and a local system L ∈ Loc(T ). In this section,
we characterise the projective cover of a simple object of the form pj!∗(SL|U ), where we
denote by SL|U ∈ pPerv(U) the restriction of a simple object on X to a simple object on
U . In particular, we show that the extension under the functor pj! of the projective cover
PL|U of SL|U in pPerv(U), which we can assume constructed by inductive hypothesis on
the number of strata, is the projective cover of the simple object SL in pPerv(X).
Proposition 3.3.1.1. Let PL|U be the projective cover in pPerv(U) of a simple object
SL|U ∈ pPerv(U). Then, pj!(PL|U ) is the projective cover of the simple object pj!∗(SL|U )
in pPerv(X).
Proof. Since PL|U is the projective cover of SL|U in pPerv(U) there is an epimorphism of
the form PL|U  SL|U in pPerv(U). Therefore, using that pj! is right exact and Remark
2.3.5.5.ii) we have that the composite
pj!(PL|U ) pj!(SL|U ) pj!∗(SL|U )
is an epimorphism. Let us consider the diagram
pj!(PL|U ) pj!(PL|U )
pj!∗(SL|U )
α
.
Since PL|U is the projective cover of SL|U in pPerv(U), then j∗α is an isomorphism.
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Therefore, α is an isomorphism as pj! is fully faithful, see Section 2.3.5. Hence
pj!(PL|U )
is the projective cover of SL in pPerv(X).
Example 3.3.1.2. Let us consider X = P1 stratified by a point Z = {pt} and its open
complement U = X r Z as in Example 2.3.1.6.iii). Depending on the perversity one
considers, we have:
i) For the top perversity the simple object supported on U is tSU ∼= j∗kU and its projec-
tive cover is tPU ∼= kX .
ii) For the middle perversity the simple object supported on U is mSU ∼= kX [1] and its
projective cover is mPU ∼= j!kU [1].
iii) For the zero perversity the simple object supported on U is also projective, that is
oSU ∼= oPU ∼= j!kU .
Dualising Proposition 3.3.1.1 we have an explicit characterisation of the injective hull
of a simple object supported on U .
Proposition 3.3.1.3. Let IL|U be the injective hull in pPerv(U) of a simple object
SL|U ∈ pPerv(U). Then, pj∗(IL|U ) is the injective hull of the simple object pj!∗(SL|U )
in pPerv(X).
Proof. The proof is completely dual to the one of Proposition 3.3.1.1.
The following Example is dual to Example 3.3.1.2.
Example 3.3.1.4. Let us consider X = P1 stratified by a point Z = {pt} and its open
complement U = X r Z as in Example 2.3.1.6.iii). Depending on the perversity one
considers, we have:
i) For the top perversity the simple object supported on U is tSU ∼= j∗kU and it is also
injective.
ii) For the middle perversity the simple object supported on U is mSU ∼= kX [1] and its
injective hull is mIU ∼= j∗kU [1].
iii) For the zero perversity the simple projective object supported on U is oSU ∼= j!kU and
its injective hull is oIU ∼= kX [1].
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3.3.2 Projective Covers of Simple Objects Arising from the Closed Part
Let L ∈ Loc(S) be a local system for a stratum S ⊂ Z and let P̂L denote the projective
cover of SL|Z in pPerv(Z). Let I be the set of (isomorphism classes of) irreducible local
system on the strata of X. We have that I is finite by assumption and that we can write
I = IU+IZ as a disjoint union of the sets of irreducible local systems on the complementary
unions of strata of U and Z respectively. Let us consider the perverse sheaf
P˜L =
⊕
M∈IU
PM ⊗ Ext1(i∗P̂L,SM)∨ ∈ pPerv(X). (3.1)
Note that P˜L is the sum of dim Ext1(i∗P̂L,SM) copies of PM ∼= pj!(PM|U ) for M ∈
IU , where PM|U denotes the projective cover of the simple object SM|U in pPerv(U).
Therefore, P˜L is projective since it is a sum of projective objects.
Let pi : P˜L → QL be such that QL has maximal length amongst quotients of P˜L in
pPerv(X) for which there exists a morphism  ∈ Ext1(i∗P̂L,QL) inducing isomorphisms
Hom(QL,SN ) ∼= Ext1(i∗P̂L,SN ) : φ 7→ φ ◦  ∀N ∈ I. (3.2)
Remark 3.3.2.1. The object QL ∈ pPerv(X) exists since P˜L has finite length (as does
every object in pPerv(X)) and the quotient
Q˜L =
⊕
M∈IU
SM ⊗ Ext1(i∗P̂L,SM)∨ ∈ pPerv(X)
has the required properties. Note that in this case, a suitable morphism is given by the sum
of units
Ext1(i∗P̂L, Q˜L) ∼=
⊕
M∈IU
Ext1(i∗P̂L,SM)⊗ Ext1(i∗P̂L,SM)∨.
The object Q˜L above is the minimal length quotient with the required property (3.2).
Let PL ∈ pPerv(X) be the extension of QL corresponding to  ∈ Ext1(i∗P̂L,QL). In
particular, in Dc(X) there is a triangle
i∗P̂L[−1] −→ QL → PL → i∗P̂L (3.3)
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and therefore a short exact sequence
0→ QL → PL → i∗P̂L → 0
in pPerv(X).
Lemma 3.3.2.2. The perverse sheaf PL ∈ pPerv(X) is projective and indecomposable.
Proof. The claim is equivalent to showing that Ext1pPerv(X)(PL,SN ) = 0 for any N ∈ I
and that
HompPerv(X)(PL,SN ) ∼=
k if N ∼= L0 otherwise . (3.4)
In fact, the former condition implies that PL is projective, while the latter that it is
indecomposable. If we apply the functor HompPerv(X)(−,SN ) to (3.3), we get the long
exact sequence
0 Hom(i∗P̂L,SN ) Hom(PL,SN ) Hom(QL,SN )
Ext1(i∗P̂L,SN ) Ext1(PL,SN ) Ext1(QL,SN )
Ext2(i∗P̂L,SN ) . . .
α1 β1
γ1
γ2
(3.5)
The property (3.2) implies that γ1 is an isomorphism, hence β1 = 0 and
Hom(PL,SN ) ∼= Hom(i∗P̂L,SN ) ∼= Hom(P̂L, pi!SN ),
which yields (3.4) as P̂L is the projective cover of SL in pPerv(Z) and
pi!SN =
SN |Z if N ∈ IZ0 if N ∈ IU .
The last part of the long exact sequence (3.5) is then
0→ Ext1(PL,SN )→ Ext1(QL,SN ) γ2→ Ext2(i∗P̂L,SN )→ . . .
In order to conclude that PL is projective in pPerv(X), it is enough to show that γ2 is
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injective. Suppose φ ◦  = 0 for some φ ∈ Ext1(QL,SN ). We show that φ = 0 by proving
that φ 6= 0 leads to a contradiction. We have a commutative diagram of the form
P˜L
SN Q′L QL SN [1]
i∗P̂L[−1]
pi′
0
pi
φ
′
0

with middle row the triangle induced from φ. Note that pi′ exists since P˜L is projective
while ′ exists because φ ◦  = 0. Applying the functor HomDc(X)(−,SM) to the above
diagram gives that composition with ′ induces an isomorphism
Hom(Q′L,SM) ∼= Ext1(i∗P̂L,SM)
for every M ∈ I when φ 6= 0. For M 6= N , this follows from property (3.2) and
Hom(SN [1],SM) ∼= 0 ∼= Hom(SN ,SM). For M ∼= N , it follows similarly but now us-
ing the fact that composing with φ induces an inclusion
k ∼= Hom(SN ,SN ) ↪→ Hom(QL[−1],SN ) ∼= Ext1(QL,SN ),
provided that φ 6= 0. Therefore pi′ cannot be an epimorphism in pPerv(X) if φ 6= 0,
for otherwise QL would not be maximal in length amongst the quotients of P˜L with the
property (3.2), since Q′L has the property (3.2) and greater length. Therefore, since SN is
simple we have
impi′ ∼= QL and Q′L ∼= QL ⊕ SN .
Hence φ = 0 after all and the map γ2 is injective.
Proposition 3.3.2.3. The perverse sheaf PL is the projective cover of SL in pPerv(X).
Proof. We have that PL ∈ pPerv(X) is projective and indecomposable by Lemma 3.3.2.2,
and there are epimorphisms
PL  i∗P̂L  SL
in pPerv(X). Then, the claim follows by Lemma 2.1.2.6.
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Example 3.3.2.4. Let X = P1 stratified by a point Z = {pt} and its open complement
U ∼= X r Z as in Example 2.3.1.6.iii) and consider the middle perversity. We want to
construct the projective cover of SZ ∼= i∗kZ in mPerv(X). First of all, we need to identify
the object P˜Z . Since we have
i∗P̂Z ∼= i∗SZ
it follows that Ext1(i∗P̂Z ,PU ) ∼= k. Therefore
P˜Z ∼= PU ⊗ Ext1(SZ ,SU ) ∼= PU .
Now, we need to find the biggest quotient (in length) QZ of P˜Z which satisfies (3.2). We
claim that QZ ∼= P˜U . By applying the functor ExtimPerv(X)(SZ ,−) to the exact sequence
0→ SZ → PU → SU → 0
we get the long exact sequence
. . .→ Ext1(SZ ,SZ)→ Ext1(SZ ,PU )→ Ext1(SZ ,SU )→ Ext2(SZ ,SZ)→ . . .
The first and last terms in the above long exact sequence are zero, as Exti(SZ ,SZ) ∼= 0 for
any i ≥ 1, therefore
Ext1(SZ ,PU ) ∼= Ext1(SZ ,SU ) ∼= k.
Let 0 6=  ∈ Ext1(i∗P̂Z ,QZ) ∼= Ext1(SZ ,PU ). Moreover
Hom(QZ ,SN ) ∼= Hom(PU ,SN ) ∼=
k if N ∈ Loc(U)0 otherwise
and
Ext1(i∗P̂Z ,SN ) ∼= Ext1(SZ ,SU ) ∼=
k if N ∈ Loc(U)0 otherwise
so the isomorphisms of (3.2) hold. The projective cover PZ of SZ ∈ mPerv(X) then sits
in the short exact sequence
0→ PU → PZ → SZ → 0 (3.6)
induced by the triangle (3.3). Therefore PZ ∼=M in the notation of Example 2.3.7.4.
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Remark 3.3.2.5. Note that, since pPerv(X) is a finite length category, see Section
2.3.6, the construction of projective covers for simple objects implies that every object
E ∈ pPerv(X) has a projective cover P(E) ∈ pPerv(X). In particular, P(E) is given by
the sum of the projective covers of the semisimple object top(E) ∼= E/rad(E).
Remark 3.3.2.6. Note that the construction of projective covers for a simple object SL ∈
pPerv(X) arising from the closed part gets simpler if one consider the case of Z a single
closed stratum. For instance, the projective perverse sheaf of (3.1) becomes
P˜L =
⊕
M∈IU
PM ⊗ Ext1(SL,SM)∨,
that is P˜L is the sum of all projective covers of simple objects arising from U for which
there is an arrow L →M in the Ext-quiver of pPerv(X), where L ∈ IZ .
Remark 3.3.2.7. Dualising the above construction gives a procedure which allows one to
construct injective hulls for simple objects and hence any object in pPerv(X). In particular,
in the case of X = P1 stratified by a point Z = {pt} and its open complement U ∼=
X r Z as in Example 2.3.1.6.iii) with the middle perversity, the dualised procedure for
the construction of the injective hull of SZ in mPerv(X) gives that IZ ∼= M. That is
Beilinson’s maximal extension M∈ mPerv(X) is an injective-projective m-perverse sheaf.
3.3.3 Preserving Projective Covers
In this section, we study under which hypotheses functors preserve projective covers.
Lemma 3.3.3.1. The functor pj! preserves projective covers when they exist in
pPerv(U).
Proof. It follows directly form the fact that pj! is fully faithful, see Section 2.3.5.
The exact functor j∗ preserves projective covers P ∈ pPerv(X) only if P has no
quotients supported on Z.
Lemma 3.3.3.2. Suppose P  E is the projective cover of E in pPerv(X) and that
pi∗P ∼= 0. Then, j∗P  j∗E is the projective cover of j∗E in pPerv(U).
Proof. Let us consider the projective cover P  E in pPerv(X). By applying the exact
functor j∗ we have an epimorphism
j∗P → j∗E
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in pPerv(U), with j∗P projective by Lemma 3.2.0.3. We need to show that given a
commutative diagram
j∗P j∗P
j∗E
α
then α is an isomorphism. We have the following diagram
pj!j
∗P pj!j∗P
P pj!j∗E P
E
pj!α
(3.7)
where pj!j
∗P → P is an epimorphism since pi∗P = 0. Hence, as P is projective, there is a
splitting P → pj!j∗P. Taking β : P → P to be the composite P → pj!j∗P
pj!α→ pj!j∗P → P,
we have α = j∗β. Moreover, as P  E is the projective cover in pPerv(X) and we
have that the bottom triangle in (3.7) commutes, β is an isomorphism. Hence α is an
isomorphism.
In a similar way, the right exact functor pi∗ preserves projective covers P ∈ pPerv(X)
only if the restriction of P to the open part U is zero.
Lemma 3.3.3.3. Suppose P  E is the projective cover of E in pPerv(X) and that
j∗P ∼= 0. Then, pi∗P  pi∗E is the projective cover of pi∗E in pPerv(Z).
Proof. Let us consider the projective cover pi : P  E in pPerv(X). By applying the right
exact functor pi∗ we have an epimorphism
pi∗P  pi∗E
in pPerv(Z), with pi∗P projective by Lemma 3.2.0.2. We need to show that given any
commutative diagram
pi∗P pi∗P
pi∗E
pi∗pi
α
pi∗pi
(3.8)
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then α is an isomorphism. We can construct the following commutative diagram.
P P
i∗pi∗P i∗pi∗P
i∗pi∗E
E
β
pi pi
i∗pi∗pi
i∗α
i∗pi∗pi
∼=
.
Here we use the fact that j∗E ∼= 0 since j∗ is an exact functor, which implies E ∼= i∗pi∗E ,
and the fact that P is projective to obtain the morphism β making the upper square
commute. The left and right squares are natural squares for the unit 1→ i∗pi∗ of the left
adjunction and the inner triangle is obtain by applying the exact functor i∗ to (3.8). Since
the outer triangle commutes and pi : P  E is the projective cover, we deduce that β is an
isomorphism. Hence, α = pi∗β is also an isomorphism.
Remark 3.3.3.4. In the same vein as Remark 3.2.0.5, one can dualise the statements of
Lemma 3.3.3.1, 3.3.3.2 and 3.3.3.3 in order to establish which functors preserve injective
hulls. In particular we have that pj∗ always preserves injective hulls, j∗ preserves injective
hulls in ker pi! and finally pi! preserves injective hulls in ker j∗.
3.4 Main Results
In this section we present a very convenient description of the category pPerv(X) of p-
perverse sheaves on a topologically stratified spaceX in terms of module categories and rep-
resentations of a quiver with relations. Such characterisation is based on the construction
of projective covers of Section 3.3. Let k be an algebraically closed field with characteristic
not dividing the order of the fundamental group pi1(S) for any stratum S ⊂ X.
Theorem 3.4.0.1. Let X be a topologically stratified space with finitely many strata, each
with finite fundamental group. Then each simple object in pPerv(X) has a projective cover.
Proof. By hypothesis, there are finitely many simple objects, see Section 2.3.6.g). The
simple objects can arise either from the open or from the closed part, see Section 2.3.6.c).
Proposition 3.3.1.1 and Section 3.3.2 provide the construction of projective covers for each
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of the two cases. Remark 3.3.2.5 shows how to extend the construction of projective cover
to any perverse sheaf.
Theorem 3.4.0.2. Let X be a topologically stratified space with finitely many strata S all
with finite fundamental group. Then pPerv(X) has enough injectives and projectives.
Proof. By Section 2.3.6.d) pPerv(X) is a finite length category. Theorem 3.4.0.1 shows
that any simple object has a projective cover. As noted in Proposition 3.3.1.3 and Remark
3.3.2.7, the whole construction is independent from choice of the perversity, therefore, every
simple object in p
∗
Perv(X) has a projective cover. By duality, see Theorem 2.3.4.5, every
simple object in pPerv(X) has an injective hull. Hence the claim follows.
Remark 3.4.0.3. Let X be a topologically stratified space with finitely many strata, each
with finite fundamental group. Let {SL} be the finite set of (isomorphism classes of) simple
objects and denote by {PL} and {IL} the corresponding sets of (isomorphism classes of)
projective covers and injective hulls for L ∈ I. The objects
P =
⊕
L∈I
PL and I =
⊕
L∈I
IL
are respectively a projective generator and an injective cogenerator for the category pPerv(X).
Theorem 3.4.0.4. Let X be a topologically stratified space. There is an equivalence of
categories
pPerv(X) ' Ap-mod
where Ap is a finite dimensional k-algebra if and only if X has finitely many strata, each
with finite fundamental group.
Proof. If there is an exact equivalence, then pPerv(X) has a projective generator. This
implies that there are finitely many isomorphism classes of simple perverse sheaves, there-
fore there are finitely many strata. In addition, each simple perverse sheaf SL ∈ pPerv(X)
has a projective cover PL  SL. Let j : U ↪→ X and i : Z = X r U ↪→ X be complemen-
tary open and closed inclusions of unions of strata respectively. Let IU denote the set of
(isomorphism classes of) irreducible local systems on strata in U , then
PU =
⊕
L∈IU
PL
Chapter 3. Projective Perverse Sheaves 91
is projective with pi∗PU = 0. Indeed, if L ∈ Loc(S) with S ⊂ U , then each projective
cover PL  SL satisfies Hom(PL,SM) = 0 for M 6= L. Therefore
Hom(PL, i∗C) ∼= Hom(pi∗PL, C) = 0
for any C ∈ pPerv(X r U). By Lemma 3.2.0.3 we have that j∗PU ∈ pPerv(U) is projec-
tive; in particular, it is a projective generator for pPerv(U). Moreover, if iS : S ↪→ X is
the inclusion of a closed stratum (in U), then by Lemma 3.2.0.2 we have that piS
∗j∗PU is
a projective generator for Loc(S). Choosing a suitable U for each stratum S ⊂ X implies
that each Loc(S) has a projective generator. Therefore, by Proposition 3.1.0.3 each pi1(S)
is finite. Conversely, if there are finitely many strata, each with finite fundamental group,
Theorem 3.4.0.1 gives that each simple object has a projective cover. The projective gen-
erator for pPerv(X) is given by the direct sum of the projective covers of simple objects,
see Remark 3.4.0.3.
We now show, using a standard argument in representation theory, see [ARS97, ASS06],
that there is an equivalence between the category of perverse sheaves and finitely generated
modules over the path algebra kQp(X)/Ip(X).
Proposition 3.4.0.5. Let X be a topologically stratified space with finitely many strata S,
all with finite fundamental group. There is an equivalence
pPerv(X) ' kQp(X)/Ip(X)-mod
such that kQp(X)/Ip(X) is finite dimensional, where Qp(X) is a finite quiver and Ip(X)
is an admissible ideal.
Proof. The direct summands of the projective generator, see Remark 3.4.0.3, are pairwise
non-isomorphic. Therefore the algebra End(P) is basic, see Definition 2.2.1.4. As k is
assumed to be algebraically closed, End(P) ∼= kQp(X)/Ip(X) for a finite quiver Qp(X)
and admissible ideal Ip(X) ⊂ kQp(X) of its path algebra. In particular, as prescribed by
Definition 2.2.2.6, the quiver Qp(X) has a vertex for each simple perverse sheaf, that is
each irreducible local system on a stratum; it has dim Ext1(SL,SM) arrows from the vertex
which corresponds to the local system L to the one that corresponds to the local system
M. Moreover, choosing a basis for each Ext1(SL,SM) uniquely determines an algebra
homomorphism kQp(X)  End(P) and therefore an ideal Ip(X) such that End(P) ∼=
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kQp(X)/Ip(X).
Using Proposition 2.2.1.5, we shall organise all the previous results in the following
Theorem.
Theorem 3.4.0.6. Let k be an algebraically closed field. The following conditions are
equivalent:
i) X is a topologically stratified space with finitely many strata S, such that fundamental
group pi1(S) is finite for any stratum S ⊂ X and the characteristic of k does not divide
the order of the fundamental group pi1(S) for any stratum S ⊂ X.
ii) PPerv(X) has enough projectives.
iii) PPerv(X) has enough injectives.
iv) pPerv(X) is equivalent to Ap-mod for a finite dimensional algebra Ap.
v) pPerv(X) is equivalent to kQp(X)/Ip(X)-mod where Qp(X) is a finite quiver and
Ip(X) is an admissible ideal.
3.4.1 Comments
In this section we point out some features and important aspects regarding the results
presented in Section 3.4.
Remark 3.4.1.1. The construction of projective covers presented in Section 3.3, hence
Theorem 3.4.0.6, does not depend on the perversity. Indeed, it works for any perversities as
in Definition 2.3.3.1. We do not assumed our perversities to belong to the more restrictive
class of Goresky-MacPherson perversities, see [GM80] and Remark 2.3.3.7.
Remark 3.4.1.2. The results presented in Section 3.4 work for a topologically stratified
space, see Definition 2.3.1.1, with finitely many strata, each with finite fundamental group.
We do not require X to have a complex structure and we do not restrict ourselves to alge-
braic varieties. For example, the result mentioned in Theorem 3.4.0.2 appears in [BGS96,
Theorem 3.3.1] (and in [CPS93]) for the case of an algebraic variety and middle perversity.
Remark 3.4.1.3. The results of Section 3.4 use only information about the strata of the
topologically stratified space X. Information about links intervenes for instance when one
wants to determine the algebra Ap which appears in Theorem 3.4.0.4.
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Remark 3.4.1.4. The results of Section 3.4 extend the situation of Proposition 3.1.0.3
regarding local systems. Note that one could expect such generalisation as the category of
p-perverse sheaves pPerv(X) is roughly speaking built by glueing together local systems on
strata of X with a shift given by the perversity p.
Remark 3.4.1.5. Note that the field k needs to be algebraically closed only in Proposition
3.4.0.5 in order to have the isomorphism End(P) ∼= kQp(X)/Ip(X). In the rest, the field
k does not play any role, therefore it can be assumed to be any field with characteristic not
dividing pi1(S) for any stratum S of X.
3.5 Further Consequences
Let X be a topologically stratified space with finitely many strata S, each with finite
fundamental group and k be an algebraically closed field with characteristic not dividing
the order of the fundamental group pi1(S) for any stratum S ⊂ X. In such situation,
the category of perverse sheaves is a module category over a finite dimensional algebra.
Therefore, the following well-known result holds.
Lemma 3.5.0.1. Let A be a finite dimensional algebra and consider a chain of epimor-
phism of the form
P
piM σ N
in A-mod, where P is the projective cover of N . Then P is the projective cover of M .
Proof. Given a commuting diagram
P P
M
pi
α
pi
we can extend it to
P P
M
N
pi
α
pi
σ
.
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Since P  N is the projective cover we see that α is an isomorphism. Hence P  M is
also the projective cover.
Moreover, we can consider the radical of a perverse sheaf E ∈ pPerv(X), see Definition
2.1.2.15. We have
rad(E) =
⋂
{F ↪→ E | E/F is simple}.
The above facts, together with Lemma 2.1.2.18, are useful to find the projective cover
of a non-simple object.
Example 3.5.0.2. Let us consider X = P1 stratified as in Example 2.3.1.6.iii) with the
middle perversity. There is a chain of epimorphisms M  j∗kU [1] ∼= IU  i∗kZ ∼= SZ
and M is the projective cover of SZ in mPerv(P1). Lemma 3.5.0.1 implies that
P(IU ) ∼= PZ ∼=M.
Let us check this using Lemma 2.1.2.18. First of all, we need to find the radical of IU , that
is the intersection of its maximal sub-objects. Since IU has only one sub-object, it is easy
to check that rad(IU ) ∼= SU . Therefore, we have
P(IU ) ∼= P(top(IU ))
∼= P(IU/rad(IU ))
∼= P(SZ)
∼= PZ .
3.5.1 Minimal Projective Presentations and Resolutions
Theorem 3.4.0.1 guarantees that any perverse sheaf E ∈ pPerv(X) has a projective cover.
Let us denote it by piE : P(E)  E . Iterating the construction of projective covers yields
the minimal projective resolution, see Definition 2.1.2.7, and hence a minimal projective
presentation for any E ∈ pPerv(X). In particular, one can consider the short exact
sequence
0→ kerpiE → P(E)→ E → 0
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in pPerv(X). Then, taking the projective cover of kerpiE gives the next term in the minimal
projective resolution of E , that is
P•E = . . .→ P(kerpiE)
pi′E→ P(E).
Note that kerpiE ∈ pPerv(X), therefore, in the case such object is not simple, one can use
Lemma 2.1.2.18 to find its projective cover. One can keep applying the same method to
the map pi′E to construct the next term. While this construction can continue indefinitely
in the case that E has infinite projective dimension, the final result of this procedure will
be the complete minimal projective resolution, if E it has finite projective dimension.
Example 3.5.1.1. Let X = P1 stratified as in Example 2.3.1.6.iii) with the middle per-
versity on it, that is p = m. We want to construct the minimal projective resolution of
the simple object SU ∼= mj!∗kU [1] ∼= kX [1]. The projective cover of SU in mPerv(X) is
PU ∼= j!kU [1], see Example 3.3.1.2.ii). The kernel of the map piU : PU  SU is
kerpiU ∼= SZ ,
hence
P(kerpiU ) ∼= P(SZ) ∼= PZ .
Thus, the beginning of the minimal projective resolution of SU is
P•U = . . .→ PZ
pi′U→ PU .
The kernel of the map pi′U is PU , therefore the complete minimal projective resolution of
SU is
P•U = PU → PZ
pi′U→ PU ,
since the map PU → PZ is a monomorphism.
We now want to construct the minimal projective resolution of the simple object SZ ∼=
i∗kZ . The projective cover of SZ in mPerv(X) is PZ ∼= M, see Example 3.3.2.4. The
kernel of the map piZ : PZ  SZ is
kerpiZ ∼= PU .
Since that object is already projective, we do not need to take its projective cover. Moreover,
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one can note that the map
kerpiZ ∼= PU → PZ
is a monomorphism. Therefore, the minimal projective resolution of SZ in mPerv(X) is
given by
P•Z = PU
pi′Z→ PZ
as pi′Z is a monomorphism.
3.5.2 Minimal Projective Presentations
Recall that a minimal projective presentation of a perverse sheaf E ∈ pPerv(X) is given
by the exact three term sequence
P ′ → P(E)→ E → 0
where P(E) is the projective cover of E and P ′ ∼= P(kerpiE).
Proposition 3.5.2.1. Let A be a finite dimensional k-algebra. Let us denote by {Si},
{Pi} and P•i = . . . → P ′i → Pi the set of (isomorphism classes of) simple objects, of
projective covers of simple object and the minimal projective resolution of a simple object
Si respectively. Then, there is an isomorphism
Ext1(Si,Sj) ∼= Hom(P ′i,Sj).
Proof. See [Ben98, Proof of Proposition 2.4.3] or [ASS06, Proof of Lemma 2.1.2].
Using the above result, we have that the minimal projective presentation of a simple
perverse sheaf SL ∈ pPerv(X) is given by
P ′L → PL → SL → 0,
where PL is constructed using the methods of Proposition 3.3.1.1 and Section 3.3.2 while
P ′L ∼=
⊕
M∈I
PM ⊗ Ext1(SL,SM)∨. (3.9)
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Remark 3.5.2.2. Note that the object P ′L in (3.9) is the sum of projective cover of simple
objects SM for which there is an arrow SL → SM in the Ext-quiver Qp(X) of pPerv(X)
(with the correct multiplicity). Therefore, the minimal projective presentations of simple
objects can be read directly from the quiver Qp(X).
3.5.3 Minimal Injective Resolutions
Dualising the construction of the minimal projective resolution of an object E ∈ pPerv(X)
gives the minimal injective resolution in p
∗
Perv(X). Indeed, let
pP•E = . . .→ pP′(E)→ pP(E)
be the minimal projective resolution in pPerv(X) of an object E ∈ pPerv(X). Using the
fact that the duality D : pPerv(X)→ p∗Perv(X), see Theorem 2.3.4.5, is such that
DE ∈ p∗Perv(X),
DpP(E) ∼= p∗I(E) ∈ p∗Perv(X),
DpP′(E) ∼= p∗I′(E) ∈ p∗Perv(X)
we have that
p∗I•DE = p
∗I(E)→ p∗I′(E)→ . . .
is the minimal injective resolution in p
∗
Perv(X) of the object DE ∈ p∗Perv(X).
Example 3.5.3.1. Let X = P1 stratified as in Example 2.3.1.6.iii) with the middle per-
versity on it, that is p = m. The minimal projective resolutions for the two simple objects
in mPerv(X) are, see Example 3.5.1.1
P•U ∼= mPU → mPZ → mPU
P•Z ∼= mPU → mPZ .
Since the middle perversity is self-dual, the minimal injective resolutions for the two simple
objects, which are also self-dual, are
I•U ∼= mIU → mIZ → mIU
I•Z ∼= mIZ → mIU .
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3.5.4 Auslander-Reiten Translation
The construction of minimal projective presentations for simple objects can be used to
compute the Auslander-Reiten translation for simple non-projective objects, see Definition
2.2.3.19. The Auslander-Reiten translation, in view of Theorem 3.4.0.4, is a functor
τ : pPerv(X)
(−)t−→ p∗Perv(X) D−→ pPerv(X)
where P is the projective generator of the category pPerv(X), see Remark 3.4.0.3, while the
functors involved in the definition of τ are (−)t = HompPerv(X)(−,P) andD = Homp∗Perv(X)(−,k)
respectively.
Example 3.5.4.1. Let us consider X = P1 stratified as in Example 2.3.1.6.iii) with the
middle perversity (which is self-dual). From Example 2.3.7.4 we know that mPerv(X) has
five indecomposable objects. Amongst them three are non-projective, that is the two simple
objects SU and SZ and the injective hull of the simple object supported on the open, namely
IU . We want to calculate the Auslander-Reiten translation for these objects. First of all,
we need projective presentations for them. Example 3.5.3.1 and Example 3.5.0.2 show that
they are
PZ → PU  SU
PU ↪→ PZ  SZ
PZ → PZ  IU .
Since we have
(PU )t ∼= (IU )t ∼= (SZ)t ∼= PU
(PZ)t ∼= PZ
(SU )t ∼= 0
then
D(PU )t ∼= D(IU )t ∼= D(SZ)tIU
D(PZ)t ∼= PZ
D(SU )t ∼= 0.
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The exact sequences
0→ τSU → D(PZ)t → D(PU )t → D(SU )t → 0
0→ τSZ → D(PU )t → D(PZ)t → D(SZ)t → 0
0→ τIU → D(PZ)t → D(PZ)t → D(IU )t → 0
then give
τSU ∼= SZ , τSZ ∼= SU and τIU ∼= PU .
Note that this agrees with Example 2.3.7.4.
3.6 On Global Dimension of Perverse Sheaves
In this section, let X be a topologically stratified space with finitely many strata, each
with finite fundamental group and k an algebraically closed field with characteristic not
dividing the order of the fundamental groups of strata. Let us denote by i : S ↪→ X the
inclusion of a closed stratum with complementary map j : U ↪→ X. Moreover, let us
consider a geometric perversity p, see Remark 2.3.3.6, such that p and its dual p∗ are both
decreasing functions which depend only on the dimension. By Lemma 2.3.3.8, p and p∗
are GM perversities.
Proposition 3.6.0.1. Let X be a compact topologically stratified space, p a GM-perversity
and E ∈ pPerv(X). Then
Hk(X; E) = 0 for
k < p(dim(X))k > p(dim(X)) + dim(X) = −p∗(dim(X)) .
Proof. Recall that p is a GM-perversity when
−dim(S) ≤ p(S) ≤ 0
for each stratum S of X and both p and its dual p∗ are decreasing functions depending
only on the dimension. In particular
p∗(dim(X)) ≤ p∗(S) and p(dim(S)) ≤ p(S)
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for all strata S. It follows that
D<p
∗(dim(X))(S) ⊂ D<p∗(S) and D<p(dim(X))(S) ⊂ D<p(S)(S)
for all strata S, and hence that
0D<p
∗(dim(X))(X) ⊂ p∗D<0 and 0D<p(dim(X))(X) ⊂ pD<0(X).
In particular, if pi : X → {pt} for any F ∈ D<p∗(dim(X))({pt}) we have pi∗F ∈p∗ D<0(X)
and so by duality, for any F ∈ D>−p∗(dim(X))({pt}) = D>p(dim(X))+dim(X)({pt}) we have
that pi!F ∈p D>0(X). Similarly, for any G ∈ D<p(dim(X))({pt}) we find pi∗G ∈p D<0(X).
Recalling that for a compact X the functor pi∗ is both left adjoint to pi! and right adjoint
to pi∗, we note that
Hom(pi∗E ,F) ∼= Hom(E , pi!F) = 0 ∀F ∈ D>p(dim(X))+dim(X)({pt})
and
Hom(G, pi∗E) ∼= Hom(pi∗G, E) = 0 ∀G ∈ D<p(dim(X))({pt}).
The claimed vanishing for Hk(X; E) = Hk(pi∗E) follows immediately.
Remark 3.6.0.2. Proposition 3.6.0.1 agrees with [Dim04, Proposition 5.2.12 and Corol-
lary 5.2.14] for the (relative) case of analytic spaces.
Remark 3.6.0.3. Proposition 3.6.0.1 holds for any perversity p such that p and p∗ are
decreasing functions of the dimension (that is, we do not need to normalise so that p is a
geometric perversity and hence GM).
Remark 3.6.0.4. Proposition 3.6.0.1 generalises the classical result for which Hk(X;L) =
0 for k < 0 or k > dim(X) where L ∈ Loc(X).
Proposition 3.6.0.5. Let p be a GM-perversity and E ,F ∈ pPerv(X). Then
ExtkDc(X)(E ,F) = 0 if
k < 0k > dim(X) .
Proof. WhenX has a single stratum, E and F are shifted local systems and ExtkDc(X)(E ,F) ∼=
ExtkDc(X)(kX , E∨ ⊗ F) = 0 for k < 0 or k > dim(X) by Remark 3.6.0.4. Let us consider
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the triangle
i∗i!F → F → j∗j∗F → i∗i!F [1]
and apply the functor ExtkDc(X)(E ,−) to get the long exact sequence
. . .→ ExtkDc(X)(E , i∗i!F)→ ExtkDc(X)(E ,F)→ ExtkDc(X)(E , j∗j∗F)→ . . . (3.10)
By adjunction, the right hand side in (3.10) becomes ExtkDc(U)(j
∗E , j∗F) for which we can
use induction on the number of strata. Therefore, we need to understand the range for
which the left hand side ExtkDc(X)(E , i∗i!F) in (3.10) vanishes. Let F ∈ pPerv(X) and
consider the triangle
i∗i∗i!F → i∗F → i∗j∗j∗F → i∗i∗i!F [1]
in Dc(S). Applying cohomology yields the long exact sequence
. . . Hk−1(i∗F)→ Hk−1(i∗j∗j∗F)→ Hk(i!F)→ Hk(i∗F)→ . . .
which for k > 0 implies Hk(i!F) ∼= Hk−1(i∗j∗j∗F) since i∗F ∈ D≤−p(S)(S) and i!F ∈
D≥−p(S)(S). Moreover, by Lemma 2.3.2.8, we haveHk(i!F) ∼= Hk−1(i∗j∗j∗F) ∼= Hk−1(LS ;F|LS )
where LS is the link of S. By Lemma 2.3.6.3, F|LS is perverse for a (shifted) GM-perversity.
Hence, the above groups vanish outside a range of length dim(LS) = codim(S)− 1. Com-
bined with the fact that i∗F ∈ D≤−p(S)(S) and i!F ∈ D≥−p(S)(S) we deduce by induction
that
ExtlDc(X)(E , i∗i!F) ∼= ExtlDc(S)(i∗E , i!F) = 0
for l < 0 or l > dim(S) + codim(S) = dim(X). Thus, the claim follows.
Definition 3.6.0.6. Let A be an abelian category. The global dimension of A is either
infinite or the supremum of the lengths of extensions between objects in A, that is
gldim(A) = sup
d
{ExtdA(A,B) for A,B ∈ A}.
Proposition 3.6.0.7. Let pPerv(X) be a faithful heart of Dc(X), then
0 ≤ gldim(pPerv(X)) ≤ dim(X).
Proof. The faithfulness of pPerv(X) inside Dc(X), see Theorem 2.1.5.2 and Remark
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2.1.5.3, implies that for any k ∈ Z
ExtkDc(X)(E ,F) ∼= ExtkpPerv(X)(E ,F).
Therefore, Proposition 3.6.0.5 implies the result.
Remark 3.6.0.8. Proposition 3.6.0.7 remains true if one replaces the hypothesis of the
faithfulness of pPerv(X) with the slightly milder assumption
ExtkpPerv(X)(E ,F) ↪→ ExtkDc(X)(E ,F)
for k ≤ dim(X)− 1.
Remark 3.6.0.9. Let X be a topologically stratified space such that dim(X) ≤ 2. Then
pPerv(X) has finite global dimension.
Example 3.6.0.10. Let X = P1 stratified as in Example 2.3.1.6.iii) with the middle
perversity on it, that is p = m. The heart mPerv(P1) is faithful in Dc(X) by [Bei87b] so
by above
gldim(mPerv(P1)) ≤ dimR(P1) = 2,
and in fact gldim(mPerv(P1)) = 2 in this case, see Example 3.5.1.1.
The next observation shows that if the heart pPerv(X) is faithful, then there exists a
Serre functor.
Remark 3.6.0.11. Let X be a topologically stratified space with finitely many strata, each
with finite fundamental group, and k an algebraically closed field with characteristic that
does not divide the order of the fundamental groups of strata. Theorem 3.4.0.6 says that
there is an equivalence of categories
pPerv(X) ' Ap-mod,
where Ap is a finite dimensional algebra. When the heart
pPerv(X) is faithful, Ap has also
finite global dimension. Then, by [MS] there is a Serre functor on Dc(X). There exists a
Serre functor, again by [MS], also in the situation of Remark 3.6.0.9.
Chapter 4
Quiver Description of Perverse
Sheaves
In this chapter, we study perverse sheaves as quiver representations. For a topologically
stratified space X with finitely many strata S, each with finite fundamental group, and
for an algebraically closed field k with characteristic not dividing the order of pi1(S) for
any stratum S ⊂ X, Proposition 3.4.0.5 and Theorem 2.2.2.14 give a characterisation of
p-perverse sheaves on X as finitely generated (right) modules over the path algebra and
as representations of a quiver with relations respectively. The quiver in question is the
Ext-quiver defined in 2.2.2.6. This point of view is very interesting and fruitful as it allows
us to translate questions about p-perverse sheaves into the language of linear algebra.
In Section 4.1 we explain how we can build the Ext-quiver Qp(X) using only topological
data of the space X. Indeed, the vertices are given by (isomorphism classes of) irreducible
local systems on strata, that is by simple p-perverse sheaves. Arrows between simple
objects are determined by the dimension of the Ext1-groups between the corresponding
simple objects. Moreover, we analyse how Ext-quivers relative to pairs of dual perversities
behave under Verdier duality. Finally, we explain some examples. We study X = P1
stratified by a point and the open complement, see Example 2.3.1.6.iii), for the zero,
middle and top perversity, the first quadrant stratified by the origin and one axis, see
Example 2.3.1.6.i), for the zero perversity (which corresponds to constructible sheaves)
and the circle stratified by a point and its open complement, see Example 4.1.2.6, for the
zero perversity.
In Section 4.2, we deal with the ideal of relations Ip(X) of Qp(X). In general, it is very
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hard to determine the whole ideal of relations because such information is encoded in an
A∞-structure rather than in the structure of the constructible derived category Dc(X).
Although we cannot determine the ideal Ip(X), we can determine its quadratic part, as
such information is encoded in the structure of the ambient constructible derived category.
In Section 4.2.3 we explain how to determine the quadratic part of relations inductively
by adding one closed stratum at a time. Note that, for instance, this applies to quadratic
algebras, a class of algebras that contains Koszul algebras and includes the case of the zero
perversity, which corresponds to constructible sheaves.
In Section 4.3, we give a characterisation of higher Ext-groups between simple objects
arising from the open part and the simple arising from the closed stratum we are adding
(and the other way around) in terms of intersection cohomology groups of links. Note that
this information, as explained in Section 4.2.3, is what is needed in order to be able to
determine the quadratic part of relations.
In Section 4.4, we explain how to determine the quiver representation for simple per-
verse sheaves and for indecomposable projective objects, that is for projective covers of
simple objects. We show how to do that in the case of P1 stratified by a point and the open
complement with the middle perversity and for the case of the first quadrant stratified by
the origin and one axis. In order to use this approach, one needs to know the ideal of
relations Ip(X) first.
In Section 4.5, we recall the general theory about the projective quiver Pp(X) which
is isomorphic to the Ext-quiver Qp(X). The Proj-quiver Pp(X) can be constructed by
using irreducible projective objects and (some) maps between them. Although this is very
general, it turns out to be quite difficult in practice as it requires one to be able to control
all the maps between irreducible projective objects.
4.1 Ext-quiver
Let X be a topologically stratified space with finitely many strata S, each with finite
fundamental group and k an algebraically closed field such that char(k) does not divide the
order of pi1(S) for any stratum S ⊂ X. Let p be a perversity on X and denote by pPerv(X)
the category of p-perverse sheaves on X. Proposition 3.4.0.5 gives the equivalence
pPerv(X) ' kQp(X)/Ip(X)-mod, (4.1)
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where Qp(X) is the Ext-quiver, see Definition 2.2.2.6 and [Ben98, Definition 4.1.6] as well,
and Ip(X) is the ideal of relations. The equivalence (4.1) can be equivalently written, see
Theorem 2.2.2.14, as
pPerv(X) ' rep(Qp(X), Ip(X)). (4.2)
Our goal is to construct the quiver Qp(X) and determine, at least in some important cases
like that of quadratic algebras, the ideal of relations Ip(X).
4.1.1 Vertices and arrows of Qp(X)
In this section we characterise vertices and arrows of the quiver Qp(X) of the category
pPerv(X). This can be achieved in purely topological terms, that is we can completely
determine the quiver Qp(X) using only topological data of the topologically stratified space
X. Moreover, we explain how Ext-quivers relative to dual perversities behave under Verdier
duality.
The Ext-quiver Qp(X) of the category
pPerv(X), see Definition 2.2.2.6, has a vertex
for each (isomorphism class of) simple perverse sheaf SL ∈ pPerv(X), that is a vertex for
each irreducible local system L ∈ Loc(S) on a stratum S ⊂ X. Note that, since we are
considering topologically stratified spaces X with finitely many strata S each with finite
fundamental group, the quiver Qp(X) has finitely many vertices.
The number of arrows between two vertices labelled by L andM in Qp(X) is given by
the dimension of the vector space Ext1pPerv(X)(SL,SM)∨, that is there are dim Ext1(SL,SM)
arrows from the vertex which corresponds to the irreducible local system L to the one that
corresponds to the irreducible local system M. Since we can write the simple objects ex-
plicitly depending only on from where they arise, see Section 2.3.6 a) and c), the number of
arrows in the quiver Qp(X) can be calculated topologically. In Section 4.3, we will give a
purely topological interpretation in terms of intersection cohomology of links of Ext-groups
between simple objects.
We start with a Lemma which determines some cases in which there are no arrows
between two vertices of the quiver Qp(X).
Lemma 4.1.1.1. Let X be a topologically stratified space. Let us consider two strata
S, T ⊂ X such that neither S ≤ T nor T ≥ S under the order of Remark 2.3.1.3. Then
Ext1pPerv(X)(SL,SM) = 0
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for any L ∈ Loc(S) and M∈ Loc(T ).
Proof. Let Z = S ∩ T and define complementary inclusions i : Z ↪→ X and j : U =
X r Z ↪→ X. By Lemma 2.3.5.10 there is an inclusion
Ext1pPerv(X)(SL,SM) ↪→ Ext1pPerv(U)(j∗SL, j∗SM).
Since the objects j∗SL and j∗SM are supported on disjoint closed subsets of U the right
hand side vanishes. Therefore the claim follows.
Verdier duality, see Theorem 2.3.4.5, sends p-perverse sheaves to p∗-perverse sheaves,
where p and p∗ is a pair of dual perversities. Therefore, the quivers Qp(X) and Qp∗(X)
are related in the following way.
Lemma 4.1.1.2. Let p and p∗ be a pair of dual perversities on a topologically stratified
space X. The quivers Qp(X) and Qp∗(X) for
pPerv(X) and p
∗
Perv(X) are dual to each
other.
Proof. First note that the number of vertices of Qp(X) and Qp∗(X) is the same, since each
irreducible local system L ∈ Loc(S) on a stratum S ⊂ X is sent by Verdier duality to
its dual L∨ ∼= DL = Hom(L, k), see Section 2.3.4. Let us consider two irreducible local
systems L,M∈ Loc(X), since we have
Ext1p∗Perv(X)(
p∗SL∨ , p∗SM∨) ∼= Ext1pPerv(X)(Dp
∗SM∨ ,Dp∗SL∨)
∼= Ext1pPerv(X)(pSM, pSL)
the claims follows.
Remark 4.1.1.3. Lemma 4.1.1.2 says that one can obtain the quiver Qp∗(X) for the
category p
∗
Perv(X) from the quiver Qp(X) by relabelling the vertices, that is by assigning
the dual local system L∨ = Hom(L,k) to the vertex labelled by L in Qp(X), and reversing
all the arrows.
The next observation shows that the quiver Qp(X) has no loops.
Proposition 4.1.1.4. The Ext-quiver Qp(X) of the category
pPerv(X) has no loops.
Proof. Since the vertices of the quiver Qp(X) are in one to one correspondence with simple
objects in pPerv(X), there is a loop at a vertex labelled with L for some L ∈ Loc(S)
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where S ⊂ X is a stratum if and only if Ext1(SL,SL) 6= 0. Let iS : S ↪→ X be the inclusion
of a stratum into X, then by Section 2.3.6.a) simple objects in pPerv(X) are of the form
piS !∗L[−p(S)]. Therefore
Ext1(SL,SL) ∼= Ext1(piS !∗L[−p(S)], piS !∗L[−p(S)]) ∼= Ext1pPerv(S)(L,L) = 0
since the intermediate extension functor is fully faithful, see Lemma 2.3.5.10, and pPerv(S)
is semisimple if pi1(S) is finite and char(k) does not divide the order of pi1(S).
4.1.2 Examples
In this section we calculate the Ext-quiver Qp(X) in some particular cases. We start with
X = P1 stratified by a point and its open complement as considered in Example 2.3.1.6.iii).
We determine Qp(X) for the three meaningful perversities, namely middle, zero and top
perversity. We are able to do this by describing the two simple objects corresponding to the
two strata as sheaves on X. Moreover, we note that Verdier duality exchanges the quivers
relative to a pair of dual perversities. For the case of the zero perversity, we also determine
the Ext-quiver for the case of the first quadrant stratified by one axis and the origin and
X = S1 stratified by a point and its open complement. We observe that the case of the
zero perversity can be equivalently described as constructible sheaves and representations
of the exit path category.
Example 4.1.2.1. Let us consider X = P1 stratified as in Example 2.3.1.6.iii), that is
there are two strata Z ∼= {pt} and U ∼= C. We want to determine the quivers Qp(X) for
the middle, zero and top perversities.
i) For the middle perversity m(S) = (m(U),m(Z)) = (−1, 0) the two simple objects in
mPerv(X) are
mSU ∼= j!∗kU [1] ∼= kX [1]
mSZ ∼= i∗kZ .
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Then, the Ext1-groups between the simple objects are
Ext1mPerv(X)(
mSU ,mSZ) ∼= Ext1mPerv(X)(kX [1], i∗kZ)
∼= Ext1mPerv(Z)(i∗kX [1], kZ)
∼= Hom(kZ , kZ) ∼= k,
while
Ext1mPerv(X)(
mSZ ,mSU ) ∼= Ext1mPerv(X)(i∗kZ , kX [1])
∼= Ext1mPerv(Z)(kZ , i!kX [1])
∼= Ext1mPerv(Z)(kZ , i∗kX [−1])
∼= Hom(kZ , kZ) ∼= k
since i!kX ∼= i∗kX [−2], see [GM83, Section 1.13.(5)]. Therefore, the Ext-quiver for
the category mPerv(X) is given by
Qm(X) = kU kZ
α
β
. (4.3)
ii) For the zero perversity o(S) = (o(U), o(Z)) = (0, 0) the two simple objects are
oSU ∼= oj!∗kU ∼= j!kU
oSZ ∼= i∗kZ .
Then, the Ext1-groups between the simple objects are
Ext1oPerv(X)(
oSU , oSZ) ∼= Ext1oPerv(X)(j!kU , i∗kZ) ∼= 0
by adjunction, while
Ext1oPerv(X)(
0SZ , oSU ) ∼= Ext1oPerv(X)(i∗kZ , j!kU )
∼= Ext1oPerv(Z)(kZ , i!j!kU )
∼= Ext1oPerv(Z)(kZ , i∗j∗kU [−1])
∼= Hom(kZ ,kZ) ∼= k
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since i!j! = i
∗j∗[−1], see Lemma 2.3.2.7, and using Lemma 2.3.2.8. Therefore, the
Ext-quiver for oPerv(X) is
Qo(X) = kU kZ
β
.
iii) For the top perversity t(S) = (t(U), t(Z)) = (−2, 0) the two simple objects are
tSU ∼= tj!∗kU [2] ∼= j∗kU [2]
tSZ ∼= i∗kZ .
Then, the Ext1-groups between the simple objects are
Ext1tPerv(X)(
tSU , tSZ) ∼= Ext1tPerv(X)(j∗kU [2], i∗kZ)
∼= Ext1tPerv(Z)(i∗j∗kU [2],kZ)
∼= Hom(i∗j∗kU [1],kZ)
∼= Hom(kZ [1]⊕ kZ , kZ)
∼= Hom(kZ ,kZ) ∼= k
as by Lemma 2.3.2.8 we have i∗j∗kU ∼= kZ ⊕ kZ [−1]. On the other hand,
Ext1tPerv(X)(
tSZ , tSU ) ∼= Ext1tPerv(X)(i∗kZ , j∗kU [2]) ∼= 0
by adjunction. Therefore, the Ext-quiver for tPerv(X) is
Qt(X) = kU kZα .
Remark 4.1.2.2. Note that as predicted by Lemma 4.1.1.2 the Ext-quiver Qo(X) of Ex-
ample 4.1.2.1.ii) and Ext-quiver Qt(X) of Example 4.1.2.1.iii) are dual to each other, while
the one in Example 4.1.2.1.i) is self-dual.
Remark 4.1.2.3. Following an unpublished observation of MacPherson, see [Tre09, Sec-
tion 1.1], for a fixed stratification S of a topologically stratified space X, one can define
the exit path category, denoted by EP≤1(X,S ). Its objects are points of X and its mor-
phisms are homotopy classes of exit paths, that is homotopy classes of paths in X which
are allowed to exit a stratum only to go to a higher dimensional one. In particular, [Tre09,
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Theorem 1.2] gives an equivalence
Constr(X) ' Fun(EP≤1(X,S ),Vectk).
Therefore, in order to calculate the Ext-quiver Qo(X) for the category
oPerv(X) ' Constr(X),
we can consider the exit path category instead.
Example 4.1.2.4. The exit path category of X = P1 with stratification given by a point
{∞} and its open complement C is equivalent to a category with two objects, {∞} and 0 ∈ C
with the only non trivial arrow the exit path from {∞} to 0. That is, Fun(EP≤1(P1,S ),Vectk)
is equivalent to
0 {∞} ,
see [Tre09, Example 1.4]. This quiver is isomorphic to the one of Example 4.1.2.1.ii), as
anticipated by Remark 4.1.2.3.
Example 4.1.2.5. Let us consider the first quadrant X = (R≥0)2 stratified by one axis
and the origin as in Example 2.3.1.6.i). There are three strata,
S0 = X0 ∼= {0},
S1 = X1 rX0 ∼= R>0,
S2 = X2 rX1 ∼= R>0 × R≥0.
We will use the following maps
S2 X Z = S1 ∪ S0 S0
S1
j
i k
l
where j and l are open while i and k are closed. Let us consider the zero perversity, that is
o(S) = (o(S2), o(S1), o(S0)) = (0, 0, 0).
We want to determine the quiver Qo(X) for the category
oPerv((R≥0)2) ' Constr((R≥0)2).
The simple objects, see Example 2.3.7.3, are given by extensions by zero of constant sheaves
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on each stratum, that is
S2 ∼= j!kS2 , S1 ∼= i∗l!kS1 and S0 ∼= i∗k∗kS0 .
In order to find the quiver Qo(X), it is enough to calculate the Ext
1-groups between simple
objects. By Proposition 4.1.1.4, we have that Ext1(Si,Si) ∼= 0 for i = 0, 1, 2. Moreover, we
have
Ext1(S0,S1) ∼= Ext1(i∗k∗kS0 , i∗l!kS1) ∼= Ext1Dc(Z)(k∗kS0 , l!kS1) ∼= Ext1Dc(S0)(kS0 , k!l!kS1)
∼= Ext1Dc(S0)(kS0 , k∗l∗kS1 [−1]) ∼= Hom(kS0 ,kS0) ∼= k,
Ext1(S0,S2) ∼= Ext1(i∗k∗kS0 , j!kS2) ∼= Ext1Dc(Z)(k∗kS0 , i!j!kS2) ∼= Ext1Dc(Z)(k∗kS0 , i∗j∗kS2 [−1])
∼= Hom(k∗kS0 , i∗j∗kS2) ∼= 0,
Ext1(S1,S0) ∼= Ext1(i∗l!kS1 , i∗k∗kS0) ∼= Ext1Dc(Z)(l!kS1 , k∗kS0) ∼= 0,
Ext1(S1,S2) ∼= Ext1(i∗l!kS1 , j!kS2) ∼= Ext1Dc(Z)(l!kS1 , i!j!kS2) ∼= Ext1Dc(Z)(l!kS1 , i∗j∗kS2 [−1])
∼= Hom(l!kS1 , i∗j∗kS2) ∼= Hom(l!kS1 , i∗j∗kS2) ∼= k,
Ext1(S2,S0) ∼= Ext1(j!kS2 , i∗k∗kS1) ∼= 0,
Ext1(S2,S1) ∼= Ext1(j!kS2 , i∗l!kS1) ∼= 0.
Therefore, the Ext-quiver of oPerv((R≥0)2) ' Constr((R≥0)2) is
Qo(X) = kS2 kS1 kS0 .
As noted in Remark 4.1.2.3, this can also be obtained from the exit path category point of
view.
Example 4.1.2.6. Let us consider X = S1 stratified by a point and its open complement
as in Example 2.3.1.6.iv). The two strata are S0 ∼= {0} and S1 ∼= (−1, 1) and we have
complementary open and closed inclusions S1
j
↪→ X i←↩ S0. Let us consider the zero
perversity, that is
o(S) = (o(S1), o(S0)) = (0, 0).
We want to determine the quiver Qo(X) for the category
oPerv(S1) ' Constr(S1). The
simple objects, see Example 2.3.7.3, are given by extensions by zero of constant sheaves on
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each stratum, that is
S1 ∼= j!kS1 and S0 ∼= i∗k0.
In order to find the quiver Qo(X), it is enough to calculate the Ext
1-groups between simple
objects. By Proposition 4.1.1.4, we have that Ext1(Si,Si) ∼= 0 for i = 0, 1. Moreover, we
have
Ext1(S1,S1) ∼= Ext1(j!kS1 , i∗k0) ∼= 0 by adjunction,
Ext1(S0,S1) ∼= Ext1(i∗k0, j!kS1) ∼= Ext1(k0, i!j!kS1) by Lemma 2.3.2.7
∼= Ext1(k0, i∗j∗kS1 [−1]) ∼= Hom(k0,k0 ⊕ k0) ∼= k2,
since by Lemma 2.3.2.8 we have LS0⊂S1 ∼= (−1, 0) ∪ (0, 1). Therefore, the Ext-quiver of
oPerv(S1) ' Constr(S1) is
Qo(S
1) = kS1 kS0 .
As noted in Remark 4.1.2.3, this can also be obtained from the exit path category point of
view. One can note that the Ext-quiver Qo(S
1) is isomorphic to the Kronecker quiver. It is
a well-known fact that the path algebra of the Ext-quiver Qo(S
1) is of infinite representation
type.
4.2 Relations Ip(X) of the Ext-quiver Qp(X)
In this section we explain how to determine the ideal of relations Ip(X) of the Ext-quiver
Qp(X) for the category
pPerv(X). In general, this turns out to be a very difficult task.
The main reason behind that is that the information needed to determine the ideal of
relations Ip(X) is not encoded in the structure of triangulated category of Dc(X), but in
an A∞-structure which is much more complicated. Nevertheless, we can explain how to
obtain the quadratic part of relations using an inductive process as this case only uses
the structure of the constructible derived category Dc(X). Note that this completely
characterises the case of quadratic algebras, which for instance include Koszul algebras.
The ‘easiest’ approach to determine the Ext-quiver Qp(X) and the ideal of relations
Ip(X) is to compute the Ext-algebra, that is one should calculate the groups Ext
i
Dc(X)
(SL,SM)
for every local system L and M and i ≥ 0. In the case that the Ext-algebra is quadratic,
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then we are able to determine the quiver and relations. Indeed, the Ext1-groups give the
number of arrows between vertices, while the Ext2-groups give the relations starting and
ending at the corresponding vertices. In the case that the Ext-algebra is not quadratic, we
can tell if there are non-quadratic relations, but in general we cannot conclude more than
that.
4.2.1 A∞-structure on the Ext-Algebra
Let us denote by {SL} the set of representatives of isomorphism classes of simple objects
in pPerv(X), where L ∈ Loc(S) for some stratum S ⊂ X. Note that this set is finite
since we are considering topologically stratified spaces with finitely many strata, each with
finite fundamental group. Moreover, let us denote by S = ⊕LSL the (finite) sum of all
(isomorphism classes of) simple objects in pPerv(X). Furthermore, let {PL} be the finite
set of projective covers of simple objects in pPerv(X), built by using the technique of
Sections 3.3.1 and 3.3.2. Then, by Remark 3.4.0.3, the object P = ⊕LPL is a projective
generator of the category pPerv(X). Recall that, as explained in the proof of Proposition
3.4.0.5, the choice of a basis for each Ext1pPerv(X)(SL,SM) determines a unique algebra
homomorphism kQp(X)  End(P) and therefore an ideal Ip(X) such that End(P) ∼=
kQp(X)/Ip(X). In principle, the ideal Ip(X) of relations can be computed by taking
projective resolutions of simple objects in pPerv(X). This induces an A∞-structure on
the Ext-algebra Ext∗pPerv(X)(S,S), which in practice can be very difficult to handle.
4.2.2 Quadratic Algebras
We now recall some basic definitions and fact about quadratic algebras, see [BGS96, Section
1 and 2] (where actually these definitions are given for rings). This class of algebras will
be of particular interest because we can completely determine both the Ext-quiver Qp(X)
and its relations Ip(X).
In Definition 2.2.1.1 we introduced the notion of algebra over a field k. We now intro-
duce algebras which also have a grading.
We consider a (positively) graded k-algebra A =
⊕
i≥0
Ai satisfying the following
conditions:
• AiAj ⊆ Ai+j for any i, j;
• A0 ∼= k× . . .× k;
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• A1 is a finite dimensional k-vector space.
The elements of Ai are called homogeneous of degree i while Ai is the degree i component
of A.
Throughout this section, let V ∈ Vectk denote a finite dimensional vector space over
a field k.
Definition 4.2.2.1. The tensor algebra over the vector space V is
TV = k1⊕ V ⊕ V ⊗2 ⊕ V ⊗3 ⊕ . . .
A special role is played by a class of algebras which arise as particular quotients of the
tensor algebra over a vector space V .
Definition 4.2.2.2. Let R ⊆ V ⊗2 and denote by 〈R〉 the ideal generated by R. The algebra
A(V,R) = TV/〈R〉
is the quadratic algebra with 〈R〉 as ideal of relations.
Remark 4.2.2.3. The algebra A(V,R) inherits a grading given by the length of ’words’,
that is
A(V,R) = k1⊕ V ⊕ (V ⊗2/R)⊕ . . .⊕
V ⊗n/ ∑
i+2+j=n
V ⊗i ⊗ R⊗ V ⊗j
⊕ . . .
We now give the definition of Koszul algebra.
Definition 4.2.2.4. A (graded) algebra A is Koszul if each simple A-module M ∈ A-mod
admits a graded projective resolution of the form
. . .→ Pn+1 → Pn → . . .→ P1 → P0 →M → 0
where Pj is projective and generated by a set of homogeneous elements of degree j.
Proposition 4.2.2.5. [BGS96, Proposition 1.2.3] Any Koszul algebra is quadratic.
Example 4.2.2.6. In the situation of Example 4.1.2.1.i)-iii), one can extend the calcula-
tion done for the Ext1-groups and calculate the Ext-algebra. It turns out that in all three
examples the Ext-algebra is quadratic.
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i) Let us consider the middle perversity on X = P1. We have
ExtiDc(X)(
mSU ,mSU ) ∼= ExtiDc(X)(kX [1],kX [1]) ∼= H i(X;k) ∼=
k if i = 0, 20 otherwise ,
ExtiDc(X)(
mSU ,mSZ) ∼= ExtiDc(X)(kX [1], i∗kZ) ∼= ExtiDc(Z)(i∗kX [1],kZ)
∼= ExtiDc(Z)(kZ [1],kZ) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(
mSZ ,mSU ) ∼= ExtiDc(X)(i∗kZ ,kX [1]) ∼= ExtiDc(Z)(kZ , i!kX [1])
∼= ExtiDc(Z)(kZ ,kZ [−1]) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(
mSZ ,mSZ) ∼= ExtiDc(X)(i∗kZ , i∗kZ) ∼= H i(Z; k) ∼=
k if i = 00 otherwise .
Hence, the relations of the Ext-quiver Qm(X) are given by Im(X) = 〈β ◦ α〉 and
Am(X) is a matrix algebra.
ii) Let us consider the zero perversity on X = P1. We have
ExtiDc(X)(
oSU , oSU ) ∼= ExtiDc(X)(j!kU , j!kU ) ∼= H i(U ;k) ∼=
k if i = 00 otherwise ,
ExtiDc(X)(
oSU , oSZ) ∼= ExtiDc(X)(j!kU , i∗kZ) ∼= 0,
ExtiDc(X)(
oSZ , oSU ) ∼= ExtiDc(X)(i∗kZ , j!kU ) ∼= ExtiDc(Z)(kZ , i!j!kU )
∼= ExtiDc(Z)(kZ , i∗j∗kU [−1]) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(
oSZ , oSZ) ∼= ExtiDc(X)(mSZ ,mSZ) ∼=
k if i = 00 otherwise .
Hence, as all the Ext2-groups vanish there are no relations, that is Io(X) = 0 and
Ao(X) is a three dimensional matrix algebra (the path algebra of the A2 quiver).
iii) The case of the top perversity is completely dual to the zero perversity case, that is
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we have It(X) = 0 and At(X) ∼= kQt(X) ∼= Ao(X)op.
Example 4.2.2.7. In the situation of Example 4.1.2.5 one can calculate the Ext-algebra
and check that
ExtkDc(X)(Si,Sj) = 0 ∀k ≥ 2.
This implies that the Ext-algebra is quadratic and, as all the Ext2-groups vanish that there
are no relations, that is Io(X) = 0. Note that, in order to conclude that the ideal of
relations Io(X) is zero, it is actually enough to check that Ext
2
Dc(X)
(S0,S2) = 0. The same
argument applies to the case of Example 4.1.2.6, that is Io(S
1) = 0,
4.2.3 Quadratic Part of Relations
While in general in order to determine the ideal of relations Ip(X) of the Ext-quiver Qp(X)
one needs to deal with an A∞-structure on the Ext-algebra, an easier goal is to find the
quadratic part of the relations. Indeed, this can be achieved using only the structure
of Dc(X). Let us denote by S = ⊕iSi the (finite) sum of all (isomorphism classes of)
simple objects in pPerv(X). Moreover, let S ⊂ X be a closed stratum and consider
complementary maps
U
j
↪→ X i←↩ S.
We denote the path algebra of the Ext-quiver with relations (Qp(X), Ip(X)) by Ap(X) ∼=
kQp(X)/Ip(X) and by Qkp(X) the homogeneous length k paths. Therefore, we can define
Akp(X) = kQkp(X)/Ip(X) and A≥kp (X) = ⊕i≥kkQip(X)/Ip(X). Note that A1p(X) ∼= Q1p(X).
Definition 4.2.3.1. Let Ip(X) be the ideal of relations, the quadratic part of (the ideal
of) relations is given by
Ip(X) = im(Ip(X)→ Ap(X)/A≥3p (X)).
We now show that the map between Ext2-groups in the heart pPerv(X) and the Ext2-
groups in the ambient derived category Dc(X) is always a monomorphism.
Lemma 4.2.3.2. Let X be a topologically stratified space with finitely many strata, each
with finite fundamental group and suppose the characteristic of k does not divide the orders
of the fundamental groups of strata. If for all E ,F ∈ pPerv(X) and k < i the canonical
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maps ExtkpPerv(X)(E ,F)→ ExtkDc(X)(E ,F) are isomorphisms, then
ExtipPerv(X)(E ,F)→ ExtiDc(X)(E ,F)
is a monomorphism. In particular, the canonical map
Ext2pPerv(X)(E ,F)→ Ext2Dc(X)(E ,F)
is always a monomorphism.
Proof. First note that
(
ExtipPerv(X)(E ,−)
)
i∈Z≥0
is an effaceable functor and therefore
a universal δ-functor. That is, for any E ,F ∈ pPerv(X) there are canonical maps
ExtipPerv(X)(E ,F)→ ExtiDc(X)(E ,F) as for a fixed E those are δ-functors from the category
of p-perverse sheaves to abelian groups. The short exact sequence 0→ kerpi → PE pi→ E →
0 in pPerv(X) induces the following commutative diagram
. . . Exti−1pPerv(X)(PE ,F) Exti−1pPerv(X)(kerpi,F) ExtipPerv(X)(E ,F) ExtipPerv(X)(PE ,F) . . .
. . . Exti−1Dc(X)(PE ,F) Ext
i−1
Dc(X)
(kerpi,F) ExtiDc(X)(E ,F) ExtiDc(X)(PE ,F) . . .
.
(4.4)
Since PE ∈ pPerv(X) is projective the first and last term in the top row of (4.4) are zero,
hence Exti−1pPerv(X)(kerpi,F) ∼= ExtipPerv(X)(E ,F). Moreover, by assumption the first two
downwards maps on the left in (4.4) are isomorphisms which imply that Exti−1Dc(X)(kerpi,F)→
ExtiDc(X)(E ,F) is a monomorphism, hence ExtipPerv(X)(E ,F)→ ExtiDc(X)(E ,F) is a monomor-
phism as well. Finally, since Ext1Dc(X)(E ,F) ∼= Ext1pPerv(X)(E ,F), see Remark 2.1.5.3, the
map Ext2pPerv(X)(E ,F)→ Ext2Dc(X)(E ,F) is always a monomorphism.
Remark 4.2.3.3. Lemma 4.2.3.2 extends [BGS96, Lemma 3.2.4] where X is assumed to
be an algebraic variety and p the middle perversity. Note that Lemma 4.2.3.2 holds without
any assumption on the faithfulness of the heart.
Let us consider the Yoneda product on pPerv(X), that is
m2 : Ext
1(S,S)⊗ Ext1(S,S)→ Ext2pPerv(X)(S,S),
and the canonical map Ext2pPerv(X)(S,S) → Ext2Dc(X)(S,S) which is injective by Lemma
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4.2.3.2. The composite
m : Ext1(S,S)⊗ Ext1(S,S)→ Ext2pPerv(X)(S,S) ↪→ Ext2Dc(X)(S,S) (4.5)
is the composition of morphisms in Dc(X). Finally, the quadratic part of the relations
is the image of the map dual to the one in (4.5), see [LPWZ09, Corollary B] and [Kel01,
Proposition 2]. Therefore, we have Ip(X) = im(m
∨) where
m∨ : Ext2Dc(X)(S,S)∨ → Ext1(S,S)∨ ⊗ Ext1(S,S)∨.
Our goal is trying to determine the quadratic part of the relations by induction on the
number of strata. We will need the following two preliminary results.
Lemma 4.2.3.4. Let L,M be local systems on (possibly distinct) strata of X. Then
Ext1pPerv(S)(i
∗SL, i!SM) = 0.
Proof. The claim follows since simple objects satisfy the strong vanishing conditions, see
Remark 2.3.5.5.iii). Therefore i∗SL ∈ pD≤−1(S) and i!SM ∈ pD≥1(S), hence the claim.
Lemma 4.2.3.5. Let L,M be local systems on (possibly distinct) strata of X. Let S ⊂ X
be a closed stratum and N ∈ Loc(S). Then,
Ext2Dc(S)(i
∗SL, i!SM) ∼=
⊕
N∈Loc(S)
Ext1(SL,SN )⊗ Ext1(SN ,SM)
∼=
⊕
N∈Loc(S)
Ext1(i∗SL, ŜN )⊗ Ext1(ŜN , i!SM)
where ŜN ∈ pPerv(S) ' Loc(S)[−p(S)] denotes a simple object in the semisimple category
of local systems on the stratum S.
Proof. The strong vanishing conditions satisfied by simple objects, see Remark 2.3.5.5.iii),
imply
i∗SL ∈ pD≤−1(S) and i!SM ∈ pD≥1(S).
Moreover, as SN ∼= i∗ŜN ∈ pD0(X) we have
Ext1(SL,SN ) ∼= Ext1(i∗SL, ŜN ) ∼= Hom(pH−1(i∗SL), ŜN )
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and dually
Ext1(SN ,SM) ∼= Ext1(ŜN , i!SM) ∼= Hom(ŜN , pH1(i∗SM)).
Therefore,
Ext2Dc(S)(i
∗SL, i!SM) ∼=
⊕
N∈Loc(S)
Hom(pH−1(i∗SL), ŜN )⊗Hom(ŜN , pH1(i!SM))
∼=
⊕
N∈Loc(S)
Ext1(i∗SL, ŜN )⊗ Ext1(ŜN , i!SM)
∼=
⊕
N∈Loc(S)
Ext1(SL,SN )⊗ Ext1(SN ,SM).
We now want to understand how the quadratic part of relations changes when one
adds a closed stratum S. We study four different cases depending on the support of the
considered irreducible local systems.
Let us consider L,M 6∈ Loc(S).
In this case, we have the following result:
Proposition 4.2.3.6. Let L,M ∈ Loc(U) and N ∈ Loc(S). Then, there is a commuta-
tive diagram
Ext1(j∗SL, j∗SM)∨ Ext1(SL,SM)∨ 0
Ext2Dc(S)(i
∗SL, i!SM)∨ Ext2Dc(X)(SL,SM)∨ Ext2Dc(U)(j∗SL, j∗SM)∨ . . .
⊕
N∈Loc(S)
Ext1(SL,SN )∨ ⊗ Ext1(SN ,SM)∨
⊕
T ∈Loc(T )
T⊂X
Ext1(SL,ST )∨ ⊗ Ext1(ST ,SM)∨
⊕
T ∈Loc(T )
T 6=S
Ext1(j∗SL, j∗ST )∨ ⊗ Ext1(j∗ST , j∗SM)∨ . . .
α
∼= m∨L,M
γ
m∨L,M|U
β
.
(4.6)
Proof. Let L,M∈ Loc(U) and consider the triangle
i∗i!SM → SM → j∗j∗SM → i∗i!SM[1]
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in Dc(X). By applying the functor Ext
i
Dc(X)
(SL,−) we get the long exact sequence
0 Ext1(SL, i∗i!SM) Ext1(SL,SM) Ext1(SL, j∗j∗SM)
Ext2Dc(X)(SL, i∗i!SM) Ext2Dc(X)(SL,SM) Ext2Dc(X)(SL, j∗j∗SM) . . .
which, by adjunctions and Lemma 4.2.3.4, becomes
0 Ext1(SL,SM) Ext1(j∗SL, j∗SM)
Ext2Dc(S)(i
∗SL, i!SM) Ext2Dc(X)(SL,SM) Ext2Dc(U)(j∗SL, j∗SM)→ . . .
Moreover, for a local system N ∈ Loc(S) one can build the following commutative diagram
Ext1(j∗SL, j∗SM) Ext1(SL,SM) 0
Ext2Dc(S)(i
∗SL, i!SM) Ext2Dc(X)(SL,SM) Ext2Dc(U)(j∗SL, j∗SM) . . .
⊕
N∈Loc(S)
Ext1(SL,SN )⊗ Ext1(SN ,SM)
⊕
T ∈Loc(T )
T⊂X
Ext1(SL,ST )⊗ Ext1(ST ,SM)
⊕
T ∈Loc(T )
T 6=S
Ext1(j∗SL, j∗ST )⊗ Ext1(j∗ST , j∗SM) . . .
δ
(4.7)
where the squares commute and δ is an isomorphism by Lemma 4.2.3.5. Therefore, dual-
ising (4.7), one gets the claim.
We now want to interpret the diagram (4.6) in a more algebraic way. We will denote the
idempotents of the basic algebra Ap(X) by eL. Note that eL corresponds to the projective
cover of the simple object SL ∈ pPerv(X), where L ∈ Loc(X) is an irreducible local
system supported on some strata of X. Therefore, we will use the notation eLAp(X)eM
to denote the paths L →M in Ap(X), that is by [ASS06, III Lemma 2.12]
eLAp(X)eM ∼= HompPerv(X)(PM,PL). (4.8)
Chapter 4. Quiver Description of Perverse Sheaves 121
Using this notation, we have that (4.6) becomes the following exact sequence
0 eLA1p(X)eM eLA1p(U)eM
⊕
N∈Loc(S)
eLA1p(X)eNA
1
p(X)eM
0 eL(Ip(U) ∩ Jp(U))eM eLIp(U)eM eLIp(X)eM
(4.9)
where Jp(U) is the ideal generated by vanishing arrows coming from U , that is
Jp(U) = ker(eEA1p(U)eF  eEA1p(X)eF ) for any E ,F ∈
⋃
T⊂U
Loc(T ).
The exact sequence (4.9) governs how arrows and relations between vertices L and M
coming from U change. In this case, the simplest situation is when⊕
N∈Loc(S)
eLA1p(X)eNA
1
p(X)eM ∼= 0,
that is when there are no new composites via new vertices N ∈ Loc(S). This implies that
(4.9) splits in the isomorphism
eLA1p(X)eM ∼= eLA1p(U)eM
and in the short exact sequence
0→ eL(Ip(U) ∩ Jp(U))eM → eLIp(U)eM → eLIp(X)eM → 0,
that is the arrows in Qp(X) between vertices corresponding to local systems on strata in
U coincides with the ones in Qp(U) and there are no new relations. Therefore, in order to
obtain relations in Ip(X) one needs to take those in Ip(U) and delete terms in Jp(U).
More generally, it is always true that taking a relation in eLIp(U)eM and deleting terms
in Jp(U) gives rise to a relation in eLIp(X)eM and that all relations in eLIp(X)eM which
do not involve paths via a vertex N ∈ Loc(S) arise in this way. Moreover, for any path in
ker(eLA1p(U)eM → eLA1p(X)eM)
122 Alessio Cipriani
one can choose a two step path in⊕
N∈Loc(S)
eLA1p(X)eNA
1
p(X)eM,
that is via vertices in Loc(S), uniquely up to eLIp(X)eM, as in the following schematic
picture
L L
N
M M
α
β
γ
.
Remark 4.2.3.7. Note that, using that pj! is fully faithful and (4.8), the above situation
is consistent with the fact that
eLAp(X)eM ∼= HompPerv(X)(PL,PM) ∼= HompPerv(X)(pj!P̂L, pj!P̂M)
∼= HompPerv(U)(P̂L, P̂M) ∼= eLAp(U)eM,
where P̂L ∈ pPerv(U) denotes the projective cover of the simple object SL in pPerv(U).
More geometrically, we can phrase Remark 4.2.3.7 as follows.
Lemma 4.2.3.8. Let U ⊂ X be an open stratum and L,M ∈ Loc(U). Then, any non-
trivial path in Qp(X) from L to M is in the ideal Ip(X).
Proof. Let j : U ↪→ X be the open inclusion. Then the projective cover of SL in pPerv(X)
is PL ∼= pj!L[−p(S)], see Proposition 3.3.1.1. Therefore, if we consider the space of paths
between M and L in kQp(X)/Ip(X), we have
HompPerv(X)(PL,PM) ∼= HompPerv(X)(pj!L[−p(U)], pj!M[−p(U)])
∼= HomLoc(U)(L,M)
∼=
k if L =M0 otherwise .
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Example 4.2.3.9. Let us consider the situation of Example 4.1.2.1.i). For any L,M ∈
Loc(S) where S ⊂ U , Lemma 4.2.3.8 implies that any non-trivial path from L to M in
Qm(P1) is a relation. Therefore β ◦α = 0 in (4.3), that is β ◦α is a relation or equivalently
the cycle around the vertex kU in Qm(P1) is zero.
Returning to the general case, paths in
ker
 ⊕
N∈Loc(S)
eLA1p(X)eNA
1
p(X)eM → eLA1p(U)eM

must appear in a new relation, which might have other quadratic terms as well.
Let us consider L ∈ Loc(S) and M 6∈ Loc(S) (or dually M ∈ Loc(S) and L 6∈
Loc(S)).
In this situation, there is nothing to point out except for the fact that eLIp(X)eM = 0 if
eLA1p(X)eN = 0 for any N or eNA1p(X)eM = 0 for any N respectively. In this case, the
best strategy to find the quadratic part of relations Ip(X) is to compute the Ext-algebra.
Let us consider L,M∈ Loc(S).
In this case, the only thing to note is that there is a surjection H2(S;L∨ ⊗ M) 
eLIp(X)eM. Therefore, we have the following result.
Lemma 4.2.3.10. Let S ⊂ X be a closed stratum and consider L,M ∈ Loc(S). If
H2(S;L∨ ⊗M) = 0 for any L ∈ Loc(S), there are no relations between paths in Qp from
L to M.
Proof. This follows from the fact that Ext2Dc(X)(SL,SM) ∼= H2(S;L∨ ⊗M) = 0.
Example 4.2.3.11. Let us consider the situation of Example 4.1.2.1.i). For any L ∈
Loc(Z) where Z ∼= {pt}, we have H2(Z;L) ∼= 0. Hence Lemma 4.2.3.10 implies that for
any other M ∈ Loc(Z) there are no relations between paths from L to M in Qm(X). In
particular, we have α ◦ β 6= 0 in (4.3), that is α ◦ β is not a relation.
Remark 4.2.3.12. Note that Proposition 4.2.2.5 implies that Koszul algebras are quadratic.
Therefore, for that class of algebras the above procedure allows us at least in principle to
determine the ideal of relations Ip(X) = Ip(X). In some other examples, namely for affine
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stratifications of complex varieties where the closure of strata admit more manageable res-
olutions, the A∞-structure is formal hence all the relations are quadratic, see [BGS96].
Remark 4.2.3.13. Note that Examples 4.1.2.1, 4.2.3.11 and 4.2.3.9 give the Ext-quiver
with relations for the category mPerv(X) in purely topological terms, without using for
example the machinery of nearby and vanishing cycles.
4.3 Topology of Links
Diagram (4.6) shows that in order to determine inductively how the arrows and the
quadratic part of the ideal of relations change when one adds a closed stratum it is
enough to control the groups Ext1(SL,SN ) for L ∈ Loc(T ) for some stratum T ⊂ U
and N ∈ Loc(S) (and dually Ext1(SN ,SM) forM∈ Loc(U)). In this section, we give an
explicit characterisation of Extk-groups in terms of intersection cohomology groups. We
then relate the cases k = 1 and k = 2, that is the cases that give arrows and relations
respectively, to some specific intersection cohomology groups of links.
Let L ∈ Loc(T ) for some stratum T ⊂ U and N ∈ Loc(S). Let us denote by i : S ↪→ X
the inclusion of a closed stratum into X and by ŜN ∈ pPerv(S) ' Loc(S)[−p(S)] the
simple perverse sheaves supported on S. We will make the following assumptions:
a) pi1(S) = 0 for any stratum S ⊂ X.
b) p is a GM-perversity.
We then have:
ExtkDc(X)(SL,SN ) ∼= ExtkDc(X)(SL, i∗ŜN ) ∼= ExtkDc(S)(i∗SL, ŜN )
∼= ExtkDc(S)(i∗SL,N [−p(S)]) ∼= HomDc(S)(i∗SL[p(S)− k],N )
∼= HomLoc(S)(H0(i∗SL)[p(S)− k],N ) as N ∈ D0(S) and Dc(S) semisimple,
∼= HomLoc(S)(Hp(S)−k(i∗SL),N )
∼= Hp(S)−kx (i∗SL)∨ as pi1(S) = 0 ⇒ N ∼= kS ,
∼= pHp(S)−p(T )−k(LS ;L|LS )
∨
(4.10)
where x ∈ S ⊂ X and LS is the link of S. Dually to (4.10), for M ∈ Loc(T ) for some
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stratum T ⊂ U , we have
ExtkDc(X)(SN ,SM) ∼= Hp(S)+kx (i!SM) ∼= pHp(S)+p(T )+k(LS ;M|LS ). (4.11)
Therefore, in order to be able to run the argument in diagram (4.6), one needs to calculate:
i) The groups
Ext1(SL,SN ) ∼= Hp(S)−1x (i∗SL)∨ ∼= pHp(S)−p(T )−1(LS ;LLS )
∨
and
Ext1(SN ,SM) ∼= Hp(S)+1x (i!SL) ∼= pHp(S)+p(T )+1(LS ;M|LS )
for any L,M ∈ Loc(T ) for some T ⊂ U . Indeed, these groups control how new
arrows of the form
L → N and N →M
appear in the Ext-quiver Qp(X) when a closed stratum S ⊂ X is added.
ii) The groups
Ext2Dc(X)(SL,SN ) ∼= pHp(S)−p(T )−2(LS ;L|LS )
∨
and
Ext2Dc(X)(SN ,SM) ∼= pHp(S)+p(T )+2(LS ;M|LS )
for any L,M ∈ Loc(T ) for some T ⊂ U . Indeed, these groups control how new
relations on paths from L to N and N toM appears in the Ext-quiver Qp(X) when
one adds a closed stratum S ⊂ X.
Note that, if we replace the assumption a) with pi1(S) finite for any stratum S ⊂ X, one
obtains the twisted version of (4.10) and (4.11). On the other hand, if condition b) fails, it
is not very clear what the definition of intersection cohomology is, therefore this calculation
does not help.
4.4 Perverse Sheaves as Quiver Representations
Let X be a topologically stratified space with finitely many strata S, each with finite
fundamental group. Let p be a perversity on X and k an algebraically closed field such
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that its characteristic does not divide the order of pi1(S) for any stratum S ⊂ X. In Section
3.4, we gave different characterisations of the category of p-perverse sheaves. In particular,
Theorem 2.2.2.14 gives the equivalence
pPerv(X) ' rep(Qp(X), Ip(X)),
where Qp(X) is the Ext-quiver of the category
pPerv(X) and Ip(X) the ideal of relations.
This approach is particularly helpful because it reduces some problems to linear algebra
questions. In the notation of Definition 2.2.2.1, let us denote the Ext-quiver of the category
pPerv(X) by Qp(X) = (Q0,Q1).
Simple Representations
For a ∈ Q0, define the representation S(a) = (S(a)b, φa) ∈ rep(Qp(X), Ip(X)) as
S(a)b =
k if b = a0 otherwise
φa = 0 ∀α ∈ Q1.
The set {S(a) | a ∈ Q0} is a complete set of simple representations in rep(Qp(X), Ip(X)),
hence it is a complete set of representative of isomorphism classes of simple Ap(X)-modules
where Ap(X) ∼= kQp(X)/Ip(X), see [ASS06, III.2.1] and of simple p-perverse sheaves as
well.
Example 4.4.0.1. Let X = P1 stratified as in Example 2.3.1.6.iii) with the middle perver-
sity on it, that is p = m. As calculated in Example 4.1.2.1.i) the Ext-quiver for mPerv(X)
is given by
Qm(X) = 1 0
α
β
.
The two simple representations corresponding to the two simple objects in SU and SZ in
mPerv(X) are
S(1) = k 0
and
S(0) = 0 k
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respectively.
Remark 4.4.0.2. For instance, as noted above, the isomorphism
HompPerv(X)(SL,SM) ∼=
k if L =M0 otherwise
translates in terms of representations of simple objects to the fact that the only non-zero
morphism of representations f ∈ Homrep(Qp(X),Ip(X))(S(a), S(b)) is the identity ida : S(a)→
S(a).
Indecomposable Projective Representations
The algebra Ap(X) is basic, see Definition 2.2.1.4, with a complete set of primitive orthog-
onal idempotents given by {ea | a ∈ Q0}. Therefore, we have a decomposition
Ap(X) ∼=
⊕
a∈Q0
eaAp(X)
into a direct sum of indecomposable projective Ap(X)-modules. In particular, see [ASS06,
III Lemma 2.4], we can define the indecomposable projective representations
P (a) = (P (a)b, φβ) ∈ rep(Qp(X), Ip(X))
where
P (a)b is the k-vector space with basis given by the set of w = w + Ip where w is a
path from a to b.
φβ : P (a)b → P (a)c is a k-linear map associated to any arrow β : b → c given by
right multiplication by β = β + Ip.
Remark 4.4.0.3. If the ideal of relations of the Ext-quiver Qp(X) is zero, that is Ip(X) =
0, in order to find the projective cover of an object from its quiver representation it is
enough to propagate the non-zero vertices along all paths starting at them.
Example 4.4.0.4. Let us consider X = R2 stratified as in Example 2.3.1.6. As calculated
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in Example 4.1.2.5, the Ext-quiver for the zero perversity is
Qo = kS2 kS1 kS0
and the ideal of relations is zero, see Example 4.2.2.7. The simple representations are
S(2) = k 0 0 ,
S(1) = 0 k 0 ,
S(0) = 0 0 k .
Applying the observation of Remark 4.4.0.3, we have that the projective covers of the three
simple objects are
P (2) = k 0 0 ,
P (1) = k k 0 ,
P (0) = k k k .
Note that P (2) ∼= S(2), therefore the object S2 ∈ oPerv(X) ' Constr(X) is simple and
projective.
4.5 Quiver and Relations from Indecomposable Projectives
In this section we explain a general procedure which allows us to determine the quiver
Qp(X) and extract the ideal of relation Ip(X) of the category
pPerv(X). We will use
the construction of projective covers presented in Section 3.3. Let X be a topologically
stratified space with finitely many strata, each with finite fundamental group and k a field
such that its characteristic does not divide the order of pi1(S) for any stratum S ⊂ X. Note
that, although this approach is very general, in practice it requires a lot of information on
projective covers and maps between them, as pointed out at the end of the section.
4.5.1 Projective Quiver
The Ext-quiver Qp(X) can be equivalently defined in terms of indecomposable projective
objects and (a class of) maps between them. Indeed, we can define the Proj-quiver Pp(X)
of pPerv(X) by saying that vertices in Pp(X) correspond to projective covers PL of simple
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p-perverse sheaves SL ∈ pPerv(X). Recall that, for a bounded quiver algebra Ap(X) ∼=
kQp(X)/Ip(X), rad(Ap(X)) is the radical ideal and rad2(Ap(X)) is the ideal generated by
paths of length two in Ap(X). Moreover, HompPerv(X)(PM,PL) has a basis given by the
set of all paths from L to M modulo relations, see (4.8). The number of arrows between
L and M is given by the dimension of the vector space
HompPerv(X)(PM, rad(PL)/rad2(PL)) ∼= HompPerv(X)(PM, rad(PL))/HompPerv(X)(PM, rad2(PL))
∼= HompPerv(X)(PM,PL),
that is by the dimension of the vector space of morphisms from the object PM to PL
that do not factor through another projective object, see Definition 2.2.3.16. Relations in
Pp(X) are given by (composition of) morphisms which are zero or factor through another
indecomposable projective object. Note that the isomorphism
Ext1pPerv(X)(SL,SM)∨ ∼= HompPerv(X)(PM, rad(PL)/rad2(PL))
see [Ben98, Proof of Proposition 2.4.3] and [ASS06, III.2.12] together with the one-to-one
correspondence between simple objects and their projective covers gives the bijection
Qp(X)←→ Pp(X).
Example 4.5.1.1. Let us consider X = P1 stratified as in Example 2.3.1.6.iii) with the
middle perversity on it, that is p = m. The Proj-quiver Pm(P1) has two vertices correspond-
ing to the projective covers PU and PZ of the two simple objects SU and SZ respectively;
we label the two vertices by 1 and 0 respectively. There are arrows γ : 1→ 0 and δ : 0→ 1
corresponding to the morphisms
γ : PZ → PU and δ : PU → PZ
respectively. Moreover, the composite
δ ◦ γ : PZ → PU → PZ
is not zero while
γ ◦ δ : PU → PZ → PU
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is zero. Therefore, we can then draw the Proj-quiver Pm(P1) as
Pm(P1) = PU PZ
γ
δ
, (4.12)
with relation δ ◦ γ = 0 (that is the cycle at PU is zero). Note that one can easily check
the claims about these morphisms using the quiver representations for irreducible projective
objects.
Note that the approach via the projective quiver, although equivalent to the Ext-quiver
one, in practice requires to be able to explicitly compute:
i) PL for any irreducible local system L ∈ Loc(X).
ii) Hom(PL,PM) for every L,M∈ Loc(X) irreducible local systems.
iii) Hom(PL,PM) ⊗ Hom(PM,PN ) → Hom(PL,PN ) for any L,M,N ∈ Loc(X) irre-
ducible local systems.
If one can do so, one then knows End(P) ∼= Ap(X) ∼= kQp(X)/Ip(X). However, the
conditions i), ii) and iii) are quite hard to compute in general, therefore this does not help
much in practice.
Chapter 5
Indecomposable Perverse Sheaves
In this chapter, we use the equivalences pPerv(X) ' rep(Qp(X), Ip(X)) ∼= Ap-mod, see
Theorem 3.4.0.6, to explain some ideas for helping to compute the Auslander-Reiten quiver
of the category pPerv(X) of p-perverse sheaves on a topologically stratified space X with
finitely many strata S, each with finite fundamental group, where k is an algebraically
closed field of characteristic not dividing the order of pi1(S) for any stratum S ⊂ X. Note
that this is equivalent to determine the Auslander-Reiten quiver of the finite dimensional
algebra Ap ∼= End(P), where P ∈ pPerv(X) is a projective generator of the category
pPerv(X), see 3.4.0.3. In order to do so, we need to understand indecomposable perverse
sheaves and irreducible morphisms between them, see Definition 2.2.3.25 and Remark
2.2.3.26. Our approach is based on adding inductively one closed stratum S at a time.
Section 5.1 is devoted to the study of indecomposable objects. We introduce the notion
of small object, which under the assumption that pi1(S) is finite, is equivalent to asking that
the considered object has no summand supported on S. We then introduce two projection
functors, P! and P∗, and we study their features. Those functors turn out to be very
important in order to give a characterisation of indecomposable extensions E ∈ pPerv(X)
of a fixed perverse sheaf F ∈ pPerv(U). We give a criterion for the indecomposability of
such extensions in terms of the smallness of the object E ∈ pPerv(X) and the splitting of
the natural morphism P! → P∗.
In Section 5.2 we introduce nearby perversities, that is perversities that one can reach
by varying the value of a starting perversity by one on a closed union of strata. We point
out that tilting at a certain torsion pair is equivalent to changing perversity to a nearby
one. We then study how simple objects, projective covers and injective hulls change when
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one considers a nearby perversity. This gives a way to check if a nearby perversity heart
of a faithful one is also faithful or not.
Throughout the chapter, the case of X = P1 stratified by a point and the open com-
plement, see Example 2.3.1.6.iii), is used as example to check the results.
5.1 Indecomposable Extensions
In this section, we assume that X is a topologically stratified space with finitely many
strata S, each with finite fundamental group, p is a perversity on X and k an algebraically
closed field with characteristic not dividing the order of the group pi1(S) for any stratum
S ⊂ X. Let i : S ↪→ X denote the inclusion of a closed stratum and j : U = X r S ↪→ X
the complementary open inclusion. Let us fix a perverse sheaf F ∈ pPerv(U). We want to
characterise indecomposable extensions E of F , that is indecomposable perverse sheaves
E ∈ pPerv(X) such that j∗E ∼= F , see Definition 2.3.5.2.
5.1.1 Small Extensions
Recall that the intermediate restriction functor, see Definition 2.3.5.11, is defined as the
image of the natural morphism pi! → pi∗ in pPerv(X), that is pi!∗ = im(pi! → pi∗) :
pPerv(X)→ pPerv(S). We now introduce a class of perverse sheaves which will turn out
to be very important in order to detect indecomposable extensions.
Definition 5.1.1.1. A perverse sheaf E ∈ pPerv(X) is said to be small if the intermediate
restriction functor applied to E is zero, that is pi!∗E := im(pi!E → pi∗E) = 0.
We know give an equivalent characterisation of a small object E ∈ pPerv(X) in terms
of the summand supported on the closed stratum S ⊂ X.
Lemma 5.1.1.2. Let X be a topologically stratified space with finitely many strata, each
with finite fundamental group. Let us consider a closed stratum S and complementary open
and closed inclusions j : U = X r S ↪→ X and i : S ↪→ X. Then, E ∈ pPerv(X) is small
if and only if it has no summand supported on S.
Proof. Let us suppose E ∈ pPerv(X) small, that is pi!∗E ∼= 0. By Lemma 2.3.6.2 we have
that i∗pi!E and i∗pi∗E are the maximal quotient and maximal sub-object supported on S
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respectively. Then, the diagram
E
i∗pi!E i∗pi∗E0
shows that E cannot have summands in pPerv(S). Now suppose that E ∈ pPerv(X) has
no summand supported on S. Let us consider the diagram
E
i∗pi!E i∗pi∗E
i∗pi!∗E
φ .
Since pi1(S) is finite, then
pPerv(S) is semisimple and using that i∗ is exact, we have
i∗pi!∗E ↪→ i∗pi!E . Moreover, using again that pPerv(S) is semisimple, we have that i∗pi!E ∼=
kerφ ⊕ imφ and i∗pi∗E ∼= imφ ⊕ cokerφ with φ conjugate to
(
0 idimφ
0 0
)
. Therefore, we
have E ∼= i∗pi!∗E ⊕ E ′, but the hypothesis forces i∗pi!E ∼= 0. Then pi!∗E ∼= 0, hence E is
small.
There are some extensions of a fixed perverse sheaf F ∈ pPerv(U) which are always
small in pPerv(X).
Remark 5.1.1.3. Let F ∈ pPerv(U) be a fixed perverse sheaf, the extensions pj!F , pj∗F ∈
pPerv(X) are small since by adjunction, see Section 2.3.5, pi∗pj!F = pi!pj∗F ∼= 0. The
intermediate extension pj!∗F is also small as it has no non-zero sub-object or quotient
supported on S, see Remark 2.3.5.5. Moreover, Beilinson’s maximal extension M of a
perverse sheaf F ∈ pPerv(U), when it exists, see Section 2.3.5, is small. Indeed, let
consider the diagram
M
i∗pi!M i∗pi∗Mα
If α 6= 0, then by [Rei10, pag.19] it is an isomorphism, therefore M ∼= pi!F ⊕ F ′. This is
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impossible as M∈ pPerv(X) is indecomposable, thus α = 0. This implies that pi!∗M∼= 0,
that is M is small.
Example 5.1.1.4. Let us consider X = P1 stratified as in Example 2.3.1.6.iii) with the
middle perversity. Then, all the four extensions of the objects kU [1] ∈ mPerv(U), namely
j!kU [1],kX [1], j∗kU [1],M∈ mPerv(X), are small.
We now study which classes of morphisms are preserved under pi!, pi∗ and pi!∗.
Lemma 5.1.1.5. The functors pi! and pi∗ preserve monomorphisms and epimorphisms
between objects in pPerv(X) which are extensions of a fixed perverse sheaf F ∈ pPerv(U).
Proof. First note that the two statements are dual to each other, therefore we prove the
first claim. Let G,H ∈ pPerv(X) be extensions of a fixed F ∈ pPerv(U) and consider a
morphism α ∈ HompPerv(X)(G,H). We have two triangles
i!G → G → j∗j∗G ∼= j∗F
i!H → H → j∗j∗H ∼= j∗F
in Dc(X). Considering perverse cohomology gives two long exact sequences and in partic-
ular a diagram
0 ∼= pH−1(j∗F) pH−1(j∗F) ∼= 0
pi!G pi!H
G H
pj∗F pj∗F
pH1(pi!G) pH1(pi!H)
. . . . . .
iG
pi!α
iH
α
Now, if α is monic, then so is α ◦ iG = iH ◦ pi!α hence pi!α is monic as well. On the other
hand, if α is epic by diagram chasing also pi!α is epic.
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Corollary 5.1.1.6. The intermediate restriction functor pi!∗ preserves monomorphisms
and epimorphisms between objects in pPerv(X) which are extensions of a fixed perverse
sheaf F ∈ pPerv(U).
Proof. The claims follows from the definition of intermediate restriction functor and Lemma
5.1.1.5.
Remark 5.1.1.7. The situation described in Lemma 5.1.1.5, and Corollary 5.1.1.6, is not
necessarily true for morphisms between objects which are extensions of different objects in
pPerv(U).
We now show that being small is a property inherited by sub-objects and quotients,
which justifies the name.
Proposition 5.1.1.8. Sub-objects and quotients of small objects in pPerv(X) which are
extensions of a fixed perverse sheaf pPerv(U) are small.
Proof. Note that the two statements are dual, hence we prove only the first one. Let
E ∈ pPerv(X) be a small extension of a fixed F ∈ pPerv(U), that is
pi!E pi∗E
pi!∗E ∼= 0
α
Let us consider a sub-object E ′ ∈ pPerv(X) of E of a fixed F ∈ pPerv(U), that is there is
a monomorphism iE ′ : E ′ ↪→ E in pPerv(X) and j∗E ′ ∼= F . We have a diagram
pi!E ′ pi∗E ′
pi!E pi∗E
0
α
where the vertical arrows are monomorphisms by Lemma 5.1.1.5. Therefore, the map
pi!E ′ → pi∗E ′ is zero. Hence pi!∗E ′ = 0, that is E ′ ∈ pPerv(X) is small.
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5.1.2 Projection Functors
We start this section with a general result on the image of a natural transformation.
This result allows us to introduce two functors which, as the intermediate extension, see
Definition 2.3.5.4, and intermediate restriction functors, see Definition 2.3.5.11, arise as
the image of a natural transformation between functors. We then study some properties
of such functors as they will play an important role later.
Lemma 5.1.2.1. Let A be any category and B an abelian category. Let us consider functors
F,G : A → B and a natural transformation η : F → G. Then imη is a functor.
Proof. For every A ∈ A the component of η at A is given by ηA : F (A)→ G(A), therefore
(imη)(A) = imηA is a morphism in B. For any A,A′ ∈ A and for any α ∈ HomA(A,A′)
there is a diagram
F (A) G(A)
imηA
imηA′
F (A′) G(A′)
ηA
F (α) G(α)
ηA′
which shows that there exists a map imηA → imηA′ . In order to check the functoriality of
this construction, we note that (imη)(idA) = id(imη)(A). Moreover, from the diagram
F (A) imηA G(A)
F (A′) imηA′ G(A′)
F (A′′) imηA′′ G(A′′)
it follows that
(imη)(α′ ◦ α) = (imη)(α′) ◦ (imη)(α).
Remark 5.1.2.2. Note that Lemma 5.1.2.1 confirms that the intermediate extension
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pj!∗ = im(pj! → pj∗) and the intermediate restriction pi!∗ = im(pi! → pi∗) are well-defined
functors.
We can now define two additive projection functors
P! := im(
pj!j
∗ → id) : pPerv(X)→ pPerv(X)
P∗ := im(id→ pj∗j∗)) : pPerv(X)→ pPerv(X).
(5.1)
Note that Lemma 5.1.2.1 ensures that the functors in (5.1) are well defined. Moreover,
there is a canonical morphism
P!E P∗E
pj!∗F
β◦α
α β
(5.2)
We now show that for E ∈ pPerv(X) the objects P!E and P∗E sit in some particular
short exact sequences. We use this characterisation to give an interpretation of P!E , P∗E ∈
pPerv(X) in terms of sub-objects and quotients supported on the closed stratum S.
Lemma 5.1.2.3. Let E ∈ pPerv(X). Then in pPerv(X) there are short exact sequences
0→ P!E → E → pi∗E → 0
0→ pi!E → E → P∗E → 0.
Proof. Note that the two short exact sequence are dual to each other. Therefore we prove
the first statement. Let us consider the triangle
j!j
∗E → E → i∗E → j!j∗E [1]
in Dc(X). Taking perverse cohomology yields a long exact sequence
. . .→ pH−1(i∗E)→ pj!j∗E → E → pi∗E → pH1(j!j∗E)→ . . .
Since j! is right t-exact, then
pH1(j!j
∗E) = 0. Therefore the above long exact sequence
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becomes
. . . pH−1(i∗E) pj!j∗E E pi∗E 0
P!E
which gives the first of the two short exact sequences.
Remark 5.1.2.4. Given an object E ∈ pPerv(X) which is an extension of a fixed perverse
sheaf F ∈ pPerv(U), the two short exact sequences of Lemma 5.1.2.3 give the following
characterisation of the projection functors P!, P∗ defined in (5.1):
i) P!E is the minimal sub-object of E such that the quotient is supported on S.
ii) P∗E is the minimal quotient of E such that the kernel is supported on S.
Moreover, by adjunction pi∗pj! = pi!pj∗ = 0 and we have pi∗P!E = pi!P∗E = 0, that is the
projection functors P! and P∗ take perverse sheaves in pPerv(X) which are extensions of
a fixed perverse sheaf F ∈ pPerv(U) to small perverse sheaves with no quotients and no
sub-objects supported on S respectively.
We now study how morphisms in pPerv(X) between extensions of a fixed perverse
sheaf F ∈ pPerv(X), that is such that when restricted to pPerv(U) are the identity on
the object F ∈ pPerv(U), behave under the projection functors P! and P∗ defined in (5.1).
Lemma 5.1.2.5. Let G,H ∈ pPerv(X) be extensions of a fixed perverse sheaf F ∈
pPerv(U). Let us consider a morphism α ∈ HompPerv(X)(G,H) such that j∗α = idF .
i) If α is a monomorphism, then P!α is an isomorphism.
ii) If α is an epimorphism, then P∗α is an isomorphism.
Proof. Note that the two statements are dual, therefore we prove only the first one. We
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have a diagram
pj!j
∗G G
P!G
P!H
pj!j
∗G H
p1
j∗α=id α
i1
P!α
i2p2
In particular, we have that
P!α ◦ p1 = p2 ◦ j∗α = p2
is an epimorphism, then so is P!α. Note that such conclusion holds without any assumption
on α. If in addition we assume that α is monic, we have that
α ◦ i1 = i2 ◦ P!α
is monic and so is P!α. Therefore P!α is an isomorphism.
Remark 5.1.2.6. Let α ∈ HompPerv(X)(G,H) such that j∗α = idF for a certain fixed
perverse sheaf F ∈ pPerv(U). The proof of Lemma 5.1.2.5 implies that P!α is always an
epimorphism while P∗α is always a monomorphism.
Remark 5.1.2.7. The converse of Lemma 5.1.2.5 does not hold. Let us consider the
projection α : G ⊕ H → G in pPerv(X), where H ∈ pPerv(S) is a non-zero object. Then
P!α is an isomorphism even though α is not monic.
5.1.3 The Ice Cream Cone Picture
In this section, we fix a perverse sheaf F ∈ pPerv(U) and study its extensions over S,
that is we consider the category E(F) with objects (E , φ), where E ∈ pPerv(X) with
φ : j∗E → F an isomorphism in pPerv(U), and morphisms given by α : E → E ′ such that
the diagram
j∗E j∗E ′
F F
j∗α
φ φ′
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commutes, that is φ′ ◦ j∗α = φ. We show we can characterise initial and final extensions
of the fixed object F ∈ pPerv(U) with an isomorphism φ : j∗E → F in the category E(F).
Moreover, there will be a minimal extension, given by the intermediate extension functor,
and a maximal one. We then organise the information about extensions of F and maps
between them and highlight the behaviour of some morphisms.
Proposition 5.1.3.1. Let F ∈ pPerv(U) be a fixed perverse sheaf.
i) The extension pj!F ∈ pPerv(X) is initial in E(F).
ii) The extension pj∗F ∈ pPerv(X) is final in E(F).
Proof. Note that the two statements are dual, therefore we prove only the first one. By
adjunction, there is a bijection
HompPerv(X)(
pj!F , E) ∼= HompPerv(U)(F , j∗E)
which sends β : pj!F → E to j∗β : F → j∗E . Moreover, composing with the isomorphism
φ : j∗E → F gives that HompPerv(U)(F , j∗E) ∼= HompPerv(U)(F ,F). From the diagram
j∗pj!F j∗E
F
j∗β
id φ
we have that j∗β = φ−1. Thus, for any object E ∈ pPerv(X) there exists β : pj!F → E
corresponding to the identity map idF : F → F in pPerv(U). This proves that pj!E is
initial in E(F).
Note that the extensions pj!F , pj∗F ∈ pPerv(X), where F ∈ pPerv(U) is fixed and
φ : j∗E → F is an isomorphism, are initial and final respectively in E(F), but not in
pPerv(X).
We can therefore organise the information of Section 5.1.2 and Proposition 5.1.3.1 about
extensions of a fixed perverse sheaf F ∈ pPerv(U) in the following picture.
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ΞF
pj!∗F
(simple object if so is F)
(initial object) pj!F pj∗F (final object)
E
P!E P∗E
Figure 5.1: Extensions E ∈ pPerv(X) of a fixed perverse sheaf F ∈ pPerv(U).
In Figure 5.1, the object ΞF ∈ pPerv(X) denotes a maximal extension of F ∈
pPerv(U). Note that if X is an algebraic variety, then ΞF coincides with Beilinson’s
maximal extension, see Section 2.3.5 and [Rei10, Bei87a]. The shaded part indicates the
small extensions of F ∈ pPerv(U). The objects which lie on the lower left edge have no
quotient supported on S, that is they are in ker pi∗. On the lower right edge lie objects
with no sub-object supported on S, that is in ker pi!.
Now, let E ,G ∈ pPerv(X) be extensions of a fixed perverse sheaf F ∈ pPerv(X). Let
us consider a morphism α ∈ HompPerv(X)(E ,G) which restricts to the identity on F on U ,
that is such that j∗α = idF . By Lemma 5.1.2.5 the projection functors P! and P∗ of (5.1)
behave as follows.
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Ξ
pj!∗F
pj!F pj∗F
E Gα
imα
P!E
P!G P∗E
P∗G
P!α P∗α
Figure 5.2: Projections of a morphisms between extensions of a fixed F ∈ pPerv(U).
5.1.4 Indecomposable Extensions over a Closed Stratum
In this section, we show that small extensions of a fixed perverse sheaf F ∈ pPerv(X) are in
one to one correspondence with pairs of perverse sheaves (A,B) in pPerv(X)× pPerv(X)
such that A has no sub-object supported on S and B has no quotient supported on S.
We then give a criterion which allows us to check if an extension E ∈ pPerv(X) of F ∈
pPerv(U) is indecompsable. Indeed, we show that an extension E of a fixed perverse
sheaf F ∈ pPerv(U) is indecomposable if and only if E is small and the natural morphism
β ◦ α : P!E → P∗E does not split.
Suppose that E ∈ pPerv(X) is a small extension of F ∈ pPerv(U). Then, Lemma
5.1.2.3 gives two short exact sequences in pPerv(X) that we can use to construct the
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following commutative diagram.
pi!E pi∗E
pi!E E pi∗E
P!E P∗E
pi∗E [−1] pj!∗F pi!E [1]
pi∗E [−1] pi!E [1]
0
0
(5.3)
Note that the diagonals are exact triangles in Dc(X).
Definition 5.1.4.1. The pair (A,B) ∈ pPerv(X) × pPerv(X) is an extension pair
relative to F ∈ pPerv(U) if:
i) j∗A ∼= F ∼= j∗B.
ii) pi∗A ∼= 0 ∼= pi!B.
iii) The class αβ = 0 ∈ HomDc(X)(pi∗B[−1], pi!A[1]) ∼= Ext2Dc(X)(pi∗B, pi!A),
where in the third condition the classes α ∈ HomDc(X)(pj!∗F , pi!A[1]) and
β ∈ HomDc(X)(pi∗B[−1], pj!∗F) are those classifying the short exact sequences 0→ pi!A →
A → pj!∗F → 0 and 0→ pj!∗F → B → pi∗B → 0, which exist by conditions i) and ii).
Remark 5.1.4.2. If E ∈ pPerv(X) is a small extension of F ∈ pPerv(U), then by (5.3)
(P!E , P∗E) is an extension pair relative to F .
We now show that there is a very strong relationship between small extensions and
extension pairs.
Theorem 5.1.4.3. Let F ∈ pPerv(U) be a fixed perverse sheaf. There is a bijection{
Small Extensions E of
F∈pPerv(U)
}
/∼=
←→
{
Extension Pairs (A,B)
relative to F∈pPerv(U)
}
/∼=
.
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Proof. We have already seen in Remark 5.1.4.2 that if E ∈ pPerv(X) is a small extension
of F ∈ pPerv(U), then (P!E , P∗E) is an extension pair relative to F . Since P! and P∗ are
functors, this descends to a map on isomorphism classes.
Now suppose that (A,B) is an extension pair. As noted above, there are triangles
pi!A → A→ pj!∗F α→ pi!A[1]
pi∗B[−1] β→ pj!∗F → B → pi∗B
(5.4)
in Dc(X), where αβ = 0. Since pi1(S) is finite the category
pPerv(X) is semisimple.
Hence, we have that Hom(pi∗B[−1], pi!A) ∼= 0 so that the first triangle in (5.4) induces an
exact sequence
0→ Hom(pi∗B[−1],A)→ Hom(pi∗B[−1], pj!∗F) α·→ Hom(pi∗B[−1], pi!A[1])→ . . .
Since αβ = 0, there is a unique factorisation of β via β˜ ∈ Hom(pi∗B[−1],A). We define
E(A,B) = cone(β˜). By construction, we have that E(A,B) ∈ pPerv(X) is an extension
of F . One can verify that, up to isomorphism, E(A,B) depends only on the isomorphism
class of (A,B). Moreover, the octahedral axiom, see Definition 2.1.3.3.TR5), applied to
the factorisation of β guarantees that there is an octahedron
pi∗B[−1] A pj!∗F
E(A,B) pi!A[1]
B
β˜
β
(5.5)
where the dashed arrows denote the shift by [1], the triangles with odd numbers of dashed
arrows are exact and those with even number of dashed arrows are commutative. It follows
that there is a short exact sequence of perverse sheaves
0→ A→ E(A,B)→ pi∗B → 0. (5.6)
By applying pi∗ to the above short exact sequence we deduce that pi∗E(A,B) ∼= pi∗B.
Chapter 5. Indecomposable Perverse Sheaves 145
Hence A ∼= P!E(A,B) by Lemma 5.1.2.3. Similarly, there is a short exact sequence
0→ pi!A → E(A,B)→ B → 0
which implies that pi!E(A,B) ∼= pi!A and hence B ∼= P∗E(A,B). It follows from (5.5), for
instance by applying the functor Hom(pi!A,−) to (5.6), that E(A,B) is a small extension
of F and with (5.3) we verify that E ∼= E(P!E , P∗E). Since we have also shown that
P!E(A,B) ∼= A and P∗E(A,B) ∼= B, we are done.
Remark 5.1.4.4. Theorem 5.1.4.3 gives ‘coordinates’ on small extensions E ∈ pPerv(X)
of a fixed perverse sheaf F ∈ pPerv(U). That is, in order to understand small extensions
E of F , it is enough to study objects of the form P!G and P∗G for some G ∈ pPerv(X)
extension of F .
Remark 5.1.4.5. If X is a topologically stratified space with finitely many strata S, each
with finite fundamental group, Theorem 5.1.4.3 allows us to define the maximal extension.
In fact, let F ∈ pPerv(U) then the object corresponding to the pair (pj!F , pj∗F) is its
maximal extension. Note that this agrees with Beilinson’s maximal extension ΞF when ΞF
exists.
We now show through an example, that there are some quivers with relations (Q, I)
which cannot arise as a category of p-perverse sheaves on a topologically stratified space
X.
Example 5.1.4.6. Let us consider the quiver
Q = 1 0
a
b
with relations ab = 0 = ba. It is easy to note that there are four indecomposable represen-
tations in rep(Q, I). More specifically, there are two simple and two projective-injective
objects in rep(Q, I) as in the following table.
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Object Quiver Representation
S0 0 k
S1 k 0
P0 ∼= I1 k k
1
P1 ∼= I0 k k
1
Table 5.1: Indecomposable representations in rep(Q, I).
The Auslander-Reiten quiver of rep(Q, I) is
P1 ∼= I0 P0 ∼= I1
= S0 S1 S0 =
Theorem 5.1.4.3 (and Remark 5.1.4.5) says that there should exist an indecomposable ex-
tension, namely the maximal one, in correspondence with the pair (P1, P0). Such extension
is forced to be decomposable. Therefore, there is no topologically stratified space for which
there is an equivalence of categories rep(Q, I) ' pPerv(X).
Remark 5.1.4.7. Let E ∼= E(β ◦ α) be the (isomorphism) class of the extension built in
Theorem 5.1.4.3 relative to the canonical morphism β ◦ α : P!E → P∗E. If such canonical
morphism splits, that is if β ◦ α ∼= σ ⊕ θ, then
E ∼= E(β ◦ α) ∼= E(σ ⊕ θ) ∼= E(σ)⊕ E(θ).
We now prove a criterion for the indecomposability of an extension E ∈ pPerv(X) of a
fixed object F ∈ pPerv(U).
Theorem 5.1.4.8. Let X be a topologically stratified space with finitely many strata, all
with finite fundamental group. Let S ⊂ X be a closed stratum such that |pi1S| <∞. Then,
an object E ∈ pPerv(X) is indecomposable if and only if E is small and the morphism
β ◦ α : P!E → P∗E of (5.2) does not split.
Proof. Assume E is small and β ◦ α does not split. Suppose E decomposable, for instance
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E ∼= C ⊕ D. If C is supported on S, that is C ∼= i∗i∗C then
0 ∼= pi!∗E ∼= pi!∗C ⊕ pi!∗D
∼= C ⊕ pi!∗D
so C ∼= 0. Similarly, if D is supported on S one can conclude that D ∼= 0. Assume then
that neither C nor D are supported on S. We can consider the following diagram
P!E P∗E
P!C ⊕ P!D P∗C ⊕ P∗D
∼=
β◦α
∼=
Since j∗C, j∗D 6∼= 0, then pj!∗j∗C, pj!∗j∗D 6∼= 0 and P!C, P!D, P∗C, P∗D 6∼= 0. By the functori-
ality of the projection functors P! and P∗, we have that β ◦α has a block diagonal matrix.
Hence β ◦ α splits as a direct sum, which is a contradiction.
Now suppose E is indecomposable. Since |pi1(S)| <∞ for any stratum S ⊂ X, the cat-
egory pPerv(S) is semi-simple. Then, there exist morphisms δ′ ∈ HompPerv(S)(pi!∗E , pi!E)
and γ′ ∈ HompPerv(S)(pi∗E , pi!∗E) which make the diagram
pi!∗E
pi!E pi∗E
E
γ
δ′
i
δ

γ′
p
commute and such that
γ′ ◦ p ◦ i ◦ δ′ = γ′ ◦ γ ◦ δ ◦ δ′
= δ′ ◦ δ = idpi!∗E
= γ′ ◦ γ = idpi!∗E .
Let us consider the morphism δ¯ = i ◦ δ′ and γ¯ = γ′ ◦ p which are a monomorphism and an
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epimorphism respectively. Then, we have
pi!∗E E
δ¯
γ¯
with
γ¯ ◦ δ¯ = idpi!∗E ,
that is
E ∼= pi!∗E ⊕ E ′
for some E ′. Hence pi!∗E is a summand of E supported on S. Since E is indecomposable
by hypothesis we have
pi!∗E = 0 i.e. E is small.
Moreover, if β ◦ α : P!E → P∗E decomposes as
P!E P∗E
A ⊕A′ B ⊕ B′
β◦α
∼= ∼=
σ⊕σ′
by Remark 5.1.4.7 we have either E(σ) ∼= 0 or E(σ′) ∼= 0. This implies either A ∼= B ∼= 0
or A′ ∼= B′ ∼= 0. Hence β ◦ α : P!E → P∗E does not split.
Remark 5.1.4.9. Note that we do not require F ∈ pPerv(U) to be indecomposable. If
it is so, then β ◦ α does not split. Hence, in Theorem 5.1.4.8 one has only to check the
smallness hypothesis. However, if β ◦ α does not split, it is not true that F ∈ pPerv(U)
has to be indecomposable.
5.2 Nearby Perversities
In this section we introduce nearby perversities, that is perversities obtained by modifying
a given perversity by one on a closed union of strata. We analyse how simple, projective
and injective objects change under such modifications. This approach, combined with the
results of Section 5.1.4, gives a better understanding of perverse sheaves relative to differ-
ent perversities.
Let X be a topologically stratified space with finitely many strata, each with finite funda-
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mental group and k an algebraically closed field with characteristic not dividing the order
of the fundamental groups of the strata. Let j : U ↪→ X and i : Z ↪→ X denote comple-
mentary inclusions of open and closed unions of strata respectively. Let p be a perversity
on X. We define two new perversities by varying the value of p by one on Z as follows:
q(S) =
p(S) if S ⊂ Up(S)− 1 if S ⊂ Z and r(S) =
p(S) if S ⊂ Up(S) + 1 if S ⊂ Z . (5.7)
Example 5.2.0.1. Let X = P1 stratified as in Example 2.3.1.6.iii) and denote a perversity
p on it by
p(S) = (p(S1), p(S0));
in particular, the middle perversity is
m(S) = (−1, 0).
The two nearby perversities defined in (5.7) are
q(S) = (−1,−1)
r(S) = (−1,+1)
which can be shifted by adding one to q and subtracting one to r to get the more familiar
q(S) = (0, 0)
r(S) = (−2, 0).
Therefore, q = o and r = t, that is q and r are the zero and top perversity respectively up
to a shift.
5.2.1 Understanding All Perverse Sheaves by Tilting
In this section we explain how starting from a category of perverse sheave one can study
other categories of perverse sheaves relative to different perversities by tilting at a torsion
pair. Theorem 5.1.4.8 implies that understanding the objects in the edges of the ‘ice cream
cone’ is equivalent to knowing all the indecomposable objects. In turn, this can be used
to understand indecomposable objects for nearby perversities. In fact, tilting at a certain
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torsion pair is equivalent to varying the perversity to a nearby one. Equivalently, qPerv(X)
and rPerv(X) are obtained from pPerv(X) by tilting.
Let X be a topologically stratified space with finitely many strata S, each with finite
fundamental group, k an algebraically closed field such that its characteristic does not
divide the order of pi1(S) for any stratum S ⊂ X and p a perversity on X. Let j : U ↪→ X
and i : Z ↪→ X be complementary inclusions of open and closed union of strata respectively.
Consider pPerv(X) and let q and r be the nearby perversity as defined in (5.7). We denote
by
ker pi∗ = {A ∈ pPerv(X) | A ∼= P!(F) for some F ∈ pPerv(X)}
the subcategory having as objects A ∈ pPerv(X) which are extensions of perverse sheaves
in pPerv(U) and such that any A has no quotient on Z.
Lemma 5.2.1.1. The pair (ker pi∗, i∗pPerv(Z)) is a torsion pair in pPerv(X).
Proof. We need to show, see Definition 2.1.5.6, that:
i) HompPerv(X)(A,B) = 0 for any A ∈ ker pi∗ and B ∈ i∗pPerv(Z). This follows from
adjunction, see Section 2.3.5.
ii) For any E ∈ pPerv(X) there is a unique short exact sequence (up to isomorphism)
of the form
0→ A→ E → B → 0
where A ∈ ker pi∗, that is A ∼= P!(F) for some F ∈ pPerv(X), and B ∼= i∗pi∗(E) ∈
i∗pPerv(Z). This follows from Lemma 5.1.2.3.
Definition 5.2.1.2. A non-empty subcategory C of an abelian category A is a Serre
subcategory if for every short exact sequence 0 → A′ → A → A′′ → 0 in A we have
A ∈ C if and only if A′, A′′ ∈ C.
Remark 5.2.1.3. Definition 5.2.1.2 is equivalent to ask that C is closed under sub-objects,
quotients and extensions.
Remark 5.2.1.4. Since i∗pPerv(Z) is a Serre subcategory of pPerv(X), it is a torsion-
free class, see Remark 2.1.5.7 (and also a torsion class).
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We now show that for nearby perversities q and r we can express the categories
qPerv(X) and rPerv(X) as forward and backward HRS-tilt, see Definition 2.1.5.8, of
pPerv(X) at some specific torsion pair.
Lemma 5.2.1.5. Let q and r be the nearby perversities defined in (5.7). Then, qPerv(X)
and rPerv(X) are the forward and backward HRS-tilt of pPerv(X) at the torsion pair
(ker pi∗, i∗pPerv(Z)).
Proof. We prove the statement for the nearby perversity q as the other case is dual. We
have qPerv(X) ⊂ 〈pPerv(X), pPerv(X)[1]〉 and so qPerv(X) is a tilt of pPerv(X) at a
torsion theory, more specifically is the forward tilt at (T ,F ), where
T ∼= pPerv(X) ∩ qPerv(X)
F ∼= T ⊥ ∼= {F ∈ pPerv(X) | Hom(E ,F) = 0 ∀E ∈ T }.
By definition, we have that E ∈ pPerv(X) ∩ qPerv(X) is equivalent to
i) j∗E ∈ pPerv(U) ∼= qPerv(U).
ii) i∗E ∈ pD≤0(Z) ∩ qD≤0(Z) = pD≤0(Z) ∩ pD≤−1(Z) = pD≤−1(Z).
iii) i!E ∈ pD≥0(Z) ∩ qD≥0(Z) = pD≥0(Z) ∩ pD≥−1(Z) = pD≥0(Z).
Equivalently, E ∈ pPerv(X) ∩ qPerv(X) if and only if E ∈ pPerv(X) and pi∗E ∼= 0,
that is E ∈ ker(pi∗ : pPerv(X) → pPerv(Z)). This is also equivalent to E ∈ pPerv(X)
being of the form P!E ′ for some E ′ ∈ pPerv(X), see Lemma 5.1.2.3. By adjunction, if
F ∈ im(i∗ : pPerv(Z)→ pPerv(X)) ∼= pPerv(Z), then
Hom(E , i∗F) ∼= Hom(pi∗E ,F) ∼= 0
for E ∈ pPerv(X)∩ qPerv(X). Hence, imi∗ ⊂ (pPerv(X)∩ qPerv(X))⊥. Since there is a
short exact sequence in pPerv(X)
0→ P!G → G → i∗pi∗G → 0
for any G ∈ pPerv(X), we have that imi∗ = (pPerv(X)∩qPerv(X))⊥. Hence qPerv(X) is
the forward tilt of pPerv(X) at the torsion theory (ker pi∗, imi∗) = (ker pi∗, pPerv(Z)).
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Remark 5.2.1.6. One can check the conditions of Theorem 2.1.5.11 to establish if qPerv(X)
and rPerv(X) are faithful or not.
Example 5.2.1.7. Let us consider X = P1 stratified as in Example 2.3.1.6.iii) and let
p = m the middle perversity. We claim that the forward HRS-tilt at the torsion pair
(T ,F ) = (ker pi∗, i∗pPerv(Z)), which is B ' qPerv(X) as noted above, is not faithful.
The heart pPerv(X) is faithful, see [Bei87b] and
T ∼= 〈pj!kU [1], pj!∗kU [1]〉 ∼= 〈j!kU [1], kX [1]〉
F ∼= 〈kZ〉
We want to show that the object
pIU ∼= pj∗kU [1] ∼= j∗kU [1]
does not fit into a short exact sequence of the form
0→ F 0 → F 1 → pIU → T 0 → T 1 → 0
where F 0, F 1 ∈ F and T 0, T 1 ∈ T . This follows from the fact that pIU 6∈ T and pIU 6∈ F ;
moreover Hom(F, pIU ) = 0 for any F ∈ F and there is no monomorphism in Hom(pIU , T )
for T ∈ T (and for any indecomposable T in pPerv(X) in general). Therefore, Theo-
rem 2.1.5.11 guarantees that qPerv(X) is not faithful. Dually, the backward HRS-tilt at
pPerv(X) is also not faithful. In conclusion, for X = P1 with the affine stratification the
only faithful perverse heart in Dc(X) is given by perverse sheaves for the middle perversity.
The following result is another way to check if pPerv(X) is not faithful.
Lemma 5.2.1.8. Let X be an n-dimensional topologically stratified space, where the strata
Si ⊂ X are contractible for i = 0, . . . , n. Let E ∈ pPerv(X) be either simple projective or
simple injective supported on a stratum Si such that H
k(Sn) 6= 0 for some k > 0. Then
pPerv(X) is not faithful.
Proof. We consider the case when Sn ∈ pPerv(X) is simple and projective as the other is
completely dual. For any E ∈ pPerv(X) we have
ExtipPerv(X)(Sn, E) ∼= ExtipPerv(X)(Pn, E) ∼= 0.
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On the other hand
ExtiDc(X)(Sn,Sn) ∼= H i(Sn) 6= 0.
Therefore pPerv(X) cannot be a faithful heart.
5.2.2 How Simple Objects Change
In this section we want to study how simple objects change when moving to a nearby perver-
sity. Let L ∈ Loc(S) for some stratum S ⊂ X and pSL ∈ pPerv(X) be the corresponding
simple p-perverse sheaf. We want to understand qSL ∈ qPerv(X) and rSL ∈ rPerv(X).
Lemma 5.2.2.1. Let E ∈ pPerv(U) and F ∈ pPerv(Z), then Ext1(pj!E , i∗F) = 0.
Proof. Let us consider a non zero element in Ext1(pj!E , i∗F), that is a non-split short exact
sequence of the form
0→ i∗F → G → pj!E → 0. (5.8)
In addition, we have j∗G ∼= E , since j∗ is exact and j∗i∗ = 0, and an epimorphism F  pi∗G,
as pi∗ is left adjoint to i∗ and pi∗pj! = 0, see Section 2.3.5. Furthermore, it is enough to show
the claim for F a simple object. Since we are assuming F ∈ pPerv(Z) simple, it cannot
have non-trivial quotients and sub-objects supported on Z, therefore either pi∗G ∼= F or
pi∗G ∼= 0. The first case implies that (5.8) splits. The second case cannot happen as it
would imply pj!E ∼= pj!j∗G  G and then, in terms of length, see Definition 2.1.1.12,
`(G) ≤ `(pj!j∗G) ⇒ `(pj!E) + `(i∗F) ≤ `(pj!E).
This concludes the proof.
Remark 5.2.2.2. Lemma 5.2.2.1 can be interpreted by saying that the object pj!E is quite
close to being projective.
Proposition 5.2.2.3. The simple objects in qPerv(X) are of the form
qSL =
pj!j∗pSL L ∈ Loc(S), S ⊂ UpSL[1] L ∈ Loc(S), S ⊂ Z
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Dually, the simple objects in rPerv(X) are
rSL =
pj∗j∗pSL L ∈ Loc(S), S ⊂ UpSL[−1] L ∈ Loc(S), S ⊂ Z
Proof. We prove only the first characterisation of simple objects, as the two cases are dual
to each other. If S ⊂ Z the statement is clear as the new simple object qSL is just a
shift of pSL. Let us suppose L ∈ Loc(S) where S ⊂ U . In order to prove the claim it is
enough to show that pj!j
∗pSL extends L[−p(S)] ∼= L[−q(S)] and it has neither quotients
nor sub-objects in qPerv(S r S), see Lemma 2.3.5.6. We then have two cases
1. If M∈ Loc(T ) where T ⊂ Z, then qSM ∼= pSM[1]. Hence
Hom(qSM, pj!j∗pSL) ∼= Hom(pSM[1], pj!j∗pSL)
∼= Ext−1(pSM, pj!j∗pSL) = 0,
therefore pj!j
∗pSL has no sub-object supported on Z. Moreover
Hom(pj!j
∗pSL, qSM) ∼= Hom(pj!j∗pSL, pSM[1])
∼= Ext1(pj!j∗pSL, pSM) ∼= 0 by Lemma 5.2.2.1.
That is pj!j
∗pSL has no quotient supported on Z.
2. If M∈ Loc(T ) where T ⊂ U ∩ (S r S), then we know that qSM ∈ pPerv(X). Since
j∗qSM is supported on U ∩ (S r S), we have
Hom(pj!j
∗pSL, qSM) ∼= Hom(j∗pSL, j∗qSM) ∼= 0,
because j∗pSL is simple in pPerv(U ∩ S) and therefore has no quotient supported in
pPerv(U ∩ (S r S)). It remains to show that pj!j∗pSL has no sub-object supported
on S r S. Let us consider the triangle
j!j
∗qSM → qSM → i∗i∗qSM → j!j∗qSM[1]
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and apply the functor Hom(−, pj!j∗pSL) to get the long exact sequence
. . .→ Hom(i∗i∗qSM, pj!j∗pSL)→ Hom(qSM, pj!j∗pSL)→ Hom(j!j∗qSM, pj!j∗pSL)→ . . .
(5.9)
For the first term in the above long exact sequence we have
Hom(i∗i∗qSM, pj!j∗pSL) ∼= Hom(i∗qSM, i!pj!j∗pSL) ∼= 0
since
i∗qSM ∈ qD<0(Z) = qD≤−1(Z)
i!pj!j
∗pSL ∈ pD≥0(Z) = qD≥1(Z).
On the other hand, for the last term in (5.9) we have
Hom(j!j
∗qSM, pj!j∗pSL) ∼= Hom(j∗qSM, j∗pSL)
∼= Hom(j∗pSM, j∗pSL) ∼= 0
as j∗pSM and j∗pSL are distinct simple objects in pPerv(U). This finishes the proof
since the above implies that pj!j
∗pSL has no sub-object supported on S r S.
What is described in Proposition 5.2.2.3 is an instance of simple-minded mutation, see
[KY12].
Example 5.2.2.4. Let X = P1 stratified as in Example 2.3.1.6.iii) and consider the middle
perversity p = m. The two simple objects in mPerv(X) are
mSU ∼= kX [1]
mSZ ∼= i∗kZ .
By Proposition 5.2.2.3 and Example 5.2.0.1, the new simple objects in qPerv(X) ∼= oPerv(X)
are
oSU ∼= pj!j∗mSU ∼= j!j∗kX [1]
oSZ ∼= i∗kZ [1]
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which, shifting by -1, become
oSU ∼= j!kU
oSZ ∼= i∗kZ .
Dually, the new simple objets in rPerv(X) ∼= tPerv(X) are
tSU ∼= pj∗j∗mSU ∼= j∗j∗kX [1]
tSZ ∼= i∗kZ [−1]
which, by shifting by +1, become
tSU ∼= j∗j∗kX [2]
tSZ ∼= i∗kZ .
This agrees with Example 2.3.7.4.
5.2.3 How Projective Covers and Injective Hulls Change
Let pPL ∈ pPerv(X) denote the projective cover of a simple object pSL for a local system
L ∈ Loc(S), where S ⊂ X is some stratum. We want to understand how projective covers
and injective hulls change for nearby perversities. Although we do not know how to do this
in general, we can characterise how some indecomposable projective and injective object
change under some extra assumptions on pPerv(X).
Proposition 5.2.3.1. Let pPerv(X) be a faithful heart and recall that, by Lemma 3.3.3.2,
j∗pPL is the projective cover of pSL in pPerv(U) for L ∈ Loc(S) where S ⊂ U . Then
qPL ∼= pj!j∗pPL is the projective cover of qSL ∼= pj!j∗pSL in qPerv(X).
Proof. In order to prove that qPL ∼= pj!j∗pPL is the projective cover of qSL ∼= pj!j∗pSL in
qPerv(X), we check that the hypothesis of Lemma 2.1.2.6 hold.
i) There exists an epimorphism qPL  qSL. This follows from the fact that pj! is left
adjoint to the exact functor j∗, see (2.6).
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ii) For any simple object qSM ∈ qPerv(X) we need to show that
HomqPerv(X)(
qPL, qSM) ∼=
k if M = L0 otherwise.
There are two cases:
Case 1: Let M∈ Loc(T ) for T ⊂ Z. Then
HomqPerv(X)(
qPL, qSM) ∼= HompPerv(X)(pj!j∗pPL, pSM[1])
∼= Ext1(pj!j∗pPL, pSM) ∼= 0
since pj!j
∗pPL is projective in pPerv(X) by Lemma 3.3.3.1.
Case 2: Let M∈ Loc(T ) where T ⊂ U . Then
HomqPerv(X)(
qPL, qSM) ∼= HompPerv(X)(pj!j∗pPL, pj!j∗pSM)
∼= HompPerv(U)(j∗pPL, j∗pSM)
∼=
k if M = L0 otherwise
since j∗pPL is the projective cover of the simple object pSL in pPerv(U).
iii) For any simple object qSM ∈ qPerv(X) we need to prove that Ext1qPerv(X)(qPL, qSM)
vanishes. Again, there are two cases:
Case 1: Let M∈ Loc(S) where S ⊂ Z. Then
Ext1qPerv(X)(
qPL, qSM) ∼= Ext1pPerv(X)(pj!j∗pPL, pSM[1])
∼= Ext2pPerv(X)(pj!j∗pPL, pSM) ∼= 0
since pPerv(X) is faithful so that Ext2Dc(X)
∼= Ext2pPerv(X) and pj!j∗pPL is pro-
jective in it.
Case 2: Let M∈ Loc(S) where S ⊂ U . Then
Ext1qPerv(X)(
qPL, qSM) ∼= Ext1pPerv(X)(pj!j∗pPL, pj!j∗pSM) ∼= 0
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as pj!j
∗pPL is projective in pPerv(X).
Example 5.2.3.2. Let X = P1 stratified as in Example 2.3.1.6.iii) and consider the middle
perversity p = m. We have that mPerv(X) is faithful, see [Bei87b]. Let q be the nearby
perversity defined in (5.7), then, as noted in Example 5.2.0.1, q is the zero perversity. By
Proposition 5.2.3.1 the projective cover qPU in qPerv(X) ∼= oPerv(X) coincides with the
simple object oSU ∼= j!kU . That is, the object j!kU ∈ oPerv(X) is simple and projective.
Proposition 5.2.3.3. Let M ∈ Loc(S) where S ⊂ U and recall that j∗pIM is the injec-
tive hull of j∗pSM in pPerv(U). Then, qIM ∼= pj!∗j∗pIM is the injective hull of qSM in
qPerv(X).
Proof. In order to we check that the hypothesis of Lemma 2.1.2.12 hold.
i) There exists a monomorphism qSM ↪→ qIM. This follows from a dual argument to
the one used in the proof of Proposition 5.2.3.1.i).
ii) For any simple object qSL ∈ qPerv(X) we need to prove that
HomqPerv(X)(
qSL, qIM) ∼=
k if L =M0 otherwise .
There are two cases:
Case 1: Let L ∈ Loc(T ) where T ⊂ U . Then
HomqPerv(X)(
qSL, qIM) ∼= HompPerv(X)(pj!j∗pSL, pj!∗j∗pIM)
∼= HompPerv(U)(j∗pSL, j∗pIM)
∼=
k if L ∼=M0 otherwise
because j∗pSL and j∗pIM are respectively simple and indecomposable injective
in pPerv(U).
Case 2: Let L ∈ Loc(T ) where T ⊂ Z. Then
HomqPerv(X)(
qSL, qIM) ∼= HompPerv(X)(pSL[1], pj!∗j∗pIM) ∼= 0.
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iii) For any simple object qSL ∈ qPerv(X) we need to prove that Ext1qPerv(X)(qSL, qIM)
vanishes. Again, there are two cases:
Case 1: Let L ∈ Loc(T ) where T ⊂ U . Then
Ext1qPerv(X)(
qSL, qIM) ∼= Ext1pPerv(X)(pj!j∗pSL, pj!∗j∗pIM)
∼= Ext1pPerv(U)(j∗pSL, j∗pIM) ∼= 0
since pIM is injective in pPerv(U).
Case 2: Let L ∈ Loc(T ) where T ⊂ Z. Then
Ext1qPerv(X)(
qSL, qIM) ∼= Ext1pPerv(X)(pSL[1], pj!∗j∗pIM)
∼= HompPerv(X)(pSL, pj!∗j∗pIM) ∼= 0
as the intermediate extension has no sub-object supported on Z.
Remark 5.2.3.4. Proposition 5.2.3.3 works without the requirement that pPerv(X) is
faithful.
Example 5.2.3.5. Let X = P1 stratified as in Example 2.3.1.6.iii) and consider the middle
perversity p = m. Let q be the nearby perversity defined in (5.7), then, as noted in Example
5.2.0.1, q is the zero perversity. Since j∗mIU ∼= j∗mSU , by Proposition 5.2.3.3 we have that
the injective hull in qPerv(X) ∼= oPerv(X) of the simple object oSU ∼= j!kU is (up to a
shift)
oIU ∼= pj!∗j∗mSU ∼= kX .
There are dual statements to the ones of Proposition 5.2.3.1 and Proposition 5.2.3.3
for the perversity r defined in (5.7).
Proposition 5.2.3.6. Let L ∈ Loc(S) where S ⊂ U . Recall that j∗pIL and j∗pPL are the
injective hull and projective cover of pSL in pPerv(U) respectively. Then:
i) The projective cover of rSL in rPerv(X) is given by rPL ∼= pj!∗j∗pPL.
ii) If pPerv(X) is faithful, the injective hull of rSL in rPerv(X) is given by rIL ∼= pIL.
160 Alessio Cipriani
Proof. The proofs are dual to the ones of Proposition 5.2.3.3 and Proposition 5.2.3.1 re-
spectively.
Example 5.2.3.7. Let X = P1 stratified as in Example 2.3.1.6.iii) and consider the mid-
dle perversity p = m. Let r be the nearby perversity defined in (5.7), then, as noted in
Example 5.2.0.1, r is the top perversity. Since j∗mPU ∼= j∗mSU , then the projective cover
in rPerv(X) ∼= tPerv(X) of the (shifted) simple object rSU ∼= j∗kU [2] is
tPU ∼= pj!∗j∗mSU ∼= kX [2].
Moreover, since mPerv(X) is faithful, the injective hull in rPerv(X) ∼= tPerv(X) of the
(shifted) simple object rSU ∼= j∗kU [2] is
tIU ∼= mIU ∼= j∗kU [2].
Note that, dually to the situation described in Example 5.2.3.2, the object rSU is simple
and injective.
Corollary 5.2.3.8. Let L and M local systems on strata of U . Then, we have
HomqPerv(X)(
qPM, qPL) ∼= HompPerv(U)(j∗pPM, j∗pPL) ∼= HomrPerv(X)(rPM, rPL).
Proof. It follows immediately from qPL ∼= pj!j∗pPL and rPL ∼= pj!∗j∗pPL (and similarly for
qPM and rPM).
Chapter 6
Examples and Special Cases
In this final chapter, we study the category of p-perverse sheaves on the projective space
Pn with respect to the affine stratification. In particular, for n = 2 we can fully describe
the category pPerv(P2) for any GM-perversity p on P2 and, working inductively, we can
extend some results for any n.
In Section 6.1, we recall the case of P1 for the middle perversity, see Example 2.3.7.4
and [Woo09, Section 3.1]. This case can be regarded as the simplest non-trivial case and
the one we aim to generalise.
In Section 6.2, we study perverse sheaves on X = P2 with the affine stratification. We
start by introducing the GM-perversities and noting that, by duality, it is enough to study
four perversities which are the middle one, the zero perversity and two more. We then
divide the study of the category pPerv(P2) depending on which of the four above perver-
sities we are considering. Each subsection relative to a specific perversity is organised as
follows. We start by introducing the simple objects and then we compute the Ext-algebra.
This gives a way to identify the Ext-quiver with relations (Qp(X), Ip(X)) of the category
pPerv(P2). Then, the equivalence of categories pPerv(X) ' rep(Qp(X), Ip(X)) allows us
to count and recognise the indecomposable p-perverse sheaves. We list all the indecom-
posable objects in pPerv(X) and give a characterisation of them in terms of their quiver
representation, a diagrammatic description, as a quiver with a map to Qp(X) with one ver-
tex for each element of a basis of the representation and an arrow between vertices when
the source basis element maps to the target one under the corresponding image arrow in
Qp(X) (where there is no arrow the basis element maps to zero), and the dimension vector
(which does not uniquely determine a representation if Ip(X) 6= 0, but it is still helpful).
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Moreover, we compute minimal projective presentations for simple objects, which can be
extended to minimal projective resolutions. Those can be used in order to calculate the
Auslander-Reiten translations of simple objects and the global dimension of the category
pPerv(X). We then organise this information in the Auslander-Reiten quiver of the cat-
egory pPerv(X), whose vertices are given by indecomposable perverse sheaves and whose
edges are irreducible morphisms. Finally, the remaining Auslander-Reiten translations can
be found either using minimal projective presentations and Section 3.5.4 or by general
theory, see Theorem 2.2.3.23. Finally we determine if the considered heart is faithful or
not using some ad hoc techniques, such as Beilinson’s result for algebraic varieties, see
[Bei87b], or the existence of some object which is either projective or injective and has
higher cohomology on a closed union of strata.
In Section 6.3, we generalise the situation of Section 6.2 by inductively studying p-
perverse sheaves onX = Pn with the affine stratification. We extend some results contained
in Section 6.2 to the category pPerv(Pn), with particular attention to the zero (dually the
top) and middle perversities. In the case oPerv(Pn) ' Constr(Pn), one recovers the well-
known Auslander-Reiten quiver of the category of representations of the An+1 quiver. For
the middle perversity, we give a conjecture for the number of indecomposable objects in
mPerv(Pn) and we explain how we expect the Auslander-Reiten quiver should be.
We end the thesis with Section 6.4, where we pose some questions which might be
interesting to explore in future research.
6.1 Complex Projective Line
Let us consider X = P1 stratified as in Example 2.3.1.6.iii) and let p = m the middle
perversity. Let us denote the complementary maps between the two strata by
U ∼= C j↪→ X i←↩ S ∼= {pt},
then we have Qm(U) ∼= Qm(S) is the quiver with one vertex (we label by 1 the vertex of
Qm(U) and by 0 the vertex of Qm(S)), no arrows and no relations. By Remark 4.2.3.13,
we have that Ext-quiver of mPerv(X) is
Qm(P1) = 1 0
α
β
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with relation Im(X) = {β ◦ α = 0}, that is the cycle at the vertex 1 is zero. We want to
show that by extending the simple object in rep(Qm(U)) and Qm(S), we can reach all the
indecomposable objects in mPerv(X) ' rep(Qm(X), Im(X)). The categories mPerv(U)
and mPerv(S) are semisimple with one non zero simple object. We denote it by Si for
i = 0, 1, depending if we consider it in rep(Qm(S)) (that is if i = 0) or in rep(Qm(U)) (if
i = 1). We then have
i∗(S0) = 0 k
pj!(S1) = k k
pj∗(S1) = k k
pj!∗(S1) = k 0
pJ(S1) = k k2
1
0
0
1
(1 0)
(0 1)t
where pJ denotes the maximal extension. Note that in this way one recovers the five
indecomposable representations of the indecomposable objects in mPerv(P1), see Figure
6.1.
We now want to study the irreducible maps. One can note that there are maps
pj!(S1) pj!∗(S1)
pj!∗(S1) ↪→ pj∗(S1)
pj!(S1) ↪→ pJ(S1)
pJ(S1) pj∗(S1),
(6.1)
where in particular the first map in (6.1) is the projective cover map and the second the
injective hull map. By using the techniques explained in Section 2.2.4, one can check that
they are irreducible. Furthermore, one can complete the first two (or dually the second
two) maps in (6.1) to get the following short exact sequences in pPerv(X)
0→ i∗S0 → pj!S1 → pj!∗S1 → 0
0→ pj!∗S1 → pj∗S1 → i∗S0 → 0,
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where one can check that all the maps are irreducible. Therefore, one has the following
Auslander-Reiten quiver, c.f. Example 2.3.7.4.
pJS1
pj!S1 pj!∗S1
i∗S0 pj!∗S1 i∗S0
Figure 6.1: Auslander-Reiten quiver of mPerv(P1)
6.2 Projective Sphere
In this section, we study p-perverse sheaves on X = P2 with the affine stratification for
any GM -perversity p on X. Let us start by fixing the notation for the strata Si of X. Let
us consider X = P2 with stratification induced by the affine filtration
X2 = P2 ⊃ X1 = P1 ⊃ X0 = P0 ⊃ ∅,
see Example 2.3.1.6.iii). There are three strata, which we will denote by
S0 ∼= P0, S1 ∼= C and S2 ∼= C2
respectively. We will use the following maps
S2 X Z = S1 ∪ S0 S0
S1
j i t
l . (6.2)
All the above maps are affine inclusions, therefore perverse functors coincide with functors
at the level of the constructible derived category when p ∈ {m, o}, see Remark 2.3.5.1.
Furthermore, (j, i ◦ t) and (t, l) are pairs of complementary inclusions.
Chapter 6. Examples and Special Cases 165
6.2.1 GM-perversities on X = P2
We want to study the category pPerv(X) when X = P2 and p is a GM-perversity, see
Remark 2.3.3.7. Let us denote by p(S) = (p(S2), p(S1), p(S0)) a GM-perversity on X, then
the possible choices are described in the following diagram.
s = (−1, 0, 0) r = (−3,−2, 0)
o = (0, 0, 0) m = (−2,−1, 0) t = (−4,−2, 0)
q = (−1,−1, 0) u = (−3,−1, 0)
−(0,1,1) +(0,1,1)
−(0,1,1)
−(0,0,1)
+(0,1,1)
+(0,0,1)
−(0,0,1) +(0,0,1)
Figure 6.2: There are seven possible GM -perversities on X = P2.
Remark 6.2.1.1. The GM-perversities on X = P2 of Fugure 6.2 are related by duality.
For instance, the middle perversity m is self dual while the pairs (r, s), (q, u) and (o, t) are
pairs of dual perversities. Therefore, it is enough to study the category pPerv(X) for the
perversities p ∈ {m, r, s, o}.
Moreover, note that the above perversities can be obtained as nearby perversities as
described in Section 5.2. Indeed, one can start from the middle perversity m and add or
subtract one on a closed union of strata, which can be either S0 or S1 ∪ S0. After shifting
in order to have p(S0) = 0, the process finishes once one reaches the zero perversity o or
dually the top perversity t.
6.2.2 mPerv(P2)
Let us consider the middle perversity on X = P2 given by m(Si) = −dimC Si = −i for any
stratum Si ⊂ X, that is m = (−2,−1, 0).
Simple Objects
There is one simple object for each stratum Si ⊂ X. Since the closure of each stratum Si
is a smooth manifold, the three simple objects in mPerv(P2) are (extensions by zero of)
shifted constant sheaves of the form kPi [i] for i = 0, 1, 2, that is using the maps of (6.2) we
have
S0 = i∗t∗kP0 , S1 = i∗kP1 [1] and S2 = kX [2].
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Ext-Algebra
In order to compute the Ext-algebra, we need to determine the Ext-groups ExtkDc(X)(Si,Sj)
for i, j = 0, 1, 2. We will use the following conventions to simplify the notation. We will
suppress all the extension by zero from closed union of strata (that is i∗ and t∗), but we
will always specify the ambient category where we are working in. We will make use of the
following identifications:
t∗S1 ∼= t∗kP1 [1] ∼= kP0 [1] ∼= S0[1],
t!S1 ∼= Dt∗S1 ∼= D(kP0 [1]) ∼= kP0 [−1] ∼= S0[−1],
i∗S2 ∼= kP1 [2] ∼= S1[1],
i!S2 ∼= Di∗S2 ∼= D(kP1 [2]) ∼= (DkP1 [1])[1] ∼= kP1 [1][−1] ∼= S1[−1].
Moreover, for E ∈ Dc(Y ) we will use that ExtiDc(Y )(kY , E) ∼= H i(Y ; E) to compiute the
Ext-groups as cohomology groups.
We then have:
ExtiDc(X)(S0,S0) ∼= H i(S0;k) ∼=
k if i = 00 if i 6= 0 ,
ExtiDc(X)(S0,S1) ∼= ExtiDc(S0)(S0, t!S1) ∼= ExtiDc(S0)(S0,S0[−1]) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(S0,S2) ∼= ExtiDc(Z)(S0, i!S2) ∼= ExtiDc(Z)(S0,S1[−1]) ∼= ExtiDc(S0)(S0, t!S1[−1])
∼= ExtiDc(S0)(S0,S0[−2]) ∼=
k if i = 20 if i 6= 2 ,
ExtiDc(X)(S1,S0) ∼= ExtiDc(S0)(t∗S1,S0) ∼= ExtiDc(S0)(S0[1],S0) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(S1,S1) ∼= H i(Z; k) ∼=
k if i = 0, 20 otherwise ,
ExtiDc(X)(S1,S2) ∼= ExtiDc(Z)(S1, i!S2) ∼= ExtiDc(Z)(S1,S1[−1]) ∼=
k if i = 10 if i 6= 1 ,
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ExtiDc(X)(S2,S0) ∼= ExtiDc(Z)(i∗S2,S0) ∼= ExtiDc(Z)(S1[1],S0) ∼= ExtiDc(S0)(t∗S1[1],S0)
∼= ExtiDc(S0)(S0[2],S0) ∼=
k if i = 20 if i 6= 2 ,
ExtiDc(X)(S2,S1) ∼= ExtiDc(Z)(i∗S2,S1) ∼= ExtiDc(Z)(S1[1],S1) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(S2,S2) ∼= H i(X;k) ∼=
k if i = 0, 2, 40 otherwise .
Ext-Quiver and Relations
The Ext-quiver Qm(X) of the category
mPerv(X) can be constructed by considering the
Ext1-groups between simple objects. Therefore, we have
2 1 0
α
δ
β
γ
.
On the other hand, the relations Im(P2) arise from Ext2-groups between simple objects. We
have that Im(P2) is generated by (at most) four relations in eiIm(P2)ej , where i = j = 1,
or i = j = 2, or i = 0 and j = 2 or i = 2 and j = 0. By Lemma 4.2.3.8 we know that
δ◦α ∈ e2Im(P2)e2. For the same reason, e1Im(P2)e1 = 〈γ ◦β〉. By (4.5) and Lemma 4.2.3.2
γ ◦ β ∈ e1Im(P2)e1. By (4.5) and Lemma 4.2.3.2 we know that
β ◦ α+ {paths of length >2} ∈ e2Im(P2)e0.
However, all paths from 2 to 0 of length greater than two are already in Im(P2), therefore
β ◦ α ∈ Im(P2). A similar argument shows that γ ◦ δ ∈ Im(P2). Hence, the relations are
δ ◦ α = 0, δ ◦ γ = 0, β ◦ α = 0 and γ ◦ β = 0.
That is, the relations are given by the clockwise length two cycles around the vertices 2
and 1 and the two length two paths from 2 to 0 and from 0 to 2. Note that the relations
are quadratic.
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Indecomposable Objects
The equivalence of categories mPerv(P2) ' rep(Qm(P2), Im(P2)) gives an explicit way
to list all the indecomposable perverse sheaves, which we can equivalently characterise
as irreducible representations of the Ext-quiver with relations (Qm(X), Im(X)) and dia-
grammatically, as a quiver with a map to Qm(P2) with one vertex for each element of a
basis of the representation and an arrow between vertices when the source basis element
maps to the target one under the corresponding image arrow in Qm(P2). We also give the
corresponding dimension vector of each irreducible quiver representation.
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Object Quiver Representation Path Dimension Vector
S0 0 0 k × × • (001)
S1 0 k 0 × • × (010)
S2 k 0 0 • × × (100)
P2 k k 0
1
0
• • × (110)
I2 k k 0
0
1
• • × (110)
P̂1 0 k k
1
0
× • • (011)
Î1 0 k k
0
1
× • • (011)
P2 k k2 0
(10)
(01)t
• •• × (120)
P0 ∼= I0 0 k k2
(10)
(01)t
× • •• (012)
M2 k k k
0
1
1
0
• • • (111)
N2 k k k
1
0
0
1
• • • (111)
P1 k k2 k
(10) (01)t
(01)t (00)
• •• • (121)
I1 k k2 k
(10) (00)t
(01)t (10)
• •• • (121)
L2 k k2 k2
(10) ( 0 00 1 )
(01)t ( 1 00 0 )
• ••
•
• (122)
Table 6.1: Indecomposable perverse sheaves in mPerv(P2).
Minimal Projective Presentations and Global Dimension
We now consider minimal projective presentations of simple objects in mPerv(P2). Recall
that if Si ∈ pPerv(X) is a simple perverse sheaf, a minimal projective presentation is given
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by
P(kerpii)→ Pi
pii Si,
where Pi ∈ pPerv(X) is the projective cover of Si with projective cover map pii and P(E)
denotes the projective cover of the object E ∈ pPerv(X). Since we have
ker(pii) ∼= rad(Pi) ∼=

P̂1 if i = 0
S0 ⊕ P2 if i = 1
S1 if i = 2
, (6.3)
and P(P̂1) ∼= P1, the minimal projective presentations of simple objects are
P1 → P0  S0
P2 ⊕ P0 → P1  S1
P1 → P2  S2.
The minimal projective presentation can be extended inductively to obtain minimal pro-
jective resolutions, see Section 3.5.1. Therefore, we have
P•0 = P2 ↪→ P1 → P0
P•1 = P2 ↪→ P1 → P0 ⊕ P2 → P1
P•2 = P2 ↪→ P1 → P0 ⊕ P2 → P1 → P2.
(6.4)
We can conclude that gldim(mPerv(X)) = 4.
AR-quiver
We now want to determine the Auslander-Reiten quiver of the category mPerv(P2). The
vertices are given by indecomposable perverse sheaves, therefore they are objects appearing
in the list of Table 6.1. We will proceed inductively by adding the open stratum S2 to P1.
That is, we can assume that we know the Auslander-Reiten quiver of mPerv(P1). The
new objects in mPerv(P2) supported on S2 are the extensions of S2 ∈ mPerv(S2) first to
S2 ∪ S1 and then the extensions of the obtained objects to X = S2 ∪ S1 ∪ S0. The first
step gives rise to the four extensions of S2 of Figure 6.1). The extension of the four objects
supported on S2 in
mPerv(P1) to mPerv(X) gives rise to the following nine objects of
mPerv(X) supported on S2.
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P2
(120)
P1
(121)
I1
(121)
P2
(110)
L2
(122)
I2
(110)
N2
(111)
M2
(111)
S2
(100)
Figure 6.3: Perverse sheaves in mPerv(P2) supported on S2.
We claim that all the morphisms in Figure 6.3 are irreducible, and are all the irreducible
morphisms.
Since rad(P1) ∼= S0 ⊕ P2, the morphism P2 ↪→ P1 is irreducible by Lemma 2.2.3.6.
Moreover, let us consider the short exact sequence
0→ P2 → P1 → P2 → 0
in mPerv(P2). In order to check if the map α : P1  P2 is irreducible, we apply Lemma
2.2.3.7. That is, we need to check that for any morphism τ : P2 → E either there exists
τ1 : P1 → E such that τ = τ1 ◦ α or there exists τ2 : E → P1 such that α = τ2 ◦ τ
0 P2 P1 P2 0
E
τ
α
τ1
τ2 . (6.5)
Since P2 ∈ mPerv(X) is initial among the objects in mPerv(X) supported on S2, the
object E can be any of the ones appearing in Figure 6.3. The fact that α : P2 ↪→ P1
is irreducible is enough to guarantee the existence of either τ1 or τ2 with the required
property. Therefore, the morphism β : P1  P2 is irreducible.
Let us consider the short exact sequence 0 → P2 β→ N2 γ→ S2 → 0 in mPerv(P2). In
order to show that the morphism β : P2 ↪→ N2 is irreducible, we apply Lemma 2.2.3.7. We
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need to show that for any morphism τ : E → S2 either there exists τ1 : E → N2 such that
τ = γ ◦ τ1 or there exists τ2 : N2 → E such that γ = τ ◦ τ1:
E
0 P2 N2 S2 0
τ1 τ
β γ′
τ2 . (6.6)
In this case, τ cannot be a monomorphism as S2 is a simple object. The only objects
which admit a map into S2 in mPerv(X) are E ∈ {P2,N2,S2}, that is E ∼= P!(F) for some
F ∈ mPerv(X) supported on S2. Then, we have
E ∼=

P2 ⇒ τ = γ ◦ β and τ1 = β
N2 ⇒ τ = γ and τ1 = idN2
S2 ⇒ τ = idS2 and τ2 = γ
.
Therefore the morphism β : P2 ↪→ N2 is irreducible. In order to check that γ is irreducible,
we need to show something similar to (6.5). That is, we need to check that for any
morphism τ : P2 → E in mPerv(X) either ∃τ1 : N2 → E such that τ = τ1 ◦ β or that
∃τ2 : E → N2 such that β = τ2 ◦ τ :
0 P2 N2 S2 0
E
τ
β
τ1
γ
τ2 .
Again, we have that E can be any of the objects appearing in Figure 6.3, but the fact
that β is irreducible guarantees that there exists either τ1 or τ2 with the required property.
Therefore, the morphism γ : N2  S2 is irreducible.
Let us consider the short exact sequence in mPerv(X) induced by the morphism δ :
P1 ↪→ L2, that is 0 → P1 δ→ L2 σ→ S0 → 0. In order to check if the morphism δ is
irreducible, we need to show something similar to (6.6). That is, we need to prove that
any morphism τ : E → S0 either there exists τ1 : E → L2 such that τ = τ ◦ τ1 or there
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exists τ2 : L2 → E such that σ = τ ◦ τ1:
E
0 P1 L2 S0 0
τ1 τ
δ σ
τ2 .
In order to have a morphism τ : E → S0, the object E ∈ mPerv(X) has either a sub-object
or a quotient supported on S0. Since L2 ∈ mPerv(X) is the ‘biggest’ object and any other
object has either a map in or a map out of it, the quotient (or sub-object) of E supported
on S0 appears as a quotient (or as a sub-object) of L2. Then, the existence either of τ1 or
τ2 with the required property is guaranteed.
Let us consider the short exact sequence in mPerv(X) induced by the morphism  :
N2 ↪→ L2, that is 0 → N2 → L2 θ→ S0 → 0. The above argument applied to the pair of
morphisms (, δ) shows that  is irreducible.
Finally, by duality we have that all the other morphisms in Figure 6.3 are irreducible
as they are dual to the ones considered.
We now need to connect the square of Figure 6.3 to mPerv(X r S2) ' mPerv(P1).
Since rad(P1) ∼= P2⊕S0, we have that the morphism S0 ↪→ P1 is irreducible. For the same
reason, since rad(P2) ∼= S1, the morphism S1 ↪→ P2 is irreducible. Finally, we claim that
the morphism θ : Î1 ↪→ N2 is also irreducible. Let us consider the short exact sequence
induced by θ in mPerv(P2), that is
0→ Î1 → N2 θ
′→ S2 → 0.
By Lemma 2.2.3.7, we have that θ is irreducible if for any τ : E → S2 either there exists
τ1 : E → N2 such that τ = θ′ ◦ τ1 or there exists τ2 : N2 → E such that θ′ = τ ◦ τ1, that is
E
0 Î1 N2 S2 0
τ1 τ
θ θ′
τ2
The same argument applied for (6.6) shows that θ is irreducible. By duality, we have that
the morphisms I1  S0, I2  S1 and M2  P̂1 are irreducible as well. We can draw the
Auslander-Reiten quiver of mPerv(P2).
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= S0(001)
P2
(120)
S0
(001) =
P1
(121)
I1
(121)
P2
(110)
L2
(122)
I2
(110)
= S1(010)
N2
(111)
M2
(111)
S1
(010) =
Î1
(011)
S2
(100)
P̂1
(011)
= P0(012)
I0
(012) =
Figure 6.4: The Auslander-Reiten quiver of the category mPerv(P2).
Note that the square of extensions of objects supported on S2 of Figure 6.3 appears in
the middle of Figure 6.4, while the objects which are extension by zero of mPerv(S0 ∪ S1) '
mPerv(P1) in mPerv(P2) appear twice, once on the left and once of the right of the middle
square, in order to consider irreducible morphisms in and out.
We now show that the ones in Figure 6.4 are all the irreducible morphisms. One can
find the Auslander-Reiten translation (and its inverse) of S0 ∈ mPerv(P2) by using Section
3.5.4. Consider the minimal projective resolution of S0 in (6.11), then we have that the
Auslander-Reiten translation of S0 sits in the exact sequence
0→ τ(S0)→ D(P1)t → D(P0)t → D(S0)t → 0
which becomes
0→ τ(S0)→ I1 → I2 → Î1 → 0,
therefore τ(S0) ∼= P2. Similarly, by considering a minimal injective resolution of S0,
one has that τ−1(S0) ∼= P2. Using the fact that the radical of P1 splits as two direct
summands, then there are two irreducible maps into P1 and two irreducible maps out of
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P1. The same argument can by applied to I1 and its socle to conclude that τ(I1) ∼= P1 by
Theorem 2.2.3.23 and Lemma 2.2.3.24. If one keeps applying this argument, one finds all
the Auslander-Reiten translations and can then conclude that the maps in Figure 6.4 are
all the irreducible morphisms between indecomposable objects in mPerv(P2).
Remark 6.2.2.1. One could instead add the closed stratum S0 to U ∼= S2 ∪ S1. In that
case, in order to draw the Auslander-Reiten quiver, one needs to find the extensions of
S0 ∈ mPerv(S0) to X. They are
S0 ↪→ P1 ↪→ L2 M2  P̂1 ↪→ I0
and dually
P0  Î1 ↪→ N2 ↪→ L2  I1  S0.
Then, one needs to check that the above chain of morphisms are compositions of irreducible
morphisms. Finally, one needs to show that the extensions of S0 to X are connected to
mPerv(U) by the irreducible morphisms S1 ↪→ Î1, P2 ↪→ N2, P2 ↪→ I1 and I1  I2 (and
their duals). Of course the result will be the same as the one showed in Figure 6.4.
On Faithfulness
The heart mPerv(P2) ⊂ Dc(P2) is faithful by [Bei87b].
6.2.3 qPerv(P2)
Let us consider the perversity q = (−1,−1, 0) obtained by subtracting (0, 1, 1) from the
middle perversity (and then shifting in order to have q(S2) = 0).
Simple Objects
The three simple objects in qPerv(P2) can be determined by using Proposition 5.2.2.3.
They are
S0 = i∗t∗kP0 , S1 = i∗kP1 [1] and S2 = j!kC2 [1].
Alternatively, one can check that they satisfy the strong conditions of Remark 2.3.5.5.iii).
In particular it is clear that the former object is q-perverse, while for the latter one can
note that
i∗j!kC2 [1] = 0 and i!j!kC2 [1] ∼= i∗j∗kC2 ∼= kP1 ⊕ kP1 [−1].
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Ext-Algebra
We compute the Ext-groups ExtkDc(X)(Si,Sj) for i, j = 0, 1, 2 in order to determine the
Ext-algebra. Note that the simple objects S0,S1 ∈ qPerv(P2) agree with the corresponding
ones in mPerv(P2). Therefore, we only need to calculate the Extk-groups when the simple
object S2 is involved. We have:
ExtiDc(X)(S0,S2) ∼= ExtiDc(X)(i∗t∗kP0 , j!kC2 [1]) ∼= ExtiDc(Z)(t∗kP0 , i!j!kC2 [1])
∼= ExtiDc(S0)(kP0 , t!(kP1 ⊕ kP1 [−1]))
∼= ExtiDc(S0)(kP0 , kP0 [−2]⊕ kP0 [−3]) ∼=
k if i = 2, 30 otherwise ,
ExtiDc(X)(S1,S2) ∼= ExtiDc(X)(i∗kP1 [1], j!kC2 [1]) ∼= ExtiDc(Z)(kP1 [1], i!j!kC2 [1])
∼= ExtiDc(Z)(kP1 [1],kP1 ⊕ kP1 [−1]) ∼=
k if i = 1, 2, 3, 40 otherwise ,
ExtiDc(X)(S2,S0) ∼= ExtiDc(X)(j!kC2 [1], i∗t∗kP0) ∼= 0,
ExtiDc(X)(S2,S1) ∼= ExtiDc(X)(j!kC2 [1], i∗kP1 [1]) ∼= 0,
ExtiDc(X)(S2,S2) ∼= ExtiDc(X)(j!kC2 [1], j!kC2 [1]) ∼= H i(C2; k) ∼=
k if i = 00 if i 6= 0 .
Here, in order to compute ExtiDc(X)(E , j!kC2 [1]) for E ∈ {i∗t∗kP0 , i∗kP1 [1]} we applied the
functor ExtiDc(X)(E ,−) to the triangle i!j!kC2 [1] → j!kC2 [1] → j∗kC2 [1] → i!j!kC2 [2] to get
the long exact sequence
. . .→ ExtiDc(X)(E , i!j!kC2 [1])→ ExtiDc(X)(E , j!kC2 [1])→ ExtiDc(X)(E , j∗kC2 [1])→ . . .
and note that ExtiDc(X)(E , j∗kC2 [1]) ∼= ExtiDc(Z)(E|Z , i!j∗kC2 [1]) ∼= 0 ∀i. Therefore, we have
ExtiDc(X)(E , j!kC2 [1]) ∼= ExtiDc(Z)(E|Z , i!j!kC2 [1]) ∼= ExtiDc(Z)(E|Z , i∗j∗kC2).
Ext-Quiver and Relations
The Ext-quiver Qq(P2) of the category qPerv(X) is given by the Ext1-groups between
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simple objects. Therefore, it is
2 1 0γ
α
β
.
The ideal of relations Iq(P2) arises from Ext2-groups between simple objects. We know
that Iq(P2) is generated by at most two relations in e0Iq(P2)e2 and e1Iq(P2)e1. By the same
argument used for mPerv(P2) in Section 6.2.2, we have β ◦α ∈ Iq(P2). Moreover, we know
that there is a relation
γ ◦ β + {paths of length >2} ∈ e0Im(P2)e2,
but all the higher terms of length greater than two are already in Iq(P2) and hence γ ◦ β ∈
Iq(P2). Therefore the relations are
β ◦ α = 0 and γ ◦ β = 0,
which correspond to the (clockwise) cycle at the vertex 1 and the length two path from
0 to 2 respectively. Note that even though Ext2Dc(X)(S1,S2) 6= 0, it does not produce a
relation as the only non-trivial path from 1 to 2 is the edge labelled by γ. Once again,
note that the relations are quadratic.
Indecomposable Objects
Using the equivalence of categories qPerv(P2) ' rep(Qq(P2), Iq(P2)), we can explicitly list
all the indecomposable perverse sheaves. They can equivalently characterised as irreducible
representations of the Ext-quiver with relations (Qq(X), Iq(X)) and diagrammatically, as a
quiver with a map to Qq(P2) with one vertex for each element of a basis of the representation
and an arrow between vertices when the source basis element maps to the target one under
the corresponding image arrow in Qq(P2). We also give the corresponding dimension vector
of each irreducible quiver representation.
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Object Quiver Representation Path Dimension Vector
S0 0 0 k × × • (001)
S1 0 k 0 × • × (010)
S2 ∼= P2 k 0 0 • × × (100)
P̂1 0 k k
1
0
× • • (011)
I2 k k 01 • • × (110)
I1 0 k k
0
1
× • • (011)
P1 k k k1
1
0
• • • (111)
P0 ∼= I0 0 k k2
(10)
(01)t
× • •• (012)
Table 6.2: Indecomposable perverse sheaves in qPerv(P2).
Minimal Projective Presentations and Global Dimension
The minimal projective presentations of the three simple objects are respectively
P1 → P0  S0,
P0 ⊕ P2 → P1  S1,
P2
∼=→ S2.
One can extend the above minimal projective presentations of simple objects to get minimal
projective resolutions of Si ∈ qPerv(P2), which are
P•0 = P2 ↪→ P1 → P0,
P•1 = P2 ↪→ P1 → P0 ⊕ P2 → P1.
Thus, we have gldim(qPerv(P2)) = 3.
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AR-quiver
The vertices of the Auslander-Reiten quiver of the category qPerv(P2) are given by in-
decomposable perverse sheaves, therefore they are objects appearing in the list of Table
6.2. In the same way explained in Section 6.2.2, we can find the Auslander-Reiten quiver
of qPerv(P2) by adding the stratum S2 to mPerv(P1). In particular, there are three ex-
tensions of Sn supported on X, namely P2 ↪→ P1  I2. One then needs to check, using
Lemma 2.2.3.7, that the previous morphisms are irreducible. Since rad(P1) ∼= S1⊕S0, then
S0 ↪→ P1 is an irreducible morphism as well as P1  P̂1. Finally, the morphism I2  S1
is also irreducible. This gives the Auslander-Reiten quiver of the category qPerv(P2).
= S0(001)
I2
(110)
P1
(111)
S1
(010)
S0
(001) =
P2∼=S2
(100)
P̂1
(011)
I1
(011)
P0∼=I0
(012)
Figure 6.5: The Auslander-Reiten quiver of the category qPerv(P2).
One can apply a similar argument to the one used in Section 6.2.2 in order to check
that the maps in Figure 6.5 are all the irreducible maps.
On Faithfulness
The heart qPerv(P2) ⊂ Dc(P2) is not faithful. The object I2 ∈ qPerv(P2) sits in the short
exact sequence 0→ S1 → I2 → S2 → 0, hence I2 ∼= kX [1]. Then, we have
ExtiqPerv(P2)(E , I2) ∼= 0 ∀i ≥ 1
for any E ∈ qPerv(X), since I2 is injective in qPerv(P2). On the other hand,
ExtiDc(X)(I2, I2) ∼= H i(X; k) ∼=
k if i = 0, 2, 40 otherwise .
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6.2.4 sPerv(P2)
Let us consider the perversity s = (−1, 0, 0) obtained by subtracting (0, 0, 1) from the
middle perversity (and then shifted in order to have s(S2) = 0).
Simple Objects
The three simple objects in sPerv(P2) can be determined by using Proposition 5.2.2.3.
They are (after shifting)
S0 = i∗t∗kP0 , S1 = i∗l!kC and S2 = kX [1].
Alternatively, one can check that they satisfy the strong conditions of Remark 2.3.5.5.iii),
therefore they are isomorphic to the simple objects. Note that the simple object supported
on S0 coincides with the one of
mPerv(P2), while the simple object supported on S2 is a
shift of the corresponding one in mPerv(P2).
Ext-Algebra
We compute the Ext-groups ExtkDc(X)(Si,Sj) for i, j = 0, 1, 2 in order to determine the
Ext-algebra. We omit the calculation of ExtiDc(X)(Sk,Sk) for k = 0, 2 as it is the same as
the one in Section 6.2.2.
ExtiDc(X)(S0,S1) ∼= ExtiDc(X)(i∗t∗kP0 , i∗l!kC) ∼= ExtiDc(S0)(kP0 , t!l!kC)
∼= ExtiDc(S0)(kP0 , t∗l∗kC[−1]) ∼= ExtiDc(S0)(kP0 , kP0 [−1]) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(S0,S2) ∼= ExtiDc(X)(i∗t∗kP0 , kX [1]) ∼= ExtiDc(S0)(kP0 , t!i!kX [1])
∼= ExtiDc(S0)(kP0 , kP0 [−3]) ∼=
k if i = 30 if i 6= 3 ,
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ExtiDc(X)(S1,S0) ∼= ExtiDc(X)(i∗l!kC, i∗t∗kP0) ∼= ExtiDc(Z)(l!kC, t∗kP0) ∼= 0,
ExtiDc(X)(S1,S1) ∼= ExtiDc(X)(i∗l!kC, i∗l!kC) ∼= H i(C; k) ∼=
k if i = 00 if i 6= 0 ,
ExtiDc(X)(S1,S2) ∼= ExtiDc(X)(i∗l!kC,kX [1]) ∼= ExtiDc(Z)(l!kC, i!kX [1])
∼= ExtiDc(Z)(l!kC,kP1 [−1]) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(S2,S0) ∼= ExtiDc(X)(kX [1], i∗t∗kP0) ∼= ExtiDc(S0)(t∗i∗kX [1], kP0)
∼= ExtiDc(S0)(kP0 [1],kP0) ∼=
k if i = 10 if i 6= 1 ,
ExtiDc(X)(S2,S1) ∼= ExtiDc(X)(kX [1], i∗l!kC) ∼= ExtiDc(Z)(i∗kX [1], l!kC)
∼= ExtiDc(Z)(kP1 [1], l!kC) ∼=
k if i = 30 if i 6= 3 .
Here, in order to compute ExtiDc(X)(S2,S1) we apply the functor ExtiDc(Z)(kP1 [1],−) to
the triangle l!kC → kP1 → t∗kP0 → l!kC[1] to get the long exact sequence
. . .→ ExtiDc(Z)(kP1 [1], l!kC)→ ExtiDc(Z)(kP1 [1], kP1)→ ExtiDc(Z)(kP1 [1], t∗kP0)→ . . .
and then use that
ExtiDc(Z)(kP1 [1],kP1) ∼=
k if i = 1, 30 otherwise ExtiDc(Z)(kP1 [1], t∗kP0)
k if i = 10 if i 6= 1 .
Ext-Quiver and Relations
The Ext-quiver of the category sPerv(X) can be constructed by considering the Ext1-
groups between simple objects. Therefore, Qs(P2) is given by
2 1 0
α
γ β
.
The relations Is(P2) are induced by Ext2-groups between simple objects. We know that
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Is(P2) is generated by at most one term in e2Is(P2)e2 and γ ◦ β ◦ α ∈ Is(P2) by Lemma
4.2.3.8. Hence 〈γ ◦ β ◦α〉 ∼= Is(P2). Note that the ideal of relations Is(P2) is not quadratic.
Indecomposable Objects
Using the equivalence of categories sPerv(P2) ' rep(Qs(P2), Is(P2)), we can count all
the indecomposable perverse sheaves. They are equivalently characterised as irreducible
representations of the Ext-quiver with relations (Qs(X), Is(X)) or diagrammatically, as a
quiver with a map to Qs(P2) with one vertex for each element of a basis of the representation
and an arrow between vertices when the source basis element maps to the target one under
the corresponding image arrow in Qs(P2). We also give the corresponding dimension vector
of each irreducible quiver representation.
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Object Quiver Representation Path Dimension Vector
S0 0 0 k × × • (001)
S1 0 k 0 × • × (010)
S2 k 0 0 • × × (100)
B2 k 0 k
1
• × • (101)
Î1 0 k k
1
× • • (011)
I2 k k 0
1
• • × (110)
I2 k k k
0
1 1
• • • (111)
M2 k k k
1
1 0
• • • (111)
P2 k k k
1
0 1
• • • (111)
I0 k k k2
(01)
(10)t (01)
• • •• (112)
P1 k k2 k
1
(10)t (01)
• •• • (121)
P0 ∼= I1 k k2 k2
(01)
(10)t ( 1 00 1 )
• ••
•
• (122)
Table 6.3: Indecomposable perverse sheaves in sPerv(P2).
Minimal Projective Presentations and Global Dimension
The minimal projective presentations of the three simple objects are respectively
P1 ↪→ P0  S0,
P2 ↪→ P1  S1,
P0 → P2  S2.
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One can extend the above minimal projective presentations of simple objects to get minimal
projective resolutions of Si ∈ sPerv(P2), that is
P1 ↪→ P0,
P2 ↪→ P1,
P2 ↪→ P0 → P2
Thus, we have gldim(sPerv(P2)) = 2.
AR-quiver
The vertices of the Auslander-Reiten quiver of the category sPerv(P2) are given by inde-
composable perverse sheaves, therefore they are objects appearing in the list of Table 6.3.
In the same way descibed in Section 6.2.2, one can build the square relative to objects of
sPerv(P2) supported on S2 and then connect it with oPerv(P1) twice, one time on the left
of the central square and one time on the right. Indeed, one can check that the morphisms
Î1 ↪→ P2 and S0 ↪→ B2 (and dually I2  Î1 and Î2  S1) are irreducible. Therefore we
can draw the Auslander-Reiten quiver of the category sPerv(P2) as follows.
P0∼=I1
(112)
P1
(121)
I0
(112)
P2
(111)
M2
(111)
I2
(111)
= Î1
(011)
B2
(101)
Î2
(110)
Î1
(011)
=
S1
(010)
S0
(001)
S2
(100)
S1
(010)
S0
(001)
Figure 6.6: The Auslander-Reiten quiver of the category sPerv(P2).
On Faithfulness
The heart sPerv(P2) ⊂ Dc(P2) is not faithful. One can note that s′ = (−1,−1,−1) is a
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nearby perversity for s with heart oPerv(P2)[1]. By Proposition 5.2.3.1, we know that for
the open stratum S2 we have
sP2 ∼= s′P2 if sPerv(P2) is faithful. There is a triangle
kP0 → sP2 → kX [1]→ kP0 [1]
in Dc(X), so that
sP2 ∼= kXrP0 [1]. However, s′P2 ∼= kC2 [1] and sP2 6∼= s′P2. Thus sPerv(P2)
is not faithful.
Remark 6.2.4.1. The fact that Ext2Dc(X)(S2,S2) 6= 0, implies that there is a relation
starting and ending at the vertex 2 of the Ext-quiver Qs. Since, as noted before, the only
possibility is that such relation is γ ◦ β ◦ α = 0, this implies that the Ext-algebra is an
example of a non quadratic algebra.
6.2.5 oPerv(P2) ' Constr(P2)
Let us consider the zero perversity, that is p(Si) = 0 for i = 0, 1, 2.
Simple Objects
The simple objects in oPerv(P2) are extensions by zero of constant sheaves on each stratum,
that is, using the maps in (6.2), they are
S0 ∼= i∗t∗kP0 , S1 ∼= i∗l!kC and S2 ∼= j!kC2 .
Ext-Algebra
We compute the Ext-groups ExtkDc(X)(Si,Sj) for i, j = 0, 1, 2 in order to determine the
Ext-algebra. Note that, the Ext-groups between S0 and S1 and vice-versa coincide with
the ones in Section 6.2.4, as the simple objects S0 and S1 are the same in sPerv(P2) and
oPerv(P2), therefore we only compute the Extk-groups when S2 is involved. As noted in
Section 6.2.3, we have
i!j!kC2 ∼= i∗j∗kC2 [−1] ∼= kP1 [−1]⊕ kP1 [−2].
Therefore, the Ext-algebra is as follows.
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ExtiDc(X)(S0,S2) ∼= ExtiDc(X)(i∗t∗kP0 , j!kC2) ∼= ExtiDc(Z)(t∗kP0 , i!j!kC2) ∼=
k if i = 3, 40 otherwise ,
ExtiDc(X)(S1,S2) ∼= ExtiDc(X)(i∗l!kC, j!kC2) ∼= ExtiDc(Z)(l!kC, i!j!kC2) ∼=
k if i = 1, 20 otherwise ,
ExtiDc(X)(S2,S0) ∼= ExtiDc(X)(j!kC2 , i∗t∗kP0) ∼= 0,
ExtiDc(X)(S2,S1) ∼= ExtiDc(X)(j!kC2 , i∗l!kC) ∼= 0,
ExtiDc(X)(S2,S2) ∼= ExtiDc(X)(j!kC2 , j!kC2) ∼= H i(C2; k) ∼=
k if i = 00 otherwise .
Ext-Quiver and Relations
The Ext-quiver of the category oPerv(X) can be constructed by considering the Ext1-
groups between simple objects. Therefore, Qo(P2) is given by
2 1 0.α
β
Note that Ext2Dc(X)(S1,S2) 6= 0, but it does not produce a relation. Since all the other
Ext2-groups vanish, there are no relations, that is Io(P2) = 0.
Remark 6.2.5.1. Note that the Ext-quiver Qo(P2) of the category oPerv(P2) ' Constr(P2)
is isomorphic to a quiver of type A3, see [Sch14, Section 3.1] (although our labelling of the
vertices does not match the one in the reference).
Indecomposable Objects
Using the equivalence of categories oPerv(P2) ' rep(Qs(P2)), we can count all the inde-
composable perverse sheaves. They can equivalently characterised as irreducible represen-
tations of the Ext-quiver Qo(X) or diagrammatically, as a quiver with a map to Qo(P2)
with one vertex for each element of a basis of the representation and an arrow between ver-
tices when the source basis element maps to the target one under the corresponding image
arrow in Qo(P2). The Ext-quiver Qo(P2) is a quiver of type A3, hence the Auslander-Reiten
quiver is well-known. We compute it anyway, using our methods, as a check.
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Object Quiver Representation Path Dimension Vector
S0 ∼= I0 0 0 k × × • (001)
S1 0 k 0 × • × (010)
S2 ∼= P2 k 0 0 • × × (100)
I1 0 k k1 × • • (011)
P1 k k 0 • • × (110)
P0 ∼= I2 k k k • • • (111)
Table 6.4: Indecomposable perverse sheaves in oPerv(P2) ' Constr(P2).
Minimal Projective Presentations and Global Dimension
The minimal projective presentations of the three simple objects are respectively
P1 ↪→ P0  S0
P2 ↪→ P1  S1
P2
∼=→ S2.
One can note that the first part of the minimal projective presentations of simple objects
gives minimal projective resolutions of Si ∈ sPerv(P2).
Therefore, we have gldim(sPerv(P2)) = 1.
AR-quiver
The vertices of the Auslander-Reiten quiver of the category sPerv(P2) are given by inde-
composable perverse sheaves, therefore they are objects appearing in the list of Table 6.4.
Irreducible morphisms, that is edges in the Auslander-Reiten quiver, can be determined by
using the techniques of Section 2.2.4. Note that, since in this case there are no relations,
in order to determine the irreducible morphisms (and hence the Auslander-Reiten quiver)
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one can use the knitting algorithm, see [Sch14, Section 3.1]. Alternatively, one cand find
the objects in oPerv(P2) which are supported on S2, namely P2 ↪→ P1 ↪→ P0, and con-
nect the above three objects with oPerv(P1). Indeed, the morphisms between projective
covers of simple objects are irreducible, as well as P0  I1 and P1  S1. Therefore, the
Auslander-Reiten quiver of the category oPerv(P2) ' Constr(P2) is as follows.
P0∼=I2
(111)
P1
(110)
I1
(011)
P2∼=S2
(100)
S1
(010)
S0∼=I0
(001)
Figure 6.7: The Auslander-Reiten quiver of the category oPerv(P2) ' Constr(P2).
On Faithfulness
The heart oPerv(P2) ⊂ Dc(P2) is not a faithful as the object P0 ∼= I2 ∼= kX ∈ oPerv(P2)
is such that
ExtiDc(X)(P0,P0) ∼= H i(X;k) ∼=
k i = 0, 2, 40 otherwise ,
while
ExtioPerv(P2)(P0, E) ∼= 0 ∀i ≥ 1
for any E ∈ oPerv(P2) as P0 ∈ oPerv(P2) is projective.
6.2.6 pPerv(P2) for the other GM-perversities
As noted in Remark 6.2.1.1, (r, s), (q, u) and (o, t) are pairs of dual perversities. Therefore,
we have
tPerv(P2) ' D(oPerv(P2)), rPerv(P2) ' D(sPerv(P2)) and uPerv(P2) ' D(qPerv(P2)).
Note that this completely describes the categories of p-perverse sheaves on X = P2 with
the affine stratification for all possible choices of GM-perversities p on X.
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6.3 Projective Space
In this section, we study perverse sheaves on X = Pn stratified as in Example 2.3.1.6.iii),
that is with stratification induced by the affine filtration
X = Pn ⊃ Xn−1 = Pn−1 ⊃ . . . ⊃ X0 = P0 ⊃ ∅.
There are n + 1 strata, given by Si = Pi r Pi−1 ∼= Ci for any i = 0, . . . , n. We will use
induction by adding the stratum Sn to Xn−1 ∼= Pn−1 in order to generalise some results of
Section 6.2. That is, we will consider the complementary maps
Sn
j
↪→ X i←↩ Z =
n−1⋃
i=0
Si.
We will focus our attention on two specific cases, namely the zero and the middle perversity.
6.3.1 oPerv(Pn) and tPerv(Pn)
Let us consider the zero perversity, that is the perversity given by o(Si) = 0 for any
i = 0, . . . , n.
Simple Objects
Let iS : Si ↪→ X be the inclusion of a stratum into X = Pn. There is one simple objects
for each stratum given by the extension by zero of the constant sheaf on the considered
stratum, that is Si ∼= iS !kCi for i = 0, . . . , n.
Ext-Algebra
By inductive hypothesis on the number of strata, we can consider understood the Ext-
algebra of mPerv(Pn−1) and we can add the open stratum Sn. Therefore, the Ext-groups
ExtkDc(Pn−1)(Si,Sj) are known for 0 ≤ i, j ≤ n − 1 and we need to compute all the Ext-
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groups involving Sn. Let 0 ≤ l ≤ n− 1, we have:
ExtkDc(X)(Sn,Sn) ∼= Hk(Cn;k) ∼=
k if k = 00 otherwise ,
ExtkDc(X)(Sn,Sl) ∼= 0 for any 0 ≤ l ≤ n− 1 (by adjunction),
ExtkDc(X)(Sl,Sn) ∼= ExtkDc(X)(i∗Sl,Sn) ∼= ExtkDc(Pn−1)(Sl, i!Sn)
∼=
k if k = 1 and l = n− 10 otherwise .
(6.7)
Ext-Quiver and Relations
We can use the computations in (6.7) to (inductively) obtain the Ext-quiver Qo(Pn) of
oPerv(Pn) ' Constr(Pn). We have
n n− 1 . . . 1 0
There are no relations as all the Ext2-groups vanish, that is Io(Pn) = 0. The Ext-quiver
Qo(Pn) is a Dynkin quiver of type An+1, therefore the indecomposable representations and
the Auslander-Reiten quiver are well-known. For completeness, we construct it using our
methods.
Indecomposable Objects
In order to count the indecomposable perverse sheaves in mPerv(Pn), one can find the
indecomposable objects in the path algebra kQo(Pn), that this the path algebra of a quiver
of type An+1. Therefore we have the following.
Theorem 6.3.1.1. In oPerv(Pn) ' Constr(Pn) there are
n+1∑
i=1
i (isomorphism classes of)
indecomposable objects.
Proof. We proceed by induction by adding the vertex labelled by n to the Ext-quiver
Qo(Pn−1). By inductive hypothesis we have that there are
∑n
i=1 i indecomposable ob-
jects in oPerv(Pn−1) and we have to find the number of new indecomposable objects
in oPerv(Pn) with support that contains Sn. Those are, the simple-projective object
Sn ∈ oPerv(Pn) and all the other indecomposable projective objects Pi for i = 0, . . . , n−1.
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By considering the dimension vector of theese objects, which is well-defined as Io(Pn) = 0,
the above are all the new indecomposable objects with support containing Sn. Therefore,
we have that the number of indecomposable objects in oPerv(Pn) is
n∑
i=1
i+ n+ 1 =
n+1∑
i=1
i.
Minimal Projective Resolutions and Global Dimension
We now consider minimal projective presentations of simple objects Si ∈ oPerv(Pn),
that is exact sequences of the form
P(kerpii)→ Pi
pii Si,
where Pi ∈ oPerv(X) is the projective cover of Si, pii is the projective cover map and P(E)
is the projective cover of the object E ∈ oPerv(X). We can note that
ker(pii) ∼= rad(Pi) ∼=
0 if i = 0Pi−1 if 1 ≤ i ≤ n . (6.8)
Therefore, the minimal projective presentations of simple objects are
Pi−1 ↪→ Pi  Si if 0 ≤ i ≤ n− 1
Pn
∼=→ Sn.
The minimal projective resolutions are given by considering the above sequences without
the last term, therefore we have gldim(oPerv(Pn)) = 1.
AR-Quiver
One can determine the Auslander-Reiten quiver of oPerv(Pn) ' Constr(Pn) by using the
knitting algorithm, as in this case the Ext-quiver has no relations. Alternatively, one can
do it inductively by adding the stratum Sn to Pn−1. It is then enough to determine the
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chain of extensions of objects supported on Sn,
Sn ∼= Pn ↪→ Pn−1 ↪→ . . . ↪→ P1 ↪→ P0 ∼= In,
and connect it to the Auslander-Reiten quiver of Pn−1. In order to do so, it is enough to
note that all the morphisms involved in the short exact sequences
Pi ↪→ Pi−1  P̂i−1 if 2 ≤ i ≤ n
P1 ↪→ P0  In−1
are irreducible. Therefore, the Auslander-Reiten quiver of the category oPerv(Pn) '
Constr(Pn) is the following.
P0∼=In
(111...1)
P1
(111...10)
In−1
(000...11)
. . . . . . . . .
Pn−2
(111...00)
P̂n−3
(000110...0)
I2
(00...111)
Pn−1
(110...00)
P̂n−2
(00110...0)
I1
(000...11)
Pn∼=Sn
(100...00)
P̂n−1
(011...00)
I0∼=S0
(000...01)
Figure 6.8: The Auslander-Reiten quiver of the category oPerv(Pn) ' Constr(Pn).
On Faithfulness
The heart oPerv(Pn) is not faithful as the object P0 ∼= In ∼= kX ∈ oPerv(Pn) is such that
ExtiDc(X)(P0,P0) ∼= H i(X;k) ∼=
k 0 ≤ i ≤ n i even0 otherwise ,
while
ExtioPerv(Pn)(P0, E) ∼= 0
for any E ∈ oPerv(Pn) as P0 ∈ oPerv(Pn) is projective.
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6.3.2 mPerv(Pn)
Let us consider the middle perversity, that is the perversity given by
m(Si) = −dimC Si = −i
for any i = 0, . . . , n.
Simple Objects
There is one simple object Si ∈ mPerv(Pn) for each stratum. Since the closure of each
stratum Si is a smooth manifold, the simple objects are (extensions by zero of) shifted
constant sheaves of the form kPi [i] for i = 0, . . . , n.
Ext-Algebra
By inductive hypothesis on the number of strata, we can consider understood the Ext-
algebra of mPerv(Pn−1) and we can add the open stratum Sn. (Note that we could add
the closed stratum S0 instead, but this choice is less convenient). Therefore, the Ext-
groups ExtkDc(Pn−1)(Si,Sj) are known for 0 ≤ i, j ≤ n− 1 and we need to compute all the
Ext-groups involving Sn. Let 0 ≤ l ≤ n− 1, we have:
ExtkDc(X)(Sn,Sn) ∼= Hk(X; k) ∼=
k if 0 ≤ i ≤ n, i even0 otherwise ,
ExtkDc(X)(Sn,Sl) ∼= ExtkDc(Z)(i∗Sn,Sl) ∼= ExtkDc(Z)(Sn−1[1],Sl),
ExtkDc(X)(Sl,Sn) ∼= ExtkDc(Z)(Sl, i!Sn) ∼= ExtkDc(Z)(Sl,Sn−1[−1]).
Thus, in particular we have
Ext2Dc(X)(Sn,Sn) ∼= k,
ExtiDc(X)(Sn,Sl) ∼= ExtiDc(X)(Sl,Sn) ∼=

k if i = 1, l = n− 1
k if i = 2, l = n− 2
0 otherwise
.
(6.9)
Ext-Quiver and Relations
We can use the computations in (6.9) to (inductively) get the Ext-quiver Qm(Pn). We
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have
n n− 1 . . . 1 0
αn
βn
αn−1
βn−1
α2
β2
α1
β1
The relations Im(Pn) are the same as in Im(Pn−1) with the addition of (potentially)
three new relations involving the new vertex of Qm(Pn) labelled by n. By Lemma 4.2.3.8
we know that βn ◦ αn ∈ enIm(Pn)en. By (4.5) and Lemma 4.2.3.2 we know that
αn−1 ◦ αn + {paths of length >2} ∈ enIm(Pn)en−2.
However, all paths from 2 to 0 of length greater than two are already in Im(Pn), therefore
αn−1 ◦ αn ∈ Im(Pn). A similar argument shows that βn ◦ βn−1 ∈ Im(Pn). That is, we add
to Im(Pn−1)
βn ◦ αn = 0, αn−1 ◦ αn = 0 and βn ◦ βn−1 = 0,
where the first one represents the clockwise cycle around the vertex n, the second the length
two path from n to n − 2 and the latter the length two path from n − 2 to n. Therefore,
we have
Im(Pn) = {βi ◦ αi = 0, αi−1 ◦ αi = 0, βi ◦ βi−1 = 0}1≤i≤n,
where the first group of relations are the clockwise length two cycles around the vertices
i, the second group are the length two paths from i to i − 2 and the latter group are the
length two paths from i− 2 to i, where 1 ≤ i ≤ n.
Indecomposable Objects
We propose the following conjecture regarding the number of indecomposable objects in
mPerv(Pn).
Conjecture 6.3.2.1. In mPerv(Pn) there are
n+1∑
i=1
i2 (isomorphism classes of) indecom-
posable objects.
The idea is to use induction on the number of strata to prove Conjecture 6.3.2.1. One
can add the open stratum Sn to Pn−1 (or equivalently the closed stratum S0), and use
the inductive hypothesis to know that in mPerv(Pn−1) there are
∑n
i=1 i
2 indecomposable
objects. One should then show that there are (n+1)2 objects which are extensions over the
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closed stratum S0. One can use (a stronger inductive hypothesis and assume) that there
are n pairwise non isomorphic objects in mPerv(Pn−1) with no quotient on S0 (and dually
n pairwise non isomorphic objects with no sub-object on S0). The intermediate extension
of these objects give rise to n pairwise non isomorphic objects in mPerv(Pn) with no
quotient on S0 (and dually n pairwise non isomorphic objects with no sub-object on S0).
Extending the longest object in length among the n pairwise non isomorphic objects in
mPerv(Pn−1) with no quotient on S0 under j! or j∗ (depending on the parity of n) gives
rise to another indecomposable object in mPerv(Pn) with no quotient on S which is not
isomorphic to the other n. Dually, the same holds for the longest object in length among
the n pairwise non isomorphic objects in mPerv(Pn−1) with no sub-object on S0. In this
way, one gets n+ 1 pairwise non isomorphic objects in mPerv(Pn) with no quotient on S0,
and dually n+ 1 pairwise non isomorphic objects in mPerv(Pn) with no sub-object on S0.
However, one cannot use Theorem 5.1.4.3 to conclude that there are (n+ 1)2 object which
are extensions over S0 as the considered objects are not extensions of the same perverse
sheaf on mPerv(Pn).
Minimal Projective Resolutions and Global Dimension
We now consider minimal projective presentations of simple objects in Si ∈ mPerv(Pn),
that is exact sequences of the form
P(kerpii)→ Pi
pii Si,
where Pi ∈ pPerv(X) is the projective cover of Si with projective cover map pii and P(E)
is the projective cover of the object E ∈ pPerv(X). We can generalise (6.3) and note that
ker(pii) ∼= rad(Pi) ∼=

P̂1 if i = 0
Si−1 ⊕ P̂i+1 if 1 ≤ i ≤ n− 1
Sn−1 if i = n
, (6.10)
where P̂i is the projective cover of the simple object Si in mPerv(Pi) for 1 ≤ i ≤ n − 1
and P(P̂i) ∼= Pi ∈ mPerv(Pn). Therefore, the minimal projective presentations of simple
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objects are
P1 → P0  S0,
Pi−1 ⊕ Pi+1 → Pi  Si if 1 ≤ i ≤ n− 1,
Pn−1 → Pn  Sn.
The minimal projective presentation can be extended inductively to obtain minimal pro-
jective resolutions, see Section 3.5.1. We find that
P•0 = P2 ↪→ P1 → P0,
P•i = P2 ↪→ P1 → P0 ⊕ P2 → . . .→ Pi−1 ⊕ Pi+1 → Pi if 1 ≤ i ≤ n
(6.11)
Thus, we can conclude that gldim(mPerv(Pn)) = 2n.
AR-Quiver
We now explain how we expect one could build the Auslander-Reiten quiver of mPerv(Pn).
We proceed by induction, by adding the open stratum Sn to Pn−1. By using the argument
after Conjecture 6.3.2.1, we can build the (n+1)2 indecomposable extensions with support
containing Sn.
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Pn
Sn
Pn
In
Pn−1 In−1
n+ 1
Figure 6.9: Perverse Sheaves in mPerv(Pn) whose support contains Sn.
In a similar way to Section 6.2.2, one should check that all the morphisms between
objects in Figure 6.9, which can go either up and right or down and right, are irreducible.
Furthermore, one needs to check that the irreducible morphisms which appear in Figure
6.9 are all the irreducible morphisms.
Moreover, by inductive hypothesis, we can consider understood perverse sheaves on
mPerv(Pn−1), in particular the Auslander-Reiten quiver of it. Therefore, it remains to
check how we connect new square to the existing Auslander-Reiten quiver Qm(Pn−1).
Since rad(Pn) ∼= Sn−1, the morphism Sn−1 ↪→ Pn is irreducible. Moreover any inde-
composable object B ∈ mPerv(Pn) such that
Pn Sn
B
,
that is any object sitting on the bottom left edge of the (n + 1)2 square of Figure 6.9, is
such that B ∼= P!(E) for some E ∈ mPerv(Sn). Moreover, there are short exact sequences
0→ A θ→ B → Sn → 0
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in mPerv(X), where A ∈ mPerv(X) is such that there is a factorisation
Sn−1 În−1
A
.
Equivalently, the objects A sit in the top right edge of the n2 square. In order to check if
the morphism θ : A ↪→ B is irreducible, one can apply Lemma 2.2.3.7. For any τ : E → Sn,
we need to check that either ∃τ1 : E → B such that τ = β ◦ τ1 or that ∃τ2 : B → E such
that β = τ ◦ τ2, that is
E
0 A B Sn 0.
τ1
τ
θ θ′
τ2
Note that τ cannot be a monomorphism as Sn ∈ mPerv(Pn) is a simple object. Moreover,
since j∗E 6= 0, the support of E contains Sn, that is it appears in the (n+1)2 square. More-
over, since E maps into Sn we have that E ∼= P!(F) for some F ∈ mPerv(U). Therefore,
depending on the length of E the maps τ1 : E → B and τ2 : B → E exist. This explains how
to connect the top right edge of the (n2) square to the bottom left edge of the (n + 1)2
square and dually how to connect the bottom right edge of the (n+ 1)2 square to the top
left edge of the (n2).
Since rad(Pn−1) ∼= Pn ⊕ Sn−2, the morphism Sn−2 ↪→ Pn−1 is irreducible. The above
considerations for the short exact sequences
0→ C → D → Pn → 0
where C ∼= i∗P!(F) and D sits in the factorisation
Pn−1 Pn
D
shows how to connect the bottom right edge of the (n − 1)2 square to the top left edge
of the (n + 1)2 square. Dually, this also show how to attach the bottom left edge of the
(n − 1)2 square to the top right edge of the (n + 1)2 square. Therefore, we expect the
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Auslander-Reiten quiver of the category mPerv(Pn) to look as follows.
Pn
Sn
Pn
In
Pn−1 In−1
(n+ 1)2
P̂n−1
Sn−1
În−1n2
Pn−2
P̂n−1
Sn−1
În−1n2
Pn−2
(n− 2)2
Sn−3
...
(n− 2)2
Sn−3
. . .
P̂n−2
Sn−2
Pn−3
În−2(n− 1)2
. . .
P̂n−2
Sn−2
Pn−3
În−2(n− 1)2
...
Figure 6.10: Conjectured Auslander-Reiten quiver of mPerv(Pn).
Note that in Figure 6.10, all the odd squares, that is the ones of the form (n−k)2 for k
odd sit on the diagonal from the bottom left corner to the top right corner. Dually, all the
even squares, that is the ones of the form (n− k)2 for k even sit on the diagonal from the
bottom right corner to the top left corner. The arrows in Figure 6.10, that is irreducible
morphisms between indecomposable objects, go either up and right or down and right.
Moreover, all the i2 squares appear twice for 0 ≤ i ≤ n, while the (n+ 1)2 square appears
only once in the middle. The objects with support containing S0 are placed in the two
diagonals of Figure 6.10. In particular, the two diagonals are given by the factorisations
in irreducible morphisms of the projective cover map P0  S0 and injective hull map
S0 ↪→ I0. The two diagonals intersect in the object Ln, which denotes the longest object
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in mPerv(Pn) (that is the unique object with dimension vector (1, 2, 2, . . . , 2)).
We are able to compute the Auslander-Reiten quiver for mPerv(Pn) for n ≤ 5. The
hardest part is to show that one can find all irreducible morphisms.
On Faithfulness
The heart mPerv(Pn) is faithful by [Bei87b].
6.4 Final Remarks, Open Questions and Future Research
In this section, we ask some questions related to the results we presented earlier.
Remark 6.4.0.1. In Theorem 3.4.0.6, the hypothesis that the characteristic of k does not
divide the order of the fundamental group pi1(S) for any stratum S ⊂ X can be dropped.
In fact, such hypothesis implies that pPerv(S) is semisimple and this is not used at all in
the construction of projective covers of simple objects, see Section 3.3.1 and 3.3.2.
Remark 6.4.0.2. All the algebras that appear in Chapter 6 are string algebras, see [BR87].
String algebras have a combinatorial description which can be used to establish Conjecture
6.3.2.1 and to determine the Auslander-Reiten quiver.
Question 6.4.0.3. With regards to what was explained in Section 3.5.4, can we give a
geometric meaning to the construction of the Auslander-Reiten translations?
In Remark 3.6.0.11, we noted that for a faithful heart pPerv(X) ⊂ Dc(X) we can give
a bound for the global dimension. This implies that there exists a Serre functor on Dc(X).
Question 6.4.0.4. In such situation, can we explicitly describe the Serre functor?
In Remark 5.1.2.7, we noted that in general the converse of Lemma 5.1.2.5 does not
hold.
Question 6.4.0.5. Does the converse of Lemma 5.1.2.5 hold for small extensions?
In Example 5.1.4.6, we give an example of quiver with relations that cannot appear as
perverse sheaves on a topologically stratified space.
Question 6.4.0.6. Which quivers with relations can be realised as pPerv(X) for a topo-
logically stratified space X.
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For X = P2, the only faithful heart is given by mPerv(P2), see Section 6.2.
Question 6.4.0.7. Is mPerv(Pn) the only faithful heart in Dc(Pn)?
A positive answer would mean that the result in [Bei87b] on faithfulness is an if and
only if.
In Example 4.1.2.6 we gave an instance of an infinite representation type algebra.
Question 6.4.0.8. Can we characterise finite and infinite representation type in terms of
conditions on the links?
In Section 6.2.4, we showed that sPerv(P2) is an example of a non-quadratic algebra.
Question 6.4.0.9. Is it possible to generalise the example of sPerv(P2) to Pn?
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