A numerical elimination method is presented in this paper for floating-point computation in polynomial algebra. The method is designed to calculate one or more polynomials in an elimination ideal by a sequence of matrix rank/kernel computation. The method is reliable in numerical computation with verifiable stability and a sensitivity measurement. Computational experiment shows that the method possesses significant advantages over classical resultant computation in numerical stability and in producing eliminant polynomials with lower degrees and fewer extraneous factors. The elimination algorithm combined with an approximate GCD finder appears to be effective in solving polynomial systems for positive dimensional solutions.
Introduction
We present a new elimination method for numerical computation as an alternative to the polynomial resultant approach. The main objective of the method is numerical elimination of variables for polynomials in the presence of data error. The advantages of our method include its verifiable accuracy via an elimination condition number, its feature of producing the lowest degree eliminants, and its suitability for solving polynomial systems for positive dimensional sets.
For a given pair of polynomials f and g in two variables x and y, there exist polynomials p, q and h = 0 such that p(x, y) f (x, y) + q(x, y) g(x, y) = h(y) (1) as long as the greatest common divisor (GCD) of f and g is of degree zero in x. Our algorithm is based on a simple observation that p and q in (1) must satisfy a homogeneous linear equation
Or equivalently, the polynomial pair (p, q) is in the kernel of the linear transformation
in a proper domain. As a result, the problem of finding polynomials p, q and h in (1) is equivalent to computing the kernel of the matrix L corresponding to the linear transformation L in (2) . Our method calculates a particular (p, q) of the lowest degrees in the kernel of L. The elimination can be carried out in numerical computation by applying matrix kernel computation in approximate senses. In contrast, the resultant Res(f , g, x) can also be represented in the form ofp ·f +q·g with (p,q) belonging to the kernel of L but not necessarily being of the lowest degrees. By finding the solution (p, q)
to (1) with the lowest degrees, our method has an advantage in finding the simpler eliminant h with a substantially lower degree and fewer extraneous zeros in comparison with the resultant.
Notation
The n dimensional complex vector space is denoted by C n . Vectors in C n are column arrays denoted by boldface lower case letters such as a, u, v 2 , etc, with 0 being a zero vector whose dimension can be understood from the context. Matrices are represented by upper case letters like A and J. Notations (·) and (·) * stand for the transpose and the Hermitian transpose, respectively, of the matrix or vector (·).
The ring of polynomials with complex coefficients in variables x 1 , . . . , has a total degree deg (f ) = 8, whereas its degree in x 1 is deg x 1 (f ) = 5, and the (total) degree in y = (x 2 , x 3 ) is deg y (f ) = 6. The collection of all the polynomials with a certain degree bound forms a vector space over complex field C.
For instance, we have vector spaces
Given a monomial basis for such a vector space, every polynomial corresponds to a unique coefficient vector. Throughout this paper, if a letter (say f ) represents a polynomial, then the same letter in boldface (i.e. f) denotes its coefficient vector, where the underlying vector space and its basis are clear from the context. For example, polynomial f in (3) is in C 8 [x 1 , x 2 , x 3 ] of dimension 165 with f = 4e 1 + e 18 − 2e 44 + 5e 74 − 3e 124 corresponding to a monomial basis in the graded lexicographical order [6] . Here e j is the j-th canonical vector with all entries being zero except the j-th equal to 1.
Elimination ideals
For an ideal I = f 1 , . . . , f s generated by polynomials f 1 , . . . , f s ∈ C[x 1 , . . . , x t ], the l-th elimination ideal is
For every polynomial h ∈ I l , its first l variables are eliminated by certain eliminators 
Furthermore, the polynomial pair (p, q) is unique for each h.
Proof. The existence of the polynomials p and q satisfying (4) is a consequence of Proposition 1 of [6, Chap.3, Section 6] for h = Res(f , g, x), the resultant of f and g with respect to x, even though h in (4) may not necessarily be the resultant.
To prove the degree inequalities in (5) and (6), we write
where 
, system (8) is solvable by Cramer's rule with a unique solution c 0 , . . .
The degree inequalities in (5) come from (7) and it is straightforward to verify (6) from the equations such as (9) .
To prove the uniqueness, let (p, q) satisfy (5) and let p f + q g = 0. Express f , g, p, q as in (7) and set y * ∈ C m to be a constant vector such that a 0 (y * ) = 0 and b 0 (y * ) = 0. Then f (x, y * ) and g(x, y * ) are univariate polynomials in x of degrees k and l respectively. Moreover, the inclusion gcd (f , g) ∈ C[y] implies that f (x, y * ) and g(x, y * ) are co-prime as polynomials in x. Therefore p(x,
Remark. In general, the eliminant h = pf + qg in (4) 
of degree 18, which is one half of the resultant degree.
Numerical rank-revealing
Rank-revealing is an ill-posed problem, arising frequently in algebraic applications. It is nonetheless well regularized via a reformulation of the approxi-rank [20] . For a given threshold θ ≥ 0, a matrix A ∈ C m×n has an approxi-rank k within 
Computing the approxi-rank/kernel becomes a well-posed problem with a sensitivity measure
(see [25, 31] ) for a proper threshold θ , Moreover, the approxi-rank/kernel can be computed via recursive application of the following approxinulvector finder [20] , which will be an indispensable component of our elimination algorithm in numerical computation. The algorithm is essentially the inverse iteration on R * R with zero shift, assuming the input matrix R is in upper-triangular form without loss of generality. Every matrix A has a QR decomposition [15] A = QR and the approxi-kernel of A is identical to that of the upper-triangular matrix R.
Algorithm: NulVector [20]
Input: upper-triangular matrix R ∈ C n×n and rank threshold θ .
. Generate a random vector
. (with a proper stopping criterion) do
Solve R * x j = z j for x j by a forward substitution Solve Ry j = x j for y j by a backward substitution Set z j+1 = y j / y j 2 and ς j = x j 2 y j 2 end do Output: the final iterates z and ς Let ε be the hardware precision and let θ be the rank threshold. We stop the iteration when
for the following considerations:
by a constant multiple of (σ k+1 /σ k ) 2j (see [20] ). When the first inequality in (10) holds, σ k+1 /σ k < ς j /θ even if ς j > σ k+1 , or otherwise ς j is already small enough. Therefore we can take x j as an approxi-nulvector. The second inequality in (10) indicates that K θ (A) = {0}. This is because ς j converges to σ n from above at a linear rate:
Each iterative step of Algorithm NulVector requires a forward substitution and a backward substitution. After finding an approxi-nulvector z of matrix R within θ, we can continue to calculate an approxi-nulvectorẑ of
θ . If such aẑ exists, it is also an approxi-nulvector of R orthogonal to z [20] . By updating the QR decomposition
, we can use Algorithm NulVector to findẑ. An orthonormal basis of the approxi-kernel can be obtained by continuing this process. 
Elimination method on two polynomials
Our elimination method is based on matrix computation through constructing elimination matrices and computing their kernels. Let ∂ x denote the operator of taking the partial derivative with respect to x. For any fixed polynomial
If we restrict its domain and range to be certain vector spaces of finite dimensions with proper bases, this linear transformation corresponds to a matrix of complex numbers.
More specifically, let us consider L f ,x as a linear transformation from C m,n [x, y] to C m ,n [x, y] with monomial bases {p 1 , p 2 , . . . , p η } and {q 1 , q 2 , . . . , q µ } respectively. Then its matrix L f ,x is µ×η, with the j-th column being the coefficient
For any pair of polynomials f , g ∈ C[x, y] satisfying the conditions of Proposition 1, the equation pf
with proper degree bounds on p and q. Let 
by Proposition 1. To match the row dimensions of L f ,x and L g,x , we can set
also from Proposition 1. For each k in (14) , let L f ,x,k be the matrix for the restricted linear transformation L f ,x from
We define the k-th elimination matrix
The polynomials p and q exist within degree bounds (13) and (14) such that pf + qg = h ∈ C[y] if and only if the elimination matrix E f ,g,x,k is rank deficient and the coefficient vectors p and q form a nonzero vector p q in the kernel of E f ,g,x,k . We describe our elimination algorithm SymElim in Fig. 1 as a pseudo-code for symbolic computation that eliminates the variable x from the polynomials f , g ∈ C[x, y]. Its numerical version NumElim will be given in Fig. 2 . The elimination matrix E f ,g,x,k+1 can be constructed, or updated, using the existing
whereP k+1 is a permutation matrix. For numerical rank-revealing, we need a QR decomposition of E f ,g,x,k+1 . The permuted
Here Q k and Q k+1 are unitary matrices whereas R k and R k+1 are upper-triangular square matrices. From (16), we can write E f ,g,x,k+1 in block form as
where Q k
, and P k+1 =
with Q k+1 =Q k
IQ
, and R k+1 = R kF R . This QR updating process eliminates redundant computation of QR decompositions.
Applying an approximate rank-revealing module NulVector in ApaTools [32] along with the above QR updating process, a numerical version of the elimination method is designed as shown in Fig. 2 . The results of our computing experiment on Algorithm SymElim and Algorithm NumElim will be presented in Section 9.
Elimination method in the general case
Algorithm SymElim and Algorithm NumElim can be extended to the general case of eliminating t variables from polynomials f 1 , . . . , f s ∈ C[x, y], where x = (x 1 , . . . , x t ) is the array of variables to be eliminated and y is the array of remaining variables. Similar to the case of eliminating one variable from two polynomials, we seek eliminators
Those p j 's obviously satisfy equations
Consequently, coefficient vectors p j 's satisfy the homogenous equation
with After finding a solution to (17), we can also include it in the set G for generating additional auxiliary equations so that additional members of the elimination ideal can be computed from Eq. (21).
Sparsity of polynomials and elimination matrices
Multivariate polynomials arising in algebraic computation are often sparse, such as f in (3) that consists of only 5 nonzero monomials out of 165 possible terms. In other words, there are very few nonzero components in the coefficient vectors of the polynomials. As a result, the elimination matrices can also be very sparse.
For example, the 6-th elimination matrix E f ,g,x,6 has a sparsity structure as shown in Fig. 4 with polynomials
Less than 0.7% of the entries are nonzero. Moreover, an elimination matrix can be re-arranged to be blockwise uppertriangular with a column permutation as illustrated in (16) . Consequently, we can take advantage of sparse matrix computation to reduce the cost of rank/kernel computation. Moreover, the polynomials p and q in Eq. (4) are also likely to be sparse. If a term of p or q is known to be zero, the corresponding column of the elimination matrix can be deleted, reducing the storage and computing time even further. There is a simple and effective way to identify the zero terms by a significant portion: When a row of matrix A in equation Au = 0 has only one nonzero entry a ij in its j-th column, then the j-th component u j = 0 in the solution u, as illustrated in Fig. 5 .
The j-th column of A can then be deleted. After deleting those columns, there may be other rows with only one nonzero entry left per each row and the corresponding entries in u are identified as zeros. We can continue this process to delete as many columns as possible. Obviously we can also delete zero rows. The remaining matrix can be substantially smaller.
For instance, the 220 × 120 elimination matrix E f ,g,x,6 shown in Fig. 4 has only a 3 × 4 submatrix 
Accuracy and sensitivity of the numerical elimination
Our numerical elimination method is based on computing the approximate rank and kernel of the elimination matrices. The numerical sensitivity can thus be measured by the singular values of those matrices with no additional cost, providing an error estimate for the computing result. This feature of our algorithm can be important in practical computation where the accuracy needs to be verified. 
Moreover, for every unit vectorẑ ∈ K θ (Â), there is a unit vector z ∈ K(A) such that
Proof. Let A = U Σ V * be the compact singular value decomposition where columns of V span the range of A * . LetN be the matrix whose columns form an orthonormal basis for
Inequality (24) can be proved similarly with basic linear algebra.
Lemma 3 suggests that the sensitivity of the kernel can be measured by the ratio σ 1 /σ k . This sensitivity is attainable in the process of the rank/kernel computation introduced in Section 4. More specifically, let E be an elimination matrix whose kernel (exact or approximate) is spanned by the orthonormal columns of N. Also, assume k to be the rank (exact or approximate) of E. Then, σ k is the smallest singular value of τ N * E where τ is a scalar of roughly the magnitude of E 2 (see [20] ). This singular value is actually a by-product of the rank-revealing process that recursively applies Algorithm
NulVector in Section 4 until stopping at the smallest σ k above the approxi-rank threshold θ . The singular value σ k has an interpretation in terms of polynomial elimination on (f , g). We can define a''dot-product'' of polynomials p and q, denoted by p q, as the (complex) dot-product of their coefficient vectors. The 2-norm of a polynomial can be naturally defined as p 2 = √ p p. Let S be the vector space of polynomial pairs (u, v) within proper degree bounds, and let N be the subspace of S that consists of eliminator pairs (p, q) satisfying
Then, it is straightforward to verify that
Here, (u, v) ⊥ N denotes the requirement u p + v q = 0 for every (p, q) ∈ N . We shall call σ 1 /σ k the elimination condition number for (f , g).
Computational experiments
In this section, we present sample results of our algorithms with preliminary Maple implementations. Our main objective is numerical elimination by Algorithm NumElim and the numerical mode of Algorithm GenElim (Fig. 3) , while symbolic elimination is available and easier to implement. We compare our algorithms with standard Maple codes of resultant since it has been apparently the only practical elimination method for floating-point computation in the literature. All the tests are carried out in Maple 10 platform.
Examples 1-3 test Algorithm SymElim and Algorithm GenElim in symbolic mode to generate a basis for elimination ideals. These examples demonstrate one of the main features of our algorithms in comparison with the resultant: Our elimination method produces lowest degree eliminants with fewer extraneous factors. This feature makes numerical computation much easier and more robust. Example 4 shows that the resultant computation can lead to catastrophic failure using floating-point arithmetic and further illustrates the robustness of our numerical algorithm. We apply Algorithm NumElim in Example 5 to solve a polynomial system modeling conformations of 6-atom molecules. Example 6 is a modified version of the classic cyclic system possessing positive dimensional solution sets. Those non-isolated solutions can be lost in conventional symbolic computation when the system is in approximate form. Algorithm NumElim along with our approximate GCD algorithm mvGCD [33] accurately captures those solutions even though the system undergoes significant perturbations.
Example 1 (Implicitization of a Rational Curve in the Plane). Consider a plane curve C with a rational parameterization
implicitizes the curve C since it is in the zero set of h(x, y). For example, let
Our algorithm SymElim produces the elimination
In contrast, the implicitization using the resultant generates
3 with undesirable multiplicity and extraneous factors. We have tested many implicitization problems, our elimination always outputs the lowest degree implicitization as does Gröbner basis computation, while the resultant may or may not.
Example 2 (The Minimal Polynomial of an Algebraic Number
). An algebraic number α can be represented by its minimal polynomial that is the irreducible rational polynomial p such that p(α) = 0. It is known [26] that, for minimal polynomials p and q of α and β respectively, the minimal polynomial f of α · β can be computed as the resultant
is irreducible, or otherwise f is a factor of that resultant. Similarly, the minimal polynomial g of α/β is a factor of Res p(x), q(z · x), x . Again, our elimination method SymElim appears to have an advantage over the resultant by producing the (irreducible) minimal polynomial directly while resultants may produce extraneous factors and multiplicities. 
In contrast, the resultant method produces
that are the squares of the respective minimal polynomials.
Example 3 ([8,17,26] ). We test the symbolic computing version of Algorithm GenElim on polynomial ideal
Algorithm GenElim produces three polynomials in the first elimination ideal
and one polynomial in the second elimination ideal
For this example, Algorithm GenElim actually produced bases for the two elimination ideals. This can be confirmed by computing the Gröbner basis
We can compare our final elimination result g 4 (z) = z 3 . The difference is particularly substantial in numerical computation with approximate coefficients, since the simple zeros corresponding to z = ±1, ±i would become inaccurate clusters using resultant due to the extraneous multiplicity 4. In contrast, those zeros stay simple and accurately computable using our elimination algorithm.
Example 4 ([4]
). Consider the sequence of polynomial pairs
In particular, k = 9 is a testing case in [4] for computing intersection points of plane curves using a resultant-based method.
The condition number of the problem increases rapidly as k increases (see Table 1 ). This is also an example that shows the catastrophic failure of straightforward resultant computation using floating-point arithmetic. As shown in Table 1 , the numerical resultant becomes meaningless when k reaches 8, while our NumElim remains reasonably accurate, considering the problem condition.
In Table 1 , each numerical resultantr k is computed based on using the Maple function resultant on (f k , g k ) with coefficients changed from 1 to 1.0. The corresponding symbolic resultant r k is computed using integer coefficients. The error is calculated as r k −r k 2 / r k 2 . The same approach is applied to measure the error on NumElim results against SymElim ones. The machine precision is set to 16 digits to simulate the hardware precision. The catastrophic errors in numerical resultants in Table 1 are repeatedly confirmed by computing the determinants of both Sylvester and Bezout matrices. Table 2 The comparison between resultant and Algorithm NumElim on the computed root nearest to 1 in floating-point arithmetic on polynomial pairs in (26) . Each pair (f k , g k ) has two common real zeros (0, 1) and (1, 0) of multiplicity k. In fact, the exact resultant
has k-fold zeros 0, 1 and no other real zeros. Based on using Maple polynomial solver fsolve on the numerical resultant and the NumElim eliminant, Table 2 lists the error on the root x = 1. Again, numerical resultants have substantial error on the intended root, while the NumElim eliminants maintain a high accuracy on the computed root for increasing k, even though the elimination condition deteriorates.
Moreover, the eliminants computed by NumElim have no extraneous real zeros in this example, while the numerical resultants have many due to large coefficient errors.
Example 5 ([13]
). The following system is derived from a model of a 6-atom molecule: Zeros of system (27) can thus be calculated by univariate root-finding and backward substitution. There are 4 real zeros listed in Table 3 defined on a zero (x * , y * , z * ). In comparison with the results reported in [13] , our results are about 4 digits more accurate.
Example 6. Combined with our approximate GCD method [33] implemented as module mvGCD in ApaTools [32] , the elimination algorithms described in this paper appear to be effective in solving polynomial systems for the solution sets of positive dimension. We attempt to triangularize a polynomial system using our elimination algorithms. Whenever two polynomials are co-prime, a polynomial in an elimination ideal can be computed. Consequently, the triangularization process can be continued until a nontrivial (approximate) GCD emerges between two polynomials, rendering a decomposed system where a positive dimensional solution set may be retrieved.
Computing positive dimensional solution sets is an ill-posed problem where a tiny perturbation in coefficients can completely degrade the solution sets to zero dimensional. In this case, conventional symbolic computation for exact solution may misidentify the structure of the solution, as shown below in this example. Our numerical elimination, in contrast, is capable of capturing the solution along with its dimension structure.
Consider the following system of polynomial equations:
Continuing the process by eliminating x 2 from the last two equations in system (30), we have a 3 × 4 triangular system 1. 
Those sets approximate the exact solution of the original exact system (28) to 3-digit accuracy using 4-digit accurate data. System (31) is also triangularized to a new system 
