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Abstract 
Let x(t) be a one-dimensional Brownian motion. The homing problem for a controlled x(t) 
process is solved by using a mathematical expectation for an uncontrolled geometric Brownian 
motion. Furthermore, it turns out that the optimally controlled process is a Bessel process. Simi- 
larly, a geometric Brownian motion is optimally controlled by using a mathematical expectation 
for an uncontrolled Brownian motion process. © 1997 Elsevier Science B.V. 
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1. Introduction 
Let W(t) be a standard one-dimensional Brownian motion and consider the controlled 
process x(t)  defined by the stochastic differential equation 
dx(t)  = a(~(t))dt  + b(~(t))u(d(t))dt  ÷ [N(~(t))] 1/2 d W(t), (1) 
where ~(t ) :=(x( t ) , t )  and u(~(t)), which we shall write as u(t) for simplicity, is the 
control variable. Let 
T(x) := inf{t > 0 :x(t )  ~ (a, b)[x(0) = x E (a, b)}. (2) 
Our aim is to find the control u*(t) that minimizes the expected value of the cost 
function 
i 
T(x) 
J (x)  = [½qC~Ct))u2Ct) + ).] dt, (3) 
, If) 
where q(~(t))>~O and 2 is a real parameter. This type of problem, first proposed by 
Whittle and Gait (1970), has been termed LQG homing by Whittle (1982, p. 280) 
and has since also been considered by Kuhn (1985), who gave it a risk-sensitive 
formulation, and by the author (see Lefebvre, 1987, in particular). 
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I f  the parameter 2 is positive, the objective is to make the controlled process x(t) 
leave the interval (a, b) as soon as possible, whereas one wants x(t) to remain in the 
interval (a, b) as long as possible when 2 is negative. In both cases, the optimizer must 
take the quadratic control costs into account. Finally, when 2 = 0, the optimal control 
is obviously given by u*(t)=-O. 
Whittle (1982, p. 289) has shown that if there exists a positive constant c such that 
the relation 
N(~(t)) = e b2(~(t))/q(~(t)) (4) 
holds, and if P[T~(x)<cx~] = 1, where Tl(x) is the same as the random variable T(x), 
but for the uncontrolled process xl (t) that corresponds to x(t), then the optimal control 
u*(t) can be obtained from a mathematical expectation for the uncontrolled process 
Xl(t). 
In Section 2, we consider the particular case where a(~(t)) =- O, b(~(t)) =- 1, N(~(t)) 
--= 1 and q(~(t))=xZ(t). Then the uncontrolled process xl(t) is a standard Brownian 
motion starting from x(0) :=x .  
Note that it is not possible to find a constant c such that 
1 =cx-Z( t ) .  (5) 
Hence, we cannot use Whittle's theorem to obtain the optimal control u*(t). Neverthe- 
less, as will be seen in Section 2, it is still possible to deduce u*(t) from a mathematical 
expectation for an uncontrolled process. However, this uncontrolled process is in fact 
a geometric Brownian motion. Furthermore, the optimally controlled process rums out 
to be a Bessel process with a parameter c~ which depends on 2. The various values 
that the parameter 2 can take will be considered. 
In Section 3, the inverse problem is treated. That is, the uncontrolled process xl (t) is 
a geometric Brownian motion and the optimal control u*(t) is obtained from a mathe- 
matical expectation for a Brownian motion process. Finally, some concluding remarks 
are made in Section 4. 
2. Optimal control of a Brownian motion process 
We consider the controlled process x(t) defined by the stochastic differential equation 
dx(t) = u(t) dt ÷ dW(t) (6) 
and we look for the control u*(t) that minimizes the expected value of  the cost function 
rT2(x) 
J (x )  = Jo [ lx2(t)u2(t) ÷ )~] dt, (7) 
where 
Vz(x) := inf{t > 0 : Ix(t)l = d > 0 Ix (0 )=x c ( -d ,d )} .  (8) 
To do so, we define 
F(x) = inf E[J(x)]. (9) 
u(t), O<~t<~ T:(x) 
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That is, F(x) is the minimum expected cost incurred when starting from x(0)=x (or 
the maximum expected reward when starting from x(0)=x) .  
First, we show that the parameter 2 in the cost function (7) cannot take any real 
value. 
Proposition 2.1. The parameter 2 & the cost function (7) must be greater than or 
I Otherwise, the function F(x) is equal to -~ .  equal to the critical value ),~m =-  g. 
1 Then, if we choose u( t )=- l /2x( t ) ,  we Proof. Suppose that 2 is smaller than -g .
find that 
e[J(x)] : (½ + ;~)E[r2(x)]. (10) 
Furthermore, with this choice for u(t), the controlled process defined in (6) is a Bessel 
process with parameter :~ = 0 (see Karlin and Taylor, 1981, p. 176, for instance). In fact, 
a Bessel process is only defined in the interval [0, oc). Hence, we might say that x(t) is 
a generalized Bessel process. 
Let 
To(X) : :  inf{t > 0 :x(t) : 0Ix(0 ) =x  :~ 0}. (11) 
Since the Bessel process with parameter e=0 has an exit boundary, which is an 
accessible boundary, at the origin (see Karlin and Taylor, 1981, p. 239), we may write 
that P[To(x)<:xD] > 0. It follows, an exit boundary being absorbing, that if x (0 ) : /0  
then 
E[T2(x)] = E[ T2(x) ITz(x ) < To(x ) ]P[ Tz(x ) < T0(x)] 
+ E[Tz(x)IT2(x ) > To(x)IP[T2(x) > T0(x)] 
(12) 
because P[T2(x) > To(x)] > 0 and E[T2(x)IT2(x ) > To(x)] = vc. Furthermore, if x(0) = 0 
and u( t )=-  1/2x(t), we may write at once that T2(x)= T2(0)= vc. Hence, we deduce 
from (10) that we can receive an infinite reward if 2 is smaller than -~.  
Remarks. (1) The proposition means that we can give as large a penalty as we want 
for not leaving the interval ( -d ,d ) ;  however, we cannot give too big a reward for 
survival in ( -d ,d ) .  
(2) One could wonder why the parameter ). can take any value in the interval 
10),  i will be discussed below, whereas when 2 C ( -g ,  [ -  ~, 0). The case when )~ = - g 
the reason is the following: if we choose u ( t )=- l /2x ( t )  as above, then there is a 
positive instantaneous cost equal to 2 + ~ as long as Ix(t)l < d. Hence, if the controlled 
process x(t) reaches the origin and u( t )=- l /2x ( t ) ,  then F(x) will be equal to oc,. 
Moreover, if u(t )=-ko/2X(t )  and k0 is smaller than 1, then the origin is no longer 
an absorbing boundary. In fact, as will be seen later, the optimal control in the case 
when 2 is in ( -½,0)  is indeed proportional to x l(t), but is not -1/2x(t) .  
Now, we state the proposition that gives the optimal solution u*. 
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Proposition 2.2. The control u* that minimizes the expected value of the cost function 
J(x) defined in (7) is given by 
u* = -2k/x, (13) 
where 
k= ¼{1 - [1 + 82]~/2}. (14) 
Furthermore, the minimum expected cost incurred when starting from x(O)=x (or 
the maximum expected reward when starting from x(O) =x)  is 
F(x)=k(x 2 -- d 2) for Ixl<~d. (15) 
Proof. The function F(x) defined in (9) satisfies the dynamic programming equation 
(see Whittle, 1982, p. 289) 
1 2 2 inf[uF'(x) + ½F"(x) + ~x u + 2] =0, (16) 
u 
where u :=u(0). The equation above is valid for x E (-d,d).  The boundary condition 
is 
F (x )=0 if Ixl=d. (17) 
The minimizing u* is given by 
u* = - F' (x )/x 2. (18) 
Substituting u* into (16), we find that F(x) satisfies the ordinary differential equation 
F"(x) = ~F'2(x)  - 22. (19) 
Writing 
G(x) := F'(x), (20) 
we obtain a Riccati differential equation: 
G'(x) = ~G2(x)  - 2), (21) 
The general solution of Eq. (21) can be written as (see Polyanin and Zaitsev, 1995, 
p. 2, for instance) 
G(x):Go(x) + Cb(x)[C_ / ~(x) ] - '  -7 -  dx , (22) 
where 
• (x):=exp{f~dx}, (23) 
Go(x) is a particular solution of (21) and C is a constant. 
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We could find a particular solution of (21) by inspection. However, here we prefer 
to use the classic method: we transform the equation into a second order linear ordinary 
differential equation by setting 
G(x) = -x  z H'(x) .  (24) 
H(x) 
We find that H(x) is a solution of 
½x2H"(x) + xH'(x)  = 2H(x). (25) 
Now, Eq. (25) is in fact the Kolmogorov backward equation satisfied by the math- 
ematical expectation 
H(x) = E [e-'i~(x)], (26) 
where 
~(x) := inf{t > 0 : y(t)  E D C ~ly(0) =x  ~ D} (27) 
and y(t) is an uncontrolled geometric Brownian motion with infinitesimal parameters 
g), = y and crff = y2 (28) 
(see Karlin and Taylor, 1981, p. 175). This process can be represented as 
y(t)  = e e(O, (29) 
where B(t) is a Brownian motion process with infinitesimal parameters /~ = ½ and 
0-2=1. 
Next, if the set D in (27) is the interval [d, oc), it is known that the function H(x) 
is given by 
H(x)=(x /d)  -2k if 0 <x  <d,  (30) 
where 
k := ¼{1 - [1 ÷ 8211/2}. (31) 
Note that the origin is an inaccessible boundary for the geometric Brownian motion 
(since y(t) > 0 Vt~>0) and that we can also choose 
kl ¼{1 + [1 + 8).] 1/2} (32) 
to obtain a particular solution of Eq. (25). In fact, this choice of constant corresponds 
to the case when z(x) =inf{t  > 0 : y(t) =d ly(0  ) =x  > d}. 
Using Eq. (24), we can write that a particular solution of Eq. (211) is 
Go(x) = 2kx. (33) 
It follows, from (23), that 
qT)(X ) ~- IXl 4k. (34) 
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Substituting into (22), we obtain that 
[xl4k_ll_l 
G(x) = 2kx + Ix[ 4k C - sgn(x)4~-Zf_ 1 ] (35) 
Finally, we may now write that 
F(x) =kx 2 + (4k - 1) [yl4k dy +K,  (36) 
a (4k - 1)C --sg-gn(y)[y[ 4k-1 
where K is a constant. Using the boundary condition (17), we find that the constant 
K is equal to -kd2; it follows that 
ff 
: lYl 4k 
F(x) =k(x  2 - d 2) + (4k - 1) a (4k - 1)C -~-gn(y)lyl 4k-1 dy. (37) 
Now, to determine the constant C in (35)-(37), note that, by symmetry, we must 
have u*(x)=-u*(-x).  Hence, from (18) and (35), we deduce that C must be equal 
to 0 or oo. 
Next, if C = 0 we find that u*(x)= (2k -  1)Ix, whereas the case when C = ~ yields 
u*(x) =-2k/x. Finally, since u*(x) must obviously be identical to 0 when the param- 
eter 2 is equal to zero, we conclude that we must choose C equal to (x~ and it follows 
that 
u*(x) = -2k/x. (38) 
Furthermore, we deduce from (37) that 
F(x) = k(x 2 - d2), (39) 
which completes the proof. [] 
Remarks. (1) When the parameter )~ is equal to - I ,  we obtain that k = ¼ and 
u*(x)=-l/2x. This should be seen as a limiting case, because if we simply sub- 
stitute 2 - - - - I  and u* ( t )=-1 /2x( t )  in the cost function J(x) defined in (7), we find 
that J(x)=-O. But if we choose u(t)= (6 -  1 )/2x(t), where 6 is positive, and if we take 
the limit as 6 decreases to zero, then we find that we can indeed obtain F(x) equal to 
1 2 ~(x -d2) .  Thus, we could say that when 2 =- I ,  we have u*(x)= l ima_0+(6-1)/2x. 
(2) Note that the constant K is only needed to obtain the exact expression for the 
function F(x). However, the optimal control u* does not depend on K. 
(3) When 2 is in the interval [_1, 0) (respectively (0, e~)), the constant k is positive 
(resp. negative), so that the function F(x) is negative (resp. positive), as should be. 
Next, substituting (38) into (7), we obtain that the optimal value of the cost function 
J(x) is given (for 2 >-½)  by 
J*(x) = (2k 2 + 2)T*(x), (40) 
where T*(x) is the time taken by the optimally controlled process x*(t) to hit 
either d or -d .  Moreover, the process x*(t) satisfies the following stochastic differential 
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equation: 
2k 
dx* ( t ) -  x.(t)dt+dW(t). (41) 
Now, Eq. (41) is the stochastic differential equation that defines a Bessel process 
with parameter c~= 1-4k= [1 + 82] 1/2 (see Karlin and Taylor, 1981, p. 176). In fact, 
as mentioned above, a Bessel process is only defined in the interval [0, oc). Hence, we 
might say that x*(t) is a 9eneralized Bessel process. 
Since the origin is a regular boundary for the Bessel process if 0 < ~ < 2 and an 
entrance boundary if a~>2 (see Karlin and Taylor, 1981, p. 239), the process x*(t) 
13 ~3 may cross the boundary x* ( t )=0 if 2 E ( -g ,  g); however, when ).~-~, the process 
x*(t) cannot reach the origin. This is logical, since if the penalty incurred for not 
exiting the interval ( -d ,d )becomes  large, the optimal trajectory should be such that 
the process x*(t) will move as directly as possible towards d or -d  and should not 
oscillate around the origin. 
Remarks. (1) We may take u* proportional to x - I  even if x*(t) can cross the origin 
(if 2 i f ( -½,  3)) because the control u2(t) is multiplied by x2(t) in the cost function 
J(x) defined in (7). 
(2) Suppose that the stochastic differential equation (6) is changed to 
dx(t) = u(t) dt + v~ d W(t), (42) 
where N is a non-negative constant. Then we find that the critical value of the parameter 
J. becomes 
'~-crit N/8. 
Moreover, in the deterministic case N 0, we obtain that 
G(x) - + vS~x,  
which implies that 
and 
(43) 
(44) 
F(x) = + x /~(x  2 - d2) .  (46)  
Since F(x) must always be non-negative in this case, we deduce that 
u* =x/~/x and F(x)=-xf~(x  2-d  2) if ]x]<~d, (47) 
whereas 
u*= x/~/x and F(x)=x/~(x2-d 2) ifx>~d or x<-d.  (48) 
That is, in the deterministic ase we also obtain the solution to the problem when 
x(O) =x>~d or x(O)=x~-d. 
u* = :V x~/x  (45) 
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In the next section, the converse problem, that is, the problem of optimally con- 
trolling a geometric Brownian motion by using a mathematical expectation for an 
uncontrolled Brownian motion, will be considered and solved. 
3. Optimal control of a geometric Brownian motion 
We now consider the controlled process x(t) defined by the stochastic differential 
equation 
dx(t) = x(t) dt + x4(t)u(t) dt ÷ [x2(t)] 1/2 d W(t). (49) 
Our aim is to find the control u*(t) that minimizes the expected value of the cost 
function 
r3(x) 
J(x) = [lx4(t)u2(t) ÷ ,~] dt, (50) 
dO 
where 
T3(x) := inf{t > 0 :x(t) = d lx(0 ) = x > d}. (51) 
Here, the uncontrolled process xa (t) that corresponds tox(t) is a geometric Brownian 
motion with infinitesimal parameters given by /tx~--xl and cr 2 =x  2. As mentioned in 
Section 2, this process has a natural, hence inaccessible boundary at the origin. 
Next, as in Section 2, we cannot find a positive constant c such that the relation (4) 
holds, since this relation becomes 
x2(t) = cx4(t). (52) 
Therefore, we cannot use Whittle's result o obtain u*. Instead, we consider the dynamic 
programming equation satisfied by the function F(x) defined in (9), namely 
inf [(x ÷x4u)F ' (x )  ÷ lx2Ft '(x) ÷ lx4u2 ÷ 2]  z 0.  (53) 
The minimizing u* is given by 
u* = -F'(x) ,  (54) 
so that we must solve the ordinary differential equation 
1 2 tt 1 4 t2 gx F (x )= gx F (x ) -xF ' (x ) -2 ,  (55) 
subject o F(d)= O. 
The following proposition implies that we can only consider the problem of mini- 
mizing the survival time in the interval (d, oo) in this section. 
Proposition 3.1. The parameter 2 in the cost function J(x) defined in (50) must be 
greater than or equal to 2crit = 0; otherwise, the function F(x) is equal to -oc. 
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Proof. Suppose that 2 is negative. Then the aim is to maximize the survival time of 
the controlled process x(t) in the interval (d, oc). Therefore, we may assume that the 
control u(t) is positive. Let u(t) = fl/x2(t), where fl > 0 and fi2 < -22. Then, we may 
write that 
F(x) = ( ½[j2 + ).)E[T3(x)]. 
Moreover, the stochastic differential equation (49) becomes 
dx(t) =x(t)  dt ÷ fiX2(t) dt 4- [x2(t)] 1/2 d W(t). 
(56) 
(57) 
Next, let 
L(x; a) := E[e-"T3(x)], (58) 
where a is a real, non-negative parameter. Then the function L(x;a) satisfies the 
Kolmogorov backward equation 
1 2 ~x Lxx + (x + flxZ)Lx = aL, (59) 
subject o the boundary condition 
L(d;a) = 1. (60) 
The general solution of Eq. (59) can be written as 
L(x; a) = e-2l~Xx :@ [ClM((v + 3)/2, v + 1,2fix) + C 2 U((V 4- 3)/2, v + 1,2fix)], (61 ) 
where v :=(1 + 8a) t/2 and M(., .,.) and U(., .,-) are confluent hypergeometric func- 
tions (see Abramowitz and Stegun, 1965, p. 504). 
Now, using the boundary condition (60) and the fact that 0 < L(x; a)-%< 1, we deduce 
that 
(x,]O'-,)/2 U((v + 3)/2, v + 1,2flx) e--2fl(x-d) L(x; a) 
kd] U((v+ 3)/2,v+ 1,2fld) (62) 
Finally, taking the limit as the parameter a decreases to zero in L(x; a), we find that 
P[T3(x) < oc] < 1, which implies that E[T3(x)] = oc. Hence, we deduce from (56) that 
F(x) =-oc  if )~ is negative. [] 
We are now ready to give the optimal solution u* for the problem considered in 
this section. 
Proposition 3.2. The control u* that minimizes the expected value of the cost function 
J(x) defined in (50) is given by u* = -F ' (x)  = -y/x 2, where ? := (2)0 I/2. Furthermore, 
the minimal expected cost incurred when starting from x(O) =x > d is 
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Proof. First, writing G(x) := F (x ) ,  we deduce from (55) that the function G(x) satis- 
fies the Riccati differential equation 
xZGt(x) = -2xG(x)  + x4G2(x) - 22. (64) 
To obtain a particular solution of (64), we let 
1 H'(x) 
G(x) - (65) 
x 2 H(x)  
Then (64) is transformed into the second order linear ordinary differential equation 
H"(x)  = 22/-/(x). (66) 
As is well-known, the general solution of Eq. (66) is 
H(x)  = cle ~x + CZ e-Tx, (67) 
where 7 := (22) 1/2. Furthermore, Eq. (66) is exactly the Kolmogorov backward equation 
satisfied by the mathematical expectation defined in (26), (27) for an uncontrolled 
standard Brownian motion process (with H(d)= 1, for instance). 
We consider the particular solution Ho(x) = eTX; then a particular solution of Eq. (64) 
is 
Go(x) = -7 /x  2 (68) 
and the general solution of (64) may be written as (see Polyanin and Zaitsev, 1995, 
p. 2) 
27{ e-27x } 
G(x) + (69) 
- ~- 27 C+e-z~ x • 
Now, when 2 is positive and the continuation region is the interval (d, oo), it is 
clear that the function F(x )  must be strictly increasing. It follows that G(x) must be 
strictly positive. Using (69), we deduce that we must take the constant C equal to 
zero. Hence, we may write that u*=-7 Ix  2. Moreover, we have 
F(x)  = - 7_ + K. (70) 
x 
Using the boundary condition F(d)=0,  we obtain that the function F(x)  is indeed 
given by (63). [~ 
To complete this section, note that substituting the optimal control u* into (50) and 
(49), we find that the optimal cost is 
~0 
73 *(x) 
J*(x) = (2+2)dt=Z2T~(x)  (71) 
and that the optimally controlled process satisfies the stochastic differential equation 
dx*(t) = x*(t)  dt - 7x*2(t) dt + Ix*(t)l dW(t). (72) 
Finally, we state the following lemma. 
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Lemma 3.1. The diffusion process x( t ) with infinitesimal parameters  t~x - x - ,,x 2 and 
cr~ = x 2, where 7 >~ O, has inaccessibh, boundaries at the origin and at infinity. 
Proof. These results can be proved by using the formulae in Karlin and Taylor (1981, 
Section 15.6). 
4. Conclusion 
In this note, we have first considered the problem of optimally controlling a Brownian 
motion process x(t) .  The aim was either to maximize the survival time of x(t )  in 
the interval ( -d ,d ) ,  or to minimize the time spent by x(t )  in ( -d ,d ) ,  taking the 
quadratic ontrol costs into account. We saw that a theorem, proved by Whittle (1982, 
p. 289), that enables us to obtain the optimal control u* by simply considering the 
uncontrolled process, could not be used in this problem. Instead, we obtained u*, which 
is proportional to x - l ,  from a mathematical expectation for an uncontrolled geometric 
Brownian motion. Furthermore, the optimally controlled process turned out to be a 
(generalized) Bessel process. 
In Section 3, the converse problem was considered: we deduced the optimal control 
in the case when x(t )  is a controlled geometric Brownian motion from a mathematical 
expectation for an uncontrolled Brownian motion process. This time, the optimally 
controlled process was a diffusion process with inaccessible boundaries both at the 
origin and at infinity and we solved explicitly the problem of optimally controlling 
x(t )  in the interval (d, oc). The optimal control u* is proportional to x- 2. The results 
presented in this note are generalizations of Whittle's theorem to the case when the 
relation (4) does not hold. This relation between the noise parameter and the control 
coefficients must  hold for Whittle's theorem to be valid. Here, although the relation 
(4) was not verified, we obtained the same type of result, namely, we showed that it 
is sometimes possible to deduce the optimal control from a mathematical expectation 
for an uncontrolled process. 
The work presented in this paper could be extended by considering more general 
one-dimensional problems. Note, in particular, that if we choose b(x) : :x  and q(x) x 4 
in (1) and (3), respectively (instead of 1 and x 2, as in Section 2), then we find that 
the Riccati equation satisfied by the function G(x) is the same as Eq. (21). Hence this 
problem can be solved exactly as in Section 2, except hat the optimal control is now 
proportional to x 2 instead of x 1. 
Finally, we could also try to extend our work to problems in n dimensions and/or 
give the optimal control problems a risk-sensitive formulation, as in Kuhn (1985) (see 
also Whittle, 1990, p. 222). 
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