I n many fault-detection problems, we want to identify defective items from a set of n items using the minimum number of tests. Group testing is a scenario in which each test is on a subset of items and determines whether the subset contains at least one defective item. In practice, the number d of defective items is often unknown in advance. In this paper, we present a new algorithm for the above group testing problem and prove that it has very good performance guarantee. More specifically, the number of tests used by the new algorithm is bounded from above by d log(n/d) + 3d + O(log 2 d). The new algorithm is designed based on a zig-zag approach that has not been studied before and is intuitive and easy to implement. When 0 < d < p 0 n where p 0 1 − 4/e 2 0.45 . . . , which holds for most practical applications, our new algorithm has better performance guarantee than any previous best result. Computational results show that the new algorithm has very good practical performances.
Introduction
Suppose we are given a set S of n items in which some items are defective and others are good. Our task is to identify the defective items using a sequence of tests. Each test is on a subset of items in S and tells us whether the subset contains at least one defective item. The subset is said to be contaminated if it contains at least one defective item; otherwise, the subset is said to be pure.
This scenario is the group testing problem, which was first introduced by Dorfman (1943) for efficient mass blood testing. Because of its basic nature, the problem later found various applications, including quality control in industrial product testing (Sobel and Groll 1959) , sequential screening of experimental variables (Li 1962) , searching files in storage systems (Kautz and Singleton 1964) , multiple access communication (Wolf 1985, Goodrich and Hirschberg 2008) and data gathering in sensor networks (Hong and Scaglione 2004) , screening of clone libraries (Barillot et al. 1991 , Bruno et al. 1995 , blood screening for HIV tests Zenios 1996, Zenios and Wein 1998) , data compression (Hong and Ladner 2002) , streaming algorithms (Cormode and Muthukrishnan 2005) , and testing and diagnosis for digital logic systems (Kahng and Reda 2006) . Recently, Abolnikov and Dukhovny (2003) , Bar-Lev et al. (2007) , and Claeys et al. (2010) studied the scenario where there is a group testing center and items to be tested arrive at the center at random time points. For a thorough treatment of this subject, we refer the reader to the monograph by Du and Hwang (2000) .
Let M(d, n) denote the minimum number of tests required in the worst case, if the number of defectives d is known in advance. There are many studies on the bounds on M(d, n) in the literature. Hwang (1972) proposed a generalized binary-splitting algorithm that uses at most !log l n d n l + d − 1 tests in the worst case. As to lower bounds on M(d, n), in general the information theoretic lower bound M(d, n) ≥ !log l n d n l is currently best known. The inequality in Equation (1) implies another lower bound, i.e., the right-hand side of the inequality, on M(d, n). The inequality is proved as Lemma 4.1.1 in Du and Hwang (2000, Chap. 4 In many applications, the assumption that d is known a priori is not realistic. Probably we only know the existence of defectives but nothing else. In such a situation, we still want an algorithm whose number of tests used in the worst case will not be too much more than M (d, n) , no matter what the number of defectives is. Motivated by the study of online algorithms Tarjan 1985, Manasse et al. 1988 ), Du and Hwang (1993) proposed a concept of a competitive ratio to measure the quality of algorithms for solving the group testing problem with unknown number of defectives, as the following.
Let A be an algorithm solving the group testing problem when the number d of defectives is unknown, and let M A (d I n) denote the number of tests performed by A in the worst case if there are n items and d of them are defective. Then A is called a c-competitive algorithm if there exists a constant a such that for 0 ≤ d < n, M A (d I n) ≤ cM(d, n) + a. The case d n is excluded in the definition because M(n, n) 0, and M A (n I n) ≥ n for any Algorithm A. If c is a constant, a c-competitive Algorithm A is simply called a competitive algorithm and c is called the competitive ratio of A. Du and Hwang (1993) proposed a 2.75-competitive algorithm. The competitive ratio was improved to 2 by Bar-Noy et al. (1994) and then to 1.65 by . Schlaghoff and Triesch (2005) developed an Algorithm A 8 satisfying M A 8 (d I n) ≤ (1.5 + 8)M(d, n) + !0.4/8l + 6 for any 0 < 8 < 0.01 and 0 ≤ d < n and thus improved the competitive ratio to 1.5 + 8 for all positive 8 < 0.01. Du and Park (1994) introduced another notion of competitiveness. For an Algorithm A solving the group testing problem with unknown number of defectives, define
Algorithm A is called a strongly c-competitive algorithm if there exists a constant a such that for every
If c is a constant, then a strongly c-competitive algorithm is also called a strongly competitive algorithm. Du and Park (1994) proved that every strongly competitive Algorithm A is also competitive in the original sense, as defined in Du and Hwang (1993) , and satisfies the following desirable property:
1. Moreover, they proposed an algorithm, which we will refer to as Algorithm DP , with M DP (d I n) ≤ d log(n/d) + 4d for 1 ≤ d ≤ n. They showed that Algorithm DP is strongly competitive and wondered whether new algorithms exist such that the coefficient 4 for term d in the upper bound can be further reduced. Schlaghoff and Triesch (2005) proved that there exists an Algorith B satisfying that
; however, the Algorithm B implied by their constructive proof is rather complicated. If randomized group testing algorithms are considered, very recent results in Damaschke and Sheikh Muhammad (2012) show that, asymptotically, one can achieve nearly d log n tests, even with highly nonadaptive testing strategies, to correctly solve (with any prescribed constant success probability) the above group testing problem with an unknown number of defectives. However, deterministic testing algorithms (which do not need to use randomization and can correctly identify all the defectives with certainty) using fewer tests in the worst case are still interesting for further investigation.
The main contributions of this paper, presented next, are for the combinatorial group testing model. For the probabilistic group testing model, in which each item in S is defective with some probability p, for the case of small defect probability p « 1 and large number n of items, asymptotically optimal two-stage testing strategies were obtained recently in Mezard and Toninelli (2011) .
In this paper, we present a new deterministic, strongly competitive Algorithm Z with
, for the (combinatorial) group testing problem with unknown number of defectives. Algorithm Z is designed based on a zigzag approach that has not been studied before. Compared to the result of Schlaghoff and Triesch (2005) , our algorithm is much simpler and, by Equation (1), has an asymptotically smaller upper bound on the number of tests performed when d < pn for any constant p < 1 − 4/e 2 0.45 . . . . Considering that in practice we usually have d « n, in such cases our new algorithm has a better performance guarantee. Computational results also indicate that our new algorithm has very good practical performances.
The rest of the paper is organized as follows. We describe our new Algorithm Z in §2 and present the analysis of it in §3. In §4, we show results of computational tests to compare the practical performances of Algorithm Z and Algorithm DP as proposed in Du and Park (1994) . We conclude our paper in §5. Throughout the paper, log is of base 2 if no base is specified.
The New Algorithm
In this section, we present a new Algorithm Z for the group testing problem when the number d of defective items is unknown. Algorithm Z uses at most d log(n/d) + 3d + O(log 2 d) tests to identify all the defective items in the worst case. The new algorithm is intuitive and easy to implement.
First we describe a binary splitting procedure DIG to identify one defective item (and an unspecified 
Procedure DIG
• Input: a contaminated set X.
• Procedure:
identify all items in Y as good items and assign X X − Y . -Identify the single item in X as defective.
We will use the following folklore lemma about Procedure DIG for later analysis. The lemma is easy and we state it without giving a proof.
Lemma 2.1. For a contaminated set X with 2 v−1 < IXI ≤ 2 v , where v ≥ 1 is an integer, the total number of tests performed by procedure DIG on X is v.
The main idea of Algorithm Z is as follows. Each time we choose a subset to identify a defective item from it or to determine that the subset is pure. The size of the current subset depends on the size and test result of the previous subset. Roughly speaking, each time the size doubles if the previous subset is tested to be pure, and the size is reduced by half if the previous subset is tested to be contaminated. At the beginning we choose the whole set S as the subset, and the process continues until every item in S is successfully identified. The following is the detailed description of Algorithm Z.
Algorithm Z
• Input: a set S of n items in which an unknown number d ≥ 1 of them are defectives.
• Procedure: 1. Initially, set k !log nl. ) to identify one defective item (and an unspecified number of good items) in S 1 and remove these items from S; decrease k by 1.
-If k 0, then identify the single item in S 1 as defective and remove it from S (note that in this case k 0 is unchanged).
Analysis of Algorithm Z
Though our new algorithm is fairly simple to describe, it is not an easy task to analyze it. In this section, we show an upper bound of d log(n/d) + 3d + 0.5 log 2 d + 1.5 log d + 2 on the number of tests used by Algorithm Z in the worst case. First we introduce some notations and definitions before presenting the proof.
Algorithm Z uses two types of tests: the first consists of tests performed in step (a), and the second consists of tests performed in a DIG procedure in step (c). We use ? to denote the set of all the tests of the first type (i.e., all the tests performed in step (a) by Algorithm Z). Let q I?I, and we use T 1 , T 2 , . . . , T q to denote the tests in ?, in the ordering that they are performed by Algorithm Z. By the above definition, the set of all tests performed by Algorithm Z can be written as T ∈? I(T ), and the total number of tests used by Algorithm Z is
Next, we define the rank of a test in ? and a zig-zag pair of two tests in ?; these are key ingredients of our later analysis. Definition 3.2 (Rank). During the execution of Algorithm Z, for a test T in ? (i.e., performed in step (a)), if the current value of k is v, we say that T is of rank v.
From Algorithm Z, a test of rank v is applied to a subset of size at most 2 v . Definition 3.3 (Zig-Zag Pair). We say that two tests T i and T j in ? form a zig-zag pair P (T i , T j ) if for some integer v ≥ 1 T i is of rank v and test result contaminated, and T j is of rank v − 1 and test result pure. Moreover T j is required to be applied to a subset of size exactly 2
. We call v the rank of the zig-zag pair P (T i , T j ).
Notice that in the definition of a zig-zag pair P (T i , T j ), T i and T j are not required to be consecutive in ?, and there is no requirement on the ordering of T i and T j ; that is, both i < j and i > j are allowed.
Partitioning ? Into Three Classes
We partition ? {T 1 , T 2 , . . . , T q }-the set of all the tests of the first type (i.e., all the tests performed in step (a))-into three classes: C 1 , C 2 , and C 3 . First we have the following observation on the ranks of tests in ?. Proof. First, from Algorithm Z the rank of any test T ∈ ? is clearly nonnegative. Next we show that the rank of any test T ∈ ? is at most k !log nl. For the sake of contradiction, assume that there exists a test T of rank greater than k performed in step (a). Then, from Algorithm Z there must exist a test T 1 performed in step (a) before T , such that T 1 is of rank k and test result pure; then T 1 must be applied to the whole current set S (since 2 k ≥ n) and identifies S as a pure set (i.e., all items in S are good) and terminates the algorithm, which contradicts that test T is performed after T
1
. D Next, we define the three classes: C 1 , C 2 , and C 3 . The first class C 1 contains every test in ? that is of rank 0 and test result contaminated, together with T q , the last test performed in step (a) by Algorithm Z.
By Observation 3.4, for the rank r q of T q , we have 0 ≤ r q ≤ k. By Algorithm Z, starting from test T 1 of rank k performed in step (a), to have a test T q of rank r q performed in step (a) there must exist a sequence of tests
of ranks k, k − 1, . . . , r q + 1 and test results "contaminated" performed in step (a) (they are not necessarily consecutive tests performed in step (a)). We choose
to be the first such tests (any such tests will work; we choose the first such tests to make the presentation more clear). The second class C 2 is formed by the above sequence of tests
(if k r q , then the second class is empty).
Since the rank of any test in the second class is higher than r q and the rank of any test in the first class is at most r q (in fact, is either 0 or r q ), we have that the first two classes, C 1 and C 2 , are disjoint.
The third class, C 3 , is formed by all tests in ? that are not in the first two classes; i.e., C 3 ?\(C 1 ∪ C 2 ).
Lemma 3.5. The number of tests in C 3 is even. Moreover, tests in C 3 can be paired up to form IC 3 I/2 zig-zag pairs, such that each test in C 3 appears in exactly one pair.
Proof. From the definition of C 1 , after class C 1 is removed from ?, the ranks of any two consecutive tests in ?\C 1 (with their original ordering in ?) differ by 1. Consider a vertical line segment L (which is part of the y axis) with lower endpoint y 0 and upper endpoint y k. We map each test T ∈ ?\C 1 to a move between two consecutive integer points in {y 0, y 1, . . . , y k} of L as follows. Let r(T ) be the rank of T . The mapping depends on the test result of T . If the test result of T is pure, because T ∈ ?\C 1 is not the last test T q performed in step (a), we have 0 ≤ r(T ) ≤ k − 1 (since otherwise if r(T ) ≥ k, then the test immediately following T performed in step (a) will be of rank greater than k, contradicting Observation 3.4); we map T to a move on L from point y r(T ) to point y r(T ) + 1. If the test result of T is contaminated, then since T r C 1 , we have 1 ≤ r(T ) ≤ k, and we map T to a move on L from point y r(T ) to point y r(T ) − 1. We use (p 1 → p 2 ) to denote the move from point y p 1 to point y p 2 on L, where 0 ≤ p 1 , p 2 ≤ k are integers and p 2 p 1 + 1 or p 2 p 1 − 1.
By the above mapping, the tests in ?\C 1 (with their original ordering in ?) map to a walk W * , which is a set consisting of a sequence of moves; each move may either go upward or go downward on L from point y k to point y r q . Since k ≥ r q and the walk W * goes within L from y k to y r q (note that the upper endpoint of L is y k and the lower endpoint of L is y 0), it follows that for any p ∈ {k, k − 1, . . . , r q + 1} the number of moves (p → p − 1) in W * is one more than the number of moves (p − 1 → p) in W * , and for any p ∈ {r q , r q − 1, . . . , 1} the number of moves
is equal to the number of moves
We use P * to denote the set of the above k − r q moves (then P * can be viewed as a simple directed path on the y axis from point y k to point y r q ). Since C 3 ?\(C 1 ∪ C 2 ) (?\C 1 )\C 2 , the above mapping gives a one-to-one correspondence between the tests in C 3 and the moves in W * \P *
. From the above analysis, for any 1 ≤ p ≤ k, the number of moves (p → p − 1) in W * \P * is equal to the number of moves
. Thus, the total number of moves in W * \P * is even. The number of tests in C 3 , which is equal to the number of moves in W * \P * , is also even. By the definition of a zig-zag pair (Definition 3.3), for any 1 ≤ p ≤ k, two tests mapping to the two moves (p → p − 1) and (p − 1 → p) form a zig-zag pair, which establishes the lemma (see Figure 1) . D
Estimating the Total Number of Tests
Used by Algorithm Z In §3.1, we have partitioned ? into three disjoint subsets: C 1 , C 2 , and C 3 . Thus, by Equation (2), the total number of tests used by Algorithm Z is
For formula (3), we first estimate the sum of the first term and the third term The circles represent tests performed in step (a) (i.e., tests in ?), in the order that they are performed by Algorithm Z. In this example, we have q I?I 17. An arrow pointing to the bottom right from a circle (test) T indicates that the test result of T is contaminated, and the rank of the test (performed in step (a)) immediately following T is decreased by 1; an arrow pointing to the top right from a test T indicates that the test result of T is pure, and the rank of the test (performed in step (a)) immediately following T is increased by 1. Notice that it is possible that a test T of rank 0 has test result contaminated. In this case we draw a horizontal arrow from T pointing to the right, indicating that the rank of the test immediately following T in step (a) is also 0. For this example, C 1 {T 7 , T 8 , T 13 , T 17 }. (b) Tests in ?\C 1 . They map to a walk W * with start point y k ( 4) and end point y r q ( 1). The second class C 2 {T 1 , T 2 , T 5 }. (c) Tests in C 3 ?\(C 1 ∪ C 2 ). In this example, five zig-zag pairs are formed. One possibility for the pairing could be (T 4 , T 3 ), (T 6 , T 9 ), (T 11 , T 10 ), (T 12 , T 14 ), and (T 16 , T 15 ), as illustrated. The pairing is not unique; e.g., we can also pair T 6 with T 14 and pair T 12 with T 9 , as zig-zag pairs, etc.
From Definitions 3.1 and 3.6, for a test T ∈ ?, D(T ) is the set of items identified by test T together with the DIG procedure incurred by T in step (c) (if the test result of T is contaminated, otherwise the DIG procedure is not called). That is, let S 1 be the subset to which test T is applied in step (a); if the test result of T is contaminated, then T and its incurred DIG procedure identify one defective item e ∈ S Lemma 3.7. For each test T ∈ C 1 , II(T )I < 2 + log n(T ).
Proof. We first consider tests in C 1 except T q , where T q is the last test performed in step (a). By the definition of class C 1 , each such test T (T ∈ C 1 , and T = T q ) is of rank 0 and is contaminated, so T is applied to a subset of size one and identifies the only one item in the subset as defective; thus, n(T ) 1. Test T incurs only one test (i.e., itself), since a subsequent DIG procedure is not necessary. Hence, I(T ) {T } and II(T )I 1. Therefore, we have II(T )I < 2 + log n(T ).
For test T q , let S 1 be the subset to which T q is applied in step (a). There are the following two possible cases.
Case 1. The test result of T q is pure. Then all items in S 1 are identified as good items, so n(T ) = IS 1 I ≥ 1. In this case, a subsequent DIG procedure applied to S 1 is not required, so I(T q ) {T q } and II(T q )I 1. Thus, II(T q )I < 2 + log n(T q ) holds.
Case 2. The test result of T q is contaminated. Since T q is the last test performed in step (a), it must be that S 1 is equal to the current set S, and all items in S 1 are successfully identified by the DIG procedure incurred by T q . Thus, in this case we have n(T q ) IS 1 I. By Lemma 2.1, the number of tests used by Procedure DIG on subset S 1 is !log IS 1 Il, the total number of tests incurred by T q (i.e., test T q together with all the tests used by Procedure DIG on S 1 ) is II(T q )I = 1 + !log IS 1 Il 1 + !log n(T q )l < 2 + log n(T q ). Therefore, in either case we have II(T q )I < 2 + log n(T q ), the lemma is established. D By Lemma 3.5, C 3 can be partitioned into IC 3 I/2 zig-zag pairs, such that each test in C 3 appears in exactly one pair. We fix one such partition and let ZP denote the set of IC 3 I/2 zig-zag pairs obtained from this partition.
For any zig-zag pair P (T i , T j ) in ZP , where T i , T j ∈ C 3 , based on Definitions 3.1 and 3.6, let I(P ) and let n(P ) ID(P )I. From Algorithm Z, for any two different tests T i , T j ∈ ?, clearly, I(T i ) is disjoint to I(T j ), and D(T i ) is disjoint to D(T j ). Thus, for any zig-zag pair P (T i , T j ), we have
and the third term in Equation (3) can be written as
Lemma 3.8. For each zig-zag pair P (T i , T j ), II(P )I < 3 + log n(P ).
Proof. Let v be the rank of the pair P (T i , T j ). By Definition 3.3, T i has test result contaminated, and an incurred DIG procedure together with test T i are applied to a subset S 1 of size at most 2 v ; T j has test result pure and is applied to another subset S 2 of size exactly 2 v−1 . Thus, one defective item and an unspecified number of good items from S 1 are identified, and all items in S 2 are identified as good items, it follows that the total number of identified items satisfies n(P ) ≥ 1 + IS 2 I = 1 + 2 v−1 . In contrast, the total number of tests incurred by T i and T j , II(P )I, is two plus the number of tests used by DIG(S 1 ). By Lemma 2.1, DIG(S 1 ) uses at most v tests, hence II(P )I ≤ 2 + v < 3 + log n(P ). D Based on Lemmas 3.7 and 3.8, we have the following upper bound on the sum of the first and the third term in Equation (3).
Lemma 3.9. Let x (0 ≤ x ≤ d) denote the total number of defective items identified by tests in
Proof. From the definition of ZP , we have
From the definitions of class C 1 and zig-zag pairs, for each test T (except T q ) in C 1 , we have I(T ) {T } and test T identifies exactly one defective item. Tests in I(T q ) identify no defective item if the test result of T q is pure and identify one defective item if the test result is contaminated. For each zig-zag pair P ∈ ZP , tests in I(P ) identify exactly one defective item. I(T ) Note. In this case (i.e., when x 0), we have C 1 {T q }, where T q is the last test performed in step (a), and the test result of T q is pure, C 2 {T (k) , T (k−1) , � � � , T (r q +1) }, and C 3 is empty.
Thus, if x 0, it must be that C 1 only contains one test T q , and the test result of T q is pure. Moreover, ZP (and so class C 3 ) is empty (see Figure 2) . Therefore, if x 0 we have
where the last equality is because the test result of T q is pure, so the set of all tests incurred by T q is simply I(T q ) {T q }; hence II(T q )I = 1. Next we prove the lemma for 1 ≤ x ≤ d. There are the following two possible cases.
Case 1. The test result of T q is pure. Then I(T q ) {T q }, since a subsequent DIG procedure is not called. Hence II(T q )I = 1, and tests in I(T q ) identify no defective item. Thus, in this case the total number of defective items identified by tests in
We have 
where Equality (4) holds because II(T q )I=1; Inequality (5) holds by Lemmas 3.7 and 3.8; Inequality (6) holds because log( ) is concave and IC 1 I + IZP I − 1 x, and x ≥ 1 as assumed in the lemma; and Inequality (7) holds because for any two different tests T i , T j ∈ ?, D(T i ) is disjoint to D(T j ), and since C 1 is disjoint to C 3 (i.e., ZP ), we have that each item in S is counted at most once in the summation
, and so
Case 2. The test result of T q is contaminated. Then tests in I(T q ) identify one defective item. Thus, in this case the total number of defective items identified by tests in T ∈C 1 ∪C 3 I(T ) is IC 1 I + IZP I. Hence IC 1 I + IZP I x. As in Case 1, we have
3(IC 1 I + IZP I) +
T ∈C 1 log n(T ) + P ∈ZP log n(P )
where Inequalities (8)- (10) hold for the same reasons as Inequalities (5)- (7) in Case 1. By combining the above two cases, the lemma is proved. D
For the second term L
T ∈C 2 II(T )I in Equation (3), we have the following lemma.
Lemma 3.10. Let x (0 ≤ x ≤ d) denote the total number of defective items identified by tests in
Proof. By the definition of C 2 , for each test T ∈ C 2 , tests in I(T ) identify exactly one defective item (and an unspecified number of good items). Thus, the total number of defective items identified by tests in T ∈C 2 I(T ) is IC 2 I = k − r q , where k = !log nl. Clearly, Algorithm Z successfully identifies all the d defective items in S. Since we assume that the total number of defective items identified by tests in
is x, and notice that the set of all tests performed by Algorithm Z is T ∈C 1 ∪C 2 ∪C 3 I(T ), it follows that the total number of defective items identified by tests in
and the DIG procedure incurred by T (j) are applied to a subset of size no more than 2 j . Thus, by Lemma 2.1,
In addition, the following lemma is needed to prove a final upper bound on t Z , the total number of tests used by Algorithm Z.
, where d and n are integers, 0 < d ≤ n, and k = !log nl. Then, f d (x) ≤ d log(n/d) + 3d + 0.5 log 2 d + 1.5 log d + 2 for integers x ∈ {1, 2, . . . , d}.
Proof. The proof is available in Appendix A. D Now we are ready to prove the main result in this paper.
Proof. As in Lemmas 3.9 and 3.10, let x (0 ≤ x ≤ d) be the total number of defective items identified by tests in T ∈C 1 ∪C 3 I(T ). We divide the proof into the following two possible cases: (1) 1 ≤ x ≤ d and (2) x 0. Case 1. 1 ≤ x ≤ d. In this case, by Lemmas 3.9 and 3.10,
The last expression in the above derivation is f d (x) in Lemma 3.11. By Lemma 3.11, for integer 1 ≤ Case 2. x 0. In this case, by Lemmas 3.9 and 3.10,
where the last inequality is because k = !log nl < log n + 1. Let
For d ≥ 4, we have log d ≤ 0.5d, and so
For d 1, 2, 3, it can be verified directly that 1 1 2, 1 2 4, and 1 3 5.87 . . . . Thus, 1 d > 0 also holds for d 1, 2, 3. Hence, 1 d > 0 holds for every integer d ≥ 1, and so the theorem is proved for the case x 0. D Though some relaxations are used to obtain the upper bound on M Z (d I n) in Theorem 3.12, we comment that when d is small compared to n (more accurately, when 8 ≤ d ≤ √ n), the above analysis for Algorithm Z is almost tight, up to the lower ordered terms O(log d), as illustrated by the example described in Appendix B.
Computational Tests
We have implemented Algorithm Z and Algorithm DP (Du and Park 1994) with Matlab. In this section, we present computational results on the practical performances of these two algorithms and comparisons between them.
Roughly speaking, Algorithm DP works in the following way. For a subset X of items (initially X is the input set S of all items), test X. If X is pure, then identify all items in X as good items; otherwise, use Procedure DIG to identify and remove one defective item (and an unspecified number of good items) from X. Then bisect the current set X (if IXI > 1) into two subsets, X 1 and X
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, and repeat the above process for both. The algorithm stops when all items in S are successfully identified. The rationale behind using Procedure DIG to remove one defective item from X (which is also the key ingredient of the algorithm) is that, if both X and X 1 are contaminated sets and X 1 ⊂ X, then the test result "X 1 is contaminated" renders the test result "X is contaminated" redundant; i.e., the test result on X provides no extra information, given the test result on X 1 . To resolve this issue, in Algorithm DP once a contaminated set X is found, a defective item is identified and removed from X before bisecting it into two smaller subsets. It is proved in Du and Park (1994) that the number of tests used by Algorithm DP is at most d log(n/d) + 4d, where n is the number of items in S and
is the number of defective items in S. Table 1 reports the simulation results of Algorithms Z and DP for n 1,000. For each d ∈ {100, 200, . . . , 1,000}, all the statistics are collected as the average over 1,000 independent random problem instances, each of which is uniformly and randomly selected from the set of all the l n d n possible problem instances with parameters n and d. In Table 1 , N Z and N DP denote the average number of tests performed by Algorithms Z and DP , respectively; c 1 (N DP − N Z )/N DP is the percent of tests that Algorithm Z saves compared to Algorithm DP on average; c 2 (N Z − M(d, n))/M(d, n) denotes on average how much more percent of tests Algorithm Z requires compared to the information theoretic lower bound M(d, n); c Z and c DP denote the average coefficient c for Algorithms Z and DP , respectively, if the number of tests performed by them is written as d log(n/d) + cd.
From c 1 in Table 1 , we can see that the advantage of Algorithm Z over Algorithm DP becomes more obvious as the value of d grows. For example, when d 100 ( n/10), Algorithm Z on average saves about 14.2% tests compared to Algorithm DP ; when d grows to 500 ( n/2), the percentage grows to 33.1%.
From c 2 in Table 1 , we can conclude that when d is not very large (say, less than n/2), on average Algorithm Z has very good competitive ratio (in the original sense proposed in Du and Hwang 1993) , as compared to the information theoretic lower bound Table 1 Computational Results for n 1,000 M(d, n). For example, when d 100 ( n/10), Algorithm Z on average only requires about 14.5% more tests than M(d, n); as d grows to 500 ( n/2), the percentage only grows to 20.4%. As with c 1 , the general trend of c 2 also increases as the value of d increases. Figure 3 (a) illustrates the comparison between the average number of tests performed by Algorithms Z and DP and the information theoretic lower bound Figure 3(b) , the value of c DP stays above (or very close to, when d is close to n) 2.5 for the whole range 1 ≤ d ≤ n. In contrast, the general trend of c Z drops from slightly less than 2.5 to very close to 1 as d increases, which is also consistent with the theoretical finding in Theorem 3.12. Du and Park (1994) gave a sufficient condition for an Algorithm A to be strongly competitive as the following: if there exists a constant c such that for 1 ≤ d < n,
Concluding Remarks
A is strongly competitive. Therefore, Theorem 3.12 immediately implies the following.
Corollary 5.1. Algorithm Z is strongly competitive. By Equation (1), when d < pn for some constant 0 < p < 1 − 4/e 2 0.45 . . . , the upper bound !log l n d n l + 2d of Schlaghoff and Triesch (2005) satisfies that
and so is asymptotically larger than our upper bound d log(n/d) + 3d + O(log 2 d), as in the right-hand side of the above inequality the coefficient 2 + log(e 1 − p) for term d is larger than 3. However, it is not hard to verify that when d is close to n, their upper bound is smaller.
Equation (1) also indicates that in general one may not expect to get an upper bound d log(n/d) + cd with c < log e. Nevertheless, it is interesting to investigate whether our current upper bound in Theorem 3.12 can be further improved. The arguments in Appendix B indicate that we need to come up with new algorithms to achieve this goal for the case d ≤ √ n. New upper bounds of form log l n d n + cd with c < 2 would also be attractive to investigate.
Whether there exists a nontrivial lower bound other than !log l n d n l for combinatorial group testing with an unknown number of defectives stands as a central open problem in this field. New heuristics with better practical performances than Algorithm Z are also interesting to investigate. We first show the lower and upper bounds on x 1 in the claim. Since d ≥ 4, we have x 1 > 1, so x 1 d − log x 1 < d, which implies the lower bound x 1 d − log x 1 > d − log d, and the upper bound
where the last inequality is by Observation A.2. Next we estimate g d (x 1 ), based on the above lower and upper bounds on x 1 . (with their original ordering unchanged) are put back to set S as the first part of S, so that the ordering of all the unidentified items in S always stays the same as their original ordering in S.
Consider the scenario where n 2 k , d 2 d 1 for integers k > d 1 ; let r k − d 1 + 1, and consider the following input set S of n items in which d of them are defectives. The ordered items in S can be divided into three parts: the first part is a sequence of d 1 defective items, the second part is a sequence of (d − d 1 ) repetitions such that each is formed by 2 r−1 good items followed by one defective item, and the third (last) part is a sequence of good items of length at least 2 r − 1 (see Figure B.1(a) ). That is, we assume that the following inequality holds:
which, when d > 4, is equivalent to n ≥ (d(d − 1))/(log d − 2), and so is clearly satisfied when 8 ≤ d ≤ √ n. Next, we calculate the total number of tests Algorithm Z performs on S. According to the three parts of S described above, the execution of Algorithm Z on S can be divided into three phases (see Figure B.1(b) ).
• Phase 1: From input set S and the assumptions on Algorithm Z (and Procedure DIG) made at the beginning of this section, it can be verified that for the first d 1 tests performed , for each such test a subsequent DIG procedure is incurred, and each such incurred DIG procedure identifies only one defective item and zero good items.
For each j (r ≤ j ≤ k), for a subset S 1 of size 2 j , by Lemma 2.1 the number of tests used by Procedure DIG on S 1 is j, together with the test performed on S 1 in step (a), in total j + 1 tests are used. Thus, for the first d 1 tests performed in step (a), the total number of tests incurred by them, i.e., the total number of tests performed by Algorithm Z in Phase 1, is L k j r (j + 1) ((k + r + 2)d 1 )/2. In contrast, the total number of items identified by Algorithm Z in Phase 1-i.e., identified by these d 1 tests performed in step (a) and their incurred tests-is d 1 , and they are all defective items.
• , and one test and a subsequent DIG procedure with-by Lemma 2.1-r tests are performed on a contaminated subset of size 2 r , thus the number of tests incurred by each zig-zag pair is 2 + r. Therefore, the total number of tests performed by Algorithm Z in Phase 2 is (d − d 1 )(r + 2). Each zig-zag pair, together with its incurred tests, identifies 2 r−1 + 1 items, of which one item is defective and the other 2 r−1 items are good.
• Phase 3: After Phase 2, all the d defective items in S are identified; thus Phase 3 is formed by a sequence of tests performed in step (a) with test results pure. In fact, it can be seen that this sequence contains at least two tests, as follows.
After Phase 2, the number of items remained (i.e., unidentified) in S is . The last test performed in step (a) in Phase 2 is of rank r and is of test result contaminated, it follows that the first test performed (in step (a)) in Phase 3 is of rank r − 1, and so the test is performed on a pure subset of size 2 r−1
. After these 2 r−1 items are identified as good items and removed from S, the number of remaining items in S is at least 2 r − 1 − 2 r−1 ≥ 1, where the inequality is because r ≥ 2, as shown above. Thus, at least one more test performed in step (a) is required. Therefore, the number of tests performed in step (a) in Phase 3 is at least two, and they are all of test results pure.
Combining Phases 1 and 2, the total number of tests performed by Algorithm Z is at least (k + r + 2)d 1 2
By substituting in k log n, d 1 log d, and r k − d 1 + 1 log n − log d + 1, the above formula can be easily verified being equal to d log(n/d) + 3d + 0.5 log 2 d − 1.5 log d. Compared with the upper bound given in Theorem 3.12, we can see that the input example S constructed above is tight for Algorithm Z when 8 ≤ d ≤ √ n, up to the lower ordered terms O(log d).
The assumptions made at the beginning of this section on Algorithm Z (and Procedure DIG)-that they preserve the ordering of all the unidentified items in S-are not essential. The arguments (on the tightness of the upper bound given in Theorem 3.12 when 8 ≤ d ≤ √ n) presented here can be easily transformed into adversary type arguments, which are applicable to the more general frameworks of Algorithm Z (and Procedure DIG) as described in §2, that is, without the order preserving assumptions on the unidentified items in set S.
