Geoprocessing plays an important role in Geographical Information Systems. In this paper, we propose a spatial processing parallel algorithm based on MapReduce architecture. The method is addressed in kernel density computation, and it also can cover other commonly used raster map processing, and the statistical calculation of the raster data, such as slope, buffer, European distribution, interpolation.
Introduction
MapReduce is a parallel programming model and distributed computing framework proposed by Google for data intensive applications based on large scale clusters [1] . Google published three academic papers respectively introducing the three core technologies of distributed parallel processing: parallel processing programming model MapReduce [2] ; distributed file system GFS [3] ; structured data distribution and storage system BigTable [4] .In addition to being applied to search engines, MapReduce has been widely used in distributed query, distributed sort, log analysis, document classification and machine learning applications [5] . Document [6] extends the MapReduce model in order to better handle relational data. Furthermore, the MapReduce model is also extended to other architectures, such as multi-core structure [7] , and Cell structure [8] .
In this paper, we propose a spatial processing parallel algorithm based on MapReduce architecture. The method is addressed in kernel density computation, and it also can cover other commonly used raster map processing, and the statistical calculation of the raster data, such as slope, buffer, European distribution, and interpolation.
MapReduce
Hadoop MapReduce is an easy-to-use software framework that runs on large clusters of thousands of commercial machines and handles T-level data sets in a reliable, fault-tolerant manner.
A MapReduce job usually divides the input data set into separate data blocks that are processed in a completely parallel way by the map task. The framework will sort the output of the map first, and then enter the result into the reduce task. Often the input and output of the job are stored in the file system. The entire framework is responsible for task scheduling and monitoring, as well as re-executing tasks that have failed.
Typically, the MapReduce framework and the distributed file system run on a group of identical nodes, that is, the compute nodes and storage nodes are usually together. This configuration allows the framework to efficiently schedule tasks on nodes that already have data, which makes the network bandwidth of the entire cluster very efficient. Each of the map functions processes the divided data in parallel, producing different intermediate result outputs from different input data. Each of the decrements is also calculated in parallel, each responsible for handling different intermediate result data sets.
Kernel Density with MapReduce
Kernel density analysis is a process of interpolating discrete data. The points that fall into the search area have different weights, and the points near the search center are given a larger weight. Conversely, the weights are smaller. Consequently, the calculated results are smoother.
When the target point x is within n source pixel analysis, the kernel density formula is: Let an image matrix have two source pixels A and B, the radius of the 2 pixels rcell = r/cellsize, as shown in Figure 2 : In the process of Map the row number and value of each source cell within the radius of the line are recorded in each row, as shown in Figure 3 : In the process of Reduce the kernel density value of each cell within the scope of the circle is calculated, as shown in Figure 4 : 
Experiment
The source data in the experiment is a map with 75 points assigned a 200 ~ 20000 initial value. And the output map is a raster with 12000*12000 pixels. We set the impact radius of each point to 500 pixels. The computed kernel density map is shown in Figure 5 . 
