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Abstract--The problem of likelihood estimate of a function, given limited data and a set of con- 
straints, finds many practical applications. One of them is the lag function estimation for treatment 
effects in clinical trials. However, searching for the global optimum in such problems often turns 
out to be prohibitively complex. In this paper, we present an algorithm that can be effectively used 
to approximate such solutions. This algorithm modifies standard genetic algorithms, which model 
the natural processes of information inheritance and selective pressure. The most important modi- 
fications deal with the complex strong constraints imposed on the sought solution. We present few 
experiments with a simplified version of the problem and discuss possible future extensions that relax 
the restrictions. 
1. INTRODUCTION 
To determine the effectiveness of a treatment in clinical trials, it is common to compare the 
survival time distribution of a population under the treatment to the survival time distribution 
of a control population. The most widely adapted practical approach to this problem is based 
on Cox's regression model [1], which assumes that the effect of a treatment is constant in time. 
A practical advantage of this model is that it is computationally simple. Only a small number 
of parameters are involved in the model, so they are easily estimated by standard maximum 
likelihood method via the usual Newton type maximization subroutines. However, as it was 
pointed out in [2], for certain cases it is essential to consider the delayed effects of the treatments 
to make the statistical analysis more accurate. Then, one has to consider the effects of treatments 
as functions of time. Thus, a time lag function should be introduced into the regression model 
when delayed effects may exist in the trials. Because, in general, the lag function, except for some 
constraint conditions, is completely unknown to the researchers, it is an unknown parameter in the 
model. Under these circumstances, the major difficulty in fitting a model using clinical data is lack 
of computationally feasible and effective algorithms. This is because the unknown lag function 
is an infinite dimensional parameter within some constraint set and, therefore, the number of 
parameters in the estimation problem is generally very large--usually proportional to the size 
of data. Our initial attempts with using traditional optimization-with-constraint techniques in 
maximum likelihood estimations (MLE) failed to produce reliable results. Therefore, a more 
robust algorithm is needed. This paper reports the results of our search for new and effective 
optimization algorithms for solving such MLE problems. We hope the ideas presented in this 
paper can also benefit people tackling other important statistical problems involving functional 
estimations by optimization techniques. 
For our problem, let us consider the usual Cox's regression model which assumes the survival 
distributions for both control and treatment populations as 
[/0 ] Fx( t )= l -exp  - Ax(s) ds , 
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where Ax(t) is the hazard rate function and 
As( t )  = 
In this function, x is a p-dimensional covariate vector associated with each individual in the 
populations. For each individual, the values in x indicate the treatment status and clinical 
characteristics. The individuals in the control population are assumed to have x ~ 0. Thus, 
A0(t) is the hazard rate for the control population. The p-dimensional vector/~ = //~l,...,/~p/ 
contains unknown parameters which measure the effect of the treatments on the survival time of 
an individual. 
Since a treatment may not exert he full effect in a short period of time, we follow the suggestion 
of Zucker and Lakatos CITATION and introduce a time lag function for the treatment into the 
model. The hazard rate of the distribution function F(t) now becomes 
Ax(t) -- [1 - l ( t )  + l(t)e ~'x] Ao(t), 
where l(t) is an increasing function over [0, c¢) with l(0) > 0 and l(co) = 1. The value l(t) reflects 
the percentage of the full effect of the treatment achieved by time t. 
We are interested in estimating the lag function l(t) and the parameters {/~1,... ,/~p). Our 
initial simulations and computations show that if a lag is presented in the distribution, the usual 
maximum likelihood estimation using the Cox's regression model does not provide adequate 
estimates for the parameters (/~1, • • •,/~p~. To obtain good estimates, it is necessary to incorporate 
the estimation of the lag function into the algorithm as well. A consistency result in [3] asserts 
that the true lag function l(t), along with the true parameters {/~1, •• •,/~p), will maximize globally 
the Cox's conditional likelihood function when the sample size is sufficiently large. Therefore, in 
large sample applications, the maximizer of the likelihood function provides reasonable estimates 
of the lag function and the parameters {/~1,...,/~p/. 
When enough information about the lag function is known, a common approach to the esti- 
mation problem is to assume certain forms for the lag function so that, except for several fixed 
parameters, the lag function is known. Some of the forms of the lag functions often considered 
are: 
• Threshold lag: for some ~* > 0, l(t) = 1, if t > t* and = 0 otherwise. 
• Linear lag: for some t* > 0, l(t) = (t/t*), if t < t* and = 1 otherwise. 
• Logistic lag: l(t) = tb/(a + tb), for some a _> 0 and b > 0. 
The conditional likelihood function can be written as a function of (/~1,... ,/~p) and the pa- 
rameters in the lag function. Then, the usual Newton type maximization algorithms can be 
used. In general, however, the choice of the lag function for given data will affect he accuracy of 
the estimates of {/31,...,/~p~, and a bad lag function assumed in the model will give misleading 
results. Therefore, it is desirable to obtain a more robust algorithm which can carry out all the 
estimations for the lag function and/~ and is independent ofthe form of the lag function assumed. 
Under a set of linear constraints, the lag function will be estimated at some finite number of time 
points. In this case, however, the number of estimation parameters increases dramatically. The 
linear constraints in the problem make the computation even more complicated. In this paper, 
we propose an approximate algorithm, based on genetic algorithms, which utilizes the constraints 
to effectively reduce the search space. 
Genetic algorithms [4] are adaptive search methods that simulate some of the natural pro- 
ceeses: selection, information inheritance, and random mutation. They are especially applicable 
to numerical optimization problems due to robustness ofthe search mechanism, ability to use the 
numerical function for evaluation, and relative simplicity of representation for these problems [5]. 
One of the major weaknesses of such approaches i their inability to process trong constraints, 
that is, those that must be satisfied. Here, we modify the algorithm to operate in the presence 
of such linear constraints, those found in the lag estimate, by discrete maximization. 
In the rest of this paper, we detail the statistical model of the problem, introduce genetic 
algorithms, and describe our modifications dealing with a simple problem of a known scalar/~. 
We close by discussing possible xtensions of the algorithm to the general case of unknown/~. 
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2. THE STATISTICAL MODEL 
2.1. The Problem Description 
Let T be the survival time and X the vector of random covariates. For given X = x, the 
conditional survival distribution function of T is 
[/0 ] Fz(t) = exp - [1 - l(s) + l(s) e ffz] A0(s) ds , 
where ~, l(t) and A0(t) are unknown. Usually, due to some random censoring, not all the sur- 
vival times of the individuals can be observed. Let C be the censoring time with an arbitrary 
distribution and Y = rain{T, C}. Let A = I(T>_C). The observable quantities in the trials are 
Y, X and A. Suppose a random sample is given. The data consist of n independent triples 
(yi, xi,6i), i = 1,... ,n from the joint distribution of (Y,X,A). Assume there are no ties in yi's. 
Suppose the data are arranged so that 
Yl < Y2 < "" < Yn. 
The conditional likelihood function [3] for the problem is 
YI 1 - l(yi) + l(yi) e=d~ 
6,:1 E (1 - l(y,) + l (y , )e  ) 
.¢:i 
Suppose there are m uncensored times. Let us denote them by 
Y(1) < " ' "  < Y(m). 
Let x(i) be the covariate vectors for y(i) and let 
n~ = {j :y j  > v(o} 
be the risk set at time Y(0" Let li = /(Y(0), i = 1,. . .  ,m. The log-likelihood function can be 
written as 
L=~( l °g(1 -1 i+ l ie~°#) - l °gE  (1 -1 '+ l 'eX~))  " i = 1  je~, 
The maximum likelihood estimates for <l l , . . . ,  lm) and (~1,... ,#p) are obtained by maximizing 
L under the constraints: 
O<l l<12<. . . _< lm<l .  
For the presented experimentation, we assume a simplified version of the problem when the 
second sought vector/9 is one-dimensional nd known. Then, in Section 5, we propose some 
possible ways to relax this assumption. 
2.2. Data Reduction 
We first observe that some I points are constrained by equalities. We compute such equalities 
a priori and subsequently process only the different l values. Such a preproceesing method not 
only removes the equality constraints from further consideration, it also effectively reduces the 
search space for the subsequent algorithm. 
To achieve this reduction, we calculate the partial derivatives of L with respect o l~: 
7"~ S 
E (e - e OL j=~ 
~3 t n 
ol~ [1 + Z~(e <,,a _ 1)1 ~2j=~[1 + l~(e "~ - 1)l" 
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From the expression, we see that the sign of ~ ,  depends only on the numerator 
n 
e , - -  - 
j=i 
which is independent of li. If OL > 0 then L is increasing in li, which by the constraint is less or 
equal to li+l. Thus, to maximize L, we should take li = li+l. Similar discussions can be apllied 
to negative numerators. This observation can be summarized as: 
LEMMA. Suppose (~1, ' ' ' ,  ~p) is given. H ei >_ 0, then L can be improved by raking li = li+l. I f  
ei < O, then L can be/reproved by taking li = li_ 1. 
Using this fact, we can reduce the number of li's to be estimated in L significantly. For each 
li in L, we determine the sign of ei. Consider the ordered sequence 
sign(el), sign(e2),..., sign(era). 
Examine the signs along the sequence starting from sign(el). Let r0 be the first time a '+'  is 
encountered and ri be the first time after n -1  in which a '+'  is encountered. Let Po be the 
number of Ti's. According to the lemma, to maximize L it is necessary to choose constant li for 
the uncensored times Y(i) inside each interval [Y(n), Y(n+~-l)]: 
l r i  = lv i+ l  : " " " = ~ri+l--1. 
If r0 > 1, then we should take li = 0 for all i < r0. Note that em is always 0. If e~ are either 
positive or zero after the last r ,  we should set li = 1 for all i > r. In any of these cases, the 
parameters in any of the equality constraints can be replaced by a single parameter. Let us 
denote it 7i. After this reduction, there are only P0 variables that should be considered in L. 
Note that P0 < m/2. Let rpo = m + 1. Define for k = 0, . . .  ,P0 - 1, 
and 
gk(7k) = log (1 -- 7k + 7k e x(')~) -- log (1 -- 7k + 7k e ~)  
,=rk jE~, 
Po-  1 
= 
k=0 
For the given ~, the maximization problem is now converted to the problem of maximizing G 
under the constraints: 
O <=70 < " ' "  <-- 7po-1  --< 1. 
EXAMPLE. Suppose we have a problem L with m = 20 uncensored times. Below, we compute the 
sign~ to detect all equality constraints on I. Subsequently, we use only a new vector variable 7 
of a smaller dimension. Note that, in this case, the sign sequence generates the additional 
constraints: 70 -- 0 and 7/4 = 1. The problem L reduces to a five-dimensional problem of 
0 = ~ _< 71 <- ~ <_ 7s <- 74 = 1, which has only three degrees of freedom: 71 ,~,~.  Therefore, 
subsequent processing requires modifications of only three values--a substantial saving over the 
original twenty. 
s~n #: 
sign: 
T: 
l: 
r/: 
1 2 3 4 5 6 7 8 9 I0 II 12 13 14 15 16 17 18 19 20 
+ + + + + + ÷ + + + 0 
"to r l  r2 TZ 
0 0 0 11 11 l l  l l  l l  12 12 12 13 13 13 Is 13 1 1 1 1 
0 ~1 'r~ 'r~ 1 
The approximate algorithm that we propose in the following section is designed to handle the 
computations in a robust way. 
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3. THE ALGORITHM 
The algorithm we propose is a specialized modification of genetic algorithms. 
start our presentation by giving a general description of this class of algorithms. 
Therefore, we 
3.1. Genetic Algorithms 
Recent problem-solving ideas tend to lean to utilization of active agents which evolve by in- 
teractions with the environment and the surrounding world rather than by isolated operations. 
These ideas are derived from nature, where organisms both cooperate and compete for resources 
of the environment in the quest for a better adaptation. Because the nature is highly parallel, 
these observations led to the design of algorithms that could both provide the desired character- 
istics and be applicable to parallel architectures. One of the most successful such algorithms is 
genetic algorithm (GA) [4]. 
GAs operate by a simulation in which a population of agents compete for survival and co- 
operate to achieve a better adaptation. The agents are called chromosomes; their high level 
meaningful substructures are called genes; and the lowest level characters are called alleles. Tra- 
ditional genetic algorithms operate on binary bits--the alleles. The competition is stochastic but 
with survival chances of an agent proportional to its current level of adaptation. This process 
simulates the Darwinian selection. Here, the environment is the problem at hand, and the agents 
are judged by their quality as potential solutions. The cooperation is achieved by merging infor- 
mation from few (often two) agents to produce a new agent, with the hope of producing more 
adapted individuals (a better solution). For this objective to be fulfilled, we must provide for 
two mechanisms. First, we need a method that ensures that good agents have higher chances of 
being the donors (parents). This is achieved by the selective mechanisms which promote survival 
of such individuals. Secondly, we must provide for mechanisms aimed at selecting and merging 
the information in an intelligent way. This is achieved by means of crossover operators modeling 
the natural DNA inheritance. Additional mutation operators are aimed at introducing extra 
variability. Algorithms utilizing these mechanisms exhibit great robustness due to their ability 
to maintain an adaptive balance between efficiency and efficacy [5]. 
Selection 
x 5 
0 
:9 
Reproduction 
Legend: 
x~: the i th chromosome 
Selection: 
* stochastic bias 
Reproduction: 
mutation 
crossover 
Figure 1. One iteration of a genetic algorithm. 
The simulation is achieved by iterating the basic steps of selection and reproduction, after an 
initial population (often random) is generated. A single iteration is explained in Figure 1. First, 
selection is applied to the current population of chromosomes. This mechanism individually 
selects chromosomes for the new population by stochastically favoring those that show better 
promise---have higher evaluations than the current average. In the figure, the agent x ° is the one 
selected most often, while some are not selected at all. This selection alone causes the population 
to slowly converge to one containing the best individual only (e.g., x°). However, it does not 
generate new solutions. This latter is accomplished by means of reproductive operators, normally 
crossover and mutation. Crossover exchanges random pieces of meaningful information between 
two individuals (random genes or alleles), and mutation introduces random variability into the 
population. These two operators are visualized in Figure 2, which assumes binary coding for 
a chromosome; mutation is performed on the third bit, crossover is performed starting at the 
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seventh bit. A simple approach for selecting operators for applications i to use a stochastic 
firing mechanism with some prior probabilities for mutation and crossover. A more sophisticated 
approach is to update these probabilities based on history, information contained in the popu- 
lation, or individual chromosomes. In Figure 1, the chromosomes identified as ~ are the new 
offspring--results of reproductive changes. The iterative process continues until some objectives 
are satisfied, or until computational resources (e.g., time) are exhausted. 
mutat ion :  c rossover :  
t = (011110 01) t = (011110001) xi x i 
x} = {111000 111) 
xt+l (010110001) ~-~ i ~-~ 
x~ +1 = (011110 111} 
xt+l  (111000 01} j = 
Figure 2. Examples ofmutation and one-point crossover after the indented location. 
GAs have been quite successfully applied to a number of problems, but by far, they are most 
famous as numerical optimization algorithms. The reason for this success is that numerical solu- 
tions can be easily represented asartificial agents and that the quality assessment of such agents 
is reduced to function evaluations. A major difficulty that arises in such numerical problems is 
that of processing constraints. A natural approach is to impose penalties for constraint viola- 
tions. In other words, a constrained problem is transformed to an unconstrained problem by 
associating a penalty with all constraint violations and the penalties are included in the function 
evaluation. However, though the evaluation function is usually well-defined, there is no accepted 
methodology for combining it with the penalty [6]. Many methods have been proposed. For 
example, a common approach is to start with smaller penalties in order to allow deeper space 
exploration, and subsequently tighten them in order to achieve a feasible solution [7]. However, 
such approaches are highly problem specific [7, 8] and generally do not guarantee a feasible so- 
lution for the highly constrained problems. In general, the penalty approach is suitable only for 
weak (i.e., non-essential) constraints, those often present in constraint-based design problems. 
Unfortunately, numerical problems normally have strong constraints. Another approach is to 
devise special repair algorithms which guarantee that each solution be moved into the feasible 
solution space. However, for extensive set of constraints, this method introduces large computa- 
tional overhead. Moreover, it does not reduce the search space to the feasible one. Yet another 
approach is to define the operators o that their actions are closed in the search space. It is 
difficult o design such operators for general use. 
Since the genetic approach is basically an accelerated search of the feasible solution space, 
introducing constraints can be potentially advantageous and can improve the behavior of the 
technique by limiting the space to be searched. However, traditional GA approaches do not use 
this fact and instead apply techniques aimed at minimizing the negative ffect of such constraints. 
This, in turn, often increases the search space by allowing some infeasible solutions outside the 
constrained solution space. In [9], we provided a general set of operators that are closed in the 
feasible space for numerical optimization problems with arbitrary linear constraints. In the fol- 
lowing subsections, we describe a specific application of that method to the survival problem. We 
proceed with the presentation by describing the representation, operators, and the initialization 
method. This algorithm is designed under the assumption of a constant f~--the only learned 
parameters are the components of vector ft. In Section 5, we describe aimed at generalizing the 
algorithm to learn ~ as well. 
3.P. The Modification 
The methodology proposed in [9, 10] provides a way of handling strong linear constraints hat 
is both general and problem independent. Its main idea is to use the equalities to limit the 
problem's dimensionality, and then to use the inequalities to further limit the search space by 
providing a set of closed operators to explore the feasible space only. In this problem of survival 
analysis, we remove some equalities a priori by the data reduction technique, and then we define 
operators closed with respect o the inequalities: 0 _< 70 < "'" < ~po-1 _< 1. 
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3.2.1. Representation 
The most often used agent representation, for numerical problems, is a binary vector made 
of genes coding individual variables--where each gene is a binary coded number. A potential 
problem with this coding is that distance in the problem space is not preserved in the represen- 
tation space. This problem can be avoided by special coding techniques as Grey [11]. In [10], 
we showed that a floating point representation also removes the same bias as it also reduces 
run-to-run variance and is generally faster without of any precision sacrifice. Therefore, for this 
algorithm, we decided to use this representation. 
In the floating point representation, each chromosome vector is coded as a vector of floating 
point numbers which is of the same length as the sought solution vector. For example, assuming 
a problem of Po variables, a single solution has the form: T = (T0,... ,Tpo-1). The precision 
of such an approach depends on the underlying machine, but is generally much better than 
that of the binary representation. Of course, we can always extend the precision of the binary 
representation by introducing more bits, but this considerably slows down the algorithm [10]. 
In addition, the floating point representation is capable of representing quite large domains (or 
unknown domains). On the other hand, the binary representation must sacrifice the precision for 
an increase in gene size. 
3.2.2. Closed Operators 
Our operators are different from the previously described classical mutation and crossover for 
three basic reasons: 
1. We deal with a real valued space R p°, where a solution is coded as a vector of fioating point 
components. 
2. The genetic operators are context-dependent, meaning that the feasible value of Tn gene is 
restricted to [Tn-1, Tn+l], with the first and the last genes restricted by 0 and 1. 
3. Some genetic operators are dynamic, meaning that their action depends on the age of the 
population. 
Mutations are quite different from the classical one with respect o both the actual mutation 
(a gene, being a floating point number, is mutated in a context-dependent range) and to the 
selection of an applicable gene. Normally, the mutation is performed on static domains for all 
genes. In such a case, the order of possible mutations on a chromosome does not influence the 
outcome, and the usual approach is to try mutations equentially on all genes. This is not true 
anymore with our context-dependent domains. To solve the problem, our algorithm always elects 
random genes for mutations from the same chromosome. 
• P la in  mutat ion  selects a random gene Tk of the chromosome T~ = (T0,..., Tno-1). The 
result is a vector T~ +1 = (T0,..., T~,.. . ,  Tpo-1), where T~ is a random value (with uniform 
probability distribution) from the range [Tk-l,Tk+l]. If k = 0 or k = Po - 1, then the 
appropriate boundary is taken to be 0 or 1, respectively. 
• Dynamic  mutat ion  is the operator designed for fine-tuning capabilities aimed at achieving 
high precisions. It is defined as follows: if T t = (T0,...,Tpo-1) is the parent and the 
element Tk is selected for this mutation, the result is a vector T t+l = (T0,..-, T~,.. . ,  Tpo-1), 
with 
T~ = { Tk + A(t, Tk+l - Tk) if a random digit is 0, 
Tk --/k ( t, Tk -- Tk-1 ) if a random digit is 1. 
The function A(t, y) returns a value in the range [0, y] such that the probability of A(t, y) 
being close to 0 increases as t increases. This property causes this operator to search the 
space uniformly initially (when t is small), and very locally at later stages. We have used 
the following function: 
A(t,y)  = y.  (1 - r(1-t/T)~) ,
where r is a random number from [0..1], T is the maximal generation umber, and b is a 
system parameter determining the degree of non-uniformity. Here again, the used boundary 
value is 0 or 1 if k is 0 or Po - 1, respectively. 
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• Sh i f t  range  is designed to adjust a whole range of parameters  at a t ime. This operator  
is designed especially for this problem, where individual genes are so closely related. I t  
is defined as follows: if r/t = (r/0 . . . .  , r /n , - . . ,  r /m, . . . ,  r/po-1) is selected as the parent,  with 
randomly selected n,m such that  0 < n < m _< Po - 1 (what follows is that  r/n <- r/m), then 
the offspring is of the form: r/t =/r/0,  • • •, r/n + 6 , . . . ,  r/m + 6 , . . . ,  r/po-Z/. 6 is a random value 
from a feasible range, that  is, from the range that  will preserve the inequality constraints. 
This range is easily computed as follows: 
e [r/~-i - r/~, r/m+z - r/m]. 
Again, we deal with the boundary  cases separately: i fn  = 0 then r/n-1 -- 0, and i fm = po-1  
then r/m+l -- 1. Note that  the shift amount  can be positive or negative resulting in moving 
the range in any direction. 
• S t re tch  range  is similar to shift range, but it multiplies the selected genes by a feasible 
factor: r/t ___ (r/0,- . . ,  r/~ "%. . . ,  r/m "%. . . ,  r/po-l/- The stretch factor V is taken as a random 
value from the feasible range: 
? ~ [~._:1, r/m+1] 
L r/n r/m ] 
and can be either greater or less than one. Here, if n = 0 then r/n-Z = 0, and i fm = Po - 1, 
then r/m+l = r/re. 
Crossovers are differentiated from mutat ions by having two parents needed for recombination. 
We first present the very general crossover operator,  which we subsequently modify to achieve 
different types of crossovers. The general crossover is defined as follows: if r/t = (r l0, . . . ,  r/po-1) 
and u t = (u0, . . . ,  upo-z) are to be crossed, the resulting offspring are: 
r / t+1 : ( r /0 , ' " "  , r /n - l ,a ' r /n  ~ (1 - -  a )  • / /n , . . .  , a  • r/rn Jr (1 - -  a) . / / rn , r / rn+l , - . . ,  r /po--1),  
/ 2$-F1 = ( /20 , . . .  ,Un- l ,a  " /In "~- (1 --  a )  • r /n , . . .  , a .  Urn -+- (1 - a) "r/m,Vrn+z,. . .  ,vpo-z) ,  
where 0 < n < m < Po - 1. This general crossover is a two-point crossover with no predefined 
schema for exchanging/combining genes. Based on the value of a and the choice of n and m, we 
may get a broad variety of operators.  Moreover, we may apply this operator  for many pairs of 
disjoint n and m points, thus generating mult i -point crossovers. 
The obvious problem is that  of finding feasible values for a. Calculation of this range is 
straightforward when the two constraints, which possibly get violated, are considered. Let us 
deal with the offspring r/t+t. The constraints that  we must deal with are: 
a .  r/n + (1 - a) • vn > r/n-Z and a .  r/m + (1 - a) • vrn < r/m+l. 
Solving the above, we get the following feasible ranges for different cases of r /and v at locations 
n,  m:  
Wn ~ vn 
Wn > Vn 
Wm ~ Vm 
"vn- r ln -1  ) ]  
L v~- - t )m ~ &Yn--~)n vn--~rt J i)vrt--vm 
Vm --~/m ~m. - -  urn. 
[ In -  1 -v~ C~ ]
7)n - vn ' J x. rtn-- v~ ' vm--'~m / [ ~n- I--~,~ ~t l - -Vrn  I ~;n-- vn ~ r;m-- ~m J 
In addition, when n = 0, we must take r/n-1 = 0 and when m = Po-1 ,  we must take r/m+z = 1. 
• Single and  mult i -point crossover, The  general crossover reduces to a two-point crossover 
when we select a = 0 (if possible) from the feasible range, thus allowing for complete gene 
exchange. Similarly, it reduces to a one-point crossover when we take n > 0 and m -- po-i. 
Note that n -- 0 and m = Po-z produces no new offspring. 
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When we generate a number of crossover points for the two chromosomes: nl <_ ml < n2 <__ 
m2. . .  _< ink, the operator extends to a multi-point crossover. In general, we need an even 
number of such crossover points (we need pairs of n and m). However, for an odd number, 
we assume the last point to be at the end of the chromosome: m = Po-1.  To generate 
crossovers with k cross-points, we generate k random points on the range [1,po-1], we 
order them, we assume an additional point at Po-1 if k is odd, and we sequentially perform 
[k/2] general two-point crossovers, in a random order on disjoint neighboring points. 
Un i fo rm crossover.  The general crossover, extended for multi-points, reduces to the 
uniform crossover of DeJong and Spears [121 when generating k = Po pairs of crossover 
points: nl = ml = 0, n2 --- m2 = 1, etc. , and deciding on a = 0 (complete gene exchange) 
or a = 1 (no gene exchange), for each of the k general crossovers, with probability equal to 
the probability of gene exchange in the uniform crossover. 
Of course, due to the complex constraints, most often such specific values for the a param- 
eter are infeasible in case of both the uniform and the single/multipoint crossover. In such 
cases a feasible value a # 0 and # 1 will cause the operator to produce genes combining 
the parent genes--an arithmetical crossover. 
Ar i thmet ica l  crossover.  The idea of the arithmetical crossover operators is to combine 
genes instead of exchanging them. Moreover, in most cases, genes cannot be completely 
exchanged ue to the constraints. When we select a as close to 1/2 as possible from the 
feasible range, we create new genes that are averages of the parent genes. Moreover, when 
n = 0 and m = Po-1,  we perform the arithmetical crossover on the whole chromosomes 
(all genes averaged). In this case, we may select any a E [0, 1] without the feasible range 
computation--due to properties of convex spaces. 
Finally, we need to discuss handling the possible additional constraints: 770 = 0 and ~?po = 1, 
arising in data reduction when specific sequences of signs are detected (see Section 2). A possible 
approach would be to additionally amend our operators to deal with these constraints. However, a
much simpler and uniform approach is to learn instead the sequence that excludes uch boundary 
points, while only using the original sequence to evaluate the chromosomes. For example, suppose 
that after data reduction the following constraints hold: 
0 ---- r]0 < ~1 • • • r]po-1 _< 1. 
In this case, the algorithm is run with a virtual vector ~1,. . . ,  qpo - 1 that is to satisfy the general 
constraints 
0_<rh . . . _<r ]po-1  _< 1, 
while the chromosomes are evaluated as if the solution vector were (0,~h,. . . ,  ~?po-l). This way 
we not only reduce the search space but also easily preserve integrity of the operators. 
3.2.3. In i t ia l i za t ion  
Because of general lack of information on the function being sought, we decided to use random 
initialization according to the following algorithm: generate a vector of length Po initialized with 
random values on the range [0, 1] and then sort the entries. This length may be decreased by one 
or two if the additional equality constraints are imposed. 
3.2.4. A lgor i thm 
The algorithm follows the description of Section 3.1. First, a population of a fixed size (nor- 
mally 50) is initialized and evaluated. Then, the iterative simulation begins. At each iteration, 
first stochastically better samples are selected with chances proportional to their qualities as the 
sought solutions. Then, our operators are applied to some chromosomes of the newly selected 
population. These applications are stochastic and based on some fixed probabilities assigned to 
different operators. In general, as we mentioned before, these probabilities may be adaptable as 
well (e.g., see [13]). For the experiments of Section 4, we did allow the adaptation and instead 
used fixed probabilities based on our experience in applying the closed operators. 
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After these changes occur, the new chromosomes are re-evaluated, and the iterative cycle 
continues. It stops when a chromosome of some desired quality is found, assuming we have such 
global criteria, or when some resources are exhausted (e.g., allowed time elapsed). Notice that 
an important feature of this algorithm is that it can return the currently best optimum at any 
time. 
4. EXPERIMENTS AND RESULTS 
For testing the algorithm, we decided to use three artificial data sets generated according to 
some commonly known distributions: stepwise, logistic, and exponential. In all cases, we used a 
single value for/~ = -1 ,  A0(t) = 0.02t, and xi as independent Bernoulli random variables with 
P(x~ = 1) = 1/2. The assumed l i t  ) distributions were as follows: 
1. Stepwise l(t) = 0, if t < 0 and 1 otherwise. We used 0 = 2. 
2. Logistic l(t) = te~t / (e  ~ + te~t). We used c~ = 5 and w = 1. 
3. Exponential l(t) = 1 - e ~t. We used w = -0.25. 
For the first two test cases, we generated artificial 300 data points, and in both cases, the data 
reduction technique (see Section 2) yielded discretization vectors (with 66 and 69 values) that 
had the additional constraints: 0 = ~/0 and ~po- -1  = 1. For the last case, we generated artificial 
600 data points. Here, the data reduction technique produced iscretization vector of length 141, 
with only one additional constraint on the right: ~}po-1 = 1. These vectors, with real components, 
become the chromosomes of our modified genetic algorithm. 
To establish some reference solutions, we solved each of these problems in two different ways. 
First, we used a Newton-like parametric method, which assumed the knowledge of the functions 
and was only to find the parameter that would maximize the G(u) function. Assuming also that 
the values of ~ and ¢0 were known, in the first and the third case, we were maximizing functions 
of one parameter, and in the second case we were maximizing a function of two parameters. The 
optimized values for G(t) are presented in Table 1 as the parametric solutions. The stepwise 
function was optimized with 0 = 1.9819 (which was the t value of the 25 th reduced element), 
the logistic function was optimized with c~ = 5.461 and w = 0.938, and the exponential function 
was optimized with w = -0.286. This method, however, does not guarantee finding the true lag 
function l(t) because the limited number of data points may not perfectly fit the distribution 
from which the data was generated. Therefore, as the second approximation, we were looking for 
a discretized solution. We assumed we knew all of the parameters of the data generation process, 
including the functions, and selected the t values that corresponded to those data points selected 
into the reduced set. With those values, we computed the corresponding ~}(t) and then used these 
to find the value G(~}(t)). The optima generated in this way are presented in the last column of 
Table 1, and in Figure 3, we show the functions as discretely represented by the data. Again, for 
the above-mentioned reasons of limited data points, this solution might not be perfect as well. 
Table I. Tests summary. 
Test case Number  of 
data points 
Length of [[ Generated Parametric From data 
discretized vector maximum maximum maximum 
Logistic 
Stepwise 300 66 
300 69 
Exponential 600 141 
-1391.3938 -1391.4994 -1391.49941 
-1408.1364 -1411.2227 -14i0.8669 
-3225.1811 -3229.7048 -3229.1907 
Finally, we ran our algorithm on these three cases and observed both the generated vectors 
and their quality. In this case, we did not make any assumptions about the shape of the solution 
except for the constraints. The results are combined in Table I as the generated solutions, and the 
derived discretized function are presented in Figure 4. To our surprise, our algorithm found the 
IThe best value was found to be for 25 leading zeros. The value for 26 leading zeros, the scenario that was 
used to generate the data, had a value -1391.8661. 
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best optimal values. These optima correspond to quite disturbed functions, as seen in Figure 4. 
Given this, we may argue that it would be impossible for any parametric method, especially those 
not assuming the knowledge of the type of the function, to generate these solutions. 
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Figure 5. Solutions found after 10, 50, 500 iterations--logistic data. 
For all cases, our algorithm ran for 5,000 iterations, which took about two hours on a SPARC- 
station2. However, as we show in Table 2, our algorithm could find high quality solutions after 
quite fewer iterations--the r maining ones were used to fine-tune the solutions. For example, 
only ten iterations on the logistic data were sufficient o generate a solution better than any 
of the two reference solutions. The functions generated by these fewer iterations are shown in 
Figure 5. 
Table 2. Solutions found after fewer iterations. 
Number of ~erations Found optimum CPU time 
10 -1410.2786 15.5sec 
50 -1408.9285 64.2sec 
500 -1408.3609 606.6sec 
5000 -1408.1364 5934.2sec 
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5. PROPOSED EXTENSION 
In this section, we discuss possible xtensions to the algorithm to allow it to solve the original 
problem (formulated in Section 2). So far, we have described the algorithm for the simplified 
case of a known scalar/3. To deal with the general case, we propose two different approaches: 
extend the current algorithm to learn f~ components along with those of @, and use the existing 
algorithm in a hybrid system. 
5.1. Algorithm Extension 
This extension requires each chromosome-solution be a vector v = (/~0,..., ~p, ~}0,..., T/po_l). 
This would not require any changes to the algorithm except for the evaluation mechansism that 
uses the chromosome components o evaluate its quality and for the operators that currently are 
designed especially for the inequality constraints among the components. However, this approach 
is not practical, in ~eneral, since the data reduction preprocessing technique used to produce the 
vector ~ relies on/3 values. This would cause two problems. First, every time any component 
of ~ is changed, the corresponding ff may become obsolete due to changing equality constraints 
obtained from data reduction, and then some methods would have to be established for converting 
the old ~/vector into a new one. Second, two chromosomes selected for a crossover would need 
7} vectors of the same length for the crossover to be meaningful, which may be unlikely for some 
problems. 
To avoid the above problems in the general case, we would have to give up the data reduction 
process and operate on chromosomes consisting of/3 and l values instead. This way the chro- 
mosomes would be of a fixed length, and the length of the I component would not depend on 
the values of the other component: 13. However, it would mean that many equality constraints 
would exist among the elements of a chromosome. Moreover, these equalities would depend on 
some other values in the chromosomes, making it impossible to use any systematic way of using 
and preserving the constraints. Finally, this approach would also require the chromosomes to be 
much longer due to lack of data reduction. This, in the presense of the more complex dynamic 
constraints, would make the search much less efficient. However, it turns out that in many real- 
life cases we deal only with data values equal only 0 or 1--we either observe the result of the 
treatment or we do not--and a scalar f~ works sufficiently well. Under these conditions, there 
are only two possible data reduction outcomes: one for positive and one for negative/3. Then, 
assuming that/3 is unknown, we may run simultaneously two algorithms: one for each sign of ~. 
In that case, we allow to modify not only the components of if, but also the value of/3. It turns 
out that simultaneous search for/3 does not reduce the efficiency nor the quality of the search 
(for initial results, see [14]). Moreover, it turns out that the algorithm searching the improper 
polarity of the f~ subspace can be quickly identified--which reduces the extra overhead associated 
with having two simultaneous runs. 
5.2. Hybrid Approach 
Because of the problems associated with extending our algorithm to deal with unknown f~ 
values and x ¢~ (0,1}, a possibly better approach would be to use the existing algorithm in a 
hybrid framework [15]. The procedure is to repeat he following steps alternatively: 
1. For given (/31,... ,j3p), find (70,..-,~/po-1) which maximizes G(z}) under the constraints 
0 _< 7/0 _< ..- _< ~/po-1 _< 1. 
2. For given (lo,..., Ira) (generated from ~/-~, find (f~l . . . . .  f~p) which minimizes G(~/). 
The advantage of this approach is that each of these two steps can be accomplishedby the 
algorithm proposed so far, preserving the data reduction technique. Moreover, since the f~ vector 
is usually shorter, we may be able to use other standard methods for Step (2). 
This approach is much simpler since it uses the already implemented algorithm as the vital 
component. Of course, its overall quality would depend on the initial choice for f~. However, 
we may escape those problems framing the whole system in another top-level genetic algorithm, 
whose natural quality is to minimize the effect of initial sampling on the quality of the solution. 
In the near future, we plan to implement both these competing approaches and compare them 
empirically. The results will be published separately. 
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6. CONCLUSIONS 
We presented here an algorithm for obtaining MLE from conditional ikelihood incorporating 
with treatment lag effect. The problem itself can be described as a numerical optimization prob- 
lem with highly complex objective function and fairly complex linear constraints. The procedure 
is based on genetic algorithms, but differs by the operators utilized. Our operators are designed 
to be closed in the constrained space. This guarantees only feasible solutions to be generated 
and dramatically reduces the search space. 
The experiments presented here indicate that appropriately modified genetic algorithms can be 
successfully used for such complex problems, those that otherwise cannot be solved due to high 
nonlinearity, large dimensionality, and highly constrained structure. We experimented here with 
a simpler case which assumed that one of the parameter vectors was known. We also discussed 
possible extensions of the method designed to deal with the more complex case. An experimental 
comparison of such different approaches will be explored in the future. 
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