We examine a class of multivariate meta-regression models in the presence of individual patient data. The methodology is well motivated from several studies of cholesterol-lowering drugs where the goal is to jointly analyze the multivariate outcomes, low density lipoprotein cholesterol, high density lipoprotein cholesterol, and triglycerides. These three continuous outcome measures are correlated and shed much light on a subject's lipid status. One of the main goals in lipid research is the joint analysis of these three outcome measures in a metaregression setting. Since these outcome measures are not typically multivariate normal, one must consider classes of distributions that allow for skewness in one or more of the outcomes. In this paper, we consider a new general class of multivariate skew distributions for multivariate meta-regression and examine their theoretical properties. Using these distributions, we construct a Bayesian model for the meta-data and develop an efficient Markov chain Monte Carlo computational scheme for carrying out the computations. In addition, we develop a multivariate L measure for model comparison, Bayesian residuals for model assessment, and a Bayesian procedure for detecting outlying trials. The proposed multivariate L measure, Bayesian residuals, and Bayesian outlying trial detection procedure are particularly suitable and computationally attractive in the multivariate meta-regression setting. A detailed case study demonstrating the usefulness of the proposed methodology is carried out in an individual patient data multivariate meta-regression setting using 26 pivotal Merck clinical trials that compare statins (cholesterol-lowering drugs) in combination with ezetimibe and statins alone on treatment-naïve patients and those continuing on statins at baseline.
Introduction
An estimated 12 million Americans are taking cholesterol-lowering drugs, and experts are recommending many millions more should be taking them. Cholesterol levels are on the rise, and many medical and government organizations have recommended aggressive lipid-lowering goals in patients with established coronary heart disease or those at high risk of developing cardiovascular diseases. It is now well known that low density lipoprotein cholesterol, abbreviated LDL-C, (i.e., ''bad'' cholesterol) is a causative factor for coronary heart disease and is the main target for cholesterol and lipid lowering therapy. This fact has been established in many studies around the world.
In lipid research, three common outcome measures are LDL-C, high density lipoprotein cholesterol (HDL-C), and triglycerides (TG). These three continuous outcomes measures are correlated and shed much light on a subject's lipid status. Thus, one of the main goals in lipid research is the joint analysis of these three outcome measures. Research in Kim et al. 1 has shown that these outcome measures are typically not jointly normally distributed and the joint distribution of these outcome variables is in fact skewed. Thus, an analysis assuming a multivariate normal distribution may not be valid. In addition to accommodating skewness, another challenge for analyzing such data in meta-regression is that one must model the between-trial heterogeneity as well as the withintrial covariance structure for the multivariate response vector.
Meta-regression of individual patient data (IPD) is a useful and effective statistical tool for synthesizing evidence across studies and improving investigation and explanation of heterogeneity. Examples of applications of meta-regression of IPD in different fields exist in literature and can be found in publications by Edwards et al., 2 Gorman et al., 3 and Pereira et al. 4 Some of the notable methodological work in this area is done by Simmonds and Higgins, 5 Ritz et al., 6 and Riley et al. 7 The literature on multivariate skew distributions for meta-regression is essentially nonexistent.
Skew models have been used quite extensively in the literature for univariate and multivariate response data in non-meta-analysis settings. [8] [9] [10] [11] [12] [13] [14] [15] [16] Such models have proved to be quite powerful for modeling skew distributions. In this paper, we develop multivariate meta-analysis methods for IPD based on jointly modeling the three outcome variables (LDL-C, HDL-C, TG). Since the three outcome variables cannot be assumed to be jointly multivariate normal, we consider a general multivariate skew meta-regression model that accommodates for skewness in each of the outcome variables and allows for random effects and covariates for modeling between trial heterogeneity, as well as inducing a covariance structure on the multivariate response. The model is quite general and flexible in that (i) the model is a multivariate random effects model that captures several sources of between-study variation involving treatments, while simultaneously accommodating both patient-level and study-level covariates; (ii) it allows for different skewness parameters for different outcome variables; (iii) similar to Adcock 13 and Chang and Zimmerman, 16 our model allows the correlations of multivariate outcome variables to depend on skewness parameters in addition to the covariance matrix of these outcome variables; and (iv) it can also account for different heavy-tailed distributions for the error terms via the specification of a mixing distribution. The proposed model includes multivariate normal metaregression models, multivariate skew normal meta-regression models; and multivariate skew t meta-regression models as special cases. Compared to Kim et al. 1 who used a Box-Cox transformation on the response variables, our proposed multivariate skew t meta-regression model is more attractive since the point estimates are more directly comparable and easier to interpret than those under a Box-Cox transformation model and the proposed model requires much less computational time. Estimation of the parameters requires a sophisticated and computationally intensive Markov chain Monte Carlo (MCMC) sampling algorithm. To the best of our knowledge, multivariate skew regression models have not been used in the meta-analysis setting. In addition to developing a novel model for multivariate meta-regression with IPD, we also develop a multivariate analog of the L measure for model comparison proposed in Ibrahim and Laud 17 and Laud and Ibrahim, 18 Bayesian residuals for assessment of overall fit, and a new Bayesian procedure for detecting outlying trials based on the posterior distributions of the mixing variables in the proposed multivariate t meta-regression model. The multivariate L measure is shown to have an attractive decomposition and can be efficiently computed via MCMC methods. Bayesian residuals are easy to compute and provide an alternative to the L measure for model assessment. Our proposed Bayesian procedure for detecting outlying trials is analogous to the approach discussed in Johnson 19 for checking the second level of a hierarchical model. The proposed procedure is quite attractive as it allows for different sample sizes across trials and is empirically shown to be quite promising in both simulated and real data.
The rest of this paper is organized as follows. In Section 2, we present a detailed description of the cholesterol meta-data that has motivated the proposed model. In Section 3, we present a general development of the multivariate skew meta-regression model and discuss several of its attractive properties. We also give a general discussion of the random effects structure, its implications, and the induced covariance structures of the proposed model. In Section 4, we lay out, in detail, the computational development for sampling from the posterior distribution along with the full conditionals needed for MCMC sampling based on the proposed model, provide a detailed development of the multivariate L measure, and examine its decomposition and theoretical properties. In this section, we also develop Bayesian residuals and a method for detecting outlying trials. The empirical performance of the proposed Bayesian diagnostic procedure is investigated in Section 5.1. In Section 5.2, a simulation study is conducted to empirically compare the proposed model to the Box-Cox transformation model. 1 In Section 6, we carry out a detailed analysis of the cholesterol meta-data. We conclude the article with a brief discussion in Section 7.
The cholesterol data
The IPD is based on 26 Merck-sponsored double-blind, randomized, active or placebo-controlled clinical trials on adult patients with primary hypercholesterolemia. The primary goal of these clinical trials was to evaluate the LDL-C lowering effects of ezetimibe (which works in the digestive tract) in combination with statin (which works in the liver) in comparison with statin alone on treatment-naı¨ve patients at baseline (on a first-line therapy) or patients who underwent washout of previous lipid-modifying therapy at baseline (on a second-line therapy). In our analyses, different statins and their doses are combined to form the ''statin'' and ''statin þ ezetimibe'' treatment groups. Ezetimibe (EZE) is available at only one dose of 10 mg, and the statins used in these trials included simvastatin, atorvastatin, lovastatin, rosuvastatin, pravastatin, and fluvastatin. The covariates include treatment (trt: 0 ¼ statin and 1 ¼ statin þ EZE), baseline LDL-C (bl -ldlc), baseline HDL-C (bl -hdlc), baseline TG (bl -trig), age, race (White (reference), Black, Hispanic, and Other), gender (Female: 0 ¼ male (reference), 1 ¼ 1 female), diabetes (DM: 0 ¼ No, 1 ¼ Yes), coronary heart disease (CHD: 0 ¼ No, 1 ¼ Yes), body mass index (BMI), statin potency (low (reference), med (potency2), and high (potency3)), and trial duration (duration) (6-12 weeks). Statin potency simply describes the chemical/medicinal strength of the statin, and it was categorized into three potency classes (low, medium, and high) considered in this paper. In this analysis, we include only the patients whose outcome variables and covariates were available. There were a total of 21,694 patients in total, of which 510 patients had missing values in either outcome variables or covariates including baseline LDL-C, baseline HDL-C, baseline TG, CHD, statin potency, and BMI. There were no missing values for age, race, gender, DM, and trial duration. BMI had the most missing values (336, 1.55%).
The IPD considered in our analyses are a subset of the meta-data published in Leiter et al. 20 The citations of the primary papers that were published in clinical journals for the 26 trials considered here can be also found in Leiter et al. 20 Leiter et al. 20 carried out a meta-analysis based on the pooled data. Kim et al. 1 provided a detailed summary of the covariates for these 26 clinical trials in Tables 1 and 2 . From these tables, we can see a considerable amount of heterogeneity in the covariates across the trials. Specifically, the ranges of the withintrial means of the continuous covariates are (89.2, 186.0), (43.1, 55.3), (127.0, 199.5), (52.3, 71.2), and (27.2, 33.6) for baseline LDL-C, baseline HDL-C, baseline TG, age, and BMI, respectively. We also see drastically different proportions of the categorical covariates across the trials. For example, almost every patient except for one in trial 9 had DM. Also, there was only medium statin potency in trial 13, whereas there were no low or high statin potencies in some other trials.
This descriptive summary shows that to examine the treatment effects, there is a need to adjust for these covariates. We consider three primary outcome variables including percent changes from baseline in LDL-C, HDL-C, and TG. For ease of presentation, we simply denote these three outcome variables by LDL-C, HDL-C, and TG.
3 Multivariate skew meta-regression models with multidimensional random effects Consider K randomized trials, where each trial has two treatment arms (''Statin'' or ''Statin þ EZE''), and patients in each trial were either all on statin or all not on statin prior to the trial. The sample size of the individual patient data for the kth trial is n k . Let y ik ¼ ðy i1k , . . . , y iJk Þ 0 denote a J-dimensional vector of the responses for the ith patient in the kth trial. Also let trt ik ¼ 1 if the ith patient received ''Statin þ EZE'' and 0 if ''Statin'' alone, and onstatin k ¼ 1 if patients were on statin and 0 if not on statin prior to the trial. Furthermore, let x ijk denote a p j -dimensional vector of covariates for the jth response corresponding to the ith patient. We propose the following multivariate random effects regression model for the meta-analysis
where b j ¼ ð j1 , . . . , jp j Þ 0 is the vector of fixed effects regression coefficients corresponding to the p j covariates. In equation (1) 
In equation (1) , the variable z ijk is latent, which mimics a random effect. As discussed in Chen et al., 8 a nice feature of this approach is that the outcome variable y ijk has a random-effects model structure and its distribution is skewed when a skewed distribution is assumed for the latent variable z ijk . Furthermore, the amount of skewness is further controlled by a skewness parameter d j . We follow Kim et al. 14 to subtract E½z ijk from z ijk so that d j is less confounded with the intercept term. We see from equation (2) that (i) the correlations of the z ijk 's depend on d, which essentially implies that the correlations of the responses, y ijk , depend on the skewness parameters, and (ii) the z ijk 's become independent when ! 1.
In equation (1), we further assume that
ik AEÞ ð 3Þ
independently, for i ¼ 1, . . . , n k and k ¼ 1, . . . , K, where AE ¼ ð jj 0 Þ is a J Â J unstructured covariance matrix, the ik 's are independent, and each follows
with a probability density function hð ik Þ ¼
expfÀð=2Þ ik g if ik 4 0 and 0 otherwise for i ¼ 1, . . . , n k and k ¼ 1, . . . , K. The joint density of ik is given by
which is a t-distribution denoted by t with m degrees of freedom. In addition, the covariance matrix of ik is given by
From equation (5), we see that the main role of ik is to introduce a heavy-tailed distribution to the multivariate responses y ik . The use of ik also facilitates a convenient implementation of the MCMC sampling algorithm in Section 4.3.
Let c jk ¼ ð jk0 , jk1 , jk2 , jk3 Þ 0 so that c jk represents the vector of random effects for the jth response in equation (1) . Let z ik ¼ ðz i1k , . . . , z iJk Þ 0 . We assume that z ik , ik , and c jk are independent. We further assume
where c j ¼ ð j0 , j1 , j2 , j3 Þ 0 denotes the vector of the overall treatment effects for the jth response. To ensure model identifiability, we assume
In equation (8), j00 and j11 capture the variability in jk0 and jk1 , and j01 captures the correlation between jk0 and jk1 among the trials in which patients were not on statin; and similarly, j22 and j33 capture the variability in jk2 and jk3 , and j23 captures the correlation between jk2 and jk3 among the trials in which patients were on statin. We emphasize here that X j captures only the response-specific correlations within each trial, but it does not capture the correlations across the different responses.
The multivariate meta-regression model defined in equations (1), (3), (4) , and (7) is general and flexible, including the multivariate normal meta-regression model, the multivariate t meta-regression model, and the multivariate skew t meta-regression model as special cases. Simultaneous estimation of ðb 1 , . . ., b J , AE, c 1 , . . . , c J , 1 , . . . , J , 1 , . . . , J , Þ is not easy and requires a sophisticated and computationally intensive MCMC sampling algorithm. 
Then the complete-data likelihood function is given by
where
Prior and posterior
We assume that b, c, R, X, d, and m are independent a priori. Thus, the joint prior for ðb, c, AE, , d, Þ takes the form (9) and (10), the joint posterior distribution of all the parameters is given by
The hyperparameters of the prior in equation (10) were specified as c 0 ¼ 3,
1, a 0 ¼ 1, and b 0 ¼ 0:1 in the analysis. We chose c 0 ¼ 3 to ensure the existence of Varð ik Þ in equation (6) . The other choices of hyperparameters lead to noninformative priors. The flow diagram of the proposed model with prior specifications is given in Figure 1 . Figure 1 shows the role of each set of variables, the relations between different variables within the proposed skew t meta-regression models, and the hyperparameters in the prior specifications. Under the proposed model, most of the parameters except for , which controls the dependence among the skewness variables z i1k , z i2k , . . . , z iJk , are identifiable under very mild conditions. For , we use the proposed multivariate L measure in Section 4.4 to select an ''optimal'' value. Due to the availability of the IPD with 26 trials, it is easy to see that the overall treatment effects c j and the regression coefficients b j are identifiable as long as the design matrix is of full rank. The identifiability of the skewness parameters d j is discussed in Chen et al. 8 and Kim et al. 14 Due to a large number of the trials and the availability of the 26 large datasets, the variability of random effects c jk , namely, X j , and the dependence among these response variables, that is, R can be estimated.
Computational development
We consider the following one-to-one transformations: c
We present a detailed development of the MCMC sampling algorithm. Although the analytic evaluation of the joint posterior distribution of ðh, AE, , d, , c ÃR , z, w, kÞ based on the observed data D obs given in equation (S.1) of the supplemental materials is not possible, the proposed model allows us to develop an efficient MCMC sampling algorithm to sample from equation (S.1). The MCMC sampling algorithm requires sampling from the following full conditional distributions in turn:
For (i), we apply the collapsed Gibbs technique in Liu 21 via the following identity
That is, we sample h and d after collapsing on c ÃR . For (iv), we apply the collapsed Gibbs technique of Liu 21 through the identity
That is, we sample m after collapsing out k. The details of the above full conditional distributions are given in Section S1 of the supplemental materials.
Bayesian model comparison via the L measure
Within the multivariate meta-regression framework, it is important to check whether a skew and/or heavy-tailed distribution is needed for modeling the y ik 's. Also, we may need to investigate whether the J responses, y i1k , . . ., y iJk , are indeed dependent. To help address these issues, we propose a useful multivariate criterion for model assessment called the multivariate L measure.
The multivariate L measure is motivated as follows. Consider an experiment that yields the data y ¼ ðy 11 , . . . , y n 1 1 , . . . , y 1K , . . . , y n K K Þ 0 , where each y ik is a J-dimensional vector of response variables, and thus y is an n Â J matrix, where
That is, w is a future response vector with the same sampling density as yjh, where h is defined in Section 3. The idea of using future responses in developing such a criterion for assessing a model or comparing several models has been well motivated in the statistical literature. 17, 18, 22, 23 For a given model, we first propose the statistic
where ! 0 and the expectation is taken with respect to the posterior predictive distribution of wjD obs . We note here that equation (14) is a J Â J matrix. The posterior predictive density of wjD obs is given by
where f ðwjhÞ is the sampling distribution of the future matrix w, and ðhjD obs Þ denotes the posterior distribution of h. The matrix in equation (14) takes the form of a weighted discrepancy measure. The matrix
is an arbitrary location matrix to be chosen, and j is a non-negative scalar that weights the discrepancy based on the future values relative to the observed response matrix y. The case j ¼ 0, for example, can be interpreted as a squared error loss discrepancy measure in the future response matrix.
Expression (14) can be alternatively written as
where l ik ¼ Eðw ik jD obs Þ and Varðw ik jD obs Þ are the mean and variance of w ik with respect to the posterior predictive distribution in equation (15) . Thus, we see that equation (16) has the appealing decomposition as a sum involving the predictive covariance matrices plus two ''bias'' terms,
, where j is a weight for the second bias component. The development of L 1 ðy, bÞ serves as a useful multivariate model assessment statistic.
Since L 1 ðy, bÞ is a J Â J matrix, we propose to take the determinant of L 1 ðy, bÞ as a model assessment statistic. That is, we take
The reason why we take a determinant of L 1 ðy, bÞ is that the determinant measures the size (volume) of a matrix and hence represents the best possible summary of a matrix in terms of its volume. For example, the volume of an ellipsoid is proportional to the determinant of the scale matrix defining the ellipsoid. Since the determinant is the product of the eigenvalues, it captures the largest eigenvalue as a result, and the determinant of a matrix also captures the sizes of the off-diagonal entries, which represent covariances if the matrix is a covariance matrix, which the L measure is. If we think about a matrix as representing a linear transformation, then the determinant (technically the absolute value of the determinant) represents the ''volume distortion'' experienced by a region after being transformed. So, for instance, the matrix 2I 2 stretches a square of area 1 into a square with area 4, since the determinant is 4. This idea works in all dimensions. This also translates well when we get in to more general mappings in n dimensions. If the function is nice enough, we can represent it ''locally'' by a linear transformation (matrix). The (absolute value of the) determinant of this linear transformation gives the ''local'' volume distortion of the function-that is, how much the function is stretching or compressing regions of space near a point. Thus, the determinant of a matrix is the best possible summary of its size in terms of volume distortion. Selecting b as the minimizer of equation (17) gives us, in some sense, an appropriate weight of the bias component of the L measure. We are now led to the following theorem. Theorem 1. The b ik 's which minimize equation (17) are given bŷ
where ' ¼ =ð þ 1Þ, for i ¼ 1, . . . , n k and k ¼ 1, . . . , K. Therefore the b which minimizes equation (17) is given bŷ
The proof of Theorem 1 is given in Appendix. We see that equation (18) has an appealing interpretation and consists of a weighted linear combination of the posterior predictive mean l ik and the observed data y ik . Substitution of equation (18) into equation (16) leads to
Clearly, 0 ' 5 1, where ' ¼ 0 if j ¼ 0, and ' ! 1 as ! 1, and therefore our multivariate L measure criterion is given byL
Allowing ' to vary between zero and one gives the user a great deal of flexibility in the tradeoff between bias and variance.
To compute the L measureL in equation (20), we need to derive a computationally attractive form of l ik and Varðw ik jD obs Þ. To this end, we state a useful theorem presented as follows.
Theorem 2. Under the general multivariate skew meta-regression model specified by equations (1), (3), and (7), we have
where I J is the J Â J identity matrix, denotes the Kronecker product, and the expectation is taken with respect to the posterior distribution of b and given the data D obs ; and
where Varð ik Þ is defined by equation (6).
Bayesian assessment of overall fit and outlying trials
To examine the goodness-of-fit of the proposed models, we first introduce ''residuals'' using equation (1) as
and then define the Bayesian standardized residuals as
where Eðe ijk jD obs Þ and Varðe ijk jD obs Þ are the posterior mean and the posterior variance of e ijk , respectively, for
We note that Eðe ijk jD obs Þ ¼ y ijk À ijk , where l ijk is the jth component of l ik given in equation (21) . We further note that the Bayesian standardized residuals in equation (23) are different than those in Kim et al., 1 in which the unstandardized Bayesian residuals were considered.
For the IPD, the sample sizes are typically different across trials. For the cholesterol data considered in this paper, the sample sizes range from 184 to 2829. Such drastic differences in sample sizes across trials pose a challenge for assessing outlying trials. To account for sample sizes, we develop the following new diagnostic procedure. From equation (4), a priori, the ik 's are independent and identically distributed (i.i.d.) from Gammað=2, =2Þ. Define
Then, a priori, we have k $ Gammaðn k =2, =2Þ. We then standardize k based on its prior mean and prior variance to adjust for the size of the IPD from the kth trial as 5 Simulation studies 5.1 An empirical study of the diagnostic procedure for detecting outlying trials
In order to better understand the proposed diagnostic procedure developed in Section 4.5, we simulate a meta-data set with 30 trials. Specifically, we independently generate x ik1 $ Nð0, 1Þ and x ik2 $ Bernoullið0:3Þ, then generate y ik based on the following meta-regression model
where are unknown. The priors are specified as b $ Nð0, 100I 3 Þ, $ IGð0:1, 0:1Þ, where IGða, bÞ denotes an inverse gamma distribution with density proportional to Àðaþ1Þ expðÀb=Þ, and 2 $ IGð0:1, 0:1Þ. Under this simulation setting, the error distributions have heavier tails in trial 28 and lighter tails in trial 29 compared to those in trials 1 to 27, while the scale parameter of the error distribution in trial 30 is much smaller. Thus, trials 28, 29, and 30 are clearly outlying ones.
We generated 20,000 MCMC samples, which were taken from every fifth iteration, after a burn-in of 20,000 iterations from the posterior distribution, and then calculated the standardized Figure 2 shows the boxplots of the Ã k 's from the posterior distribution for these 30 trials. From this figure, we see that for trials 1-27, the centers of the boxplots are close to zero and the shapes of the boxplots are quite similar. In addition, the 95% highest posterior density (HPD) intervals of the Ã k 's for trials 1-27 contained zero. Although the sample sizes range from 500 to 2000, the effect of different sample sizes was well adjusted in the posterior distributions of the Ã k 's. For the heavy-tailed distribution of " i,28 , the corresponding boxplot tends to be below zero, and the 95% HPD interval of 28 was ðÀ7:092, À 3:755Þ. On the other hand, when a light-tailed distribution or a smaller scale parameter are specified for " i,29 and " i,30 , respectively, the corresponding boxplots tend to be above zero and the 95% HPD intervals were (À0.182, 3.561) for Ã 29 and (7.671, 11.734) for Ã 30 . This empirical investigation helps us to understand and interpret potentially outlying trials.
A simulation study for examining the empirical performance of the proposed model
In this simulation study, we simulate meta-data sets with 15 and 30 trials on the first-line therapy. Specifically, we independently generate three covariates and a treatment variable: x ik1 $ Nð0, 1Þ, x ik2 $ Nð0, 1Þ, x ik3 $ Bernoulli(0.3), which is standardized by mean 0.3 and SD 0.458, and trt ik $ Bernoulli(0.5). We then generate y ijk from the skew t model with an unstructured R and ¼ 30, which corresponds to the model, which fits the cholesterol data best, as follows
Furthermore, we take n k ¼ 200 for k ¼ 1, . . . , 5 and k ¼ 16, . . . , 20, n k ¼ 350 for k ¼ 6, . . . , 10 and k ¼ 21, . . . , 25, and n k ¼ 500 for k ¼ 11, . . . , 15 and k ¼ 26, . . . , 30. Then 500 simulated datasets are generated. The prior distributions are those specified in Section 4.2. We use 20,000 Gibbs samples to compute all the posterior estimates, including the mean and 95% HPD intervals after a burn-in of 10,000 iterations. Furthermore, we also fit the Box-Cox model 1 to the simulated data sets, and evaluate its empirical performance. Tables 1 to 4 present the mean of the posterior means (mean), the standard deviation of the posterior means (SE), the mean of the posterior standard deviations (MSD), the 95% confidence interval (CI), the coverage probability (CP) of the 95% HPD intervals, and power for the simulation study. The estimates for all parameters in Tables 1 and 2 are close to the true values. From these two tables, we also see that the 95% CPs and the powers improve when K increases from 15 to 30. When fitting the data generated under the proposed model, the posterior estimates of the regression coefficients under the Box-Cox model 1 were not expected to be close to the true values, however, the signs (plus or minus) of these estimates were expected to be consistent with the true values except for those intercepts ( j,0 , j ¼ 1, 2, 3). We see from Tables 3 and 4 that (i) the posterior estimates of the regression coefficients, ð j,1 , j,2 , j,3 Þ and j,1 for j ¼ 1, 2, 3, the covariances of the random effects, j,0,1 for j ¼ 1, 2, 3, and the covariances of the responses, AE 12 , AE 13 , and AE 23 under the Box-Cox model have the exact same signs as the true values; (ii) the powers of these estimates under the Box-Cox model improve when K increases from 15 to 30; and (iii) for K ¼ 15 or K ¼ 30, the posterior estimates under the Box-Cox model always had lower powers than those corresponding estimates under the proposed model given in Tables 1 and 2 .
Analysis of the cholesterol data
We carry out a detailed analysis of the cholesterol data discussed in Section 2. In equation (1), x ijk consists of 14 covariates, including bl -ldlc, bl -hdlc, bl -tg, BMI, age, duration, female, DM, CHD, potency2, potency3, Black, hispanic, and other, as well as 14 interaction terms between the 14 covariates and onstatin. We note here that these interaction effects were not examined in Kim et al. 1 The outcome variables were LDL-C, HDL-C, and TG, which were defined as percent changes from baseline in LDL-C, HDL-C, and TG. We model these three outcome variables jointly via equations (1), (3), (4) , and (7) with J ¼ 3 and K ¼ 26. For numerical stability in the posterior computations, we standardized all of the 14 covariates, in which each covariate was subtracted from its sample mean and divided by its sample standard deviation (SD) computed from the pooled data. We fit the multivariate meta-regression models defined by equations (1), (3), (4), and (7) with different structures of the covariance matrix R, and different distributions of ik in equation (3), and different values of in equation (2) . The models considered here include the normal model, the t model, and the skew t models with various values of . For each of these models, we specify an unstructured R and a diagonal R, that is, AE ¼ diagðAE 11 , AE 22 , AE 33 Þ in equation (3) . For the normal and t models, we assume that j ¼ 0 with probability 1 in equation (1) 
For the normal models, we further assume that H is Á f1g in equation (4), that is, Pð ik ¼ 1Þ ¼ 1. For the skew t models, we take values of to be 15, 20, 25, 30, 35, 40, and 1, where ¼ 1 corresponds to the model in which the z ijk 's in equation (1) are independent. We then computed the L measures defined by equation (20) under these 18 models for the cholesterol data, and the results are reported in Table 5 for normal, t, and skew t with ¼ 20, 25, 30, 35, and 1 and online Supplemental Table S1 for skew t with ¼ 15 and 40. From Table 5 and online Supplemental Table S1 , we see that, for example, when ' ¼ 0: 5 achieved by the skew t model with ¼ 30 and an unstructured R. The results for the other values of ' shown in Table 5 and online Supplemental Table S1 were consistent with those for ' ¼ 0:5 under these 18 models. These L measures indicate that (i) the models with an unstructured R fit the cholesterol data much better than the respective models with a diagonal R; (ii) under an unstructured R, the t model fit the data better than the normal model; (iii) under both the diagonal R and unstructured R, the skew t models fit the data better than the symmetric normal and t models; (iv) under both the diagonal R and unstructured R, the skew t models with dependent z ijk 's ( 5 1) outperformed the corresponding models with independent z ijk 's ( ¼ 1); and (v) among the nine models with a diagonal R, the skew t model with ¼ 25 was the best while the skew t model with ¼ 30 was the best among the nine models with an unstructured R according to the L measure. These results are quite interesting and appealing since they showed that the three outcome variables were indeed dependent and the distributions of these variables were not symmetric for the cholesterol data as shown in Kim et al. 1 The boxplots of the Bayesian standardized residuals defined in equation (23) for each of the three outcome variables under the normal, t, and skew t models with an unstructured R are shown in Figure 3 . The first quartiles, medians, and third quartiles of these residuals were À10.887, À2.041, and 7.85 for the outcome variable LDL-C, À12.665, À0.992, and 11.177 the outcome variable HDL-C, and À12.841, À2.955, and 8.833 for the outcome variable TG under the normal model; À10.994, À0.547, 11.081 for the outcome variable LDL-C, À13.462, À0.692, and 12.574 for the outcome variable HDL-C, and À13.013, À0.761, and 14.123 for the outcome variable TG under the t model; and À0.833, 0.200, 0.688 for the outcome variable LDL-C, À1.540, 0.140, and 1.064 for the outcome variable HDL-C, and À0.755, 0.157, and 0.623 for the outcome variable TG under the skew t model with ¼ 30. From Figure 3 and the above summary of the Bayesian standardized residuals, we see that the Bayesian standardized residuals under the skew t model were much more symmetric and smaller than those under the normal and t models. Figure 3 also shows that the skew model had a great improvement in the residuals for the outcome variable TG over the normal or t models. These results were consistent with those based on the L measure, which further confirms the need of skew and heavy-tailed distributions for all three outcome variables for these data. Figure 4 shows the boxplots of the Ã k 's defined in equation (24) under the skew t model with ¼ 30 and an unstructured R for the cholesterol data. In Figure 4 , subjects in trials 1-13 were on the first-line therapy (i.e., onstatin ¼ 0) while the subjects in the rest of the 13 trials were on the second-line therapy (i.e., onstatin ¼ 1). The boxplots in Figure 4 were more heterogenous than those in Figure 2 . Most of these boxplots in Figure 4 had a median close to zero. The boxplot corresponding to trial 8 was clearly above all of the rest boxplots. Two boxplots that were below all other boxplots were from trials 14 and 25. The 95% HPD intervals of , and (À6.060, À2.603), respectively. These three trials were more likely to be outlying. After we re-examined these 26 trials, we found that the 8th trial was the only first-line study including ROSUVA statin, which has the highest potency, while trial 14 was an add-on second-line study, which includes different statins (Atorvastatin, Simvastatin, Pravastatin, and Other statins) and trial 25 was the only second-line study with all Type-2 diabetic patients.
The posterior estimates, including the posterior means, posterior SDs, and 95% HPD intervals of the parameters under the skew t models with an unstructured R are reported in Tables 6 to 10 while these posterior estimates under the normal and t models with an unstructured R are reported in online Supplemental Tables S2 to S6. We note here that we define a posterior estimate to be ''statistically significant at a significance level of 0.05'' if the corresponding 95% HPD interval does not contain 0. The results shown in Table 6 and online Supplemental Table S2 indicate that patients on ''statin þ EZE'' had significantly more percent changes from baseline in all three outcome variables (LDL-C, HDL-C, and TG) than those on statin alone for both the first-line and second-line therapies under all three models with an unstructured R. ) , respectively. Thus, TG has the largest skewness parameter while HDL-C has the smallest skewness parameter according to their posterior estimates. These results indicate that the distributions of all three outcome variables are skewed and also are consistent with the results based on the L measure since the skew t models yield much smaller L-measure values than the symmetric models. In addition, the 95% HPD interval of m under the t and skew t models were (4.248, 4.559) and (4.778, 5.497), which implies that a heavytailed joint distribution for the three outcome variables is required in order to adequately fit the cholesterol data. The posterior estimates for these parameters under the normal, t, and skew t models with a diagonal R were similar, and the results are given in online Supplemental Tables S7 to S11. We note that for the diagonal R, the skew t model with ¼ 25 was the best according to the multivariate L measure. Therefore, the posterior estimates under the skew t model with ¼ 25 were reported in online Supplemental Tables S7 to S11. In Table 6 and online Supplemental Table S2 , q 12 , q 13 , and q 23 denote the correlations between LDL-C and HDL-C, LDL-C and TG, and HDL-C and TG, respectively. From these two tables, we see that there were moderate correlations among these three outcome variables. In particular, the percent change from baseline in LDL-C was positively correlated with both the percent changes from baseline in HDL-C and TG, while the percent change from baseline in HDL-C was negatively correlated with the percent change from baseline in TG. The 95% HPD intervals of q 12 , q 13 Since these interaction effects between the 14 covariates and onstatin were not examined in Kim et al., 1 the results shown in Tables 6 to 9 are not directly comparable to those in Kim et al. 1 In order to make these two different methods more comparable, we modified and re-ran the code for the Box-Cox transformation model in Kim et al. 1 by including these 14 interaction terms. The posterior estimates under the Box-Cox transformation model are given in online Supplemental Tables S12 and S13. Although the magnitudes of the posterior estimates under these two models are quite different, the significance and the sign of the coefficient corresponding to each covariate should be comparable. From Table 6 and online Supplemental Table S12 , we see that the posterior estimates of the correlations q 12 , q 13 , and q 23 are similar under the skew t model with an unstructured R and ¼ 30 and the Box-Cox transformation model. The posterior estimates of the regression coefficients are similar in terms of significance, that is, whether the 95% HPD interval contains 0 or not, for most covariates. Specifically, from Tables 3 to 5 and online Supplemental Table S13 , we see that (i) for LDL-C, Hispanic was not significant with a 95% HPD interval of (À0.382, 1.670) and onstatin Â DM was significant with a 95% HPD interval of (À2.088, À0.225) under the skew t model while Hispanic was significant with a 95% HPD interval of (0.008, 0.0218) and onstatin Â DM was not significant with a 95% HPD interval of (À0.014, 0.0134) under the Box-Cox model; (ii) for HDL-C, the posterior estimates of the regression coefficients under skew t model were completely in agreement with those under the Box-Cox model in terms of significance; (iii) for TG, bl -hdlc, age, and Hispanic were not significant and onstatin Â bl -tg and onstatin Â duration were significant under the skew t model while bl -hdlc, age, and Hispanic were significant and onstatin Â bl -tg and onstatin Â duration were not significant under the Box-Cox model; and (iv) the signs of the posterior estimates of the treatment effects were consistent under these two models except for 1, 0 , which corresponds to an intercept. The computational time for the Box-Cox transformation model and the skewed t model with an unstructured R and ¼ 30 were 20 h and 19 min and 8 h and 20 min, respectively, for 10,000 iterations, by including the same covariates. Thus, the skew t model is more advantageous in terms of computational time.
In all the Bayesian computations, we used 20,000 MCMC samples, which were taken from every fifth iteration, after a burn-in of 4000 iterations for each model to compute all posterior estimates, including posterior means, posterior SDs, 95% HPD intervals, and the L measure. The convergence of the MCMC sampling algorithm was checked using several diagnostic procedures discussed in Chen et al. 24 The HPD intervals were computed via the Monte Carlo method developed by Chen and Shao. 25 Computer code was written for the FORTRAN 95 compiler, and we used IMSL subroutines with double precision accuracy. The FORTRAN code is available from the authors upon request.
Discussion
In this paper, we have proposed a new multivariate skew meta-regression model for modeling individual-level patient meta-data. One of the innovations is that our proposed model allows the correlations among the multivariate outcomes to depend on skewness parameters. We have also developed an efficient MCMC sampling algorithm using the collapsed Gibbs technique of Liu 21 to carry out challenging posterior computations due to the large size of the meta-data and the high-dimensions of the random effects. In addition, we have proposed the multivariate L measure for model comparison, the Bayesian residuals for model assessment, and the diagnostic procedure for detecting outlying trials. As was seen from the analysis of the (LDL-C, HDL-C, TG) data, the proposed model is quite useful and highly needed since the multivariate outcome measures have skewed distributions and are highly dependent. The proposed diagnostic procedure automatically adjusts for the size of the IPD and is quite effective in detecting outlying trials in both the simulated and real data. In addition, we have carried out a simulation study to compare the proposed model with the Box-Cox model. 1 The proposed multivariate skew meta-regression model can be extended by adding additional hierarchical structures of the skewness parameters as well as the degrees of freedom. Under the proposed model, the multivariate responses share the common degrees of freedom in the t-distribution. It may be more desirable to relax this assumption so that each response has its own degrees of freedom. These extensions are quite challenging and extensive and, therefore, they are deferred to future work.
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The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article. . Then, it is easy to show that A and B are symmetric and semi-positive definite, and L jL 1 ðy, bÞj ¼ jA þ Bj. Thus, Theorems 6.7 and 6.8 in Zhang 26 yield that L ! jAj with the minimum achieved at b ik ¼b ik for i ¼ 1, . . . , n k and k ¼ 1, . . . , K. In addition, if A is positive definite, then equality holds if and only if b ik ¼b ik for i ¼ 1, . . . , n k and k ¼ 1, . . . , K. This completes the proof.
