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 要	 	 旨 
	 ブロックチェーンとは 2009 年サトシ・ナカモトによって提案された改竄が困難な元帳を作
成する分散型元帳技術である。ブロックチェーンを活用した技術の代表例として仮想通貨
「bitcoin」が存在する。しかし、「bitcoin」は取引をブロックチェーンに記録する際に、一度記
録されてからチェーンが数ブロック伸びるまで待つ必要があり、単位時間当たりに処理できる
取引数に限界がある。これをスケーラビリティ問題と呼ぶ。ライトニングネットワークは、ス
ケーラビリティ問題を解決するための方法として 2016年に Josephらによって提案された。ラ
イトニングネットワークは、ユーザとユーザ間を繋ぐマイクロペイメントチャネルで構成され
ている。ライトニングネットワークにおいて、どのユーザ、あるいはどのチャネルを経由して
目的のユーザに送金を行うかを決定するのがライトニングネットワークのルーティング問題で
ある。本研究ではルーティングアルゴリズム[Flare]を実装して性能測定、およびライトニング
ネットワークのルーティング問題に対して、ユーザが自分の利益を最大化するために周囲のノ
ードと協力することを考え、ルーティングアルゴリズムの拡張を行った。 
	 [Flare]は、2016 年に Pavel らによって提案されたライトニングネットワークのルーティン
グアルゴリズムである。Flare では各ノードはネットワークにおける自身の近隣の情報しか所
有しておらず、周囲のノードに近隣情報を要求していくことで目的のノードへのパスを発見す
る。このとき、支払いの中継を行ったノードは送金者から手数料として利益を得ることができ
る。 
	 このアルゴリズムにおいて、一部のユーザが協力することで互いの利益を最大化しようとす
る場合を考える。ネットワーク上に存在するユーザの中で、中継ノードとして利用される確率
の高いユーザを選択し、そのユーザ同士で互いにチャネルを持ち合うグループを作成する。チ
ャネルを持ち合うことで、グループのメンバ 1人でも近隣情報を要求されれば、グループの全
ユーザが探索領域に入るようになり、中継ノードとして使用されやすくすることでお互いの利
益を最大化しようとする。このようなユーザのグループを作成することで、アルゴリズムの性
能、ユーザが得られる利益がどう変化するかを調査した。結果、グループを作成することで、
メンバが得る利益と他のノードがパスを発見できる確率を増加させることに成功した。 
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1 はじめに
近年、ブロックチェーン [1]と呼ばれる分散型元帳技術を活用したサービスやアプリケーショ
ンが世界中で注目を集めている。ブロックチェーンとは 2009年にサトシ・ナカモト [1]によっ
て発表された電子マネーシステムの根幹となる分散型元帳技術である。ハッシュ関数による暗
号化を使用することで、従来の金融システムにおける銀行や造幣局と言った管理者が存在しな
い非管理・非中央集権型のネットワークにおいて信頼できる取引を行うことができるシステム
である。2019年 6月時点でブロックチェーンの技術を使用した仮想通貨が 2200種類を超え、最
も有名なBitcoinでは時価総額が 17兆円を超えるほどの規模となっている [2]。
ブロックチェーンは元帳システムとしては有用な性質を持っているが支払いシステムとして
は重大な問題を抱えている。それは単位時間当たりに処理できる取引数が少ないことである。
金融決済システムVISAではピーク時に秒間 56000取引の処理を記録したが、ビットコインで
は 2017年時点で１秒間に 7取引しか処理することができなかった [3]。これは支払いシステムと
してだけではなく元帳システムとしても重大な問題である。2019年 6月現在ビットコインシス
テムでは作成されてからチェーンに追加されるのを待っている保留トランザクションが約 20000
個存在している。つまり、ブロックチェーンはスケーラビリティに問題があると言える。
このスケーラビリティ問題を解決する方法として 2016年に Josephら [3]によって提案された
ライトニングネットワーク (Lightning Network.以降「LN」)が注目されている。LNは取引を
ブロックチェーン外のマイクロペイメントチャネルで処理し、チャネルの開設と閉鎖のみをブ
ロックチェーンに記録することで取引の高速化、及びトランザクションの削減を目指す。さら
に LNでは直接チャネルを開設していないユーザ同士であってもチャネルを開設している別の
ユーザを経由することで送金を行うことを可能にした。他のユーザを経由して送金を行うため
にはどのユーザを経由して送金を行うかを決定するルーティングが必要となる。このとき、送
金を中継したユーザは送金者から手数料を受け取ることができる。LNに参加しているユーザ
は受け取る手数料を最大化するために他のノードと協力することが考えられる。
本稿はPavelら [13]によって提案された LNのルーティングアルゴリズム「Flare」を拡張する
ことで、LNのノードが得る利益を最大化する方法と戦略について調査することを目的とする。
2 ブロックチェーン
ブロックチェーンとは 2009年にサトシ・ナカモト [1]によって発表された改竄が困難な分散
型元帳を作成する技術である。改竄が困難 (付録.A)でありかつ特定の管理ノードが存在せず耐
故障性に優れているという性質から近年注目を集めている。代表的な使用例としてビットコイ
ンをはじめとする仮想通貨が存在する。
ブロックチェーンにはそれを使用するユーザと、ユーザ同士の繋がりによってできるネット
ワークが存在することが前提である。このネットワークをブロックチェーンネットワークと呼
ぶ。ブロックチェーンネットワークにおいてノードはネットワークに参加しているユーザを意
味し、エッジはユーザ同士の接続を表す。
ブロックチェーンネットワークはP2Pに分類されるネットワークであり、参加するユーザ同
士が相互に情報のやり取りを行なっている。また特定の管理ノードが存在せず、ネットワーク
の一部が故障しても全体のパフォーマンスに大きな影響を与えないことから耐故障性に優れて
いると言われている [1]。
ブロックチェーンネットワークに参加するユーザはフルノードとSimplified Payment Ver-
ification(SPV)ノードの 2種類に分類される。フルノードとはブロックチェーンに記録された
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データ全てを自身の端末上に保管しているノードである。全ての取引の記録を持っていること
から、過去の取引のデータを参照し新しい取引の検証を行ったり、ブロックチェーン全体の整
合性を確認することができる。
しかし、近年ブロックチェーンに参加するユーザ数が増加したことによりブロックチェーン自
体の容量が大幅に増加し、全ての記録を保持できないノードが現れ始めた。そこで導入された
のが SPVノードである。これはブロックチェーンに記録されたデータの一部しか保持しない代
わりに取引の検証やブロックチェーンの整合性の確認ができなくなったノードである。検証は
行えないがブロックチェーンの使用はできることから近年この SPVノードが増えている。
3 ビットコイン
ビットコインとはブロックチェーン技術を使用した仮想通貨の 1種類である。通貨単位は
BTC、あるいは satoshiであり、1satoshi = 0.00000001BTCである。2019年 9月時点において
1BTC=$10,415.36となっている。2019年時点において世界で最も普及している仮想通貨であ
り、利用しているユーザ数は 1000万人、時価総額は 22兆円と言われている。しかし、ビット
コインは幅広く普及している一方で多くの事件を起こし、様々な課題を抱えている。仮想通貨
に関わる代表的な事件として以下のようなものがある。
• 2019年 7月 BITpointがハッキングを受け 30億円相当の仮想通貨が流出 [4]
• 2018年 2月 BitGrailから仮想通貨「Nano」が流出。約 211億円の被害が生じた [5]
• 2018年 1月コインチェックが保有していた仮想通貨「NEM」がクラッキングにより流出。
約 580億円の被害が生じた [6]
• 2016年 6月 自律分散型投資ファンド「The DAO」がシステムの脆弱性をつかれ約 43億
円の Ethereumが流出 [7]
これらの事件はその金額の大きさから社会的にも非常に大きな影響を与えた。ビットコイン
をはじめとした仮想通貨ではこれらの問題の解決による安全性の向上、及び使用上の利便性を
向上させるための研究が活発に行われている。本章では仮想通貨「ビットコイン」について、
その仕様や現在問題視されている課題について解説する。
3.1 ブロック
ブロックチェーンにおいてユーザ間でやり取りされる取引のデータをトランザクション (付
録.B)、１度に記録されるデータのまとまりをブロックと呼び、このブロックを時系列順に並べ
たものがブロックチェーンとなる。ビットコインにおけるブロックの構造を図 1に示す。
ブロックは複数のトランザクションとヘッダからなり、またヘッダーは 1つ前のブロックの
ハッシュ値、そのブロックに含まれるトランザクションのまとめ、ナンスからなる。ナンスとは
ブロックのヘッダーからハッシュ値を求める際に与えるパラメータである。ビットコインにお
いてブロックのハッシュ値は、事前に条件として設定された値以下にすることができなければ
ブロックチェーンにブロックを記録できないようになっている。しかし、ヘッダの中で前のブ
ロックのハッシュとトランザクションのまとめはブロックが作られた時点で決まっており、この
2つのみから求められるハッシュ値が条件を満たしているとは限らない。そこでナンスという
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図 1: ビットコインにおけるブロックの構造
自由に選択できるパラメータを設定し、ハッシュ値が条件を満たすように調整している。ハッ
シュ値の条件のことをDifficulty Targetと言い、条件と満たすようなナンスを 1つ発見するま
でに約 10分の時間がかかるように調整されている。
ブロックチェーンでは、ブロックのハッシュ値を直後にブロックチェーンに記録されるブロッ
クのヘッダーに含めることで過去のトランザクションの改竄を困難にしている。悪意あるユー
ザが過去のトランザクションを改竄しようとすると、そのトランザクションが含まれるブロッ
クのヘッダとハッシュ値が変わってしまい、各ブロックが一つ前のブロックのハッシュ値をヘッ
ダーに所持していることとハッシュ関数の性質から、それ以降のブロックのヘッダーとハッシュ
値も変わってしまう。ブロックチェーンでは最も繋がっているブロックが多く長さの長いチェー
ンを正当なチェーンとみなし、全てのユーザはそのチェーンにブロックを追加していくため、
悪意あるユーザが改竄したデータを記録するためには、改竄したブロック以降の全てのブロッ
クにおいてハッシュ値を計算し直し、さらに他の全てのユーザが正当なチェーンを伸ばそうと
する速度に勝たなくていけない。他の全てのユーザの計算能力の合計に勝利することが極めて
難しいことから、ブロックチェーンの改竄は困難だと言われている。
ブロックチェーンのヘッダに含まれる取引データのまとめはマークルルートと呼ばれる。マー
クルルートはブロックに含まれる全ての取引データのハッシュ値から作られる。具体的には取
引データのハッシュ値を 2つずつハッシュ関数に入力していき、得られたハッシュ値をまた 2つ
ずつハッシュ関数に入力していく。これを最終的にハッシュ値が 1つになるまで繰り返し、最
後に得られたハッシュ値をマークルルートという。この時、ハッシュ値を 2つずつ足し合わせ、
そこから求めたハッシュ値をさらに別のハッシュ値と足し合わせていくと木構造ができ、この
木構造をマークル木と呼ぶ。
図 2: マークルルートとマークル木
このマークルルートを用いることでブロックに含まれるトランザクションが改竄されていな
いかの簡単な確認と SPVノードの実現が可能となる。マークルルートはブロックに含まれる
全てのトランザクションの取引のまとめなので、そのどれか 1つでもトランザクションが書き
換えられればマークルルートも変化し、改竄を容易に検出できる。またマークルルートの存在
により、ユーザはブロックに含まれる全てのトランザクションの情報を持たなくても、ブロッ
クのヘッダーさえ持っていれば取引の検索が可能になった。SPVノードがある取引がブロック
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チェーンに記録されているか確認を行いたいとき、ノードは付近のフルノードに確認したいト
ランザクション送信し問い合わせを行い、フルノードからトランザクションが含まれているブ
ロックにおけるマークルルートといくつかのハッシュ値を受けとる。このハッシュ値は、確認
したいトランザクションのハッシュ値と対となってマークルルートに至るために用いられる。
受け取ったハッシュ値と、自身が確認したいトランザクションのハッシュ値からマークルルー
トを復元できれば、トラザクションがブロックに含まれていることが確認できる。
例として、ある SPVノードがトランザクション Aを作成し、このトランザクションがブロッ
クチェーンに記録されているか確かめる場合を考える。この時ユーザがフルノードから受け取
るハッシュはハッシュB、ハッシュCD、マークルルートの 3つである。ユーザは自身が最初か
ら知っているハッシュAとハッシュBからハッシュABを計算でき、さらにハッシュABとハッ
シュCDからマークルルートを復元できる。この時ハッシュC、Dやブロックに含まれる他のト
ランザクションの情報は必要なく、たかだかマークル木の高さ分のハッシュ値だけでユーザは
トランザクションがブロックチェーンに記録されているかを確認できる。
図 3: トランザクションAがブロックに含まれているか確認するために必要なハッシュ(赤線：
ユーザが最初から持っている情報　青線：フルノードから受け取る情報)
3.2 マイニング
ナンスの値はユーザが自由に設定できるが、ハッシュ関数の性質としてハッシュ値から入力
を復号できない、つまりあるハッシュ値に対してどのような入力を与えればそのようなハッシュ
値が求められるかわからないため、条件を満たすようなナンスの設定は総当たりで計算を行う
のが一般的である。このナンスを求める作業をマイニングと呼ぶ。またマイニング作業を行う
ユーザのことをマイナーと呼ぶ。ビットコインにおけるマインングは Proof of Work法 (PoW
法)と呼ばれる莫大な計算を行うことでブロックをブロックチェーンに追加する権利を得る方
式である。
PoWではナンスの計算が一番早かったユーザがブロックチェーンにブロックを追加する権利
を得る。マイナーはいくつかのトランザクションを選択しブロックを作成する。そしてナンス
の計算を行いブロックのハッシュ値がDifficulty Targetを満たすようなナンスを一番早く見つ
けることができたユーザがブロックチェーンにブロックを追加する。この時ブロックを追加で
きたユーザがブロックに含まれるトランザクションの手数料とブロックを追加したことに対す
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図 4: ビットコインにおけるマイニングの流れ
る報酬としてコインベースと呼ばれる新しいビットコインを発行するトランザクションを得ら
れる。この手数料とコインベースがマイナーがマイニングを行うインセンティブになっている。
3.3 課題
ブロックチェーンはビットコインなどの仮想通貨を始め様々な場所で活用され始めているが、
まだいくつかの課題を残している。
• セキュリティ
ブロックチェーンに関する最近の研究においてビットコインに対する有効な攻撃方法が示
されている [8]-[10]。これらの攻撃はブロックチェーンそのものではなく、ユーザ同士で
構成されるネットワークやブロックチェーンのコンセンサスレイヤを利用することで敵対
者の利益を大幅に高めている。
• スケーラビリティ
ビットコインにおいて１秒間に処理できる取引数は 7取引が限界だと言われている。こ
れはマイニングの計算に 1回 10分程度の時間がかかるように難易度が決定されているこ
と、1ブロックの最大容量が 1MBとされているためである。そのためビットコインでは
2019年時点において常に 10,000件～20,000件程度のトランザクションが未処理のまま処
理されるのを待っている状態にある。さらにブロックチェーンを支払いのシステムとして
見た場合、金融システムVisaにおける 1秒間あたりの取引数約 56,000トランザクション
を処理する場合にも現在の秒間処理数では足りていない。このため現在のブロックチェー
ンの設計にはスケーラビリティに大きな問題があると言われている。
本研究ではこれらの課題の中でも特にスケーラビリティ問題に着目し、その解決策として提
案されているマイクロペイメントチャネルと LNの拡張を目指す。
4 スケーラビリティ問題の解決策
4.1 ライトニングネットワーク
スケーラビリティ問題の解決策として 2016年 Josephらによって提案されたものがライトニ
ングネットワークである [3]。LNは特定の 2者間で取引を行うとき、取引をブロックチェーン
の外で行い、互いの残高の最終状態のみをブロックチェーンに記録することで、取引の途中経
過を記録する手間を省き、ブロックチェーンに記録する取引数を削減することに成功した。特
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定の 2者間において、ブロックチェーンの外で取引を行う仕組みをマイクロペイメントチャネ
ルと呼ぶ (付録.C)。マイクロペイメントチャネルはチャネルで繋がっているユーザ間でしか送
金を行うことができないという課題があった。チャネルを開く際にはブロックチェーンにオー
プニングトランザクションをブロードキャストする必要があり、大量にチャネルを開設するこ
とはスケーラビリティ、および手数料の面から好ましくない。ライトニングネットワークとは
これをチャネルで直接繋がっていないユーザ同士であっても送金を行えるように拡張したもの
である。
LNとはユーザをノード、ユーザ間で開設されているチャネルをエッジとするネットワークで
ある。チャネルで繋がっていないユーザ間で送金を行う際には、送金者から受信者までのパス
をネットワーク上で探索し、パス上にいるユーザを中継して送金を行う。このため送金者と受
信者の間に直接チャネルが開いていなくても送金者、受信者がチャネルを開いている別のユー
ザを経由して送金を行うことができる (図 5)。
図 5: チャネルで繋がっていないユーザ同士でも、間に別のユーザを中継することで送金を行
える
間に取引と直接関係のない第 3者を挟んで送金を行うとき、中継する第 3者が資金を持ち逃
げしないかを考慮しなくてはいけない。例えば図 5ではユーザ Aからユーザ Bへの送金にお
いてユーザ Cが中継を行なっている。この時ユーザ Aはまずユーザ Cに資金を送金し、それ
を確認したユーザ Cが同額をユーザ Bへと送金する。しかし、もしユーザ Cが資金を持ち逃
げしようとした場合従来のマイクロペイメントチャネルの仕組みでは防ぐことができない。そ
こで LNは、間に第 3者を挟んでも安全に送金を行うための仕組みとして Hashed TimeLock
Contract(HTLC)を用いる (付録.D)。HTLCとはコミットメントトランザクションを作成する
際に最終的な受信者が作成したシークレットハッシュを用いてアウトプットにロックをかけ、
シークレットハッシュの元になったシークレットを提示するか一定時間経過しないと送金を受
け取れないようにしたものである。
5 LNのルーティング
LNは、単一の支払いにおいてお互いが直接には信頼していないユーザを経由して支払いを
行うことができる。つまり、支払いを完了するために送金者と受信者との間に新しいチャネル
を作成しなくても支払いを完了できる場合がある。そのために LNにとって特に重要な問題が
支払いルートのルーティングである。
本節では現在提案されているいくつかのルーティングを説明する。中でも Pavelらによって
提案されたハイブリッドルーティングアルゴリズム「Flare」[13]について説明する。
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5.1 ルーティングアルゴリズムの概要
5.1.1 事前のアイデア
LNのルーティングについて、ビットコインコミュニティはいくつかのアイデアを提案して
いる。
ハブアンドスポークネットワーク
ビットコインコミュニティが提案した初期のアイデア [17]の 1つはノードをウォレット
ノードとルーティングノードの 2つのクラスに分類する方法である。前者のノードは支払
いのみ、後者のノードは支払いのルーティング及び取引手数料の獲得のみが可能なノード
となる。この方法は全てのハブの情報によって任意のノードへのパスを発見できるため
効率的にパスを発見することができる。一方で、この方法は一部のハブに支払いのルー
ティングが集中する可能性がある。またウォレットノードは支払いを行う以外のことがで
きないのでオンライン状態を維持するインセンティブが存在しない。例えば支払いが受信
者に一番近いハブで止まってしまい、ハブは受信者がオンラインになるまでオンライン
状態を維持して待機しなくてはいけなくなる場合がある。この方法のもう 1つの欠点は、
フォールトトレランスである。ネットワーク状にハブが少数しかなく、そのうちの 1つが
停止した場合、ネットワーク全体が機能しなくなる可能性が存在する。
グローバルビーコン
もう 1つのアイデア [18]はいくつかのノードをグローバルビーコンとしてランダムに選
択し、特定の期間でビーコンセットを更新する方法である。全てのノードはビーコンへの
パスを発見し、ビーコンを経由することで支払いを行う。この方法はネットワークが一部
の少数グループによって制御されないという点でハブアンドスポークネットワーク方式
より優れている。ただし、この方法はビーコンに選択されたノードの収益が非常に高く
なるため自身がビーコンになるために偽のノードを作成される可能性がある。またビー
コンの情報は公開されるので、ビーコンに選択されたノードはDoS攻撃の標的にされる
リスクが存在する。加えて、グローバルビーコンにはネットワーク帯域幅、計算能力、及
びチャネルに格納されている支払い能力が必要とされ、それらの条件を満たすノードは
実際には非常に制限されるはずである。最後に、ビーコンに選択されたノードは選択さ
れている間非常に多くのチャネルを作成する必要があるが、その多くは他のビーコンが
選択された場合不要になる可能性がある。
ローカルビーコン
グローバルビーコンの発展として各ノードが個人ビーコンのリストをもつ方法が提案さ
れた [19]。各ノードが独自に発見したビーコンのことをローカルビーコンという。支払い
が送信されると送信者と受信者がビーコンリストを比較して支払いを行える交差点があ
るかを確認する。ローカルビーコンを用いるとネットワーク上のルーティングをグローバ
ルビーコンより分散することができる。さらにこの方法は全てのノードが他のノードの
ビーコンに選択される可能性があるため、グローバルビーコンより取引手数料を均等に
分配できる。これによりノードがオンライン状態を維持するインセンティブが生じ、ネッ
トワークのルーティング機能が全体として向上するとされている。
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5.1.2 ハイブリッドアルゴリズム
LNは現在も開発が行われており、今後開発されるであろう構造や動作を推定してアルゴリ
ズムを作成することは難しい。ただし、特定の側面では LNはモバイルアドホックネットワー
ク (MANET)に似ている可能性がある。LNとMANETには以下の類似点がある。
• ノード間のチャネルが頻繁に現れたり消えたりする。またチャネルの利用可能な容量が頻
繁に変化するため特定のチャネルを介して支払いを送信することができない。
• 新しいノードがネットワークに参加する、あるいは既存のノードがオフラインになるこ
とがある。
• ネットワークの情報を自分で構成する必要がある。
LNとMANETの類推は完全ではないが、LNのルーティングはMANETに使用されたルー
ティングアルゴリズムのアイデアをいくつか応用することができる。MANETのルーティング
アルゴリズムはプロアクティブ、リアクティブ、ハイブリッドの 3つに分類できる [20]。
プロアクティブ
ネットワーク内のすべてのノードに関する最新のルーティング情報をルーティングテーブ
ルの形式で保持する。この方法はノード数が増えると計算量が膨大になることから、大
規模ネットワークに対して事実上実装不可能である。
リアクティブ
パス検索プロセスを作成し、パスが必要になった場合のみルーティングの情報を交換する
方法。プロアクティブ型よりメモリ使用量に関して要求される量が少なくなる。
ハイブリッド
プロアクティブなルーティングとリアクティブなルーティングはトレードオフの関係にあ
る。前者はレイテンシと信頼性の面で優れているが大規模なネットワークに対してスケー
ラブルでない。後者はスケーラブルではあるが、信頼性を犠牲にしている。ハイブリッド
ルーティングプロトコルは信頼性とスケーラビリティのバランスをとろうとする新しい
方法である。各ノードはネットワークのローカル部分のルーティングテーブルとアドレス
距離の観点から送信者に近い遠隔ノードへのルートを保持する。ルーティング段階では
ノードは中間ノードからパスの欠落部分を要求し、受信者へのパスを発見する。
ハイブリッドルーティングアルゴリズム FlareはMANETのハイブリッドルーティングプロ
トコルと同様にブロアクティブ及びリアクティブステージで構成されるアルゴリズムである。
Flareにおけるプロアクティブ部分、リアクティブ部分 [13]は以下のような働きをする。
ルート発見 (プロアクティブ)
Flareのプロアクティブ部分はノードの近隣の情報に基づくルーティングテーブルの構築
とビーコンの選択になる。各ノードはルーティングテーブルの形でネットワークのローカ
ル部分の知識を保持する。ルーティングテーブルはネットワークに存在することがわかっ
ているチャネルの特定の部分集合である。ルーティングテーブルは受信者へのパスを発見
することを目的に構築される。ルーティングテーブルだけでパスを発見することが不可
能な場合には、パスを見つけるのに役立つビーコンノードを決定する。ビーコンは送信
者のローカル部分を超えてランダムにノードを組み込むことでネットワーク全体のノー
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ドの可視性を強化できる。その結果、ノードはネットワークの完全な情報を持たなくても
自身のルーティングテーブルとランダムに遠隔地に存在するビーコンの情報を合わせる
ことで他のすべてのノードへ高い確率でパスを発見できるようになる。
ルート選択 (リアクティブ)
Flareのリアクティブ部分はルーティングテーブルを利用したルート探索とそのランキン
グ付けになる。LNを介して支払いを送信することが決定されると、送信者は受信者への
支払い可能なパスを見つける。送信者、受信者の 2つのルーティングテーブルだけでパス
を見つけることができなければ、受信者のビーコン及び他のノードのルーティングテー
ブルも使用する。発見されたルートは事前に定義されたコスト関数によってランク付け
される。ランク付けははネットワークの静的情報と動的情報に分かれて行われる。静的情
報とは短時間の間に急速に変化することのないノード間の支払いチャネルの有無を指す。
動的情報は急速に変化することのあるノードのステータスや支払いチャネル内の資金分
配、チャネルの使用料を指す。
プロアクティブ、リアクティブという 2つのプロトコルを経てチャネルがランク付けされる
と、送信者は支払いに使用する最適なルートを選択する。実際にはルートのランク付けの段階
で十分に評価値の高いルートが見つかれば、その時点でランキングを停止し、すぐに支払いを
送信することもある。
また、フォールトトレランスの問題を回避するためリアクティブ部分では複数のパスが選択さ
れる必要がある。パス内の単一のノードが反応しなくなった場合には発見された別のパスを使
用することで支払いを行うことができる。
5.2 LNのモデル
LNは無向グラフG = (V,E)として表される (図 6)。
図 6: ライトニングネットワーク
V はネットワークに参加しているノードの集合で、E ⊆ V 2はノード間で開かれているチャ
ネルの集合である。関数 Cap : V 2 → [0,+∞)は、チャネル e ∈ Eについて、チャネルの容量
Cap(e)を与える。チャネルの容量とは、オープニングトランザクションを作成するのに用いら
れたUTXOの金額の合計であり、チャネル内で一度に取引できる金額の上限となる。存在しな
いチャネルでは容量は 0となる：
∀v1, v2 ∈ V (v1, v2) /∈ E ⇔ Cap(v1, v2) = 0.
さらに、LNに関して、以下の 5つを定義する。
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• 任意の 2ノード x, y間のホップ距離 dnode(x, y)は、ノードを接続する LNのチャネルの最
少数である：
dnode(x, y) := min{n ∈ N : ∃v1, · · · , vn+1 ∈ V x = v1, y = vn+1;∀i ∈ 1, · · · , n (vi, vi+1) ∈ E}.
(1)
• ノード x ∈ V とチャネル e = (y, z) ∈ Eの距離はノード xとチャネルの両端間の距離の最
小値である：
dchan(x, (y, z)) := dchan(x, e) := min{dnode(x, y), dnode(x, z)}. (2)
• ノード vと隣接しているノードの集合をAdj(v)として定義する：
Adj(v) := {z ∈ V |dnode(v, z) = 1}. (3)
• チャネルの集合 T ⊆ Eに対し、Nodes(T )は T に含まれるチャネルによって接続された
ノードの集合である：
Nodes(T ) := {a ∈ V |(a, ·) ∈ T ∨ (·, a) ∈ T}. (4)
• 各ノードは固有の IDキーを所持しており、IDキーの SHA-256[14]として計算された 256
ビット整数をノードのアドレスとして定義する。またノード x, y ∈ V 間のアドレス距離を
ρ(x, y)を、ノードアドレスのビットのXOR演算の結果とする。ノードアドレスはビーコ
ンの選択に使用され、送信者とアドレス距離が近い点を選択することで、ネットワーク内
のノードをランダムビーコンとして選択し、受信者へのパスを発見できる確率を高める
ことができる。
5.3 ルーティングテーブル
ルート検出のために各ノードはルーティングテーブルを構築する。ノード v ∈ V のルーティ
ングテーブル v.RT は vとの距離が近隣半径 rnb ∈ N以下の場所に存在するすべてのチャネル
の部分集合となる
v.RT := {(u,w)|dchan(v, (u,w)) ≤ rnb}.
またルーティングテーブルを構築するためにチャネルに関する情報を収集する過程でチャネ
ルの総容量の情報も取得する。図 6におけるノード vのルーティングテーブルに格納される情
報は表 1のようになる
ルーティングテーブルを用いたルート検出の例を図 7に示す。rnbは 2とする、
送信者 xは自身のRT,x.RT の中から受信者へのパスを探索し、見つからなければ受信者 yへ
y.RT を要求する。受け取った y.RT を自身を x.RT とマージし、その中で再び受信者へのパス
を探索する。
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表 1: ノード vのルーティングテーブルに含まれる情報
ノード 1 ノード 2 容量
u v 0.5BTC
v y 0.3BTC
v w 0.1BTC
u y 0.001BTC
y z 4BTC
w z 1BTC
図 7: RTによるルート検出
5.4 近隣の探索
Flaraにおいて各ノードは自身の近隣の情報をRTとして保持している。しかし、LNは動的
に変化するネットワークであり現在のRTが今後も使用できるとは限らない。そのため各ノー
ドは自身の近隣を探索しRTを更新していかなくてはいけない。
近隣を探索するメカニズムはメッセージNEIGHBOR HELLO,NEIGHBOR UPD,NEIGHBOR RST,
REIGHBOR ACKに基づいて行われる。
• NEIGHBOR HELLO:メッセージの受信者の完全なRTを送信者に送信する。
• NEIGHBOR UPD:最後に送信された更新メッセージ以降に変更された LNの変更をノー
ドのRTに反映させる。
• NEIGHBOR RST:更新情報が失われたと思われる際に送信され、受信者の完全なRTを
送信者に送信する。
• NEIGHBOR ACK:NEIGHBOR HELLO,NEIGHBOR UPDへの応答として扱われ、ノー
ドがメッセージを適切に処理したことを表す。
ノードは隣接ノードからのNEIGHBOR メッセージのみを受理する。新しくチャネルが追加
されRTが更新される時のメッセージ送信のフローを図 8に示す。
図 8において、ノード x, u間に新しいチャネルが開設された場合を考える。近隣半径 rnbは
2とする。ノード x, uは自身の RTに開設したチャネルを追加し、隣接しているノード y, vに
NEIGHBOR UPDメッセージを送信する。NEIGHBOR UPDメッセージを受信したノード y, v
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図 8: RT更新時のメッセージフロー
は新しく開設されたチャネルと自身との距離 dchanを計算し、それが rnb以下なら自身のRTに追
加する (RT.add)。そして、送信者にNEIGHBOR UPDメッセージを処理したことを伝えるため
にNEIGHBOR ACKメッセージを送信する。RTにチャネルを追加したノード y, vはさらに自身
の隣接ノード zにNEIGHBOR UPDメッセージを送信する。zは新しく開設されたチャネルと自
身との距離dchanを計算し、それが rnb以下なら自身のRTに追加し、NEIGHBOR ACKメッセー
ジを yに送信する。そして、さらに自身の隣接ノードwにNEIGHBOR UPDメッセージを送信
する。NEIGHBOR UPDメッセージを受信したwは dchanを計算し、それが rnbより大きいので
チャネルをRTに追加しない。wはNEIGHBOR UPDメッセージを処理したことを伝えるため
にNEIGHBOR ACKメッセージは送信する (RTを更新していないのでwはNEIGHBOR UPD
メッセージを送信しない)。またノード uは隣接ノード yにもNEIGHBOR UPDメッセージを
送信するが、この時 yは既にチャネルをRTに追加しているのでRTを更新しない。
これらのメッセージを利用したノードのRT更新のアルゴリズムを以下に示す。
5.5 ビーコンの探索
Flareにおいてビーコンはネットワーク上のランダムな遠方に存在するノードとして定義さ
れる。各ノードがビーコンを検出すると、ビーコンの近隣を認識することで探索できるネット
ワークの範囲を拡大することができる。ノード u ∈ V のビーコンは u.bcと表され、アドレス空
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Algorithm 1 近隣情報に基づくRTの更新
Input: 受信者 u
送信者 v
メッセージ内の新しく開かれたチャネルのセットM ⊂ E
メッセージ内の閉じたチャネルのセットMr ⊂ E(NEIGHBOR HELLOの場合Mr = ∅)
近隣半径 rnb ≥ 1
Output: 更新された u.RT
Initialization :
1: u.RT と新しく開かれたチャネルのセットM をマージ:RTpre = u.RT ∪M
2: RTpreに基づくネットワークG = (Nodes(RTpre), RTpre)を作成
LOOP Process
3: for e ∈ M\u.RT do
4: Gpreにおけるノード uとチャネル eの最小距離を計算:d = dchan(u, e).Gpreが連結でなく
距離を計算できなければ d = +∞とする
5: if (d ≤ rnb) then
6: eの容量Cap(e)を取得
7: u.RT = u.RT ∪ {e}.Cap(e)を保存
8: end if
9: end for
10: for e ∈ Mr ∩ u.RT do
11: ブロックチェーン上でチャネル eが閉じられているか確認
12: if チャネル eが閉じられていることが確認できた then
13: u.RT = u.RT\e
14: end if
15: end for
14
間でノード uに最も近いノードを選択する。
∀v ∈ u.bc,∀z ∈ V \({u} ∪ u.bc) ρ(v, u) < ρ(z, u).
実際にはビーコンの検出も各ノードのRTと、近隣のノードのRT内で行われるため、すべ
てのノードの中からアドレス空間においてノード uに最も近いノードが選択されるとは限らな
いが、これはビーコンの役割には影響しない。
ビーコンの検出はBEACON REQ,BEACON ACK,BEACON SETメッセージに基づいて行わ
れる。
• BEACON REQ:受信者が送信者のビーコン候補となることをノードに通知するために送
信される。
• BEACON ACK:BEACON REQへの応答として BEACON REQの受信者から送信者へ
送信され、ノードがビーコン候補になることに同意する。また、自身の近隣により良いビー
コン候補があるかどうかを確認する。もしより良いビーコン候補があるなら、そのノード
とノードへのパスを一緒に送信する。例えば、ノード uからノード vへ BEACON REQ
メッセージが送信される場合、BEACON ACKメッセージとして vよりアドレス空間で
uに近いノードの集合Cv = {z ∈ Node)(v.RT )|ρ(z, u) < ρ(v, u)}と vから z ∈ Cvへのパ
スMvを送信する。もし自身より良いビーコン候補がなければCv,Mvは空になる。
• BEACON SET:ノードがビーコンとして選択されたことを通知するために送信される。
ビーコンを見つけるために、ノードは自身のRTからアドレス空間で自身に一番近いノード
にBEACON REQメッセージを送信する。メッセージを受け取ったノードは自身のRT内でよ
り良いビーコン候補があるかを探索し、その結果をBEACON ACKメッセージとして送信者に
通知する。送信者はBEACON ACKで新しく見つかったノードをビーコン候補に追加し、同様
のビーコン探索プロセスを繰り返す (図 9)。最後にノードはビーコン候補の中から自身のビー
コンをNbc個選択する (Algorithm2)。
図 9: ビーコン検出
5.6 ルート選択
Flareではルーティングアルゴリズムにおけるルート選択を大きく 2つの部分に分類している。
15
Algorithm 2 ビーコンの探索
Input: 受信者 u
ビーコンの数Nbc > 0
Output: 更新された u.bc
Initialization :
1: ビーコン候補ノードの集合の初期化:B = Nodes(u.RT )
2: 探索済みノード集合の初期化:U = ∅
3: メッセージ受理済みノード集合の初期化:R = ∅
LOOP Process
4: while |B| > 0 do
5: 未処理のビーコン候補 vを一つ選択する:v := arg min
z∈B
ρ(z, u)
6: vを処理済みとして記録:U = U ∪ v; B = B\v
7: vにBEACON REQメッセージを送信。BEACON ACKメッセージが返ってくるのを待つ
8: if BEACON ACKがタイムアウト then
9: 次のノードで探索を続ける
10: end if
11: BEACON ACKがCv,Mvを返してきたと仮定する。
12: vを受理済みとして記録:R = R ∪ v
13: for z ∈ Cv\(B ∪ U) do
14: ρ(z, u) < ρ(v, u)を確認
15: Mv(z)が vから zへのパスになっているかを確認
16: Mv(z)に含まれているチャネルがブロックチェーン上で閉じていないか確認
17: zをビーコン候補に追加:B = B ∪ z
18: end for
19: while |B| > Nbc do
20: ビーコン候補から、ホップ距離が uに近いノードを削除する
21: z∗ = arg min
z∈B
dnode(u, z); B = B\z∗
22: end while
23: end while
24: for v ∈ R,Rはアドレス距離順にソートしておく do
25: vからBEACON SETメッセージを送信し uのビーコンとする:u.RT = u.RT ∪ v
26: vへのパスを u.RT に追加
27: if |u.bc| = Nbc then
28: exit
29: end if
30: end for
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静的ランキング 送信者はRTの情報を利用して送金ルートの候補を選択する。これを実行する
ために送信者は受信者とアドレス空間で受信者に近いノードにRTを要求する。受信した
RTには受信者へのパスが含まれている可能性がある。送信者はRTの情報に基づいて受
信者への最短経路のランキングを作成し、次の動的ランキングを行う。
動的ランキング 送信者から受信者への有効なパスが発見出来たら、そのパスに対してネット
ワークの動的な情報 (急速に変化することのあるノードのステータスや支払いチャネル内
の資金分配、チャネルの使用料)を用いてランキング付けを行う。このランキング付けは
事前に何らかのコスト関数を定義して行う。
ルート選択では 2種類のメッセージを使用する。
• TABEL REQ:受信者にRTの完全な情報を要求する。
• TABLE RESP:TABEL REQの応答として送信され、送信者の完全なRTを送信する。
上記の静的ランキングに対するアルゴリズムをアルゴリズム 3に示す。まず初めに送信者の
RTから受信者へのパスを探索する。次に受信者のRTを要求し、送信者のRTとマージして統
合されたRTでルートを探索する。それ以降は送信者が既知のパスを持ち、アドレス距離が受
信者に近いノードにRTを要求し、ルートを探索する。ルートの探索のために paths(s, r, RT, k)
を定義する。paths(s, r, RT, k)はダイクストラ法とYenのアルゴリズム [15]を用いて送信者か
ら受信者へのルートを k本発見する。
この時チャネルの総容量でRTcoをフィルター処理できる。チャネル eの総容量Cap(e)が送
信者が送金しようとしている金額 f よりも低い場合RTcoでルートを探索するときそのチャネ
ルを無視することができる。ただし、支払いが複数のチャネルに分かれて行われる場合この処
理は逆効果になる。
5.7 候補ルートのランキング
アルゴリズム 3で候補ルートの集合 P を作成した後、ネットワークの動的情報に基づいて発
見したルートをランキング付けする。この処理はアルゴリズム 3で新しいルート p ∈ P が発見
されるたびに行われ、候補ルートの評価値 rr(p) ∈ [−∞,+∞)を返す。またアルゴリズムの処
理時間を短縮するために何らかの閾値 rgoodを定義しておき、評価値 rr(p)が rgoodを超えれば発
見したルートの数が k本未満であっても、そのルート pを送金ルートとして決定しルーティン
グアルゴリズムを即座に終了することができる。
評価値 rr(p)は何らかの評価関数によって計算される。本稿ではこれを支払いに使用するすべ
てのチャネルの使用料の合計Cを用いて
rr(p) =
1
C
(5)
とした。
6 集中ノードを考慮したルーティング
LNでは送金の中継を行ったノードは送金者より事前に定めた額の手数料の形で利益を得る
ことができる。中継ノードとして使用され手数料を受け取るためには、LN上にオンライン状
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Algorithm 3 静的ランキング (候補ルートの探索)
Input: 送信者 u
受信者 r
発見するパスの最大数 k ≥ 1
メッセージを送信するノードの最大数Ntab ≥ 1
Output: 発見された sから rへと至るルートの集合 P (P = ∅はルーティングが失敗したこと
を表す)
Initialization :
1: 送信者のRTで探索に使うRTを初期化:RTco = s.RT
2: ルートの集合を初期化:P = ∅
3: 送信者からTABLE REQメッセージを受け取ってRTを送信したノードの集合を初期化:U =
∅
LOOP Process
4: while |P | > k ∧ |U | < Ntab do
5: RTcoで送信者 sから受信者 rへのルートを k本まで探索する。
P = P ∪ Paths(s, r, RTco, k)
6: if |P | < k then
7: RTcoに含まれているノードの中で受信者 rにアドレス距離が最も近いノードを一つ選
択する。
c = arg min
z∈Nodes(RTco\U)
ρ(z, r)
8: TABLE REQメッセージを送信してノード cにRTを要求する。
RTco = RTco ∪ c.RT
9: U = U ∪ c
10: end if
11: end while
12: return P
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態でノードが存在している必要がある。これが各ノードが LNでオンライン状態を維持するイ
ンセンティブになっている。
LN上のノードは、より多くの手数料を得るために周囲のノードと協力することが考えられる。
本研究では、ノードが自身が中継ノードとなる確率を上げるためのグループを作成する場合を
考える。グループは LN上のノードの一部からなり、グループのメンバー間で互いにチャネル
を持ち合う。これによりメンバーをビーコンとしてRTを要求することで任意の地点へのパス
を発見しやすくなることが期待できる。
グループのメンバーがネットワーク上にバラバラに存在している状態では、周囲のノードは
グループの情報を有効に活用できない恐れがある。これは一度の探索でRTを要求できるノード
の数に制限が設けられているからである。そこで、グループのメンバーは互いにチャネルを持
ち合う。これにより、メンバーの一人でもビーコンとして発見できればグループの全メンバー
のRTを活用しやすくなり、パスを探索する際に、ネットワークにおいて重要度の高い情報を
入手しやすくなることが期待される。
6.1 グループの作成
LN上で互いにチャネルを持ち合うノードの集合Mを作成する。グループの作成はハイブリッ
ドルーティングアルゴリズム「flare」におけるある時刻 tまでのルーティングの情報を用いて
行う。グループのメンバーm ∈ M は、flareにおけるルーティングにおいて頻繁に中継ノード
として使用されたノードを選択する。頻繁に中継ノードとして使用されたノードは他のノード
より多くのノードに隣接している、あるいはネットワークの構造上必ず中継しなくてはいけな
いようなチャネルを保持している可能性がある。そのようなノードをメンバーとして選択する
ことで、RTを要求しやすくなりLNのルーティングにおいて重要度の高い情報を取得しやすく
なる (図 10)。
図 10: グループを作成したライトニングネットワーク
例として、図 10においてノード uをビーコンとしているノード xからノード vをビーコンと
しているノード yへ送金を行う場合、グループを作成しなかった場合 (図 10黒線部分のみ)ノー
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ド xはノード uにRTを要求し、さらに別のビーコンを探索しRTを要求していく必要がある。
しかしグループを作成した場合 (図 10赤戦部分含む)uの RTから vを発見することができ、v
のRTから yへのパスを発見することができる。
グループの作成では、それまでのルート探索の情報から使用率の高いノードを候補ノードとし
て選出し、さらにその中でビーコンに選択されやすいノードとして |v.rb|が多いノードを選択
する (Algorithm4)
Algorithm 4 グループの作成
Input: ノード集合 V
グループの人数 NUM member
時刻 tまでの探索における各チャネルの使用回数 num chanel used
Output: ユーザーグループM
Initialization :
1: グループのメンバーm,n ∈ M 間で持ち合うチャネルの集合を初期化:Egroup = ∅
2: 使用頻度の高いチャネルの集合を初期化:frequent chanel = ∅
LOOP Process
3: num chanel usedを使用回数順にソート
4: 使用頻度の高いチャネルを frequent chanelに追加
frequent chanel = num chanel used[0 : 50]
5: 使用頻度の高いノードの集合 frequent nodeを作成
frequent node = Nodes(frequent chanel)
6: frequent nodeを rbでソートする
7: for v ∈ frequent node do
8: for u ∈ M do
9: Egroup = Egroup ∩ {(v, u)}
10: end for
11: M = M ∩ {v}
12: if |M | == NUM member then
13: break
14: end if
15: end for
16: return M
6.2 グループを用いたルーティング
作成したグループはLNで送金を行う際に、必ず経由しなければいけないようなチャネル、あ
るいは多くのノードと隣接しているノードを含んでいる可能性が高い。そのため早期にグルー
プのメンバーにRTを要求することができればパスの発見をより高速に行うことができるので
はないかと思われる。
グループのメンバーにRTを要求しやすくするためにAlgorithm3のRTを要求するノードの決
定を以下のように拡張する。
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Algorithm 5 RTを要求するノードの決定
Input: 受信者 r
ユーザーグループM 探索済みノードの集合 U
Output: RTを要求するノード c
1: if Nodes(RTco) ∩Member\U ̸= ∅ ∧ |U | ≥ 4 then
2: RTcoに含まれるグループメンバーM の要素の中でアドレスが一番送信者に近いノード
を一つ選択する。
c = arg min
z∈Nodes(RTco∩M\U)
ρ(z, r)
3: else
4: RTcoに含まれているノードの中で受信者 rにアドレス距離が最も近いノードを一つ選択
する。
c = arg min
z∈Nodes(RTco\U)
ρ(z, r)
5: end if
6: TABLE REQメッセージを送信してノード cにRTを要求する。
RTco = RTco ∪ c.RT
7: U = U ∪ c
RTを要求するノードを決定する際に、Nodes(RTco ∩Memberが空かどうかを確認し、空で
なければそこから優先してRTを要求するノードを選択する。また、グループのどのメンバー
のRTにも含まれないようなノードが送信先になっていた場合のことを考慮し、グループのメ
ンバーから優先してRTを要求するのは最初の探索済ノードの集合U の要素数が 4以下の時の
みとした。これによりどのメンバーのRTにも含まれないようなノードが送信先になっていて
もメンバーいがにRTを要求することで発見できるようにした。
7 数値実験
7.1 実験環境
実験に用いた環境は以下の通り。
表 2: 実験環境
OS CPU 言語 メモリ
Mac OS Sierra
version.10.12.6
3.2GHz
intel core i5 Python3.7.0
8GB
RAM
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7.2 実験1
7.2.1 実験内容
ハイブリッドルーティングアルゴリズム「Flare」を用いてLNにおけるルート探索を行った。
LNはノード数 |V | = 2000のスモールワールドネットワーク [16]として作成した。このとき、
パラメータとして
• スモールワールドネットワークの近隣の数:4
• 再配線の確率:0.3
• rnb = 2
を与えた。
実験では V から送信者としてノード nsampをランダムに 10個選択し、nsampから他の全ての
ノードへのパスを探索した。発見する候補ルートの数は 10本とした。この時、ビーコンの数
NbcとRTを要求するノードの数Qを変化させることでパスを見つけることができた割合がど
う変化するのかを確認した。Nbc = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}、Q = {0, 1, 10}として実験
を行なった。
7.2.2 実験結果
実験結果を表 3と図 11に示す。
表 3: |V | = 2000でパスを見つけることのできた割合
Nbc \Q 0 1 10
0 0.019 0.230 0.813
1 0.023 0.284 0.852
2 0.027 0.328 0.865
3 0.034 0.389 0.876
4 0.038 0.427 0.885
5 0.040 0.441 0.887
6 0.043 0.470 0.891
7 0.048 0.504 0.895
8 0.050 0.524 0.896
9 0.052 0.541 0.898
0 0.055 0.559 0.901
11 0.059 0.581 0.904
また、この実験において送受信 1組辺りの送金パスを発見するのにかかった平均時間を図 12
に示す。
図 11よりクエリを送信する回数を増やすほどパスが見つかりやすくなっているが、 Q = 10
まで増やすとNbcが 6程度でパスの発見確率がほぼ変化しなくなっていることがわかる。
パスを見つけるのに要する時間については、現時点で最も時間がかかっている |V | 2000, Q = 10
での探索でも 1回あたり平均 0.12秒ほどでパスが見つかっていた。
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図 11: パスを見つけることのできた割合
図 12: 計算にかかった時間
7.2.3 考察
ビーコンの数Nbcを増やすことでパスを発見できる確率が高くなっていることが確認できた。
これはビーコンの数を増やすことでより送信者から遠方に存在するノードへRTを要求できる
確率が高くなり、遠方に存在しているかもしれない受信者の近隣を認識しやすくなるからだと
思われる。またRTを要求できるノードの数Qについては、これも多くすればするほどパスが
見つかりやすくなっている。これはより多くのノードにRTを要求できた方が送信者が認識で
きる範囲が広がり受信者を見つけやすくなるためだと考えられる。
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7.3 実験2
7.3.1 実験内容
LNにおいてグラフの構造がパスの発見確率、パスが見つからなくなる確率にどう影響する
かを確認する。
作成する LNはノード数 |V | = 2000とし、グラフの構造としてスモールワールドネットワーク
とハブアンドスポーク型の２パターンを比較する。
ハブアンドスポーク型のネットワークはノード数 |V | = 1000のスモールワールドネットワーク
を 2つ作成し、2つのネットワークからそれぞれ 3つずつ頂点を選択し、その間に辺を貼った。
スモールワールドネットワークとハブアンドスポーク型で、ネットワークの更新を行った際に
それまで見つかっていたパスが見つからなくなる確率、逆にそれまでパスが見つかっていなかっ
たのに見つかるようになる確率がどう変化するかを確認する。
7.3.2 実験結果
ランダムに作成したスモールワールドネットワークとハブアンドスポーク型のネットワーク
とで、ネットワークの更新によってそれまでパスが見つかっていた送受信のペアでパスが見つ
からなくなる確率、逆にそれまでパスが見つかっていなかったペアでパスが見つかるようにな
る確率を確認したところ図 13のようになった.
図 13: ネットワークの更新によって新しくパスが見つかる確率 (find)、見つからなくなる確率
(disfind)
図 13より、スモールワールドネットワークよりハブアンドスポークネットワークの方が新し
くパスが見つかる確率が高く、それまで見つかっていたパスが見つからなくなる確率が低いこ
とがわかる。
7.3.3 考察
図 13より、スモールワールドネットワークよりハブアンドスポーク型のネットワークの方が
パスを発見できるようになる確率が高く、パスが見つからなくなる確率が低いことがわかった。
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このことからスモールワールドネットワークよりハブアンドスポーク型の方がネットワークと
して良い性質を有していると言える。当初の予想では集中ノードが生まれやすいハブアンドス
ポーク型の方がパスが見つからなくなる確率が高くなるのではと予想していたが、結果は逆で
あった。この原因として、ハブアンドスポーク型において、集中ノードになるパスが極少数で
あり、ランダムに辺を消す場合集中ノードが消えにくいことが考えられる。ハブアンドスポー
ク型において集中ノードが消えた場合にネットワーク全体に与える影響について確認しなけれ
ばいけないと考える。
7.4 実験3
7.4.1 実験内容
LNにおいて、ユーザは自身が所有するチャネルが支払いに使用されるたびに手数料を受け
取ることができる。このことから、ユーザは自分が保有しているチャネルが使用されやすくな
るように周囲のユーザと協力して他のノードにパスをつなげやすくなるように互いにチャネル
を持ち合うことが考えられる。
本実験ではルーティングアルゴリズム flareにおいて、チャネルを持ち合うユーザのグループを
作成することでルーティングアルゴリズム全体の効率がどう変化するかを確認することを目的
とする。
ユーザグループはあまり大人数で作成すると 5.1.1節で述べたグローバルビーコンのように
なってしまう。よってユーザグループはなるべく少人数で作成するものとする。グループの作
成のため、時間 T について前半の [0, 30]についてはグループを使用しない従来の方法でパスを
探索し、それまでの探索結果からグループを作成して、残りの [30, T ]の探索を行なった。この
とき、グループを作成した場合としなかった場合でパスを発見できた確率、クエリを送信する
回数、グループメンバーが周囲のノードからRTを要求された回数、発見されたパスにおいて
メンバーが中継ノードとして使用された回数がどう変化するかを確認した。またグループ人数
を増やすことでこれらの数値がどう変化するのかを確認した。
7.4.2 実験結果
グループの人数を 3人とし、前半の探索の際に頻繁に使用したチャネルからグループのメン
バーを選出した。このときグループの有無によりパスの発見確率、平均クエリ送信回数、グルー
プのメンバーがRTを要求された回数がどう変化したのかを比較したものを図 14-16に示す。
次にグループの人数を 0人から 5人刻みで 50人まで増やした場合のパスの発見率、クエリの
平均送信回数、メンバーがRTを要求された平均回数を図 17-20に示す。
図 17-20より、グループのメンバー数を多くした方がパスの発見確率が上昇しているが、各
メンバーがRTを要求された平均回数は人数が増えたからといって増加しているわけではない
ことがわかる。また図 20よりグループを作成したことにより、グループのメンバーが中継ノー
ドとして利用される回数が増えていることがわかる。
7.4.3 考察
まず 3人のグループを作成したことによるアルゴリズムのパフォーマンスへの影響は見られ
なかった。本実験で比較した 3つの項目のいずれについてもグループの有無による大きな変化
は確認できなかった。しかし、これはユーザグループをただ作成し、グラフにそれを追加した
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図 14: パスを発見できた確率
図 15: 平均クエリ送信回数
だけであり、パスを探索する際にユーザグループの存在を考慮していない。図 16においてグ
ループの有無によってグループメンバーがRTを要求された回数に大きな差がないことから、各
ノードが探索の際にRTを要求するノードは変化していないであろうことが読み取れる。ユー
ザグループの存在を考慮し、そのグループを優先的にビーコンとするようにアルゴリズムを拡
張すれば変化があるかもしれないと考える。
次に、グループの人数を 50人まで増やした場合、人数が増えるにつれパスを発見できる確率も
上がっていることがわかる。これはグループのメンバー間で新しいチャネルを作成しているた
め、ネットワーク全体のチャネルの数が増え目的地までのパスが発見しやすくなっているのだ
と思われる。パスを 1つ発見するのに必要な平均クエリ送信回数はほとんど変化していなかっ
た。これは探索時にクエリを送信する先を元々のflar絵のアルゴリズムと同じ方法で選択してお
り、作成したグループが活用されているとは限らないためだと考えられる。グループメンバー
が RTを要求された平均回数はメンバー数が 25の時が最も高かった。30人よりもメンバー数
を増やした時、平均が減った理由としては、一度の探索でRTを要求できる回数に制限がある
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図 16: グループメンバーがRTを要求された回数
図 17: パスを発見できた確率
ことから、人数を増やしてもRTを要求された合計回数が増えなくなったのだと思われる。10
人以下の時平均回数が低かった理由は、人数が少なかったためRTを要求される確率が低かっ
たからだと考えられる。図 20よりグループを作成したことにより、グループのメンバーが中継
ノードとして利用される回数が増えていることから、グループを作成することによりメンバー
となったノードはより多くの手数料を受け取ることができていることがわかる。
この結果から LNにおいてグループを作成することで従来の flareと比べてパスの発見率、メン
バーが受け取ることのできる手数料が増加し、クエリを送信する回数が減少することで計算回
数も減少していることがわかった。
7.5 実験4
本実験では従来のルーティングアルゴリズム flareにおいてグループを作成してパスを探索
した場合と、探索を行う際にグループのメンバーから優先的にRTを要求するように拡張した
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図 18: 平均クエリ送信回数
図 19: グループメンバーがRTを要求された平均回数
ルーティングアルゴリズムでパスの探索を行った場合の結果を比較する。
LNは |V | = 2000、再配線確率 0.3のスモールワールドネットワークとし、近隣半径は rnb = 2、
グループのメンバーは 25人とした。
アルゴリズムの拡張前後でパスの発見率、クエリの平均送信回数、平均計算時間、グループメ
ンバーがRTを要求された平均回数を比較したところ、図 21-24が得られた。
図 21-24より、アルゴリズムの拡張によってパスの発見確率、平均計算時間、グループメン
バーがRTを要求された回数が増加し、平均クエリ送信回数が減少したことがわかる。
7.5.1 考察
グループメンバーがRTを要求された回数が増加していることについては、アルゴリズムを
拡張したことによって、従来の flareよりもグループメンバーがビーコンとして選択されやすく
なっているからだと思われる。
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図 20: グループメンバーが中継ノードとして使用された回数の増加率
図 21: パスを発見できた確率
またパスの発見確率の増加、平均クエリ送信回数の減少について、グループを作成しグループ
のメンバーにRTを要求することで、従来の flareよりもパスを発見しやすくなり、さらにパス
を見つけやすくなったことでクエリを送信回数が減少していることが読み取れる。
一方、平均計算時間が増加したことについては、現在グループが作られると、グループに含ま
れる任意の 2ノード間でチャネルを持ち合う、いわゆる完全グラフを作成しているからだと思
われる。グループメンバーがRTを要求されやすくなったことで、グループによって作られる
完全グラフが探索を行う部分グラフに含まれやすくなり、結果としてパスの探索により時間が
かかるようになったのだと考えられる。
この結果より、グループを作成することにより周囲のノードはよりパスを発見しやすくなり、
メンバーはビーコンとして選択してもらうことでより多額の手数料を得るという当初の目的は
達成できていると思われる。しかし、グループを作成したことにより、パスを見つけるための
計算時間が伸びてしまっている。グループを活用するためには、従来の flareと比較して、計算
時間の増加が起きにくいようにしなければいけない。これは現在完全グラフにしているグルー
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図 22: 平均クエリ送信回数
図 23: 平均計算時間
プの構造を調整することによって実現できないかと考える。
7.6 実験5
7.6.1 実験内容
これまでの実験において、送金を行う送信者と受信者のペアは完全にランダムに作成した。
しかし、実際の場合は送金は顧客と店舗の間で行われるものがほとんどだと考えられる。そこ
で、LNのノードを店ノードと客ノードにわけ、その間でほとんどの送金が行われるようにし
た場合グループのメンバー選択に影響が出るかを確かめた。
LNはノード数 |V | = 2000のスモールワールドネットワークとし、そのうち 100ノードを店ノー
ド、残りを客ノードとした。そしてランダムに送金者 nsampを 10個選択し、他の 100個のノー
ドへの支払いパスを探索した。この時送金者と受信者が両方とも店となる、または客となる確
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図 24: グループメンバーがRTを要求された平均回数
率は 0.05とした。
7.6.2 実験結果
偏りをもたせた場合のグループメンバーと、偏りをもたせなかった場合のグループメンバー
における店ノード、客ノードの割合はそれぞれ以下の通りとなった。
• 偏りなし
店ノード：0%　客ノード：1001%　
• 偏りあり
店ノード：0%　客ノード：1001%
偏りありの場合となし場合で店ノードメンバーが選ばれやすくなることはなく、客ノードば
かりが選ばれていた。
7.6.3 考察
送金ペアの作成の際に偏りを持たせてみても、グループメンバーとして選ばれるノードの傾
向に変化は見られなかった。客ノードが多く選ばれていることについても、全ノードの中で客
ノードが大半を占め、メンバーに選ばれる確率が高いためだと思われる。このことから、グルー
プは支払いの偏りに関わらず同じようなノードが選択されやすいのではと考えられる。
8 今後の展望
グループを作成することで、従来のルーティングアルゴリズム flareに比べてパスを発見でき
る確率が高くなり、クエリを送信する回数を減少させることに成功した。加えて、グループの
メンバーは従来の flareよりも中継ノードとして使用される回数が多くなり、より多くの手数料
を得ることも可能となった。このことから、提案手法を用いることでグループメンバーの利益
を増加させつつ、周囲のノードがよりパスを見つけやすくなっていることが確認できた。
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グループメンバーが互いにチャネルを持ち合う現在の提案手法では、LN上で新しくチャネ
ルを作成する必要があり、現在の研究では新しいチャネルを作成するための時間、コストを考
慮していない。また、新しくチャネルを作成することで LN上のチャネル数が増加し、パスを
探索する際に従来のアルゴリズムよりも時間がかかってしまっていることが確認できた。
今後の課題として、グループのメンバー同士で辺を持ち合う場合の辺の作り方と各ノードの戦
略があげられる。
実験 4図 23より、グループのメンバーに優先的にRTを要求するようにアルゴリズムを変更
した場合、従来の flareと比べて探索 1回あたりの計算時間が増加してしまっている。これはグ
ループのメンバー間での辺の持ち方が原因がと考えらえれる。現在、グループを作成すると、
グループ内の任意の 2ノード間で辺を作成している。つまり、グループ内だけ見るとネットワー
クは完全グラフとなっている (図 25)。
図 25: グループの構造
これはグループのメンバーがRTを要求されると、完全グラフとなっている部分が全て探索
領域に入ってしまい、辺の数が増加したことで探索に時間がかかってしまっているだと考えら
えれる。この問題の解決策として、グループの任意のメンバー間でチャネルを持ち合うのでは
なく、リング状やツリー状にチャネルを持ち合うことでチャネルの増加を抑制し、さらにそれ
ぞれの構造の特徴を活かしたさらに効率の良いアルゴリズムへの拡張を行えるのではと考える。
各ノードの戦略について、現在はグループのメンバーとしてどのノードが選ばれるかはほぼ
ランダムとなっている。これはLNのノードがネットワークの完全な情報を所有しておらず、ど
のノードとの間にチャネルを持てば使用されやすいかわからないのに加えて、flareのアルゴリ
ズムにおいてどのノードにRTを要求するかが各ノードにランダムに割り振られるアドレスに
よって決定され、予測が難しいからである。
LNにおいて各ノードが持ちうる戦略はどのノードとの間にチャネルを作成するかのみなので、
チャネルを繋げる先のノードをどのように判断するかが今後の課題となる。
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付録.A ブロックチェーンの暗号化技術
ブロックチェーンの大きな特徴として改竄が困難であるというものがある。これを実現して
いるのがブロックチェーンの暗号化技術である。ブロックチェーンの最も一般的な暗号化方式と
してハッシュ関数と楕円曲線暗号 [11]の組み合わせがある。楕円曲線暗号とは公開鍵暗号の一
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種である。ブロックチェーンでは楕円曲線暗号の中でも特に secp256k1[11]と呼ばれるNIST(米
国標準技術局)が定義した特別な楕円曲線を使用している。
ハッシュ関数とは、入力した値に対して「全く別の値」を返す関数のことである。ハッシュ
関数の返り値をハッシュ値と呼ぶ。ハッシュ関数は以下のような性質を持つ。
• 同じ値を入力すれば同じハッシュ値を返す
• ハッシュ値から入力した値を推定することが困難 (不可逆性)(図 26)
• ハッシュ値の長さは入力した値の長さによらず一定
• 入力が異なる場合、同じハッシュ値を返すことは原則としてない
図 26: ハッシュ関数によるハッシュ値の計算
このハッシュ関数を用いた暗号化と検証の仕組みによってブロックチェーン上でのデータの
改竄は困難となっている。ブロックチェーンにおけるデータの検証の仕組みを図 27に示す。
図 27: ハッシュ関数を用いた検証
送信者は送信するデータをハッシュ関数に入力することによってハッシュ値を計算し、計算
したハッシュ値と自身の秘密鍵を用いて署名を作成する (図 27上)。そしてデータと署名を受
信者に送信し検証を行ってもらう。受信側は送られたデータをハッシュ関数に入力することに
よって再度ハッシュ値を計算し、さらに署名に対して送信者の公開鍵を用いて元のハッシュ値
を復号する。この再度計算したハッシュ値と署名から復号したハッシュ値を比較することで送
信されたデータの検証を行う (図 27下)。この検証によって受信者は以下の項目を確認すること
ができる。
• 送られたデータの送信者が正しいのか
– 送信者が正しくなければ公開鍵を用いての署名の復号が行えないため
• 送信されたデータが途中で改竄されていないか
33
– 途中でデータが改竄されていた場合受信者が計算し直したハッシュ値と署名から復
号したハッシュ値が一致しないため
改竄の検出の例として、送信途中で攻撃者によりデータが改竄されたとする。この時受信側
には攻撃者によって改竄された偽のデータと送信者が作成した署名が送られる。この時も受信
者はハッシュ値の計算と署名の復号を行いその結果を比較するが、偽データから作られる偽の
ハッシュ値と送信者の公開鍵によって復号された正しいデータから作られたハッシュ値はハッ
シュ関数の性質により異なるものとなる。これにより受信者は受け取ったデータが改竄された
ものであると気づくことができる。
図 28: 送信途中での改竄の検出
このようにブロックチェーンに記録されるデータはハッシュ関数によって暗号化、検証され、
データの対となるハッシュ値は公開鍵を用いたデジタル署名がされることで安全かつ確実なデー
タのやり取りを可能にしている。
付録.B トランザクション
ビットコインにおける取引のデータをトランザクションと呼ぶ。これはビットコインの送金
が行われるたびに送金者によって作成されP2Pネットワーク上に存在する受信者及び他のユー
ザに送信される。そして他のユーザによる検証を経てブロックチェーンに記録されていく。全
てのトランザクションは IDによって管理され、それぞれが唯一の IDを持っている。
トランザクションは送金におけるインプットとアウトプットからなる。一般的なビットコイ
ンにおけるインプットとアウトプットは以下のようになる。
• インプット
– 入力として使用するトランザクション
– 入力として使用するアウトプット番号
– トランザクションを使用するための署名
• アウトプット
– 送金額
– アウトプット番号
– 相手の公開鍵によるロック
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– 送金先のアドレス
トランザクションの入力は嘗て自身が他のユーザから資産を受け取ったトランザクションの
アウトプットを使用する。トランザクションのインプットとして使用できる、他のユーザから
資産を受け取り、それ以降トランザクションの入力として使用していないトランザクションの
アウトプットを未使用のトランザクションアウトプット (Unspent Transaction Output:UTXO)
と呼ぶ。ブロックチェーン上に存在するビットコインは所有者の公開鍵でロックされているの
でそれを解錠するため所有者の秘密鍵による署名データを入力する必要がある。
例として、あるユーザAがユーザBに対し 1.000BTCを送金するトランザクションを考える。
ユーザAが以前あるユーザから 1.0005BTCを受け取ったトランザクションをインプットして
使用した場合、この取引のトランザクションは図 29のようになる
図 29: トランザクションの例
作成されたトランザクションのアウトプットは、未だ相手が別のトランザクションのインプッ
トしてい使用していないはずのアウトプットなのでこれは未使用のアウトプット、UTXOとな
る。手数料とはこのトランザクションを検証しマイニングを行なったユーザに払われる報酬で
あり、マイニングの計算を行っているマイナーと呼ばれるユーザのモチベーションの 1つとなっ
ている。
トランザクションのインプット、アウトプットは 1つのトランザクションに対して複数作られ
る場合がある。インプット、アウトプットが複数ある例を図 30に示す。
図 30: 複数のインプット、アウトプットを持つトランザクション
送金したい額に対して、その額を超えるようなUTXOがなかった場合複数のUTXOを使用し
て送金を行う。図 30においては、送金したい額が 1.5000BTCなのに対し、所持しているUTXO
が 1.0005BTCのものと 1.0000BTCのものしかないためその 2つを同時にインプットに使用し
ている。またインプットして使用した UTXOの総額が相手に送金したい額よりも高かった場
合、余剰分は自身に払い戻すため送金先を自分自身に設定してアウトプットを作成することに
なる。図 30ではインプットの総額が 2.0005BTCなのに対し相手に送金したい額が 1.500BTC
なので、その差額からさらに手数料を引いた額を自分自身に送金している。
通常手数料は事前に金額を設定しているが、トランザクションにおいてはインプットの総額と
アウトプットの総額として表現され明示的に表されることはない。
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付録.C マイクロペイメントチャネル
通常ビットコインでは取引が 1回行われるたびにトランザクションを作成しブロックチェー
ンに記録していく。しかし、特定のユーザ同士が決まった合計金額内でお互いに送金し合う場
合、周囲のユーザは残高の最終状態さえわかれば取引の途中経過には興味を示さないものと考
えられる。マイクロペイメントチャネルとは特定の 2者間における取引の開始と終了のみをブ
ロックチェーンに記録することで、ブロックチェーンに記録しなくてはいけないトランザクショ
ン数の削減と送金に伴う手数料の増加を防ぐことでより少額での送金を可能にする。
マイクロペイメントチャネルを用いた送金の例を図 31 33に示す。
図 31: マイクロペイメントチャネルの流れ-チャネルの開設
• チャネルの開設
1 オープニングトランザシクションの作成
ユーザ Aはユーザ Bの公開鍵とチャネルの開設に使用する UTXOを受け取る。そ
して自身のUTXOとユーザBのUTXOをインプットに設定しオープニングトラン
ザクションを作成する (ただしこの時点ではまだブロードキャストしない)。
2 シークレットの作成とハッシュの交換
各ユーザはそれぞれ作成者しか知り得ないシークレットを作成する (このシークレッ
トは後ほど相手と交換するので秘密鍵とは別に新しく作成する)。そのシークレット
をハッシュ関数に入力することでシークレットのハッシュ値を計算する。そしてハッ
シュ値を相手と交換する。この時作成したシークレットは各ユーザがそれぞれ保管
しておく (これによって相手が不正なトランザクションをブロックチェーンにブロー
ドキャストすることを防ぐことができる)。
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3 コミットメントトランザシクションの作成、交換
ハッシュを交換したら、各ユーザはそれぞれ受け取ったハッシュを用いてコミット
メントトランザクションを作成する。インプットにはオープニングトランザクショ
ンのアウトプットを使用する。アウトプットは作成するユーザによって異なる。
Aが作成するアウトプットは自身宛にお金を振り込むアウトプットと受けとったハッ
シュを用いて特別なスクリプトでロックしたアウトプットを使用する。Aのスクリ
プトによってロックされたアウトプットは以下のいずれかで使用できるようになる。
– 一定期間経過後Bの秘密鍵で入手できる
– Bから受け取ったハッシュの元となるシークレットとAの秘密鍵で入手できる
(このトランザクションを作った時点ではAはBのシークレットを知らないので
入手できない)
Bが作成するコミットメントトランザクションはインプットは同じだがアウトプッ
トが異なっている。Bが作成するトランザクションのアウトプットはBにお金を振
り込むアウトプットとAから受け取ったハッシュを用いて特別なスクリプトでロッ
クをかけたアウトプットとなる。このアウトプットは以下のいずれかで使用できる
ようになる。
– 一定期間経過後Aの秘密鍵で入手できる
– Aから受け取ったハッシュの元となるシークレットと Bの秘密鍵で入手できる
(このトランザクションを作った時点ではBはAのシークレットを知らないので
入手できない)
お互いにトランザクションを作成できたら、インプットに自分の署名を加え相手に
送信する。受け取ったトランザクションは自分がインプットに署名し自分と相手双
方の署名からなるマルチシグを完成させればいつでもブロードキャストすることが
できる。つまり自分が取引をブロックチェーンにブロードキャストしたい場合、ブ
ロードキャストできるのは相手が作成したトランザクションとなる。
4 オープニングトランザクションのブロードキャスト
オープニングトランザクションはどちらが作成しても構わない。片方がオープニン
グトランザクションに署名したならば、それを相手に送信し、受け取った側は自分
も署名を行いブロックチェーンにブロードキャストする。この時点でチャネルが開
設されたことがブロックチェーンに記録される。
図 32: マイクロペイメントチャネルの流れ-残高の更新
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• 残高の更新
5 シークレットの作成と交換
チャネルの開設の手順 2と同じようにそれぞれシークレットの作成とハッシュの計
算、交換を行う。この時作成するシークレットはチャネルの開設で使ったものとは
別のものにする必要がある。
6 コミットメントトランザクションの作成、交換
チャネルの開設と同じようにコミットメントトランザクションを作成する。各ユー
ザへの資金の振り分けだけが変更されている。
7 シークレットの交換
各ユーザは 1つ前のコミットメントトランザクションを作成する際に使用したシー
クレットを交換する。これによって相手が古いコミットメントトランザクションをブ
ロードキャストすることによって不当な利益を得ることを防げる。例えば、図 32に
おいてコミットメントトランザクションA2、B2を作成、交換し、シークレットA1、
B1の交換も済ませた状態でユーザBが 1つ前のコミットメントトランザクションA1
をブロードキャストしたとする。トランザクションA1のアウトプットよりユーザA
が 4BTC即座に入手することができ、残りの 6BTCは特別なスクリプトでロックが
かかっている。このロックに関して Bはシークレット B1は知っているがAの秘密
鍵を知らないので一定期間経過するまで入手することができない。一方Aはシーク
レットB1を交換してもらっているのでBがコミットメントトランザクションA1を
ブロードキャストした時点で即座に残り 6BTCも入手することができる。結果とし
てユーザBはユーザAに全ての資金を取られてしまうため古いコミットメントトラ
ンザクションをブロードキャストして利益を得ることができなくなり、最新のコミッ
トメントトランザクションだけがブロードキャストされるようになる。
図 33: マイクロペイメントチャネルの流れ-チャネルの閉鎖
• チャネルの閉鎖
8 クロージングトランザクションの作成とブロードキャスト
チャネルに参加しているユーザが最終的な残高の状態に合意し、チャネルを閉鎖す
ることに合意したらクロージングトランザクションを作成する。まずユーザAもし
くはユーザ Bがオープニングトランザクションのアウトプットをインプットとし、
アウトプットは最新のコミットメントトランザクションにおける残高状態の通りに
資金を振り分けるようにクロージングトランザクションを作成する。そしてユーザ
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がお互いに署名を行いブロードキャストすることでチャネルを閉鎖できる。この時、
ユーザ同士で意見の合意が得られない場合、クロージングトランザクションではな
く最新のコミットメントトランザクションをブロードキャストすることでチャネル
を強制的にクローズできる。
図 31より、ブロックチェーンに記録されるトランザクションはチャネル 1つにつきせいぜい
2つまでであるとわかる。これはチャネルの中でどれだけ残高の更新を行っても一定であり、取
引の途中経過を記録しなくて良くなることからブロックチェーンに記録しなくてはいけないト
ランザクションの数を削減できる。
さらに、ブロックチェーンではトランザクションを作成し記録するたびにマイナーに手数料を
支払わないといけない。この手数料は最低金額が決まっており、少額の取引は手数料が嵩むた
め行えなかった。しかし、マイクロペイメントチャネルでは途中の細かい取引はブロックチェー
ンに記録しないため手数料が発生せずこれまで以上に少額な取引が可能になった。
付録.D LNにおける送金の流れ
LNでは直接マイクロペイメントチャネルで繋がっていないユーザ同士であっても、チャネル
で繋がっている他のユーザを経由することで送金が可能となっている。チャネルで直接繋がって
いない相手にも安全に送金を行う仕組みをHashed TimeLock Contract(HTLC)と呼ぶ。HTLC
を用いた支払いの例を図 34に示す。ユーザAからユーザCを中継してユーザBへと 1BTCの
送金が行われる。AC間、CB間にはチャネルが存在するがAB間には存在しない。ただし、チャ
ネルが存在しないAB間でもハッシュやトランザクションの情報をやり取りすることはできる。
図 34: HTLCを用いた支払い
• シークレットハッシュの作成、送信
最終的に資金を受け取るユーザBがシークレットRを作成し、シークレットハッシュを
計算する。計算したシークレットハッシュをユーザA,Cに送信する。
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• ユーザAからユーザCへのHTLCトランザクションの作成
送金を開始するユーザAはBのシークレットのハッシュR’を受け取ったらHTLCトラン
ザクションA1を作成する。インプットはAが送金する 1BTC、アウトプットは以下の 2
つのどちらかで 1BTCを入手できる。
– シークレットRとユーザCの秘密鍵
– 2週間後Aの秘密鍵
1つ目のアウトプットはユーザBが資金を受け取った場合のみユーザCが知ることのでき
るシークレットRを用いてユーザCが資金を受け取るためのアウトプットである。シー
クレットRを用いることで中継するユーザはそのユーザの支払いが完了するまで資金を
受け取れなくなっている。また 2つ目のアウトプットはユーザCがユーザ Bへの支払い
を行わず、いつまでもシークレットを提示できいまま 2週間経過したときユーザAが資
金を回収するためのアウトプットである。これにより中継するユーザが時間をかけてシー
クレットを割り出し資金を持ち逃げすることを防いでいる。作成したトランザクションは
ユーザCに送信する。
• ユーザ Cからユーザ BへのHTLCトランザクションの作成ユーザAからHTLCトラン
ザクションA1を受け取ったユーザCは同様にHTLCトランザクションC1を作成する。
インプットはユーザ Bへと渡す 1BTC、アウトプットは以下の 2つどちらかで 1BTCを
入手できる。
– シークレットRとユーザBの秘密鍵
– 2週間後Cの秘密鍵
作成したトランザクションC1をユーザBに送信する。
• ユーザBが資金を受け取るトランザクションの作成。
トランザクションC1を受け取ったユーザBは、シークレットRを知っているので自身の
秘密鍵で資金を受け取ることができる。資金を受け取るためのトランザクションがHTLC
トランザクションB1である。C1のアウトプット 1と自身の秘密鍵、シークレットをイン
プットとし 1BTCを受け取っている。このトランザクションB1をブロードキャストする
ことでユーザA、CはシークレットRを知ることができる。
• ユーザCが資金を受け取るトランザクションの作成。
トランザクションB1がブロードキャストされたことでユーザCはシークレットRを知る
ことができる。B1と同様にトランザクション C2をブロードキャストすることでユーザ
Aからの資金を受け取ることができる。
付録.E スモールワールドネットワーク
スモールワールドネットワークとは 1998年にDuncan. J. Watts, Steven. H. Strogatzによっ
て提案されたネットワークモデルである [16]。
ネットワークを作成する際、辺を接続する方法は規則的、または完全にランダムかのどちら
かであると想定される。しかし、多くの生物学的、技術的、社会的なネットワークはこの 2つ
の中間に位置すると考えられる。Duncanらは辺の接続においてこの 2つの中間として調整で
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きるネットワークの単純なモデルを提案した。
スモールワールドネットワークでは、規則的なネットワークと完全にランダムなネットワー
クの中間のネットワークを作成するために次の再配線手順を考える (図 35)。
図 35: スモールワールドネットワークの再配線
• 頂点数nで各頂点が k個の頂点と隣接しているようなリング状のネットワークを作成する
• ネットワーク内の全ての辺について、再配線確率 pで別の場所につなぎ直す (繋ぎなそう
とした辺が既に存在している場合無視する)
再配線確率 p = 0なら規則的なネットワークとなり、p = 1なら完全にランダムなネットワー
クとなる。
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