Abstract. Let X and Y be right, full, Hilbert C * -modules over the algebras A and B respectively and let T : X → Y be a linear surjective isometry. Then T can be extended to an isometry of the linking algebras. T then is a sum of two maps: a (bi-)module map (which is completely isometric and preserves the inner product) and a map that reverses the (bi-)module actions. If A (or B) is a factor von Neumann algebra, then every isometry T : X → Y is either a (bi-)module map or reverses the (bi-)module actions.
Introduction
Given a right Hilbert C * -module X over a C * -algebra A it is a module over A and has an A-valued inner product. One then defines the norm of X using the inner product and it makes X a Banach space. It is known that once the module structure and Banach space structure are given (for a C * -module X) the A-valued inner product is uniquely defined. This was proved by Lance in [L1, Theorem] and, shortly afterwards, by Blecher in [B1, Theorems 3.1 and 3.2]. In fact, as Blecher showed, the inner product can be recovered from the module and Banach space structures. The results of Lance and Blecher can be stated as follows. Theorem 1.1 ([B2] , [L1] ). Let X 1 and X 2 be right Hilbert C * -modules over a C * -algebra A and let S : X 1 → X 2 be a surjective isometry which is an A-module map. Then S preserves the inner product, i.e. Sx, Sy 2 = x, y 1 (where ·, · j is the inner product in X j ). Moreover, the inner product of a right Hilbert C * -module X over A can be recovered from the norm and the module structure by x, x = sup{r(x) * r(x) : r is an A-module map: X → A, r ≤ 1} and x, y = 1 4
Another proof can be found in [F, Theorem 5] . One can modify the first part of the theorem for the case where X 1 is a C * -module over A and X 2 is a C * -module over B and S is a module map in the sense that there is a * -isomorphism α : A → B such that S(xa) = (Sx)α(a). In this case S satisfies Sx, Sy 2 = α( x, y 1 ). (See [MS, Lemma 5.10] .)
L(X) = K(X) X X A (whereX and the product and involution on L(X) will be defined shortly) and noting that the map ψ : L(X) → L(Y ) defined by ψ K x y a = β(K) T x T y α(a)
is a * -isomorphism. Hence to say that T preserves the C * -module structure amounts to saying that T can be extended to a * -isomorphism of L(X) onto L(Y ). By considering the transpose map that maps the Hilbert column space H c (a right C * -module over C, isometric to a Hilbert space H) onto the Hilbert row space H r (a right Hilbert C * -module over K (H) ) it is clear that we don't always have such a * -isomorphism. Our main result, Theorem 3.2, shows that, if X and Y are full, T can always be extended to an isometry of L(X) onto L(Y ).
The celebrated result of Kadison [K, Theorem 7] states that every unital isometry of unital C * -algebras is a selfadjoint Jordan map. For von Neumann algebras we can, in fact, decompose the algebras as a direct sum of two summands. On one summand the map is a * -isomorphism and on the other it is a * -anti-isomorphism ( [K, Theorem 10] ). A similar result was proved also for isometries of some nonselfadjoint operator algebras ( [S] ). For an isometry T of self-dual C * -modules over von Neumann algebras we find that T can be written as a sum of an isometry which is a module map (and preserves the inner product) and an isometry that is, in some sense, an anti-module-map. (For a precise statement see Corollary 2.25.) The case of (not necessarily self-dual) Hilbert C * -modules over general C * -algebras is similar except that the decomposition of X is done by a projection in the enveloping von Neumann algebra of L(X) (Theorem 3.2).
As a corollary we show that, if we assume that the isometry T is in fact a 2-isometry (i.e., the map I ⊗ T : M 2 ⊗ X → M 2 ⊗ Y is an isometry), then T preserves the C * -module structure (Corollary 3.4). In particular, a 2-isometry of Hilbert C * -modules is necessarily a complete isometry. If X is complete with respect to this norm, then X is said to be a (right) Hilbert C * -module over A. (3) A Hilbert C * -module X over A is said to be full if
One can define left Hilbert C * -module similarly. X is then a left A-module and the inner product is assumed to be linear in the first entry. Also ax, y = a x, y .
Given a right Hilbert C * -module X over A we defineX, the conjugate module, as follows. As a set we writeX = {x : x ∈ X}. The linear structure is defined by λx + y =λx +ȳ.X becomes a left A-module when we set a ·x = xa * and the A-valued inner product is
This makesX a left Hilbert C * -module over A. From now on, unless we say otherwise, all Hilbert C * -modules are assumed to be right modules and full.
A bounded module map T : X → X (where X is a Hilbert C * -module) is said to be adjointable if there exists a map T * : X → X with T x, y = x, T * y for all x, y in X. The set of all adjointable maps on X is a C * -algebra (with respect to the operator norm) and is denoted B(X).
Given X and Y in X we can define an adjointable operator x ⊗ y * ∈ B(X) by
(Another notation frequently used for this operator is θ x,y .) The C * -subalgebra generated by these operators will be written K(X). Elements of K(X) are sometimes referred to as "compact operators". If H is a Hilbert space, viewed as a C * -module over C, then K(X) = K (H) , the algebra of compact operators on H.
Given a Hilbert C * -module X over A one can form
Then L(X) is a * -algebra with product and involution defined by
There is also a natural action of L(X) on X ⊕ A which defines a norm on L(X) making it a C * -algebra. We shall refer to L(X) as the linking algebra of X. A (right) Hilbert C * -module X over A is said to be self-dual if for every A-module map
there is some y ∈ X such that f (x) = y, x . Suppose now that X is a self-dual Hilbert C * -module over a von Neumann algebra M . Then X is a dual Banach space (i.e. there is a Banach space X * such that X = (X * ) * ) and B(X) is a von Neumann algebra. (See [P, Proposition 3.8 and Proposition 3.10] .) In this case we set
This is then a von Neumann algebra which we call the linking von Neumann algebra of X. (See [B2] .) For more about Hilbert C * -modules see [L2] , [RW] and [P] .
Isometries of self-dual modules
The main theorem in this section is the following. 
The proof will be divided into several lemmas and propositions. 
If p is properly infinite we reverse the roles of p and I − p and get statement (3). So we assume that both p and I − p are finite (thus we are in the type II 1 case). In this case we let ∆ be the center-valued dimension function, defined on the projections of M with range equal to the set of all positive operators in the unit ball of the center (see [KR, § 8.4 
]).
For every j ≥ 2 we can let q j be the maximal central projection satisfying
, and q 0 = I − q j . But, for every j ≥ 2,
Restricting our attention to the algebra (
. Thus we can write p as a sum of j equivalent subprojections
This shows that, in this case, (2) holds. Proof. Since p and I − p are abelian projections, M is * -isomorphic to M 2 ⊗ A where A is an abelian von Neumann algebra and M 2 is the algebra of 2 × 2 complex matrices. We assume now that M = M 2 ⊗ A. Write u = e 12 ⊗ I (where {e ij } are the matrix units in M 2 ) and v = T (u). Given a ∈ A we have
ψ 1,1 maps I into vv * = q and it is an isometry onto the von Neumann algebra qN q. By [K, Theorem 10] this map is a * -isomorphism (using the fact that A is abelian). Hence qN q is abelian. Similarly one sees that I − q is also an abelian projection.
We now have, for a, b, c ∈ A,
and, using similar identities we see that the map
This completes the proof of Theorem 2.1 in this case. (Here e 1 = I, e 2 = 0.) From now on, in this section, we assume that condition (2) of Lemma 2.5 holds (with z α = I).
We fix the family {u i } as in Lemma 2.5 and write v i for T (u i ) ∈ qN (1 − q). Then v i is a partial isometry and we write
. Now fix i = j. We wish to study the relative position of v i and v j .
We have
It then follows that r j v i d j = 0. Since we can interchange i and j we get
and, thus,
But then r j r i r j ≤ r i and, consequently (I − r i )r j r i r j (I − r i ) = 0 which implies that r i r j = r i r j r i and r i r j = r j r i . Similar analysis works for d i , d j and we find that
The computation above now shows that
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We summarize as follows.
Lemma 2.7. With the notation and assumptions above, for i = j, 
Using ( * ) we have
It follows that r i r j (I − r k ) = 0. Statement (1) is proved similarly and the final statement of the lemma follows immediately.
Lemma 2.9.
(1) For a ∈ pM (I − p) and a partial isometry u ∈ pM (I − p),
Applying the same argument to T −1 we get equality. (3) Let x, y ∈ pM (I − p) satisfy x * y = yx * = 0. Let x = u 1 |x| be the polar decomposition of x and y = u 2 |y| be the one for y.
Lemma 2.10. If u is a partial isometry in pM (I − p), v = T (u) and e is a projection satisfying e ≤ vv * , then there is a projection e 0 ≤ uu * with T −1 (ev) = e 0 u.
Both are partial isometries and they satisfy v v * = v v * = 0. Hence (Lemma 2.9), the partial isometries u = T −1 (v ) and
Lemma 2.11. For all i, j ∈ I, r j commutes with the elements in r i N r i .
Hence, for every y ∈ r i N r i , yr j = r j yr j and the claim follows.
Our next objective is to show that, for i = j and for x, y, z
. This will be proved in Proposition 2.13.
We first consider the map 
and such that ϕ, restricted to g 0 M g 0 , is a * -isomorphism onto gN g and ϕ, restricted
Lemma 2.12. With the notation above, h(I −r j ) is an abelian projection in
Proof. Since h ∈ r i N r i it follows from Lemma 2.11 that h(I − r j ) is a projection in r i N r i . Write c = h(I − r j ). To show that cN c is abelian it suffices to show that one cannot find in cN c projections e 1 , e 2 that are equivalent (in cN c) and orthogonal (i.e. e 1 e 2 = 0). Assume, by negation, that there are such projections. Then there is a partial isometry w ∈ cN c with ww * = e 2 , w * w = e 1 .
Write
and set s i = T −1 (t i ). Then t i and s i are partial isometries. We have t *
(using Lemma 2.7), we have 
Now, by the definition of h, the map
This is a contradiction and it completes the proof.
Proposition 2.13. For x, y, z in
u i M u i and j = i, r i (I − r j )T (xy * z) = r i (I − r j )T (x)T (y) * T (z).
Proof. Fix x, y, z in u i M u i and write
where g, h are defined above. With ϕ as above we have
, we can use Lemma 2.11 and Lemma 2.7 to get (I − r j )ϕ(xy
But since (I − r j )h is an abelian projection in r i N r i (Lemma 2.12) we have
Also, from the definition of g,
This completes the proof.
We now turn to define a map
For if we note first that p = u i u * i and every
To study the map θ defined by {θ ij } we first write
Lemma 2.14. Given a finite subset
Proof. We prove the properties of α F . The proof for β F is similar.
For
This shows that α F is a * -map. Finally, we shall show that α F is a homomorphism. For that we fix
we can apply Proposition 2.13 and get
It follows from Lemma 2.14 that for each finite subset F ⊆ I and each x ∈ pM p
Hence, for a fixed x ∈ pM p the net {α F (x) : F ⊆ I} is bounded and we can find a σ-weakly convergent subset α F (x) −→ α(x).
For every finite subset F ⊆ I there is some F 0 in the subnet with
and, consequently.
We can now conclude from Lemma 2.14 the following. (The statement for β is proved similarly.) Corollary 2.15. There is a surjective * -homomorphism
and a surjective * -antihomomorphism
Lemma 2.16. For x ∈ pM (I − p) and i, j ∈ I we have r
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Proof. We can assume i = j and x = u j u * j x. Write x = x 1 + x 2 where x 1 = xu * j u j and x 2 = x(I −u * j u j ). Then x 1 ∈ u j Au j and, thus,
Note that a similar argument shows that
Proof. Assume first that i = j. Then it follows from Lemma 2.16 that r i (I − r 0 )T (x) = 0. Also we have xu * j y = 0. Hence
Proof. Assume first that j = k. Then ax = 0. Also α ij (a) ∈ (r i − r 0 )N (r j − r 0 ) (see the proof of Lemma 2.14) and (r j − r 0 )T (x) = r j (I − r k )T (x) = 0 by Lemma 2.16. Hence α ij (a)T (x) = 0. We now consider the case j = k. In this case α ij (a)T (x) = (r i −r 0 )T (au j )v * j T (x) and Lemma 2.17 (with
As (r − r i )T (ax) = 0 (Lemma 2.16), we are done.
Before we conclude from the last corollary that T is a module map we need the following.
Lemma 2.19.
(1) θ(= α + β) is an injective map.
(2) α and β are σ-weakly continuous maps on pM p.
Since {r i − r 0 } and {d i − d 0 } are orthogonal families, it will suffice to show the injectivity of
Now we will show that ( Fix k = i and note that (H) . Thus it is σ-weakly continuous and so are its compressions to H 1 and H 2 ; i.e. α and β are σ-weakly continuous.
(3) Since α, β are σ-weakly continuous their kernels are σ-weakly closed ideals in pM p and the existence of projections g 1 , g 2 in the center of pM p and satisfying (ii) follows. We now turn to proving (i). Since θ = α + β is injective, g 1 g 2 = 0. So we write h = p − (g 1 + g 2 ) and claim that h = 0. Write, for i ∈ I,ũ i = hu i andṽ i = T (ũ i ) and note that Lemma 2.7 and Lemma 2.8 apply toũ i ,ṽ i in place But thenṽ i = 0 and, thus, hu i = 0 for all i ∈ I. This shows that h = 0 and we are done.
It is now left to prove (iii): c(g 1 ) + c(g 2 ) = I. But since g 1 + g 2 = p and c(p) = I and g i ∈ Z(pM p) it is obvious.
Because of Lemma 2.4 it will suffice now, in order to prove Theorem 2.1 to restrict our attention to the cases c(g 1 ) = I and c(g 2 ) = I. Since the proof is similar in these cases we now assume c(g 1 ) = I (i.e. g 2 = c(g 2 ) = 0). This equality then holds for finite sums of such a, x. Since T is σ-weakly continuous by [Ho, Corollary 3.22] and α is σ-weakly continuous the equality holds for all a ∈ pM p and x ∈ pM (I − p). 
