We propose a hybrid method combining the deep long short-term memory (LSTM) model with the inexact empirical model of dynamical systems to predict high-dimensional chaotic systems. The deep hierarchy is encoded into the LSTM by superimposing multiple recurrent neural network layers and the hybrid model is trained with the Adam optimization algorithm. The statistical results of the Mackey-Glass system and the Kuramoto-Sivashinsky system are obtained under the criteria of root mean square error (RMSE) and anomaly correlation coefficient (ACC) using the singe-layer LSTM, the multi-layer LSTM, and the corresponding hybrid method, respectively. The numerical results show that the proposed method can effectively avoid the rapid divergence of the multi-layer LSTM model when reconstructing chaotic attractors, and demonstrate the feasibility of the combination of deep learning based on the gradient descent method and the empirical model.
I. INTRODUCTION
The prediction of chaotic systems is one of the most important research fields in recent years. It has been widely used in geological science, meteorological prediction, signal processing and industrial automation. Because of the sensitivity on initial values and the complex fractal structure of chaotic systems, the establishment of a prediction model is a challenging task. At present, this task is mainly accomplished in two ways. One is that over the years, many scientists have established mechanism models such as differential equations by analyzing the internal laws and simplifying main characteristics of natural systems. The other is a data-driven forecasting method, which uses known data sets to build "black box" prediction models. The former requires a lot of expert knowledge. Because of a lack of knowledge on reality systems, the a) Electronic mail: leiyouming@nwpu.edu.cn. mechanism models have to neglect minor details and are usually approximate. Therefore, it is difficult for chaotic systems to achieve reliable long-term prediction. The advantage of the latter is that it only needs collection of data, regardless of the inherent complex dynamics. But data from reality systems update quickly in the information age nowadays and are difficult to collect on time without errors. There is not an omnipotent data-based model to predict all of the systems since data driven models lack theoretical supports and require tuning parameters in terms of specific problems.
In 2018, Pathak proposed a new hybrid method based on Reserver Computing (RC), which uses the advantages of data and system dynamic structure, and pointed out that this method is also applicable to other machine learning models 1 . In fact, both the RC and the LSTM model are derived from general recurrent neural networks. In 2001, Maass and Jaeger proposed a reserve pool calculation for cyclic neural network, respectively, which randomly determines the cyclic hidden unit, so that it could well capture the input history of the sequence in the past, and only learns the output weight, referred to as RC [2] [3] [4] . It was introduced to predict the trajectories of chaotic systems with good effects [5] [6] [7] [8] [9] [10] [11] . The LSTM, on the other hand, is a path that introduces self-circulation to produce gradient continuous flow for a long time 12, 13 . As early as 2002, relevant studies have applied the LSTM model to chaotic system prediction, but the effect was not ideal because of the lack of technology at that time 14 . Subsequently, numerous studies on data-driven LSTM prediction of chaotic systems have emerged 15, 16 . In 2017, a deep learning network for chaotic system prediction based on noise observation was proposed 17 , and the LSTM model was used to filter out noise effectively, and the conditional probability distribution of predicted state variables was realized. In 2018, Vlachas et al. applied LSTM to the prediction of high-dimensional chaotic systems, and proved the feasibility of LSTM to predict chaotic systems by comparing it with the GPR method. They also pointed out that LSTM has the potential to mix with other methods to better prediction performance 18 . In 2018, Wan et al. combined LSTM with the system's reduced order equation to predict the nonlinear part of systems and the extreme event of complex dynamic equations 19 . The modeling of time series by RNN can capture the fast and slow changes of the system, and their underlying components are often composed in a layered way.
In 1995, Hihi and Bengio proposed that the deep RNN structure could help extend the ability of RNN to simulate the long-term dependencies of data. They showed that the dependencies of different time scales could be easily and effectively captured by explicitly dividing the hidden units of RNN into groups corresponding to different scales 20 . Currently, a common method to encode this hierarchy into RNN is to superimpose multiple cyclic neural network layers [21] [22] [23] . There are many variations and improvements of the deep RNN structure model based on the superposition level. For example, in 2015, Chung et al. proposed a gated feedforward RNN based on deep LSTM 24 . In 2016, Wang et al. proposed a regional CNN-LSTM model and applied it to text emotion analysis 25 . The video caption decoder was simulated by a CNN-LSTM model combined with attention mechanism in 2017 26 . To predict chaotic systems more effectively, this work aims to explore the feasibility of combining the deep long short-term memory (LSTM) model, which is based on the gradient descent method, and the empirical model. In practice, we can use all of the resources, data and prerequisite knowledge, and combine them to achieve an optimal prediction result.
The rest of the paper is as follows. In Sec.II, we introduce the structure of the hybrid method based on the multi-layer LSTM model, and describe in detail the training process and prediction process of the method. In Sec.III, we present three commonly used measures to compare the differences between the single-layer LSTM model, the multi-layer LSTM model, and the hybrid prediction method. In Sec.IV, we demonstrate the feasibility of the hybrid method based on the multilayer LSTM model in the Mackey-Glass system and in the Kuramoto-Sivashinsky system, respectively. Conclusions are drawn in Sec. V.
II. HYBRID METHOD
We consider a dynamical system whose state variable x(t) ∈ R d is available in the past time. For recurrent neural network (RNN), given input sample x = (x 1 , . . . , x T ), its hidden vector is h = (h 1 , . . . , h T ) and the input vector satisfies update equations as follows,
where W and b represent the weight matrix and the bias vector, and ϕ is the function of the hidden layer. In addition to the external circulation of the neural network, LSTM also has an internal "self-loop", shown in Fig. 1 . For the LSTM model, ϕ is generally realized by the following 
where σ is the sigmoid function,
represent the forget, input, and output gates respectively, c, h ∈ R d h are the "cell" state and the hidden state,
The LSTM hidden and cell states (h t and C t ) are called LSTM states jointly, the dimension of these states is the number of hidden units d h , which controls the ability of cells to learn historical data.
The process of predicting chaotic system by multi-layer LSTM is shown in Fig. 2 . Consider a dynamic system, the time series data from the system D = {x 0:N t } are known, where x t ∈ R d i is the system state at time step t. The process of fully predicting its state variables by the multi-layer LSTM model is divided into two stages: training and prediction. During the training process, the training set is processed into samples in the corresponding forms of the input and out-put of the multi-layer LSTM model,
for t ∈ {1, 2, . . ., N train − d + 1}. These training samples used to optimize the model parameters to satisfy the mapping relation of x t → y t . The deep architecture learning model can build a higher level interpretation of attractors. For the special structure of LSTM, the deep RNN can be constructed by superimposing several hidden layers easily, where the output sequence of each layer is taken as the input sequence of the next layer, as shown in Fig. 2 . For the deep RNN constructed by the N-layer LSTM model, the same hidden function is used for all layers in the stack, then the iterative calculation equation of hidden layer sequence h n of the n-th layer is as follows,
where, n = 1, 2, ..., N, t = 1, 2, ..., T and h 0 = x, the output y t is,
The loss function of each sample is,
where F w (x train t ) represents the output of the model. In the actual training process, to prevent overfitting, regularization terms are added into the error, and the total error function is defined as,
where S = N train − d + 1 is the total number of the training samples, and W T is the set of all trainable parameter metrices. For N = 1, the model degrades to a single-layer LSTM model. At present, deep learning combined with the empirical model was rarely used to predict chaotic systems, and an effective hybrid method based on the reservoir computing was proposed 1 . Following it, the structure of combining the multilayer LSTM model and the empirical model is shown in Fig. 3 . During the training phase, the training data samples firstly flow into the empirical model to get the empirical data, then flow through the input layer into the multi-layer LSTM model with the empirical data together, and the output of the model and the empirical data finally flow through the output layer to obtain the prediction result. In the prediction phase, the input data is gradually replaced by the prediction results, and the prediction time is iterated until the error reaches the threshold value for the first time. We assume that the empirical model is an inaccurate differential equation of the dynamical system, whose inaccuracy is represented by parameter mismatch with a small error ε. Although the empirical model only slightly changes system parameters, this can, without loss of generality, generate large errors in an unknown way, which makes long-term prediction impossible only using the mismatch model. In fact, we can consider the parameter mismatch ε comes from an inevitable error in constructing dynamical equations based on cognitive models. In this case, assume that the state variables in the dynamical system at the previous position are known, and the following state variables can be obtained by integrating the empirical model, so we have
Then the sample pairs of the hybrid method based on multilayer LSTM are as follows,
where t ∈ {1, 2, . . ., N train − d + 1}, [·, ·] represents the splicing of vectors. If a = [a 1 , a 2 , · · · , a m ]
is [a 1 , a 2 , · · · , a m , b 1 , b 2 , · · · , b n ] T . the core part of the model is stacked with multi-layer LSTM as mentioned above, and the output of the model is changed to,
In this work, the same training method is used for different models when comparing the predictive power of different models. In the actual training process, the method of small batch gradient descent is used to solve the optimal parameters. The samples are fed into the model in batches, and the loss function is defined as the mean of the sample loss function for each batch. The training weights are first initialized with Xavier and then iteratively optimized for the network weights. The gradient descent optimizer is used as,
where η is the learning rate, W i is the weight parameter of batch ith before optimization, and W i+1 is the updated weight parameter. According to different systems, the optimizers used are different. In order to prevent the parameter convergence to a local optimal solution, we use the Adam optimizer, which takes the first and second moment estimation of the gradient into account to accelerate the training speed and effectively avoid the model convergence to the local optimal solution. The updated equations are written as,
After each epoch, we update the learning rate by η = γ × η, so that the model remains stable after several training sessions. In order to make the model learn data features more fully, the training samples are normalized during the training process. In the prediction process, the train results of the model are reversed-normalized and taken as the input data in the next step. The complete flow chart is shown in Fig. 4 . Here, u 1 , u 2 , ..., u d are the real data of the dynamical system, which are input into the empirical model E to getũ 1 ,ũ 2 , ...,ũ d . Normalize them in P, and then input the processed data into the multi-layer LSTM model above. After that, input the output result h N d ,ṽ d+1 into the full connection layer, and thus get the predicted value u F d+1 . In the next step, update the input to u 2 , u 3 , ..., u F d+1 , and get the corresponding prediction u F d+2 . Repeat this progress until we get the final result.
III. BENCHMARKS
We adopt three commonly measures, the normalized error, the root mean square error (RMSE), and the anomaly correlation coefficient (ACC), to compare the prediction performance of different models: singer-layer LSTM, multi-layer LSTM, hybrid singer-layer LSTM, and hybrid multi-layer LSTM. Considering the dimensionless property of the model, we refer to the time unit as the Model Time (MT ), which is the product of the time step and the number of iteration steps. The normalized error Exp(t) for each independent prediction process is defined as,
where x(t) is the real data of the chaotic system, andx(t) is the prediction result of the model. Each method evaluates the effective time by several independent predictive experiments. The effective time t v is defined as the first time that the normalized error of the prediction model reaches the threshold value f , 0 < f < 1. The RMSE is defined as,
where V refers to the number of different prediction positions selected. In the following, V = 100. In addition, we used the mean anomaly correlation coefficient (ACC), which is a widely used prediction accuracy index in the meteorological field, at the predicted location to quantify the correlation between the predicted trajectory and the real one. The ACC is defined as,
wherex is the mean value of the training data, and x
represent the predicted and true values of the track at the time of t for the position of i-th. The value range of ACC is [−1, 1], and the maximum value is 1 while the predicted trajectory and true value change are consistent completely.
IV. RESULTS
In this section, different prediction models are applied to two classical chaotic systems: the Mackey-Glass (MG) system and the Kuramoto-Sivashinsky (KS) system.
A. The Mackey-Glass model
The MG system is a typical time-delayed chaotic system, and the equation is,ẋ
where β = 2.0, γ = 1.0, n = 9.65, x t−τ is the delay term, and τ = 2 represents the time delay. For the MG system, we solve the equation with a second-order Runge-Kutta algorithm with a time step dt = 0.1 up to T = 10000 steps, and reconstruct the phase space with the data. The embedded dimension is 8, and the time delay is 0.1 to obtain the training data set. Based on the real MG system, the empirical model approximately constructs the chaotic attractor by changing γ in Eq. (16) to γ(1 + ε). The error variable ε is the dimensionless difference between the empirical model and the real model, ε = 0.05. For the hybrid method based on the multi-layer LSTM, the attractor can be reconstructed by training data and labels. We construct the deep LSTM model with N = 5, and the label is given as y train = x t+d − x t+d−1 . The empirical model data could be obtained by,
x Figure 5 shows the prediction result. The error threshold is f = 0.1, and the blue dotted line is the real data of the MG system. The prediction time of the hybrid method based on multi-layer LSTM reaches 89.95MT , which is significantly improved compared with the prediction time 33.02MT of the multi-layer LSTM model. Further, the statistical error for predicting 100 different location by four methods above with the same training data is shown in Fig. 6 , where the abscissa is forecast time, and the ordinate is the mean of the root mean square error (RMSE) and the mean of anomaly correlatoin coefficient (ACC), respectively. Under the evaluation criteria, the prediction performance can be sorted as: single-layer LSTM < multi-layer LSTM < hybrid single-layer LSTM < hybrid multi-layer LSTM.
B. The Kuramoto-Sivashinsky model
The KS system is widely used in many scientific fields to simulate large-scale chaotic physical systems, which is deduced by Kuramoto originally 27, 28 . The one-dimensional KS system with initial conditions and boundary is given by,
In order to obtain the real data, discretization via a secondorder differences scheme yields,
where L = 35 is the periodicity length, the grid size has D = 65 grid points, and the sampling time is dt = 0.25. The approximate empirical model is
where ε = 0.05. We use the data of T = 25000 to train the model with epoch = 150, and the parameters are shown in Table II . Figure 7 shows the prediction results of the chaotic attractor in the KS system with the multi-layer LSTM model and the hybrid multi-layer LSTM model. In the left figure, given the error threshold of f = 0.4, the prediction effective time of the multi-layer LSTM model is 12.11MT , while the prediction time of the hybrid model combined with the empirical model is improved to 38.04MT . Further, the statistical error for predicting 100 different locations with four methods above with the same training data is shown in Fig. 8 , where the abscissa is forecast time, and the ordinate is the mean of the root mean square error (RMSE) and the mean of anomaly correlatoin coefficient (ACC), respectively. Under the evaluation criteria, the prediction performance can be sorted as: single-layer LSTM < multi-layer LSTM < hybrid single-layer LSTM < hybrid multi-layer LSTM. The above numerical results show that for high dimensional chaotic strange attractors, increasing the depth of LSTM model can better the prediction performance to some extent. The hybrid method based on the multi-layer LSTM has significantly improved the prediction capability, which means that the introduction of the empirical model promotes the deep learning method based on the gradient descent method.
V. CONCLUSION
In this paper, we propose a hybrid method based on the deep LSTM with multi-layers to predict chaos in the MG system and in the KS system, respectively. The LSTM model has a flexible structure and its successful combination with the inexact empirical model provides a feasible way to the prediction of high-dimensional chaos. We can give a heuristic explanation. The data driven LSTM model can capture local characteristics of a chaotic attractor and thus accurately predict the short-term behavior of the system. With time evolution, the divergency of the deep LSTM model from the true trajectory is unavoidable when reconstructing the chaotic attractor. This makes long-term prediction difficult to implement. Introducing the empirical model is just like to tell the hybrid model "climate" of the chaotic attractor so that the deviance between the trajectory and its prediction is corrected to some extent. In this way, combining the deep LSTM model with the empirical model improves the capability of the hybrid model to capture the steady-state behavior of the chaotic attractor while keeping the ability of short-term prediction. Note that the prediction performance of the hybrid model based on the deep LSTM is much better than the scheme of RC, while it is similar to the hybrid model combined RC and the empirical model although its training cost is higher than the latter. Maybe here we have not fully harness the power of the structure of the LSTM. Future work can focus on how to improve the performance of the hybrid model based on a theoretical understanding of the advantage of the LSTM. 
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