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Abstract
Large and complex biological networks are thought to be built from small functional modules 
called motifs. Currently there has been insufficient study of the fundamental understanding of 
these motifs which has resulted in a lack of consensus of their role and presence in biology. Here 
we investigate two networks tha t produce biologically im portant dynamics, an oscillation and a 
toggle switch. We couple these motifs and observe multiple sets of combined dynamic behaviour 
and evidence of gene connectivity preferences between the two networks. Such fundamental 
studies of networks can be performed computationally with detailed mathematical analysis tha t 
may not be possible from experimental data due to noise and experimental costs. Computational 
studies can also be used in conjunction with experimental data to analysis and interpret large 
scale data sets such as high-throughput data. Here we use such an approach to go beyond funda­
mental networks and model a system of particular interest in biology, the bacteria Streptomyces 
coelicolor., which produces a plethora of antibiotics and medicinal compounds. The regulatory 
network of genes in S. colicolor is vast and sub-networks can span hundreds, or even thousands 
of genes. Currently there is insufficient data to statistically reverse engineer regulatory networks 
for large networks, known as underdetermined problems. The complexity of real data  due to 
noise is also a problem for inferring networks, and as a result much of the research community 
focus on small artificial data sets to benchmark their algorithms. Here we develop a novel algo­
rithm  which uses data integration and processing with a multi-objective set-up tha t enhances 
convergence through multiobjectivization. Additionally our algorithm uses a decoupled optimi­
sation approach to improve the optimisation and parallel computation to significantly reduce 
computational run times. Our algorithm is general and can be applied to any network with 
time series data of any size. We compare various size biologically relevant sub-networks within 
S. colicolor with several optimisation arrangements and demonstrate our novel approach is the 
best over any network size. Furthermore, we apply our algorithm to the PhoP sub-network of 
911 genes within S. colicolor, which is strongly linked to antibiotic production. All networks 
here are reconstructed from real experimental data. Our algorithm is able to build a regulatory 
model for 911 genes in the PhoP network for time series data sets of up to 32 points, both of 
which are far larger than current methods.
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Chapter 1
Introduction
1.1 M otivation
Interdisciplinary research is a necessity for the progression of knowledge, the application of 
theories and the solutions to many problems. For example, collaborations between computer 
scientists and biologists, which aim to understand the mysteries of nature and help lay the 
foundations for theoretical models. Such collaborations can have wide spread applications from 
robotics, engineering and agriculture to medicine. Due to the complexity of many biological 
systems, computer scientists, mathematicians and physicists are working with biologists in or­
der to analyse enormous and often incomplete data sets. W ith recent technological advances, 
biological experiments are able to produce vast amounts of data. Although biologists are able 
to produce this high volume of data, the analysis is a difficult task, and many collaborations try  
to tackle this problem. Computer scientists can use advances in processor power and techniques 
such as parallélisation and graphic processor units to compute enormous amounts of data  in 
reasonable amount of time. These areas investigate biological systems to try  to understand, and 
even recreate, observable biological properties and functions.
1.1.1 The Building Blocks o f Biological System s
Currently there are few detailed investigations into the fundamental behaviours of networks 
in biological systems. Some studies have focused on particular topologies due to their general 
functionalities and occurrence in biological systems [1]. Other studies have demonstrated th a t 
functionality is not dependent on the topology of the network and the same network can be tuned 
to different behaviours [2]. This in itself implies a lack of understanding, or at least confusion.
about how biological networks operate on the most basic level. In addition it is widely agreed that 
biological systems are modular in design [3] and tha t larger networks are formed from connecting 
simple modules tha t display specific functionality [4], some of which are known as motifs as they 
are observed in biological systems far more often than in a random network [5]. However, if 
in fact these units are not functionally specific, then the concept of biological building blocks 
may need to be rethought. Moreover, if we are unable to understand the smallest of networks, 
how are we going to be able to understand the workings of a complex biological system? Thus 
research into the basic functions, goals and process of biological networks is essential if we hope 
to unlock the mysteries of nature at higher levels. Some im portant functional motifs are the 
toggle switch and the oscillator due to their ubiquitous role in biological systems [6].
Unlike physics and chemistry, there are few universal models tha t explain the fundamentals 
in biology, and thus there are significant ‘gaps’ in knowledge as a result. Physics and chemistry 
are by no means complete, however much progression in these fields come from fundamental 
understanding, from classical and quantum mechanics, electromagnetism, the structure of the 
atom, chemical bonds and reaction conditions. This foundation of knowledge has led to the de­
velopment of drugs, computers, super-materials, space exploration, smart phones, and countless 
others. Biology has been hindered by the complexity of the subject and has been delayed by 
the progression of technology. Recently there has been a significant increase in the amount of 
available data due to improvements in experimentation, data collection and technology. This is 
has set the path of data intensive studies of biological systems and can help understand both 
high level complex biological systems and the basic principals of nature.
Complex models may be required to recreate even the simplest of networks which span many 
levels of interactions from cellular, to gene, to protein and beyond. It is possible to simplify 
these networks by only modelling some of these interactions levels, however this comes at the 
cost of not reflecting biological reality and possibly even plausibility. For larger networks such 
a simplification may be essential as the number of genes make a complete model, capturing all 
biological interactions, computationally infeasible. When considering all possible interactions, 
even a small number of genes can lead to complex network dynamics [7]. Due to this high 
complexity, collaborations between mathematicians, computer scientists and biologists aim to 
model the biological networks of large organisms such as some yeast (over 2000 genes) [8, 9], 
E. coll (5000 genes) [10], Streptomyces coelicolor (8000 genes) [11, 12] and humans (22287 
genes) [13]. Significant improvements to computational models are required to infer large scale
networks from biological data, which at present are not sufficient. Reconstruction algorithms 
must be able to scale up to tens of thousands of genes [14] in order to model higher level 
organisms. Improvements to the current methods are also required as analysis of genome-wide 
high-throughput data for even a small organism of a few thousand genes will have enormous 
dimensionality. Furthermore, methods tha t are able to integrate different data sets in order to 
utilise the flood of information produced by high-throughput experiments, while also building 
more biologically plausible models are desperately needed. Such developments are likely to come 
at significant computational costs, thus in addition to large scale data integration methods, we 
must use techniques such as parallel processing to reduce the run times of these simulations to 
ensure reasonable performances.
1.1.2 Streptom yces coelicolor and A ntibiotic Production
Streptomyces are soil dwelling gram-positive bacteria tha t have large genomes and unusual 
multi-cellular life cycle [11]. The growth of Streptomyces progresses from a primary metabolism 
stage of normal cellular growth to a secondary metabolism phase including the formation of 
aerial structures and production of metabolites. This is a morphological change experienced by 
Streptomyces where the organism switches from primary metabolism to secondary metabolism. 
Secondary metabolism is non-growth linked and is non-essential but many im portant activities 
occur during this phase which help the bacterium survive. The secondary metabolites produced 
after the morphological change including a range of antibiotics [12] tha t are the majority of the 
antibiotics used in human and veterinary medicine [15]. Furthermore, Streptomyces also pro­
duce many other medicinal compounds including anti-parasitic agents, anticancer, anti-tumour 
drugs, anti-fungals, anti-hypertensive, herbicides and immunosuppressants [16]. These products 
make the understanding of this complex biological process of great interest to biologists and 
medical researchers. Despite much investigation however, due to the complexity of nature and 
the lack of sophisticated modelling and network inference tools, coupled with limited and often 
noisy data, detailed understanding of this process is unknown. Currently no known reconstruc­
tion algorithms have been successfully applied, if applied at all, to Streptomyces. Many similar 
investigations into other organisms are collaborations between mathematicians and computer 
scientists because of the large number of genes involved. Despite much research and attention 
recently, currently there are no algorithms tha t can reconstruct very large networks, i.e. more 
than 50 genes, and most methods struggle when using real biological data. Beyond improv­
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ing biological understanding across specific species through inferred networks and comparisons 
between data sets, a general large scale reconstruction algorithm can be applied to countless 
organisms of interest to biologists and therefore would be a significant contribution to biological 
research. Such an algorithm could lead to significant progression in understanding biological sys­
tems, such as bacteria tha t are extremely robust to environmental conditions, e.g., tem perature 
and pH, or organisms resistant to particular diseases.
1.2 Main Achievem ents
This investigation ranges from the study of fundamental properties of simple biological networks 
from a theoretical standpoint to the inference of biological networks from experimental data. 
The main achievement of this research is the development of a novel, large scale gene regulatory 
network inference algorithm. Our algorithm is general and can be applied to any time series 
data and reverse engineer the hierarchical topology and parameterisation of the network tha t 
produced the temporal data. Due to its novel set-up, our algorithm is able to infer biological 
networks based on real biological experimental data tha t is much larger than current methods. 
This demonstrates a significant step forward for network inference and the understanding of 
biological systems. This and other achievements from this work are detailed in the sections 
below.
1.2.1 Synthesis of Individual Network Dynam ics
Here we investigate an essential biological network, the genetic oscillator, and examine several 
methods of synthesising the dynamic behaviour from a simple gene regulatory network (GRN) 
using an evolutionary algorithm (EA). We compare equivalent desired states in frequency and 
temporal domains at generating self-sustained oscillatory dynamics, as well as a multi-objective 
combination of the single objective set-ups. Our results show th a t equivalent domain objectives 
do not perform the same, despite having the same goal. Furthermore we investigate the outcome 
of using a combination of multiple objectives compared to a single objective set-up for tuning 
a genetic oscillator. Our results show tha t the effects can either hinder or enable convergence 
depending on what objective function is in your initial set-up. For the synthesis of the oscillatory 
dynamics, we observe the single objective time domain is the most successful and frequency 
domain objectives are unable to synthesise oscillatory dynamics unaided. The combination
of a frequency and time domain objective does yield oscillatory solutions, thus has enabled 
convergence for frequency domain. This arrangement however is less successful than the single 
objective time domain set-up and thus hindered convergence to oscillatory solutions. We also 
observe tha t the three-gene oscillator used in this study is not tunable and there is no correlation 
between the specified desired period of the oscillator and the resulting oscillatory dynamics. 
This is observed for all single and multi-objective set-ups investigated here and across a range 
of oscillator periods.
1.2.2 Synthesis of Coupled N etwork Dynam ics
Beyond the synthesis of individual network dynamics we investigate the combination of two 
small networks, the oscillator and toggle switch, and the behaviour of the resulting network. 
Previously Gonze [6] conducted a detailed systematic investigation into the coupling of these 
two networks and noted the behavioural response of the coupled networks to parameter per­
turbations. Here we investigate the ability of the coupled network to produce the dynamics 
observed in [6] from fixed parameter sets obtained using an EA. We are interested in the dy­
namic behaviour, however we require tha t it is generated by the system rather than laborious 
parameter tuning. Initially we begin with a fixed coupling between the two networks and obtain 
many of the dynamics previously observed. Our most notable contributions beyond [6] is the 
generation of all dynamic behaviours from a definition of desired state only and require no ex­
ternal influence once the parameters are optimised using the EA. We conduct the same coupling 
arrangements as in previous studies and are able to generate an on/off switch or permanent 
change to the oscillation based on control of the toggle switch. Previously both behaviours were 
obtained through temporal perturbations to a bifurcation parameter in the system, however our 
method produces the same results based solely on the initial conditions of the toggle switch. 
Such a response is a more realistic reflection of biology, where a system intrinsically responds to 
environmental changes rather than change the connection set-up. We further this investigation 
by analysing the effects of a randomised coupling between the two networks rather than pre­
determining the connectivity. For each coupling arrangement of the master/slave set-up of the 
oscillator and toggle switch we use two different desired state objective functions in the optimisa­
tion. In this study we observe a clear preference of connectivity for each coupling arrangement. 
For the case of the oscillator controlling the switch we observe only connections to one gene in 
the switch in all cases and the vast majority of connections coming from a gene involved in a
negative feedback loop. In the other coupling arrangement we observe 74% of connections to 
gene involved in a positive feedback loop. We observe the same connectivity for both objectives 
for a given coupling arrangement indicating tha t the connectivity preference is independent of 
the objective and a result of the network itself. For the oscillator controlling the switch we 
observe the only one set of dynamics for both objectives indicating this is a robust functional 
motif. For the other coupling arrangement we observe tha t the objective effects the probability 
of a dynamic behaviour being synthesised from the network and tha t both the on/off switch and 
permanent change to oscillator characteristics are observable for both objectives. We discover 
the possibility of a weak bifurcation point in the coupling parameter coefficient th a t changes the 
probability of synthesis of a specific dynamic behaviour of the network for one of the objective 
functions.
1.2.3 R econstruction of Regulatory Networks From Expression D ata
For the reproduction of gene expression data we compare and contrast several different optimi­
sation techniques for various sizes of sub-networks within Streptomyces coelicolor. Our results 
show tha t the use of normalised gene expression data, as opposed to the raw form, improves the 
average performance of all the methods used here by reducing the dependency of network error 
with network size. This is observed in general across all set-ups and is due to the universal scale 
of the parameters in the system leading to a localisation in optimisation search space and thus 
potentially improving optimisation convergence and providing more optimal solutions. Further­
more we demonstrate tha t decoupled optimisation methods, where all connections are optimised 
separately, outperform a full network optimisation method and lead to a much narrower distri­
bution of solutions over many simulations, and therefore provide more consistent results between 
individual performances. We also develop a novel multi-objective methodology for determining 
the regulation type in the connectivity and show th a t this improves the performance of the 
decoupled set-up compared to the standard single objective approach. Here we observe the 
best combination is a decoupled technique using normalised expression data coupled with our 
novel multi-objective method, which outperforms other set-ups across all network sizes. The 
improvement here again comes from a reduction in the convergence through the use of multiob­
jectivization. As convergence is rapid, this methodology requires fewer generations and thus is 
computationally efficient. Our method provides consistent performances over many simulations 
resulting in very narrow distributions of total network error, which scales well with network size
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and easily adapted to be performed over parallel processors. In all methodologies we reproduce 
the gene expression profiles by modelling connections in the network for a large time series data 
set (32 time points) and for sub-networks of up to 332 genes. Our methodology can be used with 
any size time series of network size and results show tha t our novel multi-objective approach 
scales very well with increasing network size.
We further develop our multi-objective method to reconstruct the PhoP regulatory network 
of over 900 genes. Here we incorporate integration of experimental gene expression data, knock­
out experiments and protein binding information with our multi-objective technique and parallel 
programming to build the network. Our algorithm initially models the 387 direct targets of PhoP 
by optimising connection parameters and reproducing the expression data of each gene. Here 
we also infer regulation type based solely on the expression profile using our multi-objective 
set-up. We go on to verify our results with experimental observations from the literature where 
possible, and find agreement in the majority of cases. A comparison between our model and the 
observations in the literature is given in Table 5.4 using observations from [17-31]. We use three 
time series data sets of various number of time points (up to 32 time points) from replicate 
experiments and compare the results. This method can infer networks larger than the vast 
majority of available algorithms, from larger time series of real data sets, which is an im portant 
contribution to the field of biology in itself. Our algorithm is also able to predict the regulators of 
PhoP’s indirect targets from its direct targets. In this stage our algorithm compares all possible 
connections in the model and selects the best fit to the data as the regulator thus providing 
connection predictions for each of the 524 indirect targets of PhoP. Such a process requires a 
significant amount of computation time thus we have enabled our method to run across parallel 
processors to reduce the run time. This method has provided the first global model of the 
PhoP network detailing connectivity and parametrisation and able to reproduce experimentally 
determined gene regulatory profiles. The topology of the network can provide investigation 
areas for experimentalists to study and compare to our model. This large scale topology of the 
PhoP network could help biologists to understand the extent of PhoP’s control and its global 
properties. This may enable a better understanding of how PhoP influences antibiotics, other 
secondary metabolites, and other functional sub-networks within S. coelicolor. In addition our 
methodology is general and can be applied to any organism providing tha t time series data 
exists, and can thus be used to reconstruct networks in other organisms.
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1.3 Structure of Thesis
We begin this report with a review of the literature around the topic in Chapter 2. Here we 
provide an overview of gene regulatory networks (GRNs), their use in biological applications 
and several methods of modelling them. The recent surge in data due to high-throughput ex­
periments is related to big data is discussed in Section 2.2. Evolutionary algorithms (EAs) and 
optimisation algorithms are introduced in Section 2.3 before the concept of network inference 
from expression data is detailed in Section 2.4. The latter includes examples of EAs and opti­
misation algorithms used for the inference of biological networks and why they are well suited 
to this kind of problem. An interesting organism tha t produces antibiotics during its life cycle 
is detailed in Section 2.5 as a network to be reconstructed in this study. Section 2.6 overviews 
current reconstruction algorithms available and highlights the problem areas such as increasing 
computational run time with network size and the lack of large dynamic networks inferred from 
real data sets.
In Chapter 3 we discuss the biological role of GRNs and the application of simple networks. 
We describe small network motifs, the toggle switch and the oscillator due to their importance 
and occurrence in biological systems. For the case of the oscillator we investigate the synthesis 
of the network dynamics from several objectives in difference domains and compare single and 
multiple objective methods for generating oscillatory dynamics. Furthermore we examine the 
tunability of the networks oscillations, i.e. how effective are these methods at selecting the 
desired oscillatory period.
Our theoretical investigation of GRNs are furthered in Chapter 4 where we study the com­
bination of simple network dynamics in order to produce more complex behaviour. This in­
vestigation examines the hypothesis tha t the modular design of biological systems enables the 
deconstruction of complex networks into small interconnected functional units or modules. The 
coupling of small networks is also a possible mechanism for evolution where small systems can 
evolve into large complex networks. Here we couple two small networks and demonstrate the 
ability to produce interesting coupled dynamic behaviour by combining the networks in a sim­
ple manner. In this Chapter we also study the existence of connectivity preference between two 
motifs by using an EA to evolve an initially randomised coupling between the networks. Here 
we observe a clear preference of coupling between the two networks with evidence of ‘weak’ 
bifurcation parameters in the system.
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In Chapter 5 we investigate the inference of biological GRNs from gene expression data. We 
compare some simple mathematical models for gene regulation in modelling experimental gene 
expression data. Next we examine several computational techniques comparing raw and nor­
malised expression data, single and multiple objective set-ups, and full network and decoupled 
optimisation methods. Lastly we use knowledge gained from previous studies to develop a novel 
multi-objective model tha t uses normalised gene expression data and a decoupled optimisation 
technique to infer the regulatory network of PhoP in Streptomyces coelicolor. We detail our 
algorithms ability to reproduce large time series expression profiles of many genes, while effec­
tively inferring the regulation from PhoP in most cases. Furthermore we also predict possible 
regulators between PhoP and its indirect targets. Our algorithm is a general case inference and 
modelling process and applicable to  any organism. This process utilises data  integration, paral­
lel computational and multiobjectivization techniques to reverse engineer a large scale biological 
network with application to medical science.
This report concludes with a discussion of the results obtained in this study and areas for 
future investigation in Section 6.
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Chapter 2
Background
2.1 Gene Regulatory Networks
Nature is full of complex biological systems and those tha t are of interest to biologists and 
computer scientists often consist of a large number of interacting genes. These complex net­
works can be broken down into smaller interconnected sub-networks, which often display specific 
functionality as an independent circuit. This modularity of biological systems enables evolution 
through the addition of network circuits as well as the variation of genes and interactions within 
a network. Moreover, the modular nature of biological systems provides robustness and aids 
adaptability by not having highly specialised networks. Topologies such as neural networks can 
be optimised to fit a specific problem but cannot easily adapt or evolve to new conditions [32] 
and scale free networks, such as the internet, are extremely vulnerable to disruption from the 
removal of a few genes [33]. Robustness is essential in biology due to high levels of noise and 
perturbations in environmental conditions [32], as is the ability to evolve and adapt to prolonged 
changes. These fundamental requirements of biological systems have led to the modular design 
of their networks. Gene regulatory networks (GRNs) are the most im portant organisation level 
within a cell [34], and are the focus of much research in the growing field of systems biology [35]. 
The building blocks of gene networks are not well known [5, 36, 37], however the role of each 
gene can be better understood by investigating their interactions and topology within GRNs 
[38]. Investigations into GRNs have been used to simulate phenomenon observed in biology, 
such as regeneration [39], duplication [40], evolvability [34], robustness [41], fragility [42], motifs 
and modularity [5].
Systems biology can broaden our knowledge about networks th a t are responsible for basic
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biological functions and robustness, and the causes of their breakdowns leading to disease states 
[43]. How cellular systems are formed from the interactions between genes, proteins and small 
molecules is a major challenge for biology [44]. In biological systems interactions in a gene 
regulatory network are indirect and mediated by mRNA, proteins and other cellular components. 
However, in a modelling context, i.e. the GRNs we use to model the network dynamics, we refer 
to the abstract modelling method, also called a GRN. In this context (modelling), a group 
of genes interact through their protein products, where genes produce proteins which then 
affect the other genes protein production. This is illustrated in Fig. 2.1. These interactions 
can be either activating, where protein production is promoted, or repressing, where protein 
production is inhibited. Interactions between several genes can exhibit feedback when the genes 
interact with each other in a loop. Feedback loops in GRNs are positive if they contain only 
activating interactions, or an even number of repressive interactions, otherwise they are negative 
feedback loops. Biological systems use negative feedback loops to improve robustness [45] and 
use positive feedback loops to generate multiple stable points [6], however, often they consist 
of interconnected positive and negative feedback circuits [46]. The combination of multiple 
feedback loop, with at least one positive, is im portant in cellular decision making, with positive 
loops aiding stability and negative loops aiding reversibility [47]. Analysing GRN motifs is an 
im portant research area in systems biology [48, 49], and understanding the relationship between 
the topology and dynamics of GRNs is vital in the understanding of natural evolution [50].
G ene produces protein P roduction  influenced
P rotein  interacts w ith  gene 
Figure 2.1: Regulation mediated by protein production in a gene regulatory network.
Figure 2.2 illustrates a simple two-gene system tha t interacts on the gene level, which is 
mediated by proteins. There are several methods for modelling GRNs. Here we briefly cover 
Boolean and differential equation models, for details of common techniques the reader is referred 
to [35, 38, 51-56]. Logic models, the most fundamental of which are Boolean networks [52, 57], 
are a popular choice as they can give information about the network topology and are relatively 
simple to analyse [57]. For a Boolean model of a two-gene system, each gene can be either active
14
VFigure 2.2: A gene regulatory network model showing how regulation on the gene level corre­
sponds to interactions with the protein level via mRNA and Transcription Factors (TF)
(1) or inactive (0) [58] and interactions can be modelled using IF  statements. For the GRN 
given in Fig. 2.2, a simple Boolean network would model the regulations as
9 i=  \
9 2 =  S
0 if Ç2 is 1
1 if Q2 is 0
0 if gi is 0
1 if gi is 1
Repressor,
(2.1.1)
Activator,
where g\ activates itself and p2, while g2 represses g\. This leads to a flipping of each of the 
genes from the inactive (0) state to the active (1) state due to the repression of g\ by g2 - 
The investigation of Boolean networks in vital for our fundamental understanding of network 
topology and function, such as the existence of coupled feedback loops [59] and the origin of 
steady states and robustness in GRN [52]. Further information on Boolean methods for inference 
of GRNs can be found in [60, 61] as they are not used in this study.
More detailed models include ordinary differential equation (ODE) models, which are able
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to model the dynamic behaviour of each gene in the network, are commonly used [35, 53, 62- 
72, 72-77]. This increase in knowledge of the system, i.e. how the expression of each gene 
varies over time, comes at an increased cost in model complexity and computational run time 
as it requires an ODE solver. In general for an N  gene network the dynamic behaviour can 
be modelled as dxi/d t = f i {x i ,X 2 , . . .  where fi',i = 1,2, •• • ,N  represents the regulation
between network genes, and is commonly modelled as a Hill function [55, 66, 78]. A general 
form for an ODE model consists of a regulation and degradation part, i.e.
Xi — LüijHij{Xj^ • (2 . 1 .2)
Here the first term  is the regulation in the form of a Hill function and the second term is 
the degradation of the protein of Xi. Hill functions are non-linear equations th a t are derived 
from Michaelis-Menten enzymatic kinetics [49, App. A] and the regulation by Xj can be either 
activating, with the form.
W ) =  , (2.1.3)
or repressing, with,
"  1 +  (x'/lBijYa ■
where i and j  represent the gene interaction pair, and Xj, n is the Hill coefficient, (3 is the 
production rate and 9 is the threshold for gene Multiple incoming gene interactions to a 
single gene can be combined and modelled using ‘Fuzzy Logic’ such as AND and OR gates [32] 
or summation logic. Summation logic for regulatory genes x  and y are then simply defined as
L{x,y)  = ^ ( x  + y) . (2.1.5)
Currently there is no standard method of combining regulation from two sources, and in fact 
it has been shown tha t simple combinatorial logic does not work. Schilstra and Nevhaniv [79] 
investigated the role of combinatorial logic in gene expression for a target with two regulators 
in several regulator set-ups. The authors observed tha t although these set-ups ‘mimic’ Boolean 
logic, the binding of the regulators cannot be combined (or decomposed) in the same way. The 
only exception of this is the case where the two regulators bind independently, i.e. at different 
czs-regions of the target. For all other cases (both conjunctive and disjunctive) competitive, 
ordered and joint binding at the cis-regions, the laws of combinatorial Boolean logic are not
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sufficient to model the systems output. Despite this however, summation logic has been used in 
GRN modelling [45] and can be less sensitive to perturbations in the initial state of the system 
[80].
A possible ODE model of the GRN in Fig. 2.2 using Hill functions [55, 66, 78] and summation 
logic to combine the auto-regulation of gi with the repression from g2 would take the form
fj — m z (  A2 I \
(2.1.6)
^2 =  -  72P2 .
Non-linear models are favoured as interactions in nature, such as gene regulation, often have 
non-linear characteristics in their behaviour [81, 82]. Another common ODE modelling technique 
is the 8-System [35, 83-93]. This is a power law formalism using kij and hij as powers for the 
activating and repressive regulations respectfully for the connection between gene X i  and X j .  
The general form for the S-System is
N  N
X i  =  a i  -  A  • (2.1.7)
For the GRN in Fig. 2.2 the 8-System model would be
gi =  o(i(pi)^ " -  Pi{gi)^^^{g2)^^^
(2 .1.8)
h  =  0(2(pi)^^^ -  ^2{g2Ÿ^^ ,
where a  term, while the second term  combines the repression by g2 as well as the degradation of 
P i ’s  mRNA. For pg we have a simpler equation where the first term  is for the activation from g\ 
and the second term is for the degradation of the mRNA from p2 - Although a popular method, 
the 8-System has a high number of parameters, which reduces its use for large networks [94].
Other methods, such as Bayesian [38, 95-98] and models based on Pearson’s correlation 
[99, 100] or mutual information [91, 101-103], use expression profiles to determine the likelihood 
of a connection between two-genes. For the case of noisy data sets, or where only small data  
sets are available, both of which are common in biological experiments, informatics methods 
struggle. In addition Pearson’s methods are unable to identify non-linear correlation [104] and 
thus are limited in their use in modelling gene regulations and biological interactions, which often
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have non-linear characteristics [81, 82]. Mutual information techniques can identify non-linear 
correlations though they add levels of computational complexity th a t becomes infeasible for 
large networks [105] or with large levels of conditional dependence as often the case for GRNs 
[106]. Furthermore, mutual information methods cannot determine activating and repressive 
regulation as they cannot distinguish between positive and negative correlation [104]. Bayesian 
techniques are common, but as they require a large number of data points [54] their use for 
large scale underdetermined problems is limited. Further models based on the state of a system 
include Petri Nets [52] and state charts [107] though at present they have not been implemented 
in a network reconstruction algorithm.
N e tw o rk  M otifs Large networks often display some regular modular topological patterns 
[49, Ch. 12, p. 234] in the structural components known as network motifs [4], many of which 
are observed much more frequently than at random [5, 108]. These motifs are believed to be 
the building blocks of complex biological networks, which are modular in topology [48]. Motifs 
often exhibit specific functionalities and their commonality is due to their biological properties 
[4, 5, 32, 108]. The most common known motif is the feed-forward loop, where one gene interacts 
with two target genes, one of which also interacts with the other target gene. This motif contains 
the direct and indirect regulation of one gene and can decrease response time or act as a time 
delay [1]. These small repeating patterns can be used to construct larger and more complex 
networks by adding interaction between these motifs [4]. A common modelling technique for 
modelling an abstract networks of interacting nodes is a gene regulatory network (GRN) which 
can be applied to any network size. For biological systems a GRN can be used to  model the 
regulation of genes within an organism, where interactions are modelled on the gene level only 
and are mediated by the protein products. Only considering gene regulation is a simplification 
of the biological system. Despite this simplification however, GRNs are able to exhibit a range 
of network dynamics tha t are present in biological systems such as oscillations [41], toggle 
switches [108, 109] and a combination of these [6]. Analysing GRNs is an im portant research 
area in systems biology [48, 49], and understanding the relationship between the topology and 
dynamics of GRNs is vital in the understanding of natural evolution [50].
T opological N etw orks Topological models are of particular importance to our understanding 
of the behaviour of GRNs due to the modularity of biological systems and the functions of 
these modules such as AND and OR gates for time delays and robustness [4, 48, 108, 110].
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Swain et al. [Ill] illustrated the importance of topology by using a caterpillar and butterfly 
analogy, where the two insects contain the same genes, the connectivity of which is changed 
during the crystalline phase resulting in the physical difference between the two. In some 
cases the topology of the network is more im portant than the parametrisation as the topology 
can determine the dynamic behaviour of the network [35, 111]. The importance of topology 
over parametrisation is also present in more complex models, such as the Drosophila segment 
polarity network. This model contains 48 free parameters, which when randomised, each had a 
90% chance of being compatible with the desired behaviour regardless of parameter magnitude 
or range [112]. The authors observed the desired dynamics approximately 1 in every 200 runs, 
much more frequent than at random. The main issue with topological models, however, is the 
lack of a quantitative metric for comparison between models [78], though some metrics do exist 
for comparing topological networks [113]. One can use measures such as specificity, sensitivity, 
precision and recall for benchmarking, however for the practical case of an unknown topology 
theses measures are useless. However for competing models of the same unknown system the fit 
to the experimental data can be used as a measure of model quality. For models of similar fits 
to the data, the simpler model, i.e. fewer nodes and/or connections, is preferred as it is easier 
to understand and less prone to over-fitting [52], i.e. Occam’s Razor.
P a ra m e te r ise d  N etw orks The parameterisation of a network is also im portant as it allows 
us to investigate the modelling of the connections within a GRN. The difference between a simple 
linear connection and a more complex non-linear connection between genes could significantly 
affect their dynamical behaviour. In [2] Ingram and co-workers found th a t even for a relatively 
simple motif, a bi-fan, network dynamics vary greatly for different connection types and param­
eter sets. The authors demonstrated tha t this simple topology can be tuned to give a desired 
output and therefore a general statement about a network m otif’s topology is not sufficient to 
determine functionality. Gonze [6] observed regions in the parameter space tha t determined 
the dynamic behaviour of a fixed network topology and determined the bifurcation values for 
changing the network dynamics. These studies indicate that, even if the topology determines 
the range of functions of a network, the parameterisation may determine the dynamic behaviour 
or subset functionality of the network.
C om bin ing  T opology a n d  P a ra m e tr is a t io n  The above paragraphs imply th a t both net­
work topology and parametrisation are both im portant in determining network dynamics. It
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may be possible tha t the dominant contributor between topology and parameterisation varies 
between networks and across different representations of the problem. In later Chapters we 
show tha t a given topology can produce the same behaviour under numerous parameter sets, 
Chapter 3, and the existence of parameter dependent network dynamics. Chapter 4. Therefore 
both the topology and parametrisation of a network must be considered im portant with regard 
to the network dynamics in general.
2.2 High-throughput Experim ents and the D ata Deluge
Over the last decade or so, technology has improved leading to more sophisticated experimenta­
tion and data collection. This has resulted in an enormous increase in the level of data available 
in many research areas. For biology, the development of the high-throughput experiment, which 
is able to provide a genome-wide view of an organism’s gene expression levels, have led to 
increases in data. These combined with microarray technology, which is able to record the ex­
pression levels of thousands of genes across several time points have led to genome-wide time 
series data of gene expression levels. Researchers are now able to study global regulation and 
interactions across the entire genome through this data. Such an influx of data is referred to 
as a data deluge and our data analysis and storage has to improve in order to deal with this 
amount of data. Recently large data sets have been referred to as ‘Big da ta’, which is charac­
terised by increasing volume, variety and velocity of data generated [114]. Figure 2.3 depicts 
how increasing these characteristics is changing large data sets in to Big D ata rather than simply 
running repeats of the same experiments producing replicate data sets. Recently data  veracity 
(uncertainty and reliability) [115] is also used with the other characteristics th a t form what is 
known as the ‘Four V’s of big da ta’.
According to IBM, “Every day, we create 2.5 quintillion bytes of data - so much th a t 90% 
of the data in the world today has been created in the last two years alone” [116]. This is
2.5 X 10^ ® bytes per day and results in somewhere in the region of 10^  ^ bytes of data  in the 
world today, which is comparable with the mass of the Moon (73.5 x 10^  ^ kg) [117]. For biology, 
the deluge is originating from high-throughput experiments yielding genome-wide expression 
data. Analysing such large quantities of gene expression data is not trivial. This coupled with 
their high dimensionality and noise levels [55], biology is rapidly becoming quantitative [54], 
data intensive science.
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Figure 2.3: How data is changing: high-throughput experiments and improvements in data 
storage will lead to significant increases in the volume and velocity of data over the next few 
years. D ata variety will also increase with additional types of experimental data being stored, 
however this will likely be at a lower rate the others. Veracity is another aspect of big data 
though not shown here.
The so-called curation stage, where data is recorded and stored in an accessible way, will 
become increasingly im portant as high-throughput experiments produce massive quantities of 
data with varying provenance. At present there is not enough detailed information to  accompany 
the huge amounts of data being collected [35] and raw data alone is not sufficient to understand 
biological complexities. However, as more effort is made in data curation we will be better 
able to cope with the data deluge and fully utilise the information available. Many areas of 
small scale biology are currently going through a data deluge. The database GenBank which 
is doubling its number of entries roughly every 18 months [118] and the number of entries and 
base pairs is shown in Fig. C .l. The European Bioinformatics Institution’s database of genetic 
sequencing is also experiencing an exponential increase of entries, doubling at a rate of less than 
a year [119]. Improving data integration techniques will allow us to combine vast amounts of 
information from different areas of biology and microbiology and may lead to a unified model 
of biological systems.
2.2.1 B ig D ata and Gene Expression
Many functions of biological systems are unknown and the key to understanding them  lies in 
the data being produced [120]. Gene expression data is currently undergoing a data  deluge as 
mentioned above, and is a practical example of big data in a real world setting. It is obvious 
how next generation sequencing techniques have led to increases in the volume of data. W hat 
may be less clear is how expression data fit with the other ‘Four V’s of Big D ata’.
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Figure 2.4: How mircoarray data is big data. Replicates provide homogeneous data sets which 
can help reduce the veracity of the data. Heterogeneous data sets are provided by varying the 
growth conditions of organism, e.g. the nutrients, and also by varying the organism conditions 
via perturbation and knockout experiments. These heterogeneous data sets are examples of data 
variety (see text for details). An increase along any axis leads to an increase in data volume and 
the rate of increase along any axis is related to the data velocity indicating a link between the 
elements of the Four V’s.
V erac ity  How accurate, precise or reliable the data is, known as data veracity, will depend on 
the techniques used to conduct the experiments and will undoubtedly improve with the tech­
niques themselves. Biological replicates are used to reduce experimental noise [71] and remove 
fluctuations from the noisy techniques such as DNA arrays [121]. This in effect is improving the 
veracity of the data and it is possible to combine data from different high-throughput sources 
to increase confidence in the data used.
V arie ty  Aside from obviously different types of data such as steady-state and dynamic data, 
gene expression experiments rarely have the same growth conditions and thus produce heteroge­
neous data sets. This provides additional information about the system, increasing data volume, 
which can be used to test and compare models and may help determine biologically plausible 
models from those that over-fit the data. D ata variety is also significantly increased through the 
use of deletion data and knock-out experiments, where a gene is removed in order to determine 
its regulatory targets [27, 63] and are further examples of heterogeneous data sets tha t can 
be integrated in order to learn more about an organism’s GRN [63]. Another variety of data 
is from perturbation experiments which give detailed information on more complex or weaker 
interactions [63].
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V elocity  This aspect of gene expression data comes from two main areas, measurement and 
analysis. The measurement side includes the experimentation, where high-throughput experi­
ments are occurring in many laboratories leading to a continual increase in the data becoming 
available. However, the main aspect of the data velocity comes from the analysis of this data, 
which is still a developing research area. The analysis ranges from turning the raw data into gene 
expression profiles to using these profiles to investigate the network. If this can be performed 
online in parallel with the data collection these models can be compared with existing models 
and experimental results.
V olum e D ata available on gene expression is increasing at an exponential rate [75]. Beyond 
biological replicates, repeated experiments, independent verification and simply more time points 
in the measurements add to increasing volumes of data as discussed above.
L ink ing  th e  F ou r V ’s There is much overlap between the Four V’s of big data indicated in 
the above paragraphs, and changes in one of them can lead to changes in at least one of the 
others. This implies tha t big data is more than just a large amount of data points and tha t 
several, if not all, of the aspects of big data are linked. It is possible to think of big data as a 3D 
surface of volume, velocity and variety, as in Fig. 2.3, with each point on the surface containing 
an element of veracity, and growth in one direction can cause growth in another. Practically, 
the link between the Four V’s in terms of gene expression is illustrated in Fig. 2.4. Here we 
can see tha t increasing the variety, e.g. conditions, or the veracity, e.g. replicates, increases the 
volume of data. Moreover, the rate of increase along any of the axises in Fig. 2.4 is associated 
with the velocity of the data, thus there is a strong link between the Four V ’s in the case gene 
expression data.
D a ta  In te g ra tio n  D ata integration itself is an im portant issue in biology and is generat­
ing considerable interest [35, 44, 55, 114, 122], particularly for heterogeneous data [55, 123]. 
Heterogeneous data is ubiquitous in nature due to the complexity of biology and the lack of 
standardised experimental protocol resulting in incompatible sources from different data for­
mats [124, pp. 49]. The benefit of models based on multiple data sources was demonstrated 
in [125], where models were less prone to over-fitting and more robust to noise and param eter 
perturbation. The need for data integration and ‘curation’ [126] will increase rapidly as the data 
deluge pushes biology towards the ‘Fourth Paradigm’ [122] as data intensive science.
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2.3 Evolutionary Algorithms
Evolutionary algorithms (EAs) are biologically inspired algorithms tha t use operations based 
on natural mechanisms such as reproduction, mutation and selection. These algorithms can 
be used in many applications, however, they are commonly used to solve optimisation prob­
lems. These algorithms begin with a population of candidate solutions denoted as the parent 
population, which are used to create a new set of offspring solutions via operations based on 
reproduction and recombination. The offspring solutions are also subject to m utation operations 
to increase variability in the solutions. These solutions are then evaluated against an objective 
function, in order to simulate natural selection by favouring the solutions tha t result in the best 
objective value. The process of producing new offspring solutions is repeated for a number of 
generations in order to converge to the optimal solution for a given problem denoted by the 
best solution. Although metaheuristic searches do not always yield the global optimal solution, 
they can provide an acceptable solution given the problem constraints. As many metaheuris­
tics are stochastic, it is possible to average results over numerous simulations or to find the 
optimum solution. The general outline of a metaheuristic algorithm is given in Fig. 2.5. Many 
forms of EA implementations use elitism, where solutions tha t are closest to the objective are 
retained through successive generations. In an elitist evolution strategy, for a given generation 
of parents and A offsprings, the solutions are combined and ranked in terms of their objective 
functions. The best A solutions of this combination are selected as the parent population for the 
next generation, ensuring good solutions are not discarded between successive generations. This 
strategy can lead to convergence to a local optimum, rather than the global optimal solution 
and so is not recommended for continuous optimisation problems [127]. It has been demon­
strated however, tha t elitism can aid convergence to the objective function for some continuous 
optimisation problems [45, 57, 80, 128].
Solutions can be represented as a chromosome of alleles, with each allele corresponds to 
a parameter in the system. Operations in the EA are performed on the chromosome, such as 
recombination where the chromosome of two candidate solutions are used to create new solutions 
by mixing the chromosomes. If mutation is also used this will then be applied to  each allele in 
turn with a given probability of changing the parameter value.
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Figure 2.5: General process of a metaheuristic algorithm.
Single and Multiple Objective Optimisation.
Optimisation problems are solved by evaluating a solution, or potential solution, by comparing 
it to a predefined objective function. In a simple case an objective, say cost, is to be minimised 
by varying some parameters in the system. This is an example of a single objective optimisation 
problem. More complicated problems, however, may involve more than one objective which 
may conflict with each other, such as a company trying to increase profits while simultaneously 
reducing risk. In this case the objectives can conflict as the company increases productivity 
to increase profits, it may also increases costs through materials and wages, and would be a 
multi-objective optimisation problem. Particularly in the case of conflicting objectives, f i  an 
/ 2 , it is not possible to optimise each objective separately as improving one may compound the 
other, thus they must be optimised simultaneously. Multi-objective optimisation problems can 
be considered extensions of a single optimisation problem with multiple objectives, or on the 
contrary, a single objective problem can be considered the degenerate case of a multiple objective 
problem where both objectives are the same [129]. However, there is a fundamental difference, 
in the case of a single objective optimisation problem there is a single optimal solution for a 
given objective, this is not the case of a multiple objective problem. In the latter, particularly 
for two conflicting objectives, there exist many solutions th a t are optimal for the objectives and 
these cannot be directly compared. A solution tha t is better in f i  but worse in / 2  compared with 
another solution cannot be said to be more or less optimal without further information [129, 
Ch. 1, p. 3].
Evolution Strategies
Evolution strategies (ESs) belong to a class of evolutionary algorithms tha t have turned out to be 
very efficient for continuous optimisation [ISO]. Although they use recombination operations, the 
main genetic operation in an ES, is the mutation operation differentiating them from other EAs
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such as genetic algorithms [131]. In a canonical ES, the mutation of the objective parameters 
is performed by addition of an N {0 ,a f)  distributed random number to chromosomes in an
individual. Here i = 1 , . . . ,  n  and n is the number of dimensions in the problem. The step-sizes
(jj are also encoded in the genotype and subject to mutations. The ES used in this work [131] 
can be described as follows:
— o-j*"^^exp(/z)exp(TZi) , (2.3.1)
+  z, (2.3.2)
where x is an n-dimensional parameter vector to be evolved, z is an n-dimensional random 
number vector with z ~  A”(0, (cr^ *))^ ), z and Zi are normally distributed random numbers with 
z,Zi ~  N (0 , 1 ). Parameters r ,  r '  and C7i are called strategy parameters, where cr, is m utated as 
in Eq. (2.3.1) and r ,  r ' are constants as follows:
2 ^ n )  ; r '  =  ( V ^ )   ^ . (2.3.3)
Two selection schemes have been proposed in evolution strategies, known as comma and 
plus strategies. Suppose there are ji and A individuals in the parent and offspring population, 
usually fi < X. In the comma strategy, fi parent individuals are selected only from the A offspring 
individuals, which is usually noted as (/i,A)-ES. In the plus strategy, /z parent individuals are 
selected from a combination of fi parent individuals and A offspring individuals, which is noted 
as (/z -f A)-ES. The latter is an elitist strategy and thus maintains ‘good’ solutions throughout 
the optimisation as discussed earlier.
A Multi-objective Genetic Algorithms: NSGA-II
The non-dominate sorting genetic algorithm (NSGA-II) [128] is a genetic algorithm (GA) th a t 
can solve real coded multi-objective (MO) optimisation problems. Similar to ESs, G As are 
inspired by the mechanisms used in nature, however there are significant differences between 
these two forms of EA. The main difference is in the representation of the genotype, in initial 
GAs the phenotype is encoded into fixed length strings [132] and can have a significant effect 
on the performance and applicability of a GA [131]. However, now variable length encoded 
phenotype string GAs are available. Other differences arise from the operations used in these 
EAs is th a t ESs rely heavily on the mutation operation for their evolutionary search, whereas
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GAs are less reliant on m utation with more focus on the crossover operations. Due to the 
representation of the genome, many early GAs were for binary values only, however, there are 
also real coded GAs available. An efficient multi-objective selection process was suggested by 
Deb et. al [128] called NSGA-II th a t is independent of representation and can be used to solve 
real valued optimisation problems. The multi-objective selection process used in NSGA-II is 
detailed below.
S im u la ted  B in a ry  C rossover The standard recombination operator used in binary GAs is 
the crossover operator, in which segments are taken from the string of values of the parents to 
form the offspring. For real-coded GAs, however, a simulated binary crossover (SBX) operation 
can be used. For parent solutions and to produce offspring solutions and
X 2 ,z+i) ^ random number, Ui, between 0  and 1 is chosen and used to determine
Pqi — ^
(2tti) if Ui <  0.5
otherwise .
(2.3.4)
2(1
The offspring solutions are then calculated as follows:
æ p + i)  =  0 .5 [( l +  ,9 ,i)æ f’' ’ +  ( l - ; S 5j ) a : f ’‘>] , (2.3.5)
^(2 ,t+ l)_Q 5  ( 1  _  +  (1 +  /)#) . (2.3.6)
In all simulations we set the recombination probability to 0.9.
P o ly n o m ia l M u ta tio n  For binary coded algorithms, which can be encoded by a fixed length 
string, discrete mutation operations are used [132]. These operations use a mutation probability 
to determine if the value of the parameter is flipped. However for real-coded GAs, a polynomial 
m utation operator is used. For these operations the m utation probability is based on the number
of dimensions. A, in the problem prn = A “ .^ The distribution of a spread factor is defined as,
P((0T.i) =  0.5 (u +  ! ) ( ! -  |)8 mi|)" , (2.3.7)
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where is given by,
I ( 2 u i ) ^  — 1 if Uî <  0.5
-  (2 .&8)
I 1  — ( 2  ( 1  — u%))^+i otherwise .
If a mutation in the individual occurs, the parameter value is given as
x ' = x-V (a -  Ô) ^rni , (2.3.9)
where a  and 5 are the upper and lower bounds for the mutation values respectively. Further 
details of both the SBX and polynomial m utation operations can be found in [133].
Non-dominated Sorting
As NSGA-II is a multi-objective (MO) optimisation algorithm, it can optimise problems based on 
several objective functions simultaneously. Here, after objective evaluation, parent and offspring 
solutions are combined and sorted into non-dominated fronts, where front 1  is comprised of non­
dominated solutions, front 2  is comprised of solutions tha t are only dominated by the solutions 
on front 1 , etc. A solution dominates another if it has a better value in both objectives, and is 
said to weakly dominate another if it is better in only one of the objective values but equal in the 
other. Thus a solution is defined as non-dominated if no solution exists with a better value for 
each of the objectives. Next the crowding distance operation is applied to all solutions, which is 
the average distance between a solution and its nearest neighbours on the same non-dominated 
front. A new population of size /z is then filled from the non-dominated fronts starting with the 
solutions on front 1, then from successive fronts if there are spaces in the new population. If 
there are more solutions on a front than spaces in the population the most diverse solutions, 
i.e. those with the largest crowding distance, are selected. Once this new population is full 
two randomly selected solutions are compared in a tournament selection, with a lower front 
wining the tournament. In the case tha t the solutions are from the same front, the solution 
with the higher crowding distance is selected as the better solution to promote the diversity 
of the population. The resulting solutions from the tournament selection form the mating 
pool for the next generation and the crossover and m utation operations, described above, are 
applied to produce the next generation of offspring solutions. Once completed, this algorithm 
produces a number of solutions tha t form the Pareto front in the objective space. At this stage
28
other information or preferences need to be used to compare solutions. Further details on this 
algorithm and the operations used can be found in [128].
Single Objective Optimisation It is possible to use NSGA-II to solve single objective (SO) 
problems, which in this case the recombination and m utation operations remain as described in 
above. The difference is in the selection process, which for the single objective set up of NSGA-II 
is similar to the ES in tha t it uses an elitist selection strategy. In this SO set up, as with the 
ES, there is a single optimal solution as the objectives are equivalent so each solution will form 
a different front in the objective space leading to one solution tha t dominates all others.
2.4 Reconstructing Biological Networks from Expression D ata
To some degree, it is possible to infer regulatory networks from expression profiles of the genes 
in an organism [69, 134-136] and is an im portant challenge in systems biology [93]. Gene 
regulatory networks are the most important organisation level within a cell [34] and the study 
of them is a growing area of research [35]. Reconstruction from time series data is particularly 
im portant as it provides insight into the dynamic interactions between genes and can serve 
as an intermediate step between systems biology and bioinformatics [38]. Reverse engineering 
networks from experimentally determined data using computational techniques is common place 
[38, 51, 54-56] and can provide insight into network properties, regulation type and strength, as 
well as the prediction of regulatory targets. Though inference of biological GRNs from expression 
data is one of the most complex tasks in bioinformatics [57] due to the complexity in biology 
interactions [137]. As GRNs are not fully understood [1 1 1 ], reconstruction from expression data 
still remains an open issue in biology [106], and is the focus of many computational techniques 
[38, 51, 54-56, 138].
Despite experimental advances in data collection techniques, significant costs lead to limited 
availability for fine grain time series data for a given network. Penfold and Wild [53] noted th a t 
for microarray time series data for three replicates each with 25 time points costs in the region 
of £30,000 (over $45,000). Furthermore, specific growth conditions for many organisms mean 
tha t much of the data is heterogeneous and cannot necessarily be used together [123]. This has 
led to the underdeterminism of such problems, often referred to as ‘the curse of dimensionally’, 
where there is insufficient time series data available to statistically reconstruct large networks 
[35, 52, 55, 121, 123, 139, 140]. Presently the inference of small networks remains a challenge as
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current methods cannot identify all connections and often yield false regulations [141]. Currently, 
there are few algorithms tha t use a large number of time points, and typically consist of around 
five-ten time points [142, 143] usually with simple artificially generated expression profiles [144]. 
It should be noted however, this is mainly due to the availability of time series data and the 
task is hindered by the complexity of biological networks [145]. In addition to small time series 
data sets, reverse engineered networks often contain only a small number of genes for artificial 
data sets and even less for real experimental data. In [94] authors conducted an extensive 
comparison of inference algorithms and observed tha t for synthetic data performance was good 
up to networks of 30 genes, and for real data sets 24 genes is considered a large network.
A recent paper by Lee et al [146] however, infers networks based on 31 time points, which 
is considerably larger than most data sets. In the same paper the authors infer a large scale 
networks of up to 125 genes, much larger than most studies. Here authors demonstrate good 
reproduction of the data over the profiles, however the data used is artificially generated and 
the optimisation took almost 10 hours for the largest network when conducted over 25 CPUs. 
This does mark an impressive leap forward in terms of large scale modelling of many time points 
particularly as the data, although artificially generated, is not continuous as in most inference 
cases. Progress is still required as higher level organisms contain thousands of genes, which 
at the rate of increases in computation time in [146], would equate to around 150 hours when 
parallelised across 25 computers. This is the most comparable algorithm to the one developed 
in this work (see Chapter 5). We also use large time series data, up to 32 time points, though 
our method can be used with any size time series data set. Additionally our method infers a 
much larger network than Lee et al (see Chapter 5) demonstrating the significances of our work 
to the field.
2.4.1 Different D ata Sets for Inference
Each data set can be either experimentally measured or artificially generated from a target 
network, identification of which is usually the goal of the reconstruction. Artificial data  sets 
are used because of the limited availability and cost of experimental data. However it also 
allows comparisons between the predicted network and the known network to be made and thus 
assess the reliability and performance of the reconstruction method. Due to the complexity of 
experimental data sets, artificial data is not a realistic representation of biological data, thus 
varying levels of noise are often added to the data to make them more ‘realistic’ [38, 94], as
30
well as to further test the algorithms performance [8 8 ]. When using artificial data, it is also 
possible to produce many time points and replicate data sets to aid the reconstruction process 
[38, 53, 54, 94]. Although increased amounts of data can lead to an increase in computation 
time, they can also provide more accurate results. Such a large number of comparable data sets 
for a single organism are seldom available for real networks due to the heterogeneous nature of 
the experimental set-ups. Those dealing with real data sets are often required to maximise the 
amount of data through interpolation of the available data [123]. This has the added benefit 
of giving constant time steps for the data points, as experimental time series may have varying 
time intervals in between the measurements [1 2 1 ].
For a large network it is possible to cluster genes with similar expression profiles together to 
reduce the size of the network and the dimensionality of the problem. This method has been 
used by several researchers [14, 64, 147], however adds the need for a clustering process. In 
addition clustering requires a method of combining or averaging the expression profiles before 
the inference stage creating additional overhead and potential errors. Although this technique 
does fit with some biological observations, e.g. sparsity [134] and small world networks, it is still 
a simplification and has limited biological plausibility.
Additional information can be taken from other types of data sets, such as from knockout 
and perturbation experiments are useful in reconstruction of GRNs [145]. The former removes 
a gene from a genome, known as a null or m utant strain, and compares expression levels of 
the genes with a ‘wild-type’, or naturally occurring, organism [27]. This process is known as 
differential gene expression and can give significant insight into which genes are in the same 
network by observing changes in expression level as a result of the deletion. The la tter gives 
finer detailed information into the interconnectivity in the network by varying the state of a 
particular gene to observe any changes in other genes in the network [54] and can also provide 
detailed information on more complex or weaker interactions [63].
High-throughput experiments can collect vast amounts of data on gene expression as well 
as information about the specific techniques and experimental conditions [148]. The cohesion 
of which can help improve the reconstruction of networks and enable the development of more 
realistic biological models [55]. Each experiment can produce gene expression levels for thou­
sands of genes at a given time after some biological event giving a genome-wide view of gene 
expression for the first time [35]. Although currently microarray experiments are expensive and 
noisy [149], with improvements in technology the constraint of cost may decrease in the future
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leading to larger data sets. Current studies, however, either focus on a small number of genes 
under several conditions [30] or provide genome-wide data [29] with one or two conditions. In 
order to understand large scale regulatory networks we can use computational investigations, 
i.e. in silico experiments, which can integrate different data sets to build and verify biological 
networks. These predictions can be experimentally determined and compared to models, which 
can be updated with new data sets. Many such experiments use biological replicates, where 
identical strains of an organism are grown alongside each other under the same conditions to 
reduce experimental noise. This provides comparable data which can be used to  average gene 
expression or as additional data sets, though are limited in number due to the current expense 
of experimentation as mentioned above.
It is possible to combine different data from experiments. However differing growth condi­
tions are likely to occur across different experiments potentially altering the organism properties 
and leading to many different heterogeneous data sets. Our ability therefore, to combine data 
sets whilst reducing problems such as heterogeneous noise has to improve [55]. D ata integration 
is vital in data science and the reconstruction of GRNs is already beginning to combine different 
types of data in order to build more reliable models, such as deletion, perturbation [63], dy­
namic and steady-state data [69]. Due to the significant cost associated with high-throughput 
experiments, data integration techniques can enable us to maximise the use of the available in­
formation. Information such as biological sparsity [140], the number of network regulators [134], 
and a shallow architecture [48], can be used as additional information during the reconstruction 
process. More specifically, for different species containing similar network topologies and regula­
tors [150], one can integrate data on organisms within a genus to generalise certain fundamental 
biological processes. Despite this leading to an increase in the computational complexity, data 
integration techniques can help alleviate the problem of underdeterminism [55]. These elements 
of gene expression data highlight the need to incorporate large scale data analysis and curation 
in order to deal with the deluge of data [82]. If we are able to record vast quantities of data, 
along with relevant information, i.e. provenance, in a usable and accessible way, systems biology 
cannot only predict networks, but also determine between competing models and develop our 
understanding of the underlying process of the complex system [151].
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2.4.2 M etaheuristics and O ptim isation Algorithm s
As biological networks are often large [35], particularly for complex organisms, sophisticated 
reconstruction techniques are required. One such technique is the use of optimisation algo­
rithms to reconstruct the biological networks which are often based on noisy and incomplete 
data [35, 152]. This inference is a general problem in biology [78], however metaheuristic opti­
misation algorithms have the advantage of not requiring detailed prior knowledge of the system, 
but also have the flexibility to add biological information during inference [94]. As optimisation 
algorithms require only an evaluation of potential solutions, they are a powerful tool for mod­
elling complex problems in biology [153]. In order to fully reconstruct a GRN, one must identify 
both the topology and parameterisation of the connections. This results in a vast search space 
for the even small sub-networks, which can contain a complex topology and set of dynamics [7]. 
Their ability to deal with very complex problems and high levels of flexibility make optimisation 
algorithms an attractive method for network inference.
Single Objective Optimisation
Optimisation algorithms are designed to solve a problem based on an objective function. A 
common objective for biological network reconstruction is simply to minimise the error between 
the model output and the data [55, 64, 76, 78, 85, 8 8 , 90, 97, 139, 152, 154] which can be applied 
to both real and Boolean networks [35]. This method can work well for small networks, how­
ever, this can lead to over-fitting and many false positive connections if there is no constraint 
on the number of connections between nodes. This becomes a problem for larger networks as 
it can increase the computation time drastically and potentially effect the biological plausibility 
by producing highly connected networks, which go against biological sparsity. Other objective 
functions have been suggested such as information criterions [84, 8 8 , 155] and the inclusion of 
penalty terms to reduce over-fitting [76, 8 8 , 91]. Some authors have integrated prior biolog­
ical information to aid the reconstruction process, reduce over-fitting and increase biological 
plausibility [81, 156].
Multi-objective Optimisation
The number of objectives used is also an area of interest in optimisation applications [6 8 , 157] 
and can be applied to network inference processes yielding a multi-objective problem such as 
minimising error and increasing sparsity. Furthermore, several combinations of objectives can
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be used, for example error between the model and the data, sparsity, robustness, connectiv­
ity density [134], modularity, biological plausibility [99], etc. Thus the use of multiple objective 
functions can be used to infer an accurate network model based on the data, while also using an­
other objective to maintain biological plausibility. Multiple objectives have been demonstrated 
to be able to deal with more complex models than single objective methods [6 8 ]. Multi-objective 
optimisation can also provide several potential solutions from the Pareto front th a t can be com­
pared and selected by the user based on some preference. Several multi-objective optimisation 
algorithms are available, such as genetic algorithms (GAs) for binary [158] and real valued prob­
lems [128], Predator-Prey evolution strategies (ES) [159], and Pareto-Achived ES [160], details 
of which can be found in [129].
Many-objective Optimisation
W ith an increasing number of objectives current optimisation algorithms are severely hindered 
as a result of increased search space. If there are more than three objectives to optimisation 
the problem is known as a many-objective problem, an increasing area of research in the field 
of optimisation [161]. It is possible to use several objectives simultaneously to reconstruct a 
GRN, as mentioned above, tha t can develop a more biologically realistic model by incorporating 
additional objectives. Some algorithms have been proposed to effectively deal with more than 
three objectives, such as MOPSO [162], NSGA-III [163], GDE3 [164], IBEA [165], and Borg (a 
framework) [166]. These have yet to  be applied to the reverse engineering of biological networks 
from gene expression data, but do provide the potential to use several biological-based objectives 
tha t may improve inference.
2.4.3 M ultiobjectivization
W ith all the combinations of objective functions mentioned above it may be possible to  utilise the 
observed phenomenon of multiobjectivization [167-173] which can aid the optimisation search 
by increasing convergence speed and obtaining global optimum [167, 174]. Multiobjectivization 
can be achieved by decomposing a single objective in to multiple objectives with similar goals 
[173, 175], or through the use of additional ‘helper’ objectives [175, 176]. This process may 
also provide more non-dominated solutions with no extra cost to functional evaluation [174]. 
Multiobjectivization has already been used in GRN parameter inference by Rohm and Zitzler 
[177], where the authors observed better exploration of the parameter space when using multiple
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objectives compared with single objectives. However, multiobjectivization can also hinder the 
evolutionary search and performance may be problem specific [174, 175]. Despite these potential 
problems, multiobjectivization has been shown to speed-up convergence times of inference algo­
rithms though the practicality of this application to larger networks still requires investigation
[94].
Although the problem of underdeterminism of GRNs may be addressed with increasing the 
amount of data, metaheuristics are still an attractive option due to their flexibility and search 
power. In addition is the present lack of sufficient data to reverse engineer large networks. Even 
in an ideal case where high quality time series data is plentiful, there may still be a considerable 
search space for connection parameters, and even for the form of connection between genes. Not 
only can metaheuristics be used in connection topology and parameterisation of a network, they 
also offer a platform for optimising biological objectives whilst also being intrinsically parallel 
[55]. Several objective functions can be compared and used together to investigate their effects 
on the final network which may help to identify im portant biological objectives in addition to 
the potential benefits of multiobjectivization. Furthermore, with the development of many- 
objective optimisation, there is potential for using several objectives to help steer the search 
towards biologically plausible solutions.
2.4.4 N ature Inspired O ptim isation A lgorithm s
Metaheuristic methods can be used to solve difficult optimisation problems with little or no 
prior knowledge. Evolutionary algorithms (EAs) are able to deal with large search spaces [57] 
and complex fitness landscapes and are therefore well suited to network reconstruction problems 
[111]. They are also able to solve underdetermined problems [55, 178]. Both the reconstruction 
of the network topology and the interactions between network nodes are suited to EAs as 
a difficult real world problem with a large search space containing many local optima [152]. 
Leclerc [134] stated tha t if biological networks are optimal, the search space for robust functional 
networks may contain highly adaptive peaks separated by great distances corresponding to 
different network topologies. For such an optimisation problem, the ability to escape local 
optima may be vital to ensure convergence to a biologically plausible optimal solution. Several 
optimisation techniques have been used for reconstructing biological networks, however they are 
limited by the amount of data available and the high dimensionality of the problem [140], as 
well as computational power required for large networks. Several types of EAs have been used
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to infer GRNs from differential evolution [8 8 , 89], genetic algorithms [121], evolution strategies 
[58], genetic programming and particle swarm optimisation [179].
Elitism
The role of elitist selection in evolutionary optimisation is a debated issue due to its ability to aid 
algorithm convergence [80] but also its tendency to local, rather than global, optimal solutions 
[127]. Reverse engineered biological networks in general have a large optimisation search space 
as a result of the systems complexity, and even the smallest known genome can contain 2 0 0 , 0 0 0  
interactions, after making many false simplifications [35]. If you modelled a cell through all its 
significant interacting constituents, the resulting complexity would be ‘daunting’ [137]. Due to 
such large search spaces, many researchers have used elitism in their reconstruction algorithms 
to aid the evolutionary search and reduce the computation time [57, 8 6 , 155].
Big Data
Referring back to Section 2.2, the reconstruction of GRNs poses a biological big data prob­
lem and provides a platform for biologists and computer scientists to address this from the 
optimisation point of view. W ith high-throughput experiments leading to an ever increasing 
volume of data emphasis on data collection as storage is becoming an im portant and difficult 
challenge. W ith so many potential experimental conditions and measurement combinations, it 
is clear tha t the variety of data will grow with time. However, increasing data variety means 
tha t GRN reconstruction techniques must utilise data integration methods in order to build 
realistic biological models. As mentioned previously, EAs can integrate biological information 
into the optimisation and are flexible enough to vary with available data. Moreover data  sets 
can be integrated explicitly and used with EAs or a network can be optimised simultaneously 
to different data sets based on additional objectives. An example of this would be to build a 
model based on wild-type and knockout gene expression data, where a single model is inferred 
from optimising the network based on an objective for each data set. D ata provenance is also 
an im portant aspect of data intensive research and is necessary to reverse engineer biologically 
plausible networks, particularly when integrating data sets and assessing data veracity. The 
curation and integration of data is a growing challenge with the rapid development of many 
sequencing technologies [124, pp. 51]. Additional information from data provenance can also be 
used in conjunction with EAs further increasing their suitability for network reconstruction.
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2.5 The Life Cycle of Streptom yces coelicolor
Streptomyces are soil dwelling gram-positive bacteria tha t have genomes of nearly 8,000 protein- 
coding genes [11]. An im portant aspect of these bacteria, other than their unusually large 
genome, is their high G-t-C content of 72.4%, and their multi-cellular life cycle [11]. The growth 
of Streptomyces progresses from a vegetative mycelium to the formation of aerial mycelium (tall 
structures) and eventually releasing exospores in the propagative phase. Vegetative mycelium, 
associate with primary metabolism, is growth related and involves all the normal cellular activi­
ties associated with cell growth and division. Streptomyces undergo a morphological switch from 
primary metabolism to secondary metabolism, which is non-growth linked and is non-essential 
but many im portant activities occur during this phase which help the bacterium to survive. Af­
ter this morphological change, Streptomyces produce ‘secondary metabolites’ including a range 
of antibiotics [12, 26, 29, 30, 180-186] tha t are the majority of the antibiotics used in human and 
veterinary medicine [15, 187]. Furthermore, Streptomyces also produce many other medicinal 
compounds including anti-parasitic agents, anticancer [188] and anti-tumour drugs [189, 190], 
anti-fungals [191, 192], anti-hypertensive [16], herbicides and immunosuppressants [188, 193].
During the course of primary metabolism, the organism will undergo normal cellular activ­
ities associated with cell growth and division and will only switch to secondary metabolism in 
the event of nutrition starvation. Depletion of environmental nutrients is widely believed to 
contribute to the production of antibiotics as the onset of secondary metabolites often coincides 
with the morphological differentiation from mycelium growth to developing aerial hyphae, indi­
cating tha t these two processes are governed by overlapping regulatory networks [181-184, 187]. 
The onset of secondary metabolism in Streptomyces is due to phosphate starvation as illustrated 
in Fig. 2.6. Here we can see tha t a decrease in Phosphate (purple) coincides with an increase 
in biomass (brown) resulting in the formation of aerial mycelium between 20-35 hours. The 
point at which Streptomyces begin producing secondary metabolites is generally referred to as 
the stationary phase [181] this is around 35 hours in Fig. 2.6, where the biomass levels off and 
antibiotics start to be produced (red, blue and dark blue). The switch to secondary metabolism, 
and thus the production of antibiotics is a tightly regulated process triggered by environmental 
conditions, i.e. nutrition depletion [180] and is designed to kill off competing microorganisms 
[187]. The production of antibiotics provides protection for the bacteria during phosphate star­
vation so it can harvest phosphate from within the bacteria [187] such as from cellular material
37
[27] and the cell walls [194]. In addition, the deletion of PhoP leads to a reduced overall growth 
of the organism across its life cycle [195]. The bacteria themselves have co-evolved systems to 
aid resistance to the antibiotics tha t they produce [15], however they can also be lethal to their 
producers [180].
The PhoP Sub-netw^ork
The switch from primary to secondary metabolism is triggered by the depletion of phosphate 
in the environment, as mentioned above. As the available phosphate in the environment de­
creases, Streptomyces enter the aerial mycelium phase causing a sharp increase in the biomass 
of the bacteria due to the formation of aerial structures. When there is no available phosphate, 
the bacteria enter their stationary growth phase and the production of antibiotics begins, also 
correlating to a decrease in glucose and glutamate, summarised in Fig. 2.6. Phosphate starva­
tion leads to the onset of the production of antibiotics to provide protection against competing 
organisms so tha t spores can be produced from recycled mycelial components [187]. Recent 
experiments conducted by the SysMO consortium [196] has provided the most extensive time 
series for S. coelicolor currently available. This experiment measured the genome-wide expres­
sion for three replicates of the wild-type strain and a phoP mutant strain, which all vary in the 
number of time points. The three replicate experiments consist of 32, 8  and 16 time points and 
the mutant strain contains 36 time points. In addition to this extensive time series data set 
which focuses on phoP, another experiment [27] has provided ChlP-chip data for S. coelicolor 
which can be used with the time series data to model the PhoP network.
The genes responsible for phosphate harvesting when environmental sources are depleted 
is phoP (SCO4230), which acts as part of a two component stress response system with phoR  
(SC04229) a response regulator [29]. These genes are part of the pho regulon which is switched 
on in the event of phosphate starvation [187]. The phoRP  system is present in other organisms 
and has been extensively studied in B. subtilis and E. coli [185]. When phosphate becomes 
insufficient for growth of the organism, phoR phosphorylates phoP (known as phoB  in E. coli), 
via a reversible mechanism. Phosphorylation is blocked by the phosphate-specific transport 
(PST) system which is also activated by phoR, with the exact mechanism allowing phoR  to 
phosphorylate phoP remaining unclear [187]. Although secondary metabolism can be controlled 
by the phoRP  system, it is unclear if this is direct or indirect control as the m utant strains 
are unable to assimilate low phosphate levels to maintain growth [187]. Previously the pho
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Figure 2.6: Dependence of antibiotic production on phosphate levels, figure from [181] and also 
found in [184]. Labels indicate the quantity measured and the various axles give the scale. 
Antibiotics produced here are undecylprodigiosin (Red), actinorhodin (7 -Act), and total blue 
pigment (TBP) are indicated by the red, dark blue and blue lines respectively.
regulon in B. subtilis has been artificially stimulated in the absence of phosphate starvation 
by overproducing phoP in the absence of functional phoR [186], if conducted in Streptomyces, 
this may be able to determine the phoRP systems control over secondary metabolism [187]. In 
addition to secondary metabolism, phoP also has regulatory links with nitrogen metabolism, 
by directly repressing the specific nitrogen metabolism regulator GlnR in addition to binding 
directly to its promoter, and also regulating some of its targets and other nitrogen metabolism 
genes [26]. The repression of nitrogen assimilating genes by the PhoP system during phosphate 
starvation is due to the slowing of growth and the need for nitrogen reducing so the expression 
of these genes is wasteful [26]. As well as controlling the metabolism of Nitrogen, PhoP also 
inhibits genes tha t assimilate ammonium for primary metabolism [197] and post-translational 
regulator genes [198] through GlnR [26]. The complexity of the phoRP  system is furthered by 
its two-way cross regulation between it and the afsKRS system, activation of which is thought 
to be blocked by PhoP which represses the promoter of afsS [30]. The afsKRS system is known 
to influence antibiotic production and an over expression of afsR and afsB leads to an increase 
in production of some antibiotics [199, 200]. Due to the number of the PhoP binding sites [27, 
Sup. Tab. 1 ] and complexity of its interactions with genes, little is known about the extent
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of PhoP’s control over genes associated with secondary metabolism and antibiotic production 
[187]. However it is known tha t the phosphate control system is not a simple regulatory circuit 
and is part of a complex network, with strong links with other stress responses and bacterial 
virulence [185]. Current studies either focus on a small number of genes under several conditions 
[30] to give fine details of gene interactions, or provide genome wide data [29] with one or two 
conditions to understand global properties.
2.6 Current Reconstruction Algorithms
There is an urgent need for reconstruction tools [155], particularly those tha t can deal with a 
large number of genes and can reverse engineer networks based on real data. Many algorithms 
use artificial data as a benchmarking tool as the true network is known and the performance 
can be quantified. Although artificial data can be useful for comparing algorithms and to see 
how models use the data [201], they are not as complex as real biological data [38]. These 
benchmark tests often use multiple data sets tha t increase with the number of genes in the 
target network, however with the expense of current experiments [53, 152] this is not realistic. 
In fact the need for simulated data arises from the lack of information on real networks [106] 
thus inference is hindered by the lack of real data. Current methods tha t use real data sets 
are often limited by the size of the network [202], or use simple regulation models [203, 204] 
and are thus limited to a small number of networks [141, 205]. Some methods are not applied 
to underdetermined problems so do not face all of the difficulties on network reconstruction 
[75, 87-89, 94, 98, 139, 154, 206-210]. Some investigations attem pt to simulate real data by 
adding noise to synthetic data sets [142]. This highlights the difficulty of reverse engineering 
and presently it is not possible to build a ‘complete’ biological model including all levels of 
interactions, dynamic gene expression, regulation time delays, network redundancies, complex 
regulation types and connectivity sparsity for large networks, with the current level of data  and 
at reasonable computational costs.
2.6.1 Hybrid Algorithm s
Due to the large search space in the reconstruction of a GRNs topology and parameters, as 
discussed in Section 2.4.2, several hybrid algorithms have been suggested to separate these in 
to two optimisation problems. In hybrid algorithms the topology of a network is optimised in
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one stage and the parameters in tha t network are optimised separately, often with a different 
optimisation process. Splitting these processes greatly reduces the dimensionality of the problem 
[152] and can lead to improved algorithm performance and objective values [155]. Current hybrid 
algorithms include an artificial neural network and a GA [1 2 1 ], a GP-PSO hybrid [179, 2 1 1 ], a 
memetic algorithm consisting of a GA and an ES [92], and differential evolution with a local 
search [8 8 ]. In a similar methodology, nested optimisation is also used to separate topological 
and parameter optimisation [55].
There are many reconstruction algorithms available and several reviews comparing them with 
different data sets, some of which are detailed in Table 2.1. In [54] several algorithms were tested 
against steady-state and dynamic data sets of varying sizes, however none of the algorithms 
tested were able to reconstruct networks from dynamic time-series data, of any size, significantly 
better than random. The reconstruction algorithms in [38] used various sized networks and 
concluded tha t none of the algorithms tested outperform the others. The authors also concluded 
tha t not only were none of them able to reconstruct the true network for all data sets, and tha t 
all methods had low precision and resulted in many false positives. In [94] it was noted EA 
methods are favoured due to the lack of data, however hybrid algorithms are needed for larger 
networks. The authors in [94] also stated tha t as hybrid methods are computationally expensive 
and thus parallel implementation is vital. Penfold and Wild [53] found tha t reconstructions 
from time course were nearly always better than those from systematic knockout experiments. 
They also noted tha t non-linear dynamical systems (NDS) methods performed the best based 
on time series data, however they scale with the number of observations and are impractical for 
cases where many time courses are generated. This becomes particularly problematic when the 
networks are large, for 1 0 0  genes with 2 1  time points and 1 0  replicates (totalling 2 1 0  observations 
per gene), NDS methods require 48 hours of computational time per gene [53], or 200 days for 
the entire network. All of these surveys demonstrate the lack of ability of the current algorithms 
and the computational expense of simulations rendering them impractical for large networks.
Current Methods
Bayesian, informatics methods (Pearsons and M utual Information) and ODE networks are all 
reliant on the available data for reconstruction, where moderate size networks comprising of 1 0 - 
20 time points are insufficient for statistical reconstruction [223]. Computationally determined 
networks may also be considerably smaller than experimentally measured networks, e.g. [224]
41
Table 2.1: Current reconstruction algorithms. Model type acronyms are ordinary differential 
equation (ODE), neural network (NN), dynamic Bayesian network (DBN) and non-linear dy­
namical systems (NDS)
Algorithm Model type Ref. Reviewed
ARACNE Relevance network [1 0 2 ] [38, 54]
Banjo Bayesian network [98] [38, 54]
NIR/MNI ODE [145, 212] [54]
GNRevealer Neural network [213] [38]
LDST State space [214] [38]
GeneNet Graphical Gaussian [96] [38]
ParCorA Pearson /  Spearman [215] [38]
DE-f-AIC ODE [8 8 , 89] [94]
GA+ANN ODE -f NN [1 2 1 ] [94]
GLSDC ODE [216] [94]
PEAGEl ODE [144] [94]
GA+ES ODE [58] [94]
GlDBn DBN [217] [53]
VBSSM DBN [218] [53]
TSNI ODE [219] [53]
GP4GRN NDS [2 2 0 ] [53]
CSI NDS [2 2 1 ] [53]
GCCA Granger causality [2 2 2 ] [53]
where only 2 0  out of 600 genes were reconstructed due to the high dimensionality of the problem. 
It may also be impossible to distinguish between models derived from small data  sets [225]. The 
restricted network size for Bayesian reconstruction is due to the super exponential search space, 
though this can be reduced by integrating additional biological knowledge [226]. Informatics 
approaches, such as Pearson correlation [100] which may also give an indication of regulation 
type, but are limited to linear correlations where biological interactions are generally non-linear 
[101]. Moreover, a vanishing Pearson correlation does not imply a statistical independence 
between variables [54]. Another informatics approach is mutual information (MI), though this 
gives no indication as to the type or direction of regulation and may result in over-fitting if used 
alone [103].
The limit of network size for current inference algorithms is 30 genes after which performance 
decreases [94]. For PhoP, the target network in this work, there are 337 direct regulatory targets 
[27] making reverse engineering, even in the case of plentiful data, impossible with current 
methods. W ith such high computational cost, some investigations are using data  integration 
methods [56, 63, 73,123,156, 227-229] and utilising mathematical and computational techniques 
such as decoupling [8 8 , 230] and parallel computation [75, 146]. Due to their flexibility, EAs
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can incorporate prior information during the optimisation stage and thus are useful for data 
integration techniques [94].
Figure 2.7 shows how the computational time for network reconstruction increases with 
increasing network size for several data and model types. Particularly notable is the large 
run times for real data sets and the significant spread of the run times for networks of the 
same size. This spread is likely to be due to the quality of the data available, which will vary 
significantly between experiments and will not be present in artificially generated data sets. 
Model complexity is also a factor as this can significantly effect the computational run time based 
on the number of parameters alone. It is also clear th a t reconstruction based on dynamic data 
sets, even for small networks are computationally very expensive. Many authors do not include 
information about the run times of their algorithms so the available information is relatively 
small. It does however illustrate the need for improvements in computational techniques, not 
only in reconstruction algorithms and methods, but in the execution of the algorithm and other 
computational tools [52]. There is little research into reconstruction of GRNs based on real 
data compared to artificial data [35], which are ultimately just benchmarks for algorithms but 
are not adding to our understanding of biological networks. More effort is needed in modelling 
real networks, however it should also be stressed th a t part of the reason for this is the lack of 
available data sets from real experiments. In [54] authors studied many algorithms and of all 
those tested none were able to reconstruct networks, of any size, from time series data  better 
than random.
2.6.2 C om putational Improvements
Parallel computing is an obvious solution for significantly reducing the runtimes of algorithms by 
splitting them over several cores. This does, however, require some expertise and programming 
at a low level of abstraction [236] making the algorithm more problem-specific and less useful for 
general reverse engineering of networks. Xiao et al. in [75] used parallel processing to reconstruct 
a network of 1 0 0 0  genes based on artificial perturbation data and observed a parallel speedup 
of 20 times with 32 cores. Although they noticed a sharp decrease in parallel efficiency when 
using up to four cores, due to information sharing, there is little change between 4 and 32 cores. 
Even with this continual decrease in efficiency with additional nodes, the authors reduced the 
computational runtime from 108 m ins  to 5 m ins. This speed-up can be furthered using graphic 
processing units (GPUs), which can contain 1000s of cores and reduce a runtime of days into
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Figure 2.7: Reconstructed network size versus computational runtime. D ata types are either 
from artificial networks (A) or from real biological experiments (R) and are either dynamic (D) 
or topological (T) models as indicated in the figure key. Data collected from [53, 54, 57, 63, 69, 
75, 85, 87-89, 94, 96-98, 98, 121, 139, 141, 144, 154, 177, 206-209, 231-235] and Lee et al [146].
minutes, though this requires even more expertise than standard parallel computing. Despite the 
barrier of knowledge, parallel computing is becoming a necessity [94] for network reconstruction, 
and as the quantity and quality of data increases so must our computational abilities. Some 
reconstruction methods already take hours to reconstruct small networks [87, 8 8 , 144] and others 
are already running on computer clusters [63]. Methods tha t are not intrinsically parallel, such 
as the S-System Eq. (2.1.7), can be decoupled so tha t each connection can be treated separately 
allowing parallélisation. Such techniques can significantly reduce the problem dimension size and 
search space [55, 8 8 , 1 2 1 , 230]. Although a popular method, the S-System has a high number 
of parameters, which reduces its use for large networks, and is limited in the number of reverse 
engineering techniques [94].
In [230] the authors noted tha t 95% of the optimisation time for larger networks was spent 
on numerical integration. This can often lead to divergence or even algorithm failure [82]. How­
ever this does indicate the potential for significant improvements to runtime efficiency providing 
improvements to the mathematical and computational techniques occur, e.g. parallelising inte­
gration calculations for network reconstruction. Reconstruction algorithms must be able to scale 
up to tens of thousands of genes [14] in order to model higher level organisms. The future of 
reconstruction algorithms is likely to contain a combination of data intensive and optimisation
44
processes in order to analyse the data required for the optimisation of a large network’s search 
space. This big data optimisation synergy requires both biologists and computer scientists to 
work together and share not only data, but also expertise, knowledge and processes.
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Chapter 3
Synthesis of Individual Gene 
Regulatory Network Dynam ics
3.1 Function and Application of Gene Regulatory Networks
Although gene regulatory networks (GRNs) are an abstract modelling method tha t can be 
applied to a number of problems from neural networks to ecological food webs, they can also be 
used to model transcriptional networks [4]. In their abstract form GRNs are nodes tha t interact 
directly or indirectly, and the form of this interaction can be problem specific. There are various 
methods one can use to model GRNs such as, static or dynamic, continuous or discrete, linear 
or non-linear, deterministic or stochastic models [38]. It is possible to model various levels of 
biological activity from gene regulation and protein interaction to metabolic and biochemical 
reaction [147]. As detailed in Chapter 1 , the understanding of genetic networks is an im portant 
cross-disciplinary area of research. Computer scientists try  to understand how these networks 
are used in biological systems by simulating their dynamic behaviour. This can be performed 
by in silico evolution, i.e. computational simulations, of the networks which can model GRNs 
in numerous ways varying in levels of abstraction and complexity. The network dynamics can 
be synthesised from specific biological models, such as cell level interactions, or more abstract 
representations, such as mathematical models. The former can vary from multi-layered models
Some of the contents of this Chapter have been published in S. A. Thomas and Y. Jin ,“Single and Multi­
objective in  silico Evolution of Tunable Genetic”, Lecture Notes in Computer Science, vol. 7811, pp. 696-709, 
EMC Conference 2013
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combining genotype and phenotype interactions to synthetic genetic circuits, which can resemble 
electronic circuits. The purpose of more abstract models, e.g. mathematical models of protein- 
protein interactions, can help improve the general understanding of the dynamics of a network. 
When using mathematical models, it is possible to gain detailed information on the dynamic 
behaviour of a system through the use of differential equations. Investigations into GRNs have 
been used to simulate phenomenon observed in biology, such as regeneration [39], duplication 
[40], evolvability [34], robustness [41], fragility [42], motifs and modularity [5]. Computational 
modelling can provide insight into biological systems by making predictions tha t can be tested 
in vitro and in vivo [237], furthering our understanding of biological processes. As discussed in 
Section 2.1 the over-representation of some GRNs, i.e.network motifs, is due to the functional 
specialisation and modularity of biological networks. Here we investigate two small functionally 
specific motifs due to their presence in many biological networks.
3.2 Biological Network Motifs: Toggle Switch
The toggle switch is a simple yet im portant biological network motif [50] as it can be used as a 
switch between two stable states, or simply as an on/off switch. Many biological systems contain 
switches [238] from apoptosis [239, 240], cell fate [241-243], signal transduction [244], cell cycle 
regulation [245] and antibiotic production [246]. The switching dynamics arise from the existence 
of two stable states within the dynamic system and the transition between these steady states 
can determine the outcome of a cell in some biological systems [108]. A simple two node network 
is illustrated in Fig. 3.1, where both genes activate each others protein expression resulting in a 
positive feedback loop, which is required for generating dynamics with multi-stability [6, 247]. 
The use of coherent coupled feedback loops also enhances robustness to perturbation in the state 
[248]. As mentioned in Section 2.1, it is possible to model GRNs with differential equations and 
based on Eq. (2.1.2) the following equations can be used to produce a toggle switch.
ÿi = ^ 1 2 ^ 1 2 (2/2 ) -  7 1 2 /1  , (3.2.1)
2/2 =  W21I/1 -  722/2 • (3.2.2)
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Here ÿn is the time derivative of conm and 7 ^ are regulatory parameters corresponding to 
regulation weight and degradation respectively, and is described in Eq. (2.1.3).
y i V2
Figure 3.1: A two-gene network able to produce a toggle switch GRN containing two activating 
regulations modelled by Eq. (3.2.1) and Eq. (3.2.2). This positive feedback motif produces 
multi-stable dynamics observed in Eig. 3.2.
2/Tl(^ )
time
(a) T em poral D om ain: yn{t); n — 1,2 (b) Phase Space: y\vsy2
Figure 3.2: Network dynamics of a two-gene network, Fig. 3.1, showing the formation of (a) 
a bi-stable toggle switch and (b) a bi-stability produced. Note the dynamics illustrated in (a) 
are observed for both genes in the GRN shown in Fig. 3.1, leading to the formation of (b) a 
bi-stability in the phase space.
This two-gene system demonstrates convergence to one of the stable states regardless of the 
initial conditions of the system. Fig. 3.2(a). The initial state, however, will determine to which 
stable point the transition occurs, i.e. if it is below a threshold value the system will converge to 
the lower stable state, if above it will converge to the upper stable state. The existence of two 
stable points leads to the formation of a bi-stability when viewed in the phase plane. Fig. 3.2(b). 
Phase space plots remove the time dependence in the system and are generated by comparing 
the value of the state of gene y\ with that of 1/2 , i.e. comparing the y-axis of Fig. 3.2 with the 
yi equivalent. Movement along a line in a phase space graph, i.e. the trajectory, corresponds 
to changes in the system with time. The phase plane clearly shows the trajectory of the system 
towards one of the stable states is dependent on the initial state of the system. In order to 
produce bi-stability network dynamics we can define a desired state to impose on the system 
that is dependent on the initial protein concentration of one of the genes. Here we select gene 
y2 which is now known as the target gene of the system, as we define the dynamic behaviour of 
this gene through the desired state Eq. (3.2.3), and is regulated by 1/1 , the regulatory gene. As 
these genes mutually regulate each other they will both have the same dynamic behaviour. The
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desired state required to produce a bi-stable dynamic set in the target gene (2/2 ) is based on it’s 
initial concentration i and is given by
y iii)  = <
ai if 2/2 (t =  0 ) <  2/m
Here and ai represents the upper and lower stable states in the system, respectfully, 2/2 ( )^ is 
the state of the target gene at time t, and 2/2 =  0 ) is the concentration of the target gene at
t  = 0, i.e. the initial concentration.
To generate typical regulatory dynamics in silico, EAs have widely been used to evolve the 
parameters and topology of GRNs modelled by differential equations [50, 80, 94, 249]. Evolu­
tionary algorithms are able to solve continuous optimisation problems for a number of unknown 
parameters simultaneously and so are able to obtain parameters in Eq. (3.2.1) and Eq. (3.2.2) 
based on a predetermined objective function. In order to determine the parameters in the system 
we use a canonical evolution strategy, an EA detailed in Section 2.3, to optimise the network 
based on the desired state by minimising the objective function using an implementation from 
the Shark library [131]. The objective function in this minimisation problem is simply defined 
as the mean squared error (MSE) between the state of the target gene, y\g{r,t) for the i th  
generation of run r, and the desired state 2/^ (t), defined in Eq.(3.2.3), at time t
A =  - ytgit)) , (3-2-4)
r=l t= 0
where r  is the run number, N  is the number of time steps. This MSE method provides a simple 
objective function for R  simulations of different initial conditions of an individual solution. This 
yields a simple single objective minimisation problem.
3.3 Biological Network Motifs: The G enetic Oscillators
Another biologically im portant network motif is one tha t can produce self-sustained oscillations 
[6 , 50], as biological oscillations are involved in circadian rhythms [250], signalling cascades and 
neural networks [6 ], and active transport of hydrogen ions [251]. A negative regulatory circuit 
is required to produce oscillations in biochemical systems [6 ] while also being im portant for
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Figure 3.3: Genetic oscillators networks. Networks shown in (d), (e), (f), (g) and (h) can produce 
oscillations with any combination of auto-regulation in the genes.
robustness to perturbations of environment and system parameters [45]. W hen used with a 
negative circuit, positive feedback loops have been demonstrated to aid evolvability, robustness 
and tunability of an oscillator with little cost to amplitude, resulting in many biological systems 
contains positive and negative regulatory circuits [46]. However, it is noted th a t the in silico 
evolution of oscillatory dynamics is non-trivial and many different objective functions have been 
suggested to facilitate their synthesis. The difficulty is due to the systems’ sensitivity to initial 
conditions and experimental set up [50, 249]. When using GRNs there are many types of 
networks tha t can be used to generate oscillations of various sizes in areas such as systems and 
synthetic biology and general biological modelling. The networks can range from simple two-gene 
networks, some tha t do not contain regulatory interactions [252], to more complex multi-level 
interactions for bio-chemical oscillatory networks [251]. Some small simple oscillatory networks 
are shown in Fig. 3.3 and the circuit interactions are summarised in Table B .l. Network motifs, 
and GRNs in general, can be consistently regulated motifs (CRM) or inconsistently regulated 
motifs (IRM) depending on the interactions from the regulatory genes to the target gene. In 
a CRM, the incoming interactions are all activating (or all inhibitory), whereas in an IRM the 
incoming interactions can be either activating or inhibitory. Simple examples of CRM and IRM 
are shown in Fig. 3.3(e) to Fig. 3.3(h).
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Here we use the three-gene oscillator networks shown in Fig. 3.4(a) and Fig. 3.4(b). Al­
though there are many other oscillatory systems as shown in Fig. 3.3, these three-gene networks 
allow the comparison between CRM and IRM in similar networks as both are able to produce 
self-sustained oscillations [45, 80]. Although the repressilator. Fig. 3.3(d), is widely used for 
analysis of oscillatory networks in biological systems [6, 46, 253, 254], the information from 
comparing CRM and IRM networks may lead to a greater general understanding of simple oscil­
lator systems. Furthermore, as discussed above, the addition of positive feedback loops has been 
demonstrated to aid tunability [46] and combinations of positive and negative feedback loops 
can improve robustness [42]. As in Section 3.2 for the toggle switch, an oscillatory CRN can 
be modelled using differential equations and Hill functions [45, 50, 255]. Here the network dy­
namics are described using both activating (iJ“) and repressive (iî^) Hill functions, Eq. (2.1.3) 
and Eq. (2.1.4) respectively. The latter is to give a negative loop to produce the oscillation and 
the former is to aid robustness and tunability. The CRN capable of producing oscillations is 
described by the following differential equations.
X I  =  w i2 % (rc2 ) -  71^1 (3.3.1)
X2 =
W 2 3 T ^ H ^ ^ l ( T l ) ,  F f 2 3 ( æ 3 ) )  -  7 2 2 :2  (& ) .
uj2sL(^H^-^{xi),H^^(xsŸj - ^ 2 X2 (b).
(3.3.2)
2:3
(^32% ( 3 : 2 )  -  7 3 2 :3  ( a ) .
^ 32% ( 2 : 2 )  -  7 3 2 :3  ( b ) .
(3.3.3)
Here X2 is the target gene and uses the summation logic function, Eq. (2.1.5), to combine the 
interactions from the two regulatory genes x i and xs- The interactions between the target gene 
X2 and regulatory gene X3 is described two ways in Eq. (3.3.2) and Eq. (3.3.3), to model a 
CRM, Eq. (3.3.2) (a) and Eq. (3.3.3) (a) shown in Fig. 3.4(a), and an IRM, Eq. (3.3.2) (b) and 
Eq. (3.3.3)(b) and shown in Fig. 3.4(b). Both the CRM and IRM networks have been modelled 
with summation logic to produce self-sustained oscillations [45]. Due to the combination of
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(a) Consistently Regulated Motif (CRM) (b) Inconsistently Regulated Motif (IRM)
Figure 3.4: Two GRNs tha t produce a self-sustained oscillations, (a) a consistently regulated 
motif and (b) an inconsistently regulated motif. Here arrows represent activating interactions 
and bars represent repressive interactions.
time
(a) Tem poral Domain: Xn{t); n  =  1 ,2 ,3 (b) Phase Plane: VS Xm', n ^ m
Figure 3.5: Network dynamics of a three-gene network showing the formation of (a) a self­
sustained oscillation and (b) a limit cycle. These self-sustained oscillations are produced using 
a CRM, Fig. 3.4a), though it is not shown, it is also possible to produce these dynamics with 
an IRM.
positive and negative feedback loops, both the CRM and IRM are likely to produce robust 
solutions [42]. The three-gene network is able to produce self sustained oscillatory dynamics in 
each of the genes in the network regardless of initial conditions as demonstrated in Fig. 3.5(a). 
The self-sustained oscillations of the each gene result in the formation of limit cycles in the phase 
plane observable between any two of the three-genes. Fig. 3.5(b).
3.3.1 Elitism
For both the toggle switch and oscillator networks we are interested in synthesising the dynamic 
behaviour of the genes, rather than a specific parameter set. As we are optimising the system 
parameters in order to produce the desired behaviour and several sets of parameter values 
may lead to the same behaviour, we consider all optima here equal. That is, as we require 
an oscillation or toggle switch, any parameter set tha t produces this is regarded as optimal.
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Moreover the definition of global optima here is not well defined as two sets of the parameters 
that produce the same dynamic behaviour cannot be said to be more or less optimal than 
each other. Here we treat all oscillatory solutions equally, any local optima tha t produces 
oscillatory dynamics are considered good solutions. Thus we implement an elitist selection in all 
of our algorithms due to its ability to aid convergence to the objective function for continuous 
optimisation problems [45, 57, 80, 128].
3.3.2 Single O bjective Set Up
As mentioned in Section 3.3, producing oscillatory dynamics from GRNs is non-trivial and 
several objective functions have been suggested. Here we investigate the effect of objective set­
up and the ability to synthesise self-sustained oscillations from a three-gene network based on 
time and frequency domain objectives.
Time Domain
It is possible to synthesise self-sustained oscillations in Eq. (3.3.1), Eq. (3.3.2) and Eq. (3.3.3) 
by defining a desired state as with the toggle switch network. Then an EA can be used with the 
same objective function as the two-gene network, i.e. Eq. (3.2.4), with a different desired state. 
In order to produce oscillatory dynamics we define a desired state in the form of a simple sine 
wave
^ t ( t )  =  sin I ^  I , (3.3.4)4g(t)
where T  is the period of the oscillator. Using this desired state we obtain the mean specified 
time domain objective function, ft^, for R  number of runs as Eq. (3.2,4).
Frequency Domain: Specified
One difficulty with the time domain method above is tha t an individual solution th a t produces 
a sustained oscillation tha t is out of phase with the desired state, Eq. (3.3.4), will lead to a 
poor objective value. As this is a minimisation problem this solution with be deemed a poor 
solution and be replaced by another solution tha t may not result in self-sustained oscillation. 
For example, a parameter set tha t produces an oscillation tha t is 180° out of phase with the 
desired state will result in a high objective value, whereas a set tha t produces a horizontal line
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at the equilibrium point of the oscillation will result in a much lower objective value and thus 
be favoured. Note: this is discussed later in Section 3.4 and illustrated in Fig. 3.13a. This is 
a consequence of the simple desired state in the objective function defined in Eq. (3.3.4). In 
order to avoid this potential loss of oscillatory solutions, an objective function based on the 
frequency of the oscillation can be used as this will be unaffected by the phase of the oscillation. 
We perform a Fourier Transform on Eq. (3.3.4) to determine the frequency of the oscillation 
using the FFTW 3 algorithm [256], as it has been demonstrated to be very efficient for discrete 
Fourier Transforms. The maximum value in the frequency spectrum denotes the main frequency 
component of the sine wave, which is equal to the integral of the curve for a pure sine wave. 
The Fourier Transform of a pure sine wave leads to a single peak in the frequency domain which 
resembles a delta spike function. For the GRN dynamics there may be some chaotic behaviour 
initially in the temporal plane so the distribution of frequencies may not be a delta-like function 
as it is for a pure wave. Therefore, in order to produce a sustained oscillation using the frequency 
domain, we first define the desired frequency for the target gene.
wfg = M A X  \ F
2 Trt 
sm l — (3.3.5)
where M A X { }  denotes the peak in the frequency domain, F  [sin (27rt/T)] is the Fourier Trans­
form of the desired state of the target gene from Eq. (3.3.4). To determine the objective value 
for solution i, we apply a Fourier Transform to the target gene and calculate the MSE as in 
Eq. (3.2.4),
=  ( ^ ^ ^  R  [ 4 ( r ,  t )]}  -  w i F  . (3-3.6)
r=l i=0
where x\g{r^t) is the state of the target gene. This is a slightly more complex objective set-up 
than for the time domain above, however, due to the efficiency of FFTW 3, there is no noticeable 
effect in computational performance.
Frequency Domain: Unspecified
Self-sustained oscillations can be synthesised using a Fourier Transform for an unspecified fre­
quency. Here the Fourier Transform is used to produce an oscillation in the GRN dynamics 
rather than specifying its characteristics. To produce an oscillation of a non-specific frequency,
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we perform a Fourier Transform of the state of the target gene, however, we do not define a 
desired state. As mentioned above, for a pure sine wave a Fourier Transform yields a peak in the 
frequency domain tha t resembles a delta or spike function with a width approaching zero. Thus 
we can define an objective function th a t combines the minimisation of the area of the frequency 
curve, i.e. narrowing of the peak, with a maximisation of the value in the frequency domain, 
i.e. the height of the peak. This yields the following objective function to produce un-tuned 
oscillatory dynamics
/w. =  r —   r r  /  F  [xtg(r,t)] (hj . (3.3.7)
As this is a minimisation problem, the first term  represents the maximisation of the peak value 
of the Fourier Transform of the desired oscillation, which will yield a smaller objective value 
The second term represents the minimisation of the area of the frequency curve, again as 
minimum objective values are favoured.
3.3.3 M ulti-objective Set-up
The objectives in Section 3.3.2 can be used in a single objective optimisation algorithm, however, 
they can be used simultaneously in a multi-objective set-up using an algorithm such as NSGA- 
II [128]. The use of multiple objectives can improve success rates and solve complex problems 
and in the case of the objectives in Section 3.3.2 we can synthesis oscillatory dynamics from 
a GRN by tuning its period and frequency simultaneously. For this problem we use of several 
combinations of the above objectives to solve the oscillator synthesis problem, where a single 
objective may not sufficiently be able to capture the components of the system, i.e oscillatory 
period due to phase differences. W ithout knowing a priori the form of objective tha t can be used 
to solve this problem, we determine objectives to  capture some elements of the system, such as 
oscillator period. Here we are using proxy objective functions in place of the ill-defined objective 
of tuning an oscillator. The use of multiple objectives to solve single objective problems has 
been shown to improve optimisation [167, 257]
A single objective optimisation problem can be broken down into multiple objectives tha t 
have the same goal in order to solve difficult optimisation problems by focussing on different 
components of the problem. A multi-objective methodology has been selected over a single
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objective method with a weighted sum of these objectives as this is likely to lead to large search 
spaces. As the objectives are based in different domains, and we are assuming th a t neither can 
perfectly encapsulate a tunable oscillator (thus the need for the additional objective), we do not 
know if a good solutions is invariant across these objectives. The best solutions for one objective 
does not necessarily correspond to the best for the other, thus we expect a Pareto front rather 
than a single optimal solution as in the case of equal objectives, a single objective problem.
To ensure fairness of the comparison of the single objective (SO) and multi-objective (MO) 
set-ups the same crossover and mutation operators were used in both cases. In addition, both 
algorithms adopt an elitism strategy. The main difference is tha t in the SO optimisation a 
deterministic elitism similar to the plus strategy in evolution strategies are adopted. In the MO 
evolutionary algorithm, elitist non-dominated sorting operations are used, see Section 2.3. Here 
we use NSGA-II [128] for both the SO and MO set-ups as it has been shown to be successful 
at solving a wide range of optimisation problems with multiple objectives. As discussed in 
Section 2.3, although NSGA-II is a multi-objective optimisation algorithm it can be applied to 
single objective problems. In each case we perform 50 independent simulations based on random 
number seeds and use NSGA-II with a population size of 100 and for 100 generations with a 
crossover rate of 0.9 and a mutation rate dependent on the number of parameters as detail in 
Section 2.3. The dynamics of the GRNs modelled using Eq. (3.3.1), Eq. (3.3.2) and Eq. (3.3.3) 
are solved numerically using the modified Euler method and, as in [45], we randomly initialise 
all regulatory parameters between 0 and 4 for both motifs. Despite evidence th a t large Hill 
coefficients can increase the success rate of evolving self-sustained oscillation [50], to  increase 
flexibility, the Hill coefficient is included as a regulatory parameter and thus evolves with the 
solutions. As the system uses random numbers, we run 50 simulations using random numbers 
as seeds to average our results. The initial protein concentrations of [x i ,X 2 ,x^)  were set to 
(0 ,0 ,1 ) throughout the optimisation stage in all set-ups as oscillations are sensitive to the initial 
conditions, however once optimised, oscillations are quite robust to perturbations [50]. Therefore 
once optimised the initial condition of the genes are randomised 1 0 0  times to ensure a robust 
oscillator is produced.
For the SO set-ups the time domain objective, Eq. (3.2.4), produced oscillatory dynamics in 
31 of the 50 simulations. The frequency based objectives, Eq. (3.3.6) and Eq. (3.3.7), however, 
were unable to produce self-sustained, or even damped, oscillatory dynamics in any of the 
simulations. For the MO set-up using Eq. (3.2.4) and Eq. (3.3.6), and Eq. (3.2.4) and Eq. (3.3.7),
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Figure 3.6: Relation of single objective (SO) and their multi-objective (MO) set-ups of the 
same problem. Objectives ( /)  are as defined in Section 3.3.2. Below each node is the number 
of simulations tha t produce oscillatory dynamics. For the multi-objective approaches, a run is 
considered successful if at least one solution in the Pareto front results a self-sustained oscillation.
oscillations where observed in 24 and 22 simulations, respectively. This is interesting as both the 
MO set-ups show a hindrance to convergence when compared to the SO time domain objective, 
but also enabling convergence to oscillatory solutions compared to a SO frequency domain. 
The hindrance of the SO time domain is likely due to the inability of the frequency domain 
objectives to obtain oscillatory solutions, thus their collective use has a negative effect on the 
EAs convergence. When compared to the SO frequency domain however, both cases show 
not only an enhancement, but also the enabling of convergence to oscillatory solutions. These 
results, summarised in Fig. 3.6, imply tha t the enhancement from the time domain objective 
is greater than the hindrance of the frequency domain objectives, evident in the MO set-ups. 
Furthermore it also highlights the difficulty in the synthesis of oscillatory dynamics as only one 
of the three objectives were able to produce the desired dynamics in the SO case. Moreover, our 
results also indicate tha t the effect is not only system dependent but also objective dependent 
as two related objectives, Eq. (3.2.4) and Eq. (3.3.6), yielded significantly different outcomes 
and tha t the objective form and domain may also influence the effect of of convergence for a 
multi-objective system.
3.3.4 Oscillator Tunability
The ability to tune the behaviour of an oscillator is an im portant area of synthetic biology 
[41, 254] as time scale varies drastically in different biological systems as summarised in Table 3.1. 
Presently synthetic oscillators are not reliable for long time scales, therefore more investigation 
into their design is needed [258, 259]. A better understanding of oscillators is needed in order 
to improve designs of such synthetic systems, therefore computational investigations, such as 
simulations of genetic oscillators, can lead to better knowledge of oscillatory networks which 
may help to improve the design of synthetic systems. Using the same set-up as in Section 3.3.2
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and Section 3.3.3, we investigate the success rate of producing oscillatory dynamics for varying 
oscillator periods. Again we use population sizes of 100 for both the parents and offsprings, 
which are evolved for 100 generations and run 50 simulations of each set up.
Table 3.1: Oscillation time scales in biological systems
Biological Event Time Scale Reference
Cardiac rhythms seconds [250]
Mitosis cell cycles minutes [260]
Sleep/wake cycle hours [261]
Circadian rhythm days [251]
Ovarian cycle weeks [250]
Predator-prey populations years [262]
E v o lu tio n  S tra te g y  vs G en e tic  A lg o rith m
S yn thesis  We ran 50 random simulations to compare the synthesis of oscillatory dynamics 
based on Eq. (3.2.4) from a canonical ES and the genetic algorithm (GA) both described in 
Section 2.3. The ES here uses a recombination operation in addition to the m utation operations. 
The recombination probability is set to 0.90, the Gaussian mutation rate of 1.00 is used for all 
decision variable and the mutation rate of the step-size (see Eq. (2.3.1)) is set to 0 .0 2 . This 
system configuration was able to produce oscillatory dynamics in 23 of our 50 simulations, 
compared to the 31 simulations for the GA.
T u n ab ility  Here we investigate the success rates of producing a self-sustained oscillation for a 
specific oscillator period, summarised in Fig. 3.7. For this investigation we specify an oscillator 
period using the objective function defined in Eq. (3.3.4), conducting 50 independent simulations 
for each oscillator period in the range T  =  1 to 20. We find tha t the GA has a broader period 
range for successful synthesis compared to the ES. The GA is less successful than the ES only 
at r  =  15, and can produce oscillations at 5 periods, T  =  5,6,10,18 and 19, where the ES fails. 
Although at r  =  15 the ES is more than twice as successful as the GA, the G As success rate 
is relatively high compared to other periods. The synthesis of oscillations are more successful 
with NSGA-II than with a standard ES, as demonstrated in Fig. 3.7. We can therefore say 
that, for the case of the GRN shown in Fig. 3.4(a), NSGA-II is more successful at producing 
self-sustained oscillations than the canonical ES described in Section 2.3 based on the objective 
given in Eq. (3.3.4).
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Figure 3.7: Success rates for producing oscillations using an evolution strategy (ES), detailed in 
Section 2.3 and a genetic algorithm (GA) detailed in Section 2.3 for varying oscillator periods 
based on the objective function in Eq. (3.2.4).
Single vs Multi-objective Optimisation
Due to the success of NSGA-II over the ES, and the ability of NSGA-II to solve MO optimisation 
problems, we compare the objective set-ups in Section 3.3.3 at producing tunable oscillators as 
above. The results here are given in Fig. 3.8 and as in Section 3.3.3 the SO frequency domain 
objectives are unable to produce oscillatory solutions. Comparing the SO(G) case to the MO(tg, 
cju), we can see tha t the latter is more successful in 5 oscillator periods, compared with 9 cases 
of the former. Also, despite the MO (ts, w^) case producing an oscillation at T  = 4, which is 
not observed with SO(G), it is not able to produce oscillator periods at T  =  18 and T  =  19. 
Furthermore, looking at the general success rates in Fig. 3.8 we can see tha t the SO(G) case 
increases in success rate with increasing period, then dropping off at T  =  18, whereas the 
MO(ts, LUu) case is fairly uniform over all periods. There appears to be trade-off with high 
period, low frequency, solutions however, for reasons yet unknown.
For the MO(G, Wg) arrangement, we can see from Fig. 3.8 tha t it more successful at producing 
oscillations at four period values, compared with the SO(ts)  case, which is more successful for six 
oscillator periods. Unlike with the MO(tg, cuu) arrangement, the MO(G, Wg) appears to be more 
successful for higher oscillator periods before dropping off at the end as in the SO(tg) set-up.
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Figure 3.8: Success rates for producing oscillations using a single objective (SO) and multi­
objective (MO) genetic algorithm (GA) detailed in Section 2.3, for varying oscillator periods. 
Here we investigate the difference between a single and multi-objective set-up for the same 
problem described in Section 3.3.3 for the different objectives detailed in Section 3.3.2. The case 
of SO GA(cUg) is not included as no oscillatory dynamics were observed in any simulation, see 
Section 3.3.3.
Although unable to produce oscillations for T  =  4 and 5, the MO (ts, Wg) case is able to produce 
oscillations at T  =  20 which is not observed in either of the other set-ups.
When comparing the two multi-objective set-ups, we can see tha t using an unspecified fre­
quency objective enhances the production of low period (high frequency) oscillations, whereas 
when using an objective tha t specifies the frequency in addition to the period, high periods 
(lower frequencies) are more successfully synthesised. Looking at the specific oscillator periods 
we can see tha t the unspecified frequency case outperforms the specified frequency case seven 
times compared to eight times for the reverse. Ignoring a few exceptions, T  =  13 and T  = 15, 
it appears tha t for T  > 10 the specified frequency case is more successful and the unspecified 
frequency case is more successful below this.
Although the SO(tg) is more successful at producing oscillations in general than either MO, 
Fig. 3.6, for specific oscillator periods, additional objectives can increase the success rates of 
oscillatory dynamic synthesis. This indicates tha t not only is the effect of using multiple objec­
tives in place of a single objective is dependent on the system and its set-up, it may also depend 
on the desired outcome, i.e. generic oscillatory dynamics or tuned oscillations.
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To further this investigation, other oscillatory networks could be optimised using ESs and 
G As such as the IRM in Fig. 3.4(b), or similar networks containing only positive feedback loops,
i.e.. Fig. 3.3(g) and Fig. 3.3(h). It would be interesting to see if the same effect is observed for 
similar GRNs with the same objective set-up under the same conditions. The success rate for 
varying oscillator periods could also be investigated for the repressilator. Fig. 3.3(d), due to its 
importance in biological systems, see Section 3.3 for details.
Tunability: A Closer Look
It is known tha t evolving a self-sustained oscillation from a GRN is difficult and limited in the 
range of possible oscillator periods [50]. In Section 3.3.4 we investigated the success rate of 
producing tuned oscillations from a GRN using various EAs and objective set-ups. Here we 
examine the ability of these set-ups at synthesising a tunable oscillator period by simulating 
oscillator periods for the 50 test cases using the single objective and multi-objective set-ups of 
NSGA-II in Section 3.3.2 and Section 3.3.3, respectively. The oscillators are tuned according to 
Eq. (3.2.4) and Eq. (3.3.6), however, after further analysis the oscillations produced appear to 
vary in period for each test case (data not shown). The periods of the successful oscillations are 
measured and compared to the desired oscillator period shown in Fig. 3.9. The SO frequency 
domain method is not included as there were no observed successful oscillations. The MO set­
ups provide more solutions than the SO set-up because the MO simulations contain a range 
of solutions which cannot be compared directly and so all oscillatory solutions are plotted. In 
multi-objective optimisation a single run of the algorithm produces a Pareto front of solutions, 
assuming f i  7^ / 2 , as discussed in Section 2.3. Thus for a given MO simulation there may be 
several solutions in the Pareto front tha t produce oscillations, but not necessarily all, i.e. failed 
parameter sets. This leads to a range of observed periods for each simulation at each desired 
period. For simulations with more than one oscillator solution, the observed periods are averaged 
to give the datum  point in Fig. 3.10 and the bars are the maximum and minimum periods 
observed in tha t simulation and represent the spread of the values. For the MO simulations tha t 
only have one successful solution only a single point is included.
These results indicate tha t neither the single or multiple objective set-ups are tunable for 
the small three-gene set-up. Fig. 3.4(a), used here. The SO set-up in the time domain appears 
to be tunable for low period oscillations T <  9. At higher oscillator periods however, this set 
up becomes less tunable and begins to diverge from the desired period. The MO methods both
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Figure 3.9; Tunability of the oscillator for single objective (SO) and multi-objective (MO) set 
ups. The objective set up is indicated by tg, cOs and cou for Eq. (3.2.4), Eq. (3.3.6) and Eq. (3.3.7) 
respectively. Here Included is a y = x  line for clarity.
demonstrate a large spread of periods for successful runs. Though the average values appear to 
follow a similar pattern to the single objective set-up, with the exception of a few outliers, this 
does not indicate a tunable oscillator. Average values are used here as there is no direct way 
to compare archive solutions from the MO set-up and so we cannot say if a solution is better 
than another without further analysis. Even when including all MO archive solutions only two 
solutions fall on the line indicating the observed period is the desired period in Fig. 3.9. These 
two solutions are at T  =  11 and T =  12 and are the only oscillatory solutions from the archive 
of their respective runs. This is represented by the fact that they do not have bars on the values 
in Fig. 3.10. It is however, worth noting that the SO set up was unable to produce an oscillation 
at these period.
3.4 Analysis of Objective Function vs the Performance of the  
EA
The poor performance of the EA’s synthesis and tuning of the genetic oscillator could be down 
to 1 ) the poor performance of the EA or 2) the suitability of the objective function, or possibly 
a combination of both of these elements. For the former case, a poor convergence of the EA 
will clearly lead to poor solutions thus we hrstly investigate the best objective value determined
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Figure 3.10: As Fig. 3.9 with averages for multi-objective (MO) results. The MO points represent 
the average oscillator periods and the bars represent the maximum and minimum values for each 
run, see text for details.
by the EA over a number of generations. Figure 3.11 depicts the results of 100 independent 
simulations of the EA, for the time domain objective in Eq. (3.3.4) and Eq. (3.2.4), for 500 
generations each. Note the error bars here are the standard error in the mean and increase for 
higher generations due to an increase in variance as the EA convergences to difference solutions. 
The behaviour depicted in Fig. 3.11 indicates the EA’s performance is not leading to poor 
solutions as it converges to similar objective values over many runs.
The issue of phase shift for the time domain objective has previously been discussed. This 
effect is illustrated in Fig. 3.12. To truly relate to the objective value the shaded region should be 
squared at each point and summed, however this does not effect the outcome. As demonstrated in 
Fig. 3.12 a larger phase shift leads to a higher objective value. W hat may be unclear, however, is 
that a trivial set of dynamics tha t corresponds to the equilibrium point of the oscillation leads to 
a lower objective value than most phase shifted oscillations as shown in Fig. 3.13. In Fig. 3.13(a) 
the variation of SSE objective value with the phase shift of oscillations is shown for pure sine 
waves. It is clear tha t the blue line, which corresponds to the trivial dynamic set in Fig. 3.12(d), 
is lower than many phase shifted oscillatory solutions. Obviously this case assumes a pure sine 
wave oscillatory solution is produced by this method, however as discussed previously, this is 
not the case. The method here produces oscillatory solutions with an initial chaotic region, due 
to the random initial conditions, before the system stabilises to a self-sustained oscillation as
63
100
0 50 100 150 200 250 300 350 400 450 500
Number of Generations
Figure 3.11: EA performance of 500 generations for 100 independent simulations. Error bars 
here are the standard error in the mean. The plot shows rapid initial improvements to solutions 
followed by a slower steady convergence over time.
shown in Fig. 3.5(a). Therefore in order to account for this a random number is added to the 
objective value for the phase shifted oscillations. This is illustrated in Fig. 3.13(b) to Fig. 3.13(d) 
for increasing proportions of random numbers to simulate larger regions of ‘chaos’ before the 
system evolves a limit cycle oscillations. This random number is not added to the trivial dynamic 
set as in these solutions the system rapidly evolves to the trivial dynamic set and does not exhibit 
the initial chaos seen in the oscillatory solutions. As can be seen in Fig. 3.13 this additional 
random number results in fewer phase shifted oscillatory solutions having a lower objective value 
than the trivial dynamic set. This explains the low success rate of producing oscillations seen 
earlier in this chapter and indicates that the objective functions is not sophisticated enough for 
the EA to converge on oscillatory solutions based on the sum squared error alone.
3.5 Discussion
No objective set-up investigated here is able to reliably produce tunable oscillations from the 
GRN in Fig. 3.4(a) over 50 independent simulations. One notable observation here was the 
inability for a simple frequency based objective function to converge on any solutions tha t 
produced oscillatory dynamics. This may be a result of the desired state used, as we are using 
a pure sine wave, the Fourier Transform will produce a single peak in the frequency domain.
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Figure 3.12: The effect if phase shift on the objective function defined in Eq. (3.3.4) and 
Eq. (3.2.4). Here a desired oscillation (solid) and possible solution (dashed) are depicted with the 
difference between them indicated by the shaded region for (a) small, (b) medium and (c) large 
phase shifts. Additionally (d) a solution of trivial dynamics is show to highlight the objective 
value of this solution.
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Figure 3.13: Increasing objective values (sum squared error) with phase shift between oscillations 
for (a) pure sine waves and (b)-(d) for increasing levels of additional random numbers. Here the 
blue line indicates the objective value from the trivial solution depicted by the dashed line in 
Fig. 3.12(d).
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However the dynamics of a randomly initialised GRN may initially be somewhat chaotic before 
the feedback in the network leads to stable dynamics and thus the EA may struggle. It is not 
straight forward to remove this initially chaotic region as there is no way to known a priori 
how long it takes for the system to converge to  the self-sustained oscillation. Additionally, the 
duration of this region is dependent on the (randomised) initial conditions of the system, as can 
be seen in Fig. 3.5(a). Therefore, without defining a arbitrary far point in the future which to 
begin the fitness evaluation, there is no way is no way to evaluate this region automatically. 
When considering these aspects, and tha t the objective only determines the location of the 
peak with no width constraints, this objective is more complex than in the time domain. This 
is in contrast to Eq. (3.3.7), where the width constraint comes from the minimisation of the 
objective and therefore the area of the curve. Thus, for the specified frequency objective, very 
broad peaks tha t have low maximum values are considered good solutions if they peak at the 
correct firequency regardless of the rest of the frequency profile. Adding other objectives such as 
minimising the width of the peak could also be used, however this can lead to narrow peaks at 
frequencies other than the desired value due to the Pareto distribution of solutions and thus may 
decrease tunability. A more sophisticated objective may be required in order to yield oscillations 
and further investigation into the frequency domain fitness set-up is needed in order to tune the 
oscillator period.
The addition of a second objective based on an unspecified frequency, Eq. (3.3.7), leads to 
a spread in the observed oscillator period. This is a consequence of the second objective not 
specifying an oscillator period. Solutions tha t are oscillatory but not of the required period will 
be retained if the second object value is low despite the value of the first objective, Eq. (3.2.4). 
This gives an indication as to why there is a large spread of observed oscillations and is likely to 
be a consequence of the non-dominated selection operations in NSGA-II. The crowding distance 
operation used in the non-dominated sorting part of NSGA-II favours more diverse solutions 
to provide a wide-spread Pareto front. This, however, will ultimately lead to solutions with 
a low value for the unspecified frequency objective, even at the cost of a more optimal time 
domain objective. Thus in a given front of Pareto optimal solutions from an MO run using this 
set-up there may be many different oscillator periods representing the optimal solutions for the 
frequency based objective. The addition of this objective has, however, aided the convergence to 
tuned oscillators as it is able to produce solutions tha t are close to the desired period for a larger 
range than the SO set-up using the same time domain objective. The improvement can be seen
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for periods T  =  5,6,10,11,12 and 14, with only a slight decrease in desired period for T  =  8  
and 9 compared with the SO set-up, see Fig. 3.9. There are however, many more solutions for 
this set-up due to the inability to compare Pareto optimal solutions without an external metric, 
thus more analysis is required for this method.
In comparison with the above set-ups, the MO method with both time and frequency domain 
objectives, which specify the period and frequency respectively, should help remove the spread of 
observed periods. However, this is not the case, and this set-up performs worse with increasing 
oscillator period, which is likely to be due to the failure of the SO specific frequency set-up. 
Interestingly, it is tha t the addition of another objective in the time domain th a t specifies the 
period, tha t enables this set-up to produce oscillations, though does not improve tunability. 
This demonstrates tha t the representation of a SO problem into a MO one can aid convergence 
to oscillatory solutions for the case of the SO frequency domain objective compared with the 
MO time and specified frequency domain set-ups. Here the SO frequency domain was unable 
to produce any oscillations but the addition of a time domain objective enabled oscillatory 
dynamics to  be produced from the GRN.
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Chapter 4
Synthesis of Coupled Gene 
Regulatory Network Dynam ics
4.1 The M odularity of Biological Networks
Biological systems can be divided into functionally specific modules of genes and proteins tha t 
do not interact significantly with nodes outside of the module, a design comparable to modules 
in engineering [49, Ch. 12, p. 234] [263]. Despite modularity reducing flexibility by reducing the 
number of connections, and some evolutionary simulations displaying non-modular solutions, 
modular design does have one significant benefit, adaptability. Changes to design specifications 
in engineering are analogous to those in biological systems, and such perturbations to functional 
goals may require a non-modular system to be completely redesigned due to its specialisation. 
However, for the case of modular systems, these changes in required functionality can be ac­
counted for by modifications to the module rather than a complete overhaul of the design. Such 
flexibility and robustness allow biological systems to be diverse and solve a wide range of prob­
lems. An underlying connection between the functional goals of biological systems in different 
sub-problems is required to spontaneously lead to modularity [49, Ch. 12, p. 236]. The under­
standing of modularity and the ability to build large networks from simple systems is im portant
The contents of this Chapter have been published in S. A. Thomas and Y. Jin, “Combining genetic oscillators 
and switches using evolutionary algorithms”, Computational Intelligence in Bioinformatics and Computational 
Biology (CIBCB), IEEE Symposium on pp. 28-34, 2012 (Section 4.2) and S. A. Thomas and Y. Jin ,“Evolving 
Connectivity Between Genetic Oscillators and Switches Using Evolutionary Algorithms”, J. Bioinform. Comput- 
BioL, vol. 11, iss. 3:1341001, 2013 (Section 4.3 and 4.4).
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in biological modelling [4]. The modular design of biological systems may also shed light on the 
origins of the complexity of biological systems [3]. Modelling combined motif dynamics may pro­
vide insight into biochemical network processes without the need for detailed parameterisation
[260]. Few investigations have focused on the ability of biological systems to form large networks 
consisting of coupled modules and the resulting dynamical behaviour. Previously, [6 ], combined 
two biologically im portant network motifs, the toggle switch and the oscillator, the importance 
of these motifs is Section 3.2 and 3.3 respectfully. The combination of networks uses a master 
slave arrangement, where one motif directly influences the other, and produces several sets of 
rich regulatory dynamics dependent on parameter values. However the method in [6 ] involved 
manually tuning all network parameters, then systematically varying parameters to investigate 
bifurcations in the system. Although providing a detailed investigation, the ability for a system 
to evolve a coupling and demonstrate richer dynamics than the individual modules is beyond 
the scope of Gonze [6 ]. Some studies have shown tha t the characteristics of the modular compo­
nents are maintained after coupling [260], which is required if small modules can be combined 
to ‘build’ larger networks.
4.1.1 Coupled Oscillators and Switches
The biological relevance of both the toggle switch and oscillator were previously discussed in 
Sections 3.2 and Section 3.3. The combination of these two network motifs is also of interest 
as an investigation of the modular design of biological systems. In addition to the study of 
modularity, the coupling of oscillators and switches can be applied to the sleep-wake cycle in 
humans. This biological process has been mathematically modelled as an interlinked oscillator 
and toggle switch to reproduce experimental results of hormones related to sleep and wakefulness
[261]. In their model the transition in a toggle switch from one stable state (wakefulness) to 
another (sleep) is governed by an interlinked oscillator with a period of one day. The combination 
of the networks here enabled authors in Rempe et al [261] to model normal sleep patterns 
and narcolepsy, thus is a direct application to medical research. An automated optimisation 
process of a coupled oscillator and toggle switch could be used to fit experimental data  to 
model sleep-wake patterns and perturbations, such as jet-lag and shift work, th a t disrupt the 
‘normal’ process. This could enhance the understanding of the sleep-wake system and and the 
biological effects of disrupted sleep patterns potentially leading to treatm ents such as a jet-lag 
cure. Other investigations have coupled oscillators and switches to shape biochemical signals
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in cellular systems [264] proving a much broader application of an automated coupling of these 
two motifs.
4.2 Dynam ic Behaviour of Coupled Biological Network M otifs
Here we use the flexible oscillator network detailed in Section 3.3 and shown in Fig. 3.4(a) 
as it produces the same dynamics in all genes due to the presence of feedback loops within 
the network. W ith this oscillator we can study the effect of coupling the two motifs without 
interaction with the target genes which can help preserve the systems dynamics, i.e. a strong 
coupling could destroy the individual motif dynamics. This is im portant as we are using a 
master/slave control set-up as in previous work by Gonze [6 ], and the individual dynamics of 
the modules need to be maintained otherwise there is a loss of function. This would then limit 
the usefulness of biological modularity and the hypothesis tha t these small motifs can be used to 
build large networks would be incorrect. Furthermore we can investigate the difference between 
coupling to a positive and negative feedback loop, which would not be possible with other 
oscillatory networks such as the repressilator (Fig. 3.3(d)), which may yield alternative dynamic 
behaviour. Here we synthesise a toggle switch and an oscillator in the same way as in Sections 3.2 
and 3.3, respectively, and optimise the networks using the ES detailed in Section 2.3 with the 
same optimisation parameters as in Section 3.3.4. To ensure we are coupling the oscillator 
and switch motifs, we optimise each network separately, then couple the motifs once optimised. 
The parameters used in these simulations are given in Table 4.1, these are used for both the 
individual motif optimisation and the coupling optimisation. These population sizes have been 
shown to be successful in evolving oscillations and toggle switches when used in conjunction 
with an initial a  step-size of 0.1 [50].
It has been observed th a t the exact form of the coupling between the two motifs is not 
important, and network dynamics depend on the coupling parameter values [6 ]. Therefore we 
use a simple linear function connecting gene x  of one motif to gene y of the other motif and is 
given by,
M y { x )  = cqx -I- Cl . (4.2.1)
It was also noted by Gonze [6 ] tha t tuning the coupling parameters is difficult. Thus, here 
we use an ES to optimise the connection between the networks in addition to the individual
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Table 4.1: A list of parameters used in the experiments. Here we use the ES described in 
Section 2.3 with the same optimisation parameters as in Section 3.3.4.
Population size
/X (Parent) 100
A (Offspring) 100
Probability
(^Cross (Crossover) 0.90
a Flip (Bit flip mutation) 0.02
(^Gaussian (Gaussian mutation) 1.00
Other
hE uler (Step size in Euler solver) 0.1
Number of generations 100
Initial step size of ES (cr) 0.1
motifs prior to combination. The connection function My{x)  is then added to the state equation 
describing gene y  in the motif. If, in the case of the oscillator controlling the switch, the target 
genes are connected, Eq. (4.2.1) would become My^{x2 ) = cqX2 +  ci and Eq. (3.2.2) would 
become ij2 = — 7 2 2 /2  +  My^(x2 ). Here the target gene, ^ 2 , of the oscillator would directly
interact with 1/2 of the toggle switch. We use the ES to optimise the values of the connection 
parameters, cq and ci, and only consider positive values for the connection parameters. The 
use of an EA provides a much more flexible approach for the combination of these two motifs 
compared to other methods. This is a result of the characteristics of the system, parameters, 
connectivity etc, do not have to be specified. This set-up enables alternative configurations to  be 
simply implemented for comparison with other configurations and may also help provide more 
qualitative information about the coupling motifs. In addition this set-up can be used with any 
defined objective function and can be applied to any GRN coupling.
4.2.1 Connection w ith a Fixed Connection
To examine the coupling of network motifs and the resulting dynamics, we first look at a fixed 
connection between the motifs for each of the coupling arrangements shown in Fig. 4.1. Here we 
investigate the switch controlling the oscillator by connecting gene y\ from the switch to gene 
x i  of the oscillator. Fig. 4.1(a), and the oscillator controlling the switch by coupling gene X2 and 
2/1 , Fig. 4.1(b).
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(a) Switch controlling oscillator (b) Oscillator controlling switch
Figure 4.1: Motif coupling arrangements, (a) the toggle switch controlling the oscillator, with yi 
as the master gene and (b) the oscillator controlling switch, with X2 as the master gene. Solid 
lines show the motif interaction connections and the dashed lines indicate between the motifs, 
arrows and bars represent activating and repressive interactions, respectively.
Toggle Switch Controlling The Oscillator
Using the arrangement shown in Fig. 4.1(a) and the following desired state.
4 M  =  sin I ^ )  , (4.2.2)
we can use the objective function defined in Eq. (3.2.4). In this arrangement the state of all five 
genes in the system are given by
x i  =  
X2 =  
X3 =
m  = 
ij2 =
^12^^12 (^ 2) -  713:1 +  M r X m )  
C Ü 2 3 i^ ( iF 2 l ( ^ l ) ,  ^ 23( ^ 3 ) )  - 1 2 X 2  
(^32% (3:2 ) -  7 3 3 :3  
^ i 2 % ( 2/2 ) -  iiV l
(4.2.3)
(^2l2/l -  1^2/2
The parameters here are as in Eq. (2.1.2), where ujnm represents the regulation weight and 
In  corresponds to the degradation of the protein. Here the primes are used to distinguish the 
parameters in the three-gene and two-gene systems. W ith this arrangement the system is able to 
produce the dynamics where the value of the stable point in the switch determines the dynamic
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behaviour of the oscillator network. Here the toggle switch controls whether the oscillator is 
able to synthesise a self-sustained oscillation or become a critically-damped oscillation, resulting 
in a single equilibrium point. This is clearly shown in Fig. 4.2(a) where the dynamics of the 
oscillator are dependent on the state of the toggle switch. Transitions to the lower stable state 
(blue dashed) result in self-sustained oscillations, whereas transitions to the upper stable state 
(red solid) produce critically damped oscillatory dynamics. Interestingly the outcome of the 
oscillator networks dynamics are fundamentally based on the initial condition of the toggle
switch as this determines which stable state the system converges to, recall Section 3.2. This
on/off switch behaviour can be used in biological systems as a response to external stimuli, 
such as nutritional depletion in bacteria, which switches on certain behavioural responses. This 
behaviour was observed in [6 ], though the switch here corresponds to a bifurcation parameter in 
their system and the change is caused by continuous perturbation to the connection parameters. 
Our method, however, has produced the same coupled behaviour tha t is dependent on the initial 
value of the toggle switch only and does not require any parameter changes.
In addition to the control of an oscillator leading to a self-sustained or critically damped 
oscillation, by using another desired state can alter the characteristics of the oscillation. Using 
the same coupling arrangement described in Eq. (4.2.3) but with a desired state in the slave 
network target gene, # 2  of
I 2sin(27rt/T) if yi{t  =  0) > 0.5 
= { , (4.2.4)
sin(27rt/T) if yi{t  =  0) <  0.5
used in the objective function, where yi{t = 0 ) is the initial state of yi, the system results 
in the dynamics shown in Fig. 4.2(b). Here the coupling causes a change in the oscillator 
characteristics, i.e. amplitude and frequency, tha t is dependent on the state of the toggle switch 
as in the previous example. For clarity only two of the 100 randomly initialised oscillations 
from transitions to each of the stable states are shown in Fig. 4.2(b). Also included in the 
figure is an inset of the limit cycles produced in the oscillator system based on the coupling to 
clearly illustrate the difference in amplitude and frequency of the two oscillation profiles. Due 
to the random initialisation of each of the genes, the limit cycles are shown for one oscillation 
in each case for clarity. Biological systems may use such behaviour to tune oscillations or to aid 
differentiation of signals based on external input. The distinction of oscillations based on input 
signal may be used to explain biological responses at different rates, i.e. periods, or even to note
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(a) O n Off O scillator Sw itch (n  =  1 ,2 ,3 ) (b) C hange in O scillator C harac te ris tics  (n  =  1 ,2 ,3 )
Figure 4.2; (a) Motif coupling dynamics causing an on/off switch for the production of a sus­
tained oscillation in the oscillator motif controlled by the stable state of the switch. The inset 
shows the corresponding state of the switch for the state of the oscillator, where solid red lines 
and dashed blue lines indicate the upper and lower stable state in the switch, (b) Motif coupling 
dynamics causing the characteristics of the oscillation that depend on the state of the switch. 
Lines here are as in (a), showing only two cases of oscillations form each stable state for clarity, 
and an inset showing the formation of limit cycles from these oscillations, showing one case for 
each, again for clarity.
differentiation in hearing and acoustics.
Both these sets of dynamical behaviours were also observed in [6 ] when using the same 
arrangement to couple the network motifs. The results here illustrate the flexibility of our 
approach, where not only can a single set of parameters result in the behaviour of the oscillator 
depending on the toggle switch, but also the oscillators' ability to synthesise self-sustained 
oscillations. Furthermore these network behaviours are determined from the same set-up with 
differing objective functions only, implying tha t different objective functions may lead to other 
dynamic behaviours which can be easily explored in future studies.
O sc illa to r C o n tro llin g  T h e  Toggle Sw itch
By using the arrangement shown in Fig. 4.1(b) we can model the behaviour of the system when 
the oscillator is controlling the toggle switch. As above we use the same objective function, 
Eq. (3.2.4), but with a desired state in the slave network target gene, ^2 , of
2/2 ( )^ — 2 sin I - ^ r  ) +  1 • (4.2.5)
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(a) Bi-rhythmicity (b) Upper Stable State
Figure 4.3: (a) Bi-rliythmicity in the phase plane, where coupling cause oscillations in the switch 
dynamics leading to formation of limit cycles around the a) lower and b) upper stable states in 
the switch, (b) Formation of a limit cycle around the upper stable point in the bi-stability as 
a result of the oscillator coupling to the toggle switch. The inset shows clearly the limit cycle 
around the upper stable point only with no transitions to the lower stable state.
Although the coupling is between genes X2 and yi, in the toggle switch y2 is the target gene 
which is the gene of interest and exhibits the desired functionality. Furthermore, as yi regulates 
2/2 , due to the coupling, the values of X2 will have an indirect effect on the target gene of the 
switch 2/2 - Here we have not coupled directly to the target gene of the toggle switch, 2/2 , as we 
wish to preserve the dynamics of this network and coupling to the target gene may disrupt this. 
W ith this combination the state of the genes in the system is described by
2:2 =  -  723:2
2:3 =  c^32%(::(:2) -  7 3 3 :3  (4.2.6)
=  Lj;2.H^2 (2/2) -  7 lm  +  (3:2)
^2 =  C^2l2/l -  72^2 .
The resulting behaviour from this coupling, shown in Fig. 4.3(a), leads to the formation of limit 
cycles around each of the stable points in the toggle switch. This is due to the control of the 
oscillator leading to oscillations in each of the stable points, thus producing limit cycles in the 
the phase plane. This phenomenon is known as bi-rhythmicity [250, p. 15] and was also observed 
in [6].
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Although we were able to produce richer dynamics than the individual motifs, Gonze [6 ] 
observed an additional set of dynamics not seen in this study. The author of [6 ] also observed 
a period switch between the stable states in the switch as a rest of coupling to the oscillator. 
Such a period switch has been used to model the sleep wake cycle as discussed in Section 4.1.1. 
Gonze. [6 ] also observed the formation of limit cycles around only one of the stable states in the 
toggle switch, implying the coupling has caused one stable state to become unstable. Here, by 
using an IRM, Fig. 3.4(b) it is possible to produce a limit cycle around the upper stable state 
of the toggle switch only. Fig. 4.3(b) using a desired state of
2/2 =  5 sin +  1 . (4.2.7)
Here we were unable to produce the oscillations around the lower state in this system, how­
ever this may be simply due to our lower stable state occurring at zero; oscillations in protein 
concentration below zero are not realistic and all values are fixed as positive in our model.
In [250] multiple oscillatory domains, which are functions of the control parameters, are 
said to be closely related to the appearance of bi-rhythmicity. Therefore the existence of bi- 
rhythmicity can be said to be a result of the coupling parameter values and may explain why 
this coupling arrangement can also lead to the limit cycles around the upper stable state only. 
It is also stated tha t the control parameter can be perturbed, causing the system to go from 
one steady state to either of the bi-rhythmical stable point limit cycles, which differ in period 
and amplitude. Therefore the dynamics observed in Fig. 4.2(b) and Fig. 4.3(a) can also be said 
to be bi-rhythmic dynamics as both show the existence to two stable oscillatory states. The 
different levels of attraction to the stable limit cycles result from the different sensitivities to 
perturbations in the oscillatory regimes [250] which may explain why one state becomes unstable 
leading to all transitions to the other states, i.e. Fig. 4.3(b). Although the biological role of 
bi-rhythmicity is not clear, it is thought tha t cardiac tissue [265, 266] and neural preparation 
[267] use this type of dynamic behaviour. The controllable oscillation due to the coupling may be 
im portant to thalamic neurons, which are capable of having different oscillation periods based 
on the state of the membrane [268-270], where phase plane analysis of these neurons reveal 
multiple excitability thresholds [250] giving rise to bi-rhythmicity.
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4.3 Connectivity Preferences of Random Coupling
To further investigate the coupling between the toggle switch and oscillator motifs here we use a 
randomised connection between the networks. The genes connected are initially randomised for 
each motif and are optimised using an ES alongside the connection parameters in Eq. (4.2.1). The 
evolution of the connectivity between the two motifs is to investigate if there are any preferred 
connections between genes in the two motifs out of the six possibilities shown in Fig. 4.4 and 
what is the resulting dynamic behaviour. As in Section 4.2.1 we evolve these networks separately 
prior to coupling them. Here we perform 54 simulations of randomised coupling for each of the 
master-slave arrangements used in the fixed coupling set-up. In all set-ups we use the objective 
function Eq. (3.2.4),
=  V E  E  (î'U '’-*) -  y t g { t ) f ,
r=l t=0
and target genes in coupling are X2 in the oscillator and y2 in the toggle switch, as they 
are the genes of interest and are used in the desired stated regardless of the genes connected. 
We use the same evolution strategy (ES) parameters used in Section 4.2.1 with the connected 
genes as an addition parameter to be optimised. Once the motif connectivity and connection 
parameters have been optimised the system is evaluated for 1 0 0  random initial conditions.
Toggle Switch Controlling The Oscillator
We compare two different desired states in the oscillator target gene,
~ • / 27Tt
3:2 (t) =  2 sin I I , (4.3.1)
3 :f (t) =  <
2 sin (2'Kt/T) if 2/2/ >  0.5
sin {2'Kt/T) if 2/2% < 0.5 .
(4.3.2)
Here we investigate the difference between a sinusoidal desired state, Eq. (4.3.1), a mix of sinu­
soidal desired states, and the state used to produce a toggle switch from Section 2 .1 , Eq. (4.3.2). 
The latter desired state is based on the initial value of the target gene in the toggle switch, the 
master motif in this arrangement. Once the motif connectivity and connection parameters have 
been optimised the system is evaluated for 1 0 0  random initial conditions.
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Figure 4.4; Possible connection set-ups between the two motifs in a master/slave arrangement, 
where dashed lines indicate a connection between motifs, in either direction, to be evolved and 
solid lines are as in Fig. 3.1 and Fig. 3.4(a).
Unlike when using the fixed connection between the motifs where one desired state leads to 
the production of an on/off oscillation switch and the other leads to a change in the oscillation 
characteristics, here both desired states are able to produce both sets of dynamics. For Eq. (4.3.1) 
we observe 28 on/off switches. Fig. 4.2(a), and 24 change dynamics. Fig. 4.2(b), of the 54 
simulations. Whereas when using Eq. (4.3.2), we observe only 2 on/off dynamics and 49 change 
dynamics. The dynamics produced are variations of the dynamics shown in Fig. 4.2(a) and 
Fig. 4.2(b) so are not repeated. For instances where neither set of dynamics from Fig. 4.2(a) 
and Fig. 4.2(b) are observed, the system produces trivial dynamics, i.e. rapid convergence to an 
equilibrium point tha t is constant in time for all genes.
Oscillator Controlling The Toggle Switch
For the connection set up where the oscillator controls the toggle switch, we define two different 
desired states for the target gene of the switch, 2/2 , during the connection,
=  6  sin
27rt
(4.3.3)
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Table 4.2: Gene connectivity for oscillator and toggle switch motifs for 54 simulations. The 
first two columns indicate the genes connected from the oscillator and toggle switch motifs re­
spectively, the third column indicated the corresponding figure for this coupling. The fourth 
and fifth columns detail the observed connections in the toggle switch controlling the oscilla­
tor arrangement, and the sixth and seventh columns show the connections from the oscillator 
controlling the toggle switch arrangement.
Osc. Switch Connection Observed Number of Connections using
Gene Gene set up Eq. (4.3.1) Eq. (4.3.2) Eq. (4.3.3) Eq. (4.3.4)
1 4 Fig. 4.4(a) 2 2 26 8 1 0
1 5 Fig. 4.4(d) 15 17 0 0
2 4 Fig. 4.4(b) 8 4 15 8
2 5 Fig. 4.4(e) 6 5 0 0
3 4 Fig. 4.4(c) 0 0 30 33
3 5 Fig. 4.4(f) 1 0 0 0
and
— 2sin ( ^ 7 -^ . (4.3.4)
For Eq. (4.3.3) we observe bi-rhythmic dynamics, Fig. 4.3(a), in 53 of the 54 simulations, and in 
51 of the 54 simulations for Eq. (4.3.4). No other dynamic set are observed in these simulations 
and instances where bi-rhythmicity was not observed the system displayed trivial dynamics.
Connectivity Preference
The connectivity between the two motifs determined during the optimisation stage is sum­
marised in Table 4.2 for the 54 simulations. For the connection arrangement where the toggle 
switch controls the oscillator, the fourth and fifth columns in Table 4.2 summarises the observed 
connections between the motifs from Eq. (4.3.1) and Eq. (4.3.2), respectively. Here we can see 
tha t connections are strongly favoured to the x i  gene of the oscillator than the other genes 
in the oscillator. We can also see a preference of the regulatory gene, yi, in the switch being 
favoured over the target gene, 2/2 - This combination arrangement not only favours a connection 
to the positive feedback loop in the oscillator, x± and 2 :2 , it also avoids a connection with the 
negative feedback loop in the oscillator from either gene in the switch. Favouring the positive 
feedback loop may be to increase the control of the master motif so tha t the outcome of the 
oscillator is strictly dependent on the stable state of the switch. This agrees with the dynamics 
observed in Section 4.2.1. In Fig. 4.2(a) the coupling causes the production of an oscillation to 
be determined by the state of the toggle switch and therefore the initial condition of the switch
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motif, see Eq. (3.2.3). Whereas in Fig. 4.2(b) the coupling produces an amplitude and period 
change to the oscillation as a result of the stable state of the switch.
From columns six and seven in Table 4.2, we can see tha t no connections are evolved to the 
target gene of the switch for either of the defined desired states. This indicates a preference 
not to couple to the target gene of the switch and may be the system trying to preserve the 
bi-stability dynamics in the toggle switch network by not coupling directly to the target gene. 
Also for this case we can see th a t more than half of the observed connections are to 2:3 , which 
forms a negative feedback loop with the target gene in the oscillator motif. The system may 
evolve to this gene as it can aid robustness due to the negative feedback loop between 2:2 and 
2:3 which is a requirement of many biological systems, see Section 2 .1 . It is also likely tha t the 
system is trying to reduce the oscillations in the switch by coupling to the negative loop, which 
can increase the stability of the system [48], and oscillatory behaviour may be a form of noise. 
A strong coupling tha t is enhanced through a positive feedback loop may lead to the disruption 
of the motifs dynamics and would remove the benefit of modular addition in GRNs. This might 
be the reason why it is not observed more often compared with regulatory genes, such as 2 :1 . 
This is in contrast to the previous set-up where coupling to the negative loop in the oscillator 
is observed only once out of 54 simulations for Eq. (4.3.1) and is not observed at all when using 
Eq. (4.3.2).
In Section 4.2.1 we observed two different dynamical behaviours from the toggle switch con­
trolling the oscillator arrangement, an on/off switch (Fig. 4.2(a)) and a change in characteristics 
(Fig. 4.2(b)) in this randomised connection set-up. Unlike the arrangement in Section 4.3, the 
two desired states used here are very different and we observe two different sets of dynamics 
as a result of the coupling when using either desired state, the connectivity for these sets of 
dynamics are summarised in Table 4.3. Here column headings “On/Off” and “Change” refer 
to dynamics from Fig. 4.2(a) and Fig. 4.2(b), respectively. When using Eq. (4.3.1) the change 
dynamics are observed relatively evenly over all connections between genes with the exception 
of X3 from the oscillator. For the on/off dynamics, we observe a preference to oscillator gene 
2:1 , particularly from the regulatory gene in the switch, 2/1 • When using Eq. (4.3.2) the change 
dynamics are favoured significantly over the on/off dynamics, occurring only twice from all pos­
sible connections. In this case we can see an overwhelming preference to evolve a connection to 
gene 2:1 , and with 2/1 begin favoured over 2/2 as with the change dynamics.
To further examine the coupling in this arrangement we also compare the connection param ­
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eter values in Eq. (4.2.1) and plot them in Fig. 4.5. In Fig. 4.5(a) and Fig. 4.5(b) the connection 
parameters cq and ci are plotted for Eq. (4.3.1) and Eq. (4.3.2), respectively. Interestingly 
there appears to be a threshold in the value of cq and ci in Fig. 4.5(a) (dashed line), below 
which the coupling is much more likely to produce change dynamics and above this threshold 
it is more likely to produce on/off dynamics. In each region there are three cases th a t do not 
follow this threshold hypothesis, however 8 8 % of the successful couplings do. This pattern in 
the connection values could explain the difference over observed dynamics and provide a reason 
for the synthesis of one dynamic set over the other. A larger connection coefficient, cq, results 
in a stronger coupling between the two motifs, allowing the switch to have a larger influence on 
the oscillator dynamics. Furthermore it is logical tha t if a weak coupling coefficient can cause a 
change in the oscillatory behaviour, e.g a reduction in amplitude in Fig. 4.2(b), then increasing 
the value of this coefficient will increase this effect until the oscillation has an amplitude of zero, 
and becoming damped as in Fig. 4.2(a).
The existence of a connection coefficient threshold for the evolution of one dynamic set over 
another may exist, and in [6 ] coupling parameter bifurcation and regions in the param eter space 
leading to different dynamics were observed. Thus in Fig. 4.5 included is a line depicting a 
possible threshold for this weak bifurcation. The function of this line is f ( x )  = 12.5e“ °^-^  ^
determined using GNUPLOT’s fit function [271]. In Fig. 4.5(a) (Eq. (4.3.1)) only 1/24 of the 
change and 3/28 of the on/off dynamics do not follow this trend. In Fig. 4.5(b) (Eq. (4.3.2)) 
9/49 of the change and 1/2 on/off dynamics do not fit this trend. For clarity both of these plots 
are included in Fig. 4.5(c) and Fig. 4.5(d) and using data points together results in 10/73 change 
dynamics and 4/30 on/off dynamics, i.e. 8 6 % and 87% agreement for this non-linear threshold 
for dynamic bifurcations. It is interesting tha t a relatively simple relationship may exist in this 
dynamic system and tha t is seems to work almost 90% of the time.
For both objective set-ups, Eq. (4.3.1) and Eq. (4.3.2), a simple dependence between two
Table 4.3: Connectivity for switch controlling oscillator and resulting network dynamics.
Switch Osc. Eq. (4.3.1) Eq. (4.3.2)
Gene Gene On/Off Change On/Off Change
4 1 16 6 0 26
4 2 3 5 0 3
4 3 0 0 0 0
5 1 6 9 1 16
5 2 2 4 1 4
5 3 1 0 0 0
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Figure 4.5: Connection parameters in Eq. (4.2.1) for motif coupling using desired states (a) 
Eq. (4.3.1), (b) Eq. (4.3.2). Additionally included is (c) both outcomes together separated 
(crosses and squares Eq. (4.3.1), and circles and triangles Eq. (4.3.2)) and (d) both outcomes 
together total for clarity. The dotted line indicated the equation f {x)  = 12.5e“ ^°‘^ ^, see text for 
details.
parameters is unlikely for a complex system and is probably dependent on a combination of pa­
rameter values, connected genes and objective set-up. Although both Eq. (4.3.1) and Eq. (4.3.2) 
result in similar connection set-ups, the resulting occurrence of network dynamics are different 
and a general statement on the outcome is not possible. However, for a specific objective set-up, 
some general statements can be made, such as in the case of the threshold in cq and c\ based 
Eq. (4.3.1) leading to a change in network dynamics, or at least a change in the probability of 
occurrence.
In the configuration where the oscillator controls the switch and where the switch controls 
the oscillator, the two objective set-ups lead to similar patterns in connectivity. This implies 
tha t the form of the objective has little effect on the connectivity between the motifs and
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tha t the coupling arrangement determines what the preferred genes for the combination are. 
The objective set-up and coupling strength, at least for the case where the switch controls the 
oscillator, then determine the probability of the network dynamics occurrence. For the case of 
the oscillator controlling the switch, only one dynamics set was observed, this may be due to the 
similarities in the two objective set ups used here; however, for the other coupling case, both 
sets of dynamics were observed with each objective set-up.
4.4 Discussion
Here we demonstrate how coupling a two-gene toggle switch and a three-gene oscillator can 
lead to a richer set of dynamics than each of the individual motifs. Using a fixed connection 
between the motifs and a definition of desired state we were able to produce several different 
behaviours in the master/slave arrangements of the motifs. The dynamics produced here have 
been previously observed in [6 ]. Possibly the most notable difference between the dynamics in 
[6 ] and those produced here is the on/off switch for the oscillator. In our set-up the production 
of an oscillation is solely dependent on the initial state of the toggle switch, however in [6 ] 
the switch occurs due to a bifurcation in the continually perturbed connection parameter. In 
addition to this, our method was also unable to produce an oscillation around the lower stable 
point in the toggle switch when controlled by the oscillator. As discussed, this is likely due 
to the lower stable state occurring at zero and the system not accounting for negative protein 
concentration values in the model.
However, a more biologically relevant behaviour not produced here is the periodic switch 
between stable states due to the oscillators control of the toggle switch, see Section 4.1.1 for sleep- 
wake cycle model in [261]. This was observed in [6 ] though only for large coupling coefficients. 
In our set-up however, smaller coupling parameters are favoured, a consequence of the objective 
function which reduces the difference to a desired state. An alternative objective function maybe 
able to yield a periodic switch, or even an alternative desired state. Our model is capable of 
generating a period switch artificially, i.e. by manually determining the coupling parameters, 
see Fig. 4.6. Presently we do not observe this dynamic behaviour as a result of the optimisation 
as the periodic switch only occurs for much larger coupling coefficients than we observe in our 
simulations. However this is a limitation of the definition of desired state in the objective 
function not of our methodology. It is clear from Fig. 4.6 tha t our method can produce this
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Toggle switch ---------
Coupled toggle s w i tc h ............
time
(a) Periodic Switch from [6]
Toggle switch ---------
Coupled toggle s w itc h ............
time
(b) Periodic Switch Induced Here
Figure 4.6: Comparison of periodic switches. Here the state of the uncoupled toggle switch is 
shown by the solid red line, whereas the coupled switch is illustrated by the dotted blue line. 
In both cases we can see tha t a coupling has induced an oscillation around both of the stable 
states which corresponds to a periodic switch between them.
behaviour and requires only a definition of desired state that can generate this through the 
optimisation algorithm. Additionally there appears to be some instability of the periodic switch 
in our method as the system oscillates below zero causing distortions to the wave. These may 
cause the eventual breakdown of the model at high coupling strengths when cq < ci and that 
to produce the switch cq ~  ci , therefore the EA may converge to solutions with lower coupling 
parameters to avoid this instability. W ith no systematic method known to the authors for 
defining an objective function, observing this set of dynamics may be ‘pot luck’ as opposed to 
a well thought out methodology. Therefore more investigation is required to understand how 
to define an objective function in this coupling case and then to select one tha t can evolve a 
system tha t periodically switches from one stable state to another in this set-up.
Beyond the dynamic behaviour of the network from a fixed connection, we also investigated 
the connection preference of a randomly connected set of motifs. We observe clear connectivity 
preferences for the combination of two network motifs in two coupling arrangements. For the 
case of the oscillator controlling the switch, we observe only coupling to the regulatory gene 
in the switch and a coupling preference from the negative feedback loop in the oscillator. We 
also observe similar connection outcomes for two different objective functions used to optimise 
the coupling parameters. Only the bi-rhythmicity network dynamics are observed here, in [6 ] 
oscillations around a single stable state were also observed using this coupling arrangement. 
Additionally in this configuration [6 ] also observed a periodic switch between stable states in 
the toggle switch though, as discussed above, this behaviour is producible in our system, but
21 %
58 %
17 %
'12 % 11 %'
30 %
44 %
(b) Switch controlling oscillator(a) Oscillator controlling switch 
Figure 4.7: Connectivity preference of evolved coupling between motifs.
does not yet occur as a result of the optimisation. In Fig. 4.7(a)) we summarised the connectivity 
observed and include the percentage of observations out of the 108 simulations performed for this 
connection set-up, here we combine the outcomes of Eq. (4.3.3) and Eq. (4.3.4), each simulated 
for 54 independent runs. Here we can clearly see tha t connections only occur to the regulatory 
gene in the switch and the vast majority of connections are from x3, the regulatory gene with a 
negative feedback loop with the target gene in the oscillator.
For the case of the switch controlling the oscillator, we combine the outcomes of Eq. (4.3.1) 
and Eq. (4.3.2) giving a total of 108 simulations as above. Here we observe a significant prefer­
ence, 74%, to couple to the positive feedback loop in the oscillator network and 45% favouring 
a connection from the regulatory gene in the toggle switch network over the target gene. In 
contrast to the other coupling arrangements, we observe no connection to the negative feedback 
loop in the oscillator to the regulatory gene of the switch and only one case of a connection 
between the negative feedback loop and the target gene of the switch. We also observe similar 
connectivity preferences between two different objective set-ups, however we note a difference in 
the dynamics produced from these connections. Furthermore we observe a difference in the de­
pendence on connection parameters between the two set-ups, one of which indicates the existence 
of a threshold for producing the desired dynamics.
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Chapter 5
Large Scale Network Reconstruction  
using Parallel Programming
5.1 Introduction
Even the simplest organisms can have an extremely complex network [137] spanning many levels 
of interactions from cellular, to gene, to protein and beyond. It is possible to  model biological 
systems using gene regulatory networks (GRNs), which are groups of genes tha t interact through 
their protein products. How these GRNs are constructed for large biological networks and how 
transcription factors are able to regulate the expression of thousands of genes in response to 
environment is a fundamental problem in biology [113]. Furthermore, the reverse engineering of 
biological networks from expression data and the inference of the complexity in the networks is a 
current problem in biology [106] often requiring collaborations between biologists and computer 
scientists. The challenges of network reconstruction increase with the size of the network and 
suffer from ‘the curse of dimensionality’, where there is insufficient data to build statistical 
models for the number of genes in the network [52]. Hase et al observed tha t in order to  infer 
large scale networks it is vital to know details a priori of high performance algorithms [272] so
Some of the contents of this Chapter have been published in S. A. Thomas, Y. Jin, E. Laing and C. Smith, 
“Reconstructing Regulatory Networks in Streptom yces using Evolutionary Algorithm”, UK Workshop on Com­
putational Intelligence, 2013 (Section 5.2), and other parts have been submitted for publication S. A. Thomas, 
Y. Jin, E. Laing and C. Smith, “Single and multi-objective evolutionary algorithms for modeling the gene regu­
latory network underlying antibiotics production in s. coelicolor”. Evolutionary Algorithms in Gene Regulatory 
Network Research, Wiley Book Series on Bioinformatics, Wiley, 2014 (book chapter), submitted (Section 5.3) and 
S. A. Thomas, Y. Jin, E. Laing and C. Smith, “Modelling the PhoP Network in Streptom yces coelicolor using 
Evolutionary Algorithms. PNAS. 2014, to be submitted (Section 5.4)
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methods can be selected based on the details of the problem.
Here we study the various techniques for modelling the regulatory networks within S. coeli­
color due to its application to medicine as detailed in Section 1 .1 .2 . Initially we investigate 
mathematical modelling of gene regulation and the ability to reproduce gene expression time 
series data based on the control of a master gene. Next we examine several optimisation tech­
niques using single and multi-objective methodologies, full and decoupled approaches and the 
use of normalised gene expression. Here we compare several algorithm set-ups for increasing 
network size to obtain the best methodology to reproduce the gene expression profiles based on 
regulatory connections inferred from them. Finally, we apply our novel optimisation set-up to 
reconstruct the PhoP network consisting of 911 genes reproducing the gene expression profile 
in each case. Our method utilises prior biological knowledge, a novel algorithm, and parallel 
processing to build a regulatory model of the PhoP regulatory network.
5.1.1 Experim ental Gene Expression D ata
Throughout this chapter we use the time series data from the SysMO consortium [196]. This 
data set contains three replicate experiments of varying time points from the wild-type (WT) 
strain and a mutant strain (MS) where phoP has been deleted from the genome. The data 
sets consist of expression levels for all genes in Streptomyces, and the W T data sets contain 32 
(SysMO 1), 8  (SysMO 2 ) and 15 (SysMO 3) time points for each gene in varying time intervals 
from 20 hours to 60 hours with phosphate starvation occurring at 35 hours. The MS data  set 
is not used in this study. While SysMO 2  is a typical sizes of time series data sets used in 
reconstruction, SysMO 1 and SysMO 3 are much large time series set compared to many data 
available [273]. We model a sub-network of genes within the PhoP network using the time series 
data from the SysMO 1  data set as it is the longest and provides more details about the dynamic 
expression. We use all three replicates in Section 5.4 to compare and contrast inference and SSE 
generated by our methodology. Throughout the rest of this Section we only use the SysMO 1 
data set only.
Here we distinguish between direct and indirect regulatory targets of PhoP. The direct targets 
are identified through chromatin immuno-precipitation-on-chip (ChlP-chip) experiments from 
Allenby et al [27]. This experiment derived 387 genes where PhoP binds at their putative 
promoter site and directly regulates them. Having such a large number of direct targets, PhoP 
can be considered a global regulator in S. coelicolor. Of these 387 genes, 55 of them are capable
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of regulating others on the gene level as they encode DNA-binding proteins (data also from 
[27]). The remaining 332 genes may interact with other genes on another interaction level not 
considered here as it is outside of the scope of our model. The indirect targets used in Section 5.4 
are identified through differential gene expression experiments of PhoP from Allenby et al [27], 
where the W T and MS expression levels of all genes in the S. coelicolor genome are compared. 
A gene is said to be a differentially expressed gene (DEG) if there is a 2.5-fold change in its 
expression level as a result of gene deletion, thus it is highly likely to be infiuenced by PhoP. 
After removing any direct targets (which would also fall into this category) we are left with 
524 indirect targets, yielding an extended network of 911 genes regulated by PhoP. We combine 
this with the time series data from [196] and thus have integrated prior biological information 
regarding microarray time series data, ChlP-chip and putative binding information into our 
model in Section 5.4.
W ith the exception of Section 5.2 and Section 5.3, all models here use interpolated data for 
the input regulator gene. Here we use the interpolation function in MatLab to interpolate the 
SysMO data to 400 data points for all three replicates. This provides more data points for the 
dynamic model and in addition can provide stability to the ODE solver as the step size can be 
reduced. After interpolation the data set for the regulator gene contains 400 data points ranging 
from 20 hours to 60 hours in steps of 0.1 hours ( 6  mins). The objective functions are defined 
as the difference between the data and the corresponding state of the model at a specific time 
point.
5.2 M athem atical M odelling of Biological Networks
Prior to large scale modelling, we first examine the mathematical form of the regulation between 
two-genes. Here we compare several techniques of modelling gene expression of the genes in the 
PyrR  sub-network, where PyrR  is a direct target of PhoP [27], which targets seven genes. We 
begin by defining a simple model for the expression of target genes based on the expression of 
pyrR using a simple equation;
Genex{t) = uo pyrR{t)'^, (5.2.1)
to compare to a function resembling the Hill function in Eq. (2.1.3)
pyrR{tYGenex{t)  = (5 .2.2)
Although not based on biological evidence, it is a simple way to model the network and can 
serve as a bench-mark for other models used. In both equations the w term  is the weight of the 
regulation, though the latter also includes the maximal expression level /3, uj' = uj(3, to reduce 
the number of parameters. The n  term  represents the regulation power in Eq. (5.2.1) and the 
steepness of the S-curve, known as the Hill coefficient, in Eq. (5.2.2). The steepness of the Hill 
function increases with n and approaches a step function. Finally the 4> term  is the threshold or 
activation coefficient and determines the concentration of the regulator needed to significantly 
activate expression. In addition to these models, we also examine the ODE model given in 
Eq. (2.1.6) at reproducing the gene expression data for the PyrR  network.
5.2.1 PyrR  Model: D iscrete M odel
Here we use NSGA-II [128], an efficient EA, to optimise the parameters in the model to fit the 
experimental data of PyrR, by reducing the sum squared error (SSE) between the model and 
the data. We use simulated binary crossover (SBX) and polynomial m utation [128], described 
in Section 2.3, in our optimisations and the parameters for the EA are given in Table 5.1. 
Although NSGA-II is commonly used for multi-objective problems, here we use NSGA-II in a 
single objective set-up to reduce the SSE of the network. In this set-up we use Eq. (5.2.1) and 
Eq. (5.2.2) to reproduce the expression data of each of the genes regulated by PyrR  based on the 
expression of the pyrR gene. Here the expression level of PyrR is used as an input to Eq. (5.2.1) 
and Eq. (5.2.2) and the parameters are optimised by NSGA-II to fit the model to the data of 
each gene expression profile.
Both models are compared to the SysMO 1 gene expression data and the error for each gene
Table 5.1: Evolutionary algorithm parameter settings
Population size 2 0 0
Generations 2 0 0
Grossover rate 0.9
M utation rate 1  /  dimensions
Minimum value 0
Maximum value 1 0
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Figure 5.1: Gene expression model using the (a) simple discrete regulation and (b) discrete 
Hill function regulation. Here the dynamic gene expression profiles are compared between the 
experimental data (red points) and model (blue line). The bottom right inset in both cases is 
the gene expression of PyrR  shown for reference.
is summarised in Fig. 5.1(a) and Fig. 5.1(b) for using Eq. (5.2.1) and Eq. (5.2.2) mathematical 
models respectively. The sum squared error (SSE) between the model and the expression data 
for each gene is shown in the plots, and the gene expression of the regulator, PyrR, is shown in 
the bottom right of Fig. 5.1(a) and Fig. 5.1(b). Gene names and identification numbers, known 
as SCO-numbers, are given in the y-axis of each sub-plot for reference and all plots are gene 
expression levels versus time.
The fit here follows the global trends of the gene expression, however due to the complexity 
of biological systems and the likely presence of noise, this method will always have a limit for the 
minimum error as the expression profiles do not match perfectly. This is demonstrated by the 
fit of gene carC (SC01487) in the bottom left of Fig. 5.1(a), where the profile of the regulator 
and target gene cannot be matched leading to significantly higher errors compared to the rest of 
the genes in the network. Although the error of this gene is lower in the Hill-type function, the 
overall modelling of the expression data is still limited by the profile discrepancies. Therefore 
we investigate a continuous model for this system to compare to the discrete model and the 
experimental data.
5.2.2 PyrR  Model: Continuous M odel
In order to build a continuous model we must hrst determine an equation for the pyrR gene, 
which can be applied as the target genes in the network. From Fig. 5.1 we can see the expression 
of PyrR in the bottom right of each sub-plot based on the SysMO 1 data from [196]. The profile
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of PyrR appears to continually decrease over time similar to an exponential decay profile, and 
can therefore be expressed as
p y rR ^ it)  = ae~^^ +  7  . (5.2.3)
Here a  is the initial expression level of the gene at t =  to, is the decay rate {i.e. how quickly the 
function decreases) and 7  is an offset due to the presence of noise. Although this can potentially 
cancel out biologically significant events, such as sharp increases or decreases in gene expression, 
there is a trade-off between function complexity and error propagation, which is particularly 
important when dealing with a small number of time points. Equation (5.2.3) can model the 
pyrR gene expression with a SSE =  2.98. We model the system as for the discrete models using 
the simple and Hill models given in Eq. (5.2.1) and Eq. (5.2.2) respectively. Here we replace 
the discrete data points, pyrR{t), with the continuous model pyrRj^{t) from Eq. (5.2.3). The 
continuous model in both the simple and Hill model is shown in Fig. 5.2(a) and Fig. 5.2(b) and 
are as Fig. 5.1(a) and Fig. 5.1(b). Included in both Fig. 5.2(a) and Fig. 5.2(b) is the fit to the 
regulator gene, pyrR, from Eq. (5.2.3) and the SSE associated with this fit.
Here in Fig. 5.2, we can see the fits to the genes are much better than for the discrete 
case, yielding lower SSEs in the majority of cases. This method, however, may be limited 
to clusters of genes with similar expression profiles and requires fitting of the regulator prior 
to modelling. Because of these limitations this may not be a practical method of network 
reconstruction based on real data for large networks. The fitting alone may lead to a significant 
increase in computational time and may introduce intrinsic errors in the model in addition to 
the experimental noise tha t will propagate through the model. Also gene expression profiles th a t 
are not smooth may not be fitted so easily as the mathematical form of the equation may not be 
so clear. In the case of PhoP, the sharp increase in gene expression at 35 hours (see Fig. 5.3(b) 
solid red line) may be a discontinuity, which would complicate the fitting of the profile further. 
In addition fitting in a generalised setting may lead to the cancelling out of biological changes 
to expression level leading to a potential loss of biological information.
5.2.3 ODE M odels
Using the ordinary differential equation (ODE) in Eq. (2.1.2), i.e,
Xi  —  U Ji j H i j { X j ^  'YiXi .
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Figure 5.2: Gene expression model using (a) the simple continuous regulation and (b) the 
continuous Hill function regulation. The dashed line indicates the fit to the gene expression of 
pyrR from Eq. (5.2.3) in the bottom right inset.
where Xi is a gene regulated by xj and Hij{xj) is the Hill function model of the regulation which 
takes the form of Eq. (2.1.3) or Eq. (2.1.4) for activating or repressive regulatory connections 
respectively. We use the same NSGA-II set-up as above resulting in the PyrR  network model 
given in Fig. 5.3. The ODE model is able to fit the gene expression profiles without the need 
for pre-process fitting, thus is more flexible than the continuous method and still able to pro­
duce smooth expression profiles being produced for all genes. We also observe a similar profile 
reproduced for all genes, despite the fact tha t they are evaluated separately. This is however 
not surprising as the profiles are very similar for these genes thus commonality in the results is 
to be expected.
5.2.4 Comparison of M odels
The error distributions per gene for the various different models are summarised in Table 5.2. 
The discrete method shows significant variation in modelling gene expression for the simple 
regulation model. As previously mentioned this is due to the limit of fitting one profile to 
another and the result is tha t some genes fit well, but the majority yield large SSEs. In general 
the errors are highest using this method and may lead to false negatives in a structural inference 
model if based on SSE alone. The Hill-type function performs well compared to the simple model, 
however it still has relatively large errors for some genes, SG01481 and SC01486, compared to 
the other genes. For the continuous method the total SSE is lower in the simple model compared 
with the Hill-type function, though this difference is small and can be explained in terms of
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Figure 5.3: Gene expression profile for (a) the PyrR network models using ODE in Eq. (2.1.6) 
and (b) phoP. Plot (a) has the same form as Fig. 5.2 with PyrR ’s expression level given in the 
bottom right. In (b) we can see the results from various wild-type (WT) and knock-out mutant 
strain (MS) experiments from [27, 196].
the EA optimisation. The simple model contains fewer parameters than the Hill model and 
therefore has a smaller search space allowing the EA to converge to an optimal solution faster. 
This implies that the Hill function model may require more generations in the optimisation 
algorithm, compared with the simple model, in order to converge to the optimal solution. It 
should be noted however, tha t this difference in SSE between the simple and Hill-type models is 
small. The total SSE for the network produced from both the continuous models are 50% lower 
than the discrete model equivalents, giving a better fit to the gene regulatory network. This is 
expected as the continuous model ‘smooths’ out the profiles of both the master and target genes 
and so is not hindered by the mismatch of expression level as seen in the discrete case. The 
continnous method is hindered by the need for fitting as mentioned previously. It is clear tha t 
the ODE model is the best as it produces the lowest SSE in all but two cases, where it produces 
the second lowest SSE, as seen in Table 5.2. Despite an increase in computational complexity 
through the requirement of an ODE solver, this method is much more accurate than the discrete 
method producing less than 50% of the total network SSE. Furthermore the ODE method is 
more flexible than the continuous set-up as it does not require a pre-optimisation profile fitting. 
The ODE method is also able to produce a lower network SSE than either of the continuous 
methods as well as lower SSEs for individual genes in all cases except for pyrF. Although the 
ODE set-up may have longer run times compared with either continuous method, the absence of 
an expression profile fit enables all modelling to occur ‘online’ and may be lower when including 
the time to fit the expression profile. It should be noted that although the profiles given here in
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the ODE method are similar to the continuous method, in tha t it is smoothing the data, this is 
due to the profiles of the data and in general the ODE method can fit any profile without the 
loss of information as in the continuous method. Thus the ODE method is clearly the best of 
those tested here as it combines accuracy and fiexibility in gene expression profile modelling.
Table 5.2: Comparison of Model Errors for PyrR  Network. The lowest SSE for each gene is 
highlighted in bold. * Total does not include pyrR
Gene Dis. Simple Dis. Hill-type Cont. Simple Cont. Hill-type ODE
pyrF 5.13760 5.68844 1.08281 1.17480 1.12634
pyrD 3.03467 2.05685 1.33482 1.43406 0.87380
carB 2.50897 4.03895 3.73352 3.90381 3.35436
carA 6.74212 5.04880 3.72063 4.33750 3.39937
- 6.20144 4.15577 2.60377 3.10021 2.36329
pyrB 3.69252 6.27108 3.07698 3.74183 2.04811
carC 10.96248 2.43599 2.21237 2.64150 1.74226
pyrR 0 0 2.98382 2.98382 0
Total* 38.27982 29.69588 17.76490 20.33372 14.90753
5.2.5 Conclusions
Here we have been able to model the gene expression data of a small subset of genes from within 
the PhoP network as a proof of principle using both discrete and continuous models. Both 
methods have advantages and disadvantages. For the discrete case the modelling is simple as 
it requires only a definition of regulation between the two-genes, however this method will be 
limited in fitting due to the differences in the experimental expression profiles of any two-genes. 
For the continuous models the SSE is 50% lower than for the discrete models, however this 
method requires a curve being fitted to the data of the regulator gene adding complexity and 
time to the modelling process. This method could also lead to biologically relevant events, such 
as sharp changes in gene expression, to be cancelled out.
Both of the regulation models used here, a simple regulation and a Hill-type function, also 
have advantages and disadvantages. The simple method has fewer parameters than the Hill-type 
function so the EA may be able to obtain an optimal solution faster than the Hill-type function. 
However, the simple model has no biological basis, unlike the Hill function. We further tested 
possible modelling techniques by using ordinary differential equations (ODEs) to model the gene 
expression profiles instead of fitting them with a function. W ith this we observe an improvement 
in performance compared to the other methods. The ODE set-up yields lower SSE between the 
model and the experimental data in general than the other set-ups and is more flexible and has
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more biological basis. Due to the ODE set-ups’ flexibility and accuracy, and despite increased 
computation time, we conclude tha t this is the best method tested here.
5.3 Optimisation of Biological Networks from Gene Expression  
D ata
Here we investigate several computational techniques for modelling the dynamic gene expression 
of networks of increasing size within the PhoP sub-network using the SysMO 1 data set as an 
input. We investigate various optimisation based modelling methods to reproduce the dynamic 
gene expression profiles of the genes in these networks. Here we compare a single objective 
case for full network optimisation with a comparable multi-objective set-up, and also investigate 
these methods in a decoupled method. Furthermore we compare the above set-ups for ‘raw’ 
gene expression data, which vary in scale, to normalised gene expression data, where all profiles 
are on the same range.
5.3.1 Bacterial Sub-networks
Here we investigate several networks of various sizes targeted by PhoP. These networks include 
four sub-networks involved in pyrimidine production (PyrR), antibiotic synthesis (RedD and 
CdaR) or formation of the aerial mycelium and sporulation (whiB). In addition to  these func­
tional sub-networks, we also model the 55 direct targets of PhoP tha t encode DNA-binding 
proteins and the other 332 direct targets. For the last network we model 100, 200 and all 332 
genes as separate sub-networks in order to gain a more uniform distribution of network size. 
Therefore in this study we model eight networks varying in size from 7 to 332 genes.
P y rR  n e tw o rk  Although PyrR  has no links with antibiotic production, it is a direct target 
of PhoP [27] and is a simple sub-network containing only eight genes, including PyrR  itself. 
One of the most variable transcriptional regulators in the PhoP network [181]. PyrR  has seven 
direct targets, all of which cannot regulate other genes on the gene level, i.e. any regulatory 
interactions from these genes are beyond the scope of this model. The PyrR  network contains 
pyrR (SC01488) and targets SC01481-87 which is involved in pyrimidine production [17].
R ed D  n e tw o rk  The RedD cluster is responsible for producing the antibiotic undecylprodi- 
giosin, known as red due to its colour, and has been identified as an indirect target of PhoP
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through differential gene expression analysis in [27]. This is similar to PyrR  in tha t it is a small 
sub-network of 14 genes where only one gene, redD, encodes DNA binding proteins. Therefore, 
as with PyrR, we have one gene tha t regulates the rest of the cluster from the protein-gene 
interaction with no feedback. This sub-network is slightly larger than the PyrR  network and 
consists of more non-linear gene expression profiles. The Red Cluster consists of genes SC05877 
SC05878, and SC05886-98 [27, 181].
W h iB  n e tw o rk  Unlike the other sub-networks, the WhiB sub-network contains genes of 
non-sequential SCO-numbers tha t are summarised in Table B.2. These genes are involved in 
sporulation from the aerial mycelium [17]. Deletion of some of these genes {whiA,-B,-G-H) in 
Streptomyces leads to the development of aerial mycelium but failure to produce spores as they 
prevent subdivision of the hyphae into compartments tha t become spores and development of 
spore walls [274, 275]. Despite the fact tha t they can regulate on the gene level, the transcription 
of WhiB is not severely dependent on whiG or whiH [276]. Therefore to simplify the model, and 
make it directly comparable with the other sub-networks, we do not consider feedback loops in 
this network, i.e. all connections are from whiB only.
C d a R  n e tw o rk  Calcium dependent antibiotics (CDAs) are produced from a cluster of genes 
(SCO3210-3249) where only two-genes, cdaR (SC03217) and absA2 (SC03225) produce puta­
tive DNA-binding regulatory proteins [27]. The latter gene, absA2 is part of a two component 
response regulatory system, where AbsAl represses the phosphorylation of AbsA2  [277] and it is 
phos-AbsA2 (phosphorylated AbsA2) tha t is believed to regulate cdaR, though it is not known 
if this is direct or indirect [278]. The method we use here only considers interactions at the 
gene level, tha t are mediated by proteins produced by the genes, therefore we do not model 
the regulation from the phosphorylated AbsA2 . Thus the CdaR sub-network mirrors the others 
with one regulatory gene and 41 target genes making this sub-network considerably larger than 
the other sub-networks.
D ire c t P h o P  T arg e ts  For both the 55 and 332 subsets of the PhoP direct targets we model 
only connections from PhoP. The former group (55) is able to encode gene regulation via proteins, 
however this is omitted for consistency with the other sub-networks. Therefore, as with the other 
sub-networks we have no feedback loops and outward connections from the regulator gene (in 
this sub-network phoP) only. The function of these genes range across many biological processes
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as PhoP is a global regulator. These subsets were chosen due to their size unlike the others which 
are selected based on there functionality. In each subset there may be an overlap with other 
smaller networks, i.e. PyrR, WhiB and CdaR are all in the subset of 55. The larger subset 
of 332 genes is also sub-divided to give a larger range of network sizes. Here we model three 
variations of this network, the first 100 genes, the first 200 genes and the full 332 genes in the 
sub-network. This will provide a greater understanding of the effect of network size on the total 
SSE of an optimised network for the various sized subsets.
5.3.2 M odelling and M ethods
Due to their success EAs have been used to reconstruct CRNs from time series data  [94, 111, 152]. 
Here we use NSCA-11 [128] for our optimisation, one of the most widely used multi-objective 
optimisation algorithms [279] tha t is able to handle multiple objectives, but can also be set-up 
for a single objective problem as in Section 3.3.2. NSCA-11 has been successful in a wide range of 
optimisation problems including bench marks [129, p.379,430] and real-world applications such 
as aerospace [280], engineering and design [129, p .20,451,457,472], and image feature extraction 
[281].
Single Objective set-up
In order to optimise the state of the genes, we define an objective function as an error minimi­
sation objective. Here we calculate the sum squared error (SSE) between the model prediction 
and the gene expression profile as our objective function to be minimised. The SSE is calculated 
as in Eq. (3.2.4) over all N  time points for all M  genes and is rewritten for convenience as
M  N
F  = Y ^ ^ ( g i ( t ) - X i { t ) Ÿ  , (5.3.1)
i t
where g i { t )  and X i { t )  is the value of the experimental gene expression level and the model gene 
expression level respectively. The SSE given in Eq. (5.3.1) determines the fit of the entire 
network to the expression data of all genes. Here we use the ODE defined in Eq. (2.1.2) to 
model all connections. By combining the w and the /? parameters together we can reduce the 
number of free parameters to four, with one Boolean value to determine the regulation type, 
giving a total of five parameters for each connection in the network. The regulation param eter 
is used to determine if the connection is activating or repressive, i.e. ifg- or Hlj in Eq. (2.1.3)
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or Eq. (2.1.4).
Multi-objective set-up
As in Chapter 3 here we represent a single objective problem in a multi-objective arrangement. 
However, here the motivation is to improve the search of the objective space as opposed to 
an ill-defined or unknown objective function. The multiple objectives are determined through 
Eq. (5.3.1), i.e Eq. (2.1.3) and Eq. (2.1.4). As in the single objective case, we optimise the four 
network parameters, however we define two separate, but not necessarily conflicting, objectives 
to be optimised simultaneously. Both objectives are to minimise Eq. (5.3.1) using Eq. (2.1.2) 
however, the first objective models the connections using an activating regulation, Eq. (2.1.3), 
and the second objective models them as repressive regulations, Eq. (2.1.4). Thus we have a 
multi-objective problem with the following objectives,
M  N
F i = Y . f i  ; (5.3.2)
i t
M  N
= ; ; r  =  E  k ( ( )  -  ■ (5 .3 .3 )
Here the objectives are the sum of the sum squared error for M  genes in the network for only 
activating regulations, Fi, and only repressive regulations, F2 . The sum squared error for a gene 
in the network is given as the sum of the squared difference between the gene expression profile 
g{t) and the model x{t) over N  time points. In this set-up a given set of network parameters, 
LÜ, 6, n  and 7 , are evaluated using both objectives Eq. (5.3.2) and Eq. (5.3.3) producing a Pareto 
front of possible solutions for the problem. In general for multi-objective optimisation problems 
the objectives are conflicting resulting in trade-off solutions tha t cannot be compared without 
user preference or system constraints [129]. In this case however, the problem is actually a single 
objective problem with the goal to minimise the SSE between the model and the data. Therefore 
we can select one solution from the front as the best solution based on one of its objective values 
and do not have to add additional preferences or constraints. By arranging this problem as 
a multi-objective problem we do not have to optimise the regulation parameter in the system 
directly.
To select the best solution we search the Pareto front to obtain the best param eter values. 
As defined in Eq. (5.3.2) and Eq. (5.3.3), the two objectives are determined though the sum 
of the SSE for each gene in the network. Thus by retaining the individual gene SSE’s, we are
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Figure 5.4: Pareto front of non-dominated solutions to the multi-objective problem in Eq. (5.3.2) 
and Eq. (5.3.3). Illustrated here is a front of k solutions for a network of M  genes. The overall 
best solution, s^, is selected but taking the sum of the M  f \  values. The f!  ^ values are selected 
for the ith  gene by evaluating the minimum of and where j  and h are the solution 
number (from 1  to k) th a t yield the lowest / “ and f [  respectively.
able to search the Pareto front to obtain the solution (parameter set) tha t corresponds to the 
lowest SSE for each gene. Each solution on the Pareto front has two objective values each of 
which corresponds to sequence of individual gene SSEs (produced from a specific param eter 
set), Eq. (5.3.2) and Eq. (5.3.3). As this is a two objective problem, for each gene, we determine 
the best overall solution, i.e. optimal parameter sets for the whole network, by obtaining the 
best set for each gene by searching the front. As illustrated in Fig. 5.4, the best param eter set 
for a given connection is determined as the set tha t produce the lowest SSE. For each gene in 
turn, the front is searched to obtain the solution corresponding to the lowest SSE from either 
Fi (activating connection) or F2 (repressive connection).
This method has the potential to conduct a better search of the parameter space by providing 
diverse solutions due to the nature of a multi-objective problem. The overhead of searching the 
Pareto front, performed after the optimisation, even for a large number of individuals and 
genes, is negligible compared to the optimisation time. This process is illustrated in Fig. 5.4. 
This multi-objective optimisation process removes the need for the direct optimisation of the 
regulation type and therefore reduces the number of parameters in the optimisation problem. 
Reducing the number of parameters from five to four for each of the n  connections greatly 
reduces the search space and could therefore enhance convergence to the global optimum. Here 
we use 1 0 0  individuals and 1 0 0 0  generations in the optimisation stage.
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Mult iob j ect i vizat ion
Multiobjectivization is the process of using multiple objectives to potentially enhance conver­
gence of a single objective problem [167, 170, 172]. This can either be achieved by using ad­
ditional helper objectives to steer the evolutionary search towards optimal solutions [176] or 
by decomposing a single objective into several objectives with similar goals [173]. Although 
this phenomenon is system dependent [174], and can hinder convergence [175], it can increase 
convergence speed and obtain the global optimum [167]. This technique can also provide more 
non-dominated solutions with no extra cost to functional evaluations [174]. Multiobjectiviza­
tion has already been used in GRN parameter inference by Hohm and Zitzler [177], where the 
authors observed better exploration of the parameter space when using multiple objectives com­
pared with single objectives. Furthermore, multiobjectivization has been shown to speed up 
convergence times of inference algorithms, however the practicality of this application to larger 
networks still requires investigation [94].
Decoupled Approach
Biological systems are known to be sparse [134] and some simplifications are required in order to 
build a large scale network within a feasible computational runtime. Here we only consider gene 
regulation mediated by proteins, a common simplification in network inference, and in line with 
biological sparsity, we assume tha t the regulatory connections within the network are separate 
and treat them as independent, a process known as decoupling [8 8 , 230]. This reduces the 
dimensionality of the optimisation problem here from one 5n problem, where n  is the number 
of connections, to n  problems each with a dimension of 5 in the single objective set-up. Here 
the number five corresponds to the four network parameters and the one Boolean regulation 
type parameter. Similarly for the multi-objective set-up, a 4n problem becomes n 4 dimension 
problems. Furthermore, due to the decoupling this technique can also benefit from the use of 
parallel computation. In a parallel processing set-up each connection can be optimised on a 
separate CPU, significantly reducing the computational runtime for large networks, though this 
is not implemented here. The objective function here remains the same as for the full network 
optimisation case with the exception of the summation over the number of genes, thus resembling 
the partial objectives described above. In this set-up the objective function for each of the n
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sub-problems is defined as
N
(5.3.4)
t= 0
Here the system is treat as n  independent optimisation problems and solved separately. The total 
network error, Fdec is then calculated by summing the objective values of the n  sub-problems 
(corresponding to the fitting error for each gene),
M
F dec — ^  ^  f i 5 (5.3.5)
i —O
once the optimisation process is complete for all connections. 
f t  [Eq. (5.3.4)]
Si,erf=MIN[/f(si),/f(s2)j
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Figure 5.5: Pareto front of non-dominated solutions to the multi-objective problem in Eq. (5.3.4). 
Here, unlike the method described in Fig. 5.4, each solution represents the SSE for a single 
connection, therefore there is no need for any partial objectives in this set-up. Solution si 
corresponds to the best activating connection, and S2 corresponds to the best repressive solution, 
thus evaluating the minimum of these two yields the optimal parameters for the connection and 
the lowest SSE.
For the single objective case the process is the same as for the full network optimisation 
set-up, with each connection optimised separately to provide an SSE for each connection from 
Eq. (5.3.4) then summed using Eq. (5.3.5) on the completion of all the optimisations. For the 
multi-objective optimisation set-up however, the decoupled method differs slightly. In the multi­
objective decoupled arrangement each connection is optimised as in the full network case, i.e. 
with Eq. (5.3.2) and Eq. (5.3.3), however the selection of solution from the Pareto front is much 
simpler. In this method, as we have a Pareto front for each connection and this is actually a
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Figure 5.6: Gene expression for the PyrR, WhiB, RedD and CdaR networks [196].
single objective minimisation problem tha t we have decomposed into a multi-objective problem, 
thus we only need to consider the two extreme solutions on the front. This is a result of the 
decomposition of the objective function, where as the objectives here are not conflicting, the 
trade-off solutions can be considered non-optimal as there exists a solntion with either a lower 
Fi or F2 nnless the solution is at the extreme end of the front. This is due to the requirement 
of the lowest SSE which will be one of the extreme solutions as these will always be lower in 
one objective than all other solutions, see Fig. 5.5. Thus as each front corresponds to a specific 
connections, and therefore gene, the selection of the best solution here requires simply evaluating 
the lowest of the two extreme solution. The section of the solution with the lowest of either 
two objectives (lower F\ or F2 ) is represented in Fig. 5.5. This provides us with the param eter 
set and regnlation type that produces the smallest difference between the model and the data. 
Here we use 100 individuals and 100 generations as this set-up converges inncli faster than the 
full network set-up thus requiring fewer generations in the optimisation.
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Data Normalisation
The level of gene expression can vary in scale from gene to gene, see Fig. 5.6. When modelling 
large networks this can require large bounds for the parameters in the connections equations 
in order to fit the various gene expression profiles. For an optimisation problem this can lead 
to enormous search spaces for all genes, which may result in sub-optimal solutions. In order 
to examine this potential problem we investigate the use of normal ‘raw’ gene expression data 
compared to gene expression levels tha t are normalised. Here we normalise the data so tha t the 
area of each expression profile is unity, i.e.
/
thus all expression profiles are on the same scale and a universal parameter range exists for all 
connections. This also allows comparisons between parameters across the genes, e.g. comparing 
regulation strength of one gene compared to another. To normalise the expression profiles each 
of the gene expression measurements are divided by the area of the expression profile,
, (5.3.7)
where
/•*/
N i  =  X i { t ) d t  . (5.3.8)
J to
This leads to all gene expression profiles within the sub-network being on the same scale, see 
Fig. 5.7. Thus making all parameter values comparable across genes and providing a universal 
parameter bounds for all genes without arbitrarily increasing the search space for others.
5.3.3 R esults
Comparing Objectives from Un-normalised Data
For the case of the un-normalised (raw) data, each of the gene expression profiles potentially lie 
on a different scale thus determining a network error is not so straight forward. Comparing the 
SSE between two genes within the same network may be meaningless if the expression profiles 
vary in scale, with larger scale expression values tending to have larger SSE’s. Therefore if we 
takes the ratio of SSE (Jæ) and the area of the expression profile x(t)dt) we are left with a
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Figure 5.7: Normalised gene expression for the PyrR, WhiB, RedD and CdaR network, raw 
data from Ref. [196].
dimensionless quantity, hx', tha t has removed the difference in expression scale.
Sl‘ x{t)dt
(5.3.9)
For each gene, the dimensionless SSE’s (hxQ can be summed to give the total error for the 
network, A N et,  i.e.
M
(5.3.10)
where i is the ith  network gene and is from 1 to M , where M  is the total number of genes 
within the network. This normalisation of the objective functions not only provides a meaningful 
network error measurement, but it also enables comparison between different network sizes and 
optimisation arrangements. We can now compare the raw data set-up with the normalised data 
arrangement directly. No further processing is required for the normalised data case, as each 
expression profile has the same area, Eq. (5.3.6), which is equal to one therefore Eq. (5.3.9)
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reduces to 5x[ = 5xi and the total network error would remain the sum of the errors in the 
individual genes.
Full N e tw o rk  O p tim isa tio n
Figure 5.8 shows the box plots of the total network sum squared error (SSE) for 50 independent 
simulations of each of the networks. All raw data here is post-processed using Eq. (5.3.10), thus 
enabling a direct comparison between raw and normalised set-up performances.
R aw  vs n o rm alised  d a ta  For the single objective set-up (SOS), the use of normalised data 
yields much lower network errors compared with the raw data. The difference is two orders 
of magnitude across the entire range of network sizes and demonstrated the benefits of using 
normalised data for the optimiser search space. The SOS normalised distributions are bigger 
compared to the raw SOS cases for the larger networks, however this difference between the 
distributions is still large. For the multi-objective set-up (MOS), the same outcome is seen as 
for the SOS case. In addition, it also reduces the distribution range for the smaller sub-networks.
S ingle vs M u ltip le  O b jec tiv e  S e t-u p  For the raw data the MOS case produces a large 
spread of network errors over the 50 simulations indicated by the long box-plots, which over lap 
with the SOS distributions for the three smallest sub-networks. The MOS performs worse than 
SOS over the whole range of network sizes and appears to diverge with increasing network size. 
Similar behaviour is seen when using the normalised data and comparing the SOS and MOS 
cases. The MOS normalised case does not exhibit the larger distributions of network errors as 
in the SOS case.
The results here indicate th a t the use of normalised data can improve performance on mod­
elling gene expression for large scale networks compared to raw data. This improvement is due 
to the localisation of the search space for all genes, see Section 5.3.2. This localisation enhanced 
convergence in the optimiser and results in lower errors in each gene and therefore the whole 
network. These results show tha t a SOS is better than a MOS for both raw and normalised 
data over the network sizes tested. The MOS with normalised data does outperform the SOS 
raw arrangement, however trends indicate that the SOS raw arrangement would perform better 
than the MOS normalised case for larger networks than tested here.
The normalised data set with the SOS performs the best of all the methods tested. Despite 
the increase in distribution of errors with increasing network size, the trend indicates th a t
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Figure 5.8: Box plots for the sub-networks for the single and multi-objective set-ups for both 
normalised and un-normalised (raw) gene expression data. Boxplots are the distribution of SSE 
over 50 independent simulations of each set-up, where raw data values are after using Eq. (5.3.10) 
as indicated in the legend. Labels on the x-axis give the sub-network name and the number of 
genes within the network. Outliers are given as black circles. The dashed line indicates when 
the problem becomes under determined, i.e. when the number of genes exceeds the number of 
data points.
increasing network size results in a small increase in network error. This small dependency is 
also seen in the SOS with raw data.
D ecoup led  N etw o rk  O p tim isa tio n
Figure 5.9 shows the results from the decoupled approach for the sub-networks modelled. The 
use of the decoupled methodology leads to much narrower distributions compared to the method 
used in Section 5.3.3 for both raw and normalised data sets. In Section 5.3.3 some distributions 
span and order of magnitude, where the largest in the decoupled approach are approximately 
half an order of magnitude, and are the minority, with almost all distributions so narrow they 
are not observable in Fig. 5.9.
R aw  vs n o rm alised  d a ta  A significant difference between using raw and normalised data  is 
evident in Fig. 5.9 where distributions based on data sets are separated by approximately 2.5 
orders of magnitude. The use of normalised data has lead to a reduction in network error as in 
the full optimisation case. Additionally the large difference between the RedD network and the
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Figure 5.9: Box plots of SSE distributions over 50 simulations for the eight sub-networks for the 
single and multi-objective set-ups. Plots as is in Fig. 5.8. A significant difference between the 
normalised and raw data is clear here with separation between distributions around 2.5 orders 
of magnitude.
other sub-network has greatly been reduced, though has also lead to a slightly wider distribution 
(taking into account scale) over the 50 simulations. Also for the SOS the normalised data has 
also produced a wider distribution for the PyrR network (relative to the other sub-networks) 
compared to the raw data. However this distributions is still around 2 orders of magnitude lower 
than the raw data case.
Single vs M u ltip le  O b jec tiv e  S e t-u p  For the raw data set, unlike in Section 5.3.3, the 
difference between the SOS and MOS is small. For clarity the distributions in Fig. 5.9 have 
been plotted on difference scale in Fig. 5.10(a) and Fig. 5.10(b) for the raw and normalised data 
respectively. The largest for sub-networks show tha t the MOS results in lower total network 
errors than the SOS, though this difference is small, see Fig. 5.10(a). Over the range of sub­
network sizes, the decoupled method has removed the poor performance of the MOS and thus 
lead to comparable results from the SOS and the MOS methods. For the normalised data, 
we can see that the MOS produces narrower distributions than the SOS with lower median 
values in all sub-networks. Moreover, the median value of the MOS distribution is lower the the 
minimum SOS distribution value for all sub-networks except for RedD. This indicates significant 
differences between these methodologies, and even in the exception RedD, the median of MOS
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Figure 5.10: Box plots from Fig. 5.9 separated for clarity. Here (a) illustrates the performance 
of both the SOS and MOS on the raw gene expression data and (b) the performance of the SOS 
and MOS on the normalised gene expression data.
is below the lower quartile of the SOS and the maximum (excluding outliers) of the MOS is 
approximately equal to the median of the SOS. This is clearly visible in Fig. 5.10(b). From this 
plot it is clear the the MOS with normalised data produces the best performance as it results 
in the lowest total network error. Furthermore, for the four largest sub-networks, the MOS 
produces narrower distributions that are approximately 15% lower in total network error. This 
appears to be a stable trend and may indicate tha t the MOS produces lower network errors for 
larger sub-networks than SOS in general.
The enhancement of the optimisation observed in the MOS is a result of the dimensionality 
reduction. Here we effectively reduce n five dimensional sub-problems to n  four dimensional 
sub-problems. Although this is a small reduction for each sub-problem it is able to improve the 
results as observed in Fig. 5.9 as there are many sub-problems and thus may be an accumulative 
effect. Small improvements for each gene due to this reduction would then lead to bigger 
differences across larger networks. The improvement over the SOS observed in the normalised 
case may be due to the regulation parameter in this method. This parameter is represented as a 
Boolean value in the algorithm and is mutated by flipping its value. Therefore it is conceivable 
that if a set of network parameters are optimised for the wrong biological connection type, when 
the connection parameter flips to the correct regulation type the result is a poor fit to the data 
due to the parameter values. Thus the SOS may be more susceptible to local optima than the 
MOS based on the regulation parameter. The problem of local optima will lead to higher SSE 
for larger networks in the SOS as observed in Fig. 5.9 for both raw and normalised data, though
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it is more obvious in the latter. Such an effect may be enhanced through the use of elitism in the 
algorithm, and may be a major limitation of the SOS method for a complex objective landscape 
with large distances between local optima peaks as the optimiser may be unable to escape.
Full N e tw o rk  V S D ecoup led  N e tw o rk  O p tim isa tio n  The improvement of the decoupled 
method over the full network increases with network size on average, making it much more suited 
for large scale modelling and reconstruction. This overall improvement over the full network 
optimisation method is at a reduced number of generations. For the full optimisation method, 
1 0 0 0  generations are used, however, for the decoupled approach the optimisers converge much 
faster and so only requires 100 generations. Therefore the decoupled method is able to provide 
better solutions than the full network optimisation method and using less generations leading to 
reduced computational run times. This method is also compatible with parallel programming 
as each connection is optimised independently further reducing run times given computational 
resources. Presently, however, this method in its current form cannot account for ’cross ta lk’ 
within the network, i.e. connections between the targets. In the cases examined here however, 
only the sub-network of 55 genes has the ability to have interconnected targets based on the 
gene-gene interaction level considered throughout this work.
5.3.4 Conclusions
Network modelling and reconstruction algorithms tha t use synthetic data do not truly represent 
the problem of real data. Using benchmark synthetic data sets is useful in comparing an algo­
rithm ’s performance [53, 54, 94], however it may not be a true representation of the algorithm’s 
performance on real data sets. Furthermore, there are very few studies th a t use real data  and 
models are rarely based on time series data. Topological models are useful in identifying motifs 
and functionalities of networks as well as comparing similarities between different networks and 
organisms. However, dynamic models are vital in our understanding of gene regulation and inter­
actions within a network and how they generate the observable gene expression profiles. Here we 
have investigated several techniques and set-ups for modelling dynamic gene regulatory network 
interactions based on gene expression data. We have investigated the effect of a multi-objective 
set-up (MOS) and observe a performance hindrance to the optimisation process when compared 
to a single objective set-up (SOS). This hindrance has less effect when using normalised data, 
but is still present. When using a decoupled optimisation technique the MOS is a form of mul-
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tiobjectivization and performs at least as well as the SOS when using raw data, and performs 
better across all sub-network sizes compared to the SOS when using normalised data. These 
results show tha t the use of multiobjectivisation can enhance the optimisation search through 
objective decomposition, whereas a multiple objective representation may hinder performance.
We have demonstrated tha t the use of normalised data leads to reductions in network error 
compared unprocessed, raw gene expression data. This reduction is seen in all arrangements, 
after correcting for gene expression scale to compare set-ups and network sizes, and is thus a 
general effect. The improvement through the use of normalised data is due to the localisation of 
the objective search space as discussed previously. By having a universal param eter range, due 
to all expression profiles being on the same scale, the optimiser can search the objective space 
much more efficiently than for the raw data case. The normalisation of the gene expression data 
is a straight forward task tha t can be applied to data sets pre-optimisation and has a significant 
effect on the results as indicated here and should be applied in other inference problems.
It is clear tha t in the full network cases the MOS is not providing optimal solutions to the 
problem. This is a consequence of the methodology. As solutions on the front represent a 
collection of individual gene error values and these are searched to provide the lowest objective 
value for each gene, the result is a sub-optimal solution. The selection during the optimisation is 
based on the lowest total SSE, i.e. the sum of the individual objective values, yielding solutions 
with low SSE for all connections rather than for each gene. As a result the optimal parameter 
values for each connection are not necessarily selected during optimisation as the overall network 
SSE may be high. Although in principal this sounds analogous to the SOS, the difference lies 
in the selection during optimisation, where solutions are evaluated based on their total SSE 
and then post optimisation individual connection parameters are selected. This problem of sub­
optimality increases with sub-network size, leading to higher rate of increase SSEs for larger 
networks in the MOS compared to the SOS.
The enhancement using the decoupled case is due to the reduction in search space parameters. 
The decoupled case shows improved performance in terms of lower network error and reduced 
variance between simulations. The latter is evident by the narrowing of the distributions over 
the 50 simulations in Fig. 5.9 compared to Fig. 5.8. Additionally we observe a reduction in the 
number of outliers (simulation results greater or less than 1.5 xmedian) over the 50 simulations. 
This is a result of the reduced variance of the distribution an can be attributed to the increased 
convergence power of the decoupled arrangement though the reduction in search space. For
1 1 0
the raw data the SOS and MOS perform comparably over the range of network sizes, however 
for the normalised data we observe a clear improvement of the MOS over the SOS. The best 
combination of objective set-up and data type observed here is the MOS decoupled arrangement 
with normalised data. This produces the lowest network errors for all of the sub-networks 
investigated here. Moreover, this methodology also exhibits a low variance in simulations results 
compared to the other arrangements. Additionally this methodology can potentially benefit from 
parallel computation.
For the largest network used here (332 genes) the computational run times for the full 
network optimisation are approximately 20 and 30 minutes for the single and multi-objective 
set-ups respectively (both raw and normalised data). For the decoupled methodology, the single 
objective set-up runtime is approximately 15 minutes (for both raw and normalised data) and 
for the multi-objective set-up, simulations took 2 0  and 1 0  minutes for the raw and normalised 
data respectively. This indicates tha t the normalised data with the MOS decoupled arrangement 
is the most computational efficient methodology used here.
The results here suggest tha t normalised data enhances convergence of optimisation algo­
rithms and results in consistent solutions, i.e. small variance, being obtained over numerous 
runs. This effect is independent of objective methodology and observed in single and multiple 
objective set-ups for both the full and decoupled optimisation arrangements. Furthermore, the 
use of a decoupled approach also improves consistency between optimisation runs, through a 
lower variance in the majority of cases. We observe a reduction in outlier solutions when using 
normalised data. We examine all comparable methods for optimisation and conclude the best 
performance is obtained by using a decoupled approach with normalised expression data  in con­
junction with the novel multi-objective technique developed here. This configuration performs 
better than the single objective alternative for all network sizes, and exhibits a significant re­
duction in network sum squared error compared to either full network optimisation set-up. In 
[94] the authors noted tha t the application for multiobjectivization to larger networks still re­
quires investigation, here we have demonstrated the effectiveness of such an approach to  enhance 
optimisation across various networks tha t appears independent of increasing network sizes.
I l l
5.4 Large Scale modelling of the PhoP Network in S. coelicolor
Due to the significant advances of using decoupled optimisation for large networks, as discussed 
in Section 5.3, we use the decoupled approach with a multi-objective set-up and normalised 
data. This combination has been demonstrated to  yield the best performance in terms of 
narrow SSE distributions over several runs and little dependence on network size, as discussed 
in Section 5.3. Furthermore it was demonstrated in [94] tha t convergence is significantly sped up 
when a squared error objective is decomposed into sub-objectives. Based on the decoupled multi­
objective approach in Section 5.3, here we have developed a novel algorithm to build a regulatory 
model of the full PhoP network of 911 genes based on time series data with a large number of time 
points (upto 32). Our algorithm uses data integration to combine biological information and 
time series data, with optimisation techniques to build a gene regulatory network. In addition 
we utilise parallel computation of the decoupled network to reduce computational runtime. We 
not only model 387 direct targets of PhoP identified through Chromatin immunoprécipitation 
(Chip) on microarrays (ChlP-chip) experiments from [27], giving insight into the regulation type 
and detailed properties of the connection, but also predict intermediate regulators of P hoP ’s 524 
indirect targets identified through differential gene expression experiments also from [27]. Our 
simulations are based on three replicate data sets from [196] and we compare and contrast the 
conclusions from each of them indicating the importance of multiple data sets. We compare 
our results to experimental evidence in the literature where possible and make predictions for 
regulation type for direct targets of PhoP and intermediate targets for the differentially expressed 
genes.
The 387 genes directly targeted by PhoP can be divided into two groups, those th a t produce 
DNA binding proteins (55 genes), and those tha t do not (332 genes), see Section 5.3. If a gene 
produces a DNA binding protein it is able to regulate another gene in the network as the protein 
can influence the expression of other genes protein products. Other interactions are biologically 
possible, however in this model we only consider regulation on the gene level. Further interaction 
levels significantly increase the complexity of this problem and so are omitted from this model. 
Such an assumption is valid as the connectivity of genes is generally sparse with few highly 
connected hubs [134]. We therefore investigate the ability to reconstruct networks based only 
gene regulation.
Here we model the regulation of PhoP to its 387 direct targets and infer connectivity to the
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Figure 5.11: The general topology of the network modelled in this work. Here we distinguish 
between the direct targets tha t produce DNA binding proteins and can regulate the differentially 
expressed genes, and those that do not and cannot regulate other genes in this model. The 
number of genes in each case is indicated in the circles.
524 indirect targets. The 55 genes tha t produce DNA binding proteins are used to infer the 
connectivity between PhoP and its indirect targets summaries in Fig. 5.11 and detailed below. 
As in Section 2 .1 , this network can be modelled mathematically and the network parameters 
optimised using NSGA-H.
5.4.1 M ethods
We use NSGA-H, detailed in Section 2.3, with a novel multi-objective set-up to simultaneously 
determine the connection regulation type and the parameters defined in Eq. (2.1.3), Eq. (2.1.4) 
and Eq. (2.1.2). In addition we use a decoupled optimisation technique [8 8 , 230] to reduce 
computational runtime by optimising each connection separately. The algorithm set-up here 
is the same as the multi-objective method used in Section 5.3.2. Furthermore, as the network 
is decoupled we are able to utilise parallel computation during the optimisation and therefore 
significantly reduce the runtime of the simulations. In all simulations the initial state of the 
gene is determined from the first measurement in the data.
Here we use gene expression time series data obtained from the STREAM consortium SysMO 
experiments [196] consisting of three replicate experiments of varying number of time points 
as mentioned in Section 5.1.1. This provides the dynamic behaviour of each of the genes in 
the bacterium and can be used to reconstruct the regulatory connections within S. coelicolor. 
The 387 direct targets of PhoP are identified from Allenby et al [27] using the GhIP data. 
Indirect targets of PhoP are determined through differential gene expression experiments also
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from Allenby et al [27], where 524 genes were identified as indirect targets. These indirect 
targets are identified by comparing the expression levels of genes in the wild-type bacterium 
with a PhoP-null mutant, where the phoP gene has been removed. Genes tha t demonstrate a 
2.5-fold change in expression levels are considered to  be influenced by PhoP. Therefore once the 
direct targets have been removed from this list, the remaining genes are considered to be indirect 
targets of PhoP. Integrating these different types of data provides time series profiles of gene 
expression for the 387 direct and 524 indirect targets, which we will use to reverse engineer the 
full PhoP network of 911 genes. The gene expression data for all the genes used in this work have 
been normalised so tha t the area of each expression profile is equal to one, allowing comparisons 
between genes, parameters and, by reducing the defined bounds used in the optimisation, of 
network parameters.
It should be noted tha t S. coelicolor undergoes a changes at t =  35 in the time series data 
sets used where phosphate levels are depleted. It is assumed in this work th a t all changes are 
confined to the level of gene expression and the topology and parameterisation of the network 
remains constant within the PhoP network. By this we mean tha t connections are not added 
or removed and regulatory parameters, such as regulation mode (activating or repression) and 
regulation strength do not change due to phosphate starvation. This is a required simplification 
to an already challenging problem. Any changes in expression, such as the spike in P hoP’s 
expression level (see Fig. 5.3(b)), can be modelled using the ODE equations used in this work.
5.4.2 R esults
Our algorithm uses NSGA-II to optimise parameters in the differential equations used to model 
the gene regulation within the network. Here we reproduce the gene expression profiles of all 
genes experimentally identified as regulatory targets (direct or indirect) of PhoP. Our algorithm 
determines the parameters and regulation type, i.e. activating or inhibitory, of the connections 
based on the gene expression profiles. Predictions for the regulator genes between PhoP and 
the 524 indirect targets of PhoP are determined by modelling all of the candidate regulators 
then selecting the one tha t produces the best fit to the gene expression data of the indirect 
target. Although our model is deterministic, as we use an EA there is a stochastic element 
to the optimisation search, so in all cases we run 50 independent simulations to provide mean 
results and a distribution of performance.
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5.4.3 M odelling D irect Targets of PhoP
The three replicate time series data sets use here from the STREAM consortium [196], all contain 
a different number of time points, 32, 8  and 15 for the SysMO 1 , SysMO 2  and SysMO 3 data 
sets respectively. Thus in order to compare networks and connections inferred from each set we 
define a reduced sum squared error (SSEred), where the sum squared error (SSE) is averaged 
over the number of time points in the data set. Here our algorithm is able to reproduce the 
dynamic expression profiles and infer regulation type for the 337 direct targets of PhoP identified 
by Allenby et al [27]. Table 5.3 shows genes for the SysMO 1 set with the highest SSE^ed, up to 
le “ ®, and the corresponding SSE^ed ranked for the other SysMO data sets. Table 5.3 includes 
information regarding additional regulators for these genes, which are not considered in this 
model and may be able to account for the relatively large discrepancies between the model 
and the data sets. Although the ordering differs, which is unsurprising due to the stochastic 
nature of the EA, the 10 genes with the highest ranked SSE^ed based on the SysMO 1 data 
set are also in the 1 1  highest SSE^ed from the SysMO 3 data set ranking. The SysMO 2  set 
has seven of the SysMO 1 highest 10 SSE^ed, and all of these genes except SC04228 in the 
SysMO 2  rank have SSEj-ed > le~®. This demonstrates the consistency of our model as the most 
difficult expression profiles are the same across the replicate data sets. Despite these relatively 
high errors, the algorithm is still able to consistently predict the regulation type for these genes 
from the replicate data sets. Of the 10 highest SSE^ed listed in Table 5.3, seven predicted the 
same regulation type from all three replicates in at least 78% of simulations, four of them agree 
with experimental observations, see Table 5.4. Furthermore six of the seven predict the same 
regulation in at least 90% of the simulations from all data sets, and one of the remaining three 
high SSEred genes, SC03943, agrees in 100% of the simulations from SysMO 1 and SysMO 3. 
It is clear tha t inference of regulation type is consistent across all data sets for the majority 
of genes listed. Discrepancies between the data sets maybe due to noise in the data  and the 
complexity of the problem. Similarly this may be due to higher levels of biological complexity. 
Further evidence of our algorithm’s consistency across the three replicate data sets is given in 
Table B.3 where 75% of the genes listed show agreement in the inferred regulation across the 
3 replicates in at least 80% of simulations. Genes SC02198 and SCO2 2 1 0  are both involved in 
nitrogen metabolism and are regulated by GlnR [26] and thus the control from PhoP may not 
be sufficient to model the genes expression. Moreover, the regulation type may be more complex 
than simply an activator or a repressor and may vary under different environmental conditions,
115
Table 5.3: Genes with high SSE per time point, SSE^ed- DNA-binding protein producing genes 
with SSEred > le “ ®. Here the genes are ranked in order of largest SSE^ed and sorted based on 
the SysMO 1 data set as it has the most number of time points. Regulators th a t target these 
genes are listed along with the regulation type (‘‘for activating, “ for repressive) if known. Ranks 
in Italics have SSE^ed < le “ ®.
Gene Name SysMO 1 SysMO 2 SysMO 3 Additional Regulator
SC03943 RstP 1 4 1 ArgR [282]
SC06265 scbR 2 3 7 “ ArgR [282]; “ ScbR2 [283]
SC045G5 cold shock 3 7 2
SCO5190 WblC 4 13 3 “ Whil [284]
SC01488 pyrr 5 6 8 “ ArgR [282]; +PknB [285]
SC06812 ArsR 6 1 2 5 “ ArsP [286]
SCO6808 ArsR 7 2 9 SC04263 [287]
SC04425 AfsS 8 1 6 +AsfR [30]; “ ArgR [282]
SC04228 phoU 9 16 1 1
SC02686 1 0 5 4 ArgR [282]
which is certainly plausible for a response regulator. Even with many known, and likely unknown, 
levels of complexity in biological systems, our algorithm is able to model the expression profiles 
of 387 genes based on real experimental time series data to a good approximation. Gurrently 
there are few, if any, methods tha t can reproduce such large time series (up to, but not limited 
to, 32 time points) data sets from biological experiments and for such a large number of genes. 
Our algorithm has been verified for a number of regulation types based on reverse engineering 
from the expression profiles, thus can also be used as a prediction of unknown regulations. 
These predictions may provide biological insight and can be experimentally verified as the data 
becomes available.
The agreement of the inferred regulation mode is shown in Table B.5 for the sub-set of 
55 direct regulators of PhoP. This demonstrates the consistency of the algorithm at inferring 
regulations. Here 37 out of the 55 genes (67%) show agreement in at least two of the replicate 
data sets. The same format is shown in Table B . 6  for the 332 gene sub-set of the direct targets of 
PhoP. Here 215 out of the 332 genes (65%) show agreement in at least two of the data  sets. Even 
just considering these direct targets yield a network of almost 400 genes, around 20 times larger 
than the vast majority of other studies, and thus a 65% agreements is a significant achievement. 
It does however highlight the problems with data sets available, where data sets under the same 
experimental conditions can still lead to vastly different results. This may simply due to the 
difference in the number of time points, but the difference in expression profiles between the 
data sets will also have a large impact on the resulting network. Furthermore, Table 5.5 shows 
a list of genes from the 55 sub-set tha t are not selected as regulators. Despite these genes
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Table 5.4: Modelled Gene Regulation for SysMO [196] data sets 1 , 2  and 3. Gene regulation from 
PhoP determined by the algorithm and compared to experimental observations where possible. 
The list of genes here is generated from [17, 18] and a literature search. Genes underlined are 
those listed in Table 5.3. * 2 or more of the data sets disagree with the literature in at least 
70% of simulations
Regulation from PhoP
SCO # Observation SysMO 1 SysMO 2 SysMO 3 Related to /  Involved in
0033 +[19] +84% +52% +82% secreted neuraminidase [17]
0255 +[2 0 ] +79% +92% +92% (7 -factor targetted by GlnR [197, 
288]
1389 +99% + 1 0 0 % + 1 0 0 % Cardiolipin synthesis [289]
1394 +[19] + 6 6 % +84% +48% glycosylhydrolase [17]
1488 -[29] -91% -78% -78% pyrimidines response [17]
1565* +[21-23, 29] -96% -1 0 0 % +78% glycerophosphoryl diester phospho­
diesterase [17]
1845 +[24] +74% + 0 % + 8 6 % phosphate transport [17]
2197 -[29] -70% -98% -60% integral membrane protein [17]
2198 -[25, 26, 29] +59% +70% -8 8 % glutamine synthetase [17]
2 2 1 0 * -[25, 26, 29] +71% + 1 0 0 % +76% glutamine synthetase [17]
2532* +[2 2 ] -95% -96% -82% phosphate starvation [17]
2686 -57% -94% -48% LuxR family regulator [17]
3060 +98% + 1 0 0 % + 1 0 0 % purine uptake [17]
3217 + 1 0 0 % +98% +98% calcium dependent antibiotic [17]
3373 -[27] -8 6 % -1 0 0 % -8 6 % Clp-family ATP-binding protease 
[17]
transcriptional regulator [17]3943 -1 0 0 % -6 % -1 0 0 %
4228 + [19, 28, 29] + 1 0 0 % + 1 0 0 % + 1 0 0 % phosphate transport system [17]
4229 +[19, 25, 29, 30] +62% + 1 0 0 % +84% phosphate starvation response [181]
4253 -95% -58% -74% actinorhodin biosynthesis [290]
4425 +[31] + 1 0 0 % + 1 0 0 % + 1 0 0 % actinorhodin production [291]
4505 -98% -98% -90% cold shock protein [17]
4677 + 1 0 0 % +98% + 1 0 0 % Repress antibiotic production and 
morphological differentiation [292]
4723 -[29] -72% -50% -96% adenylatekinase [17]
4873 +[29] +87% +54% -74% PHO regulon [293]
4874 -[27] -78% -1 0 0 % -82% PHO regulon [293]
5190 -57% + 8 8 % -54% activates resistance to antibiotics 
[294]
5534 + 1 0 0 % + 1 0 0 % + 1 0 0 % putative secrete dlyase[295]
5578 + 1 0 0 % + 1 0 0 % + 1 0 0 % sugar transporter [296]
6265 -[27] -1 0 0 % -1 0 0 % -98% 7 -butyrolactone binding protein [17]
6268 +99% +98% + 1 0 0 % CPK antibiotic biosynthesis [181]
6445 -[2 2 ] -96% + 6 8 % -80% inositol monophosphatase [17]
6808 +98% + 1 0 0 % + 1 0 0 % transcription regulator [17]
6812 -1 0 0 % -1 0 0 % -1 0 0 % transcription regulator [17]
7020 -95% -18% -76% secreted alpha-amylase [17]
having the potential to regulate the indirect targets of PhoP, these genes are not selected as 
regulators in any simulations. This can also provide some biological insight through the absence 
of a connection.
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Table 5.5: Genes from the subset of 55 genes th a t are not selected as regulators of the indirect 
targets in any simulations.
SCO-number SysMO 1 SysMO 2 SysMO 3
SC04421 V
SC04425 V
SC04678 V
SC04836
SC04996
SC05100
SCO5190
SC06836
SC07754
5.4.4 M odelling Indirect Targets of PhoP
Predictions are made by modelling all of the 55 candidate regulators as intermediate regulators 
for each of the 524 indirect genes. Here we use the expression of each candidate regulator in the 
model, rather than from the experimental data, to fit the indirect target’s expression profile. 
The 55 candidate regulators are used in turn to model the indirect targets gene expression then 
the candidate regulators are ranked in order of increasing SSE of the indirect targets. Thus 
the first gene of the 55 candidates in this list results in the best fit of the indirect targets gene 
expression and this candidate is selected as the intermediate regulator of the indirect target of 
PhoP. This process is repeated for all 524 indirect targets.
Differentially expressed genes are modelled by our algorithm and predictions are made for the 
intermediate regulators between them and PhoP. The results of these predictions for all SysMO 
data sets and various levels (0%, 1%, 5% and 10%) of noise in the optimisation stage (see 
Section 5.4.6) is represented as a matrix of the 55 candidate (potential) regulators and the 524 
indirect targets of PhoP. In these plots the occurrence of a candidate regulator (y-axis) selected 
as the intermediate regulator for and indirect targets of PhoP (a;-axis) is illustrated, with darker 
regions corresponding to higher occurrences of the 50 simulations. These plots are repeated for 
each of the three SysMO data sets and for various noise levels previously mentioned and shown 
in Fig. C.2. A list of regulator ID’s and corresponding SGO-number is given in Table 5.6. For 
the SysMO 1 data set a small group of potential regulators. Regulator ID 4-10, appear to  be 
more frequently selected than the rest of the 55 genes. More interestingly, however, is the white 
bands tha t appear between ID 24-36 and 43-54 which implies tha t these genes rarely, if at all, 
selected as an intermediate regulator, also seen in Fig. 5.5. The SysMO 2 data set shows high 
occurrence of genes Regulator ID 1-4 regulating the indirect targets but does not indicate any 
non-regulators as in the SysMO 1 set. Outside this small group of four regulators, there appears
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to be an even distribution over the rest of the genes, indicating any gene can be the intermediate 
regulator between PhoP and the DEGs. This a mathematical fit likely due to the small time 
series and noise in the data not being informative enough to model the indirect connections. 
As in the other two sets of data, the SysMO 3 set predicts a small group of genes tha t are 
more frequently selected as regulators for the DEG genes. However, for this set, the results 
indicate tha t genes Regulator ID 36-39 are more likely the intermediate regulators. This data 
set, similarly to the SysMO 1 set, indicates tha t some genes are not regulators of the DEG, i.e. 
Regulator ID 4-7, 27-29 and 31-35.
Table 5.6: List of intermediate regulators and corresponding gene SGO number.
ID Gene ID Gene ID Gene ID Gene ID Gene
0 SGO0166 1 1 SC02738 2 2 SC03943 33 SG05100 44 SC06235
1 SCO0233 1 2 SC02739 23 SG04156 34 SGO5190 45 SC06239
2 SCO0255 13 SC02811 24 SC04228 35 SCO5405 46 SC06265
3 SGO0772 14 SC02928 25 SG04421 36 SC05427 47 SCO6808
4 SGO1078 15 SCO3034 26 SC04425 37 SC05518 48 SC06812
5 SG01276 16 SCO3067 27 SC04454 38 SC05692 49 SC06836
6 SC01488 17 SC03217 28 SGO4505 39 SG05755 50 SCO7502
7 SC01748 18 SC03423 29 SC04678 40 SG05921 51 SG07727
8 SGO2013 19 SC03664 30 SG04679 41 SG06144 52 SC07753
9 SC02639 2 0 SC03691 31 SC04836 42 SG06159 53 SC07754
1 0 SC02686 2 1 SG03731 32 SC04996 43 SC06169 54 SG07817
5.4.5 R econstructed Regulatory Networks of PhoP
Regulatory networks are inferred from each of the SysMO data sets and are illustrated in 
Fig. 5.12, Fig. 5.13 and Fig. 5.14 for SysMO 1, 2 and 3 receptively. The formation of regu­
latory hubs appear in all three networks, however there are no consistent large hubs across all 
three data sets. SysMO 1 and 2  both show large hubs of connections from the genes SGO0166, 
SGO0772 and SGO1078 with a small hub for SGO0772 also seen in SysMO 3. It is difficult to 
draw any biological significance from this topology as there is little consistency between the data 
sets. However, for specific differentially expressed (DE) genes, some of the connections are seen 
in multiple data sets and are given in Table 5.7. Here we also indicate the mode of regulation, 
if identified, for these connections. Being observed in multiple data sets implies confidence tha t 
these connections may provide biological insight. It is worth noting tha t the SysMO 3 data 
sets does not result in consistent regulation mode for the regulator hubs resulting in many grey 
nodes. This is in contrast to the other data sets which yield consistent regulation mode in many
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Figure 5.12: PhoP regulatory network inferred in this study using the SysMO 1 data set of 
32 time points from [196]. Experimentally determined connections for 387 genes from [27] are 
indicated by dark grey lines and consist of the inner circle of genes and those with labels. Labels 
here are only for genes tha t regulate other genes in this model, i.e. PhoP and a subset of the 
55 direct targets that encode DNA binding proteins. Inferred connections here are those from 
labelled genes (except PhoP SCO4230), those tha t occur in more than 30% of simulations are 
coloured red, otherwise they are light grey. The size of the nodes is dependent on the number of 
out going connections it has (with a minimum size of 1). The size of all nodes (except PhoP) is 
determined by the model. Node colours indicate the regulation type, blue for activating and red 
for repressive regulations from the regulator gene in at least 70% simulations. Genes coloured 
grey indicate no observable preference for regulation type, see text for details. This figure is 
produced using Cytoscape [297].
case demonstrated by the node colouring, red for repressive and blue for activating.
The lack of consistency between these data sets indicates the importance of data quality and 
the need for more replicates and comparable experiments in order to build reliable computa­
tional models. Furthermore, the SysMO 2  set which contains by far the fewest time points is 
the least informative, as the other two indicate favoured regulators and ‘null’ regulators. The 
predictions here are inconclusive, most likely due to a combination of model limitations, data 
quality and computational resources. The latter is a significant issue as one full simulation of 
one data set for all 911 genes requiring 65 hours on a standard computer, however with the use 
of a multi-core cluster and parallel implementation this was reduced to around 2.5 hours. This
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Figure 5.13: PhoP regulatory network inferred in this study using the SysMO 2  data set of 
8  time points from [196]. Experimentally determined connections for 387 genes from [27] are 
indicated by dark grey lines and consist of the inner circle of genes and those with labels. Labels 
here are only for genes tha t regulate other genes in this model, i.e. PhoP and a subset of the 
55 direct targets tha t encode DNA binding proteins. Inferred connections here are those from 
labelled genes (except PhoP SCO4230), those that occur in more than 30% of simulations are 
coloured red, otherwise they are light grey. The size of the nodes is dependent on the number of 
out going connections it has (with a minimum size of 1). The size of all nodes (except PhoP) is 
determined by the model. Node colours indicate the regulation type, blue for activating and red 
for repressive regulations from the regulator gene in at least 70% simulations. Genes coloured 
grey indicate no observable preference for regulation type, see text for details. This figure is 
produced using Gytoscape [297].
significant reduction in simulation time enabled multiple runs to collate statistics on the data 
sets and investigate the effect of noise on the system. Another issue observable here is the dis­
crepancy between data sets, which can lead to significantly different inferences as demonstrated 
in this work. These results further demonstrate the robustness of this algorithm to noise in the 
optimisation stage, where the noise-free case is not greatly affected by increasing level of noise. 
Fig. C.2. The inference of these connections will greatly improve with data and is effective in 
principle for large scale network reconstruction.
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Figure 5.14; PhoP regulatory network inferred in this study using the SysMO 1 data set of 
16 time points from [196]. Experimentally determined connections for 387 genes from [27] are 
indicated by dark grey lines and consist of the inner circle of genes and those with labels. Labels 
here are only for genes that regulate other genes in this model, i.e. PhoP and a subset of the 
55 direct targets that encode DNA binding proteins. Inferred connections here are those from 
labelled genes (except PhoP SCO4230), those that occur in more than 30% of simulations are 
coloured red, otherwise they are light grey. The size of the nodes is dependent on the number of 
out going connections it has (with a minimum size of 1). The size of all nodes (except PhoP) is 
determined by the model. Node colours indicate the regulation type, blue for activating and red 
for repressive regulations from the regulator gene in at least 70% simulations. Genes coloured 
grey indicate no observable preference for regulation type, see text for details. This figure is 
produced using Gytoscape [297].
5.4.6 Sensitivity to Noise
In order to test the algorithms performance, we investigate how the results are affected by the 
addition of noise during the optimisation stage. Here noise is simulated by adding a random 
number to the network parameters during the optimisation stage to see how the algorithm deals 
with perturbations to the system. The size of the perturbation is dependent on the noise level, 
77 and is defined for parameter a as
=  a ( 1.0 +  77^ 0 ) (5.4.1)
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Table 5.7; Inferred connections across multiple data sets. Here +  represents a positive (activat­
ing) mode of regulation and — represents a negative (inhibitory) mode of regulation. Mode of 
regulation is attributed if it is observed in at least 70% of simulations, otherwise a ‘?’ is used 
to indicate a connection but an unspecified regulation mode,
Regulator Target SysMO 1 SysMO 2 SysMO 3
SCO0233 SC05662 ? +
SCO0255 SCO0484 + -
SCO1980 + ?
SC02685
SCO3310 ? -
SC07271 + ?
SCO0772 SC07472 + +
SCO5906 + +
SC05888 - -
SC00069 + +
SCO1078 SC00702 + +
SCO0926 - -
SC01697 + +
SC01739 ? +
SC03697 ? ?
SCO4607 + +
SC06414 + ?
SC06626 ? +
SC07438 + +
SCO7810 + +
SC02639 SC04797 - +
SCO6073 + +
where R q is a random number between 0 and 1. We consider three levels of noise, 7^ =0 .01,
0.05 and 0.10, which is added to the parameters during the optimisation of the network. This 
examines the algorithms ability to optimise the network with noise in the parameter value. For 
the duration of this section we compare the model’s results and performance in the cases of 
additional noise to the noise-free case.
The global regulation of genes by PhoP can be used to determine if it is a global repressor 
or activator. We show the percentage of repressive connections from PhoP to its targets for 
the 55 genes tha t encode DNA-binding proteins. Fig. 5.15(a) and 332 genes tha t do not encode 
DNA-binding proteins Fig. 5.15(b) for different levels of noise across the three replicate data 
sets. Although there is a clear difference between the SysMO 3 in Fig. 5.15(a) and SysMO 2 data 
set in Fig. 5.15(b), to the other two sets in each case are relatively consistent. This discrepancy 
highlights the difference in global network properties tha t can be inferred from different data  
sets, however it is clear tha t in each case the global regulation of the PhoP network produced 
by this algorithm is not sensitive to noise. For both subsets of target genes and for all data  sets.
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increasing levels of noise does not have an effect on the global regulation of the targets from 
PhoP. All of the replicate data sets indicate tha t PhoP represses more than 50% of its direct 
targets, Fig. 5.15, and therefore acts as a global repressor. The same conclusion was made 
by Allenby et al [27]. This fits with the bacteria’s morphological development and conditions,
i.e. during phosphate starvation, some primary growth genes and pathways are repressed in 
response to the change in environmental conditions. As the bacterium undergoes phosphate 
depletion, primary growth is no longer possible, thus expression of genes required for primary 
growth related process, such as nitrogen metabolism, are unnecessary [26] and are repressed by 
PhoP [187].
The algorithm’s resilience to noise is illustrated in the distribution of SSE^gd over the 50 
simulations as seen in Fig. 5.16, where across all data sets and the level of noise does not hinder 
the algorithms ability to optimise the network by increasing SSE. For both the SysMO 1 and 
SysMO 3 data sets both show a large range in the distribution of SSE for the noise-less case in 
the differential expressed genes (DEGs) subset. In both cases this is due to the presence of local 
minima in the objective space resulting from the high dimensionality of this problem. These 
local minima however may correspond to solutions that are more resilient to perturbation. A 
simplified version of this problem is illustrated in Fig. 5.17 where small changes to solutions si 
and S2 cause large changes in the objective value, where as the more resilient solutions, at a less 
optimal minima, S3 and S4  are less sensitive to changes in parameter values.
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Figure 5.15: Percentage of repressive connections in genes. Plots here are for (a) genes tha t 
encode DNA binding proteins and (b) those tha t do not. Each data set is averaged over 50 
runs for each level of noise and the error-bars are standard error in the mean. Although there 
is a clear difference between data sets, models built from all of them are robust to noise in the 
parameters.
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Figure 5.16: Sum-squared error (SSE) box plots for each subset of genes in the PhoP network and 
the effect of noise. In each case the box plots are from the SSE for 50 independent simulations 
and averaged for the number of genes and time points to allow comparisons between subsets 
and replicate data sets. Noise levels are indicated on the x-axis and the subset is indicated by 
the labels at the top of each plot. Outliers are given as blue crosses.
For the SysMO 1 set, approximately half of the SSE^ed values lie in the range (8.20 — 8.58) x 
10“  ^ while the other half are in the range (1.22 — 1.29) x 10“ ®. For the SysMO 3 set these 
ranges are (1.03 — 1.07) x 10“ ® and (1.68 — 1.70) x 10“ ® with the ratio between them at 2:3. 
The presence of these two local minima result in the large distribution of SSE^ed and higher 
median of the SysMO 3 set coming from the larger proportion of solutions in the minima with 
the higher SSE^ed, compared to the SysMO 1 set where the ratio between the two minima is 
approximately 50:50 leading to a median more towards the centre of the distribution. The large 
spread of SSE in the noise-free case of the DEG subset for the SysMO 1 and 3 data  sets indicate 
that the solutions in the lower range are global solutions but are sensitive to perturbations in 
parameter values than the solutions in the higher SSE range.
The observed increase in objective value, and smaller variance, observed in SysMO 1 and 3 
for the DE genes with the addition of noise indicates tha t this is a resilient minima, and the lower 
objective value achieved in some of the simulations is not resilient to parameter perturbations. 
A more resilient optima is more biologically plausible as biological systems are inheritable noisy.
This may not be observed in SysMO 2 runs as the lower minima is only achieved in three
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simulations and thus are considered outliers in Fig. 5.16. Interestingly, in both the SysMO 1 
and SysMO 3 sets the distribution is significantly reduced when noise is added and appears 
resilient to increasing noise once it is introduced. It should be noted however, tha t despite the 
reduction in the spread of the distribution, the mean SSE^ed has increased in both cases. For the 
SysMO 3 set, the median SSE^ed does not change by much, however the lower quartile increases 
significantly. The addition of noise in these cases prevent the optimiser from obtaining solutions 
in the lower SSE^ed range minima thus the solutions fall in to the higher, local, minima producing 
a narrow distribution of SSE^ed in the 50 simulations. This behaviour indicates tha t the lower 
minima is both narrow and far from the lower minima in the objective space. For all other gene 
subsets, including the SysMO 2  DEGs, there is little effect on the SSE distributions with the 
addition of optimisation noise. W ith the exception of the DEG cases mentioned, these results 
demonstrate tha t the algorithm used here is not sensitive to noise during the optimisation process 
and consistent overall with the replicate data sets. There is an observable increase in median 
SSEred with an increasing number of genes. This may be indicative of the expression profiles 
within the subsets as the number of genes is factored out of the SSEred value and as the same 
trend appears in each replicate data set. This occurs as the more genes there are in a subset, the 
more diverse the expression profiles are likely to be. For the larger subsets, many diverse and 
highly non-linear expression profiles will lead to higher SSE^ed as they are more difficult to model 
than ‘simple’ expression profile. The difference between the two minima, illustrated in Fig. 5.17, 
does raise an interesting question in terms of mathematical versus biological optimality. Here 
we observe a solution with a lower SSE^ed giving the mathematical optimal solution, however 
this does not necessarily correspond to the real world case. The lack of tolerance to noise of 
this minimum implies tha t although lower in objective, it may be less biologically plausible than  
the local minimum. Biological systems are likely to favour minima tha t are less sensitive to 
perturbations as they will lead to more resilient solutions.
5.4.7 Param eter Correlations
Equation (2.1.6) used here to model the regulation between genes consists of four free parameters 
tha t are all optimised independently between a range of [0 :8 ], with the exception of n  which has 
bounds of [1:8]. However, despite this independence, we observe a correlation between several of 
these parameters, which is consistent across the three replicate data sets and all levels of noise. 
All possible combinations of parameters are given in Fig. 5.18(a) to Fig. 5.18(f) for all 55 direct
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Figure 5.17: Local minima and resilient solutions. Here we see a simplified version of the 
problem where the objective is dependant on one parameter value of solution s. We observe 
a global minima (minima^) which is the most optimal solution to the problem and a local 
minima (minima^) which yields a solution tha t is sub-optimal. The global minimum here is not 
as resilient as the local minimum as small perturbations to the parameter value cause larger 
changes to the objective value, i.e. si to S2 compared to S3  and S4 . This can explain the large 
spread of SSE’s in Fig. 5.16.
targets of PhoP tha t can encode DNA-binding proteins, each for 50 independent simulations at 
noise levels of 0%, 1%, 5% and 10%. Note the same dependencies appear in all gene subsets 
though are not shown for the other 332 direct targets and 524 indirect targets.
In each parameter pairing we can see a clear dependence between them tha t is resilient to 
noise in the optimisation stage, and is consistent across all three replicate data sets. Regulation 
type is distinguished in all plots with activating regulatory connections represented by black 
circles and repressive regulations represented by red crosses. The dependence between these 
parameters appears non-linear and is verified by the difference between the mutual information 
and Pearsons’ correlation, see Table B.4, where the latter cannot detect non-linear correlations.
Interestingly all the pairings with the threshold parameter 9, in Fig. 5.18(a), Fig. 5.18(b) 
and Fig. 5.18(e), exhibit regions of regulation type preference indicating a soft bifurcation point 
in this parameter. No distinguishable regions are observable in the other param eter pairings 
implying tha t the value of 9 may determine, or at least be correlated to, the type of regulation. 
These regions appear to be robust to the introduction of noise, though there is a noticeable 
diffusion in the parameter space with increasing noise, see Fig. 5.18(b), though this effect is 
small. The weight parameter, w, appears to be resilient to noise, see Fig. 5.18(a), Fig. 5.18(d) 
and Fig. 5.18(f). The Hill coefficient, n, appears the most sensitive to noise in the optimisation 
stage, though this is relatively small it is noticeable in all three pairings. Fig. 5.18(b), Fig. 5.18(c) 
and Fig. 5.18(d). An increase in n is observed for higher levels of noise for both activators and
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Figure 5.18: Plots here are for the SysMO 1, 2 and 3 data set for the left, middle and right 
columns respectively. Parameters are from Eq. (2.1.2), pairings are noted under each graph. 
Black circles represent activating connections and red crosses correspond to repressive connec­
tions. Columns from left to right are for the SysMO 1 , 2 and 3 data sets, and rows from top to 
bottom are for the levels of noise in the optimisation process for 0%, 1%, 5% and 10%.
repressors, this is most noticeable in Fig. 5.18(b) and less clear, but present, in Fig. 5.18(c) and 
Fig. 5.18(d). The degradation parameters, 7 , may also have an effect on the type of regulation
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as in Fig. 5.18(c) there is a small cluster of activators around 7  %le"^, which becomes clear as 
noise, and n, increases. In Fig. 5.18(e) this is observed in the region 9 >1.2e“ ^, 7  < le “ ,^ and 
in Fig. 5.18(f) in the region under the main cluster with w < le “ .^ The latter shows this diffuse 
region most clearly, with Fig. 5.18(c), Fig. 5.18(e) and Fig. 5.18(f) demonstrating it is resilient 
to noise.
5.5 Discussion
5.5.1 M athem atical M odelling of Gene R egulation
In Section 5.2.5 we investigated several methods of mathematical modelling of gene regulation 
and their ability to reproduce gene expression data. We used a simple network consisting of 
one master gene and seven target genes th a t all display similar gene expression dynamics. Here 
we show tha t two simple linear mathematical models of the interactions between genes are 
comparable for a discrete model and for a continuous model of gene expression. Because of its 
simplicity this discrete method is limited in its ability to fit an arbitrary gene expression profile 
due to intrinsic noise in the data and this methods inability to alter the fine scale nature of the 
expression levels. An alternative continuous method was found to perform much better than 
the discrete method yielding SSEs around 50% less, however required fitting of the regulator 
genes expression profile which adds additional levels of complexity to the set-up and significantly 
reduces the flexibility of its application. In addition we test an ODE model as it can fit any 
expression proflle, allowing greater flexibility over the continuous method, and producing the 
lowest SSE in general for the network. The results here demonstrate the benefit of an ODE 
method over simpler models, despite requiring additional computation to solve the differential 
equations, the results are better in the majority of cases and the set-up is flexible so can be 
applied to any gene expression proflle. Furthermore the ODE model here uses the Hill function 
to model gene regulation making this methodology more biologically plausible than the other 
abstract mathematical interaction functions.
5.5.2 O ptim isation of Gene Regulatory Networks from Expression D ata
The generalised ODE model used in Section 5.2 is then used in Section 5.3 to model the gene 
expression profiles of various sized networks using several optimisation set-ups and comparing 
raw gene expression data to a normalised data set. We demonstrate tha t normalised gene
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expression data leads to better performance with increasing network size due to the reduction 
in the search space in the optimisation process. For the optimisation of all connections together 
in a full network optimisation we find tha t a single objective performs best. The full network 
optimisation however is significantly outperformed by a decoupled optimisation approach, where 
all connections are optimised separately yielding lower discrepancies between the model and the 
expression data.
Here we develop a novel multi-objective set-up for modelling the dynamic behaviour of 
genes in a given network and demonstrate tha t in a decoupled arrangement it can outperform a 
standard single objective approach. Our novel methodology is comparable to the single objective 
case when using raw gene expression data, however when using normalised gene expression data 
it consistently performs better with increasing network size. The improved performance with 
increasing network size occurs from a slight reduction in dimensionality for each connection, 
reduced to four from five variables. Here the small improvements over each connection lead 
to greater performance over larger networks. This novel set-up shows a small dependence with 
increased network size and thus can be applied to large scale network reconstruction problems. In 
addition this methodology in general exhibits little variation over a large number of independent 
simulations and thus provides consistently good solutions to this problem. Our multi-objective 
set-up, despite the complexity of the problem and large search space, does not appear to  suffer 
from local optima.
5.5.3 Network R econstruction
Our multi-objective set-up detailed in Section 5.4 is developed in to a large scale reconstruction 
algorithm tha t is able to utilise biological data and optimisation techniques to reconstruct the 
PhoP network of 911 target genes in the antibiotic producing bacterium Streptomyces coelicolor. 
In addition, we are able to reproduce the gene expression profiles of these genes with this model 
and determine whether the regulation from PhoP is activating or repressive with the m ajority of 
cases agreeing with experimental observations. Furthermore, we have predicted some regulation 
types tha t are currently unknown and can be used to identify possible areas of experimentation 
and show strong consistency between the replicate data sets. Furthermore the results appear 
resilient to noise during the optimisation despite the high dimensionality and complexity of this 
problem coupled with inconsistent levels of ‘intrinsic’ noise within the data sets. The algorithm’s 
ability to deal with noise is demonstrated on the global scale in terms of the ratio of activating
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and repressive connections in Fig. 5.15(a) and Fig. 5.15(b) and also over multiple simulations in 
Fig. 5.16.
Beyond modelling the expression and connectivity of direct targets of PhoP, our method is 
also able to predict intermediate regulators for the indirect targets of PhoP and model their ex­
pression profiles. The predictions of these intermediate regulators are resilient to noise. Fig. C.2, 
however we do observe a difference in the distribution of the reduced sum squared error (SSE^ed) 
when noise is introduced. Fig. 5.16 left and right plots. This is due to the complexity of the 
problem and the optimisation algorithm becoming trapped in local minima. As discussed, the 
presence of a more resilient solution does imply stronger biological plausibility as the mathe­
matically optimal solution does not equate to real world biology. Nature is known to favour 
robustness over optimality [32], evident in the modularity of networks and the existence of net­
work motifs [5, 48] compared to highly specialised networks such as neural networks. Despite 
the lack of an overall consensus of intermediate regulators in the PhoP network. Fig. C.2, the 
results appear promising for future investigations. In present form our algorithm has been able 
to model large scale gene expression data and infer connectivity tha t agrees with experimental 
observations from the literature in most cases and the predictive ability of this algorithm will 
improve with the quality of the data. Currently our method is predicting some potential ‘hub’ 
genes as well as indicating some genes tha t are unlikely to be regulators at all, which is in line 
with biological sparsity, with a few highly connected genes [134]. In addition, the indication 
of genes tha t are not regulators of the DEG (see white bands in Fig. C.2) and Table 5.5 is 
interesting as it can provide biological insight through the absence of a connection.
Although our method has limitations by only considering gene level interactions, we have 
demonstrated its effectiveness at modelling gene expression profiles and reverse engineering 
regulation type and connectivity for a large number of genes. Currently we are not aware of 
another method tha t is able to reconstruct this number of genes, over 900, or th a t uses such 
large time series data, here up to 32 time points, particularly from real experimental data  sets. 
Further developments to our algorithm include new data sets and new organisms, as our method 
is not specific to Streptomyces, and additional levels of biological complexity such as including 
protein-protein interactions and ‘cross-talk’ regulation within the network. Despite large run 
times of 2.5 hours when run on a cluster of 32 cores, our method is beyond the network size 
and number of time points, for real or artificial data, than any known method to date. The 
closest comparison is [146] where authors modelled 31 time points for artificially generated
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data for up to 125 genes taking 9.92 hours over 25 cores. This is already four times as long 
as our method which uses real gene expression data and 7.5 times as many genes. Based on 
the network sizes and runtimes presented in [146], even with the use of parallel programming 
across 25 cores, the network size used here would take around 140 hours, 60 times as long as 
our method. In the event of running on a single core, our method takes 65 hours to complete 
the reconstruction of the full PhoP network of 911 genes, less than half the run time of the 
parallelised method in [146]. Therefore our method reconstructs the largest network known, 
from the largest known time series of real gene expression data and is significantly faster than 
many current methods using much smaller network sizes. We reproduce Fig. 2.7 in Fig 5.19 to 
include our algorithm’s performance on the PhoP network for single core and 32-core parallel 
simulations. Here the runtime is the average run time of 50 simulations. It should be noted 
tha t here we do not refer to the complexity of the models in our comparison. In terms of 
interactions, the most mathematically detailed of the works listed in Fig 5.19 are ODE’s which 
is comparable with this work. For the complexity of the network itself, i.e. how connected 
the network is, those tha t have potentially fully connected networks often use much simpler 
interaction dynamics than here. Of those tha t do use potentially fully connected networks 
and ODE, the two largest network of real data are 17 genes (maximum of 289 connections) 
three times less than in this work and 52 genes (maximum of 2704 connections) which takes 
two orders of magnitude more time to compute. Furthermore, highly connected networks are 
usually inferred from static data resulting in a topological model only. Methods such as these 
may include a higher connectivity complexity than this work, however tha t give no information 
regarding regulation parameterisation, and can not reproduce expression profiles thus are hard 
to validate (at least conceptually) without direct experimental observation. However it should 
be stressed tha t comparisons are for indications only and detailed direct comparisons are not 
possible due to the differences in terms of connectivity, model type (topological or parametrised) 
etc.
Our algorithm infers the connections to the 524 indirect targets of PhoP by assuming th a t the 
control is mediated through one of the 55 direct targets of PhoP. Here we assume tha t there are 
no false positives in the experimental data sets and tha t all regulations in the PhoP network are 
mediated on the gene level. Despite these assumptions we have successfully modelled connections 
in the PhoP network tha t and reproduce the gene expression profiles to a reasonable accuracy. 
We have inferred connectivity in the network tha t agree with experimental observations in
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Figure 5.19: As Fig 2.7 with the inclusion of our algorithm applied to the PhoP network of 
Streptomyces coelicolor on a single core (solid diamond) and 32-cores cluster in parallel (solid 
pentagon).
the majority of cases. In addition our model predicts the connectivity for many unknown 
connections. There is scope for developments to our algorithm for inferring the PhoP network, 
and for the general case, details are discussed in the next Chapter.
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Chapter 6
Discussion and Future Work
The importance of the study of gene regulatory networks (GRNs) has been discussed here 
from the fundamental properties of networks such as the synthesis of network dynamics in 
Chapter 3 and the coupling of small networks to produce more interesting dynamical behaviour 
in Chapter 4, to the reconstruction of regulatory networks from experimental data in Chapter 5. 
W ith much focus on large scale inference and modelling of biological networks, computational 
resources are being pushed to their limits in order to solve some of the most complex problems 
known. However, it is im portant to also investigate the basis of biological systems through 
theoretical studies to build a solid foundation of fundamental biology.
6.1 The Genetic Oscillator and the Toggle Switch
Our theoretical investigations focused on the oscillator and the toggle switch due to  their func­
tional importance in biological systems and ubiquitous presence. When studying the oscillator, 
we compared several equivalent objectives used in an optimisation algorithm to synthesise os­
cillatory dynamics from a three-gene network. We observed tha t the performance of a multiple 
objective configuration of a single objective problem can either enhance or hinder evolutionary 
convergence. Our observations indicate tha t the effect of additional objectives may be depen­
dent on the objective domain. The results in Chapter 3 further imply th a t the outcome, i.e. 
enhancement or hindrance, depends on your ‘starting point’. Here we observed th a t starting 
with a single objective in the time domain, addition of a frequency based objective hindered 
convergence; however, when starting from a frequency domain objective, the system is unable to 
converge to oscillatory solutions without the addition of a time domain objective. We investigate
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objectives with equivalent goals and note a difference in the performance of them individually 
and together.
As the genetic oscillator is present in a number of biological systems, ranging across many 
time scales as in Table 3.1, a tunable oscillator network is vital for generalisation. Thus we 
examine the tunability of the oscillator used in Section 3.3 to determine if it can be generalised 
to many systems. Using several different objective functions, and combinations of them, the 
three-gene oscillator used in this study is not reliably tunable for any desired oscillator period. 
Therefore the genetic oscillator used with the set-up in this study cannot be applied to a generic 
biological system. The tunability of this oscillator may be improved through the use of alterna­
tive objective functions, or an alternative logic function to combine the regulation from the two 
regulatory genes as in [45]. Furthermore, studies have shown tha t the addition of auto-regulation 
can also improve tunability [46]. Additional studies can focus on the inclusion of auto-regulation 
and objective functions to compare the networks ability to synthesis tunable oscillations. Future 
investigations can also study the effect of positive and negative feedback loops in the oscillatory 
system, and the difference, if any, between consistent and inconsistently regulated motifs, see 
Section 3.3.
6.1.1 Coupling Networks
Beyond the synthesis of network dynamics, the theoretical side of our study investigated the 
combination of two simple networks, the toggle switch and the oscillator, to produce richer 
dynamic behaviour. The coupling of these two networks was previously examined by Gonze 
[6 ] in a systematic study of the dynamic behaviour and the parameterisation and bifurcations 
of the coupled model. However, the dynamic behaviour produced in Gonze’s study are the 
result of fine tuning and temporal perturbation of parameters. Here we investigate a similar 
system and used evolutionary algorithm to couple the networks based on an objective function. 
Our methodology produced many of the dynamics observed in Gonze’s study solely based on 
the state of the system and required no external influence once optimised, and is thus a more 
biologically realistic system. The only dynamic set not observed in our study was the periodic 
switch, a dynamic behaviour tha t has been used to model the sleep wake cycle. In Section 4.4 
we demonstrated tha t our set-up is able to produce these dynamics when manually tuned and 
thus an obvious extension of this work would be to determine an objective function th a t can 
generate these dynamics through the optimisation process alone.
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Additionally we investigated the connectivity of the two networks by evolving a random con­
nection between the two. In this study we observed clear connectivity preferences between the 
two networks favouring or avoiding a negative feedback loop depending on the coupling arrange­
ment. The cause of these preferences are as yet unclear and thus require further examination, 
possibly in to other networks with negative feedback loops in order to generalise any findings. 
We did observe the possible existence of a weak bifurcation value in the coupling parameter 
causing a change in the ratio of occurrence of the dynamic behaviour produced by the network. 
This was seen in one of two objective functions and thus additional objectives should also be 
considered to see if this is a property of the system in general or the objective used here.
Future directions for this research, in addition to those mentioned above, include a more 
sophisticated coupling connection between the two motifs. In Gonze [6 ] it was noted th a t the 
form of the coupling was not im portant only the parameterisation, though this has not been 
investigated independently and thus remains to  be verified. Moreover a repressive coupling 
connection should also be considered as this may result in as of yet unknown dynamics. In 
this work the oscillator and the toggle switch were optimised separately then coupled, therefore 
optimisation of the entire coupled system may provide interesting dynamics or insight into the 
relationship between topology and dynamics. Multiple connections between networks may also 
be of interest, particularly a bi-directional connection resulting in a feedback loop between the 
two networks. Further studies can combine other functional networks, such as a bi-fan or feed­
forward loop, or multiple motifs to build even larger coupling networks and examine the role of 
modularity.
6.2 Regulatory modelling
In Chapter 5 we studied the modelling and reconstruction of biological networks from gene 
expression data. As a proof of principal we demonstrate tha t an ODE based model is better 
than simple mathematical models for gene regulation providing better results whilst being more 
biologically realistic. We then compared several optimisation techniques and determined th a t the 
use of normalised data leads to better general performance of gene expression modelling than 
raw gene expression data. We demonstrate tha t a decoupled approach provides significantly 
better models of gene expression than a full network optimisation by reducing the search space. 
Furthermore we develop a multi-objective approach th a t outperforms a standard single objective
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method consistently over increasing network size through small reductions in dimensionality 
aggregated over the network. This technique is consistent in performance resulting in very 
narrow variance distribution over many runs and produces network SSEs at least 10% lower 
than the single objective set-up for large networks. This improvement over the single objective 
method is approximately constant for large networks as seen in Fig. 5.9 and can thus help 
alleviate the complexity of large scale reconstruction problems.
In Section 5.4 we use our multi-objective approach to recreate a large scale reconstruction 
algorithm which we apply to the PhoP network of 911 genes. Our method is able to reproduce 
the gene expression profiles of all 911 genes to a good approximation based on gene regulation 
integrations only. Moreover we are able to predict regulation type, i.e. activating or repressive, 
for all genes and verify many with experimental observations. In addition to modelling 387 direct 
targets of PhoP, we also predict intermediate regulators between PhoP and its 524 indirect 
targets taking a major step towards large scale reconstruction. The reconstructed network 
here is larger than any other known, and by far larger than others based on real experimental 
data. Furthermore our generic reconstruction algorithm can be applied to any system, with no 
restriction on number of genes or time points and thus can be applied to other organisms. We 
utilise data integration techniques to aid the reconstruction, however prior information is not 
essential to the process and can be applied where available. Performance is improved through 
the use of parallel programming to significantly reduce computational run times, which again 
is not essential. Even when computed on a standard PC on a single core our algorithm takes 
only 65 hours, which in the context of this network size and alternative methods described 
in Section 5.5, is fast. We compare and contrast results from replicate data sets from the 
SysMO consortium [196] and show agreement in the majority of cases, though do observe some 
differences th a t are likely due to the differences in the data sets themselves, i.e. expression level, 
noise and number of time points.
Despite modelling such a large network to a good approximation, our algorithm would benefit 
from some additional developments. The inference of the indirect targets of PhoP aspect of our 
method is still in its infancy and provides promising results. Currently this part selects the 
best fit from a subset within the direct targets of PhoP based on prior biological knowledge and 
gene regulations. This process may benefit from additional interaction levels such as protein- 
protein and metabolite interactions as such a large network is likely to contain these forms of 
interactions. This may help improve the consistency of this part of the algorithm as observed in
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Fig. C.2 no overall regulators were predicted over multiple runs. These additions will also enable 
the model to better reflect the biological systems and lead to more plausible results, though this 
can also be the case when using more data sets. As additional data sets become available we can 
compare inferred models and combine data sets to reduce intrinsic noise. Biological plausibility 
can also be improved through the use of additional objectives as discussed in Section 5.3.2 which 
can be integrated in to our algorithm to potentially improve performance.
The progress made signifies a step towards the large scale reconstruction of biological net­
works based on gene expression data for an arbitrary system. Much investigation is still required 
in this area in order to address the issues of biological complexity, while also dealing with com­
putational limitations. Research in this field has been growing over the last decade or so and 
new techniques, methodologies and data sets are constantly becoming available. We must focus 
on data integration and computational techniques, such as parallel programming, to maximise 
the available data and tackle this difficult problem.
138
Appendices
139
A ppendix A
M anuscripts and Acknowledgem ents
A .l Publications and work to be subm itted
Journals Published
1. S. A, Thomas and Y. Jin, “Reconstructing Biological Gene Regulatory Networks: Where 
Optimization Meets Big D ata” , Evolutionary Intelligence, Springer, 2014, (rev iew  p a p e r)  
http://link.springer.eom/article/10.1007/sl2065-013-0098-7
2. S. A. Thomas and Y. Jin, “Evolving Connectivity Between Genetic Oscillators and Switches 
Using Evolutionary Algorithms” , J. Bioinform. GomputBioL, vol. 11, iss. 3:1341001, 2013, 
http: /  /  www.worldscientific.com/doi /  abs/10.1142/S0219720013410011
Conferences Published
1 . S. A. Thomas, Y. Jin, E. Laing and G. Smith, “Reconstructing Regulatory Networks in 
Streptomyces using Evolutionary Algorithm” , UK Workshop on Computational Intelli­
gence, 2013,
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=06651283
2. S. A. Thomas and Y. Jin, “Single and Multi-objective in Silico Evolution of Tunable Ge­
netic” , Conference on Evolutionary Multi-criterion Optimisation (EMC) 2013, Lecture 
Notes in Computer Science, vol. 7811, pp. 696-709, 2013, 
http://link.springer.eom/chapter/10.1007%2F978-3-642-37140-0_52#page-l
3. S. A. Thomas and Y. Jin, “Combining genetic oscillators and switches using evolutionary 
algorithms”. Computational Intelligence in Bioinformatics and Computational Biology 
(CIBCB), IEEE Symposium on, pp. 28-34, 2012, http://www.soft-com puting.de/v3.pdf
140
To be submitted
1. S. A. Thomas, Y. Jin, E. Laing and C. Smith, “Single and multi-objective evolutionary 
algorithms for modelling the gene regulatory network underlying antibiotics production 
in s. coelicolor” . Evolutionary Algorithms in Gene Regulatory Network Research, Wiley 
Book Series on Bioinformatics, Wiley, 2014 (book  c h a p te r)
2 . S. A. Thomas, Y. Jin, E. Laing and C. Smith, “Modelling the PhoP Network in Strepto­
myces coelicolor using Evolutionary Algorithms. PNAS. 2014
141
A ppendix B
Supplem entary Tables
Table B .l: Oscillator gene regulatory networks.
Oscillator name Size Fig. 3.3 REF. Feedback Feed-forward [FFL]
Relaxation 2 Fig. 3.3(a) [50] -
FitzHugh-Nagumo 2 Fig. 3.3(b) [298, 299] -
Meyer-Stryer 2 Fig. 3.3(c) [300] +
Repressilator 3 Fig. 3.3(d) [6 , 46, 253, 254] -
CRM pn 3 Fig. 3.3(e) [45, 80] + , -
IRM pn 3 Fig. 3.3(f) [45, 80] + , -
CRM pp 3 Fig. 3.3(g) [80] + , +
IRM pp 3 Fig. 3.3(h) [80] + , +
Goodwin 3 Fig. 3.3(i) [301] —
-fve and —ve FFL 3 Fig. 3.3(j) [41] - + , -
-five, dual —ve FFL 4 Fig. 3.3(k) [249] — - ,  - ,  +
N  gene —ve feedback N Fig. 3.3(1) [253] —
Table B.2: WhiB sub-network genes identified from [302]. WhiB sub-network genes and their 
functions. Those tha t are produce putative binding DNA proteins can act as regulators in our 
model. * whiE is a locus of 8  genes [303]
SCO # Gene Name Function Reference
3034 whiB sporulation regulatory protein [17, 304]
4543 whiJ Hypothetical protein [17, 302, 304]
4767* whiD putative regulatory protein [17, 304]
5621 whiG RNA polymerase sigma factor WhiG [17, 304]
6029 whil two component regulator [17, 302, 304]
1950 whiA related to sporulation septation [17, 304]
5315 whiE* polyketide cyclase [17, 304]
5316 whiE* acyl carrier protein [17, 302, 304]
5317 whiE* polyketide beta-ketoacyl synthase beta [17, 302, 304]
5318 whiE* polyketide beta-ketoacyl synthase alpha [17, 302, 304]
5321 whiE* polyketide hydroxylase [17, 302, 304]
5819 whiH sporulation transcription factor [17, 304]
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Table B.3: Modelled Gene Regulation. Gene regulation from PhoP determined by the algorithm 
and compared to experimental observations where possible. The list of genes here is generated 
from [17, 18] and a literature search. At least 2  of the data sets agree (< 80%) the same 
regulation type, in many cases all three sets give the same regulation type.
Regulation from PhoP
Gene SysMO 1 SysMO 2 SysMO 3 Related to /  Involved in
SCO0165 -54% -1 0 0 % -1 0 0 % hypothetical protein
SCO0219 -58% -1 0 0 % -1 0 0 % nitrate reductase
SC01384 -1 0 0 % -1 0 0 % -1 0 0 % hypothetical protein
SC01694 + 1 0 0 % + 1 0 0 % + 1 0 0 % hypothetical protein
SC01823 -56% -1 0 0 % -98% integral membrane protein
SC01881 -61% -1 0 0 % -98% secreted protein
SCO2240 + 1 0 0 % + 1 0 0 % + 1 0 0 % membrane protien
SC02431 -80% +96% -1 0 0 % alpha-L-arabinofuranosidase
SCO2650 + 1 0 0 % + 1 0 0 % + 1 0 0 % secreted protein
SC02725 -97% -1 0 0 % -98% lipoprotein
SC03166 + 1 0 0 % + 1 0 0 % +96% membrane transport protien
SC03281 -87% -96% -1 0 0 % hypothetical protein
SC03282 -99% + 1 0 0 % -1 0 0 % hypothetical protein
SC03518 +65% + 1 0 0 % +96% hypothetical protein
SC03856 +83% + 1 0 0 % + 1 0 0 % accelerate the folding of proteins
SC03871 -61% -1 0 0 % -98% decarboxylase
SC03999 +64% + 1 0 0 % +98% lipoprotein
SC04344 -1 0 0 % -1 0 0 % -1 0 0 % transposase
SC04432 + 1 0 0 % + 1 0 0 % + 1 0 0 % hypothetical protein
SC04455 + 1 0 0 % + 1 0 0 % + 1 0 0 % Integral membrane protien
SCO4506 + 1 0 0 % + 1 0 0 % + 1 0 0 % hypothetical protein
SC04635 + 1 0 0 % + 1 0 0 % + 1 0 0 % 508 ribosomal protein
SC04822 -99% -1 0 0 % -1 0 0 % Integral membrane protien
SCO5064 + 1 0 0 % + 1 0 0 % + 1 0 0 % bifucntional protien
SC05533 + 1 0 0 % + 1 0 0 % + 1 0 0 % hypothetical protein
SC05628 + 1 0 0 % + 1 0 0 % + 1 0 0 % Integral membrane protien
SC05632 + 1 0 0 % + 1 0 0 % + 1 0 0 % hypothetical protein
SCO5703 +99% + 1 0 0 % +98% hypothetical protein
SCO5809 -1 0 0 % -1 0 0 % -1 0 0 % hydrolase
SC06396 + 1 0 0 % + 1 0 0 % + 1 0 0 %
SC06534 -81% -1 0 0 % -96% nitrate reductase beta chain NarH
SC06978 + 1 0 0 % + 1 0 0 % + 1 0 0 % carbohydrate kinase
SC07218 + 8 6 % +96% + 1 0 0 % iron transport lipoprotein
SC07822 +99% +98% + 1 0 0 % prolipoprotein diacylglyceryl transferase
SC07826 -1 0 0 % -1 0 0 % -1 0 0 % hypothetical protein
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Table B.4: Pearson’s Correlation VS M utual Information. Pearson’s Correlation and M utual 
Information (200 bins) for Fig. 5.18(b) to Fig. 5.18(f). Also included is the mean values for the 
Pearson’s Correlation and M utual information, with the standard error in the mean quoted in 
parenthesis.
SysMO 1 SysMO 2 SysMO 3
Param. Noise P MI P MI P MI Mean P Mean MI
n 7 0  % 0.03 0.85 0.05 1.25 -0.13 0.94 -0 . 0 2  (0.06) 1 . 0 1  (0 .1 2 )
n 7 1 % 0 . 0 2 0.85 0.09 1 . 1 2 -0.08 1 . 0 2 0.01 (0.05) 1 . 0 0  (0.08)
n 7 5 % 0 . 0 0 1 . 0 0 -0 . 0 1 1 . 0 0 -0.15 0.94 -0.06 (0.05) 0.98 (0.02)
n 7 1 0 % -0 . 1 0.94 -0.13 1.17 -0.27 0.9 -0.17 (0.05) 1.00 (0.09)
n e 0  % 0.05 0.61 0.09 1 . 0 0 0 . 0 2 0.73 0.05 (0.02) 0.78 (0.11)
n e 1 % 0.06 0.54 0 . 1 2 0 . 8 0 . 0 1 0 . 8 0.06 (0.03) 0.71 (0.09)
n e 5 % 0.08 0.7 0 . 1 2 0.73 0 . 0 1 0.78 0.07 (0.03) 0.73 (0.02)
n e 1 0 % 0.14 0.81 0 . 1 1 0.63 0.08 0.78 0 . 1 1  (0 .0 2 ) 0.74 (0.05)
n LO 0 % 0.04 0.96 0 . 0 2 0.7 -0.08 0.99 0.00 (0.04) 0.88 (0.09)
n LO 1  % 0 . 0 1 0.94 -0 . 0 1 1.13 -0.05 0.58 -0 . 0 1  (0 .0 2 ) 0.89 (0.16)
n LO 5 % 0 . 0 0 1 . 2 1 -0 . 0 1 0.92 -0 . 1 0 . 8 6 -0.04 (0.03) 1 . 0 0  (0 .1 1 )
n LO 1 0  % -0.07 1 . 1 2 -0.08 1.26 -0 . 1 1 1.07 -0.09 (0.01) 1.15 (0.06)
e 7 0  % 0.14 0.7 0 . 0 1 1.09 0.07 0.97 0.07 (0.04) 0.92 (0.12)
e 7 1 % 0 . 1 0.7 -0 . 0 2 0.98 0 . 0 0 0.92 0.03 (0.04) 0.87 (0.09)
0 7 5 % 0.04 0.57 0 . 0 0 0.63 0 . 0 1 0.78 0 . 0 1  (0 .0 1 ) 0 . 6 6  (0.06)
e 7 1 0 % 0 . 0 1 0.72 -0.06 0.62 -0 . 0 2 0.55 -0.03 (0.02) 0.63 (0.05)
LO 7 0 % 0.18 1.33 0.09 0 . 8 6 0.32 1.33 0.2 (0.07) 1.17 (0.16)
LO 7 1 0  % 0.06 0.81 0.14 1.48 0.26 0.81 0.15 (0.06) 1.03 (0.22)
LO 7 5 % 0 . 1 2 0.71 0.18 0.89 0.33 0.93 0 . 2 1  (0.06) 0.85 (0.07)
LO 7 1 0 % 0.19 0.77 0.19 1.29 0.17 0.97 0.18 (0 .0 1 ) 1.01 (0.15)
LO 0 0  % 0 . 1 0.78 0.08 0.59 0.05 1 . 0 0 0.08 (0 .0 1 ) 0.79 (0.12)
LO 0 1 % 0.06 0.81 0.08 1 . 0 1 0.05 0.52 0.07 (0.01) 0.78 (0.14)
LO 0 5 % 0 . 1 2 0.71 0.05 0.54 0.09 0.64 0.09 (0.02) 0.63 (0.05)
LO 0 1 0  % 0.19 0.77 0.13 0 . 6 8 0.13 0.72 0.15 (0.02) 0.73 (0.02)
Table B.5: Mode of regulation for the 55 direct targets of PhoP as determined from the replicate 
data sets. Here +  indicates positive (activating) regulation and — indicates negative (inhibitory) 
regulations when observed in at least 70% of simulations. Cases where a regulation modes are 
observed in less than 70% of simulations are left blank. The final column lists a when the 
same regulation mode is determined from at least two of the data sets.
SCO-number SysMO 1 SysMO 2 SysMO 3 Observed in more than one set
SCO0166 - -
SCO0233 + -
SCO0255 + - +
SCO0772 - - - V
SCO1078 - - -
SC01276 + + +
Continued on next page
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Table B.5 -  Continued from previous page
SC01488 - - - vX
SC01748 + -
SCO2013 - - -
SC02639 + -
SC02686 -
SC02738 + + -
SC02739 + -
SC02811 - -
SC02928 + -
SCO3034 - - V
SCO3067 - - -
SC03217 + + +
SC03423 - -
SC03664 - -
SC03691 + - +
SC03731 -
SC03943 - + -
SC04156 - -
SC04228 + + +
SC04421 + -
SC04425 + + +
SC04454 - - -
SCO4505 - - -
SC04678 +
SC04679 - -
SC04836 + -
SC04996 + - +
SC05100 - - V
SCO5190 +
SCO5405 - - - V
Continued on next page
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SC05427 + +
SC05518
SC05692 +
SC05755 - -
SC05921 -
SC06144 - + -
SC06159 -
SC06169 + + -
SC06235 +
SC06239 + + +
SC06265 - - -
SCO6808 + + +
SC06812 - - -
SC06836 -
SCO7502 - - -
SC07727 +
SC07753 - -
SC07754 + - -
SC07817 + +
Table B.6 : Mode of regulation for the 332 direct targets of PhoP as determined from the replicate 
data sets. Here +  indicates positive (activating) regulation and — indicates negative (inhibitory) 
regulations when observed in at least 70% of simulations. Cases where a regulation modes are 
observed in less than 70% of simulations are left blank. The final column lists a \Xwhen the 
same regulation mode is determined from at least two of the data sets.
SCO-number SysMO 1 SysMO 2 SysMO 3 Observed in more than one set
SC00033 + +
SC00106 -
SC00108 + +
SCO0165 - -
SCO0219 - -
Continued on next page
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SCO0347 - - -
SCO0434 + -
SCO0535 - +
SCO0551 - +
SCO0771 + +
SCO0969 - +
SC01009 -
SCOlOlO -
SC01020 - - -
SCO1055 - +
SCO1091 -
SCO1092 + + +
SC01151 -
SC01152 - +
SC01189 - - -
SCO1209 - - -
SC01327 -
SC01332 - -
SC01333 - -
SC01384 - - -
SC01389 + + +
SC01392 + + +
SC01393
SC01394 +
SC01438 +
SC01565 - - +
SC01566 - -
SC01633 + + +
SCO1640 +
SC01649 + + +
Continued on next page
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SC01676 - +
SC01689 - - -
SC01694 + + +
SCO1710 - -
SC01753 + + +
SC01754 +
SC01761 - - -
SC01791 - - -
SC01792 - -
SC01793 - -
SC01823 - -
SC01826 + -
SC01834 + + +
SC01835 -
SCO1840 - - -
SC01841 - -
SC01844 - - -
SC01845 + - +
SC01851 - -
SC01881 - -
SCO1903 - + - V
SC01967 - + -
SC01968 - - - V
SCO2062 + + V
SCO2064 +
SCO2130 - -
SC02197 - -
SC02198 + -
SCO2202 - - +
SCO2210 + + +
Continued on next page
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SCO2240 + + +
SC02311 - - -
SC02351 - -
SCO2370 - -
SCO2405
SC02428 - -
SC02431 - + -
SC02446
SCO2460 +
SC02494 - -
SC02532 - - -
SC02566 - -
SC02569 - - -
SC02594 + +
SCO2604 + + +
SC02627 + +
SC02628 + .+ +
SCO2640 - - -
SCO2650 + + +
SC02687 - + +
SC02692 +
SC02724 - -
SC02725 - - -
SCO2740 + -
SC02764 - +
SC02765 + + +
SCO2790 +
SC02791 - -
SC02812 - -
SC02818 -
Continued on next page
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SC02823 + + +
SC02853 - + - V
SC02854 + + + V
SC02884 - - -
SC02898 + +
SC02915 +
SC02921 + + +
SC02927 - +
SC02971 -
SC03001 + + -
SC03002 - -
SC03040 + + +
SCO3041
SC03060 + + +
SCO3061 - +
SCO3120 - -
SC03121 - -
SC03122 - - -
SC03123 - - -
SC03137 - + -
SC03152 + +
SC03166 + + +
SC03172
SC03262 - -
SC03281 - - -
SC03282 - - -
SC03289 - -
SC03331 + + y
SC03333 -
SCO3350 - - - y
Continued on next page
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SC03366 - - - y
SC03373 - - - y
SC03400 + -
SC03421 + + - y
SC03422 - - - y
SC03425 -
SCO3510 -
SC03518 + + y
SCO3520 + + y
SC03541 + + + y
SC03594 + + + y
SC03595 - - - y
SCO3607 -
SC03662 + + y
SC03663 + + + y
SC03761 + + y
SCO3807 - - y
SCO3808 - - - y
SC03851 -
SC03852 - - y
SC03856 + + + y
SC03862 - - - y
SC03863 +
SC03871 - - y
SC03878 - - y
SC03883 + + y
SC03924 +
SC03941
SC03942 - - y
SC03946 + + y
Continued on next page
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SC03992 +
SC03999 + +
SCO4012 - - -
SCO4013 - -
SCO4046 - - y
SCO4067 - +
SCO4093 -
SC04119
SC04129 - - y
SC04132 - - y
SCO4140 - - y
SC04142 - - y
SC04145 - + - y
SC04218
SC04229 + + y
SCO4240 +
SC04253 - - y
SCO4280 - - y
SC04339 + + y
SCO4340 -
SC04342 - - - y
SC04343 - + - y
SC04344 - - - y
SC04345 +
SC04352 + + + y
SC04353 - +
SC04382 - - - y
SCO4403 - + - y
SCO4404 - - - y
SC04419
Continued on next page
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SCO4420 +
SC04422 - +
SC04431 +
SC04432 + + +
SC04455 + + + y
SCO4506 + + y
SC04548 - - y
SC04583
SC04635 + + + y
SC04677 + + + y
SCO4710 - - - y
SC04711 +
SC04723 - - y
SC04800 -
SC04822 - - - y
SC04823 + -
SC04835 - +
SC04858 + + y
SC04873 + -
SC04874 - - - y
SC04876 -
SC04878 - - y
SC04879 -
SC04913 - +
SC04916 -
SC04917 +
SC04948 -
SCO5063 - +
SCO5064 + + y
SC05114 + -
Continued on next page
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SC05177 + -
SC05300 - - - y
SC05354 + + - y
SC05365 - - - y
SC05366 - +
SC05396 - - y
SC05398 -
SC05399 - - - y
SC05423 + + + y
SCO5430
SC05431 - - - y
SC05432 - - - y
SC05435 - - - y
SC05444 - - - y
SC05446 - +
SC05447 - - y
SC05476 - - - y
SC05484
SCO5509 -
SC05529 -
SC05533 + + + y
SC05534 + + + y
SC05578 + + + y
SC05628 + + + y
SC05632 + + + y
SC05639 + + + y
SC05641 + + y
SC05689 + + + y
SCO5703 + + + y
SC05728 - +
Continued on next page
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SC05742 - - y
SC05743 -
SC05746 - - y
SC05777 -
SCO5809 - - - y
SC05822 +
SC05833 - - y
SCO5904 -
SCO5907 - - - y
SCO5908 - - y
SCO5909 - - - y.
SCO5910 + + y
SC05922 +
SC05999 - - - y
SC06004 +
SCO6032
SC06145 -
SC06158 - - - y
SCO6180 - - y
SC06232 - - y
SC06268 + + + y
SC06271 +
8CO6303 - + - y
SC06319 -
SC06396 + + + y
SC06445 - - y
SC06473
SC06491 - - - y
SCO6503 - - y
SC06534 - - - y
Continued on next page
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SC06546 - - y
SC06579 - - - y
SC06612 - - y
SC06613 + + - y
SCO6702 - - + y
SC06811 +
SC06817 - - - y
SC06819 - - - y
SC06835 - - y
SC06900 - - - y
SC06978 + + + y
SC07007 - - y
SC07008 - - - y
SCO7011 - +
SCO7018 -
SC07020 - + - y
SCO7031 -
SCO7047
SC07080 + -
SCO7101 +
SC07126 + + + y
SC07135 -
SC07136 -
SC07171 - - y
SC07174 +
SCO7180 - +
SC07181 - + - y
SC07218 + + + y
SCO7240 - - y
SC07253 -
Continued on next page
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SC07263 + + - y
SC07311 + + y
SC07339 + + + y
SCO7407 +
SCO7450 + + + y
SC07476 - - - y
SC07500 - + + y
SC07547
SC07593 - - - y
SC07627 -
SC07686 + + + y
SC07728 - +
SC07743 +
SC07744 - - y
SC07774 + + y
SC07781 -
SCO7790 + + + y
SCO7804
SCO7805 -
SC07811 +
SC07818 -
SC07822 + + + y
SC07823 + + y
SC07826 - - - y
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Appendix C
Supplem entary Figures
Entries (Millions) 
Base Pairs (Billions)
6.0
4.0
2.0
0.0
1995 2000 2005 2010
Figure C.l: Number of entries to GenBank database and base pairs contained, which doubles 
every 18 months [118]. Note the solid line is in units of millions and the dotted line is in units 
of billions.
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SysMO 1 SysMO 2 SysMO 3
0% Noise
1% Noise
5% Noise
10% Noise
0 3 0
50
03 0
03 0
Figure C.2; Predicted regulators of differentially expressed genes (indirect targets of phoP) and 
robustness to noise. Plots are matrices of occurrence of the DEG (x-axis) being regulated by 
DNA-binding protein encoding gene (y-axis) from 50 independent simulations. Columns from 
left to right are for the SysMO 1, 2  and 3 data sets, and rows from top to bottom  are for 
the levels of noise in the optimisation process for 0%, 1%, 5% and 10%. Note this figure is to 
illustrate the robustness of inference from each data set to noise in the optimisation stage and 
not for detailed analysis.
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