A fundamental problem in statistical parsing is the choice of criteria and algorithms used to estimate the parameters in a model. The predominant approach in computational linguistics has been to use a parametric model with some variant of maximum-likelihood estimation. The assumptions under which maximum-likelihood estimation is justified are arguably quite strong. As an alternative, we propose algorithms based on distribution-free analysis. We describe two algorithms based on these methods. The first uses boosting algorithms to rerank the output of an existing statistical parser. The second method uses the Perceptron or Support Vector Machine algorithms.
Introduction
A fundamental problem in statistical parsing is the choice of criteria and algorithms used to estimate the parameters in a model. The predominant approach in computational linguistics has been to use a parametric model with maximum-likelihood estimation, usually with some method for "smoothing" parameter estimates to deal with sparse data problems. Methods falling into this category include generative models such as Probabilistic Context-Free Grammars and Hidden Markov Models, Maximum Entropy models for tagging and parsing, and recent work on Markov Random Fields.
The first part of this paper discusses the statistical theory underlying various parameter-estimation methods. The assumptions under which maximum-likelihood estimation is justified are arguably quite strong -namely, that the structure of the process that generated the data is known (for example, maximum likelihood estimation for PCFGs is justified providing that the data was actually generated by a PCFG). In contrast, work in computational learning theory has concentrated on models with the weaker assumption that training and test examples are generated from the same distribution, but that the form of the distribution is unknown: in this sense the results hold across all distributions and are called "distribution-free". The result of this work -which goes back to results in statistical learning theory by Vapnik and colleagues, and to work within Valiant's PAC model of learning -has been an explosion of algorithms and theory which provide radical alternatives to parametric maximum-likelihood methods. These algorithms are appealing in both theoretical terms, and in their impressive results in many experimental studies.
The second part of the paper discusses two parsing methods based on distribution-free training methods. The first uses boosting algorithms to rerank the output of an existing statistical parser. The second method uses the Perceptron or Support Vector Machine algorithms; a key insight is that these algorithms allow representation of parse trees through "kernels" -the paper discusses how the kernel trick can be used to give polynomial time algorithms for models with an exponential number of parameters, such as a representation tracking all subtrees of a tree (as in the DOP1 model for parsing [Bod 1998 ]). Θ = flog p(r 1 ); log p(r 2 ) : : : log p(r n )g. If c(T; r) is the number of times rule r is seen in a tree T, then the "probability" of a tree T can be written as P(TjΘ) = Y r2R p(r) c(T;r) or equivalently log P(TjΘ) = X r c(T; r) log p(r) = (T ) Θ where we define (T ) to be an n-dimensional vector whose i'th component is c(T; r i ). [Booth and Thompson 1973] give conditions on the weights which ensure that P(TjΘ) is a valid probability distribution over the set T , in other words that P T2T P(TjΘ) = 1, and 8T 2 T , P(TjΘ) 0. The main condition is that the parameters define conditional distributions over the alternative ways of rewriting each non-terminal symbol in the grammar. Formally, if we use R( ) to denote the set of rules whose left hand side is some non-terminal , then 8 2 N; P r2R( ) p(r) = 1 and 8r 2 R( ); p(r) 0. Thus the weight associated with a rule ! can be interpreted as a conditional probability P( j ) of rewriting as (rather than any of the other alternatives in R( )).
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We can now study how to train the grammar from a training sample of trees. Say there is a training set of trees fT 1 ; T 2 : : : T m g. The log-likelihood of the training set given parameters Θ is L(Θ) = P j log P(T j jΘ). The maximum-likelihood estimates are to takeΘ = arg max Θ2Ω L(Θ), where Ω is the set of allowable parameter settings (i.e., the parameter settings which obey the constraints in [Booth and Thompson 1973] ). It can be proved using constrained optimization techniques (i.e., using Lagrange multipliers) that the maximumlikelihood estimate for the weight of a rule r = ! is p( ! ) = P j c(T j ; ! )= P j c(T j ; ) (here we overload the notation c so that c( ) is the number of times non-terminal is seen in T). So "learning" in this case involves taking a simple ratio of frequencies to calculate the weights on rules in the grammar.
So under what circumstances is maximum-likelihood estimation justified? Say there is a true set of weights Θ , which define an underlying distribution P(TjΘ ), and that the training set is a sample of size m from this distribution. Then it can be shown that as m increases to infinity, then with probability 1 the parameter estimatesΘ converge to the "true" parameter values Θ . To illustrate the deficiencies of PCFGs, we give a simple example. Say we have a random process which generates just 3 trees, with probabilities fp 1 ; p 2 ; p 3 g, as shown in figure 1(a). The training sample will consist of a set of trees drawn from this distribution. A test sample will be generated from the same distribution, but in this case the trees will be hidden, and only the surface strings will be seen (i.e., haaaai, haaai and hai with probabilities p 1 ; p 2 ; p 3 respectively). We would like to learn a weighted CFG with as small error as possible on a randomly drawn test sample.
As the size of the training sample goes to infinity, the relative frequencies of trees fT 1 ; T 2 ; T 3 g in the training sample will converge to fp 1 ; p 2 ; p 3 g. This makes it easy to calculate the rule weights that maximum-likelihood estimation converges to -see figure 1(b). We will call the PCFG with these asymptotic weights the asymptotic PCFG. Notice that the grammar generates trees never seen in training data, shown in figure 1(c). The grammar is ambiguous for strings haaaai (both T 1 and T 4 are possible) and haaai (T 2 and T 5 are possible). In fact, under certain conditions T 4 and T 5 will get higher probabilities under the asymptotic PCFG than T 1 and T 2 , and both strings haaaai and haaai will be misparsed. Figure 1(d) shows the distribution of the asymptotic PCFG over the 8 trees when p 1 = 0:2; p 2 = 0:1 and p 3 = 0:7. In this case both ambiguous strings are misparsed by the asymptotic PCFG, resulting in an expected error rate of (p 1 + p 2 ) = 30% on newly drawn test examples. This is a striking failure of the PCFG when we consider that it is easy to derive weights on the grammar rules which parse both training and test examples with no errors.
2 On this example there exist weighted grammars which make no errors, but the maximum likelihood estimation method will fail to find these weights, even with unlimited amounts of training data. 1 [Booth and Thompson 1973] also give a second, technical condition on the probabilities p(r), which ensures that the probability of a derivation halting in a finite number of steps is 1.
2 Given any finite weights on the rules other than B ! a, it is possible to set the weight B ! a sufficiently low for T 1 and T 2 to get higher scores than T 4 and T 5 . 
Theory
This section introduces a general framework for supervised learning problems. There are several books [Devroye et. al 1996; Vapnik 1998; Cristianini and Shawe-Taylor 2000] which cover the material in detail. We will use this framework to analyze both parametric methods (PCFGs, for example), and the distribution-free methods proposed in this paper. We assume the following:
An input domain X and an output domain Y. The task will be to learn a function mapping X to Y. In parsing, X is a set of possible sentences and Y is a set of possible trees. There is some underlying probability distribution D(x; y) over X Y. The distribution is used to generate both training and test examples. It is an unknown distribution, but it is constant across training and test examples.
There is a loss function L(y;ŷ) which measures the cost of proposing an outputŷ when the "true" output is y.
A commonly used cost is the 0-1 loss L(y;ŷ) = 0 if y =ŷ, and L(y;ŷ) = 1 otherwise. We will concentrate on this loss function in this paper.
Given a function h from X to Y, its expected loss is Er(h) = P x;y D(x; y)L(y; h(x)). Under 0-1 loss this is the expected proportion of errors that the hypothesis makes on examples drawn from the distribution D. We would like to learn a function whose expected loss is as low as possible -Er(h) is a measure of how successful a function h is. Unfortunately, because we do not have direct access to the distribution D, we cannot explicitly calculate the expected loss of a hypothesis.
The training set is a sample of m pairs f(x 1 ; y 1 ); : : : ; (x m ; y m )g drawn from the distribution D. This is the only information we have about D. The empirical loss of a function h on the training sample iŝ
A useful concept is the Bayes Optimal hypothesis, which we will denote as h B . It is defined as h B (x) = arg max y2Y D(x; y). The Bayes optimal hypothesis simply outputs the most likely y under the distribution D for each input x. It is easy to prove that this function minimizes the expected loss Er(h) over the space of all possible functions -the Bayes optimal hypothesis cannot be improved upon. Unfortunately, in general we do not know D(x; y), so the Bayes optimal hypothesis, while useful as a theoretical construct, cannot be obtained directly in practice. Given that the only access to the distribution D(x; y) is indirect, through a training sample of finite size m, the learning problem is to find a hypothesis whose expected risk is low, using only the training sample as evidence.
Parametric Models
Parametric models attempt to solve the supervised learning problem by explicitly modeling either the joint distribution D(x; y) or the conditional distributions D(yjx) for all x.
In the joint distribution case, there is a parameterized probability distribution P(x; yjΘ). As the parameter values Θ are varied the distribution will also vary. The parameter space Ω is a set of possible parameter values for which P(x; yjΘ) is a well-defined distribution (i.e., for which P x;y P(x; yjΘ) = 1).
A crucial assumption in parametric approaches is that there is some Θ 2 Ω such that D(x; y) = P(x; yjΘ ).
In other words, we assume that D is a member of the set of distributions under consideration. Now say we have a training sample f(x 1 ; y 1 ) : : : (x m ; y m )g drawn from D(x; y). A common estimation method is to set the parameters to the maximum-likelihood estimates,Θ = arg max P i log P(x i ; y i jΘ). Under the assumption that D(x; y) = P(x; yjΘ ) for some Θ 2 Ω, for a wide class of distributions it can be shown that P(x; yjΘ) converges to D(x; y) in the limit as the training size m goes to infinity. Because of this, if we consider the functionĥ(x) = arg max y2Y P(x; yjΘ), then in the limitĥ(x) will converge to the Bayes optimal function h B (x) . So under the assumption that D(x; y) = P(x; yjΘ ) for some Θ 2 Ω, and with infinite amounts of training data, the maximum-likelihood method is provably optimal.
Methods which model the conditional distribution D(yjx) are similar. The parameters now define a conditional distribution P(yjx; Θ). The assumption is that there is some Θ such that 8x; D(yjx) = P(yjx; Θ ). Maximum-likelihood estimates can be defined in a similar way, and in this case the function h(x) = arg max y2Y P(yjx;Θ) will converge to the Bayes optimal function h B (x) as the sample size goes to infinity.
An Overview of Distribution-Free Methods
From the arguments in the previous section, parametric methods are optimal providing that the distribution generating the data is in the class of distributions being considered. But what happens if this assumption is violated? In this case there are no guarantees on the expected error rate of the maximum-likelihood method. The example in section 3 shows how maximum-likelihood estimation can be badly mislead when the distribution generating the data is not in the class being considered. This paper proposes alternatives to maximum-likelihood methods which give theoretical guarantees without making the assumption that the distribution generating the data comes from some predefined class. The only assumption is that the same distribution generates both training and test examples. These methods also provide bounds on how many training samples are required for learning, dealing with the case where there is only a finite amount of training data. Thus the methods address a second weakness of the parametric approach: the guarantees of ML estimation are asymptotic, holding only in the limit as the training data size goes to infinity.
A crucial idea in distribution-free learning is that of a hypothesis space. This is a set of functions under consideration, each member of the set being a function h : X ! Y. For example, in weighted context-free grammars the hypothesis space is H = fh Θ (x) = arg max y2G(x) (x; y) Θ : Θ 2 < n g. So each possible parameter setting defines a different function from sentences to trees, and H is the infinite set of all such functions as Θ ranges over the parameter space < n . Learning is then usually framed as the task of choosing a "good" function in H on the basis of a training sample as evidence. Recall the definition of the expected error of a hypothesis Er(h) = P x;y D(x; y)L(y; h(x)).
We will use h to denote the "best" function in H by this measure, h = arg min h2H Er(h) = arg min h2H P x;y D(x; y)L(y; h(x)). A first learning method to study is as follows. Given a training sample (x i ; y i ) for i = 1 : : : m, the method simply chooses the hypothesis with minimum empirical error, that iŝ h = arg min h2HÊ r(h) = arg min h2H 1 m P i L(y i ; h(x i )). This strategy is called "Empirical Risk Minimization" by Vapnik [Vapnik 1998 ]. Two questions which arise are:
In the limit, as the training size goes to infinity, does the error of the ERM method Er(ĥ) approach the error of the best function in the set, Er(h ), regardless of the underlying distribution D(x; y)? In other words, is this method of choosing a hypothesis always consistent?
The answer to this depends on the nature of the hypothesis space H. For finite hypothesis spaces the ERM method is always consistent. For many infinite hypothesis spaces, such as the weighted grammar example above, the method is also consistent. However, some infinite hypothesis spaces can lead to the method being inconsistent -specifically, if a measure called the VC dimension [Vapnik 1998 ] of H is infinite, the ERM method may be inconsistent. Intuitively, the VC dimension can be thought of as a measure of the complexity of an infinite set of hypotheses.
If the method is consistent, how quickly does Er(ĥ) converge to Er(h )? In other words, how much training data is needed to have a good chance of getting close to the best function in H? We will see in the next section that the convergence rate depends on various measures of the "size" of the hypothesis space. For finite sets, the rate of convergence depends directly upon the size of H. For infinite sets, several measures have been proposed -we will concentrate on rates of convergence based on a concept called the margin of a hypothesis on training examples.
Convergence Results for Hyperplane Classifiers
This section describes analysis applied for binary classifiers, where the set Y = f?1; +1g. We consider hyperplane classifiers, where a linear separator in some feature space is used to separate examples into the two classes. Hyperplane classifiers go back to one of the earliest learning algorithms, the Perceptron algorithm [Rosenblatt 1958 ]. There has been a large amount of effort devoted to the theory of hyperplane classifiers. They are similar to the linear models for parsing we proposed in section 2 (in fact the framework of section 2 can be viewed as a generalization of hyperplane classifiers). We will initially review some results applying to linear classifiers, and then discuss how various results may be applied to parsing.
We will discuss a hypothesis space of n-dimensional hyperplane classifiers, defined as follows:
Each instance x is represented as a vector (x) in < n . For given parameter values Θ 2 < n and a bias parameter b 2 <, the output of the classifier is h Θ;b (x) = sign ? (x) Θ + b where sign(z) is +1 if z 0, ?1 otherwise. There is a clear geometric interpretation of this classifier. The points (x) are in n-dimensional Euclidean space. The parameters Θ; b define a hyperplane through the space, the hyperplane being the set of points z such that (z Θ + b) = 0. This is a hyperplane with normal Θ, at distance b=jjΘjj from the origin. This hyperplane is used to classify points: all points falling on one side of the hyperplane are classified as +1, points on the other side are classified as ?1. The hypothesis space is the set of all hyperplanes, H = fh Θ;b (x) : Θ 2 < n ; b 2 <g.
It can be shown that the ERM method is consistent for hyperplanes, through a method called VC analysis [Vapnik 1998 ]. We will not go into details here, but roughly speaking, the VC-dimension of a hypothesis space is a measure of its size or complexity. A set of hyperplanes in < n has VC dimension of (n + 1). For any hypothesis space with finite VC dimension the ERM method is consistent.
An alternative to VC-analysis is to analyse hyperplanes through properties of "margins" on training examples.
First consider the case where a training sample f(x 1 ; y 1 ) : : : (x m ; y m )g is "linearly separable" -there is a hyperplane which achieves 0 errors on the training data. Then for each hyperplane with 0 error (there will in general be more than one), the margin on the training set for hyperplane h Θ;b is defined as 
3 jjΘjj is the Euclidean norm,
The margin Θ;b has a simple geometric interpretation: it is the minimum distance of any training point to the hyperplane defined by Θ; b. The bound is minimized for the hyperplane with maximum margin (i.e., maximum value for Θ;b ) on the training sample. This bound suggests that if the training data is separable, the hyperplane with maximum margin should be chosen as the hypothesis with the best bound on its expected error. It can be shown that the maximum margin hyperplane is unique, and can be found efficiently using algorithms described in section 5.2. Search for the maximum-margin hyperplane is the basis of "Support Vector Machines" (hard-margin version) [Vapnik 1998 ]. The previous theorem does not apply when the training data cannot be classified with 0 errors by a hyperplane.
There is, however, a similar theorem that can be applied in the non-separable case. First, defineL(h Θ;b ; ) to be the proportion of examples on training data with margin less than for the hyperplane h Θ;b :
The following theorem can now be stated: This result is important in cases where a large proportion of training samples can be classified with relatively large margin, but a relatively small number of outliers make the problem inseparable, or force a small margin. The result suggests that in some cases a few examples are worth "giving up on", resulting in the first term in the bound being larger than 0, but the second term being much smaller due to a larger value for . The soft margin version of Support Vector Machines [Cortes and Vapnik 1995] , described in section 5.2, attempts to explicitly manage the trade-off between the two terms in the bound. A similar bound, due to [Schapire et al. 1998 ], involves a margin definition which depends on the 1-norm rather than the 2-norm of the parameters Θ (jjΘjj 1 is the 1-norm, P j jΘ j j):
Theorem 3 [Schapire et al. 1998 ] Assume the hypothesis class H is a set of hyperplanes in < n , and that there is some distribution D(x; y) generating examples. For all h Θ;b 2 H, for all > 0, with probability at least 1 ? over the choice of training set of size m drawn from D,
This bound suggests a strategy that keeps the 1-norm of the parameters low, while trying to classify as many of the training examples as possible with large margin. It can be shown that the AdaBoost algorithm [Freund and Schapire 1997] is an effective way of achieving this goal; its application to parsing is described section 5.3. 
Application of Margin Analysis to Parsing
We now consider how the theory for hyperplane classifiers might apply to the linear models for parsing described in section 2. The method for converting parsing to a margin-based problem is very similar to the method for ranking problems described in [Freund et al. 1998 ]. As a first step, we can define the concept of margin on the training set, which is analogous to the definition in Eq. 2 of the margin for hyperplane classifiers:
The margin on the training set is now the minimum difference between the correct tree for a sentence and the next highest scoring tree for that sentence. The first SVM algorithm described in section 5.2 searches for the parameter values which give the maximum value for Θ .
The bounds in theorems 2 and 3 suggested a tradeoff between keeping the values forL(h Θ;b ; ) andL 1 (h Θ;b ; ) low and keeping the value of high. For parsing, we suggest the following analogous terms toL andL 1 :
The algorithms described in section 5 attempt to find a hypothesis Θ which can achieve low values for these quantities with a high value for . The algorithms are direct modifications of algorithms for learning hyperplane classifiers for binary classification. The bounds in theorems 2 and 3 do not apply to the parsing case, but it is likely that similar theorems apply -we leave this to future work. Theorem 6 of [Schapire et al. 1998 ] treats a similar case to the parsing example, and it is likely that this this proof holds for the parsing set-up.
Algorithms

A Variant of the Perceptron Algorithm for Parsing
The first algorithm for setting the parameter values Θ is the perceptron algorithm, as introduced by [Rosenblatt 1958 ]. Figure 2 shows the algorithm. Note that the main computational difficulty is in calculating y = h Θ (x i )
for each example in turn. For weighted context-free grammars this step can be achieved in polynomial time using the CKY parsing algorithm. Thus for the weighted CFG representation, the perceptron algorithm is relatively efficient. Other representations may have to rely on explicitly calculating (x i ; z) Θ for all z 2 G(x i ), and hence depend computationally on the number of candidates jG(x i )j for i = 1 : : : m.
It is useful to define the maximum-achievable margin on a separable training set as = max Θ2< n Θ = max Θ2< n min i;y2G(xi);y6 =yi (xi;yi) Θ? (xi;y) Θ jjΘjj . The following theorem can then be stated: Theorem 4 (Simple modification of theorem from [Block 1962; Novikoff 1962] , see also [Freund and Schapire 1999] ). Let f(x 1 ; y 1 ) : : : (x n ; y n )g be a sequence of examples such that 8i; 8y 2 G(x i ); jj (x i ; y i ) ? (x i ; y)jj R. Assume the sequence is separable, and take to be the maximum achievable margin on the sequence. Then the number of mistakes made by the perceptron algorithm on this sequence is at most (R= ) 2 .
Proof: Simple modification of the proof by [Block 1962; Novikoff 1962 ], see also [Freund and Schapire 1999] .
This theorem implies that if the training sample in figure 2 is separable, and we iterate the algorithm repeatedly over the training sample (i.e., T ! 1), then the algorithm converges to a parameter setting that classifies the training set with zero errors. Thus we now have an algorithm for training weighted context-free grammars which will find a zero error hypothesis if it exists. For example, the algorithm would find a weighted grammar with zero expected error on the example problem in section 3.
Support Vector Machines
Now consider search for the maximum margin hyperplane, the hypothesis Θ with maximum value for Θ (Eq. 5).
It can be shown [Vapnik 1998 ] that the parameter values which give the maximum-margin solution can be found by minimizing jjΘjj 2 subject to the constraints 8i; 8y 2 G(x i ) s.t. y 6 = y i ; (x i ; y i ) Θ ? (x i ; y) Θ 1.
Thus there are
Next, consider search for a hypothesis Θ which has a low value ofRL(h Θ ; ) (Eq. 6) for some relatively large value of . [Cortes and Vapnik 1995] suggest the following constrained optimization problem: minimize jjΘjj 2 + C P i;y2G(xi);y6 =yi (i; y) subject to the constraints 8i; 8y 2 G(x i ) s.t. y 6 = y i ; (x i ; y i ) Θ ? (x i ; y) Θ 1 ? (i; y). Here (i; y) are a set of "slack variables". Any examples (i; y) with (i; y) = 0 are classified with at least a margin of 1=jjΘjj; any examples with a positive-valued slack variable are classified with a margin less than 1=jjΘjj. The variable C is a constant which manages the balance between keeping jjΘjj 2 small and the slack variables small. As C ! 1, the problem becomes the same as the hard-margin SVM problem, and the method attempts to find a hyperplane which correctly separates all examples with margin at least 1=jjΘjj (i.e., all slack variables are 0). For smaller C, the training algorithm may "give up" on some examples (i.e., set (i; y) > 0) in order to keep jjΘjj 2 low. Thus by varying C, the method effectively modifies the trade-off between the two terms in the bound in Theorem 2. In practice, a common approach is to train the model for several values of C, and then to pick the classifier which has best performance on some held-out set of development data. Both kinds of SVM optimization problem have been studied extensively (e.g., see [Joachims 1998; Platt 1998 ]) and can be solved relatively efficiently. (A publicly available package for Support Vector Machines, written by Thorsten Joachims, is available from http://ais.gmd.de/˜thorsten/svm light/.)
Boosting
The AdaBoost algorithm [Freund and Schapire 1997] is one method for optimizing the bound in Theorem 3 [Schapire et al. 1998 ]. Figure 3 shows the AdaBoost algorithm, altered slightly so that it applies to the parsing problem. The algorithm converts the training set into a set of triples: T = f(x i ; y i ; y) : i = 1 : : : m; y 2 G(x i ) s.t. y 6 = y i g. Each member (x; y 1 ; y 2 ) of T is a triple such that x is a sentence, y 1 is the correct tree for that sentence, and y 2 is an incorrect tree also proposed by G(x). s (x; y 1 ) ? s (x; y 2 ) is with the distribution D t . If it is highly correlated, jr s j will be large, and the s'th parameter will be useful in driving down the margins on the more highly weighted members of T . In fact, there is a strong relation between the values of jr s j, and the margin-based bound in Theorem 3. If we define t = (1 ? jr st j)=2 then the following theorem holds:
Theorem 5 (Slight Modification of Theorem 5 of [Schapire et al. 1998] [ ] point out that if for all t = 1 : : : T, t 1=2 ? (i.e., jr st j 2 ) for some > 0, then the theorem implies thatR
It can be shown that f( ; ) is less than one providing that < : the implication is that for all < ,RL 1 (h Θ ; ) decreases exponentially in the number of iterations, T. So if the AdaBoost algorithm can successfully maintain high values of jr st j for several iterations, it will be successful at minimizingRL 1 (h Θ ; ) for a relatively large range of , and by implication it will be successful in optimizing the bound in Theorem 3. In practice, a set of held-out data is usually used to optimize T, the number of rounds of boosting.
The algorithm states a restriction on the representation . For all members (x; y 1 ; y 2 ) of T , for s = 1 : : : n, ? s (x; y 1 ) ? s (x; y 2 ) must be in the range ?1 to +1. This is not as restrictive as it might seem. If is always strictly positive, it can be rescaled so that its components are always between 0 and +1. If some components may be negative, it suffices to rescale the components so that they are always between ?0:5 and +0:5. A common use of the algorithm, as applied in [Collins 2000 ], is to have the n components of to be the values of n indicator functions, in which case all values of are either 0 or 1, and the condition is satisfied.
Dual forms of the Perceptron and SVM Algorithms
In the boosting algorithms, the training set was effectively converted into a set of triples, T (see figure 3 ). This set is of size M = P i jG(x i )j ? m. For convenience, in this section we assume that the M elements of T are indexed, such that (x 0 j ; y 0 j ; z 0 j ) is the j'th element of T . We also assume a function I(i; y) which maps a triple (x i ; y i ; y) (for i = 1 : : : m; y 2 G(x i ); y 6 = y i ) to its index j 2 1 : : : M. It can be verified that the algorithm in 4 is completely equivalent to the perceptron algorithm in 2: we will refer to the algorithm in 4 as the perceptron algorithm in "dual form". The dual form is useful because for some representations the dual form algorithm is much more computationally efficient than the usual algorithm. This occurs when the inner product between two examples (x 1 ; y 2 ) and (x 2 ; y 2 ) (i.e., (x 1 ; y 1 ) (x 2 ; y 2 )) can be computed efficiently, in spite of the representation being very high To illustrate this, we will consider one particular representation as an example. The DOP1 model [Bod 1998 ] describes a representation which keeps track of all subtrees seen in training data. We will consider linear models with this representation: (x; y) has as many components as there are subtrees in training data, and it tracks the count of each of these subtrees in the example (x; y). This is a very high dimensional representation, because in general a tree has an exponential number of subtrees. This makes the perceptron algorithm in its original form (figure 2) prohibitively inefficient -directly computing Θ (x; y) for some example will take time linear in the number of subtrees of (x; y), an exponential number.
In contrast, it turns out that the dual form algorithm can be applied to the problem efficiently. The key to this is that the inner product between any two trees, (x 1 ; y 1 ) (x 2 ; y 2 ), can be calculated in polynomial time using dynamic programming, in spite of the size of . See [Collins and Duffy 2001] for details. Armed with a subroutine which calculates (x 1 ; y 1 ) (x 2 ; y 2 ) for any two trees efficiently, the dual form algorithm can find a set of dual parameters which define a separating hyperplane in the DOP1 representation space.
The SVM algorithms have a similar dual form: the final hypothesis (maximum margin hyperplane) can be expressed through a linear combination of training examples (as in Eq. 8), and the optimization problem can be solved through calculations involving inner products between training examples.
Conclusions
This paper has described a number of methods for learning statistical grammars. All of these methods have several components in common: the choice of a grammar which defines the set of candidates for a given sentence, and the choice of representation of parse trees. A score indicating the plausibility of competing parse trees is taken to be a linear model, the result of the inner product between a tree's feature vector and the vector of model parameters. The only respect in which the methods differ is in how the parameter values (the "weights" on different features) are calculated using a training sample as evidence.
Section 4 introduced a framework under which various parameter estimation methods could be studied. This framework included two main components. First, we assume some fixed but unknown distribution over sentence/parse-tree pairs. Both training and test examples are drawn from this distribution. Second, we assume some loss function, which dictates the penalty on test examples for proposing a parse which is incorrect. We focused on a simple loss function, where the loss is 0 if the proposed parse is identical to the correct parse, 1 otherwise. Under these assumptions, the "quality" of a parser is its expected loss (expected error rate) on newly drawn test examples. The goal of learning is to use the training data as evidence for choosing a function which has small expected loss.
A central idea in the analysis of learning algorithms is that of the margins on examples in training data. We described theoretical bounds which motivate approaches which attempt classify a large proportion of examples in training with a large margin. Finally, we described several algorithms which can be used to achieve this goal on the parsing problem.
