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ON WEAK ASSOCIATIVE LAWS IN COMMUTATIVE IP-LOOPS
1_. Definition.
(G,-) is called a commutative IP-loop (a commutative loop with the inverse property, Bruck, R.H. [l] ), if the following axioms are satisfied: (i) ab = ba , (ii) 1a = a , (iii) for every aeG there exists a"e G such that a." (ab) = b for every b e. G.
It is obvious that an element a N satisfying (iii) is determined uniquely by a.
We shall denote this element a' by a .
It is easy to observe that (a -) = a and (at) -1 = a"V 1 .
Moreover we suppose that in a commutative IP-loop there are satisfied some weak associative laws, e.g. one of the following axioms:
a 2 (be) = (ab)(ac), Let us observe that in the equalities (2) -(5) both sides are words of length 4-depending on 3 letters and every letter occurs with the same multiplicity in each side of the equality.
In the present paper we prove that axioms (2) and (3) axe independent and every equality satisfying the above conditions is equivalent to one of (0) -(3). In particular, (4) is equivalent to (3) and (5) to (2) . Moreover, we give a direct proof of the well known theorem that if G is a commutative IP-loop satisfying (3)) i.e. a commutative Moufang loop), then G/Z (G) has period 3 f where Z(G) is the associative center of G i.e. Z(G) = {aeG : a(bc) = (ab)c for every b, c e G j (Manin, Ju.I. [2] I. 1.6). We also prove an analogous result for commutative IP-loops satisfying (2).
2. Let us write out all non-assoviative words of length 4 consisting of letters a, a, b, c:
In a commutative IP-loop every axiom of the form w. = w., where is equivalent to 1 U one of (0) -(3). Axioms (2) and (3) are independent.
Proof. In the table below there is given the more detailed formulation of the theorem. The meaning of the table is the following. If in the intersection of the column w^ and the row w. stands a 1 o number k, then the equality w. = w. is equivalent to the U axiom (k). E.g. we see that in the intersection of the column Wg ana the row w^ there is the number 0. It means that the equality w2 = w^ is equivalent to the axiom (0). In other words the law
is equivalent to associativity. Let us prove this equivalence. Clearly (0) implies (*). On the other hand, substituting c = 1 in (*) we obtain (1). Therefore (*) can be written in the form (ab)(ac) = b(a/ac). If we put here d = ac and observe that the mapping c>-«-ac is one-to-one by (iii), then we obtain (ab)d = b(ad) for every a, b, u i.e. the axiom (0).
Most proofs of other equivalences given in the table are also quite simple, so we give below (in Lemmas 2 and 3) the non-trivial ones only. Lemma 1. Each of axioms (2), (3) and (5) implies (1).
Proof. Using the axiom (2) we obtain a 2 b = a 2 (a" 1 /ab)= (a 2 a~1)(ab) = a(ab). i.e. the axiom (1). If we put in (3) b = 1, we obtain trivially (1).
-1 P "1 If we put in (5) b = a~ , we obtain ac = (a c)a and hence (1) . Lemma 2. The axioms (3) and (4) are equivalent. Proof.
The lemma is well known. ,7e give here the proof for the sake of completeness.
(3) => In view of (3) we have a 2 b = a 2 (bc/c~1) = (a(bc)(ac~1) .
The substitution c = ad gives
ana hence aCa^b) = a(b/aa). (2) and (5) are equivalent. Proof.
(2) => (5). Applying twice the axiom (2) we obtain (a 2 b)c = a 2 (be) = a 2 (cb) = (a 2 c)b.
(5) (2) . In view of axiom (5) a~2c)~1 i.e. a 2 b = (bc)(a 2 c~1) (5) (a 2 /bc)c~1.
It follows that (a 2 b)c = a 2 (be).
3.
To prove the second part of the theorem let us first observe that axioms (2) and (3) imply axiom (0). In fact applying (3), (2) and (1) (by Lemma 1) we obtain 2 2 (ab)(ac) = a (be) = b(a c) = b(a/ac) .
The substitution ac = d gives (ab)d = b(ad), i.e. the axiom (0).
To prove that (3) does not imply (2) it is sufficieint to observe on the basis of the above remark that there exists a non-associative commutative Moufang loop.
So we shall prove that (2) does not imply (3). It is sufficient to. give an example of a commutative IP-loop G satisfying (2) and such that i^i G (3) does not hold.
Define the multiplication in the set G = {1, 2, 3, 5» 7, 8, 9 , 0} by means of the following table. It is obvious that 1 is the unit element of G and that the multiplication is commutative. To prove that in G the axiom (iii) holds it is sufficient to observe, the the permutation given in each row of the table (except the first row) is a product of 5 pairwise disjoint transpositions. Therefore every element is inverse to itself. The axiom (2) is satisfied 2 in G trivially because we have a =1 for every aeG. The axiom (3) does not holu in G because G is not a group (the abelian group of order 10 should be cyclic).
4. Theorem 2. For any commutative IP--o-G satisfying (3) the quotient loop G/Z(G) has ex' .iet 3, i.e. for every X€.G/Z(G) we have X^ = 1. For any commutative IP-loop G satisfying (2) the quotient loop G/Z(G) has exponent 2.
Proof. The first part of the theorem is due to Moufang and is well known (see, e.g. [2] I. 1.6). .ve give here a short proof of this fact based on Lemmas 1 and 2. It is'sufficient to prove that a^e Z(G) for every aeG. In view of (4), (1) , (3), (4), (1) ana (4) we have
