We investigate a class of fractional Schrödinger-Poisson system via variational methods. By using symmetric mountain pass theorem, we prove the existence of multiple solutions. Moreover, by using dual fountain theorem, we prove the above system has a sequence of negative energy solutions, and the corresponding energy values tend to 0. These results extend some known results in previous papers.
Introduction
We consider the following system via variational methods:
where > 0, 1 < < 2, , ∈ (0, 1], 2 + 4 > 3. (−Δ) and (−Δ) represent the Laplace operator of the fractional order. If = = 1, then the system (SP) degenerates into the standard Schrödinger-Poisson system, which describes the interaction between the same charged particles when the magnetic effect can be ignored [1] . In recent years, the existence, multiplicity, and centralization of solutions for the Schrödinger-Poisson system have been deeply studied via variational methods, and a great number of works have been obtained, see, for example, [2] [3] [4] [5] [6] [7] [8] . On the other hand, (−Δ) is a class of nonlocal pseudodifferential operators. Since nonlocal differential equations can better and more fully describe the physical experimental phenomena than classical local differential operators, the study of nonlinear fractional Laplace equation has become one of the most popular research fields in nonlinear analysis.
In the literature [9] , Wei considered the following system:
By using the critical point theory, the author obtained infinitely many solutions when ∈ (0, 1]. In the literature [10] , Teng studied a system of the form
where ∈ (1, (3 + 2 )/(3 − 2 )), , ∈ (0, 1), 2 + 2 > 3. In [11] , Zhang, Marcos, and Squassina used perturbation approach to obtain the existence of solutions for the following system when the nonlinear term is subcritical or critical 
where ∈ (3/4, 1), ∈ (0, 1), : R 3 → R is a periodic potential. A positive solution and a ground state solution were got in [12] . In [13] , Li studied a system of the following form:
where , ∈ (0, 1], 2 + 4 > 3. Combining the perturbation method with mountain pass theorem, the existence of nontrivial solutions was obtained in [13] . In [14] , Yu, Zhao, and Zhao studied the following fractional Schrödinger-Poisson system with critical growth via variational methods
where ∈ (3/4, 1), 2 * = 6/(3 − 2 ), the potential is continuous with positive infimum, is continuous and subcritical at infinity. Under some Monotone hypothesis on , the existence of positive ground state solution is got in [14] . For small > 0, a multiple result is also got in [14] .
Inspired by [9] [10] [11] [12] [13] [14] [15] [16] , in this paper, we prove the existence of multiple solutions for system (SP) by symmetric mountain pass theorem. Moreover, we prove the system (SP) has a sequence of negative energy solutions by dual fountain theorem. The assumptions on and nonlinearity in this paper are given below:
(H1) ∈ (R 3 × R, R), and there exists 1 
(H4) ℎ : R 3 → R + , and ℎ ∈ 2/(2− ) (R 3 ).
Preliminaries
denotes the usual Lebesgue space
equipped with the norm
where F denotes the Fourier transform of function . Let ∈ ∞ 0 (R 3 ); the fractional Laplacian operator (−Δ) :
According to Plancherel theorem [17] , one has
By (8), we define the equivalent norm
In particular,
, with respect to the norm
(R 3 , ℎ), ∈ (1, 2) represents a weighted Lebesgue space, that is,
For convenience, we use to represent any positive constants which may change from line to line. According to [18] , the embedding
* ], i.e., there exists ] > 0 satisfying
So, the embedding
By Lax-Milgram theorem, we can find a unique
and is expressed as
According to (19) , ≥ 0 for all ∈ R 3 . Since ∈ (0, 1], 2 + 4 > 3, we can also get 12/(3 + 2 ) ∈ (2, 2 * ). Together with (17) and (18),
From Hölder's inequality and (19),
Evidently,
Substituting (18) into system (SP), system (SP) is equivalent to
For the equation (S), we define the work space as
with
Lemma 1 (see [19] ). Assume condition (V) holds,
From (V) and (H1)-(H4), :
is well defined. Moreover, by Lemma 1, ∈ 1 ( , R) with
holds, then ∈ is a solution of (S).
as a set of normalized orthogonal basis of ,
Definition 3 (see [20, 21] ). Set ∈ 1 ( , R), ∈ R. If any sequence { } ⊂ satisfying Definition 4 (see [21, 22] ). Set ∈ 1 ( , R), ∈ R. If every sequence { } ⊂ , satisfying ∈ ,
has a convergent subsequence, then satisfies the ( ) * condition.
Proposition 5 (see [23] ). Let = ⊕ be a Banach space with dim < ∞. Assume ∈ 1 ( , R) is an even functional and satisfies the ( ) condition and (A1) there exist , > 0 satisfying
(A2) for every linear subspace ⊂ with dim < ∞, there exists a constant = ( ) such that max ∈ ,‖ ‖≥ ( ) < 0, then has a list of unbounded critical points.
Proposition 6 (see [22] ). 
Main Results

Lemma 7. If hypotheses (V) and (H1)-(H4) hold, then for any ∈ R, satisfies the ( ) condition.
Proof. First, we prove the ( ) sequence { } of is bounded. According to (H4), it is easy to get that
By condition (H2), there exists > 0 such that
Moreover, for any given 0 ∈ (0, (1/16) 0 ), we can choose a constant > 0 such that
From condition (H1), when ≤ | | ≤ , one has
So, for any | | ≤ ,
For lim | | →+∞ ( ) = +∞, there exists > > 0 such that
Now (34) implies
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Since { } is the ( ) sequence, when is large enough,
Thus, according to (36), when is large enough,
Therefore, { } is a bounded sequence in . By Lemma 1, there existŝ∈ such that
Next, we define the linear operator : → R as
From Hölder's inequality, we obtain
Now by Lemma 1 and (22),
Similarly, we can also prove
( −̂) = 0. At last, combining Hölder's inequality with (H1) and (H4), we can easily get
Thus Journal of Function Spaces that is,
(46)
Lemma 8. If hypotheses (V) and (H1)-(H4) hold, then satisfies ( )
Proof. By Definition 4, we just prove the following fact: if for any ∈ R, { } ⊂ , and ∈ , ( ) → , | → 0, as → ∞, then { } has a convergence subsequence. The proof method is similar to Lemma 7.
Lemma 9 (see [24] ).
and then ] ( ) → 0, → ∞.
Theorem 10. If hypotheses (V) and (H1)-(H4) hold, then we
can find 0 > 0, such that system (SP) has multiple solutions for every < 0 . Moreover, the corresponding energy values tend to infinity.
Proof. According to Lemma 7, satisfies ( ) condition. We only need to prove that satisfies (A1) and (A2). By virtue of (H1),
From Lemma 9, we can get
Take a sufficiently large such that 2 2 ( ) < 1/2 1 . Combining the above inequality, we obtain
Set
such that max ∈R + ( ) = ( ). Therefore, for every <
On the other hand, by conditions (H1) and (H2), there exist positive constants 2 , 3 such that
Since all the norms are equivalent in every finite linear subspace ⊂ , then for ∈
For < 2 < 4 < , ( ) → −∞ as ‖ ‖ → ∞. Then there exists = ( ) > 0 such that max ∈ ,‖ ‖≥ ( ) < 0. Thus, according to Proposition 5, the system (SP) has a list of solutions {( , )} ⊂ × ,2 (R 3 ), and the corresponding energy values tend to infinity. 
For every > 1 , let = ((8/ ) ‖ℎ‖ 2/(2− ) 2 ( )) 1/(2− ) . By Lemma 9, → 0, as → ∞. Thus, there exists 0 > 1 , such that for every ≥ 0 , ( ) ≥ 0, for ∈ with ‖ ‖ = . Secondly, since for every fixed ∈ N, the norms are equivalent in , when is sufficiently large, there exists a small enough such that 0 < < and ( ) < 0 for ∈ with ‖ ‖ = .
Finally, according to (C3), when ≥ 0 , for ∈ , with ‖ ‖ ≤ , one has 
Data Availability
No data were used to support this study.
Conflicts of Interest
The authors declare that they have no competing interests.
