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THE INFLUENCE OF DATA REGULARITY IN THE CRITICAL EXPONENT
FOR A CLASS OF SEMILINEAR EVOLUTIONS EQUATIONS
MARCELO R. EBERT, CLEVERSON R. DA LUZ, AND MAI´RA F. G. PALMA
Abstract. In this paper we find the critical exponent for the global existence (in time) of small data
solutions to the Cauchy problem for the semilinear dissipative evolution equations
utt + (−∆)
δutt + (−∆)
αu+ (−∆)θut = |ut|
p, t ≥ 0, x ∈ Rn,
with p > 1, 2θ ∈ [0, α] and δ ∈ (θ, α]. We show that, under additional regularity
(
Hα+δ(Rn) ∩ Lm(Rn)
)
×
(
H2δ(Rn) ∩ Lm(Rn)
)
for initial data, with m ∈ (1, 2], the critical exponent is given by pc = 1 +
2mθ
n
.
The nonexistence of global solutions in the subcritical cases is proved, in the case of integers parameters
α, δ, θ, by using the test function method (under suitable sign assumptions on the initial data).
1. Introduction
Let us consider the Cauchy problem for the semilinear dissipative evolution equations{
utt + (−∆)
δutt + (−∆)
αu+ (−∆)θut = |ut|
p, t ≥ 0, x ∈ Rn,
(u, ut)(0, x) = (u0, u1)(x),
(1)
with p > 1, 2θ ∈ [0, α] and δ ∈ [0, α]. Here we denote by (−∆)
b
2 = |D|b, with b ≥ 0, the fractional
Laplacian operator defined by its action |D|bf = F−1(|ξ|
b
fˆ), where F is the Fourier transform with respect
to the space variable, and fˆ = Ff . The case α = 2 and δ = 0 in (1) is an important model in the literature,
it is known as Germain-Lagrange operator, as well as beam operator and plate operator in the case of
space dimension n = 1 and n = 2, respectively.
Models to study the vibrations of thin plates given by the full von Ka´rma´n system have been studied
by several authors, in particular, see [3], [19]. If δ = 1 in (1), the term −∆utt is to absorb in the system
the rotational inertia effects at the point x of the plate in a positive time t. For the plate equation with
exterior damping {
utt −∆utt + (−∆)
2u+ ut = f(u, ut), t ≥ 0, x ∈ R
n,
(u, ut)(0, x) = (u0, u1)(x),
(2)
where f(u, ut) = |∂
j
t u|
p, j = 0, 1, we address the reader to [1], [4], [17] and [23] for a detailed investigation
of properties like existence, uniqueness, energy estimates for the solution and global existence (in time) of
small data solutions. The derived estimates in Section 4 for solutions to the associate linear problem to (1)
could also be applied to generalize the obtained results in [4], namely, problem (2) with power nonlinearity
|u|p and, under additional regularity Lm(Rn), one may expect that the critical exponent for the global
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existence (in time) of small data solutions is p¯ = 1 + 2mα(n−2mθ)+ . But due to fact that only partial results
are obtained in the literature for (2) with f(u, ut) = |ut|
p, in this paper we restrict ourselves to the last
power nonlinearities.
It is worth to recall some well known result for dissipative evolutions models without the rotational
inertia term and with power nonlinearities |u|p. For the classical semilinear damped wave equation
utt −∆u+ ut = f(u), u(0, x) = u0(x), ut(0, x) = u1(x), (3)
with f(u) = |u|p, it was proved in [24] the global existence of small data energy solutions in the supercritical
range p > 1 + 2n , by assuming compactly supported small data from the energy space. Under additional
regularity the compact support assumption on the data can be removed. By assuming data in Sobolev
spaces with additional regularity L1(Rn), a global (in time) existence result was proved in space dimen-
sions n = 1, 2 in [13], by using energy methods, and in space dimension n ≤ 5 in [21], by using Lr − Lq
estimates, 1 ≤ r ≤ q ≤ ∞. Nonexistence of weak global (in time) small data solutions is proved in [24]
in the subcritical case 1 < p < 1 + 2n and in [25] for p = 1 +
2
n . The exponent 1 +
2
n is well known as
Fujita exponent and it is the critical power for the semilinear parabolic Cauchy problem (see [10]). If one
removes the assumption that the initial data are in L1(Rn) and we only assume that they are in the energy
space, then [14] the critical exponent is modified to 1+ 4n or to 1+
2m
n under additional regularity L
m(Rn),
with m ∈ (1, 2]. In [12] the authors proved that, differently from the case m = 1, the critical exponent
p = 1 + 2mn , with m ∈ [m0, 2], for some m0 > 1, belongs to the supercritical case. More recently, under
additional regularity L1(Rn) for initial data and with f(u) = |u|1+
2
nµ(|u|), in [9] the authors obtained
sharp conditions on the modulus of continuity function µ in order to determine a threshold between global
(in time) existence of small data solutions (stability of the zero solution) and blow-up behavior even of
small data solutions to problem (3).
Now, let us consider the Cauchy problem for the dissipative evolution equation{
utt + (−∆)
αu+ (−∆)θut = |∂
j
t u|
p, t ≥ 0, x ∈ Rn,
(u, ut)(0, x) = (u0, u1)(x),
(4)
with j = 0, 1. The term (−∆)θut represents a damping term. If θ > 0 in (4), the damping is said to be
structural. The assumption 2θ ≤ α means that the damping is effective, according to the classification
introduced in [6]. The hypothesis of the damping be effective is in order that the multipliers associated to
the linearized problem has no oscillations at low frequencies in the phase space. In this case, the asymptotic
profile of solutions may be described by the solution to an anomalous diffusion problem [15]. In [7], under
additional regularity L1(Rn) for the initial data, the authors proved that the critical exponent pj , j = 0, 1,
for global small data solutions to (4) are, respectively, p0 := 1 +
2α
n−2θ , n > 2θ and p1 := 1 +
2θ
n .
Having in mind that the asymptotic profile of solutions to the linear part of the equation influences
the critical exponent for the problem with power nonlinearity, we consider the linear evolution equation
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related to (1): {
utt + (−∆)
δutt + (−∆)
αu+ (−∆)θut = 0, t ≥ 0, x ∈ R
n,
(u, ut)(0, x) = (u0, u1)(x).
(5)
The total energy for (5) is
E(t) =
1
2
‖ut(t, ·)‖
2
L2 +
1
2
‖(−∆)
δ
2ut(t, ·)‖
2
L2 +
1
2
‖(−∆)
α
2 u(t, ·)‖2L2 ,
and it dissipates, i.e.,
E′(t) = −‖(−∆)
θ
2 ut(t, ·)‖
2
L2 ,
so that, a natural space for solutions is C([0,∞), Hα(Rn)) ∩ C1([0,∞), Hδ(Rn)), the so-called energy
solution space.
If δ ≤ θ, the presence of the structural damping generates a strong smoothing effect on the solution
to (5), and it guarantees the exponential decay in time of the high-frequencies part of the solution to (5).
Therefore, the decay rate for (5) is only determined by the low-frequencies part of the solution to (5),
which behaves like the solution to the corresponding anomalous diffusion problem [15]. However, if δ > θ,
the rotational inertia term (−∆)δutt creates a structure of regularity-loss type decay in the linear problem
(see Theorem 4.1 in Section 4) and it is more difficult to apply these linear estimates to study semilinear
problems. This fact can be observed by analysing the structure of the eigenvalues associated with the
problem (5) in the Fourier space. Due to that special structure, when we get estimates for solutions in
the region of high frequencies it is necessary to impose additional regularity on the initial data to obtain
the same decay estimates as in the region of low frequencies. Such decay property of the regularity-loss
type was also investigated for the dissipative Timoshenko system [11], the plate equation under rotational
inertia effects in Rn [2, 23] and a hyperbolic-elliptic system of a radiating gas model [16].
In this work we are interested in the problem (1) with the property of regularity-loss and effective
damping, i.e., δ > θ and α ≥ 2θ. Our main goal in this paper is to show that, under additional regularity(
Hα+δ(Rn) ∩ Lm(Rn)
)
×
(
H2δ(Rn) ∩ Lm(Rn)
)
for initial data, with m ∈ (m0, 2] and m0 ∈ [1, 2) given be
(7), the critical exponent for the global existence (in time) of small data solutions to (1) is pc = 1 +
2mθ
n .
Moreover, we show that for m ∈ (m0, 2], p = pc belongs to the supercritical case, whereas for m = 1,
p = 1 + 2θn is expected to belong to the subcritical case.
The critical exponent for (1) in the non-effective case α < 2θ will be discussed in a forthcoming paper.
Notation
Through this paper, we use the following.
Notation. Let f, g : Ω ⊂ Rn → R be two functions. We use the notation f ∼ g if there exist two
constants C1, C2 > 0 such that C1g(y) ≤ f(y) ≤ C2g(y) for all y ∈ Ω. If the inequality is one-sided,
namely, if f(y) ≤ Cg(y) (resp. f(y) ≥ Cg(y)) for all y ∈ Ω, then we write f . g (resp. f & g).
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Notation. By [ · ] : R→ N, we denote the floor function:
[x] := max{n ∈ N : n ≤ x}.
By (x)+ we denote the positive part of x ∈ R, i.e. (x)+ = max{x, 0}.
Notation. Let χ0, χ1 be C
∞(Rn) cut-off nonnegative functions satisfying
χ0 + χ1 = 1, suppχ0 ⊂ {|ξ| ≤ 1}, and suppχ1 ⊂ {|ξ| ≥ 1/2}.
In particular, it follows that χ0 = 1 in {|ξ| ≤ 1/2} and χ1 = 1 in {|ξ| ≥ 1}. To localize a distribution g at
low and high frequencies, we denote gχj = F
−1(χj ĝ), j = 0, 1.
Notation. For any q ∈ [1,∞], we denote by Lq(Rn) the usual Lebesgue space over Rn. For any s ∈
[0,+∞), we denote by Hs,q the Bessel potential space:
Hs,q(Rn) = {f ∈ Lq(Rn) : (1− |D|)sf ∈ Lq(Rn)} .
We recall that Hs,q(Rn) =W s,q(Rn), the usual Sobolev space, for any q ∈ (1,∞) and s ∈ N. As usual, we
denote Hs(Rn) :=Hs,2(Rn) for any s ≥ 0.
Notation. Let f, g : R+ × Ω → R be two regular functions with Ω ⊂ Rn. We use the notation f ∗ g to
indicate the convolution with respect to the space variable of the functions f and g, i.e.,
(f ∗ g)(t, x) =
ˆ
Ω
f(t, y) · g(t, x− y) dy.
2. Main results
Assuming data in a suitable space, one may conclude the local existence of solutions to (1) for p > 1
(see [1]). The next result explain that for 1 < p < pc this solution can not exist globally in time even if
the data are supposed to be very small.
Theorem 2.1. Let δ, θ ∈ N, α ∈ N\{0}, and assume that u0 = 0, whereas u1, (−∆)
δu1 ∈ L
1
loc(R
n) verifies
u1(x) + (−∆)
δu1(x) ≥ ε(1 + |x|)
− n
m (log〈x〉)−1, for some ε ∈ (0, 1) and m ∈ (1, 2]. (6)
Then there exists no global (in time) weak solution to (1) for any
p ∈
(
1, 1 +
min{2θ, α}
n
m
)
.
If ˆ
Rn
(I + (−∆)δ)u1(x) dx > 0,
then conclusion is still true for m = 1.
Remark 2.1. Hypothesis (6) implies that u1 + (−∆)
δu1 /∈ L
m−ǫ(Rn), for all ǫ > 0.
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Let n ≥ 1, 2θ ∈ (0, α] and let us define
m0 := min
{
m ∈ [1, 2]; n(2−m) ≤ 2mθmin{m,
√
2(2−m)}
}
. (7)
Remark 2.2. Conditions (7) implies 2m ≤ 1 +
2mθ
n and 1 +
2mθ
n ≤
nm
2(n−2mθ)+
for all m ∈ [m0, 2] with
m0 < 2. But since the last inequality should be strict in Theorem 2.2 and we are mainly interested in the
case m > 1, from now on we are going to assume m ∈ (m0, 2].
Example 2.3. If n = 1, 2 and θ = 1, then m0 = 1 and the admissible interval for m is (1, 2].
If n = 3 and θ = 12 , then m0 =
3
2 and the admissible interval for m is (
3
2 , 2].
In the next result we show that, under addition regularity Lm(Rn) for initial data, global small data
solutions exist to (1) for 2θ ≤ α and pc := 1 +
2mθ
n < p ≤
nm
2(n−2mθ)+
. In this case, Theorem 2.1 implies a
nonexistence result for 1 < p < pc and we conclude that p = pc is the critical exponent for (1).
Theorem 2.2. Let δ ∈ (θ, α], 2θ ∈ (0, α] and m ∈ (m0, 2], with m0 given be (7). If
1 +
2mθ
n
< p ≤
q
2
≤
nm
2(n− 2mθ)+
,
then there exists a sufficiently small ε > 0 such that for any data
(u0, u1) ∈ A :=
(
Hα+δ(Rn) ∩ Lm(Rn)
)
×
(
H2δ(Rn) ∩ Lm(Rn)
)
, ‖(u0, u1)‖A ≤ ε,
there exists a global (in time) energy solution u ∈ C([0,∞), Hα(Rn)∩Lq(Rn))∩C1([0,∞), L2(Rn)∩Lq(Rn))
to (1). Also, the solution to (1) satisfies the estimates
‖|D|αu(t, ·)‖L2 . (1 + t)
− 1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖(u0, u1)‖A, (8)
‖∂jtu(t, ·)‖Lκ . (1 + t)
1−j− n2θ (
1
m
− 1
κ )‖(u0, u1)‖A, j = 0, 1, (9)
for 2 ≤ κ ≤ q.
In particular, if n ≤ 2mθ and q = +∞ we have the following result:
Corollary 2.1. Let δ ∈ (θ, α], 2θ ∈ (0, α], m ∈ (1, 2] and assume that 1 ≤ n ≤ 2mθ. Let p > 1 + 2mθn ,
then there exists a sufficiently small ε > 0 such that for any data
(u0, u1) ∈ A :=
(
Hα+δ(Rn) ∩ Lm(Rn)
)
×
(
H2δ(Rn) ∩ Lm(Rn)
)
, ‖(u0, u1)‖A ≤ ε,
there exits a global (in time) energy solution u ∈ C([0,∞), Hα(Rn)∩L∞(Rn))∩C1([0,∞), L2(Rn)∩L∞(Rn))
to (1). Also, the solution to (1) satisfies the estimates (8) and (9) for κ ≥ 2.
Remark 2.4. Let u1, (−∆)
δu1 ∈ L
1
loc(R
n) and 2θ ≤ α. Ifˆ
Rn
(I + (−∆)δ)u1(x) dx > 0,
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then Theorem 2.1 implies that one can not have the existence of global solutions to (1) with u0 = 0 and
p < 1+ 2θn . If u1+(−∆)
δu1 /∈ L
m−ǫ(Rn), for all ǫ > 0 such that m− ǫ > 1, then Theorem 2.1 implies that
one can not have the existence of global solutions to (1) with u0 = 0 for p < 1 +
2θ(m−ǫ)
n for all ǫ > 0.
This shows that, in general, the assumption p > 1 + 2mθn can not be removed in Theorem 2.2.
Remark 2.5. In Theorem 2.2 it appears a loss of regularity with respect to the initial data. This loss of
regularity is related to the obtained estimates for solutions to the linear problem at high frequencies. In
general one can not avoid this effect, for instance, if the initial data u1 /∈ H
2δ(Rn), i.e., u1 + (−∆)
δu1 /∈
L2(Rn), then, for 2θ ≤ α, the conclusion of Theorem 2.1 is true for all 1 < p < 1+ 4θn even if u1 ∈ L
1(Rn).
Remark 2.6. The condition q ≤ nm(n−2mθ)+ in Theorem 2.2 implies n
(
1
m −
1
q
)
≤ 2θ. Hence, with the
assumed regularity for initial data in Theorem 2.2, Theorem 4.1 (iii) implies that solutions to the linear
(5) satisfies (9) (see Remark 4.1). Similarly, the condition n ≤ 2mθ in Corollary 2.1 is in order that the
L∞ norm of the partial derivative in time of solutions to the linear problem (5) has the decay given by
(1 + t)−
n
2mθ (see Theorem 4.1).
Example 2.7. Let us assume that initial data has additional regularity Lm(Rn). Then:
The critical exponent for the beam equation with strong damping and rotational inertia effects, i.e., n = 1,
δ = 1, α = 2 and θ = 1 is pc = 1 + 2m.
The critical exponent for plate equation with strong damping and rotational inertia effects, i.e., n = 2,
δ = 1, α = 2 and θ = 1 is pc = 1 +m.
In both cases (1, 2] is the admissible interval for m.
In the previous results, one may feel the influence of additional regularity Lm(Rn), with m ∈ (1, 2], in
the critical exponent. In the case θ = 0 we no longer have this effect, so in the next result we assume only
data in the L2(Rn) basis:
Theorem 2.3. Let θ = 0, 0 < δ ≤ α and n < 4δ. Then, for all p > 1 there exists a sufficiently small ε > 0
such that for any data
(u0, u1) ∈ A :=H
α+δ(Rn)×H2δ(Rn), ‖(u0, u1)‖A ≤ ε,
there exists a global (in time) energy solution u ∈ C([0,∞), Hα(Rn)∩Lq(Rn))∩C1([0,∞), L2(Rn)∩Lq(Rn))
to (1), with q ≥ 2p. Also, the solution to (1) satisfies the estimates
‖∂jtu(t, ·)‖L2 . (1 + t)
−j‖(u0, u1)‖A, j = 0, 1, (10)
‖|D|αu(t, ·)‖L2 . (1 + t)
− 12 ‖(u0, u1)‖A, (11)
‖u(t, ·)‖Lq . (1 + t)
−min{ n2α (
1
2−
1
q ),
α+δ
2δ −
n
2δ (
1
2−
1
q )}‖(u0, u1)‖A, (12)
‖∂tu(t, ·)‖Lq . (1 + t)
n
2δ (
1
2−
1
q )−1‖(u0, u1)‖A, (13)
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for all q ≥ 2p.
Remark 2.8. As in previous theorems, estimates (10) and (11) coincide with the obtained estimates for
solutions to the corresponding linear problem (5) at low frequencies. However, with the required regularity,
estimate (12) and (13) may coincide with the obtained estimate for solutions to (5) at high frequencies.
In the next result we show that, for initial data with additional regularity Lm(Rn), p = 1+ 2mθn belongs
to the supercritical case. For the classical damped wave equation, this phenomenon has been investigated
in [12].
Theorem 2.4. Let δ ∈ (θ, α], 2θ ∈ (0, α] and m ∈ (m0, 2], with m0 given be (7). Let p = 1 +
2mθ
n ≤
q
2 <
nm
2(n−2mθ)+
. Then there exists a sufficiently small ε > 0 such that for any data
(u0, u1) ∈ A :=
(
Hα+δ(Rn) ∩ Lm(Rn)
)
×
(
H2δ(Rn) ∩ Lm(Rn)
)
, ‖(u0, u1)‖A ≤ ε,
there exists a global (in time) energy solution u ∈ C([0,∞), Hα(Rn)∩Lq(Rn))∩C1([0,∞), L2(Rn)∩Lq(Rn))
to (1). Also, the solution to (1) satisfies the estimates
‖|D|αu(t, ·)‖L2 .
{
(1 + t)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖(u0, u1)‖A, if α = 2θ
(1 + t)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ) log(e+ t)‖(u0, u1)‖A, if α > 2θ,
‖∂jtu(t, ·)‖Lκ . (1 + t)
1−j− n2θ (
1
m
− 1
κ )‖(u0, u1)‖A, j = 0, 1,
for all 2 ≤ κ ≤ q.
3. Non-existence via test function method
For the proof of the next result one may follow as in [7] (see also [8]), but in order to explain the influence
of the rotational inertia term we sketch the proof.
Proof. (Theorem 2.1) We fix a nonnegative, non-increasing, test function ϕ ∈ C∞c ([0,∞)) with ϕ = 1
in [0, 1/2] and suppϕ ⊂ [0, 1], and a nonnegative, radial, test function ψ ∈ C∞c (R
n), such that ψ = 1 in
the ball B1/2, and suppψ ⊂ B1. We also assume ψ(x) ≤ ψ(y) when |x| ≥ |y|. Here Br denotes the ball of
radius r, centered at the origin. We may assume (see, for instance, [8, 20]) that
ϕ−
p′
p |ϕ′|p
′
, ψ−
p′
p
(
|∆δψ|p
′
+ |∆θψ|p
′
+ |∆αψ|p
′)
, are bounded, (14)
where p′ = p/(p − 1). We remark that the assumption that δ, θ and α are integers plays a fundamental
role here. Then, for R ≥ 1, we define:
ϕR(t) = ϕ(R
−κt), ψR(x) = ψ(R
−1x),
for some κ > 0 which we will fix later.
Let ΦR ∈ C
∞
c ([0,∞)) be the test function defined by
ΦR(t) =
ˆ ∞
t
ϕR(s) ds.
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(Indeed, we notice that suppΦR ⊂ [0, R
κ], since suppϕR ⊂ [0, R
κ]). In particular, Φ′R = −ϕR.
Let us assume that u ∈ L1loc([0, T ]×R
n), with ut ∈ L
p
loc([0, T ]×R
n) is a (local or global) weak solution
to (1). Let R > 0, and also assume that R ≤ T κ, if u is a local solution in [0, T ] × Rn. Integrating by
parts, and recalling that u0 = 0 and ϕR(0) = 1, we obtain
IR =
ˆ ∞
0
ˆ
Rn
ut
(
−ϕ′RψR + ϕR(−∆)
θψR +ΦR(−∆)
αψR − ϕ
′
R(−∆)
δψR
)
dxdt
−
ˆ
Rn
ψR(x)(I + (−∆)
δ)u1(x) dx,
where:
IR =
ˆ ∞
0
ˆ
Rn
|ut|
pϕRψR dxdt.
We may now apply Young inequality to estimate:
ˆ ∞
0
ˆ
Rn
|ut|
(
|ϕ′R|ψR + |ϕR| |(−∆)
θψR|+ΦR |(−∆)
αψR|+ |ϕ
′
R(−∆)
δψR|
)
dxdt
≤
1
p
IR +
1
p′
ˆ ∞
0
ˆ
Rn
(ϕRψR)
− p
′
p
(
|ϕ′RψR|+ |ϕR(−∆)
θψR|+ |ΦR(−∆)
αψR|+ |ϕ
′
R(−∆)
δψR|
)p′
dxdt.
Due to
ϕ′R(t) = R
−κϕ′(R−κt), (−∆)kψR(x) = R
−2k
(
(−∆)kψ
)
(R−1x),
recalling (14), we may estimateˆ ∞
0
ˆ
Rn
(ϕRψR)
− p
′
p |ϕ′RψR|
p′ dxdt ≤ C R−κp
′+n+κ ,
ˆ ∞
0
ˆ
Rn
(ϕRψR)
− p
′
p |ϕR(−∆)
θψR|
p′ dxdt ≤ C R−2θp
′+n+κ ,
ˆ ∞
0
ˆ
Rn
(ϕRψR)
− p
′
p |ϕ′R(−∆)
δψR|
p′ dxdt ≤ C R−(κ+2δ)p
′+n+κ .
Due to ΦR(t) ≤ ΦR(0) ≤ R
κ, and being Φp
′
R ϕ
− p
′
p
R bounded one gets:ˆ ∞
0
ˆ
Rn
(ϕRψR)
− p
′
p |ΦR(−∆)
αψR|
p′ dxdt ≤ C R−2αp
′+κp′+n+κ .
We may now fix κ = min{2θ, α}, so that, summarizing, we proved that
1
p′
IR ≤ C R
−κp′+n+κ −
ˆ
Rn
ψR(x)(I + (−∆)
δ)u1(x) dx.
Recalling assumption (6), there exists c > 0 such thatˆ
Rn
ψR(x)(I + (−∆)
δ)u1(x) dx ≥ ε
ˆ
Rn
(1 + |x|)−
n
m (log〈x〉)−1 ψR(x) dx ≥ cεR
n− n
m (log〈R〉)−1.
As a consequence:
1
p′
IR ≤ C R
−κp′+n+κ − cεRn−
n
m (log〈R〉)−1 = Rn
(
C R−(p
′−1)κ − cεR−
n
m (log〈R〉)−1
)
.
Assume, by contradiction, that the solution u is global. In the subcritical case p < 1+min{2θ,α}n m, it follows
that (p′ − 1)κ > nm and IR < 0, for any sufficiently large R, and this contradicts the fact that IR ≥ 0.
Therefore, u cannot be a global (in time) solution and this concludes the proof. 
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4. The linear estimates
We consider the inhomogeneous linear problem{
utt + (−∆)
δutt + (−∆)
αu+ (−∆)θut = f(t, x), t ≥ 0, x ∈ R
n,
(u, ut)(0, x) = (u0, u1)(x).
(15)
We introduce the Fourier multipliers
Kˆ0(t, ξ) =
λ+e
tλ− − λ−e
tλ+
λ+ − λ−
and Kˆ1(t, ξ) =
etλ+ − etλ−
λ+ − λ−
, (16)
with
λ± =
|ξ|2θ
2(1 + |ξ|2δ)
(
−1±
√
1− 4|ξ|2(α−2θ)(1 + |ξ|2δ)
)
.
The solution to (15) may be written as
u(t, x) = K0(t) ∗ u0 +K1(t) ∗ u1 +
ˆ t
0
E1(t− s, x) ∗ f(s, x) ds,
where K0(t, x) = F
−1[Kˆ0(t, ·)](x), K1(t, x) = F
−1[Kˆ1(t, ·)](x) and
E1(t, x) =
(
I + (−∆)δ
)−1
K1(t, x).
Some estimates in the following result was already discussed in [18] for η = 1, but in order to deal with
the semilinear problem we had to derive estimates for a large range of parameters:
Theorem 4.1. Let α > 0, 2θ ≤ α, δ ∈ [0, α], η ∈ [1, 2], q ∈ [2,+∞] and j = 0, 1. Then the kernels defined
by (16) satisfy:
(i)
||∂γ2x ∂
j
tK0(t, ·) ∗ ψ||Lq . (1 + t)
− 1
2(α−θ) (n(
1
η
− 1
q )+|γ2|)−j ||ψ||Lη + g(t)||ψ||Hsj .
(ii) If n
(
1
η −
1
q
)
+ |γ2| − 2θ ≥ 0 then
||∂γ2x ∂
j
tK1(t, ·) ∗ ψ||Lq . (1 + t)
− 1
2(α−θ) (n(
1
η
− 1
q )+|γ2|−2θ)−j ||ψ||Lη + g(t)||ψ||Hrj
and
||∂γ2x ∂
j
tE1(t, ·) ∗ ψ||Lq . (1 + t)
− 1
2(α−θ) (n(
1
η
− 1
q )+|γ2|−2θ)−j ||ψ||Lη + g(t)||ψ||H(rj−2δ)+ .
A special exception is given in the case j = 0, η = 1, q ≥ 2 and n
(
1− 1q
)
+ |γ2| − 2θ = 0, namely,
||∂γ2x K1(t, ·) ∗ ψ||Lq . ln(e + t)||ψ||L1 + g(t)||ψ||Hr0 ,
and
||∂γ2x E1(t, ·) ∗ ψ||Lq . ln(e+ t)||ψ||L1 + g(t)||ψ||H(r0−2δ)+ .
(iii) If n
(
1
η −
1
q
)
+ |γ2| − 2θ < 0, then
||∂γ2x ∂
j
tK1(t, ·) ∗ ψ||Lq . (1 + t)
1−j− 12θ (n(
1
η
− 1
q )+|γ2|)||ψ||Lη + g(t)||ψ||Hrj
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and
||∂γ2x ∂
j
tE1(t, ·) ∗ ψ||Lq . (1 + t)
1−j− 12θ (n(
1
η
− 1
q )+|γ2|)||ψ||Lη + g(t)||ψ||H(rj−2δ)+ .
Here g(t) =
{
e−ct (c ∈ R+), if δ ≤ θ
(1 + t)
n
2(δ−θ) (
1
2−
1
q )(1 + t)−
1
2β , if θ < δ with 0 < β < δ−θn
2q
(q−2)+
,
s0 =
{
|γ2| if δ ≤ θ
|γ2|+
δ−θ
β if θ < δ
, r0 = s0+ δ−α and r1 =
{
|γ2| if δ ≤ θ
|γ2|+
δ−θ
β if θ < δ
, s1 = r1 +α− δ.
Proof. For small frequencies |ξ| ≤ 1 we have that
λ+ ≈ −|ξ|
2(α−θ), λ− ≈ −|ξ|
2θ, λ+ − λ− ≈ |ξ|
2θ,
and if t|ξ|2θ ≤ 1 we have
|Kˆ1(t, ξ)| . |ξ|
−2θetλ−
(
et(λ+−λ−) − 1
)
. tetλ− ,
whereas for t|ξ|2θ ≥ 1
|Kˆ1(t, ξ)| . |ξ|
−2θetλ+ .
For any η ∈ [1, 2], we define η′ = η/(η − 1), its Ho¨lder conjugate, and r ∈ [2,∞] by
1
r
=
1
q′
−
1
η′
=
1
η
−
1
q
, (17)
where q′ = q/(q − 1). Now, Hausdorff-Young inequality comes into play
‖(−△)
k
2 F−1(χ0Kˆ1(t, ·)ψˆ)‖Lq . ‖ |ξ|
kKˆ1(t, ·)ψˆ‖Lq′(|ξ|≤1)
and we estimate Lq
′
in the regions t|ξ|2θ ≤ 1 and t−
1
2θ ≤ |ξ| ≤ 1:
‖ |ξ|kKˆ1(t, ·)ψˆ‖Lq′ (t|ξ|2θ≤1) . t ‖ |ξ|
ketλ−‖Lr(t|ξ|2θ≤1) ‖ψˆ‖Lη′
. (1 + t)1−
1
2θ (
n
r
+k) ‖ψ‖Lη ,
whereas
‖ |ξ|kKˆ1(t, ·)ψˆ‖
Lq′ (t−
1
2θ ≤|ξ|≤1)
. ‖ |ξ|k−2θetλ+‖
Lr(t−
1
2θ ≤|ξ|≤1)
‖ψˆ‖Lη′
. (1 + t)−
1
2(α−θ) (
n
r
+k−2θ) ‖ψ‖Lη ,
for n
(
1
η −
1
q
)
+ k − 2θ > 0,
‖ |ξ|kKˆ1(t, ·)ψˆ‖
Lq′ (t−
1
2θ ≤|ξ|≤1)
. ‖ |ξ|k−2θetλ+‖
Lr(t−
1
2θ ≤|ξ|≤1)
‖ψˆ‖Lη′
. (1 + t)1−
1
2θ (
n
r
+k) ‖ψ‖Lη ,
for n
(
1
η −
1
q
)
+ k − 2θ < 0, and
‖ |ξ|kKˆ1(t, ·)ψˆ‖
Lq′ (t−
1
2θ ≤|ξ|≤1)
. ‖ |ξ|k−2θetλ+‖
Lr(t−
1
2θ ≤|ξ|≤1)
‖ψˆ‖Lη′
. log(e+ t) ‖ψ‖Lη ,
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for n
(
1
η −
1
q
)
+ k− 2θ = 0. However, in some cases the last inequality may be improved. Indeed, the case
k − 2θ = 0 is immediately, i.e.,
‖(−△)
k
2 F−1(χ0Kˆ1(t, ·)ψˆ)‖L2 . ‖ψ‖L2.
So, let us suppose that k − 2θ < 0. If 2 ≤ q <∞ and 1 < η < n2θ−k , by using the Riesz potential mapping
properties I2θ−kf = F
−1(|ξ|−(2θ−k)fˆ) we get [22]
‖(−△)
k
2 F−1(χ0Kˆ1(t, ·)ψˆ)‖Lq = ‖I2θ−k(−△)
k
2 F−1(χ0|ξ|
2θ−kKˆ1(t, ·)ψˆ)‖Lq
. ‖F−1(χ0|ξ|
2θKˆ1(t, ·)ψˆ)‖Lη ,
1
η
−
1
q
=
2θ − k
n
.
For β ∈ Nn we may estimate
|∂βξ χ0|ξ|
2θKˆ1(t, ξ)| . |ξ|
−|β|,
hence, Mikhlin-Ho¨rmander multiplier theorem implies
‖F−1(χ0|ξ|
2θKˆ1(t, ·)ψˆ)‖Lη . ‖ψ‖Lη ,
and
‖(−△)
k
2 F−1(χ0Kˆ1(t, ·)ψˆ)‖Lq . ‖ψ‖Lη .
If q =∞ and η > 1, by taking s > 0 such that 2θ− k− 1 < s < nη and applying Lemma 3.1 of [5] we have
‖(−△)
k
2 F−1(χ0Kˆ1(t, ·)ψˆ)‖L∞ = ‖F
−1(χ0|ξ|
k+sKˆ1(t, ·)|ξ|
−sψˆ)‖L∞
. (1 + t)−
1
2(α−θ) (
n
q˜
+k+s−2θ)‖ Isψ‖Lq˜
. ‖ψ‖Lη ,
1
η
−
1
q˜
=
s
n
,
thanks to nη + k − 2θ = 0. Furthermore, we have
‖ |ξ|kKˆ0(t, ·)ψˆ‖Lq′(|ξ|≤1) . ‖ |ξ|
ketλ+‖Lr(|ξ|≤1) ‖ψˆ‖Lη′
. (1 + t)−
1
2(α−θ) (
n
r
+k) ‖ψ‖Lη .
For time derivatives of the kernels the desired estimates follows thanks to
|∂tKˆ0(t, ξ)| = |λ+λ−|
∣∣∣∣etλ− − etλ+λ+ − λ−
∣∣∣∣ . |ξ|2(α−θ)etλ+
|∂tKˆ1(t, ξ)| =
∣∣∣∣λ−etλ− − λ+etλ+λ+ − λ−
∣∣∣∣ . etλ− + |ξ|2(α−2θ)etλ+ .
In the low frequency region the estimates obtained for Eˆ1 and Kˆ1 are the same, since Eˆ1 ≈ Kˆ1 for all
t ≥ 0.
At high frequencies the roots of the full symbol are complex-valued, and
Reλ± ≈ −|ξ|
2(θ−δ), |λ±| ≈ |ξ|
α−δ, |λ+ − λ−| ≈ |ξ|
α−δ, |ξ| → ∞. (18)
Using the equivalences (18), we have
|∂jt Kˆℓ(t, ξ)| . |ξ|
(j−ℓ)(α−δ)etReλ± .
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Hence, if θ ≥ δ and u0 ∈ H
α(Rn), u1 ∈ H
δ(Rn), we have an exponential decay for ‖|ξ|b∂jt uˆ(t, ·)‖Lq(|ξ|≥1)
for 0 ≤ b+ (α− δ)j ≤ α, j = 0, 1.
On the other hand, if δ > θ, for β > 0 we may estimate
e−t|ξ|
2(θ−δ)
= t−
1
2β (t|ξ|2(θ−δ))
1
2β e−t|ξ|
2(θ−δ)
|ξ|
δ−θ
β
. t−
1
2β |ξ|
δ−θ
β , t > 0
so, under additional regularity δ−θβ on initial data, we have a polynomial decay (1+ t)
− 12β for the L2 norm
|| |ξ|k∂jt Kˆℓ(t, ·)ψˆ||L2(|ξ|≥1) . || |ξ|
k+(j−ℓ)(α−δ)etReλ± ψˆ||L2(|ξ|≥1)
. || |ξ|k+(j−ℓ)(α−δ)+
δ−θ
β t−
1
2β ψˆ||L2(|ξ|≥1)
. t−
1
2β ||ψ||Hs ,
with s = sj if ℓ = 0 and s = rj if ℓ = 1. For q ≥ 2 and q
′ = q/(q − 1), we may use again Hausdorff-Young
inequality
‖(−△)
k
2 ∂jtF
−1(χ1Kˆℓ(t, ·)ψˆ)‖Lq = ‖ |ξ|
k∂jt Kˆℓ(t, ·)ψˆ‖Lq′(|ξ|≥1),
ℓ, j = 0, 1. Since q′ ∈ [1, 2) and n < [−k + s− (j − ℓ)(α− δ)] 2q
′
2−q′
|| |ξ|k∂jt Kˆℓ(t, ·)ψˆ||Lq′ (|ξ|≥1) . || |ξ|
k+(j−ℓ)(α−δ)etReλ± ψˆ||Lq′ (|ξ|≥1)
. || |ξ|k−s+(j−ℓ)(α−δ)etReλ± ||
L
2q′
2−q′ (|ξ|≥1)
|| |ξ|sψˆ||L2(|ξ|≥1)
. (1 + t)
1
2(δ−θ)
[
n
(
2−q′
2q′
)
+k−s+(j−ℓ)(α−δ)
]
||ψ||Hs .
Now calling s = δ−θβ + k + (j − ℓ)(α− δ) (with β > 0), if n <
2q′(δ−θ)
(2−q′)β and q
′ ∈ [1, 2), it follows that
|| |ξ|k∂jt Kˆℓ(t, ·)ψˆ||Lq′ (|ξ|≥1) . (1 + t)
n(2−q′)
4q′(δ−θ)
− 12β ||ψ||Hs . g(t)||ψ||Hs , ℓ = 0, 1,
with s = sj if ℓ = 0 and s = rj if ℓ = 1. 
Remark 4.1. We assume the hypotheses in Theorem 2.2, then solutions to (15), with f ≡ 0, satisfy (8)-(9).
Indeed, the assumed maximum regularity Hr for the second data, with r = max{r0, r1}, is in order that
|||D|αK1(t, ·) ∗ ψ||L2 . (1 + t)
− 1
2(α−θ) (n(
1
m
− 12 )+α−2θ)||ψ||Hr0∩Lm
for n
(
1
m −
1
q
)
≤ 2θ, i.e.,
r0 = δ+
δ − θ
β
= δ+
δ − θ
α− θ
(
n
(
1
m
−
1
2
)
+ α− 2θ
)
≤ δ+
δ − θ
α− θ
(
n
(
1
m
−
1
q
)
+ α− 2θ
)
≤ δ+
δ − θ
α− θ
α ≤ 2δ,
and
||∂tK1(t, ·) ∗ ψ||Lq . (1 + t)
− n2θ (
1
m
− 1
q )||ψ||Hr1∩Lm ,
i.e.,
r1 =
δ − θ
β
= (δ − θ)
[
n
δ − θ
(
1
2
−
1
q
)
+
n
θ
(
1
m
−
1
q
)]
≤ n
(
1
m
−
1
q
)
+
n(δ − θ)
θ
(
1
m
−
1
q
)
≤ 2δ.
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This implies the required regularity Hs for the first data, with s = max{s0, s1}, since sj = rj + α − δ,
j = 0, 1.
Remark 4.2. We assume the hypotheses in Theorem 2.3, then solutions to (15), with f ≡ 0, satisfy
estimates (12) and (13). Indeed, if (u0, u1) ∈ H
s1(Rn)×Hr1(Rn), with s1 = α+ δ and r1 = 2δ, we have
‖ut(t, ·)‖Lq . (1 + t)
− n2α (
1
2−
1
q )−1 (‖u0‖L2 + ‖u1‖L2) + (1 + t)
n
2δ (
1
2−
1
q )−
1
2β (‖u0‖Hs1 + ‖u1‖Hr1 )
. (1 + t)
n
2δ (
1
2−
1
q )−1 (‖u0‖Hs1∩L2 + ‖u1‖Hr1∩L2)
because r1 =
δ
β , i.e., β =
1
2 implies
n
2δ
(
1
2 −
1
q
)
− 12β ≥ −
n
2α
(
1
2 −
1
q
)
− 1.
On the other hand, if (u0, u1) ∈ H
s0(Rn)×Hr0(Rn), with s0 = α+ δ and r0 = 2δ, we have
‖u(t, ·)‖Lq . (1 + t)
− n2α (
1
2−
1
q ) (‖u0‖L2 + ‖u1‖L2) + (1 + t)
n
2δ (
1
2−
1
q )−
1
2β (‖u0‖Hs0 + ‖u1‖Hr0 ) ,
where β = δα+δ . We note that, depending on the the parameters α, δ and in the space dimension n, the
last estimate may be determined at low frequency or at high frequency.
5. Proof of Theorems 2.2 to 2.4
By Duhamel’s principle, a function u ∈ Z, where Z is a suitable space, is a solution to (1) if, and only
if, it satisfies the equality
u(t, x) = ulin(t, x) +
ˆ t
0
E1(t− s, x) ∗ f(ut(s, x)) ds , in Z, (19)
with f(ut(s, x)) = |ut(s, x)|
p and
ulin(t, x) :=K0(t, x) ∗ u0(x) +K1(t, x) ∗ u1(x) ,
is the solution to the linear Cauchy problem (5). The proof of our global existence results is based on the
following scheme. We define an appropriate data function space
A :=
(
Hα+δ(Rn) ∩ Lm(Rn)
)
×
(
H2δ(Rn) ∩ Lm(Rn)
)
, (20)
and an evolution space for solutions
Z(T ) :=C([0, T ], Hα(Rn) ∩ Lq(Rn)) ∩ C1([0, T ], L2(Rn) ∩ Lq(Rn)), (21)
equipped with a norm relate to the estimates of solutions to the linear problem (5) such that
‖ulin‖Z ≤ C ‖(u0, u1)‖A. (22)
We define the operator F such that, for any u ∈ Z,
Fu(t, x) :=
ˆ t
0
E1(t− s, x) ∗ f(ut(s, x)) ds ,
then we prove the estimates
‖Fu‖Z ≤ C‖u‖
p
Z , (23)
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‖Fu− Fv‖Z ≤ C‖u− v‖Z
(
‖u‖p−1Z + ‖v‖
p−1
Z
)
. (24)
By standard arguments, since ulin satisfies (22) and p > 1, from (23) it follows that ulin+F maps balls of Z
into balls of Z, for small data in A, and that estimates (23)-(24) lead to the existence of a unique solution
to (19), that is, u = ulin+Fu, satisfying (22). We simultaneously gain a local and a global existence result.
The information that u ∈ Z plays a fundamental role to estimate f(ut(s, ·)) in suitable norms. We will
employ the following well-known result (for instance, see [7]).
Lemma 5.1. Let κ ≤ 1. Then it holdsˆ t
0
(1 + t− s)−κ (1 + s)−µ ds .
{
(1 + t)−κ if µ > 1
(1 + t)−κ log(e+ t) if µ = 1.
Proof. (Theorem 2.2) We have to prove (22), (23) and (24), with A as in (20) and Z(T ) as in (21) for all
q ≥ 2p, equipped with the norm
‖u‖Z(T ) := sup
t∈[0,T ]
{
(1 + t)−1+
n
2θ (
1
m
− 12 )‖u(t, ·)‖L2 + (1 + t)
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖|D|αu(t, ·)‖L2
+ (1 + t)−1+
n
2θ (
1
m
− 1
q )‖u(t, ·)‖Lq + (1 + t)
n
2θ (
1
m
− 1
2 )‖ut(t, ·)‖L2 + (1 + t)
n
2θ (
1
m
− 1
q )‖ut(t, ·)‖Lq
}
.
Thanks to Theorem 4.1 and Remark 4.1, ulin ∈ Z(T ) and it satisfies (22).
Let us prove (23). We omit the proof of (24), since it is analogous to the proof of (23).
Let u ∈ Z(T ). Using Theorem 4.1 with η = m and Remark 4.1, for j = 0, 1 we have
‖∂jtE1(t− s, ·) ∗ f(ut(s, ·))‖L2 . (1 + t− s)
1−j− n2θ (
1
m
− 12 )‖f(ut(s, ·))‖L2∩Lm ,
‖∂jtE1(t− s, ·) ∗ f(ut(s, ·))‖Lq . (1 + t− s)
1−j− n2θ (
1
m
− 1
q )‖f(ut(s, ·))‖L2∩Lm ,
‖|D|αE1(t− s, ·) ∗ f(ut(s, ·))‖L2 . (1 + t− s)
− 1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖f(ut(s, ·))‖L2∩Lm .
Condition (7) implies that m
(
1 + 2mθn
)
≥ 2, hence, for κ ≥ m and 1 + 2mθn < p ≤
q
2 , by interpolation we
may estimate
‖f(ut(s, ·))‖Lκ = ‖ut(s, ·)‖
p
Lκp . (1 + s)
−np2θ (
1
m
− 1
κp )‖u‖pZ(T ),
and Lemma 5.1 implies
‖∂jtFu(t, ·)‖L2 . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)1−j−
n
2θ (
1
m
− 12 )(1 + s)−
np
2θ (
1
m
− 1
mp )ds
. (1 + t)1−j−
n
2θ (
1
m
− 12 )‖u‖pZ(T ),
‖∂jtFu(t, ·)‖Lq . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)1−j−
n
2θ (
1
m
− 1
q )(1 + s)−
np
2θ (
1
m
− 1
mp )ds
. (1 + t)1−j−
n
2θ (
1
m
− 1
q )‖u‖pZ(T ),
and
‖|D|αFu(t, ·)‖L2 . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)(1 + s)−
np
2θ (
1
m
− 1
mp)ds
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. (1 + t)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖u‖pZ(T ),
thanks again to p > 1 + 2mθn and q ≤
nm
(n−2mθ)+
. 
Proof. (Theorem 2.3) We have to prove (22), (23) and (24), with A as in (20) for m = 2 and Z(T ) as in
(21) for all q ≥ 2p, equipped with the norm
‖u‖Z(T ) := sup
t∈[0,T ]
{
‖u(t, ·)‖L2 + (1 + t)
1
2 ‖|D|αu(t, ·)‖L2 + (1 + t)
min{ n2α (
1
2−
1
q ),
α+δ
2δ −
n
2δ (
1
2−
1
q )}‖u(t, ·)‖Lq
+ (1 + t)‖ut(t, ·)‖L2 + (1 + t)
1− n2δ (
1
2−
1
q )‖ut(t, ·)‖Lq
}
.
We only discuss the proof of (23). Let u ∈ Z(T ). Using Theorem 4.1 with η = 2, for j = 0, 1 we have
‖∂jtE1(t− s, ·) ∗ f(ut(s, ·))‖L2 . (1 + t− s)
−j‖f(ut(s, ·))‖L2 ,
‖|D|αE1(t− s, ·) ∗ f(ut(s, ·))‖L2 . (1 + t− s)
− 12 ‖f(ut(s, ·))‖L2 ,
‖E1(t− s, ·) ∗ f(ut(s, ·))‖Lq . (1 + t− s)
−min{ n2α (
1
2−
1
q ),
α+δ
2δ −
n
2δ (
1
2−
1
q )}‖f(ut(s, ·))‖L2 ,
‖∂tE1(t− s, ·) ∗ f(ut(s, ·))‖Lq . (1 + t)
n
2δ (
1
2−
1
q )−1‖f(ut(s, ·))‖L2 .
By interpolation and the definition of ‖ · ‖Z(T ) we have
‖f(ut(s, ·))‖L2 = ‖ut(s, ·)‖
p
L2p . (1 + s)
n
4δ (p−1)−p‖u‖pZ(T ).
Lemma 5.1 implies
‖∂jtFu(t, ·)‖L2 . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)−j(1 + s)
n
4δ (p−1)−pds
. (1 + t)−j‖u‖pZ(T ),
‖|D|αFu(t, ·)‖L2 . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)−
1
2 (1 + s)
n
4δ (p−1)−pds
. (1 + t)−
1
2 ‖u‖pZ(T ),
‖Fu(t, ·)‖Lq . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)−min{
n
2α (
1
2−
1
q ),
α+δ
2δ −
n
2δ (
1
2−
1
q )}(1 + s)
n
4δ (p−1)−pds
. (1 + t)−min{
n
2α (
1
2−
1
q ),
α+δ
2δ −
n
2δ (
1
2−
1
q )}‖u‖pZ(T ),
and
‖∂tFu(t, ·)‖Lq . ‖u‖
p
Z(T )
ˆ t
0
(1 + t− s)
n
2δ (
1
2−
1
q )−1(1 + s)
n
4δ (p−1)−pds
. (1 + t)
n
2δ (
1
2−
1
q )−1‖u‖pZ(T ),
thanks to p > 1 and n < 4δ. 
Proof. (Theorem 2.4) We have to prove (22), (23) and (24), with A as in (20) and Z(T ) as in (21) for all
q ≥ 2p, equipped with the norm
‖u‖Z(T ) := sup
t∈[0,T ]
{
(1 + t)−1+
n
2θ (
1
m
− 12 )‖u(t, ·)‖L2 + (1 + t)
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)h(t)‖|D|αu(t, ·)‖L2
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+ (1 + t)−1+
n
2θ (
1
m
− 1
q )‖u(t, ·)‖Lq + (1 + t)
n
2θ (
1
m
− 12 )‖ut(t, ·)‖L2 + (1 + t)
n
2θ (
1
m
− 1
q )‖ut(t, ·)‖Lq
}
, (25)
where h(t) = (log(e+ t))−1 if α > 2θ and h(t) ≡ 1 if α = 2θ.
Thanks to Theorem 4.1 and Remark 4.1, ulin ∈ Z(T ) and it satisfies (22).
Let us prove (23). Let u ∈ Z(T ). To consider the case p = pc := 1+
2mθ
n we have to change the argument
done in Theorem 2.2. Condition (7) implies that m
(
1 + 2mθn
)
≥ 2, hence, for κ ≥ m and 1+ 2mθn = p ≤
q
2 ,
by interpolation and (25) we have
‖f(ut(s, ·))‖Lκ = ‖ut(s, ·)‖
p
Lκp . (1 + s)
−np2θ (
1
m
− 1
κp )‖u‖pZ(T ). (26)
Applying Theorem 4.1 with 1 < η < m such that η
(
1 + 2mθn
)
> 2 and n
(
1
η −
1
q
)
≤ 2θ, we may estimate
‖∂jtFu(t, ·)‖L2 .
ˆ t
0
(1 + t− s)1−j−
n
2θ (
1
η
− 12 )‖f(ut(s, ·))‖L2∩Lηds
.
ˆ t
0
(1 + t− s)1−j−
n
2θ (
1
η
− 12 )‖ut(s, ·)‖
pc
L2pc∩Lηpcds, j = 0, 1.
Using (26) we conclude
‖∂jtFu(t, ·)‖L2 . ‖u‖
pc
Z(T )
ˆ t
0
(1 + t− s)1−j−
n
2θ (
1
η
− 12 )(1 + s)−
n
2θ (
pc
m
− 1
η )ds.
Now we split the integration interval into [0, t/2] and [t/2, t]:
ˆ t
2
0
(1 + t− s)1−j−
n
2θ (
1
η
− 12 )(1 + s)−
n
2θ (
pc
m
− 1
η )ds . (1 + t)1−j−
n
2θ (
1
η
− 12 )
ˆ t
2
0
(1 + s)−
n
2θ (
pc
m
− 1
η )ds
. (1 + t)1−j−
n
2θ (
1
m
− 12 ).
On the other hand, we concludeˆ t
t
2
(1 + t− s)1−j−
n
2θ (
1
η
− 12 )(1 + s)−
n
2θ (
pc
m
− 1
η )ds . (1 + t)−
n
2θ (
pc
m
− 1
η )
ˆ t
t
2
(1 + t− s)1−j−
n
2θ (
1
η
− 12 )ds
. (1 + t)1−j−
n
2θ (
1
m
− 12 ).
Hence
‖∂jtFu(t, ·)‖L2 . (1 + t)
1−j− n2θ (
1
m
− 12 )‖u‖pcZ(T ), j = 0, 1.
Similarly,
‖∂jtFu(t, ·)‖Lq . (1 + t)
1−j− n2θ (
1
m
− 1
q )‖u‖pcZ(T ), j = 0, 1
and
‖|D|αFu(t, ·)‖L2 . (1 + t)
− 1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖u‖pcZ(T ), if α = 2θ.
However, compared with the estimates for solutions to the linear problem, in the case p = pc we have a
logarithm loss of decay to the term ‖|D|αFu(t, ·)‖L2 if α > 2θ. Applying Theorem 4.1 and Lemma 5.1
with µ = 1 we have
‖|D|αFu(t, ·)‖L2 .
ˆ t
0
(1 + t− s)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)‖f(ut(s, ·))‖L2∩Lmds
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. ‖u‖pcZ(T )
ˆ t
0
(1 + t− s)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ)(1 + s)−
n
2mθ (pc−1)ds
. (1 + t)−
1
2(α−θ) (n(
1
m
− 12 )+α−2θ) log(e + t)‖u‖pcZ(T ).

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