We study the exponential time complexity of approximate counting satisfying assignments of CNFs. We reduce the problem to deciding satisfiability of a CNF. Our reduction preserves the number of variables of the input formula and thus also preserves the exponential complexity of approximate counting. Our algorithm is also similar to an algorithm which works particularly well in practice and for which no approximation guarantee is known.
Introduction
We analyze the approximation ratio of an algorithm for approximately counting solutions of a CNF. The idea of our algorithm goes back to Stockmeyer. Stockmeyer [21] shows that approximately counting witnesses of any NP-relation is possible in randomized polynomial time given access to a Σ 2 P-oracle. It is known that we only need an NP-oracle if we apply the Left-Over Hashing Lemma of Impagliazzo et al. [13] which we discuss below. The use of an NP-oracle is necessary, unless P = NP. Stockmeyer's result and its improvement provides us with a first relation between deciding satisfiability and approximately counting solutions, a seemingly harder problem if we require a strong approximation guarantee.
The motivation of our results comes from exponential time complexity. Impagliazzo et al. [15] develop a structural approach to classify NP-complete problems according B Patrick Traxler patrick.traxler@scch.at 1 Software Competence Center Hagenberg, Hagenberg im Mühlkreis, Austria to their exact time complexity. They formulate and prove the Sparsification Lemma for k-CNFs. This lemma allows us to use almost all known polynomial time reductions from the theory of NP-completeness to obtain exponential hardness results. There are however problems for which the sparsification lemma and standard NP-reductions do not yield meaningful results. Relating the exact complexity of approximately counting CNF solutions and the complexity of SAT is such a problem. We show:
Theorem 1 Let 0 < c ≤ 1, d ≥ 1 and assume there is an algorithm for SAT with running time O(2 cn m d ) where n is the number of variables and m ≥ n is the number of clauses. There is an algorithm with parameter δ > 0 which outputs with high probability in time O (2 (c+(1+d) δ)n m d n 4 log(n)) the approximations for the number of solutions s of an input CNF such that
.
Let us discuss the result. The result becomes non-trivial if we set δ to be smaller than 1−c 1+d . The reduction generates roughly O(2 δn ) clauses. It is not clear if the approximation problem studied in Theorem 1 is in BPP NP because of the super-polynomially small approximation error. An improvement of the approximation error would yield a reduction from #SAT to SAT with possibly exponentially many clauses and which preserves the number of variables.
Theorem 1 implies an algorithm for approximate counting of running time O * c n 1 1 for some c 1 < 2 if an algorithm for SAT with possibly exponentially many clauses of running time O * (c n 2 ) for some c 2 < 2 exists. The opposite direction of this conclusion is also interesting. Several hardness results, e.g. [20, 24] , assume that no algorithm for SAT of running time O * (c n 1 ) with c 1 < 2 exists. Our result weakens this assumption by assuming that no such algorithm exists for approximate counting. Whether we can further weaken it to assuming that no such algorithm for #SAT exists, remains as an open problem.
We also prove similar results for k-SAT. Here, the approximation guarantee depends on the clause width k. We make a case distinction between constant clause width k, i.e. k is independent of the number of variables n, and non-constant k. The algorithms Approximate Counting with Constant k (ACC) and Approximate Counting (AC) are defined in Sect. 3. Both algorithms use an algorithm for deciding satisfiability of k-CNFs. (b) Let k be such that 4 log(16n) ≤ k + 1 ≤ n and let κ be such that k + 1 = κ log(512κ) 4 log(16n). Let s be the number of solutions of the input k-CNF F. The probability that algorithm AC outputs an approximations such that 1 4 2 −n/κ s ≤s ≤ 4 s is at least 1/4. Moreover, let T (n, k) be the worst-case running time of an algorithm for deciding k-SAT. Then ACC and AC run in time O(n·log(n)·(n 2 +2 k ·k ·n+size(F)+T (n, k))).
The parameter κ controls the approximation guarantee. In an application, we fix this parameter and choose k accordingly. For example, we can set k = Θ(log(n)) given that κ = O (1) .
Currently, algorithms designed and analyzed explicitly for (approximate) counting for k-SAT yield better running time bounds and approximation guarantees than we get from Theorem 2 with the currently best algorithms for k-SAT. We discuss this in more detail in Sect. 1.1. In particular, our algorithm analysis for k-SAT only yields meaningful running times if we can solve k-SAT in time 2 o(n) .
An application of our algorithms is to sample a solution approximately uniformly from the set of all solutions [16] . The reduction of Jerrum et al. [16] preserves the number of variables. It reduces approximate sampling to approximate counting. We can also get a result similar to Stockmeyer's result. For any problem in parameterized SNP [15] -an appropriate refinement and subset of NP-we can define its counting version. Every such problem reduces by our result and the sparsification lemma to SAT (or k-SAT) at the expense of an increase of n to O(n) variables. Here, n may be the number of vertices in the graph coloring problem or a similar parameter [15] . We just have to observe that the sparsification lemma preserves the number of solutions.
Related Work: (Practical) Algorithms
Stockmeyer's idea was implemented in [12] . Gomes et al. [12] provide an implementation of a reduction which uses a SAT-solver to answer oracle queries. The algorithm of Gomes et al. [12] is almost the same as our algorithm. It preserves the number of variables and the maximum clause width is small. These properties seem to be crucial for a fast implementation, in particular, for the SAT-solver to work fast.
Gomes et al. [12] compare empirically the running time of their algorithm to the running time of exact counting algorithms. Their algorithm performs well on the tested hard instances and actually outperforms exact counting algorithms. The output values seem to be good approximations. A bound on the approximation ratio for small clause width is not known.
Because there are only small differences between our algorithms and the algorithm of Gomes et al. [12] , our bound on the approximation guarantee may be considered as a theoretical justification for the quality of the algorithm of Gomes et al. [12] . One difference is that we need a probability amplification to obtain our result, Theorem 2, and that it only holds for clause width k ≥ 5 at the moment. Additionally, we consider random hash functions with a different probability distribution than in [12] .
As Gomes et al. [12] observe, it is important to make the clause width k small. Let us set k to 5. Theorem 2, Case (a), gives us a non-trivial approximation guarantee. We note that we can achieve this approximation guarantee also via random sampling in time roughly 2 O log(n)n 1−4/5 (the algorithm repeatedly samples uniformly at random assignments and computes the fraction of satisfying assignments. We get the approximation guarantee by an application of the Chernoff bound). From a theoretical perspective, our result becomes interesting if we can solve k-SAT in time 2 o log(n)n 1−4/5 . From a practical perspective, we have a considerable improved analysis of the algorithm in [12] .
Algorithms for the k-CNF case with theoretical bounds were proposed by Thurley [22] (approximate counting) and by Impagliazzo et al. [14] (exact counting). Thurley achieves an approximation with a multiplicative error in time O * −2 c n k , where e.g. c 3 = 1.5366 for 3-SAT and c k < 2 for all k. As far as the algorithm is concerned, Thurley's algorithm works with hashing too. The crucial difference to our work is that we present a reduction rather than an algorithm. In particular, Thurley's algorithm does not solve k-SAT directly but k-CNFs extended by a system of linear equations given by a random hashing function. Thurley's algorithm thus solves a more general problem than k-SAT with a possible higher complexity.
Regarding #k-SAT, the randomized algorithm of Impagliazzo et al. [14] runs in
The algorithm of Thurley [22] has as a similar running time.
Comparing these bounds with Theorem 2, we observe that the algorithms in [14] and [22] are currently better than our algorithm since our algorithm analysis for k-SAT yields only meaningful results if we can solve k-SAT in time 2 o(n) . Such algorithms are currently not known and are considered unlikely to exist.
Related Work: Left-Over Hashing Lemma
A possible reduction from approximate counting to satisfiability testing works roughly as follows. We assume to have a procedure which takes as input a CNF F with n variables and a parameter m. It randomly outputs a CNF F ∧ G m such that the expected number of solutions of F ∧G m times 2 m is approximately the number of solutions of F. We apply this procedure for m = 1, . . . , n + 1 and stop as soon as F ∧ G m is unsatisfiable. Using the information when the algorithm stops we can get a good approximation. The construction of G m reduces to the following randomness extraction problem. We are given a not perfectly random vector x ∈ {0, 1} n and want a function h : {0, 1} n → {0, 1} m such that h(x) is almost uniform over {0, 1} m . We think of m as potentially much smaller than n and of h as m functions (h 1 , . . . , h m ) and additionally require that each h i depends only on few variables. We use the latter property to efficiently encode h as a CNF in such a way that the encoding and the input CNF F have the same set of variables, in particular G m is an encoding of h(x) = b. Stockmeyer's result and its improvement, which is based on the Left-Over Hashing Lemma, can not be adapted in an obvious way to get such an efficient encoding. The crucial difference between our approach to the original approach lies in the bounds on the locality of the random hash function. Our analysis is Fourier-analytic whereas the proof of the Left-Over Hashing Lemma [13] uses more elementary probabilistic techniques.
Impagliazzo et al. [13] show that any pairwise independent 2 family H ind of functions of the form {0, 1} n → {0, 1} m satisfies the following extraction property. The lemma states that the vector h(x) is almost uniform. We say that we extract it from a not perfectly random vector x. Lemma 1 Fix a distribution f over the cube {0, 1} n with min-entropy 3 at least m + Ω(log(1/ε)) and y ∈ {0, 1} m . Then,
This result, in a slightly more general form [13] , is called the Left-Over Hashing Lemma. We want for our applications that h, seen as a random function, has a couple of additional properties besides the extraction property. The most important being that h i is a Boolean function depending on at most k variables. This is what we call a local hash function. These random hash functions are however not necessarily pairwise independent. This leads to a substantial problem. The proof of the Left-Over Hashing Lemma relies on pairwise independence since it requires an application of Chebyshev's Inequality. In its proof we define the random variable X = X (h) := Pr x∼ f (h(x) = y). Its expected value is 2 −m . This still holds in our situation. However, its variance can be too large for an application of Chebyshev's Inequality. To circumvent the use of Chebyshev's Inequality we formulate the problem in terms of Fourier analysis of Boolean functions. We make use of a close connection between linear hash functions attaining the extraction property and the Fourier spectrum of probability distributions over the cube {0, 1} n .
We remark that Calabro et al. [3] give a probabilistic construction of a "local hash function" without the extraction property. They obtain a similar reduction as the Valiant-Vazirani reduction [23] . The extraction property is not necessary for this purpose. They also work with hashing. However, in their application the vector y can be very far from a uniform distribution which implies that F ∧ G m can have much less satisfying assignments than required in our application.
Further Related Work
Gavinsky et al. [11] obtain a local hash function via the Hypercontractive Inequality. The KKL Inequality [18] that we are going to apply is a simple consequence of this inequality. The hash family of Gavinsky et al. [11] only works for distributions with min-entropy at least n − O √ n . We remark that the motivations and applications in [11] are different from ours. The (Bonami-Beckner) Hypercontractive Inequality, 2 Pairwise independence means that Pr h∼H ind (h(x 1 ) = y 1 , h(x 2 ) = y 2 ) = 2 −2m for any x 1 , x 2 ∈ {0, 1} n , x 1 = x 2 , and y 1 , y 2 ∈ {0, 1} m . An m×n Bernoulli matrix with probability 1 2 induces a pairwise independent family. 3 See Sect. 2. credited to Bonami [2] and Beckner [1] , found several diverse applications. See [8, 19] for further references.
Other practical algorithms using hashing similar to [12] is discrete integration, a special case of weighted optimization [9, 10] . Results which relate different problems to SAT are for example [3] [4] [5] 24 ].
Preliminaries
We make the following conventions. We assume uniform sampling if we sample from a set without specifying the distribution. We also use the common notation [n] := {1, . . . , n} and [n] k for the set of all k-element subsets of [n]. As an example, S ∼ [n] k means that we uniformly at random choose a k-element subset from [n].
A κ-junta is a Boolean function which depends on at most κ out of n variables. We extend this notion to functions h :
for every y ∈ {0, 1} m and every (flat) distribution f of min-entropy t with t 0 ≤ t ≤ n.
Algorithms and Hash Functions
The algorithms for Theorem 2, ACC and AC, are depicted in Fig. 1 . The algorithm for Theorem 1 is AC with a simple extra idea that we describe in the proof of Theorem 1. Algorithms ACC and AC differ only in their use of random hash functions.
The idea behind both algorithms is to iteratively halve the number of satisfying assignments until the input CNF F is unsatisfiable. If this happens at the m-th iteration, the approximation for the number of satisfying assignments is 2 m−1 . We cut the number of solutions in half by taking the conjunction of F with a constraint of the form h(x) = y for a random vector y and a random hash function h from some family H. If H is k-local, this constraint can be encoded in k-CNF. Next, we describe the random hash functions, i.e. their distributions. 
2n . We only add after Line (5) a condition to stop if h is not a k-junta Definition of F k with parameters k, m, and n:
In what follows, S ∼ μ p , S ⊆ [n], means that we choose every element in [n] with probability p and do not choose it with probability 1 − p. The resulting set is S. We call μ p the Bernoulli distribution over [n].
Definition of H p with parameters p, m, and n:
. Let H p be the distribution of these functions.
We note that F k is k-local with probability 1 and that H p is (2 pn)-local with high probability if p = Ω( log(n) n ). We define algorithm ACC in Fig. 1 . It employs random hash functions h ∼ F k . Algorithm AC is similar to ACC, but with the difference that it employs h ∼ H p . In the probabilistic construction of h ∼ H p we have to check if h can be encoded by a k-CNF. We add after Line (5) the following condition: If |S i | > k for some i ∈ {1, . . . , m} then stop. This will not happen with high probability due to an application of the Chernoff bound. Moreover, p := k+1 2n for AC. We stress the fact that our algorithms are easy to implement and that we can amplify the success probability further by repeating the inner loop appropriately.
Theorem 2 states the analysis of these algorithms, in particular, algorithm AC outputs an approximations for the number of satisfying assignments s such that 1 4 2 −n/κ s ≤s ≤ 4 s. This works for k ≈ κ log(κ) log(n). Its proof uses the Main Lemma, Lemma 2. Theorem 1 follows from the analysis of AC together with some simple extra ideas. It has a much stronger approximation guarantee. The Main Lemma states that the random functions h are local hash functions. 
Analysis of the Hash Functions
If there exists t 0 such that P = P(t 0 ) < 1 and t 0 + m + 1 ≤ n, then h ∼ H p is a (t 0 +m +1, ε)-hash family for flat distributions with probability at least (1− P) m > 0.
We apply the Main Lemma by making k and p large enough such that (1− Q) m ≥ 1 4 and (1 − P) m ≥ 1 4 . The parameters k and p control the locality of the random hash functions. The parameters Q and P up to the factor m ε come from our bounds on Fourier coefficients, Lemmas 4 and 5.
Let us consider Case (a) in more detail. The lemma states that h ∼ F k extracts m bits. Thus, the min-entropy of the flat distribution f has to be at least m. We need however at least t 0 + m + 1 min-entropy where t 0 is such that Q(t 0 ) < 1 and thus
The intuitive reason is, assuming k < k , that a k-local hash function accesses less information of the not perfectly random vector x than a k -local hash function. We can compensate this by a lager min-entropy of f . We observe a trade-off. Smaller k requires larger min-entropy t 0 and vice versa.
Finally, we note that we can generalize the Main Lemma in a way that it works for any hash family H of the form {0, 1} n → {0, 1} given that H itself is a (t 0 , ε)-hash family with high enough probability.
Proof Outline
The proof of Lemma 2, the Main Lemma, consists of two parts. In the first step, Sects. 4.2 and 4.3, we show how to analyze hash functions h : {0, 1} n → {0, 1}, i.e. the range of h is {0, 1}. We relate this problem to bounds on Fourier coefficients, sums of their absolute values or sums of squared Fourier coefficients. We introduce the necessary terminology in Sect. 4.2. In Sect. 4.3 we discuss the bounds. For the two types of functions h c ∼ F k and h ∼ H p we use two different bounds. In the second part, Sect. 4.4, we show how to use these bounds to analyze functions h : {0, 1} n → {0, 1} m , i.e. the range of h is {0, 1} m . We also discuss limitations of improving the Main Lemma in Sect. 4.8.
Hashing, Randomness Extraction, and the Discrete Fourier Transform
We start with basics from Fourier analysis of Boolean functions. See e.g. [8, 19] for a general introduction to discrete Fourier analysis. The Fourier transform of Boolean functions is a functional which maps f : {0, 1} n → R to f : 2 [n] → R and which we
. We will consider the following scaled Fourier transform given by f (S) := 2 n−1 f (S). We call the values of f Fourier coefficients and the collection of Fourier coefficients the Fourier spectrum of f .
We can rewrite scaled Fourier coefficients to see the connection to hashing and randomness extraction. We define i∈{} x i := 0. The following is a standard lemma for the Fourier transform, the proof of which we include for completeness.
Proof Let I be the preimage of f and X p :
We may think of b = i∈S x i as a single bit which we extract from x which is distributed according to f . We are interested in how close to a uniformly distributed bit b is. There is also a combinatorial interpretation which we are going to use subsequently. We define for non-empty A ⊆ {0, 1} n the flat distribution f A (x) := 1 |A| if x ∈ A and 0 otherwise. We want a random hash function h : {0, 1} n → {0, 1} such that for every not too small A ⊆ {0, 1} n and b ∈ {0, 1}, Pr h Pr x∼ f A (h(x) = b) − 1 2 is small is large. This is the same as saying that the probability of the event |A ∩ {x ∈ A : h(x) = b}| ≈ |A| 2 should be large. In other words, the half-space in 
Bounds for Fourier Coefficients
In this section we describe our tools for analyzing local hash functions. We show how to apply them for analyzing h ∼ F k and h ∼ H p with m = 1. We apply the KKL Inequality (see below) for the analysis of h ∼ F k , Lemma 4, and a new inequality, Lemma 6, for the analysis of h ∼ H p , Lemma 5. Lemmas 4 and 5 say that the scaled Fourier coefficient is small in the case of high min-entropy. Lemma 3 then says that i∈S x i , where S is as in Lemmas 4 and 5, is good for randomness extraction and hashing. We note that Lemmas 4 and 5 have similar proofs.
We start with Lemma 4. We need the following inequality known as the KKL Inequality. It is a consequence of the Hypercontractive Inequality [18] . 
We combine the KKL Inequality with the Cauchy-Schwarz inequality to obtain the following lemma. The upper bound in the lemma is a factor in Q(t) from the Main Lemma.
Lemma 4 Let f : {0, 1} n → R be a flat distribution of min-entropy at least t, k be a positive integer, and 0 < ζ < 1. Then,
Proof Note that Pr x ( f (x) = 0) = 2 −(n−t) and that 2 t f ∈ {0, 1} holds for all x ∈ {0, 1} n . In the application of Proposition 1 we use that
Using the fact that f (S) = 1 2 · 2 n−t · 2 t f (S) for S ⊆ [n] and applying Proposition 1, we get
We note that for a vector r
This fact follows from the Cauchy-Schwarz inequality. It implies
The claim follows since S is chosen uniformly at random from [n] k . We set δ = k/n ζ and use the estimation n k ≥ (n/k) k .
We state Lemma 5 next. In its proof we need an inequality similar to the KKL Inequality. We show that any distribution f of high min-entropy has Fourier coefficients that are expected to be small in absolute value. We consider the expectation when the Fourier coefficients are drawn from the Bernoulli distribution. The upper bound in the lemma is a factor in P(t) from the Main Lemma.
Lemma 5 Let f : {0, 1} n → R be a flat distribution of min-entropy at least t, and 0 < p ≤ 1 2 . Then,
We give an outline of the proof of Lemma 5 here and postpone some of the proofs to subsequent sections. The proof is an induction over n. In the induction step the factor A(α, p) and the parameter α as defined below show up. Formulating the induction in terms of A(α, p) simplifies the proof. We carry out the induction in the proof of Lemma 6. We derive the upper bound A(α, p) ≤ 1 + 2 −1/α+8 αp in Lemma 7. Finally, we will set α ≈ 1/ log(n) in the proof of Lemma 5. This yields the log(512n) in the exponent as found in Lemma 5. We remark that the purpose of this strategy is to keep the induction simple. Along the same line, we state Lemma 6 for functions with range {−1, 0, 1} to simplify the induction.
We continue with the statement of Lemma 6. The support of a function g : {0, 1} n → R is the set of all points with a non-zero value and denoted by Supp(g). The w-norms of 2-dimensional vectors are defined for v ∈ R d and w ∈ R, w ≥ 1 as v w := ( d i=1 |v i | w ) 1/w . We are going to use them in the proof and statement of Lemma 6. Define
This quantity is the 1 αp -norm of u :
Note that the parameter α does not occur in the definition of u and u . As remarked above, we are going to specify α later.
Lemma 6 Let f, g : {0, 1} n → {−1, 0, 1}, 0 < p ≤ 1 2 , and 0 < α ≤ 1. LetÃ(α, p) be such thatÃ(α, p) := max(A(α, p), (1 − p) 4 αp ). Then,
Lemma 6 is one of the main contributions of our work. It gives an upper bound for the correlation between Fourier coefficients of f and g when sampled over μ p . We show Lemma 6 by induction over n. In its proof we work explicitly with the Bernoulli distribution S is chosen from. The purpose is to decompose in the induction step the n-dimensional functions f and g into (n − 1)-dimensional functions with the same range {−1, 0, 1}.
We stated Lemma 6 in more general terms than needed. In our application we are going to set f = g and α as needed. The question remains how to set the parameter α. We are going to use the following estimate.
Setting for example α ≈ 1/ log(n) will makeÃ(α, p) reasonably small in our application. Moreover, A(α, p) ≥ (1 − p) 4 αp for 0 < α ≤ 1 9 follows from this upper bound.
Lemmas 6 and 7 are the crucial steps in the proof of Lemma 5. Their proofs can be found in Sects. 4.5 and 4.6, respectively. The proof of Lemma 5 can be found in Sect.
4.7
Generalization Lemmas 4 and 5 are formulated for flat distributions. They can be generalized to (almost) arbitrary distributions by the following fact due to Chor and Goldreich [6] . We just observe that the Fourier transform is a linear functional. Corollary 2 Let f : {0, 1} n → R be a distribution of min-entropy t with 2 t ∈ {1, . . . , 2 n }, k be a positive integer, and 0 < ζ < 1. Then,
Corollary 3 Let f : {0, 1} n → R be a distribution of min-entropy t with 2 t ∈ {1, . . . , 2 n }, and 0 < p ≤ 1 2 . Then,
Analysis of Hash functions
We show how to use the bounds on sums of Fourier coefficients to analyze h ∼ F k and h ∼ H p for arbitrary m. We iteratively employ the bounds. The proof is an induction over m and the induction step is an application of these bounds, Lemmas 4 and 5. We apply them to distributions f i which we define inductively for concrete h : {0, 1} n → {0, 1} m . We define f i :
The function f i is not well defined for every h since Pr x∼ f i−1 (h i (x) = y i ) = 0 is possible. If this is the case we define f j to be 0 on all points, for all j ≥ i. Condition (1) from Lemma 8 excludes this case. The lemma roughly states that if every h i extracts an almost uniform bit, i.e. the probability of h i (x) is close to 1 2 , then this also holds for h, i.e. the probability of h(x) is close to 2 −m . 
Then,
Moreover, and q i = 0 for 1 ≤ i ≤ m. The moreover part of the lemma follows. Define q 0 := 1. By the triangle inequality,
Finally,
It remains to show how to apply Lemmas 4 and 5 together with Lemma 8 to finally analyze h ∼ H p and h ∼ F k .
Proof (Lemma 2) Case (b). Let f be a flat distribution of min-entropy t with t 0 ≤ t ≤ n. We define η := ε 2m . We claim that h ∼ H p satisfies Condition 1 of Lemma 8 with probability at least
By Markov's Inequality and Lemma 5, we have Pr
. Lemma 5 is an upper bound for the expectation.
Assume the induction hypothesis holds for i < m. We condition on the fact that (h 1 , . . . , h i ) satisfy Condition 1. By Lemma 8 and observing that flat distributions are closed under conditioning we get that f i is a flat distribution. In order to apply Lemma 8, we show that | Pr x∼ f i (h i+1 (x) = y i+1 ) − 1/2| ≤ η holds with probability at least
We want to apply Lemma 5 again. We need to verify that the min-entropy of f i is not too small. Equivalently, f i (z) should not be too large for any z ∈ {0, 1} n . We have
Again, by Markov's Inequality and Lemma 5, we have Pr
This finishes the proof of the claim.
We showed that h satisfies Condition 1 of Lemma 8 with probability at least (1 − P) m . This implies that Pr h∼H p (| Pr x∼ f (h(x) = y) − 2 −m | ≤ ε 2 −m ) ≥ (1 − P) m by Lemma 8 and since (1 + η) m − 1 ≤ ε. This finishes the analysis of h ∼ H p . The analysis for h ∼ F k , Case (a), is the same as for h ∼ H p but we use Lemma 4. The difference is that we get a bound for Q.
Proof of Lemma 6
Proof The proof is by induction on n. Let n = 1. If f or g is the constant 0 function then the claim holds. There are 8 remaining functions of the form {0, 1} → {−1, 0, 1}. We start with functions with range {0, 1}. Let h 1 be the identity function, h 2 be the function which maps 0 to 1, 1 to 0, and let h 3 be the constant 1 function. Their Fourier coefficients in order and (1, 0) . Avoiding symmetric cases we have 6 combinations to check. We start our case analysis with f = g = h 3 :
This inequality holds by definition ofÃ (α, p) . For the cases f = h 1 , g = h 3 and f = h 2 , g = h 3 we have (1 − p) 1 2 on the left-hand side of the inequality:
The cases f = g = h 1 and f = g = h 2 are immediate since the left-hand sides are at most 1 4 . Let h 4 be the function which maps 0 to −1 and 1 to 1. Its Fourier coefficients are (ĥ 4 ({}),ĥ 4 ({1})) = (0, −1). The claim is true for f = g = h 4 since p ≤ 1 − p ≤Ã(α, p) as before. We reduce the remaining cases to the previous ones by using the linearity of the Fourier transform and multiplying with −1.
Assume that the induction hypothesis holds for n − 1. 
In what follows, S is chosen from [n] according to μ p and S is chosen from [n − 1] also according to μ p .
We observe that
and by the linearity of the Fourier transform
Let us considerf (S)ĝ(S) given n ∈ S as in Eq. (5). Let T := S \ {n}. By Eq. (6) we getf
where we used Eqs. (2) and (3) for the last equality. Next, let us considerf (S)ĝ(S) given n / ∈ S as in (5) . By Eq. (6) we get
where we used Eq. (3) for the last equality. Putting Eqs. (9) and (11) into Eq. (5) and rearranging terms yields 
We are left with showing that
This inequality becomes trivial if at least 2 variables are 0 since d 1 ≤ 1 ≤ d 2 . Thus, assume that x 0 , x 1 , y 0 > 0, define r := y 1 y 0 , s := x 1 x 0 , and divide the inequality by (x 0 y 0 ) c . This yields
We define z(r, s, c) :
We are going to show that there exists r 0 ≥ 0 such that ∂z ∂r (r 0 ) = 0 first and ∂z ∂ 2 r (r 0 ) > 0 for all s ≥ 0. This proves that r 0 is a minimum. Finally, we show that z(r 0 , s, c) ≥ 0. Differentiating z in r and dividing by c r c−1 yields
Solving for r we get
Define t := d 1 +s c d 2 (1+s) c . Since s > 0 and p ≤ 1 2 we conclude that t > 0. We also need to show that t < 1 to conclude that r 0 is a positive real since c < 1. Multiplying
with (1 + s c ) −1 , we get
1+s c < 1. Note that d 2 depends only on α and p and not on x. Since 1+d 1 s c d 2 (1+s) c > 0, we conclude that t < 1. Next, dividing ∂z ∂ 2 r by c (c − 1) r c−2 and noting that c (c − 1) < 0 it holds that ∂z ∂ 2 r (r 0 ) > 0 iff
This inequality holds since c−2 c−1 > 1 by definition and 0 < t < 1 as observed above. We are left with showing that z(r 0 , s, c) ≥ 0. It holds that z(r 0 , s, c) ≥ 0 iff
To see this, we divide z(r 0 , s, c) by r c 0 and substitute r 0 by ((t c/(c−1) ) − 1) −1 . Dividing by d 2 (1 + s) c yields
Dividing by d 1 + s c and rewriting we get Eq. (14).
Proof of Lemma 7
We need the following lemma.
Lemma 9 1. Let r ∈ R and q ≥ 1. The function η r,q (x) = (1−r x, 1−r (1− x)) q is convex in R and symmetric around 1 2 , i.e., η r,q ( 1 2 − y) = η r,q ( 1 2 + y). 2. A(α, p) ≥ 1 for every 0 < α ≤ 1 and 0 < p ≤ 1 2 . Proof We begin with the first claim. Let 0 ≤ t ≤ 1 and x, y ∈ R. By Minkowski's inequality, i.e. the triangle inequality for norms v y :
For the second claim, we have to find x 0 such that
The first statement in the following proposition is known as Bernoulli's inequality. The inequality 1 + r x 2 ≤ (1 + x) r can be seen by showing that (1 + x) r − 1 − r x 2 is monotone increasing in [0, 1].
Proposition 3 1. If r ≥ 1 and x ≥ −1 then
We will also use the standard estimate 1 − 1
x , x ≥ 1, without explicitly mentioning it.
Proof (Lemma 7)
Let
Both functions are symmetric around x = 1 2 by Lemma 9. It suffices thus to show the claim for x ∈ [0, 1 2 ]. We want to show l(x) ≤ 1 + 2 −1/α+8 αp u(x). Both functions are convex. We are going to show that a linear function lies between l(x) and 1 + 2 −1/α+8 αp u(x). It is a tangent line of the latter.
We simplify the upper bound first. The function u attains its minimum 2 −αp at x 0 = 1 2 , Lemma 9. Together with Proposition 3,
Define q := 1 1−αp and u 0 := αp 2 −1/α+6 . By Proposition 3,
The function v is convex and monotone decreasing in [0, 1 2 1 2 ]. The next step is to find a tangent t of v which lies above l. Since l is convex, Lemma 9, we can show the latter by comparing l and t at x = 0 and x = 1 2 . The function v has slope − p at
We further simplify the lower bound for t (0). Since x 0 ≤ 2 − 1 α by Eq. (15), we have
. To conclude l(0) ≤ t (0) it suffices to compare the upper bound for l(0) and the lower bound for 0 and l(0) ≥ 1, this case reduces to the previous case.
Proof of Lemma 5
Proof Define s = 2 t . We observe that s f has range {0, 1}. Applying Lemmas 6 and 7 and using the fact that f (S) = 2 n 2s · s f (S), S ⊆ [n],
By Jensen's Inequality,
Define α := 1/ log((512n)/t). Note that α ≤ 1 9 . Thus,
Limitations
In this section we discuss why we can only expect small improvements of the Main Lemma.
Rank of Bernoulli Matrices
We will argue that the restriction p = Ω log(n) n in the construction and analysis of h ∼ H p is necessary for approximate counting if we want that h ∼ H p extracts m approximately uniform bits. See the Main Lemma, Case (b). Let M be an m × n Bernoulli matrix with bias p, i.e. every entry in M is 1 with probability p and 0 otherwise, and let y ∈ {0, 1} m . The matrix M directly corresponds with h ∼ H p . The preimage M −1 (y) intersects any large enough subset A ⊆ {0, 1} n in approximately |A| · 2 −m points. Let us assume m = n. If especially A = {0, 1} n we expect that the linear system M x = y has one solution in F n 2 . This is the case iff M has full rank. The threshold for this property is around Θ log(n) n [7] . In particular, the probability that M has full rank is very small, in which case M fails to have the extraction property with high probability, i.e. h ∼ H p fails to be a local hash function. With respect to this consideration it is not surprising that our probabilistic construction of h ∼ H p becomes efficient only if p = Ω log(n) n .
The Isolation Problem
We will argue that the trade-off between the size of A, i.e. the min-entropy of the corresponding flat distribution, and p. If p = 1 2 , we expect to extract an optimal number of log(|A|) approximately uniform bits and that is what the Main Lemma, Case (b), roughly gives us. If p = o(1), then this optimal number of extracted bits is not possible. We are going to consider the case p = Θ log(n) n here. We can restrict A to be the solution set of a k-CNF. The following result is due to Calabro et al. [3] : For any distribution D of k-CNFs over n variables, there is a satisfiable k-CNF F such that Pr F ∼D (|sol(F) ∩ sol(F )| = 1) ≤ 2 −Ω(n/k) , where sol(F) (sol(F )) refers to the set of solutions of F (F ). The corresponding problem of computing F is the Isolation Problem for k-CNFs [3] . We show how the Main Lemma relates to a solution of this problem. Let G be a k-CNF and let p = k n , k = Θ(κ log(κ) log(n)). The parameter κ controls the approximation guarantee. The Main Lemma guarantees just that |sol(G) ∩ sol(G )|, G the CNF-encoding of h, is with high probability within a small interval around v = 2 O(n/κ) . We need to define an appropriate distribution D 0 to apply the mentioned result. Chernoff's Inequality guarantees that h is encodable as a k-CNF G with high probability. We extend G by constraints (literals) which encode x i = 0 or x i = 1 as follows. Uniformly at random select a set of log(v) variables. Uniformly at random set the value of these variables. This defines our distribution D 0 . With probability at least 2 −O(n·log(κ)/κ) we get a O(k)-CNF G such that |sol(G) ∩ sol(G )| = 1. The reason for this is the following simple to prove fact (Exercise 12.2, p. 152 in [17] ): Let B ⊆ {0, 1} n be non-empty. There exists a set of variables I ⊆ [n] and b ∈ {0, 1} I such that |I | ≤ log(|B|) and |{x ∈ B : x i = b i ∀i ∈ I }| = 1. Note that the construction of D 0 depends only on the parameters n, k, and m, but not on the input k-CNF G. We can thus apply the result of Calabro et al. [3] . Comparing the lower 2 −Ω(n/k) and upper 2 −O(n·log(κ)/κ) bound we see that we are off by a factor O log(k) 2 log(n) in the exponent.
Analysis of Algorithms
Our algorithms, ACC and AC, work by iterated halving or equivalently randomness extraction. Their analysis is the proof of Theorem 2. The analysis of the algorithm in the proof of Theorem 1 needs some extra idea. It is based on AC with constant p. We have control over this constant so that the running time for encoding h ∼ H p is O * (c n 1 ) and we can make c 1 arbitrary small. An extra idea we need is to count exactly in a limited setting. It is important to note here that Theorem 1 is about SAT in general and has in particular no restriction on the clause width.
Given an algorithm for deciding satisfiability of a CNF, we can use it to count exactly. We check if the input CNF is satisfiable and if so add the satisfying assignment to the CNF. The satisfying assignment to be excluded can be encoded with a single clause of n literals. We repeat this at most c n 2 times for some appropriate and constant c 2 . Thus, if the input CNF has at most c n 2 satisfying assignments, we can count exactly. We also note that an algorithm for deciding satisfiability can be used to find a satisfying assignment by iteratively fixing variable values and checking satisfiability. This property of SAT is called self-reducibility. i.e., ||B| − |A| × 2 −l | ≤ |A| × ε × 2 −l .
Proof (Theorem 2) Non-constant case (b) Let
We have to calculate P to see this. Set ε := 1 2 . First, p = k + 1 2n = 2 κ log(512κ) log(16n) n .
Thus, P = l ε 2 − log(16n 2 ) κ log(512κ)t/ log(512/t) ≤ 1 8n witht = log(|A|)/n in our setting and since κ log(512κ)t/ log(512/t) ≥ 1. The latter holds sincet ≥ 1 κ by assumption. By the Main Lemma (t 0 = 1 κ and l ≤ n − n κ − 1 since n κ ≤ log(|A|) − l − 1 by assumption)
(1 − P) n ≥ 1 − 1 8n n ≥ 7/8.
We estimate the probability that h is k-local next. Let |V i | denote the number of variables h i depends on. By Chernoff's Bound This implies that the joint probability that B = {} and h is k-local is at least 3 4 . The inner loop amplifies this probability to 1 − 1/n. Equation (16) implies B = {} if A = {}. Assume the algorithm stops at l = l 0 ∈ [n]. It outputs 2 l 0 −1 . From the first case, we get that l 0 ≥ log(|A|) − n κ − 1 w.p. (with probability) at least (1 − 1/n) n+1 because the algorithm continues if l 0 < log(|A|) − n κ − 1 w.p. at least 1 − 1/n per step. From the second case, l 0 ≤ log(|A|) + 3 w.p. at least 1 − 1/n because the algorithm stops if l 0 > log(|A|) + 3 w.p. at least 1 − 1/n.
Constant case (a)
This analysis remains the same as in the non-constant case. We just have to show (1 − Q) m ≥ 1/4 which follows from Q ≤ 1 m and ε := 1 2 , ζ := 1 − 4 k , t 0 := n − log(n) k n 1−4/k .
We do not know how algorithm AC behaves in the range Ω(1) ≤ t = log(|A|) ≤ n κ + O (1) . This causes the approximation error. We can overcome this problem by simply using the exact counting technique from the beginning of the section. This is the idea of the proof of Theorem 1.
Proof (Theorem 1)
We assume that SAT can be solved in time O(2 cn m d ) where m is the number of clauses and n is the number of variables. We noted above that we can count the number of solutions exactly if |A| ≤ 2 δn . The running time is O(2 (c+(1+d)δ)n m d n). The factor n comes from employing self-reducibility. In our algorithm for exact counting as described above, we add up to 2 δn clauses. Thus, the number of clauses is m := max(2 δn , m) ≤ 2 δn · m and thus we have m d ≤ 2 δdn · m d . Next, we set δ := 1 κ . We recall that the parameter κ controls the approximation guarantee. If p ≤ δ 2 we know that h is with high probability (δn)-local. We can encode a (δn)-local hash function in time O(2 δn n) as a CNF of size O(2 δn n). We adapt AC in the following way: If the input CNF F has more than 2 δn solutions we construct h for l = 1, . . . , (1 − δ)n and continue as long as F ∧ G has at least 2 δn solutions. We output the exact number of solutions of F ∧ G times 2 l . The analysis goes as follows. We observe that as soon as |A| 2 −l < 2 δn we know it and the approximation error is thus determined by Eq. (16) . Rewriting Eq. (16) we get
For some p = O(δ) and t ≥ δn we get from the Main Lemma which is small enough for some log 1 ε = Ω δ 2 n/ log(1/δ) . Regarding the running time of the adapted algorithm AC, we observe that we add at most O(2 δn n) clauses before calling an algorithm for SAT. Thus, the overall running time is O 2 (c+(1+d)δ)n m d n 4 log(n) . The factor n 3 log(n) comes from the running time of AC.
Open Problems
Does there exist a subexponential time reduction from #SAT to SAT preserving the number of variables? In other words, do #SAT and SAT have the same exponential time complexity?
Regarding k-SAT, we may ask for an improvement of Theorem 2. We recall that the parameter κ controls the approximation guarantee. Fix it to, say, κ = 2. Theorem 2, Case (b), requires that k = Θ(log(n)). Can we achieve the same approximation guarantee with k = O(1)?
