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The theoretical modeling of gravitational waveforms from binary neutron star mergers requires
precise numerical relativity simulations. Assessing convergence of the numerical data and building
the error budget is currently challenging due to the low accuracy of general-relativistic hydrodynam-
ics schemes and to the grid resolutions that can be employed in (3 + 1)-dimensional simulations. In
this work, we explore the use of high-order weighted-essentially-nonoscillatory (WENO) schemes in
neutron star merger simulations and investigate the accuracy of the waveforms obtained with such
methods. We find that high-order WENO schemes can be robustly employed for simulating the
inspiral-merger phase and they significantly improve the assessment of the waveform’s error budget
with respect to finite-volume methods. High-order WENO schemes can be thus efficiently used for
high-quality waveforms production, also in future large-scale investigations of the binary parameter
space.
PACS numbers: 04.25.D-, 04.30.Db, 95.30.Lz, 97.60.Jd
I. INTRODUCTION
Gravitational-wave (GW) astronomy has started with
the first direct observation of a merging binary black hole
system [1]. Beside black hole binaries, binary neutron
stars (BNS) are one of the main expected sources for
the advanced GW detectors [2]. The BNS parameters
estimation, including the NS’s equation of state, in near-
future detection requires models of merger waveforms.
An example of such a model is the tidal effective-one-
body model we have recently developed in [3], which is
compatible with numerical relativity (NR) data up to
merger (peak of the waveform’s amplitude) [3]. Develop-
ing and improving the accuracy of these analytical mod-
els crucially relies on the availability of precise NR wave-
forms. This paper reports on our latest effort towards
the production of NR waveforms from BNSs.
Key issues for producing high-quality NR waveforms
are (1) the assessment of the convergence properties of
the numerical data at increasing grid resolutions and
(2) the production of a trustworthy error budget. Dif-
ferent NR groups have considered this problem [3–11]
and showed that 3+1 NR simulations including general-
relativistic hydrodynamics (GRHD) can deliver wave-
forms with phase uncertainties of δφ . 3 rad [3, 8, 10]
accumulated over the last ∼ 10 − 20 orbits to merger 1.
These are rather accurate results but, on the one hand,
convergence and error bars are typically difficult to esti-
mate (see below), and, on the other hand, the improve-
ments of the current analytical models require computa-
tions at higher precision [3].
1 The phase φ of the complex GW h = A e−iφ is the most relevant
quantity computed in the simulations and the most sensitive to
numerical errors.
All previous works agree on that the truncation error
of the GRHD solver is the main source of uncertainty
in BNS simulations, e.g. [5, 8, 9]. The numerical dissi-
pation of the second-order-accurate shock-capturing al-
gorithms employed for the solution of GRHD, combined
with the typical 3D grid resolutions, can dramatically af-
fect the accuracy of the phase evolution of the binary [6].
The use of nonlinear limiters in shock-capturing schemes
introduces systematic errors that are difficult to quan-
tify [6]. Furthermore, measuring the convergence rate of
the numerical solution is challenging because of the lim-
ited span in grid resolutions that can be achieved in 3D
simulations [5]. And in absence of a clear convergence
measure, the evaluation of truncation errors is impossi-
ble. Improving the numerical schemes for GRHD is thus
necessary for future development of the field.
In a series of seminal work in the 1990s [12–17],
Harten, Shu and others developed high-order finite-
differencing flux-conservative schemes for hydrodynam-
ics. These schemes rely on three elements: projection
of the fluxes on characteristic fields, the flux-splitting
approach, and high-order–essentially-nonoscillatory in-
terpolation procedures (reconstruction). A particu-
larly efficient reconstruction is the fifth-order weighted-
essentially-nonoscillatory (WENO) interpolation scheme
of [17], which is very well known in the computational
physics literature. Such WENO high-order algorithms
are natural candidates for NR codes and BNS evolutions
for several reasons: (i) they can achieve high-order ac-
curacy for sufficiently smooth solution; (ii) they are de-
veloped for uniform grids and Runge-Kutta (RK) time
stepping, which are both standard techniques in NR;
(iii) they are consistent with the finite-differencing treat-
ment used for the metric fields; (iv) and they can be
easily implemented in multidimensions.
Radice et al. presented, for the first time in the context
of NR, BNS merger simulations employing a high-order
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2finite-differencing algorithm [8, 18–20]. The latter is very
similar to the WENO method mentioned above, the only
difference being the use of the fifth-order monotonicity
preserving (MP5) scheme of Suresh et al. [21]. BNS sim-
ulations benefit from the use of the high-order scheme. In
particular, third-order convergence was observed for the
waveform’s phase using four simulations at different res-
olutions [19, 20]. The MP5-based high-order scheme has
been also recently used for the simulations presented in
[22], although no detailed convergence analysis has been
presented there.
In this work we assess, for the first time, the use of
high-order WENO schemes for the computation of GWs
from BNS inspiral-merger simulations. We focus on the
accuracy of the GW phase error and show that, although
the scheme does not achieve the formal high-order ac-
curacy, convergence can be clearly monitored at typical
3D grid resolutions. The error budget is then robustly
determined by combining numerical data from different
grid resolutions and using Richardson extrapolation. We
also consider the MP5 scheme [21] for comparison with
previous work, but we do not find this method as robust
as the WENO one in our simulations.
The paper is organized as follows. Sec. II summarizes
the relevant equations. Sec. III describes the numeri-
cal methods; and it is complemented by Appendix A in
which our implementation is validated against standard
test problems. Sec. IV describes numerical evolutions
of single star spacetimes with the high-order scheme.
Sec. V describes numerical evolutions of inspiral-merger
BNS with the high-order WENO scheme. Focus is on
convergence of the data for increasing grid resolutions.
Sec. VII discusses error estimates for our BNS wave-
forms. Throughout this work we use geometric units
setting c = G = 1 and masses are expressed in M.
II. GRHD AND DYNAMICAL SPACETIMES
In this section we briefly review the equations govern-
ing relativistic flows on dynamical spacetimes in 3+1 NR,
as used in this work. The problem is defined by a PDE
system composed of GRHD in conservation form [23],
∂tq = −∂if (i) + s , (1)
coupled to a 3+1 hyperbolic formulation of the metric
equations, schematically
∂tu = N
(
∂2i u, ∂iu,u;w
)
. (2)
In Eq. (1), q is a state vector collecting the con-
served variables, f are the hydrodynamical fluxes, and
s is a source term depending on metric fields and
primitive variables. The conserved variables are q =√
γ(D, Sk, τ), and represent the rest mass density (D),
the momentum density (Sk), and an internal energy (τ)
of the Eulerian observers that define the spacetime fo-
liation. The quantity γ = det γij is the determinant
of the spatial metric in the 3+1 decomposition of Ein-
stein equations. Conserved variables can be written in
terms of the primitive variables w = (ρ, vi, , p), i.e. rest
mass density, 3-velocity, internal energy, and pressure of
the fluid (comoving frame). An equation of state (EOS)
closes the system by specifying the pressure in terms of
the density ρ and internal energy . In this work, the
neutron star matter is described by either a Γ-law EOS,
p = (Γ − 1)ρ, or a more realistic, zero temperature,
SLy and MS1b EOS [24]. Isentropic evolutions of Γ-law
EOS models are sometimes imposed by specifying a poly-
tropic EOS, p = KρΓ, K = const and without evolving
the GRHD equation for τ , which is then redundant. The
zero temperature EOS are implemented by a piecewise
polytrope fit [25], and thermal effects are modeled by an
additive pressure contribution given by the Γ-law EOS
with Γ = 1.75 [26–28].
Let us briefly comment on the metric equations. In
Eq. (2), u is a state vector collecting the components
of the tensorial metric variables, and the right-hand-side
(r.h.s) operatorN is a nonlinear function quadratic in the
field variables and first derivatives. As common in 3+1
numerical relativity, we employ a free evolution approach
to Einstein equations. During the evolution of constraint
satisfying (consistent) initial data, Einstein equations can
be violated at the numerical error level. The choice of
an appropriate formulation of general relativity is a key
point for controlling and reducing these violations. In
this work, we use the Z4c formulation proposed in [29]
(see also [30]) and the BSSNOK system [31–33]. The
system in Eq. (2) contains evolution equations for the
gauge, i.e. the lapse and shift evolution equations. We
use the moving puncture gauge implemented as described
in [30, 34, 35].
III. NUMERICAL FRAMEWORK
A. Grid tructure and evolution algorithm
Our simulations are performed with the BAM code [28,
34, 36]. The equations described above are numerically
solved by explicit time evolution of the initial data. The
evolution algorithm is based on the method of lines with
explicit RK time integrators. A portion of the space-
like hypersurfaces Σt is covered by logically Cartesian
overlapping grids. The strong-field region is covered by
a hierarchy of cell-centered and nested Cartesian grids.
The hierarchy consists of L levels of refinement labeled by
l = 0, ..., L−1. A refinement level consists of one or more
Cartesian boxes with constant grid spacing hl on level l.
A refinement factor of 2 is used such that hl = h0/2
l.
The grids are properly nested in that the coordinate ex-
tent of any grid at level l, l > 0, is completely covered
by the grids at level l − 1. Some of the mesh refinement
levels l > lmv can be dynamically moved and adapted
during the time evolution. We use n points per direction
per fixed level, and nmv points per direction per moving
3level. For some cases, we cover the wave zone l = L − 1
by a cube-sphere multipatch grid with nr point in the
radial direction and nθ,φ ∼ n/2 in the angular ones.
The grid is evolved in time using the Berger-Oliger
algorithm [37]. We employ fourth- and third-order RK
with a Courant-Friedrich-Lewy (CFL) factor of 0.25 in all
the neutron star tests. (For some simulations we tested
a lower CFL condition, but see no significant change in
the convergence behavior.) Six buffer zones per side per
direction are employed for the Berger-Oliger algorithm
interpolations. The restriction and prolongation is per-
formed with a fourth-order WENO scheme for the matter
fields, and a sixth-order Lagrangian scheme for the metric
fields. Contrary to our latest simulations, no additional
correction step is employed here for the conservative vari-
ables [36]. The chosen grid setup already guarantees ex-
cellent mass conservation during the inspiral-merger.
The metric field derivatives in (2) are approximated by
fourth-order accurate finite-differencing stencils. Sixth-
order artificial dissipation operators are employed to sta-
bilize noise from mesh refinement boundaries. The high-
order scheme implemented for GRHD is described be-
low. In our previous work, GRHD equations were solved
with a second-order scheme composed of the local Lax-
Friedrich (LLF) scheme for the fluxes, and primitive re-
construction. We found that the WENOZ reconstruc-
tion, among several tested, is particularly accurate for
neutron star evolutions [6]. Hence, it is chosen here for
comparison with the high-order scheme.
In order to simulate vacuum regions, a static, low-
density, and cold atmosphere is added in the vacuum
region outside the star [28]. The atmosphere density is
chosen as
ρatm = fatm max ρ(t = 0) , (3)
and grid points below a threshold ρthr = fthrρatm are
set to ρatm. As we see, the low-density flow is one of
the main sources of error in the neutron star simula-
tions (see also e.g. [18] for discussions). In this work,
we did not attempt to modify our standard atmosphere
prescription because we aimed at comparing the higher-
order flux scheme with our current “best” second-order
scheme. Note that all the numerical relativity implemen-
tations make use of similar assumptions and algorithms
at low densities as those employed here. In general, it is
challenging to deal with matter/vacuum interfaces in the
presence of gravitational fields, even without the compli-
cation of dynamical spacetimes. See, however, [38] for an
attempt in the case of a static and Newtonian gravita-
tional field.
B. High-order finite-differencing schemes
In this section we briefly review the high-order (HO)
finite-differencing scheme [15–17, 39]. The presentation
is restricted to 1D without loss of generality: a mul-
tidimensional scheme is simply obtained by consider-
ing fluxes in each direction separately and adding them
in the r.h.s.. We assume a 1D uniform mesh xi with
i = 1, ..., n and spacing h. Cell interfaces are indicated
with xi+1/2 = xi+h/2 and the pointwise values of a func-
tion fi = f(xi). Following [15] the divergence term in
(1) is calculated using the conservative finite-differencing
formula
∂f
∂x
(xi) = h
−1
(
Fˆi+1/2 − Fˆi−1/2
)
, (4)
where the numerical fluxes at the interfaces, Fˆi+1/2, are a
high-order nonoscillatory approximation of the so-called
numerical flux function. The approximation is computed
using pointwise values fi, identifying them as the cell-
averages of another function, and applying reconstruc-
tion via primitive function [15].
The numerical fluxes for the GRHD system are built
using a flux-splitting approach based on the LLF and per-
forming the reconstruction on the characteristic fields [17,
21, 39]. Specifically, the characteristic fields are given by
projections of the positive and negative part of the flux
onto the left eigenvectors matrix of the Jacobian ∂f/∂q
computed at i+ 1/2. The kth characteristic fields read
(cf. Eq. (17) of [39])
Fˆ
(k)±
(i+1/2),S =
1
2
L
(k)
i+1/2 ·
(
fS ± a(k)qS
)
, (5)
where L
(k)
i+1/2 is the kth left eigenvector matrix computed
at i+ 1/2, ± indicate the positive and negative flux, S
is an appropriate stencil to be used in the reconstruction
(see below), and
a(k) = max
S
(|λ(k)|) (6)
are the maximum of the absolute values kth character-
istic speeds on S. The intercell characteristic fields are
obtained applying a reconstruction algorithm,
Fˆ
(k)±
i+1/2 = Rec
[
Fˆ
(k)±
(i+1/2),S
]
, (7)
here indicated by the operator Rec[.]. The latter uses the
characteristic fields on the stencil S [e.g. Eq.(4.2) of [17]].
The numerical fluxes are finally obtained projecting back
the characteristic fields
Fˆi+1/2 =
∑
k
(
Fˆ
(k)+
i+1/2 + Fˆ
(k)−
i+1/2
)
R
(k)
i+1/2 . (8)
The left (right) L
(k)
i+1/2 (R
(k)
i+1/2) eigenvectors at i+ 1/2
are computed from arithmetic averages of i and i + 1
values. Their expression for GRHD can be found in [23].
We compute averages of primitives (except pressure) and
metric functions only, and compute the other quantities
from these averages. Note that other, nonequivalent pro-
cedures for computing the averaged eigenvectors are pos-
sible. We have checked some of them and found no dif-
ferences in the tests of Appendix A.
4The HO scheme above is completed by specifying a
reconstruction procedure. Here, we consider the fifth-
order WENOZ [40] and MP5 [21] algorithms following
the implementation of [39]. A fifth-order WENO uses
five points stencil S+ = (i − 2, ..., i + 2) to reconstruct
the grid function fi at the interface
2,
fi+1/2 = Rec [fS+ ] =
ω0
6
(2fi−2 − 7fi−1 + 11fi) (9)
+
ω1
6
(−fi−1 + 5fi + 2fi+1) + ω2
6
(2fi + 5fi+1 − fi+2) .
The weights are nonlinear functions ωj = αj/
∑2
j=0 αj
of smoothness indicators βj , and they sum up to unity∑
j ωj = 1. For WENOZ one has [40]
αj = oj
(
1 +
|β0 − β2|
βj + ε
)
, (10)
with ε = 10−42, optimal weights oj = (1/10, 6/10, 3/10)
corresponding to the Lagrangian five points interpola-
tion, and
β0 =
13
12
(fi−2 − 2fi−1 + fi)2 + 1
4
(fi−2 − 4fi−1 + 3fi)2
(11a)
β1 =
13
12
(fi−1 − 2fi + fi+1)2 + 1
4
(fi−1 − fi+1)2 (11b)
β2 =
13
12
(fi − 2fi+1 + fi+2)2 + 1
4
(3fi − 4fi+1 + fi+2)2
(11c)
Smoothness indicators are derived from cell-averages of
the derivatives of the interpolating polynomials [17].
Flatter reconstructed profiles inside the cell give smaller
βj values.
The convergence properties of WENO schemes have
been studied in detail [40–42]. WENO schemes combine
reconstructions obtained by different substencils of S+
using the weights ωk. Locally, a sufficiently smooth so-
lution is reconstructed using the full stencil S+ with the
ωj ∼ oj (βj → 0). The necessary and sufficient condi-
tions that the weights have to fullfil in order to achieve
the nominal fifth-order convergence are given in [41]. In
case of shocks, the substencil containing local discontinu-
ities or large grandients has ωj → 0 (large βj), and the
reconstruction is then performed with the combination
of the other smoother substencils.
Similarly to WENO, the MP5 reconstruction employs
the same stencil and the fifth-order Lagrangian interpo-
lation based on that. The latter is limited a posteriori
according to a sophisticated monotonicity preserving lim-
iter described in [21].
2 fi−1/2 is simply given by shifting each index by −1 in the fi+1/2
formula. In the code we use a single routine applied either to the
stencil S+ or S− = 2i− S+ + 1 [39].
TABLE I. Single star runs. Columns: EOS, numeri-
cal flux scheme, reconstruction, the atmosphere parameters
fatm, fthr, and the parameter fhyb employed in HO-Hyb. All
the runs are performed at resolutions n = (48, 64, 96, 128).
EOS Flux Rec fatm fthr fhyb
polytrope LLF MP5 10−11 102 -
polytrope LLF WENOZ 10−11 102 -
polytrope HO MP5 10−11 102 -
polytrope HO WENOZ 10−11 102 -
polytrope HO-Hyb MP5 10−11 102 5
polytrope HO-Hyb WENOZ 10−11 102 5
Γ = 2 LLF MP5 10−11 102 -
Γ = 2 LLF WENOZ 10−11 102 -
Γ = 2 HO MP5 10−7 102 -
Γ = 2 HO WENOZ 5× 10−8 102 -
Γ = 2 HO-Hyb MP5 10−11 102 2.5× 104
Γ = 2 HO-Hyb WENOZ 10−11 102 104
The BAM implementation of the HO schemes has been
validated using several 1D tests. As summarised in Ap-
pendix A, the HO schemes achieve the nominal fifth-order
convergence for sufficiently smooth solutions albeit res-
olutions of n ∼ 1000 are typically necessary to clearly
measure such convergence properties. This suggests that
in 3D applications, as neutron star evolutions, one should
not expect to measure the formal convergence rate at
typical resolutions of n3 ∼ 1003. The HO schemes also
pass standard relativistic blast wave test, showing shock-
capturing properties (see Appendix A for details.)
For the evolution of neutron stars we further imple-
ment a “hybrid” algorithm that employs the HO scheme
above a certain density threshold ρhyb and switch to our
standard 2nd-order LLF method below ρhyb. We refer to
this algorithm as HO-Hyb. One of the reasons to per-
form the switch is that the eigenvector matrices of the
HO-algorithm contain singular terms for ρ → 0. The
density threshold is calculated as
ρhyb = fhyb fthr ρatm , (12)
by introducing the free parameter fhyb. As we see in
the next section, this algorithm is more robust than sim-
ple HO at low densities and helps handling the artificial
atmosphere.
Finally, note that the HO algorithm implemented in
BAM has already been employed in [43] as a subcell al-
gorithm for a discontinuous Galerkin implementation of
GRHD. In that context, it was used for the evolution of
a compact star.
IV. SINGLE STAR EVOLUTIONS
Evolutions of static star spacetimes are standard
benchmarks for general-relativistic implementations, see
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FIG. 1. Central rest mass density evolution for simulations
of a single spherical star with n = 96 and h = 0.1875. Top:
polytropic EOS; Bottom: Γ-law EOS.
e.g. [18, 28]. Here, before presenting BNS evolutions, we
assess the convergence of the HO and HO-Hyb schemes
for the star solution, compare different reconstruction
procedures, and contrast the results with those obtained
with the LLF second-order scheme. This benchmark al-
lows one to study many features of generic neutron star
evolution in a simple and controlled setup.
Our tests show that stable long-term evolutions of star
spacetimes can be achieved with HO methods, but con-
vergence is limited to second-order. For the WENOZ
reconstruction, we shall show that the origin of the in-
accuracy is related to the specific values of the WENO
weights that are nonoptimal both in the bulk of the mat-
ter distribution and at the star surface. Thus, at typical
resolutions for 3D runs, one does not expect an optimal
convergence rate.
The star initial model is a Γ = 2 polytrope with gravi-
tational mass M = 1.400, baryonic mass Mb = 1.506 and
central rest mass density ρc = 1.28 × 10−3. The BSS-
NOK evolution scheme is used for the metric evolution.
We employ octant symmetry to reduce the computational
costs.
The grid is composed of three fixed refinement lev-
els. Simulations are performed with n = (48, 64, 96, 128)
points covering the neutron star leading to a grid spacing
of h = (0.375, 0.28125, 0.1875, 0.140625). It is ensured
that the finest box covers the star entirely. Table I sum-
marizes the simulations and settings. Note that for both
the HO and HO-Hyb schemes, the MP5 reconstruction
requires larger values of fatm and fhyb than the WENOZ
one in order to achieve stable long-term evolutions.
At the continuum level the evolution of a static solu-
tion is trivial. Numerically, if a scheme allows long-term
stable evolution, discretization errors trigger radial oscil-
lations, which are observable, for example, in the central
rest mass density. The oscillations are triggered by at-
mosphere effects and converge to 0 increasing the reso-
lution. Figure 1 (top panel) shows the oscillations of the
central rest mass (ρmax) density over a simulation time
of about several radial periods for the polytropic EOS.
We compare the LLF, HO, and HO-Hyb scheme for both
WENOZ and MP5 reconstruction. The figure suggests
that the HO scheme is slightly more accurate than the
LLF for all the reconstructions considered, i.e. the am-
plitude of the oscillations is smaller.
The role of the star’s surface is illustrated by consid-
ering evolutions with the Γ-law EOS, bottom panel of
Fig. 1. In our experience, truncation errors with such
EOS are larger than the polytropic case with any numer-
ical scheme, because significant unphysical shock-heating
is observed at low-densities. Indeed, the ρmax oscillations
are larger than in the polytropic case. The best results for
this test are obtained with the LLF-schemes and the HO-
Hyb-WENOZ scheme. Moreover, the HO scheme gives
by far the largest discrepancy to the initial configura-
tion. This is due to the larger atmosphere threshold that
have to be employed for stable simulations with the HO
scheme, see Tab. I.
In order to verify the convergence rate of the scheme we
consider the L1 norm of the difference between the evolu-
tion profile and the initial data (exact solution). Figure 2
plots the L1 distance from the exact solution for all res-
olutions and schemes for the polytropic (top) and Γ-law
(bottom) EOS. Focusing on the top panel, we observe
that the absolute error of the HO and HO-Hyb schemes
is smaller and less oscillatory than that of the LLF. Also,
the oscillation amplitude in the norm is smaller. The
convergence rate of all the schemes is approximately sec-
ond order (cf. dashed lines). The bottom panel shows
that, at the same resolutions, the absolute errors in the
Γ-law evolutions are approximately ten times larger. In
this case, it is more difficult to maintain the initial equi-
librium configuration. The larger deviations in the norms
are not due to mass losses, but mainly to the deforma-
tion of the initial (exact) star profile due to truncation
errors. In this test, the performances of the HO scheme
are slightly worse than those of the LLF. The HO-Hyb
algorithm gives results in-between the HO and the LLF-
method. Again, for all the schemes, second-order conver-
gence is observed.
Why the nominal high-order convergence is not
achieved in these tests? By considering the WENO
weights for this problem, one finds that, at least at these
resolutions, the weights are not optimal. Hence, the in-
terpolation of the intercell-fluxes is affected by the lower-
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FIG. 2. Evolution of the L1-distance ||ρ(t)−ρ(0)||1 for differ-
ent numerical methods and resolution. Different resolutions
are shown with different colors. The dashed colored lines are
the same for the corresponding solid but scaled according to
second-order convergence. Top: polytropic EOS. Bottom: Γ-
law EOS.
order component, and nominal convergence cannot be
achieved. Figure 3 shows the absolute values of the dif-
ferences
d
(k)±
j = ω
(k)±
j − oj (13)
for j = 0, 1 (the third weight j = 2 carries redundant
information and it is not shown), where ω
(k)±
j are the
weights associated to the reconstruction of the charac-
teristic flux variables Fˆ (k)±. The dj ’s are computed in
the x-direction and after a very short evolution time cor-
responding to few Euler timesteps. For optimal weights,
one has dj = 0, and the algorithm locally achieves the
formal fifth-order convergence. If dj  0 for some j,
then the corresponding sub-stencil has a smaller weight
in the reconstruction and the local convergence order is
reduced. As shown in the figure, the weights significantly
deviate from the optimal values both in the bulk of the
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FIG. 3. Deviation from optimal WENOZ weights for the
Γ = 2 EOS spherical star. The plot shows the absolute dif-
ference with respect to optimal weights d
(k)±
j of (13) for var-
ious projected fluxes Fˆ (k)± and after a very short evolution
time, t ∼ 0.003. Note that, by symmetry, d(2)±j = d(1)±j and
d
(k)±
j (x > 0) = d
(k)∓
j (x < 0). For this test we evolve few
Euler timesteps at a unigrid resolution of h = 0.15, n = 128,
and CFL of 0.01. The vertical line marks the star surface.
star (notably at the center), and at the surface. A rigor-
ous and complete analysis of the WENO weights on the
star solution in 3D is difficult and beyond the purpose of
this work. However, by inspecting the convergence prop-
erties of the weights in some given direction we observe
that some of the necessary conditions for high-order con-
vergence, namely d
(k)±
j = O(h2) and
∑
j d
(k)±
j = O(h6)
[41], are not met.
7TABLE II. BNS quasicircular initial data. Columns: name,
EOS, binary mass, rest mass, ADM mass, angular momen-
tum, GW frequency. All configurations are equal-masses and
irrotational.
Name EOS M Mb MADM J0 Mω0
SLy135135 0060 SLy 2.700 2.989 2.671 6.872 0.060
SLy135135 0038 SLy 2.700 2.989 2.678 7.658 0.038
MS1b135135 0038 MS1b 2.700 2.935 2.678 7.665 0.038
V. BINARY NEUTRON STAR EVOLUTIONS
A. Initial configurations and grid setups
Initial data for our simulations are conformally-flat
BNS irrotational configurations in quasicircular orbits
computed with the Lorene library [44]. They are char-
acterized by the Arnowitt-Deser-Misner (ADM) mass-
energy MADM, the angular momentum J0, baryonic or
rest mass Mb, and the mass-rescaled and dimensionless
GW circular frequency Mω0. The relevant properties
are summarized in Tab. II. SLy135135 0060 is described
by the SLy EOS and is prepared at about three orbits
to merger. SLy135135 0038 is a similar configuration
at about 10 orbits to merger. MS1b135135 0038 is de-
scribed by the MS1b EOS, and has same initial frequency
of SLy135135 0038.
We present a total of 32 new evolutions of these ini-
tial data. SLy135135 0060 has been evolved with LLF,
HO, and HO-Hyb numerical fluxes, each combined with
WENOZ and MP5 reconstructions. For each flux and
reconstruction combination, four different grid resolu-
tions were considered. The grid specifications for all
the runs are reported in Tab. III. The four grid resolu-
tions allow us to perform self-convergence tests by choos-
ing differently resolved triplets of data. We analyze two
different triplets with nmv = (64, 96, 128) and nmv =
(96, 128, 160) chosen such that the differences in the three
resolutions are nearly optimal [5]. SLy135135 0038 and
MS1b135135 0038 have been evolved only with the HO-
Hyb-WENOZ scheme, but we evolved the same data with
the LLF-WENOZ in [3]. Note also that the runs * 0038
with HO-Hyb-WENOZ were evolved without spherical
patches, i.e. using a computationally less expensive
setup. Atmosphere parameters are fatm = 10
−11, fthr =
102, fhyb = 10
2.
During the development of this work we tested the ro-
bustness of our findings by further varying i) grid setups,
ii) the formulation for the metric equations, and iii) BNS
configurations. In particular, we performed additional
convergence tests with a grid setup employing neither
moving boxes nor spherical patches (cf. [18]) evolving
SLy135135 0060 with LLF-WENOZ and HO-WENOZ
and using BSSNOK. Other convergence tests were per-
formed with the Γ-law EOS configuration previously used
in [28, 30]. In the following, we do not discuss these tests
but focus on the most detailed and representative sim-
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FIG. 4. SLy135135 0060: L2 norm of the Hamiltonian con-
straint on refinement level l = 1 for different grid resolution
and numerical schemes. Dashed lines show results scaled to
second-order.
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FIG. 5. SLy135135 0060: ADM energy Eq. (14) extracted at
coordinate sphere r = 450 for different grid resolution and nu-
merical schemes. Dashed lines show results scaled to second-
order.
ulations of Tab. III. All our results are consistent with
the findings reported in the following. We expect our
findings will carry over in the computation of inspiral-
merger waveforms with the broad range of EOS typically
employed for GW modeling (e.g. [3]) and for approxi-
mately equal masses BNS.
B. Conserved quantities
Conserved quantities are fundamental diagnostics for
evaluating the performance of a numerical scheme. Be-
fore discussing the waveform accuracy we discuss the con-
vergence properties of these quantities. During the BNS
evolution we choose to monitor the following three quan-
8TABLE III. Grid configurations and summary of BNS runs. Columns: BNS configuration, shortname for grid configuration,
refinement levels, minimum moving level index, number of points per direction in fixed levels, number of points per direction
in moving levels, resolution per direction in the finest level l = L− 1, number of points in radial direction in spherical patches,
resolution per direction in the level l = 0.
BNS Grid Numerical Flux Scheme
Name L lmv n nmv hL−1 nr h0 LLF HO HO-Hyb
MP5 WENOZ MP5 WENOZ MP5 WENOZ
SLy135135 0060
Low (L) 7 2 128 64 0.228 128 14.592 X X X X X X
Med (M) 7 2 192 96 0.152 192 9.728 X X X X X X
Hig (H) 7 2 256 128 0.114 256 7.296 X X X X X X
Fin (F) 7 2 320 160 0.0912 320 5.8368 X X X X X X
SLy135135 0038
Low (L) 7 2 160 64 0.228 - 14.592 × X × × × X
Med (M) 7 2 256 96 0.152 - 9.728 × X × × × X
Hig (H) 7 2 320 128 0.114 - 7.296 × X × × × X
Fin (F) 7 2 400 160 0.0912 - 5.8368 × × × × × X
MS1b135135 0038
Low (L) 7 2 128 80 0.291 - 18.624 × X × × × X
Med (M) 7 2 192 120 0.21825 - 12.416 × X × × × X
Hig (H) 7 2 256 160 0.1455 - 9.312 × X × × × X
Fin (F) 7 2 320 200 0.1164 - 7.4496 × × × × × X
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FIG. 6. SLy135135 0060: rest mass conservation
log10 (|Mb(t)/Mb(t = 0)|) and its convergence on refinement
level l = 5 for different grid resolution and numerical schemes.
Dashed lines show results scaled to fourth-order; which is the
order of the restriction operator (see text).
tities.
(1) The L2 norm of the Hamiltonian constraint, ||H||2,
see e.g. [30] for the definition ofH. In the continuum limit
H → 0, any numerical solution must show convergence
to zero in order to be consistent with Einstein equations.
(2) The ADM mass of the spacetime. In asymptoti-
cally flat spacetimes, one can define the conserved ADM
mass as MADM = limr→∞EADM(r), where
EADM(r) =
∫
Sr
dsl
√
γ γijγ
kl (γik,j − γij,k) (14)
is computed on a coordinate spheres Sr of radius r in
the wave zone, and γij is the spatial metric. EADM(r)
is expected to deviate from MADM due to the gravita-
tional energy radiated away from the sphere, EGW. Con-
servation at large finite r is expected for the quantity
M
(r)
ADM = EADM(r) + EGW(r) ≈MADM.
(3) The rest mass of the matter,
Mb =
∫
d3x
√
γD (15)
whose conservation follows from the first component of
(1), see e.g. [23, 36]. In case (1) are solved on a sin-
gle grid, Mb is preserved at round-off error; violations at
the truncation error level are, however, generically ex-
pected in cases in which adaptive mesh refinement is em-
ployed [36].
We first discuss the conservation and convergence of
these quantities in the SLy135135 0060 evolutions for dif-
ferent numerical schemes and resolutions, then consider
the same quantities for the longer runs.
1. SLy135135 0060: Hamiltonian constraint
The L2 norm of the Hamiltonian constraint computed
on level l = 1 is shown in Fig. 4. During the inspiral-
merger the norm is decreasing because of the constraint
propagation and damping properties of the Z4c evolution
scheme [45]. The violation of the constraint is of the
order ∼ 10−9 and shows 2nd order convergence to round
off at increasing grid resolution (cf. dashed lines). Note
that constraint violations stay below the initial value.
We observe no significant difference between the different
reconstruction and flux computation routines.
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FIG. 7. Conserved quantities for SLy135135 0038 with the
HO-Hyb-WENOZ scheme. Top panel: conservation of the
baryonic mass measures on level l = 4. Dashed lines cor-
respond to an assumed fourth order convergence, cf. Fig. 6.
Middle panel: L2-volume norm of the Hamiltonian constraint
measured on level l = 1. Dashed lines correspond to an as-
sumed second-order convergence, cf. Fig. 4. Bottom panel:
Self-convergence of the ADM-energy, where we have not cor-
rected the energy by the emitted GW energy. The energies
are extracted at r = 1000M. Dashed lines correspond to an
assumed second-order convergence, cf. Fig. 5.
2. SLy135135 0060: ADM energy
The convergence of EADM at increasing grid resolu-
tions is shown in Fig. 5. WENO-based schemes achieve
clean second-order convergence up to the moment of
merger. The use of high-order schemes for the numerical
fluxes results in smaller absolute differences between one
resolution and the other, thus indicating a better accu-
racy. By contrast, the combination of high-order schemes
and MP5 reconstruction performs worse. Although, MP5
gives smaller differences for high resolutions, one does not
see a clear convergence order, and the Low (L) grid is not
in the convergent regime.
Overall, the relative accuracy of EADM for the grid
F is of the order of 10−3 − 10−4. That accuracy is sig-
nifcantly smaller than the GW energy emitted EGW(r)
only towards the merger moment, where EGW(r) reaches
few percent [46]. As a consequence, the convergence
properties of the complete quantity M
(r)
ADM are slightly
worse and, as with high-order methods, it remains
difficult to properly resolve M
(r)
ADM.
Both H and EADM data show that the truncation error
scales at second-order at the considered resolutions. Mo-
tivated by the analysis of Sec. IV, we have inspected the
WENO weights also for the binary case. The quantities
d
(k)±
i for the stars in the binary are qualitatively similar,
at early times, to the single star case. The HO schemes
fail to achieve the nominal high-order convergence both
in the bulk of the matter and at the surface. We conclude
that high-order convergence cannot be expected at these
resolutions.
3. SLy135135 0060: Rest Mass
Let us discuss rest mass conservation. In neutron star
simulations the conservation of rest mass is affected by
three dominant errors: (i) the artificial atmosphere, (ii)
the restriction operation, and (iii) refinement boundaries.
Because of our particular grid choice no significant rest
mass crosses the finest refinement level during the inspi-
ral and merger. When the two boxes of the finest refine-
ment level touch each other, BAM regrids and a larger
box covering the strong-field region is created. Thus, we
expect that artificial atmosphere and restriction are the
main source of uncertainty in Eq. (15). Of course, the
situation is different in the subsequent postmerger and
collapse phase in which the rest mass spread all over the
grid and the particular choice of slicing leads to an appar-
ent loss of rest mass when the singularity forms [35, 47].
In this paper, we focus on the inspiral-merger and do not
discuss these issues. The artificial atmosphere treatment
typically introduces a O(h2) error in Mb that is charac-
terized by mass losses, see [36]. Note that an error lo-
calized around the star surface can become negligible for
the volume integral (15) at sufficiently high resolutions.
The restriction operation and regridding from the finer
levels to coarser ones are performed in this work with a
fourth-order WENO algorithm. Thus, a O(h4) error is
expected at best.
The rest mass conservation is monitored by the rela-
tive error |Mb(t)/Mb(0)|, where Mb(t = 0) is computed
after interpolation of the initial data on the BAM grid
and after restriction of the data from finer to coarser lev-
els. The evolution of the error is shown in Fig. 6. For
any reconstruction choice, the HO schemes perform sig-
nificantly worse than the LLF or HO-Hyb schemes. This
is most likely due to a lack of accuracy in the resolution
of the low-density flow, caused by the particularly large
values of fatm necessary to stabilize these simulations.
This effect is observed also in the single star evolutions
of Sec. IV, although we have not discussed this explicitly
there. At the lowest resolution the use of MP5 recon-
struction produces serious violations of Mb (red lines,
right panels). A convergence order ∼ 4 is observed in
the LLF-WENOZ runs at early times; for t & 100M
the convergence of the error is slower and dominated by
the O(h2) component. The best conservation is obtained
with the HO-Hyb flux scheme employing the WENOZ
10
reconstruction. In these simulations the dominant error
is given by the truncation error O(h4) of the restriction
operator over the whole simulated time.
4. SLy135135 0038 and MS1b135135 0038
The analysis presented for the SLy135135 0060 evo-
lutions holds qualitatively also for the longer and more
challenging 10 orbits simulations, although we find that
for such long simulations higher resolutions are needed
to obtain the same accuracy. In particular, overconver-
gence is observed in one triplet and it is due to the lowest
resolution simulations.
Conserved quantities are shown in Fig. 7 for
SLy135135 0038. The upper panel shows the rest mass
conservation. In contrast to SLy135135 0060, the two
lowest resolutions do not show a clear convergence order.
The error grows up to 1% on level l = 4. For the two high-
est resolutions fourth order convergence, which is again
caused by the restriction operation, is observed. For the
highest resolution the error stays during the entire inspi-
ral below the 0.05% level within level l = 4. The error
even decreases significantly when computing the mass on
level l = 5 and becomes smaller than 10−5 for the highest
resolution. This shows that, for the considered levels, the
restriction operation is the dominant error contribution
for the two highest resolutions and supports our argu-
mentation for SLy135135 0060.
The middle panel of Fig. 7 presents the evolution of
the L2-volume norm of the Hamiltonian constraint. As
for SLy135135 0060, the constraints stay below the ini-
tial value during the entire inspiral up to the moment
of merger. second-order convergence is recovered for the
two highest resolutions, cf. dashed lines.
The bottom panel of Fig. 7 shows a self-convergence
test of the ADM-energy extracted at r = 1000M. The
dashed lines correspond to second-order convergence,
which is obtained for the two highest resolutions, but
not for the lower resolution. The triplet (L,M,H) shows
overconvergence due to the Low (L) resolution simula-
tion.
C. Waveform convergence
In this section we discuss the convergence of the GWs.
We focus on the GW phase that is the main quantity of
interest for GW modeling. A major goal for NR simu-
lation is to control phase uncertainty and assign precise
error bars to this quantity.
The emitted GWs are calculated by computing the
Weyl Ψ4 scalar on coordinate spheres of radius r in
the wave zone. As customary, we work with the spin
weighted spherical harmonics projections (independent
of the viewing angle), reconstruct the GW multipolar
modes h`m from Ψ4 projections by solving h¨`m = ψ`m
in the frequency domain [48], and focus on the dominant
mode ` = m = 2. Amplitude and phase are defined as
r h22 = A22 e
−iφ22 . (16)
Waveforms are shown against the retarded time
u = t− r∗ = t− r − 2M log
( r
2M
− 1
)
. (17)
The moment of merger umrg is defined as the time of the
first peak of A22, and conventionally marks the end of
the inspiral [49].
1. SLy135135 0060
Figure 8 show the real part of the SLy135135 0060
waveform at the lowest resolution for different numerical
schemes (top panel) and the phase difference obtained
using different numerical schemes and the same resolu-
tions. The vertical line marks umrg ∼ 500M for the data
of grid Low. The phase differences of waveforms com-
puted with different numerical scheme decrease as res-
olution increases, indicating that all schemes converge
to the same continuum, physical solution. At umrg the
phase differences are largest. The differences between
HO-Hyb and LLF (both with WENOZ reconstruction)
at the lowest resolutions are ∆φ ∼ −2 rad, and reduce
to ∆φ ∼ −0.15 rad at the highest resolution. The differ-
ences between HO-Hyb-MP5 and HO-Hyb-WENOZ at
the lowest resolutions are ∆φ ∼ −1 rad, and reduce to
∆φ ∼ −0.1 rad at the highest resolution. The differ-
ence between HO-WENOZ and HO-Hyb-WENOZ at the
lowest resolution is of the order ∆φ ∼ −0.5 rad, and it
reduces to ∆φ ∼ −0.25 rad at the highest resolution (not
shown in the figure).
A three-level self-convergence study for
SLy135135 0060 is shown in Fig. 9 for all the nu-
merical schemes considered. As mentioned above,
performing the analysis with four instead of three differ-
ent resolutions allows one to robustly assess convergence.
The latter is, in fact, evaluated for two triplets. All our
convergence plots show both the differences between the
data (solid lines) and those scaled assuming second-order
convergence (dotted and dashed lines). Note that, in all
our simulations, the phase is overestimated (faster) at
low resolutions as a result of numerical dissipation [6].
Independently on the reconstruction method, the LLF
scheme shows larger oscillations and a more complicated
behavior than the corresponding HO and HO-Hyb sim-
ulations. The convergence properties of LLF-MP5 data
are not systematic and a zero crossing in ∆φ is visible be-
fore umrg. These LLF-MP5 data are not in convergence
regime and are unreliable for producing an error budget.
The LLF-WENOZ data improve on this situation. With
the LLF-WENOZ setup we observe a convergence order
slightly higher than second-order in the triplet (L,M,H),
and slightly below second-order in the triplet (M,H,F).
That indicates that the resolution n = 64 is too low and
11
u/M
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
<(
rh
/M
)
LLF - WENOZ
HO-Hyb - WENOZ
HO-Hyb - MP5
u/M
0.0
−0.5
−1.0∆
φ
2
2
LLF-WENOZ − HO-Hyb-WENOZ
Low
Med
Hig
Fin
0 100 200 300 400 500 600
u/M
0.0
−0.5
−1.0∆
φ
2
2
HO-Hyb-MP5 − HO-Hyb-WENOZ
Low
Med
Hig
Fin
FIG. 8. Top: ` = m = 2 waveforms for SLy135135 0060 from runs with grid Low and varying the numerical scheme. The vertical
line marks the moment of merger for the LLF simulation. Middle: Phase differences between HO-Hyb and LLF simulations
employing WENOZ reconstruction and with the same grid resolutions. Bottom: Phase differences between HO-Hyb simulations
employing WENOZ and MP5 reconstruction with the same grid resolution.
should be discarded; only (M,H,F) should be considered.
Still, it is difficult to obtain a precise error estimate using
only the (M,H,F) triplet because one does not know how
robust is the convergence result at higher resolutions [5].
Another resolution is desirable; in the absence of that,
the differences between the two highest resolutions can
be taken as an error estimate [3].
The HO and HO-Hyb schemes employing the MP5 re-
construction show a convergence order of ∼ 3 at low reso-
lutions -(L,M,H) triplets-, but a lower convergence order
of ∼ 2 (or slightly below) at higher resolutions, (M,H,F,)
triplet. The MP5 high-order fluxes improve significantly
over the LLF ones. However, without a fifth resolution, it
is impossible to make a robust claim about convergence.
Contrary to the other setups, the HO and HO-Hyb
WENOZ schemes show a very robust convergence be-
havior. We observe clean second-order convergence for
all four resolutions. This convergence order is also con-
sistent with what we observe in single star evolution and
in the conserved quantities discussed above. From the
analysis of the phasing solely one cannot clearly point
out differences between the HO and HO-Hyb schemes.
However, combining all the results (cf. Fig. 2 and Fig. 6),
we conclude that the HO-Hyb-WENOZ scheme performs
better among those we tested and at the resolutions ex-
plored here.
Let us mention that the plot also shows that the dif-
ferences between different resolutions are smaller for LLF
simulations than the HO or HO-Hyb ones. This fact can
be interpreted as the LLF having smaller absolute errors,
i.e. begin more accurate for lower resolutions, although
the interpretation is not straightforward in the absence
of clear convergence.
2. SLy135135 0038 and MS1b135135 0038
Self-convergence studies for the phase evolution of
SLy135135 0038 and MS1b135135 0038 are shown in
Fig. 11 for the HO-Hyb-WENOZ scheme. Also in these
long runs numerical dissipation artificially accelerates the
phase evolution. The convergence behaviour is similar to
the SLy135135 0060 case, although in these long runs the
lowest resolution h ∼ 0.23 (nmv = 64) does not give con-
vergence results for u & 1000M (SLy) and u & 1500M
(MS1b). At late times, we observe instead overconver-
gence due to the Low-grid simulation. As a consequence,
the lowest resolution runs should not be used for produc-
ing the error budget. The phase differences accumulated
to umrg between H and F-runs are about ∆φ ∼ 1 rad.
They are about a factor 10 larger than in the shorter
runs.
VI. RADIUS EXTRAPOLATION
The waveform error budget must take into account also
the effect of finite-radius extraction. As we see, the latter
uncertainty is non-negligible and comparable to the trun-
cation error. It can be evaluated by extrapolating the
waveform in radius e.g. [5, 50, 51]. Notably, the finite-
extraction-radius uncertainty on the phase has opposite
sign than the truncation error uncertainty: the phase
evolution is faster for waveforms extracted at larger radii.
Two extrapolation methods are considered here. In
the first, the waveform is evaluated at different radii rj
with j = 0...N and phase and amplitude are extrapolated
using a polymomial of order K < N ,
f(u; rj) = f0(u) +
K∑
k=1
fk(u)r
−k
j . (18)
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In the second method, one considers the next-to-leading-
order (NLO) behaviour in r of the Ψ4 multipoles [51],
r ψ`m = r h¨`m +
`(`+ 1)
2r
r h˙`m +O(r−2) , (19)
and obtains an extrapolation formula for r h¨`m that uses
ψ`m extracted at a given radius
3. The extrapolated
r h`m is then reconstructed from r h¨`m.
Figure 12 compares the differences between the
extrapolated quantities and the finite-radii ones for
SLy135135 0060 (again, we work with the best data HO-
Hyb-WENOZ). The polynomial extrapolation (18) re-
quires a choice for K, but the phase extrapolation is
rather insensitive on the choices K = 1, 2, 3. Consid-
ering the difference between the extrapolated and the
last radius (rN = 1100), one can assign an uncertainty
to the extrapolate phase. The uncertainty is larger
3 Note that with a slight abuse of notation we indicate with r ψ`m
and r h¨`m the leading-order asymptotic behaviour.
at early times (lower GW frequencies), δφ ∼ 0.1, and
monotonically decreases toward the moment of merger
to δφ ∼ 0.05 The fact that the finite-radius uncertainty
is larger at lower frequencies is clear from Eq. (19): tak-
ing the double integral of both sides in order to obtain the
metric waveform, and considering a signal at frequency
ω, the second term ∝ 1/r gets a factor 1/ω from the
integral of the metric waveform [51].
Figure 12 also compares the polynomial extrapolation
with the second method outlined above. We use (19) for
radii r = 350, 650 and r = rN . We find the results are
compatible with those of the polynomial extrapolation.
The difference between the extrapolated phases with (18)
and (19) is significantly smaller than the finite radius ex-
traction uncertainty assigned above. Moreover, the for-
mula (19) is rather robust for the phase extrapolation;
the use of r = 350 is already comparable with the poly-
nomially extrapolated phase.
We find similar results for the extrapolation of the am-
plitude (not shown in the figure). The only difference is
that the amplitude radius-extrapolation is slightly more
sensitive to K and stability can be achieved for K = 2, 3.
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FIG. 11. Phase convergence of MS1b135135 0038 (upper
panel) and SLy135135 0038 (lower panel) with the HO-Hyb-
WENOZ scheme.
The uncertainty of the extrapolated amplitude (K = 2)
is about 0.2% and has smaller variation in time than the
phase.
VII. WAVEFORM ERROR BUDGET
In this section we discuss the error budget on the wave-
forms generated with the high-order WENO algorithm.
We work with the best data HO-Hyb-WENOZ, for which
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FIG. 12. SLy135135 0060 finite radius extraction uncertainty
(HO-Hyb-WENOZ scheme). Top panel shows the phase dif-
ference for different extraction radii computed to the poly-
nomial extrapolation with K = 2 (solid lines). The dashed
lines show the difference the extrapolated waves with K = 1, 3
and the last radius rN = 1100 as well as the difference be-
tween the K = 2 and NLO extrapolation. Bottom shows the
phase difference between the NLO extrapolated value and fi-
nite radii extracted data (solid lines). Dashed lines show the
difference between the NLO extrapolation for different radii
and the K = 2 extrapolated one.
we have a clear convergence assessment, and include the
finite-extraction-radius uncertainties discussed above.
For any finite-differencing algorithm, the value of a
quantity f (h) computed at resolution h can be written
as
f (h) = f (e) +
∞∑
i=p
Aih
i , (20)
where f (e) is the exact, continuum value obtained for
h → 0, and p the convergence order. The quantities
Ai are not necessarily small and might depend on the
number of floating point operations. Although it is not
possible to compute f (e), one can use the set of data at
different resolutions to improve the simulation results. A
way to proceed is to consider the Richardson extrapola-
tion method. The latter is a simple algorithm that, given
(i) a dataset (f (h)) at different finite resolutions and (ii)
an accurate measure of the convergence order p, allows
one to generate a better approximation to f (e) [52]. The
Richardson extrapolated value is indicated as R[(f (h))].
This method has already been used for estimating wave-
form errorbars in e.g. [5, 19, 53]. Here we are particularly
interested in the robustness/stability of the extrapolation
using different datasets. An alternative resolution ex-
trapolation method proposed in the literature is studied
in Appendix B.
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In the following, we consider the Richardson extrapola-
tion of different time series: R[(L,M,H)], R[(M,H,F )],
and R[(L,M,H,F )], where L stands for grid Low, M for
grid Med, and so on. We investigate whether the differ-
ent R[.] are consistent. The extrapolated time series can
then be used as best data, i.e. an improved approximation
of f (e). A measure of the uncertainty to be assigned to
this best approximation is the difference with the highest
resolution (F) or with another extrapolation.
A. SLy135135 0060
Figure 10 shows the waveform phase differences for
SLy135135 0060 (solid lines) and the differences between
the extrapolated time series and data at grid F (dashed
lines). The extrapolation R[(L,M,H)] is rather effec-
tive in improving the approximation: it is very close to
the phase computed with grid F , although it overesti-
mates the latter. The positive phase difference ∆φ(H −
R[(L,M,H)]) is larger than ∆φ(F − R[(L,M,H,F )]),
suggesting a convergent behaviour. R[(L,M,H,F )] es-
timates a slower phase than F . R[(M,H,F )] estimates
a slower phase than both F and R[(L,M,H,F )], but
the extrapolation might be more biased by the use of
three resolutions instead of four. The positive differences
∆φ(F −R[(M,H,F )]) are slightly smaller than the pos-
itive ∆φ(R[(L,M,H,F )]−R[(M,H,F )]). Although not
shown in the figure, we verified that the Richardson ex-
trapolation that uses only two datasets is not robust;
the result depends heavily on the choice of the pair of
the datasets and extrapolation results are incompatible
with each other. We recommend the use of at least three,
and possibly four, datasets at well-separated resolutions.
These results indicate that the extrapolations are
robust. We choose R[(L,M,H,F )] as best data.
The uncertainty of the best data can be assigned ei-
ther as δφ = ∆φ(F − R[(L,M,H,F )]) or as δφ =
∆φ(R[(L,M,H,F )]−R[(M,H,F )]). The former choice
gives the smallest error bars, and is incompatible with
the R[(M,H,F )]. The latter choice instead assume the
three-resolutions extrapolation R[(M,H,F )] is robust
and assigns a slightly more conservative error bar.
The total error budget of SLy135135 0060 is reported
in Fig. 10. The best approximation to the contin-
uum data is given by R[(L,M,H,F )], with the uncer-
tainty due to truncation error calculated as δφ(h) =
∆φ(R[(L,M,H,F )]−R[(M,H,F )]) as discussed above.
The uncertainty δφ(r) due to finite radius is instead com-
puted as described above using the polynomial extrapo-
lation with K = 2 and last radius r = 1000. The total
error bar is computed as δφ = (δφ2(h) + δφ
2
(r))
1/2 and
shown as a shaded area.
The use of the HO-Hyb-WENO scheme at these reso-
lutions, combined with the two extrapolation techniques
described above, gives maximum phase uncertainties
δφ(h) . 0.05 rad for u ≤ umrg. The error budget is
essentially flat at the level δφ ∼ δφ(r) . 0.1 rad, and
dominated by finite-extraction errors (compare with [5]).
B. SLy135135 0038 and MS1b135135 0038
The error budgets for SLy135135 0038 and
MS1b135135 0038 are computed in the same way
as above. The results are shown in Fig. 13, and focus on
the simulations with the HO-Hyb-WENOZ scheme. In
these long runs, the finite-radius uncertainties are essen-
tially the same as those discussed for SLy135135 0060.
From Fig. 13 one observes that δφ(r) . 0.1 rad and
slightly decreases towards merger. The error bar is dom-
inated by these finite-extraction errors at early times,
u . 1500 M for MS1b135135 0038 and u . 1750 M for
SLy135135 0038. The main difference with respect to
SLy135135 0060 is related to the truncation error, and
it is discussed below.
Considering the Richardson extrapolations, we
find that the extrapolations R[(L,M,H)] and
R[(L,M,H,F )] are effective and rather close to
the data of grid F (overestimating and underestimating
the latter, respectively). Again, the positive difference
∆φ = H − R[(L,M,H)] is larger than the differences
∆φ = R[(L,M,H)]− F and ∆φ = F −R[(L,M,H,F )],
possibly indicating a convergent behaviour of the extrap-
olation. However, the difference ∆φ = R[(L,M,H)− F ]
shows a zero crossing close to umrg (F data), likely
due to the very different merger time in the L data
with respect to other datasets. The zero-crossing is
not there in the difference ∆φ = F − R[(L,M,H,F )],
which is also the smallest difference between grid F and
the various extrapolated data. The positive difference
∆φ = F − R[(M,H,F )] is instead larger than the
differences with the extrapolations that include the grid
L. Because the L data show overconvergence at late
time, a conservative choice for our best data and uncer-
tainty is R[(M,H,F )] and δ(h)φ = F − R[(M,H,F )].
With this choice we find that truncation errors dom-
inate the error budget at u & 1500 M , i.e. during
the last 5.5 GW cycles, for MS1b135135 0038 and
u & 1750 M , i.e. during the last 7 GW cycles, for
SLy135135 0038. The maximum error is reached at umrg
and δφ(h) ∼ 1 rad. A more optimistic choice, though
not fully reliable based on the convergence result, is
δ(h)φ = R[(L,M,H,F )−R[(M,H,F )] which leads to a
maximum uncertainty of δφ(h) ∼ 0.7− 0.9 rad.
Finally, we compare the new HO-Hyb-WENOZ ex-
trapolated waveforms with our previous simulations
employing the LLF [3]. For SLy135135 0038 we
find that the difference ∆φ = φ(LLF−WENOZ) −
φ(HO−Hyb−WENOZ) ∼ −1 rad at umrg, and is thus
compatible with the error bar of the HO-Hyb-WENOZ.
For MS1b135135 0038 ∆φ = φ(LLF−WENOZ) −
φ(HO−Hyb−WENOZ) ∼ +1.2 rad at umrg, which is
compatible with the error bar assigned to the HO-Hyb-
WENOZ and to the LLF data. In this case, the use of
HO-Hyb-WENOZ reduces by about a factor 3 the error
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FIG. 13. Phase error budget of SLy135135 0038 (left) and MS1b135135 0038 (right) similar to Fig. 10. Solid lines are phase
differences between runs at different resolutions; dashed lines are differences with the Richardson extrapolated data; dashed
dotted lines are differences between phase extracted at finite radii and the radius-extrapolated one. The conservative error
estimate described in the text is given by the blue shaded region.
estimated on the phase.
VIII. SUMMARY
We explored the use of finite-differencing high-order
WENO schemes in BNS inspiral-merger simulations,
and compared those results with a second-order (LLF)
scheme employing the same reconstruction methods.
Simulations were performed at typical resolutions of the
3D grid. Our findings are summarised in the following.
(i) WENO methods are robust for these simulations;
best results are obtained with the HO-Hyb-WENOZ
scheme which significantly improves over the LLF, see
e.g. Fig. 9. The HO-Hyb-WENOZ scheme allows us to
consistently measure self-convergence in all the different
datasets (triplets); and, hence, to robustly build an error
budget by extrapolating consistently the finite-resolution
datasets;
(ii) At the considered resolutions, the high-order con-
vergence rate cannot be obtained due to nonoptimal val-
ues of the WENO weights. We experimentally observe
that truncation errors scale at second-order rate for both
single star and binary spacetimes. We do not align wave-
forms in time and/or phase in these analysis. In three
orbits simulations (SLy135135 0060), convergence is ob-
served by resolving the NSs with ∼ 643 grid points. In
ten orbits simulations, convergence is observed by resolv-
ing the NSs with at least ∼ 963 grid points;
(iii) The HO-Hyb-WENOZ scheme combined with the
Richardson extrapolation allows one to compute a robust
error budget. Notably, our error budget procedure does
not involve waveform alignment. The error budget for
the three orbits runs (SLy135135 0060) is dominated by
finite-extraction uncertainties, see Fig. 10. The overall
phase uncertainty accumulated to merger (u = umrg) is
below 0.1 rad. The error budget of ∼ ten orbits runs is
dominated by truncation error during the last 3-4 orbits;
the phase uncertainty grows from 0.1 to a maximum of
∼ 1 rad at merger, see Fig. 13;
(iv) Comparing our results with [8, 19, 20], we find
that, overall, our conclusions are in line with previous
work. Common features are the following: the robust-
ness of the high-order finite differecing scheme, the fact
that the formal high-order accuracy is not achieved, and
the magnitude of the phase uncertainties. the main dif-
ferences are the performances of the MP5 reconstruction
and the observed convergence order (∼ 3 instead of 2).
Both differences might be due to the use of different ba-
sic flux formula in the HO algorithm (the Roe solver in-
stead of the LLF) and/or other implementation details,
notably the use of positivity preserving limiters and the
atmosphere treatment [18]. Future work on the BAM
code could be devoted to design improved and specific
WENO weights for the problem.
We conclude that our high-order WENO implemen-
tation can be efficiently used for high-quality waveform
production, and in future large-scale investigations of the
binary parameter space. The computational cost for a
∼ 10 orbit simulation composed of four resolutions is
about ∼ 650k core hours. We expect that the maximum
phase uncertainty can be further reduced below δφ . 0.5
rad by simulating an additional resolution at ∼ 1923 grid
points. Using these resolutions, the BAM’s parallel effi-
ciency is ∼ 80% on 1024 processing units (strong scaling
tests), with a simulation speed of ∼ 15M/hour. The
computational cost for these five-resolutions is estimated
as ∼ 1M core hours. Several BNS configurations could
be simulated using a large-scale HPC allocation.
16
TABLE IV. Convergence results for the 1D simple wave test
at t = 0.6. The convergence rate p is calculated dividing
successive L1 norm values.
Scheme n L1 p L2 p
LLF-WENOZ 200 2.271e-03 - 6.431e-03 -
400 5.974e-04 1.927 1.810e-03 1.829
800 1.521e-04 1.974 4.657e-04 1.959
1600 3.828e-05 1.990 1.174e-04 1.988
3200 3.209e-06 1.997 1.698e-05 1.996
HO-WENOZ 200 5.988e-04 - 1.790e-03 -
400 4.059e-05 3.883 1.512e-04 3.566
800 1.677e-06 4.597 7.470e-06 4.339
1600 5.623e-08 4.898 2.567e-07 4.863
3200 6.089e-10 4.947 4.621e-09 5.002
LLF-MP5 200 7.579e-04 - 3.713e-03 -
400 1.991e-04 1.928 1.043e-03 1.832
800 5.081e-05 1.970 2.685e-04 1.957
1600 1.281e-05 1.988 6.772e-05 1.987
3200 3.209e-06 1.997 1.698e-05 1.996
HO-MP5 200 2.774e-04 - 1.466e-03 -
400 1.365e-05 4.346 9.129e-05 4.005
800 5.455e-07 4.645 4.334e-06 4.396
1600 1.797e-08 4.924 1.487e-07 4.866
3200 5.555e-10 5.016 4.576e-09 5.022
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Appendix A: Flat Spacetime 1D Tests
The implementation of the HO schemes in BAM has
been tested against standard special relativistic hydrody-
namics benchmarks. In particular, we present here the
two 1D relativistic blast wave tests described in [54] and
a 1D evolution of isentropic smooth waves [55, 56] (see
also [43, 57–59] for similar tests). 1D benchmarks are
important because exact solutions are available in these
cases and, as already mentioned, the multi-D scheme is
obtained by successive application of 1D procedures. In
practice, only new 1D routines has been implemented for
the HO algorithm.
The blast wave tests assess that the numerical scheme
is nonoscillatory, handles solutions with shocks properly,
and captures correctly all the elementary waves of the
evolution of the Riemann problems. The evolution of
simple waves is instead used to prove the scheme achieves
high-order convergence for smooth flow solutions. For
comparison, all the tests were also run with the second-
order LLF scheme based on primitive reconstruction em-
ploying the same WENOZ or MP5 reconstruction as in
the HO case. Let us stress that in the HO and LLF al-
gorithms the same reconstruction is applied to different
quantities: either projected fluxes or primitives variables.
Initial data for the relativistic blast waves are set ex-
actly as described in [54] (Problem 1 and 2), and a
Γ = 5/3 EOS is employed. The numerical solutions at
t = 0.4 are shown in Fig. 14. They are computed with 400
grid points in the domain [0, 1] (resolution h = 0.0025).
The RK3 time integrator and CFL factor 0.25 are used.
The exact solution is also plotted as solid lines. As ev-
ident from the figures, the simulations reproduce all the
features of the exact solution, and no relevant differences
are found between the HO and the LLF scheme. (Note,
however, a small difference in the resolution of the shock
wave.)
Relativistic simple waves are nonlinear elementary
waves analogues of planar acoustic waves [55, 56]. The
exact solutions can be found implicitly by the method
of characteristics. During the evolution, shock forma-
tion is expected in a finite time due to nonlinearities.
Right-propagating simple wave initial data are set up by
(i) choosing a reference state (ρ = 1, v = 0), (ii) pre-
scribing a velocity perturbation, and (iii) computing the
sound speed according to the value of the Riemann in-
variant (Eq. (II.15) of [55]). The other quantities follow
from the EOS. The velocity profile is here set as,
v = a Θ (|x| −X) sin6
(pi
2
( x
X
− 1
))
, (A1)
where Θ(x) is the Heaviside function, a = 0.5 and X =
0.3. Assuming a polytropic EOS with Γ = 5/3 and K =
100, the value of the sound speed in the reference state is
cs,0 ' 0.815; the velocity and density initial profiles are
shown in Fig. 15 (top). Note that the profile is smooth
enough to guarantee that the WENO weights are close
to optimal. Numerical solutions are computed on the
domain [−1.5, 1.5], with the RK4 integrator and a CFL
factor of 0.125. During the evolution the initial profiles
progressively steepen and finally a shock is formed 4 at
around t ' 0.63. Figure 15 (top) shows the numerical
solutions at t = 0.9 for a resolution of 400 points (h =
0.0075). The exact solution is also plotted as solid lines.
4 Shock formation is estimated using Eq. (III.2) of [55] with the
velocity profile specified by (A1).
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FIG. 14. Relativistic blast waves solutions at t = 0.4 with n = 400 points. Solid lines are the exact solutions.
As evident, the simulations reproduce the correct physics.
The formal convergence order of the numerical scheme
can be checked at early times (before the shock forms).
The bottom panel of Fig. 15 shows the self-convergence
factor of a three-levels convergence test. In Tab. IV we
report the simulation errors as function in the L1 and
L2 norms, at different resolutions and t = 0.6. Both
schemes converge to the exact solution at the expected
rate for sufficiently high resolutions.
Appendix B: Extrapolation in resolution alternative
to the Richardson method
Ref. [10] proposes a method for the resolution extrap-
olation that is alternative to the Richardson. In this
appendix we apply that method to our SLy135135 006
data obtained with HOHyb-WENOZ scheme, and com-
pare the results with those in Sec. VII.
Low resolution simulations are more affected by numer-
ical dissipation than high resolution simulations. This re-
sults in earlier merger times for decreasing resolution. As
a consequence, Ref. [10] argues for the necessity to com-
pensate for this effect by rescaling waveforms in time,
u → ηu, and phase, φ → ηφ. The parameter η is deter-
mined by minimizing
I2,1 = min
η′,Φ
∫ tf
ti
du[A2,22(η
′u)ei(η
′φ2(η′u)+Φ)
−A1,22(u)eiφ1(η)]2, (B1)
where A1,22, φ1,22 refer to the amplitude and phase of the
best resolved run and A2,22, φ2,22 to the other resolutions.
We obtain the following values ηL,F = 0.98651, ηM,F =
0.99584, ηH,F = 0.99867. As in [10] we estimate the
convergence order p from a three-level self-convergence
test, for ηM,F, ηH,F we obtain p = 1.96 and for ηL,F, ηM,F
p = 2.34. This allows us to scale the H-resolution data
with a scaling parameter of ηF,∞ = 0.99758.
In Fig. 16 we compute the phase difference between the
F-resolution and the (L,M,H)-simulations without shift,
with η-shift, and with η, φ-shift. We also include the
phase difference between F-data and the waveform ob-
tained with the extrapolation described above. We ob-
serve three main effects of the rescaling: (i) the phase dif-
ference during the beginning of the simulation increases;
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FIG. 15. Relativistic simple wave. Top: solution with n = 400
points (shown 200) and CFL factor 0.125. Bottom: evolution
of the experimental self-convergence factor as computed from
numerical data at resolutions (400, 800, 1600) points.
(ii) around umrg the phase differences are smaller than
for the nonshifted setup; (iii) we see zero crossing caused
by the rescaling procedure.
Following [10] the uncertainty is estimated by the rel-
ative uncertainty of the merger time multiplied by total
phase of the simulation, i.e. ∆φ = φ(umrg) ∆umrg/umrg.
For SLy135135 006, we have φ(umrg) ≈ 40.8 rad, umrg ≈
504M . The difference ∆u is estimated either from the
difference between the F-resolution and the extrapo-
lated data as ∆umrg = 0.9M , or based on the uncer-
tainty of p as extracted from the two different triplets to
∆umrg = 0.3M , cf. Ref. [10]. Consequently the total un-
certainty lies between 0.07 and 0.025 rad for two choices
respectively. The optimistic uncertainty is a factor of ∼ 2
smaller than the error assigned from the Richardson ex-
trapolation. Because of the zero crossings, and the fact
that the error budget strongly depends on the conver-
gence order estimated solely from the merger time (at
which the uncertainties are maximal), we prefer to use
the simpler method outlined in Sec. VII.
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