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Abstract
This work is a continuation of [P.D. Cordaro, E.R. da Silva, Local solvability in corank one involutive real-analytic structures,
Indiana Univ. Math. J. 53 (2004) 1605–1628]. We study the problem of local solvability, in degree one, for the differential complex
associated to a real-analytic, involutive structure of tube type of corank one. In the present case we obtain more accurate results.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
In this work we shall discuss the local solvability for a particular class of overdetermined systems of vector fields
in Rn+1 of tube type. We consider real-analytic, complex vector fields defined in an open neighborhood Ω of the
origin in Rn+1 of the form
Lj = ∂/∂tj + λj (t)∂/∂x, j = 1, . . . , n,
satisfying the Frobenius bracket condition, that is, LjLk = LkLj for all j, k. The problem we shall address in this
paper is then the local solvability, at the origin, of the overdetermined system
Lj u = fj , j = 1, . . . , n, (0.1)
when the given right-hand sides f1, . . . , fn satisfy the natural compatibility conditions
Lj fk = Lkfj , j, k = 1, . . . , n. (0.2)
The statements, with the precise regularity assumptions, are discussed in Sections 1.2. These Lj are linearly inde-
pendent vector fields and span a real analytic locally integrable structure of tube type in an open neighborhood Ω
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real-valued and real-analytic function such that
LjZ = 0, j = 1, . . . , n; Z(x,0) = x. (0.3)
Therefore, the vector fields have the form
Lj = ∂/∂tj − iϕtj ∂/∂x. (0.4)
The solvability of (0.1) is dictated by the validity of condition (P), which is stated in terms of the unique solution to
the Cauchy problem (0.3). We say that condition (P) is verified in Ω if given any point ℘ ∈ Ω there is a neighborhood
basis of ℘ such that the fibers of Z are connected in each one of those neighborhoods. When n = 1 such formulation
agrees with the Nirenberg–Treves condition (P).
In this work we obtain more accurate results regarding a particular case of the structures considered in [1]. In the
main theorem of [1] we require fj ∈ L∞t (Cαx ) for some α > 12 and obtain solutions u ∈
⋂
p<∞ L∞t (L
p
x ). Here, we
consider the tube case and we obtain a result saying that if the right-hand side of Eq. (0.1) is in L∞t (Cαx ), 0 < α < 1,
then there exists a solution in the same space. We also have that if the right-hand side of Eq. (0.1) is in L∞, then we
obtain a solution in L∞t (BMOx).
1. Statement of the main results
Let J0 ⊂ R be an open interval centered at the origin and let B0 ⊂ Rn be an open ball, also centered at the origin.
It is given Z(x, t) = x + iϕ(t), a real-analytic function defined on a neighborhood of the closure of Ω0 = J0 × B0,
where x ∈ J0 ⊂R and t ∈ B0 ⊂Rn. We may assume that ϕ(0) = 0.
Let U ⊂ Ω0 be an open set and let be given a subspace X (U) of D′(U). We shall denote by X (U,Λ0,1) the space
of all currents over U of the form
f (x, t) =
n∑
j=1
fj (x, t)dtj (1.1)
with coefficients in X (U).
Let
Lj = ∂/∂tj − iϕtj ∂/∂x, (1.2)
and consider the linear differential operator
L :D′(U) →D′(U,Λ0,1)
defined by
Lu(x, t) =
n∑
j=1
Lj u(x, t)dtj , u ∈D′(U). (1.3)
Notice that L(Lu) = 0, where L acts on an element f ∈D′(U,Λ0,1) as above by the rule
Lf =
∑
j<k
(Lj fk − Lkfj )dtj ∧ dtk. (1.4)
1.1. Condition (P) and the main theorems
We shall assume the validity of condition (P) in Ω0 as in [3]. The meaning of this condition can be quickly recalled:
given any open ball centered at the origin B ⊂ B0 there is another open ball centered at the origin B	 ⊂ B such that if
t and t ′ are points in B	, with ϕ(t) = ϕ(t ′), there is one analytic curve in B , joining t and t ′ along which ϕ is constant.
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B1 ⊂ Ω0, there is a neighborhood Ω	 = J	 × B	 ⊂ Ω1 such that given 0 < α < 1 and f ∈ L∞(B1,Cα(J1),Λ0,1)
satisfying Lf = 0 there is u ∈ L∞(B	,Cα(J	)) satisfying Lu = f . Moreover, there is a constant C(α) > 0 such that
‖u‖L∞(B	,Cα(J	))  C(α)‖f ‖L∞(B1,Cα(J1)).
Theorem 1.2. Suppose that condition (P) is satisfied in Ω0. Given any open neighborhood of the origin Ω1 = J1 ×
B1 ⊂ Ω0, there is a neighborhood Ω	 = J	 × B	 ⊂ Ω1 such that given f ∈ L∞(Ω1,Λ0,1) satisfying Lf = 0 there is
u ∈ L∞(B	,BMO(R)) satisfying Lu = f . Moreover, there is a constant C > 0 such that
‖u‖L∞(B	,BMO(R)) C‖f ‖L∞(Ω1).
Remark. When dϕ(0) 	= 0 the corresponding system is elliptic. Therefore, we have the same results even when
ϕ = ϕ(x, t).
Thanks to this remark we shall work from now on under the hypothesis dϕ(0) = 0.
2. Reduction to smooth right-hand sides
According to what was presented in [1], we have the following approximation scheme.
2.1. Approximation lemma
There is an open set Ω = J ×B Ω0 such that given any
f (x, t) =
n∑
j=1
fj (x, t)dtj ∈ L∞
(
B0,Cα(J0),Λ0,1
) (
or in L∞
(
Ω0,Λ
0,1))
with Lf = 0 there is a sequence {fν} ⊂ C∞(ClΩ,Λ0,1) satisfying
Lfν = 0, ∀ν; (2.1)
fν → f in D′(Ω). (2.2)
If f ∈ L∞(B0,Cα(J0),Λ0,1), then there is C > 0 such that
‖fν‖L∞(B,Cα(J ))  C‖f ‖L∞(B0,Cα(J0)), ∀ν. (2.3)
If f ∈ L∞(Ω0,Λ0,1), then there is C > 0 such that
‖fν‖L∞(J×B)  C‖f ‖L∞(J0×B0), ∀ν. (2.4)
2.2. Main reduction
We now state the result that will be proved in the next sections and from which Theorems 1.1 and 1.2 will be
consequences.
Proposition 2.1. Suppose that condition (P) is satisfied in Ω0. Given any open neighborhood of the origin Ω1 =
J1 × B1 ⊂ Ω0 there is a neighborhood Ω	 = J	 × B	 ⊂ Ω1, such that given f ∈ C∞(ClΩ1,Λ0,1) satisfying Lf = 0
and 0 < α < 1 there is u ∈ L∞(B	,Cα(J	)) satisfying Lu = f in Ω	. Moreover, there is a constant C(α) > 0, which
does not depend on f , such that
‖u‖L∞(B	,Cα(J	))  C(α)‖f ‖L∞(B1,Cα(J1)). (2.5)
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J1 × B1 ⊂ Ω0 there is a neighborhood Ω	 = J	 × B	 ⊂ Ω1, such that given f ∈ C∞(ClΩ1,Λ0,1) satisfying Lf = 0
there is u ∈ L∞(B	,BMO(R)) satisfying Lu = f in Ω	. Moreover, there is a constant C > 0 which does not depend
on f , such that
‖u‖L∞(B	,BMO(R))  C‖f ‖L∞(Ω1). (2.6)
3. Proof of Propositions 2.1 and 2.2 (beginning)
We take
f (x, t) =
n∑
j=1
fj (x, t)dtj ∈ C∞
(
ClΩ1,Λ0,1
)
satisfying Lf = 0. We select a cut-off function θ ∈ C∞(J1), θ = 1 on J ∗ ⊂ J1, an interval also centered at the origin,
and for ε > 0 we set
I+ε (f )(x, t) =
1
2π
+∞∫
0
∫
R
∫
[t−,t]
eiξ [Z(x,t)−Z(y,s)]−εξ2θ(y)f (y, s)ds dy dξ, (3.1)+
I−ε (f )(x, t) =
1
2π
−∞∫
0
∫
R
∫
[t+,t]
eiξ [Z(x,t)−Z(y,s)]−εξ2θ(y)f (y, s)ds dy dξ, (3.1)−
where t− (respectively t+) is a fixed point in ClB1 where ϕ attains its minimum (respectively maximum) over ClB1.
Notice that I± (f )(x, t) are smooth functions on R× ClB1. Moreover we have (cf. [3, pp. 31–32]):
There is Ω2 = J2 ×B2 Ω1 such that:
L
[
I+ε (f )+ I−ε (f )
]→ f in C∞(Ω2), as ε → 0. (3.2)
4. Geometrical consequences of condition (P)
We start by stating the following important consequence of condition (P) (cf. [3]), which will be used to deal with
the term I+ε . There is an analogous statement related to I−ε .
(i) For every t ∈ ClB1 there is a piecewise real-analytic curve γ−t contained in ClB1, joining t− to t , such that
ϕ(s) ϕ(t), ∀s ∈ γ−t .
(ii) There is C2 > 0 with the lengths (γ−t ) C2, ∀t ∈ ClB1.
(iii) Moreover, if we denote by C•t the 2-chain bounded by γ−t and [t−, t], then
area
(
C•t
)
 C2, ∀t ∈ ClB1.
5. Proof of Propositions 2.1 and 2.2 (continued)
By Stokes theorem we can write
I+ε (f )(x, t) = J+ε (x, t)+K+ε (x, t) (5.1)
with
J+ε (x, t) =
1
2π
∞∫
0
∫
R
∫
γ−
eiξ [Z(x,t)−Z(y,s)]−εξ2θ(y)f (y, s)ds dy dξ, (5.2)
t
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1
2π
∞∫
0
∫
R
∫
C•t
eiξ [Z(x,t)−Z(y,s)]−εξ2θ ′(y)F (y, s)ds dy dξ, (5.3)
where
F(x, t) = −i
∑
j<k
(
∂ϕ
∂tk
fj − ∂ϕ
∂tj
fk
)
dtk ∧ dtj = −i dt ϕ ∧ f. (5.4)
Notice that
‖F‖L∞(Ω1)  C‖f ‖L∞(Ω1). (5.5)
We can select η ∈ C∞c (J2), η = 1 in an interval J	 ⊂ J2 centered at the origin, in order to obtain the inequality∣∣η(x)K+ε (x, t)∣∣C‖f ‖L∞(Ω1), ∀(x, t) ∈R×B1. (5.6)
Now we analyze the key term, namely J+ (x, t). We have
J+ε (x, t) =
1
2π
∫
γ−t
∞∫
0
∫
R
ei(x−y)ξ−(ϕ(t)−ϕ(s))ξ−εξ2θ(y)f (y, s)dy dξ ds.
Consider the family of operators
Ta,ε(f )(x) =
+∞∫
0
eixξ e−aξ−εξ2 f̂ (ξ)dξ, a  0.
Next we apply the following lemma proved in Appendix A.
Lemma 5.1. There are constants C1 > 0 and C2 > 0, which are independents of a  0 and ε > 0, such that∥∥Ta,ε(f )∥∥BMO(R)  C1‖f ‖L∞(R), f ∈ L∞c (R). (5.7)∥∥Ta,ε(f )∥∥Cα(R)  C2‖f ‖Cα(R), f ∈ Cα(R). (5.8)
We have∥∥∥∥∥ 12π
∞∫
0
∫
R
ei(·−y)ξ−(ϕ(t)−ϕ(s))ξ−εξ2θ(y)f (y, s)dy dξ
∥∥∥∥∥
BMO(R)
 C‖f ‖L∞(Ω1),
∥∥∥∥∥ 12π
∞∫
0
∫
R
ei(·−y)ξ−(ϕ(t)−ϕ(s))ξ−εξ2θ(y)f (y, s)dy dξ
∥∥∥∥∥Cα(R) C‖f ‖L∞(B1,Cα(R)),
uniformly in ε > 0, in s ∈ γt and in t . Taking (iii) into account we then obtain∥∥J+ε (·, t)∥∥BMO(R)  C‖f ‖L∞(Ω1), ∀t ∈ B1, (5.9)∥∥J+ε (·, t)∥∥Cα(R)  C‖f ‖L∞(B1,Cα(R)), ∀t ∈ B1. (5.10)
We finally derive, from (5.6) and (5.9) (respectively (5.10))∥∥ηI+ε (f )∥∥L∞(B1,BMO(R))  C‖f ‖L∞(Ω1), (5.11)∥∥ηI+ε (f )∥∥L∞(B1,Cα(J	)) C‖f ‖L∞(B1,Cα(J1)). (5.12)
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By the same argument we can prove the inequalities above with I+ε (f ) replaced by I−ε (f ). Let uε = η[I+ε (f ) +
I−ε (f )]. Then {uε} is a bounded family in L∞(B1,Cα(J	)) (respectively L∞(B1,BMO(R))) and consequently,
for some sequence εj ↘ 0, we have uεj → u in D′(J	 × B	), where u ∈ L∞(B1,Cα(J	)) (respectively u ∈
L∞(B1,BMO(R))) and
‖u‖L∞(B1,Cα(J	))  C‖f ‖L∞(B1,Cα(J1)), (6.1)
‖u‖L∞(B1,BMO(R)) C‖f ‖L∞(Ω1). (6.2)
Moreover, since Luε → f in C∞(J	 × B2), we have Lu = f in J	 × B2, which concludes the proof of Proposi-
tions 2.1 and 2.2.
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Appendix A. Proof of Lemma 5.1
Let ψ ∈ C∞(R), 0ψ  1, and
ψ(ξ) =
{1, ξ  1,
0, ξ  1/2.
Writing e−aξ−εξ2 = ψ(ξ)e−aξ−εξ2 + (1 −ψ(ξ))e−aξ−εξ2 = a˜ε(ξ)+ rε(ξ) then
Ta,εf = Ta˜εf +Rεf,
where (Ta˜ε ) and (Rε) are pseudo-differential operators of order zero with symbols a˜ε and rε , respectively. Therefore,
since the symbols of these operators have uniformly bounded derivatives (independently of ε > 0), it follows from
[2, p. 253] that these operators are bounded in Cα , 0 < α < 1, with bounds independent of ε > 0. This concludes the
proof of (5.8).
Now let ma,ε(ξ) = H(ξ)e−aξ−εξ2 . Since ‖ma,ε‖∞ = 1 for all a  0 and ε > 0, we have∥∥Ta,ε(f )∥∥2  ‖f ‖2, f ∈ L2(R),
thanks to the Plancherel formula. On the other hand, set Ka,ε(x) =F−1(ma,ε)(x), then
Ta,ε(f )(x) =
∫
R
Ka,ε(x − y)f (y)dy.
Then (5.7) will follow from the fact that Ka,ε is smooth outside the origin and∣∣K ′a,ε(x)∣∣ Cx2 , x 	= 0,
where C is independent of a  0 and ε > 0. Indeed, our claim follows from [2, p. 156]. We prove this fact as follows:
We have
Ka,ε(x) = 12π
∞∫
0
e(ix−a)ξ−εξ2 dξ.
Let
Hε(z) =
∞∫
eizξ−εξ2 dξ, z = x + iy.
0
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H ′ε(z) = i
∞∫
0
ξeizξ−εξ2 dξ.
In this last integral we make the deformation ζ = ξ(1 + i2 x|x| ), ξ > 0. The real part of the exponent is smaller than−(y + |x|/2)ξ for every ε > 0; hence we obtain the bound
∣∣H ′ε(z)∣∣ C
∞∫
0
ξ
e(y+|x|/2)ξ
dξ  C|z|2
∞∫
0
ξ
eξ
dξ = C
′
|z|2 , y  0,
where C′ > 0 is independent of ε > 0. Finally we notice that Ka,ε(x) = Hε(x + ia), which finishes the proof of our
claim.
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