In this paper we propose a Connection Admission Control (CAC) algorithm to provide Quality of Service (QoS) in UMTS Terrestrial Radio Access Networks (UTRAN). In UTRAN, the main QoS requirement is to ensure low packet delays. The CAC algorithm works with priority scheduling, which is used for QoS differentiation. We give a detailed investigation on the performance implications of applying priority scheduler. We provide novel closed-form formulae which are fast, simple and accurate enough for practical implementation of the CAC. A comprehensive performance evaluation study with illustrative numerical examples is also presented. The results are validated by simulations.
. The QoS model of UMTS [4] (TE -terminal equipment, MT -mobile terminal, RNC -radio network controller, CN -core network) utilization, the first and second paper proposes the WRR (Weighted Round Robin) scheduling, the third proposes a modified version of the EDF (Earliest Deadline First) algorithm, while the fourth applies class-based WFQ (Weighted Fair Queueing). Among these papers, only [24] proposes also a CAC algorithm, which is, however, not applicable in practice due to computational complexity. All papers point out that QoS differentiation is worth doing in UTRAN. A possible way of solving QoS differentiation is to apply priority scheduling, which is investigated in the present paper. Using priority scheduling, high utilization can also be achieved, because the difference in delay requirements of the various connection types is typically large enough (see [17] , [22] ). Additional advantages of priority scheduling include that it does not need parameter setting as WRR or EDF, and it is simple to implement.
A summary of earlier work on queueing systems with priority scheduling can be found in [19] . An important development is presented in [26] , where the concept of effective bandwidths (see e.g., [28] ) is extended for priority scheduling. An accurate analytical method for calculating queueing delays in UTRAN with strict priority scheduling is presented in [23] .
In spite of its complexity, this method has been used in the CAC algorithm of [24] .
Simplicity and computational efficiency is a determining factor when deciding which CAC algorithm to use, therefore in the present paper we rely on approximations. We use the empty buffer approximation, which was also used in [26] and [27] to obtain workload bounds for priority systems, and develop further the work in [16] by extending it for the case of priority scheduling. We note that the methods presented in [24] can also benefit from our March 3, 2004 DRAFT investigations.
In order to help understanding the task of the CAC, we need to provide relevant details on how UTRAN works [7] . UTRAN operates with so called radio bearers (RBs), which are packet switched radio connections with dedicated resources. CAC decides whether a newly arrived RB connection can be accepted in such a way that the packet delay requirements of all connections in the transport network are met. It makes its decisions based on traffic descriptors and QoS parameters.
The periodic ON-OFF model is suitable for describing the traffic of a connection [16] , [18] , [21] , [22] . The inter-arrival time of packets on a connection is constant, because the medium access control (MAC) protocol schedules them periodically according to the timing requirements of the WCDMA radio interface. This period is called transmission time interval
(TTI). In the model, one connection is composed of ON and OFF periods, i.e. time intervals, when a packet is sent within each TTI, and intervals, when packets are not sent. Packet sending times of different connections are independent, because the phases of packet sending on different connections are randomly distributed over the TTI [5] to reduce the probability of packet congestion in the buffers of Iub links.
The parameters of the above model are the following. We denote the number of traffic classes by Ã, and describe the traffic of a class connection by three parameters: the packet size ( ), the packet inter-arrival time (Ì Ì Á ), and the activity factor (« ), which is a number between 0 and 1, and is defined as the average length of ON periods divided by the sum of the average lengths of ON and OFF periods. Using such a simple model ensures that the admission control problem remains tractable such that the usability of the resulting CAC algorithm is not limited.
The CAC must ensure that the probability of a class packet being delayed by more than its target maximum delay ( ) is kept below a small target value, : ÈÖ , where represents the delay of an arbitrary packet from class . The delay requirement of a connection is typically smaller than the TTI of the RB carrying the connection (
For voice traffic (with 20 ms TTI) the delay budget within UTRAN is around 5-7 ms [10] .
For data traffic the delay should also be kept low, but somewhat larger delays are tolerated (10-15 ms) . Note that these QoS targets for data traffic are not dictated directly by user requirements, but are determined by the requirements of the upper layer, which does the frame synchronization between the base station and the RNC [5] . In downlink, this means that a frame in the RNC need to be transmitted with a certain offset in order to make sure March 3, 2004 DRAFT that the content of the frame arrives in time to the base stations for transmission over the air. Due to soft handover, copies of the same frame may need to be available at several base stations for synchronized transmission over the air.
Because of the strict delay requirements the activity factor sufficiently characterizes the ON-OFF behavior. According to the UTRAN system model, the CAC needs to consider a queueing model that is accurate if the delay requirements are strict (5-15 ms) and the buffer size is small (e.g., smaller than 20 ms). The ON and OFF periods are bursty, meaning that typically both are many TTI long. However, the long term correlation characteristics of the arrival process can not be easily taken into account, because traffic descriptors do not contain any information on the correlation structure of the sources (see the parameters of the Variable Bandwidth Stringent Transfer Capability in [1] ), and it is also difficult to get information on this by measurements. This is not a problem in practice, because the buffer is small enough such that it fills up quickly even if so many connections are temporarily in ON state at the same time, that the server can not serve within one TTI the packets arriving in one TTI.
Therefore we can assume that the ON-OFF burst component of the queue is negligible and use the approximation that all packets arriving during a temporary overload situation violate the delay requirement (more details are presented in [16] ).
Packet sizes and TTI values are RB specific, and can be determined for example from 3GPP standards [6] , [7] , [8] (we use the values presented in Table II ).
Activity factors depend on user behavior and RB allocation procedures. Figure 2 shows a voice call that uses three radio cells during its lifetime, thus it is transferred in three RB connections over different Iub links and consequently handled by three different CAC entities.
We can see that the activity factors on these connections depend on the way the subscriber speaks and on how the codec works. However, for RB connections, which are set up during data sessions the activity factor depends more on system behavior, and less on user behavior.
As indicated in Figure 3 , for data sessions channel type switching is used [9] , which means that small amounts of data are transmitted on common channels (e.g., on FACH -forward access channel), and if larger amount of data is to be transmitted, a dedicated channel (DCH)
is set up. At the end of data bursts the DCH is teared down. For DCHs RB connections are set up dynamically, therefore high activity factors are expected on these connections. In this paper we do not study the proper setting of the activity factor. In the numerical examples, we will use the activity factor 1 for data traffic (in other words, we assume ideal channel type switching). However, note that the proposed CAC algorithm works for any activity factor Fig. 3 . RB connections during a data session are set up only for dedicated channels
Summarizing our main assumptions, we consider priority scheduling, the RB connections are modeled by independent periodic ON-OFF sources, where the ON-OFF behavior is described by the activity factor only, delay requirements are strict and buffers are small.
In order to obtain a simple but accurate algorithm, the packet-level and the burst-level queueing phenomena are considered separately (see [16] and the next section), continuous approximation of the arrival process is used, and the empty buffer approximation is applied.
The implications on validity of results of these assumptions will mainly be discussed at the end of the paper, where we show that the CAC algorithm is conservative and reaches high link utilization.
Our main contributions are the following:
We have extended the algorithm presented in [16] for strict priority scheduling and derived efficient closed-form formulas that can be used in the CAC for QoS provisioning.
We have made a performance evaluation of CAC with different calculation alternatives and validated the results by simulations.
We have analyzed the applicability of priority scheduling vs. FIFO in the UTRAN transport network.
The paper is organized as follows. In Section II the queueing model is established. The CAC algorithm is presented in Section III. Section IV describes novel closed-form formulae, which are used in the CAC for QoS provisioning. Numerical examples are given in Section V, where we study the accuracy of the proposed CAC and demonstrate the applicability of priority scheduling in UTRAN. The paper is concluded in Section VI.
II. QUEUEING MODEL
In this section a model is provided which allows us to derive the probability of the packet delay criterion violation: ÈÖ
. Using the terminology of queueing systems, our model corresponds to a modulated È AE ½ system with strict, non-preemptive priority scheduling, where refers to batch size and refers to deterministic inter-arrival and service time. There are AE independent class connections in the system. Connections within the same class are characterized by the traffic descriptors Ì Ì Á « and the priority level Ô (smaller Ô means higher priority). The server capacity is denoted by . Incoming packets are segmented into segments of size ×. If we were interested in FIFO scheduling, references [19] and [20] would provide us with the solution of this queueing model. However, the computation provided there could not be used in a CAC, because it can not be performed in real-time.
Delay criterion violations are caused by two effects: the ON-OFF behavior, which results in temporary overloads.
even if the system is not overloaded, due to the random assignment of connections to transmission phases, the superimposed packet arrivals can also result in packet congestion.
The consequence of strict delay requirements is that the delay quickly reaches the predefined delay criteria given an overload situation, where the queue continuously grows (i.e., when the queue is instable for several TTIs, because too many connections are in ON state).
Therefore, the queue cannot cope with an overload situation efficiently even if considering March 3, 2004 DRAFT infinite buffer. We consider systems where buffer sizes are finite, longer than the delay criteria, but short enough to ensure that packets, which suffered too much delay mostly get dropped.
We assume that in an overload situation the delay of all packets is always larger than the delay criteria, and that in a non-overload situation the system is emptied at least once within the largest TTI denoted by Ì Ì Á Ñ Ü (for a more detailed explanation see [16] ).
Applying the assumptions above we set up a combined model: we observe two types of packet delay criterion violation events. The first type of this event occurs when the system is overloaded. In this case the buffer is almost always full, therefore incoming packets will be lost or suffer high delays. The second type of this event occurs when the system is not overloaded, but packets are still delayed for longer than their delay criteria. We define two measures as follows:¯Ó Ú ÖÐÓ , the fraction of class packets arriving into overloaded system, and¯ Ð Ý , the fraction of class packets, which arrive into a non-overloaded system, but still are delayed. ½ ¾ Ã ). The steady-state probability of state Ò, denoted by ¥´Òµ, is given by a multi-dimensional binomial distribution as follows:
where
Since the segment size (×) is typically small, the high priority queues are hardly affected by low priority traffic. Therefore, when checking whether the buffer of priority level Ô is overloaded, the input rate can be calculated as: Ê´Ô Ò µ È Ã ½ Á Ô Ô Ò , where Ì Ì Á is the rate of an active connection, and Á ÜÔÖ ×× ÓÒ is the indicator function.
The measure¯Ó Ú ÖÐÓ is approximated by the probability that a packet of class arrives at an overload situation (when Ê´Ô Ò µ ):
In the case of a non-overload situation (Ê´Ô Ò µ ), the waiting time is determined by the periodic packet emissions. The measure¯ Ð Ý is approximated by the probability that a packet arriving in a non-overload situation is delayed:
The probability of delay criterion violation is the sum of two probabilities:
(Delays of lost packets are considered to be infinite.)
The above model can also be efficiently simulated. We need to consider only the random phase selection and the random selection of the ON and OFF states, but not the correlation structure of the ON and OFF periods. A simulation cycle is run for the ¼ ¿ Ì Ì Á Ñ Ü interval, and the delay of packets arriving in the Ì Ì Á Ñ Ü ¾ Ì Ì Á Ñ Ü µ interval is measured where the system is already in steady state. (A packet arriving at the end of the second Ì Ì Á Ñ Ü period may be served only in the third period.) If in the measured interval, more packets arrive than can be served, then delays are considered to be infinite. At the beginning of a cycle the state and the phase of each connection are determined. For a class connection, the state is ON during the whole cycle with probability « and the sending phase is distributed according to the uniform distribution over ¼ Ì Ì Á µ. Repeating the above cycles, can be obtained.
Except for the next paragraph, in this paper "simulation" means the simulation procedure described above. To demonstrate the behavior of the proposed model, we use another simulator which enables us to take into account the above mentioned correlation structure. We simulated different ON-OFF sources. In this section a CAC algorithm is proposed for the previously defined queueing model.
The task of the CAC algorithm is to check on-line whether a certain traffic mix is within the admissible region 1 . In our case, when a new connection arrives, the CAC needs to check:
the delay violation due to system overload ( ÓÚ ÖÐÓ ), and the delay violation due to delayed packets ( Ð Ý ). For the sake of simplicity we divide the requirement into two equal parts:
¼ ¡ . This way we need to ensure for each class that
and that ÓÚ ÖÐÓ ÓÚ ÖÐÓ . This is a conservative approach.
Delay violation due to system overload can be checked using (2). However, (2) is a complex algorithm which is difficult to evaluate in real-time. Fast approximations of (2) are described e.g. in [16] . In the numerical examples of the present paper, (2) is used to check ÓÚ ÖÐÓ .
In this paper we focus on checking delay violation due to delayed packets. A number of articles dealing with periodic traffic sources propose to approximate the delay-limited borders of the admissible region by hyper-planes. The authors of [25] developed admission control methods for an ATM switch based on their observation that the linear approximation of the admissible region is acceptable. They verified this observation through numerical investigations. Kelly [28] approximated the arrival process of superposition of homogeneous periodic traffic sources by a Brownian bridge process, and showed that the border of the delaylimited admissible region is linear. This analysis has been extended in [16] for heterogeneous periodic ON-OFF sources, where the packet size, the period length, and the activity factor can be different. The above papers considered only FIFO scheduling. We have studied the applicability of the hyper-plane characterization for priority scheduling in UTRAN. Based on extensive simulations of the proposed model, we concluded that for priority scheduling the borders of the delay-limited admissible region can also be efficiently described by hyperplanes. 1 The admissible region is the set of connection mixes AE½ AE ¾ AE Ã that can be served such that the QoS requirements are met. 
where £ is the Ü co-ordinate of the Ø hyper-plane, assuming that Ü ½ and all other co-ordinates are zeroes. Note that the £ values are not necessarily integers, and that Ü co-ordinate of the last point is £ · ½ to avoid unnecessary calculation complexity.
In order to be able to calculate these co-ordinates we introduce AE Ñ Ü . Let AE Ñ Ü be the maximum number of connections from class , assuming that the QoS requirement of one additional connection from class is fulfilled, and there is no connection from other classes:
As the utilization of a priority system tends to 100%, the probability that a low-priority packet will never be served also tends to 1. However, if classes and are on the same priority level, packet delays can still be low at 100% utilization, because the periodic packet arrivals can result in a rather limited burstiness of the aggregate traffic. This way, the point ¢ can also be outside of the overload-limited admissible region. In this case, the latter follows from that we use the calculation methods for evaluating the probability of delay criterion violation, Ð Ý , also in the overloaded system. In the overloaded system, the stationary delay distribution does not exist, but the results of the formulae can be interpreted as the complementary distribution of the delay of a class packet that arrives into a transient system at Ø Ì Ì Á , which is empty at Ø ¼ , and AE uniformly distributed class packets arrive into it in the interval ¼ Ì Ì Á µ [16] , [19] . On the other hand, if classes and are on different priority levels, point ¢ is always inside the overload-limited admissible region (the region constrained only by (2)). In this case, according to the definitions of £ and AE Ñ Ü , the £ values are bounded as AE Ñ Ü £ AE Ñ Ü · ½ . Applying the above hyper-plane approximation, the necessary condition of accepting the traffic mix´AE ½ AE ¾ AE Ã µ is that for all where AE ¼, the following inequality must be met:
The formal description of the CAC algorithm is given in Table I . Algorithms for checking the delay violation due to system overload (CACoverload) can be found in [16] . The formulae used for CalcLambda can be found in Section IV, and are summarized in (7): £ (15) if class and class are on the same priority level, (25) if class has higher priority than class , ½ otherwise. 
IV. CALCULATION ALTERNATIVES, CLOSED-FORM FORMULAE
In this section closed-form formulae are presented for calculating £ . We differentiate three cases depending on the priority levels of class and class .
A. Class and class are on the same priority level
If class and class are on the same priority level, then their packets share a common FIFO buffer. For approximating the £ values, we need to calculate the delay of a class packet. The delay of a class packet is equal to the sum of the service time of the queue content (the workload Î ) at the arrival of the packet, and the service time of the packet, i.e.
Î · . We assume that at the arrival of a class packet there are only class packets in the queue. It is not generally true, because class may have a larger TTI period than class , and then the buffer may be emptied only in every Ì Ì Á period. Still, it is a good approximation, as shown in [16] .
The complementary distribution function of the workload, ´Ø AE µ, considering AE class connections and server capacity , can be determined using a combinatorial approach, see e.g. [19] . If the activity factor of class is ½, then:
where Ì Ì Ì Á and Ø ¼ Ø .
For large AE , the function ´Ø AE µ can be approximated by a direct formula, ÔÔÖÓÜ´Ø AE µ, which is based on the periodic arrival process being approximated by a Brownian-bridge process (see e.g. [28] ). If the activity factor of class is ½, then:
If the activity factor of class is less than ½, i.e. « ½, then the complementary distribution function of the workload is calculated as:
which is a tight approximation of (3).
We have the following three methods to obtain the £ value depending on the applied approximation in (10):
In this method we use the function ´Ø Ò µ and the exact calculation of ¥ ´Ò µ in (10) . Because both applied functions in (10) can be evaluated only for integers we apply a simple interpolation method for determining £ . Denote by £ the largest possible number of connections that can be admitted, such that the delay requirement is met. It is the greatest integer solution of the inequality below:
We know that £ £ £ · ½ . Therefore, if £ connections were in the system, the capacity could be still decreased (to ½ ) while the delay requirements were fulfilled.
Similarly, if £ · ½ connections were in the system, the capacity should be increased (to ¾ ) in order to fulfill the delay requirements. Using , ½ and ¾ ( ½ ¾ )
we approximate £ as:
where ½ and ¾ are the solutions of the following equations in ½ and ¾ , respectively:
Method B:
This method is similar to method A, but here the function ÔÔÖÓÜ´Ø Ò µ is used in (10) instead of function ´Ø Ò µ.
Method C:
In this method we use the ÔÔÖÓÜ´Ø Ò µ and the Gaussian approximation of ¥ ´Ò µ in (10) . This way, we obtain a closed-form formula for £ (for details see [16] ):
B. Class has higher priority than class
In this section we look for methods A, B and C in the priority system, where class has higher priority than class . In this case, both classes have a separate buffer. The delay of a class packet is the sum of the queueing delay É and the service time of its last segment:
É · × Ð ×Ø , where × Ð ×Ø is the size of the last segment of the class packet 3 . We (16) where ´Øµ is the amount of traffic arriving to the high priority queue in the interval ¼ Ø µ and Î ´Øµ is the workload in the higher priority queue at time Ø. The probability density function of the queueing delay is as follows:
because the service of the last segment of the class packet can only start at time Ø if the availability time (or idle time) of the server in the´¼ Ø µ interval seen by the class packet, denoted as Á Ð ´Øµ, just falls short of being able to serve × Ð ×Ø bits, but at the time Ø the higher priority queue is empty. This density function has been evaluated in [23] . However, the obtained formula is rather complex, and can only be calculated efficiently for small systems.
Since the admission control algorithm also has to be applied for large systems, we have to rely on approximation.
The complementary distribution function of the queueing delay, ´Ø AE µ, considering AE class connections and server capacity , can be approximated by the empty buffer approximation.
First, we assume that the activity factor of class is ½. Considering (16), the arrival process, ´Øµ, is a known process. Due to periodicity of packet arrivals, the Î ´Øµ is periodic and depends on the arrival process in the interval ¼ Ì Ì Á . The main difficulty when evaluating ´Ø AE µ is caused by this dependency. In [27] , the empty buffer (EB) approximation has been used to obtain workload bounds for priority systems. When using the EB approximation we consider what the class delay would be if there was not any accumulation of class workload (i.e., Î ´Øµ ¼ for all Ø), as would occur with constant rate fluid input with stable higher priority queue (i.e., AE
). Using the EB approximation the complementary distribution function of the queueing delay is approximated by:
The event that the last segment of the class packet could not be served before time is equivalent to the event that all segments before the last one could not be served before É × Ð ×Ø . As in Section IV-A, we use the Brownian bridge approximation of the arrival process ´Øµ in order to obtain a simple formula for calculating £ . Doing this, the following result is obtained:
where Ø Ì Ì Á and¨ Ø ¾ is the normal distribution with mean and variance ¾ .
Secondly, we assume that the activity factor of the AE higher priority connections is smaller than one (« ½). As in Section IV-A, we extend the method to handle class connections, which have activity factor smaller than ½:
We have the following three methods to obtain the £ value depending on the applied approximation in (20) :
In this method we use simulation to determine the £ value.
Method B:
In this method we use (20) . Because the function ¥ ´Ò µ in (20) can be evaluated only for integers, we apply the following interpolation method (similar to (12)) for determining
where £ is the greatest integer solution of the inequality below:
and ½ and ¾ are the solutions of the following equations in ½ and ¾ , respectively:
Method C:
In this method we use the Gaussian approximation of ¥ ´Ò µ in (20) . This way, we obtain a closed-form approximation for £ :
C. Class has lower priority
A precise solution of this case is presented in [29] . To avoid serious performance implications of low priority segments being under service on high priority segments, the segment size is proposed to be around 50-100 bytes on low-rate links. Since the segment size is small, we neglect the effect of a segment possibly under service from a low priority packet on the delay of a high priority packet. It means that £ values for this case are set to infinity (i.e. £ ½ in (6)).
V. NUMERICAL EXAMPLES
In this section, numerical examples are provided which demonstrate the applicability of the proposed CAC algorithm, and study the accuracy of the CAC and the consequences of using priority scheduling.
A. The use of £ values
To demonstrate the meaning of £ values, we present admissible regions for two classes. The £ values in Figure 5 and Figure 6 have been calculated using method C. In the case of Figure 5 , packets of both classes are sent to the same buffer and FIFO scheduling March 3, 2004 DRAFT is applied. In the case of Figure 6 , priority scheduling is used and voice has higher priority. The admissible region which is obtained by simulation (in the figures it is identified by "Simulated") is well approximated by the intersection of delay-limited ("Delay") and overload-limited ("Overload") admissible regions. Since the difference between the target delays and is not large enough, the advantages of priority scheduling can not be exploited. Examples, where priority scheduling performs better than FIFO are provided in Section V-C.
B. The accuracy of the CAC algorithm
The CAC algorithm is accurate if it guarantees QoS requirements for the admitted connections and at the same time admits nearly as many connections as possible.
Consider the traffic classes defined in Table II Admissible regions determined using different methods are compared with simulation and also with a complex analytical method ( [19] , pages 409-411). The latter method will be referred to as "COST". The results are presented in Table III and Figure 7 . FIFO scheduling is used only, because the COST method can not work with priorities. In the first column, the results achieved by simulation are shown. In the second column, the results achieved by the COST method are given. In the last three columns of Table III the results calculated by the proposed CAC algorithm using methods A, B and C are presented. The COST method is an approximation based on the general Beneš result and a large deviation approximation, but it cannot be calculated in real-time. The good performance of this method would make it suitable for applying it in a CAC, however its complexity grows rapidly with the number of connections and traffic classes. Therefore, practically it can not be used in a CAC. The accuracy of the proposed CAC method gets better as the size of the system 4 increases. This is, because in methods A and B, the possible error of the interpolation (such as (12)) vanishes for large £ values. In addition, the Gaussian approximations applied in methods B and C are also more accurate having larger number of connections. Figure 7 demonstrates these observations: If there are no 384k RBs in the system, the CAC performs 4 The size of the system from the point of view of a connection mix is measured by the number of admittable connections from the connection type with the largest peak-rate in that mix well irrespectively of the used calculation alternative. But since only a single 384k RB can be admitted, this system is small from the point of view of this large bearer. Therefore, if there is one 384k RB in the system, the errors of interpolation and the Gaussian approximation result in lower accuracy. Number of admitted voice connections in the priority system using different algorithms (the graphical representation of Table IV) We investigated numerous examples using UTRAN specific traffic classes and typical server rates. We have found that the CAC guarantees QoS while admitting nearly as many connections as possible. Connections, which could be served by the system but still got rejected due to the inaccuracy of the CAC, are rare, because in typical states 5 of the system the CAC is accurate.
C. The effect of priority scheduling
In this section, we demonstrate by an example that it can be worth using priority scheduling in UTRAN. The following FIFO and priority systems are examined: The system parameters and the traffic classes are the same as in the previous section. Table   V and Figure 9 present admissible regions obtained using method C.
It is clear from the results that prioritization (QoS separation) increases the number of admissible low-priority connections as ÐÓÛ gets larger. If ÐÓÛ is close to , then the number of admissible high-priority connections may decrease even if there are no 64k RB 5 It is not likely that many large-bitrate connections dominate in the system. Table V) and 384k RB connections in the system, because the low priority signaling traffic (e.g. PCH)
is always present. From this numerical example, we can conclude that priority scheduling is more advantageous than FIFO, already with ÐÓÛ ½¼ ms. In the case of the È Ö Ó ½ Ñ× , we found that only the system overload determined the admissible region.
VI. CONCLUSION
In this paper a connection admission control algorithm for UTRAN is proposed. The CAC algorithm works for priority scheduling.
The proposed CAC method is accurate, and guarantees QoS. It works in real-time due to the developed novel closed-form formulae. The validation of the proposed CAC is carried out by simulation. We also provided a performance evaluation study with numerical examples for comparing the accuracy of different calculation alternatives within the CAC, and discussed briefly the effect of priority scheduling.
Based on the results we suggest the practical application of our method.
