Introduction
The classical correspondence rules (see section 4, Chapter V in [5] )
where E is the energy and p = (p 1 , p 2 , p 3 ) is the momentum, enables one to introduce some basic equations describing classical fields. For example, the relation
where m > 0 is the mass of the electron and c > 0 is the light velocity, combined with the correspondence rules (1.1) enables one to derive the Klein-Gordon equation:
When the Klein-Gordon field interacts with external electromagnetic field:
(φ, b), φ = φ(t, x), b = (b 1 (t, x), b 2 (t, x), b 3 (t, x)), 1 we have to replace the space-time derivatives with the following covariant derivatives:
∂ t;φ := ∂ t + i e φ, (1.3)
where e is a suitable constant whose value shall be given below. We shall also use the following notation: A family of elliptic problems involving the covariant derivatives introduced above, have been treated in [10] .
In this situation the free Klein-Gordon equation (1.2) takes the form:
Assuming that the Klein-Gordon field and the electromagnetic field are classical fields, one can derive (see section 2 below) the following nonlinear Maxwell-KleinGordon system: where φ, b j are real-valued functions has been studied in [1] and [9] for the case of Maxwell-Dirac system. The case of Maxwell-Klein-Gordon system with additional (nonlinear) self-interacting term is studied in [3] , while the Schrödinger-Maxwell system perturbed by an external potential, has been treated in [6] . The analogous problem for the Dirac-Fock system has been considered in [11] and [12] . Somehow it is natural to look for solitary solutions of type (1.7). The positive result in [1] and [9] , leaves the hope that similar solitary solutions exist also in our case.
Using the ansatz (1.7), we can reduce the system (1.6) to the following one: Our first result shows that the system (1.8) has no non-trivial solutions.
Theorem 1.1. Assume that |ω| ≤ m and
satisfy (1.8), then φ(x) = u(x) = b j (x) = 0, for almost every x ∈ R 3 and j = 1, 2, 3.
This result suggests that we have to modify the model in order to show the existence of solitary solutions.
Replacing the potential (φ, b) by (φ + V, b), where V is an external (given) electromagnetic potential, we can derive the following analogue of the system (1.6):
Using the solitary solution ansatz (1.7), we find the following modification of (1.8):
(1.10)
If u(x) is a real-valued function, we can take b = 0 (see section 2 for details) and obtain the following system:
We shall prove the following 
the number Z denotes the number of protons in the nuclei. Taking a = e 2 Z, we see that the assumption 0 < a < 1/2e is satisfied for all integer values
Let us fix some notations useful in the sequel. Notations
with respect to the norm:
note that if V = 0, thenḢ 
is a non-negative measurable function, theṅ
and 
Derivation of the equations
The Klein-Gordon equation (1.2) can be interpreted as the Euler-Lagrange equation associated with the following Lagrangian density:
It is easy to rewrite this quantity using the relativistic energy-momentum four vector
space-time coordinates
and setting
where (g αβ ) = diag(1, −1, −1, −1) and assuming that a summation over repeated upper and lower indices is done. Using these notations we can rewrite the Lagrangian density in (2.1) as follows:
The interaction of a classical relativistic particle (of charge e) with an external electromagnetic potential A µ , µ = 0, 1, 2, 3 can be described by a substitution of the four potential P µ , µ = 0, 1, 2, 3, by the following one (see (1.25) section 4, Chapter 1 in [4] )
A combination of (1.1) and (2.2) easily implies that we have to replace ∂ µ by the covariant derivatives
For this the free density L 0 in (2.3) has to be replaced by L A defined as follows
It is well-known that the interaction between the classical scalar field ψ and the classical electromagnetic field is described by the corresponding Lagrangian density
where
The Euler-Lagrange equations associated to the Lagrangian (2.6) have the following relativistic form:
Im ψ∂ ν ;A ψ . If we choose the electromagnetic potential as follows
then the Maxwell-Klein-Gordon system takes the form (2.9)
Im ψ ∇ ;b ψ where ∂ t;φ and ∇ ;b are defined as in (1.3) and (1.4) . Note that the previous system coincides with the system (1.6). As in the introduction, we fix the units so that (2.10) c = = 1, α = e 2 4π ≈ 1 137 and assuming that the Lorentz gauge condition
is satisfied, we can rewrite the Maxwell-Klein-Gordon system in the form (2.12)
It is easy to find a special class of solutions. 
Proof. The proof is obvious (follows directly from (2.12)) and we omit the details.
A natural class of functions, satisfying the assumption
are the solitary solutions of type (1.7), namely
where u(x) is real-valued function. The result of Theorem 1.1 shows that we have to modify the model and to destroy in some sense the symmetry in the Lagrangian density in order to show an existence of solitary solutions.
Let us modify the Lagrangian density as follows:
where W :
is a given (external) electromagnetic potential. The EulerLagrange equations associated with the Lagrangian
Im ψ∂ ν ;A+W ψ . In Theorem 1.2 we stated an existence result of solitary waves for the previous system in the case that the external potential W takes the form
and the constants e, , c are normalized as in (2.10).
Absence of solitary solutions for the classical Maxwell-Klein-Gordon equation
This section is devoted to the proof of Theorem 1.1. Let us remind that using the ansatz (1.7), the Euler-Lagrange equations associated to the Lagrangian density (2.6) can be written as follows:
In order to justify all the next computations we shall prove a regularity result for the solution u.
The first equation of the previous system can be written as follows:
Due to the Sobolev embedding we have that
In particular, since m 2 − ω 2 ≥ 0, we have by elliptic regularity result that u ∈Ẇ 2,
. As a consequence of this fact we can deduce that there exists a sequence
Moreover, the classical Gauss-Green formula implies that
and taking the limit as n → ∞, we deduce the following generalized Gauss-Green formula:
Let us multiply the first equation in the system (3.1) byū and integrate over x ∈ R 3 . Due to (3.2) we obtain the following identity:
By using now the second equation in (3.1) we can deduce exactly as above that
Then by a density argument we can show the following identity:
If we multiply the second equation in (3.1) by φ and if we integrate over x ∈ R 3 , we obtain
that can be written as follows:
Combining (3.3) and (3.4) we arrive at the following identity:
Next we consider separately two cases. First case: |ω| < m. In this case the identity (3.5) implies trivially that u = φ = 0.
Second case: |ω| = m. In this case the identity (3.5) implies that φ(x) = 0. Exploiting the second equation in (3.1) we deduce that if φ = 0, then eω|u| 2 = 0 and it implies obviously that u = 0.
Some Functional analysis results
In this section we shall state some functional analysis results that will be useful in next section in order to give a good variational formulation of the elliptic system (1.11). Some results shall be stated without proof, since they are very classical. 
Moreover, the previous embedding are compact for any 2 < p < 6. For the homogeneous spaceḢ 1 (R 3 ) the following embedding holds:
For a proof of the compactness of the first embedding see [17] . The second embedding is is a well-known result due to Sobolev. 
See [18] Chapter 3, page 262.
Then there exists C > 0 such that the following estimate holds:
Proof. By a density argument we can assume that φ(|x|) ∈ C ∞ 0 (R 3 ). In this case, the fundamental theorem of the calculus combined with the Hölder inequality implies that:
Proposition 4.4. For any > 0, 0 < δ < 1 we have:
where C( ), C(δ) > 0. In particular we have:
, where C > 0 is a suitable constant.
Proof. Let us consider the following identity:
Next we shall estimate I and II by using the Hölder inequality.
Let us start by I:
provided that > 0. Note that the previous estimate implies the following one for any > 0:
.
In the same way we have that for any δ < 1:
Since we are assuming δ > 0, we can deduce that
The proof of (4.5) is complete. If we chose = The main aim of next Proposition will be to show that the second equation of (1.11) defines an implicit and continuous functional χ ω . More precisely, we have the following Proposition 4.5. For any ω ∈ R it is well defined the continuous operator
where V (x) := a |x| for some a ∈ R. In order to prove the previous Proposition, we shall need some Lemmas. 
Proof. The Hölder inequality implies that the linear operator
belongs to the space L(L 6 (R 3 ), R). Moreover combining the Sobolev embedding (4.2) and the positivity of V it is easy to deduce the following chain of continuous inclusions:
The previous embedding implies that the resctriction map
is well-defined. By using the Riesz representation Theorem on the Hilbert spacė H 1 V (R 3 ) we can deduce that there exists one and only one χ ∈Ḣ 1 V (R 3 ), such that:
The previous Lemma, combined with the continuous inclusioṅ
allows us to introduce a well-defined operator:
that associates to any (V, f ) the unique solution of the elliptic equation (4.8). Next Lemma gives the continuity of the operator χ in some useful Banach spaces.
. It is easy to show that since
, then necessarily we have V (x) ≥ 0, almost everywhere in R 3 . Let us denote by {u n } the sequence inḢ 1 (R 3 ) defined as follows:
Let us note that by a density argument the previous elliptic equation is equivalent to the following identity:
First of all we shall prove an uniform bound for the sequence {u n }. If we choose ψ = u n in (4.10), then we obtain:
that combined with the positivity of {V n }, with the Hölder inequality and with the Sobolev embedding implies that
or equivalently u n Ḣ1 (R 3 ) ≤ C. This bound implies that up to a subsequence u n ū weakly inḢ 1 (R 3 ). We want to show that u n →ū strongly inḢ 1 (R 3 ) and moreover χ(V, f ) =ū. First of all we remark that V n u n → V u in D (R 3 ). Indeed by assumption we have that V n → V strongly in L 3 2 (R 3 ) while the compactness of the Sobolev embedding on bounded sets implies that for any 0 < R < ∞ we have u n →ū strongly in L 3 (B(0, R)). In particular for any 0 < R < ∞ we have V n u n → Vū strongly in L 1 (B(0, R)) and as a consequence V n u n → Vū in D (R 3 ).
We can take the limit in the distribution space in (4.9) in order to obtain the following identity:
that in particular implies χ(V, f ) =ū. Let us finally show thatū is the strong limit of u n inḢ 1 (R 3 ). Taking difference between (4.9) and (4.11) we have that if W n := u n −ū, then
The previous identity implies the following one:
that combined with the positivity of V n and with the Hölder inequality gives:
Combining this estimate with the Sobolev embedding we obtain:
Since the second member goes to zero as n → ∞, we deduce that u n →ū strongly inḢ 1 (R 3 ).
Proof of Proposition 4.5. The continuity of the operator χ ω can be obtained by combining the continuity of the operator
with the continuity of the operator
where Q ω (u) := (e 2 |u| 2 , −(e 2 V + eω)|u| 2 ).
A non-existence result
If v ∈ L 6 5 (R 3 ) is a given function, then we shall denote by u := ∆ −1 v the unique function u ∈Ḣ 1 (R 3 ) of the following elliptic equation:
Let us note that this operator is well-defined due to Lemma 4.1, provided that we choose V = 0.
Let us also remind that the operator
is the one defined by means of Proposition 4.5. The main result of this section is contained in next Proposition. 
The key point in the proof of the previous Proposition is the following result due to Agmon, see [2] .
and
where α > 0 is a suitable real number. Then the following estimate holds:
Next Lemma will be useful in the sequel.
rad (R 3 ) the following estimates hold:
Proof. The following representation formula for the operator ∆ −1 can be found in [14] , provided that v is a radial function:
This identity implies after some computations, the following one:
Estimate (5.5) can be now deduced since we are assuming that v ∈ L 1 (R 3 ). To show (5.6) let us note that the identity (5.7) implies the following inequality:
The proof of (5.6) is complete. 
The main point is to show that the potential p defined above, satisfies the assumptions of Theorem 5.1.
Let us verify first that p is non-negative for |x| large enough. Let us note that due to Proposition 4.3 for any function φ ∈Ḣ 1 rad (R 3 ) we have that
provided that |x| is large enough. Due to the decay at infinity of V and due to (5.12), where we chose φ = χ ω (u), we deduce that if λ − m 2 + ω 2 > 0, then for |x| large enough p is non-negative. Let us look for the second pointwise estimate that must be satisfied by p, in order to apply Theorem 5.1.
Let us note that by the definition of the operator χ ω (u) (see Proposition 4.5) we have the following identity:
then by estimate (5.6) necessarily we have
Combining (5.14) and (5.15), we can deduce that
where p(|x|) is defined as in (5.11). Combining (5.16), (5.17) and the assumption λ − m 2 + ω 2 > 0, we can conclude that p(|x|) satisfies the inequality (5.2) for any real number α < 1.
Then by Lemma 5.1, we deduce that lim inf
for some α positive, and it is an absurd since pu B(0, 1) ). To show this it is sufficient to combine the property (5.16), that implies the boundedness of p at infinity, and the assumption u ∈ L 2 (R 3 ). The proof is complete.
A family of minimization problems
If χ ω (u) is defined as in Proposition 4.5, then to show the existence of a solutions for (1.11), is equivalent to look for a solution u of the following elliptic equation that involves a non-local term:
This equation has a variational structure as the following Lemma shows.
satisfies the system (1.11).
Proof. Let us note that the couple (u,
is solution of system (1.11) if and only if the couple (u, φ) is a critical point for the functional Γ m,ω defined as follows:
In fact by taking the variation of Γ m,ω with respect to u we obtain the first equation in (1.11), while derivation with respect to φ gives the second equation in (1.11). In particular, by using the operator χ ω , we can see that u must be a critical point of the functional u → Γ m,ω (u, χ ω (u)) that can be written as follows
Looking at the equation satisfied by χ ω (u) we deduce that:
We can deduce by this identity that the functional u → Γ m,ω (u, χ ω (u)) can be written as follows:
The radial symmetry of this functional implies that in fact it is sufficient to look at critical point of the previous functional on the space H 1 rad (R 3 ) in order to obtain critical points of the same functional on the space H 1 (R 3 ).
An important property satisfied by the functional J m,ω is the weak lower semicontinuity, as is stated in next Proposition. 
Proof. Let us note that due the the Hardy inequality (4.3), it is possible to show that the following functional:
defines a norm on H 1 (R 3 ) equivalent to the classical one, provided that 0 ≤ a < 1/2e.
Due to the weak semicontinuity of the norm in H 1 (R 3 ), and to the equivalence of norms showed above, we deduce that:
Moreover due to Proposition 4.1, we have that u n converges toū strongly in L p (R 3 ), for any 2 < p < 6. In particular by using Proposition 4.5, we can deduce that the sequence χ ω (u n ) converges to χ ω (ū) strongly inḢ 1 (R 3 ). An easy consequence of these facts is the following:
The proof is complete.
Let us introduce the following quantities:
and J m,ω are the functionals introduced in Lemma 6.1.
The main properties connected to the quantities I m,ω are contained in the following Theorem. 
that satisfies the following equation:
where γ ∈ R is a suitable constant such that m 2 + γ ≥ ω 2 .
Proof.
First step: I m,ω = −∞ and any minimizing sequence {u n } is bounded. Let {u n } be any minimizing sequence of J m,ω constrained on M .
Multiplying equation (4.7) by χ ω (u n ) and integrating by parts, we deduce that:
This inequality implies the following one:
where η := η(a, ) > 0 is a suitable real positive constant. Note that in the last step we used the assumption u n ∈ M . It is now easy to deduce that I m,ω = −∞ and that any minimizing sequence {u n } is bounded in H 1 rad (R 3 ). Second step: existence of a solution. By using the Ekeland variational principle, see [8] , we can choose a minimizing sequence {u n } of J m,ω that satisfies the Palais-Smale condition.
More precisely we can assume that:
Next we show that up to a subsequence we have that λ n → λ 0 , where λ 0 is a suitable real number. Indeed, we can multiply equation (6.4) by u n and to integrate by parts in order to obtain: 
then up to a subsequence we have λ n → λ 0 ∈ R. Using again the boundedness of {u n } in H 1 (R 3 ) we can deduce that up to a subsequence u n u 0 weakly in H 1 rad (R 3 ). The weak semicontinuity of the functional J m,ω (see Proposition 6.1) implies that
Moreover by combining again Proposition 4.1, and the continuity of the operator χ ω , (see Proposition 4.5), we can take the limit in (6.4) in order to deduce that u 0 satisfies:
By using Proposition 5.1 we can deduce that since u 0 = 0, necessarily we have
By means of next Proposition we shall see that the assumption done on the negativity of I m,ω in the previous Theorem, is fulfilled for a suitable choice of the constants m, ω. 
For any m > 0 and ω > 0 such that m 2 > ω 2 , we introduce the functions χ ω ∈Ḣ 1 (R 3 ) defined as follows:
More precisely, χ ω are defined as the unique solutions of the following equations:
The explicit representation of the fundamental solution of ∆ −1 implies that: 
where C 1 , C 2 , C 3 > 0 denote real constants. In particular, we have (6.9)
and it implies that (6.10) R( ) = O( 2 ).
Moreover (6.9) gives: (6.11)
Combining now (6.7) with (6.10) and (6.11) we obtain: 
