In this paper we study the matrix completion problem: Suppose X ∈ R nr ×nc is unknown except for an upper bound r on its rank. By measuring a small number m nrnc of elements of X, is it possible to recover X exactly, or at least, to construct a reasonable approximation of X? The focus in the present paper is on deterministic methods for choosing the elements to be sampled, specifically, as the edge set of an asymmetric Ramanujan graph. For such a measurement matrix, we derive bounds on the error between a scaled version of the sampled matrix and unknown matrix. These bounds are an improvement on known results for square matrices.
I. INTRODUCTION
Compressed sensing refers to the recovery of highdimensional but low-complexity objects from a small number of linear measurements. Recovery of sparse (or nearly sparse) vectors, and recovery of high-dimensional but low-rank matrices are the two most popular applications of compressed sensing. The matrix completion problem is a specific type of matrix recovery problem, and is the object of study here. The problem can be stated as follows: Suppose X ∈ R nr×nc is an unknown matrix that we wish to recover whose rank is known to be bounded by a known integer r. Let [n] denote the set {1, . . . , n} for each integer n. In the matrix completion problem, a set Ω ⊆ [n r ] × [n c ] is specified, known as the sample set. The measurements consist of the values X i,j for all (i, j) ∈ Ω. Using only these measurements and the information that rank(X) ≤ r, the objective is to reconstruct X either exactly or approximately.
Let us define the matrix E i,j to be the binary matrix with an element of 1 in the location (i, j) and zeros elsewhere, and define
Then the measurement can be expressed as the Hadamard 
In principle one could attempt to recover X viâ
However, this problem is known to be NP-hard [1] , and alternative approaches need to be explored. An excellent survey of the literature on matrix completion is given in [2] . Since directly minimizing the rank is an NPhard problem, the most common approach to recover the unknown matrix is to minimize the nuclear norm, which is the sum of the singular values of a matrix and is denoted here by · N . Note that the notation · * is also commonly used. This approach is introduced in [3] , studied in detail in [1] , and further simplified in [4] . Thus an estimate for X is formed viâ
Another emerging trend is to use the so-called "max-norm" introduced in [5] . The max norm has some computational advantages over nuclear norm minimization, as shown in [5] .
To define the max norm, we begin by recalling that, if U ∈ R k×l , then the induced matrix norm is given by
where [k] denotes the set {1, . . . , k} and where u i denotes the i-th row of the matrix U . The max-norm of a matrix X is defined as
In this approach, an estimate of X is formed viâ
II. MATRIX COMPLETION USING RAMANUJAN GRAPHS: GENERAL APPROACH
The original publications in matrix completion such as [3] , [4] used random sampling of the unknown matrix. In recent times, for the vector recovery problem several advances have been made in deterministic methods for choosing the measurements. The deterministic approach leads to sparse binary matrices that require less storage, less CPU time, and often, fewer measurements, compared to random sampling; see for example [6] , [7] . However, there are very few deterministic methods for choosing the set of measurements Ω in the matrix completion problem. In the present paper, we suggest one such approach that draws upon concepts from graph theory, specifically the notion of a Ramanujan graph. For this purpose we introduce a bare minimum of the theory.
Suppose B ∈ {0, 1} nr×nc with n r ≤ n c . 2 Then B can be interpreted as the biadjacency matrix of a bipartite graph with n r vertices on one side and n c vertices on the other. If n r = n c , then the bipartite graph is said to be balanced, and is said to be unbalanced if n r = n c . A bipartite graph is said to be left-regular with degree d c if every left vertex has degree d c , and right-regular with degree d r if every right vertex has degree d r . It is said to be (d r , d c )-biregular if it is both left-and right-regular with row-degree d r and columndegree d c . Obviously, in this case we must have that n r d r = n c d c . Hereafter we say that "B is (d r , d c )-biregular" to mean that the associated bipartite graph is (d r , d c )-biregular.
We can now give a high-level description of our approach. Suppose we could choose E Ω = 1 nr×nc , the matrix of all ones. Then E Ω .X = X, and we could recover X exactly from the masurements. However, this choice of E Ω corresponds to measuring every element of X, and there would be nothing "compressed" about this sensing. Now suppose that E Ω = B, the biadjacency matrix of a (d r , d c )biregular graph. Then it is easy to verify that σ 1 = √ d r d c is the largest singular value of B, with corresponding row and column singular vectors
where · S denotes the spectral norm of a matrix (i.e., its largest singular value). Using the formulas for u 1 and v 1 and rescaling shows that
Let M 2 denote the second term on the right side. Since 1 nr×nc .X = X, we see that
Now note that
The case where nr > nc can be handled by replacing the unknown matrix by its transpose. Therefore, the smaller σ 2 is compared to σ 1 , the better the approximation is in (4). 3 Now, a Ramanujan graph is one for which this ratio is as small as possible. We make this concept precise.
Then the bipartite graph corresponding to B is said to be a Ramanujan bigraph if every nonzero singular value σ i of B other than √ d r d c satisfies the bound
or equivalently
If the bipartite is balanced, so that n r = n c = n and d r = d c = d, then the lower bound in (5) is trivially satisfied, and the upper bound becomes |σ 2 | ≤ 2 √ d − 1 (because other singular values are still smaller than σ 2 ). This is the classical definition of a Ramanjuan graph, and an excellent survey on the topic can be found in [8] . In particular, if d is kept fixed and n is increased, then σ 2 cannot be made smaller than 2 √ d − 1 in general; this is known as the "Alon-Boppana bound." The phraseology of calling such a graph as a Ramanujan graph is introduced in [9] . For asymmetric bipartite graphs, the definition above is given in [10] , [11] . It is shown in [12] that for an asymmetric graph, the best possible bound on σ 2 is
for balanced bipartite graphs. The papers [9] , [13] give explicit constructions of balanced Ramanujan graphs. However, no explicit procedure for constructing an asymmetric Ramanujan graph is known until now. Providing a construction of an infinite family of such graphs is one of the contributions of the present paper.
III. NEW RESULTS
Theorem 1: Suppose E Ω is the biadjacency matrix of a (d r , d c )-regular bipartite graph, and let σ 2 (A) denote the second-largest singular value of E Ω . Suppose X ∈ R nr×nc is a matrix of rank r or less, and let µ 0 denote the coherence. Then
where · S denotes the spectral norm (largest singular value) of a matrix. Remark: Note that biregularity implies that n r d r = n c d c . Therefore
Also note that there is no optimization involved in Theorem 1. Rather, it states that a suitably scaled version of the measured matrix is itself a fairly good approximation to the unknown matrix. The present authors have shown that, with suitable assumptions, nuclear norm minimization as in (1) can recover the unknown matrix X exactly. Those results will be reported elsewhere.
Corollary 1: Suppose E Ω is the biadjacency matrix of a (d r , d c )regular asymmetric Ramanujan graph. Then
A theorem analogous to Theorem 1 for max-norm minimization is given in [14, Theorem 2] for square matrices. Theorem 2 below gives an updated bound for non-square matrices. Note that, even for square matrices, our bound is an improvement by a factor of two over [14, Theorem 2] .
Theorem 2: Suppose E Ω is the biadjacency matrix of a (d r , d c )-regular bipartite graph, and let σ 2 (A) denote the second-largest singular value of E Ω . SupposeX is a solution of (3). Then
where · F is the Frobenious norm, · M is the max norm and K G is Grothendieck's constant [14] . Note that, unlike in Theorem 1, the bound (9) does not involve either the rank of X or its coherence. Therefore, in that sense, the theorem is more "universal" compared to Theorem 1. Also, the bound (9) gives an "element by element" bound on the errorX − X, because the Frobenius norm is just the Euclidean norm of a matrix written out as a vector. Note too thatX ij = X ij for all (i, j) ∈ Ω. Therefore (9) can be rewritten as
There is no closed-form formula for "Grothendieck's constant", but it is known that
See [15] for this and other useful properties of Grothendieck's constant. Corollary 2: Suppose the sampling set Ω comes from a (d r , d c )regular asymmetric Ramanujan graph, Then
Corollary 3: Suppose the sampling set Ω comes from a balanced bipartite graph with d r = d c = d and σ 2 is its second largest singular value. Then
IV. CONSTRUCTION OF ASYMMETRIC RAMANUJAN GRAPHS
There are very few explicit constructions of Ramanujan graphs. The first two explicit constructions are given in [9] , [13] for some choices of (n, d). Two recent papers [16] , [17] prove the existence of bipartite Ramanujan graphs of all degrees d and all vertex sizes n, but do not give readily computable procedures. Explicit construction of asymmetric Ramanujan graphs are even fewer. The only constructions of which the authors are aware are in [18] , [19] , and these are very abstract and not explicit.
We now present what we believe to be the first explicit construction of an infinite family of asymmetric Ramanujan graphs. Our graphs have q 2 vertices on one side and lq vertices on the other side, for every prime number q and every integer l between 2 and q. (Note that when l = q the bipartite graph is balanced, and our graph is a Ramanujan graph.) This construction is inspired by so-called array codes from LDPC (low density parity check) codes. The construction is as follows: Let q be a prime number, and let P denote the "right shift" permutation. Thus P i,i−1 = 1 and the remaining elements are all zero, with i−1 interpreted modulo q. Define
It is easily seen that the bipartitate graph defined by B has q 2 left vertices, lq right vertices, d r = q, and d c = l. Theorem 3: The second largest singular value of B defined in (13) is σ 2 (B) = √ q with multiplicity l(q − 1). Thus it satisfies the Ramanujan biregular graph property whenever 2 ≤ l ≤ q.
V. CONCLUSIONS AND FUTURE WORK
In this paper we have made a case for using an asymmetric Ramanujan graph to generate the sample locations for the matrix completion problem in a deterministic fashion. Theorems 1 and 2 provide explicit bounds for the spectral norm of the residual (between the true and estimated matrix) when the sample locations are chosen in this fashion. The bounds in Theorem 1 involve the rank of the unknown matrix and its coherence, while those in Theorem 2 do not; thus the latter theorem is more "universal." However, it is possible to improve Theorem 1 to show that, under suitable conditions, nuclear norm minimization recovers the unknown matrix exactly; this will be reported in a separate paper. No such results are available for max-norm minimization.
The bounds derived here are useful only if it is possible to construct asymmetric Ramanujan graphs of arbitrarily large sizes. We have presented what is apparently the first explicit construction of a family of asymmetric Ramanujan graph with q 2 vertices on one side and lq vertices on the other, where q is any prime number, and 2 ≤ l ≤ q. This class of graphs is rich enough to accommodate any problem of recovering X ∈ R nr×nc provided n r ≥ 2 √ n c . Note that if the integers n r n c do not exactly correspond to lq and q 2 , the unknown matrix can be bordered by rows and columns of zeros as needed.
In the process of proving the various estimates, we have extended the so-called expander mixing lemma from symmetric graphs to asymmetric graphs, and have also improved the bounds; see Lemma ??. This lemma is probably of independent interest, as shown in [20] .
Future work would include some numerical experimentation to assess the efficacy of the approach proposed here.
