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SUMMARY
This work attempts to utilise perturbation theory to derive 
discrete mappings which describe the dynamical behaviour of a 
continuous, and a discrete, chaotic system.
The first three chapters Introduce some background to the 
theory of chaotic behaviour In discrete and continuous systems. 
Chapter 4 considers the dynamical behaviour of Duffings equation. 
Perturbation theory is applied to Hamiltonian solutions of the 
system, and a 1-D mapping is derived which models the bifurcation of 
the system to chaos. Chapter 5 Introduces a 2—D chaotic difference 
map. The qualitative dynamics of the system are Investigated and a 
form of perturbation theory Is applied to a parameterlsed version of 
the map. The perturbative solutions are shown to exhibit dynamical 
behaviour very like the original system.
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CHAPTER 1
INTRODUCTION
1.0 Background
During the last century, attempts to formulate solutions to the 
three body problem of classical mechanics led to the development of 
the Hamiltonian formulism of mechanics. Up until this time It was 
naturally believed that the asymptotic behaviour of all mechanical 
systems was reducible to combinations of 'simple' forms such as 
oscillatory or stationary (equilibrium) behaviour. This situation 
ceased with the realisation, by PolncarS, of the extremely 
complicated motion present near the fixed points of a perturbed 
Hamiltonian system.
Concurrent with Poincaris observations regarding perturbed 
Hamiltonian systems, were the results due to Boltzman who 
considered the behaviour of gases to be explicable In terms of the 
random motion of very many molecules, each of which could explore 
the whole of state-space energetically available to it. This 
'Ergodlc hypothesis' formed the basis of classical statistical 
mechanics.
Given the possibility of stochastic behaviour in perturbed 
Hamiltonian systems and systems with many degrees of freedom, the 
problem remained as to how stochastic behaviour could be reconciled 
with physical observations. It was apparent, for example, that the 
solar system had remained relatively stable over hundreds of 
millions of years.
This remained an unsolved problem until the 1950's when 
Kolmogorov, and later Arnold and Moser postulated the so-called KAM 
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theorem. The theorem implies that, for systems perturbed sway from 
Integrable ones, the motion remains regular for most Initial 
conditions. Whilst stochastic regions exist In the phase plane, 
they are bounded by Invariant surfaces (KAM surfaces) which restrict 
the stochastic motion. The Ergodlc hypothesis, therefore, was 
found not to hold In general.
The study of chaotic systems p.r se did not advance 
significantly beyond Polncarés work until the 1960's, when E. Lorenz 
published his seminal paper on chaotic motion In a dissipative 
system [22].
Lorenz observed that the numerical solutions of a set of 
coupled non-linear ordinary differential equations appeared to be 
attracted to a subset of phase space In which the aolutlon curves 
wandered In an erratic manner. Ruelle and Takens were later to 
coin the term 'strange attractor' to describe such attracting sets 
on which chaotic motion occurred.
Since Lorenz's work, many strange attractors have been found 
to appear In numerical solutions of differential equations. As the 
equations are usually derived from a physical system; In Lorenz's 
case the equations are abstracted from fluid equations. It would 
seem that the chaos found In numerical observations is related to 
physical notions of stochastlcity such as turbulence in a fluid etc. 
However, the link between mathematical and physical chaos has still 
to be made precise.
A great simplifying procedure in the study of strange 
attractors Is to consider the Poincaré map of the system. This 
reduction of the chaotic motion to one or two dimensions leads
2
naturally to consideration of chaos In discrete mappings of a line 
or plane. The nature of chaotic behaviour In one dimensional 
non-lnvertlble discrete maps in now well understood, much pioneering 
work being due in this regard to Collett and Eckmann |10J • The 
development of high powered computers in the last two decades has 
enabled the highly complex, fractal, structure of strange attractors 
to be elucidated by Iteration of the governing differential or 
difference equation many thousands of times.
Observation of the global behaviour of the system in this way 
can suggest a reduction of the full system to a form amenable to the 
methods of symbolic dynamics - the underlying mathematical basis of 
abstract chaotic systems.
An Important mathematical development In the study of chaotic 
systems has been the Introduction of bifurcation theory. This 
subject considers the changes In phase space topology resulting from 
variation of a parameter of the system, and provides an Insight 
into the various routes a 'regular' system may take to a chaotic 
state.
1.1 Discussion
The preceedlng section gave a very short account of 
developments in the subject of chaotic dynamics since Polncart.
There are many Inherent difficulties in this subject, not least 
of which Is the problem of actually defining the chaotic state.
In the following two chapters, the chaotic state will be 
defined In terms of properties which a chaotic flow might possess.
A second difficulty is that it is impossible to rigorously 
prove the existence of chaos in a system, for all but a few (mostly 
abstract) systems« In considering systems such as Dufflags' 
equation or the HSnon map, all that may be said is that the aystem 
appears to possess a strange attractor which persists for many 
iterations of the equations.
A final problem is that of obtaining an overall picture of the 
various routes to chaos. Bifurcation theory has provided a general 
picture of various instabilities in parameterlsed systems, but the 
subject is Inherently messy and Incomplete. In particular, an 
elucidation of the link between local, and global, bifurcations and 
their relationship to the appearance of strange attractors is needed 
to provide a coherent overview of chaos in flows and discrete 
maps.
1.2 Overview of Thesis
The thesis falls naturally into two parts. The first is 
concerned with chaos in Duffing's equation, and the second with a 
chaotic discrete two-dimensional map.
The aim of the work on Duffing's equation is to attempt to 
analytically derive a Poincart map for the system using perturbation 
theory. A new perturbation method is developed in order to deal 
with the special symmetries of the Duffing system. The resulting 
equations are found to be too complicated to solve in two 
dimensions, however, a one-dimensional discrete map is derived from 
consideration of the amplitude equation and is indicated as a good 
candidate for deacribing the period doubling of the system to 
chaos.
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The second part of the thesis considers the characteristics 
of a coupled logistic map which is referred to here as the eymmetric 
map. The chaotic nature of the system can be understood 
qualitatively by consideration of the foldings near singularities 
of the map. The Lyapunov exponents of the system are numerically 
obtained and their relevance discussed.
Finally, a form of perturbation theory is applied to a 
pararneterlsed form of the map. The results give the limit cycle 
solution observed in the system, which subsequently bifurcates to 
chaos. The correspondence between the chaos of the original map and 
that of the perturbation solution is discussed.
Before describing these results, a general introduction to 
chaotic behaviour in flows and discrete maps will be given in the 
following two chapters.
The thesis ends with a short resumé of results and 
conclusions.
CHAPTER 2
CHAOS IN FLOWS
1.0 Introduction
This chapter Introduces some of the background material 
pertaining to chaotic dynamics In flows. In this section, the 
asymptotic behaviour to be expected of a one or two dimensional 
system Is briefly described, followed by an overview of chaotic 
behaviour In three or more dimensional systems. Section 2 considers 
various routes by which a deterministic system may become chaotic 
upon variation of a parameter. This involves a brief description of 
local bifurcations In parameterlsed systems and also a consideration 
of global bifurcations including homocllnlc tangencles and 
Intersections.
The third section attempts to give a characterisation of the 
chaotic state. Some definitions are taken from the field of 
dynamical systems, in order to fix Ideas, and the concept of a 
'strange attractor' Is Introduced.
The final section gives three examples of systems which exhibit 
chaotic behaviour. One system In particular - the Duffing system - 
Is considered In some detail as this system will be subsequently 
studied In Chapter 4.
1.1 Regular Flows
The flows In this chapter are determined by systems of ordinary 
differential equations of the form:
*»■  f<*> • •••(K1)
dt
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where x ■ x(t) e Rn li a vector function of tine, and f:U ♦ Rn la 
a smooth vector field defined on D c R n. We then define the 'flow* 
generated by f to be a smooth function +(t,x):U x R ♦ Rn,
(defined Vx c Rn and for t In some Interval (a,b)) which satisfies 
Equation 1.1, l.e.
d_ (♦(t.x))t-to - «(♦(to.*)) • ...(1.2)
dt
Of particular Interest la the 'asymptotic' behaviour of a given 
flow l.e. the behaviour of +(t,x) V x e U as t ♦
In this respect, the points x e U such that f(x) “ 0, assume 
particular Importance as solutions Initiated at these 'fixed points' 
remain there for all time. Remembering that +(t,x) Is a smooth 
function, the question Is then 'what are the consequences for the 
flow of having fixed points In U?' this question Is answered by way 
of 'stability analysis'.
The fixed point "x is said to be 'stable' If for every 
neighbourhood V of "x 3  vl ••*. every solution +(t,xQ) with x© eVi 
lies In V Vt > 0.
If, In addition to the above, can be chosen such that 
x© eVi -> 4>(t,x0) ♦ x as t ♦ -, then x Is said to be 'asymptotically 
stable.'
If none of the above apply, then "x Is said to be 'unstable'.
For flows In two, or more, dimensions, solutions may be attracted to 
(or repelled from) a closed orbit, In this case we have a limit 
cycle In the flow. The stability of a given limit cycle Is defined 
by obvious extension of the definition above except now the fixed 
points x are replaced by periodic solutions x(t). We may view 
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'area preserving' flows, such as Hamiltonian flows, as systems 
possessing stable (but not asymptotically stable) limit cycles«
It is apparent, then, that local behaviour of a flow may be 
obtained by studying the stability of fixed points of the system.
The stability of a given fixed point is determined by the 
eigenvalues of the system linearised about the fixed point. Thus, 
given an equilibrium point x of Equation 1.1, the linearised system 
is given by:
i - W  . C - ( « )  , r(x) - L(x-7) + 0(x-7)2 ... (1.3)
He now define three invariant subspaces of the 'state-space', (l.e. 
the space in which solutions to Equation 1.1 lie) as follows [15]:
Es - SPAN (Vl.....V*»*), En - SPAN {U*..... D®u),
EC - SPAN {W1,..., Wnc) ... (1.4)
where the V1, are the n, eigenvectors whose eigenvalues have 
negative real parts, the U* are the ly, eigenvectors whose 
eigenvalues have positive real parts, and the H* are the 
eigenvectors whose eigenvalues have zero real part.
E*, Eu, and Ec are called the 'stable', 'unstable' and 'centre' 
subspaces respectively, reflecting the fact that solutions in Es are 
characterised by exponential decay, solutions In Eu by exponential 
growth, and solutions in Ec by neither.
The linear eigenspaces E*, and Eu for system 1.3 have analogues 
for the (possibly) non-linear system 1.1. In this caae we define 
the local stable and unstable manifolds of x to be
W8loc - {xeU | 4>(t,x) ♦ x as t ♦ “, and 4(t,x) eU Vt > 0} ,
. . .  ( 1 . 5 )
wuioc - {xeU | ♦(t.x) ♦ x as t ♦ -, and ♦(t.x) eU Vt < 0} ,
where U Is a neighbourhood of x.
The 'Stable Manifold Theorem' [15] then tells us that given a 
fixed point x with associated elgenspaces E8, Eu, then there exist 
local stable and unstable manifolds for x, which are tangent to E8, 
Eu, at the equilibrium point.
Global stable and unstable manifolds are defined by iteration 
of the corresponding local ones, l.e.
»•(*> - U ft (V8loc00) 
t<0 *
wu (x )  -  U (W«lo c ( 7 ) )  . . .  ( 1 . 6 )
t>0
Stable and unstable manifolds of a limit cycle can be defined In an 
analogous manner.
We shall see in later sections that the behaviour of stable and 
unstable manifolds of a system can give global Information on the 
flow.
The above discussion has Introduced the concepts of fixed 
points and limit cycles for an n-dlmensional flow. It turns out 
that in less than 3 dimensions, the asymptotic behaviour of a flow 
Is completely determined by such structures.
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The so-called Poincar£-Bendlxon Theorem [2] states, In 
effect, that If an attracting (or repelling) set exists for a 2 
dimensional flow, then It Is either a fixed point or a limit cycle. 
Similarly, for a one dimensional flow, only fixed points may exist.
Thus, we may completely classify the types of behaviour to be 
expected from a linear system of dimension n, or a non-linear 
system of dimension one or two.
1.2 Chaotic Flows
For the case of a non-linear system of dimension greater than 
two, a qualitatively different type of asymptotic behaviour can 
occur. Typically, solution curves wander around some subset of 
state-space In a seemingly random manner, without collapsing Into a 
fixed point or limit cycle. This type of behaviour has been 
labelled 'chaotic'. Although there is no agreed definition of a 
chaotic system, It is possible to state various attributes which 
may or may not be present In such a system, Section 3 of this 
chapter attempts such a characterisation.
The subspace around which trajectories wander Is generally 
kncwn as a 'strange attractor', although these objects are 
extremely complex It Is possible to reduce the complexity of the 
system by taking a 'Polncar£ map' of the flow. This mapping Is 
generally defined on a two-dimensional surface which lies transverse 
to the flow. If the first point of intersection of the flow with 
the 2-D plane Is labelled Xq , then the PolncarS map P : R2 ♦ R2 is 
formally defined by xi - P(xD), where xi Is the second point of 
Intersection, X2 ■ P(»i), where X2 Is the third point etc. It is 
apparent that an analytical form for P(x) may not exist, although 
In some cases an approximate expression may be derived [4], [32].
Before considering the characteristics of chaotic systems, a 
discussion of the various routes to chaos will be given in the 
next section.
2.0 Routes to Chaos
A situation which commonly occurs is that a system of 
differential equations whose solutions are 'well behaved' may be 
perturbed to a set of equations whose solutions appear random, or 
chaotic. Considering the system to be parameterlsed with some 
parameter, p, l.e.
£  - Fp(£) , M e R ... (2.1)
then we may study the family of Equations 2.1 as p is varied in some 
Interval containing the parameter pc, where:
£  " Ppc(£) our chaotic system. The nature (or topology) of the 
flows of Equation 2.1 will change in a certain manner as p ♦ pc, 
thus giving a qualitative link between well-behaved and chaotic 
systems.
The above methodology is known as 'bifurcation theory'. In 
this section a brief discussion of the various codimension 1 
bifurcations Is given, followed by a consideration of global 
bifurcations.
2.1 Local Codimension 1 Bifurcations
We restrict ourselves to local codimension 1 bifurcations l.e. 
bifurcations which occur near fixed points of one-parameter systems. 
Given a parameterlsad system:
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which has an equilibrium at some point (pD, pG), we “ay form the 
linearised system:
i - U  . C - (x-p) ... (2.2)
If the matrix L has no eigenvalues which are zero or pure Imaginary 
then p Is called 'hyperbolic' . Such hyperbolic fixed points are 
'structurally stable' In the sense that they remain hyperbolic 
when the system Is perturbed In a suitable way [15].
For a fixed point without zero eigenvalues, the 'Implicit 
Function' theorem Implies that there Is a smooth function g(p) of 
equilibria passing through (p0,p0) l.e. there Is no change In the 
number of equilibria at (p0,|i0). If, however, the point has a zero 
eigenvalue, then several branches of equilibria may come together 
and we have a 'bifurcation point'.
It can be shown that there are four generic codimension 1 
bifurcations, epitomised by the following systems [18].
x ■ p - x2 (saddle-node)
x ■ px - x2 (transcrltlcal)
x ■ px - x3 (pitchfork)
x - -y ♦ x (p - (*2 «. y2))) 
y - X + y (p - (x2 + y2)) j
(Hopf)
The saddle-node bifurcation corresponds to the creation of a 
stable and an unstable equilibrium, In this case there Is no 
'unperturbed solution' from which the equilibria bifurcate, In a 
sense they are created from nothing.
The transcrltlcal bifurcation occurs when a stable and an 
unstable equilibrium exchange their stability, and the pitchfork 
bifurcation corresponds to an equilibrium splitting Into 
2 equilibria, this 'period doubling' bifurcation will be 
encountered many times In the discussion of chaotic systems.
The two-dimensional Hopf bifurcation occurs when an equilibrium 
possesses two pure Imaginary eigenvalues. In this case a fixed 
point bifurcates Into a periodic orbit, again, the Hopf bifurcation 
will be encountered often In the following chapters.
This completes the discussion of local codimension 1 
bifurcations. The theory of bifurcations In 2 or more codimension 
systems Is difficult and far from complete, further details may be 
found In [18].
2.2 Global Bifurcations
In previous sections the concept of a hyperbolic fixed point 
was Introduced. In this section, we will consider a common type of 
global bifurcation which occurs for systems possessing a particular 
kind of hyperbolic fixed point known as a 'saddle'. A fixed point 
x c Rn for a system of the form (1.1) Is called a 'saddle point' 
if the system linearised about x has at least one eigenvalue with 
negative real part, and at least one eigenvalue with positive real 
part. In this situation, x will have associated stable and unstable 
manifolds passing through it.
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Although, by the theory of existence and uniqueness of 
solutions for a system like (1.1), a stable or unstable manifold may 
not Intersect Itself In state-space, It Is quite possible for the 
stable manifold of one point to be Identified with the unstable 
manifold of another point, In this case we have a 'saddle 
connection' between the two points. It Is also possible for the 
stable manifold of a point to be Identified with the unstable 
manifold of the same point, In which case we have a 'saddle-loop' or 
'homocllnlc orbit'. Such structures are very common In Hamiltonian 
systems such as the ordinary pendulum, or Duffing's equation with 
zero forcing and damping [p(44)].
The saddle-loop as described above Is structurally unstable, 
l.e. If a system possessing a saddle-loop Is perturbed, then the 
saddle-loop will disappear, or rather, deform Into some new 
structure. This Is an example of a 'global bifurcation'.
Three possibilities exist for the form of the new structure 
created after the perturbation: (1) the saddle-loop breaks, the 
unstable manifold lies outside the stable one, (11) as (1) with the 
stable manifold lying outside the unstable one, (111) the 
perturbation Is time dependent and the stable and unstable manifolds 
Intersect an Infinite number of times when they are viewed on a 
surface of section (Polncar£ map).
Although It Is difficult to say precisely what has happened to 
the flow In case (111), It can be proved that the appearance of 
'homocllnlc Intersections' for the Polncari map Implies the 
existence of a 'Smale-horseshoe' [34]. The horseshoe Is the product 
of 2 'Cantor sets' In Uc R2, It possesses a countable set of
periodic orbits of all periods and an uncountable set of nonperiodic 
motions. Therefore, If we observe the intersection of stable and 
unstable manifolds in the PoincarS map of the system we know that 
very complex orbits exist In the flow. However, the horseshoe does 
not attract anything, therefore, we cannot say that the system is 
automatically chaotic l.e. that a strange attractor exists, rather, 
the above bifurcation Is Important as It often preceeds global 
chaotic behaviour of a system (c.f. Duffing's system Section 4.3)
The existence of a horseshoe In the Polncar£ map of a flow can lead 
to a phenomenon known as 'preturbulence' [33] in which orbits 
wander erratically before being attracted to some stable solution.
Associated with the onset of homoclinic Intersections In a 
system Is an Infinite sequence of saddle-node bifurcations of 
periodic orbits leading to the creation of the horseshoe [9]. Thus, 
a common scenario in a parameterlsed system is that an inflnte 
number of local bifurcations occurs leading to a global bifurcation 
(homoclinic Intersections) followed by the onset of global chaotic 
motion. The link between the local bifurcations and the global one 
Is not clear, however, the existence of periodic orbits for the 
horseshoe can be seen as a direct result of the preceedlng local 
bifurcations.
A useful criterion for predicting the existence of homocllnlc 
Intersections in a given parameterlsed system Is the 'Melnikov- 
Condltlon' [7]. The condition Is derived from consideration of the 
distance between perturbed stable and unstable manifolds, where the 
distance Is approximated by using a perturbation expansion about the 
unperturbed homoclinic orbit.
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For a system of the form:
x - fQ(x) + e fx(x,t) , ... (2.4)
where x c R^, fj is periodic in t with period T and the unperturbed 
system possesses a homoclinic orbit, we define the 'Melnikov 
distance', D, as:
D " “ / *o A *1 dt » ••• (2.5)
where f„ A fj ■ f01 f12 - f02 *11«
Then if D remains strictly positive (or strictly negative) for 
all t, the manifolds do not intersect, however, if D changes sign 
for some t " t0, then we have a homoclinic intersection. In 
general, the condition imposes restrictions on the parameters of the 
system, from which a reasonably accurate prediction of homoclinic 
Intersection can be made in terms of the parameter space of the 
system.
In this section, various bifurcations of one parameter systems 
have been described. A tacit assumption throughout has been that 
the systems are dissipative l.e. energy is not in general conserved 
along trajectories. In the case of a Hamiltonian system, the 
transition to chaos is somewhat different, a brief description of 
chaos in such a system will be given in Section 4 where three 
examples of chaotic systems are described.
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3.0 Characterisation of the Chaotic State
There Is no generally agreed, all encompassing definition of a 
chaotic system. Rather, such systems are best characterised by 
listing the various properties which a chaotic system may possess.
In this section, some of these properties are described. Some 
mathematically (through not fully rigorous) definitions are given in 
order to fix Ideas. In this respect It Is found to be more 
convenient to Introduce some definitions In terms of the PolncarS 
map of the system, there Is no loss of generality In doing this, as 
all dynamical properties of a flow carry over to the PolncarS map.
We thus frame such definitions as 'mixing' and 'ergodiclty', In 
terms of a mapping f:Rn ♦ Rn, the definitions thus apply also to 
the discrete chaotic systems to be described In the next chapter.
We begin with perhaps the simplest property to frame.
3.1 No Stable Periodic Orbits
A system which possesses stable periodic orbits is not chaotic. 
We are thus excluding from our definition of a chaotic system flows 
which possess horseshoes together with a stable attracting region 
(c.f. Dufflng's system, p(27>).
It should be noted that chaotic systems can possess unstable 
periodic orbits, In fact many such systems contain an Infinity of 
unstable periodic orbits created by bifurcation to chaos.
- 17 -
3.2 Sensitivity To Initial Conditions
A napping F:U ♦ U, U C  Rn, U * is said to have sensitivity 
to initial conditions If 3  e > 0  such that V x e U and every 
neighbourhood N of x, e N and an m >  0 such that:
m “
I f(i) - f(y) I >  * •
Intuitively, Initial conditions started very close together 
will be noticeably separated after a finite number of Iterates 
(returns of the flow).
In a practical situation, therefore, where there will be 
numerical errors In the initial conditions supplied to the computer 
sinulation, say, the subsequent orbit of a given point will become 
totally unpredictable In a finite time Interval. This Is the 
essence of chaotic motion In deterministic systems.
3.3 Mixing Behaviour
A mapping f:U-*iJ Is 'mixing' If V non-empty open subsets V, U, 
of U3n such that:
fpWf\V t/f Tp >  n
That la, any given subset of U Is progressively 'stretched out' 
to cover the whole of U.
A similar, and related, concept la afforded by the following:
3.4 Ergodlclty
A napping f:U ♦ U la 'ergodic' If given x e U, y e U, y * x, 
and an e > 0, then 3n > 0 auch that:
|fn(x) - y I < e
Thus, an ergodic mapping maps a given point arbitrarily close 
to every other point In U.
It can be shown that If a map Is mixing, then It Is ergodic.
3.5 Lyapunov Exponents
Beginning with a system of the form 1.1, we take two Initial 
conditions, xQ and + Ax. Considering their evolution In time we 
define:
d(x0,t) - I Ax (xo,t) I , ... (3.1)
l.e. d(..) measures the distance between the two trajectories as a 
function of time. We now define the mean divergence rate of the two 
trajectories to be:
oCxo) - Lim m  |n (d («0.0) ... (3.2)
t—  t Vd (xo,0)f
d(o)*0
It can be shown that there exists an n-dlmenslonal basis for 
Ax such that o takes on one of n values (Oi) which can be ordered:
oi > «2 > ... > o„
The oj's measure the average expansion rate of trajectories in 
their corresponding subspaces.
For overall contraction of a flow, we must have
Lai < 0,
1
if the flow Is chaotic, then one or more of the exponents must be 
greater than zero.
3.6 Hyperbollclty
An 'Invariant set' A c Rn for a mapping fsR11 ♦ Rn, Is a 
subset of Rn such that f(A) - A l.e. f maps A Into Itself.
If we can define a continuous Invariant direct sum 
decomposition
_ « gi *
T A Rn -  EA ®  E A ,
of Rn such that there exist constants C > 0, 0 < X < 1 with the 
property:
(I) V e e“ -> | Df(x) V | < C X“ | V |
(II) V e E* -> | Df(J) V | < C X“ | V |
then we say that A Is a 'uniformly hyperbolic set'.
Hyperbollclty of an Invariant set usually Implies the existence 
of chaotic orbits In the system (c.f. Smale-horseshoe [34]).
However, many chaotic systems possess Invariant sets which are not 
uniformly hyperbolic, the Duffing attractor Is an example of such a
3.7 Strange Attractors
A chaotic flow Is characterised by global contraction onto an 
Invariant set which possesses some (not necessarily global) 
hyperbolic structure. The term 'strange attractor' has been coined 
to define these objects In a broad sense although no universal 
definition of a strange attractor exists.
The envelope of the orbits ' captured' by the strange attractor 
defines the shape, or topology, of the attractor. Recent efforts In 
the attempt to simplify the study of these very complicated objects 
have concentrated on attempting to classify strange attractors by 
their topology [33].
One fairly substantiated fact Is that strange attractors are 
'fractal' l.e. self-similar objects with non-integer 
dimension [23].
Their associated fractal or 'Hausdorff' dimension can be shown 
to be related to the Lyapunov exponents and so-called 'entropy' 
of the flows associated PolncarS map [37].
This section has concentrated on some general aspects of 
chaotic motion. In the next section, some examples of chaotic 
systems will be described.
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Figure 2a : Islands and Séparatrices of a Perturbed Hamiltonian
U N ST A B LE  M AN IPO LO
Figure 2b : Homoclinic Loop for Lorenz Equations
4.0 EXAMPLES OF CHAOTIC SYSTEMS
4.1 Hamiltonian Systems
In order to Illustrate chaotic behaviour In Hamiltonian 
systems, we first consider autonomous, periodic systems, governed by 
the equations:
where the p^, are the generalised momentum and position 
coordinates respectively, and H - H(p,q) Is the Hamiltonian of the 
system. By a periodic system Is meant one for which the p^ are 
periodic functions of the qj for each degree of freedom.
Given that the system Is periodic, we may make a canonical 
change of variable [12] : pA + Jit q* ♦ 04, H(p,q) ♦ H(J), such 
that the new Hamiltonian H is Independent of the 8 .^ Such a 
procedure Is equivalent to solving the original system as N 
Integrals of the motion, namely the J^, have been found.
The J£, 6i are known as action-angle variables [12]. The new 
equations of motion are given by:
Jj - - 6H - 0
7S7 '
ei - «H. ■ w i 
TTT
with solutions:
(4.2)
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Ji - constant
i - 1..... N ... (4.3)
®i “ wi* +
The solutions thus lie on N-torl In the 2N dimensional 
phase-space. The dimensions of each torus are defined by the 
magnitude of the J^, and solutions wind around the tori with 
frequencies w^.
Considering the case N-2, we may reduce the dimension of the 
phase space by taking a 2N-1 " 3 dimensional constant energy cross 
section, the dynamics can then be further simplified by considering 
the motion on the J2 ** 62 plane.
Viewing the motion on this plane, we must consider two distinct 
cases: (1 ) wj, W2 not rationally related.
(1 1) wj, W2 rationally related.
In the former (generic) case, orbits wind around the torus 
ergodically, giving rise to concentric circles (RAM curves) In the 
J2 ~ 62 plane, whilst In the latter case solutions form closed 
orbits on the torus which are manifest as periodic point orbits on 
the J2 - 62 plane. The latter situation Is known as primary 
resonance.
Having described the dynamics of the lntegrable Hamiltonian we 
now consider a near lntegrable system, l.e. a system which Is a 
small perturbation of an lntegrable one. In 2 dimensions we may 
write the perturbed Hamiltonian as:
H(Ji,J2»0i,e2) - H0(JiJ2) + e Hi(Ji,J2,01,©2) ... (A.4)
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where H0 Is the unperturbed Hamiltonian, and Hi la periodic In the
»i-
The main result bearing on this case Is the Kolmogorov-Arnold- 
Moser (KAM) theorem [21], which states that for e small (In a 
special sense), a finite fraction of the regular KAM curves, 
referred to above, remain after perturbation. The remaining 
fraction of phase space la covered by chaotic trajectories bounded 
by the remaining KAM curves. As the perturbation Is Increased more 
KAM curves are destroyed and chaotic trajectories cover more of the 
phase space until, at some value of e, the last KAM curve Is 
destroyed leading to 'global stochastlclty' [8].
He may understand the chaotic motion In this case by 
considering the motion near a general resonant curve. Such a curve 
corresponds to a set of periodic points In the J2 — 62 plane as 
described above. Each of the periodic points Is encircled by 
so-called primary Islands, and between each pair of points Is a 
hyperbolic fixed point. The Islands are therefore encompassed by 
aeparatrlces between the hyperbolic points Figure 2a. Associated 
with the primary resonance Is a secondary resonance In which orbits 
encircle each of the primary fixed points In order an Integer number 
of times. Thus, for example, a period 5 primary periodic orbit may 
be associated with a period 15 secondary periodic orbit which 
returns to the vicinity of each primary fixed point 3 times. 
Associated with the secondary resonance are secondary islands which 
give rise to third order resonances and so on ad Infinitum. The 
motion near these resonances Is therefore extremely complicated, 
even though the governing system Is completely deterministic. The 
chaotic motion In this case can also be viewed as resulting from
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transversal Intersection of the stable and unstable manifolds of the 
Infinite number of hyperbolic fixed points present In the system.
4.2 The Lorenz System
In his classic paper of 1967 [22] E.N. Lorens described the 
dynamical behaviour of a set of 3 coupled ordinary differential 
equations which represented a three mode truncation of the Oberbeck- 
Bousslnesq equations for fluid convection. The equations so derived 
for a two dimensional fluid heated from below are:
x - 0(y - x) f
y - px - y - xz , ... (4.5)
z - -Bz + xy ,
where o Is the Prandtl number, p the Rayleigh number, and B an 
aspect ratio [15]. The above equations are an accurate 
representation of the physical system for p - 1. Lorenz considered 
the above system for p => 28, fixing a - 10, 6 ■ 8/3. For large p 
the numerically Integrated solutions appeared to behave In a random 
manner, spiralling about 2 fixed points In the phase space, the 
orbits alternately spiralling about one fixed point, then crossing 
to the other with no apparent periodicity.
The above system with Its associated strange attractor, later 
called the Lorenz attractor, has since received considerable 
attention In the literature, a comprehensive account of the system 
may be found In the book by Sparrow [35]. Although the details of 
the Lorenz bifurcations and chaotic attractors for p »  1 are 
complicated and Incomplete, It Is possible to give a general 
overview of the major bifurcations to chaos of the Lorenz system.
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In the parameter range 0 < p < 1, the ay8tem has a stable 
globally attracting fixed point at the origin« At p ■ 1 a pitchfork 
bifurcation occurs In which the origin becomes a saddle point with 
one dimensional unstable manifold, and two stable fixed points are 
created at q ± ■ (t /0(p-l), ± /g(p-l), p-1).
As p Is Increased the two branches of the unstable manifold 
Increase until at p * 13*926, they Join to form a double homocllnlc 
loop (Figure 2b)« As p Is Increased a little beyond this value, 
the two branchea cross over to the opposite side of the stable 
manifold, at this point two unstable periodic orbits have been 
created by the saddle-loop bifurcation and a (non-attrsctlng) Smale 
horseshoe Is created.
Finally, as p Is Increased further, a strange attractor Is 
created at p * 24.06, this attractor coexists with the fixed points, 
q±, until at p ■ 24.74 the unstable periodic orbits collapse onto 
the fixed points In an Inverse Hopf bifurcation, and the strange 
attractor becomes globally attracting.
Much of the analysis of the Lorenz bifurcations Involves the 
study of Polncart maps of the flow, the map being taken at 
t ■ p-1 , the general behaviour of the flow can then be represented 
as a two dimensional map which la amenable to the methods of 
symbolic dynamics.
Lorenz, In his original paper, actually considered a one 
dimensional representation of his system, the Polncari map being 
defined as the relation between Zq+ i and zn, where zn Is the maximum 
value of z which occurs for an orbit Just before It crosses over to 
the other side of the stable manifold. Numerical results strongly
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suggest that such a 1-D map exists for the system, and has the form 
of a 'tent map' [15]. Recently, Rowlands [32] has derived an 
approximation to this 1-D map using perturbation theory on the 
original equations.
4.3 The Duffing System
We consider Dufflngs equation with negative linear stiffness:
x + 6x - 3x + ax3 — f cos (*»t ••• (4.6)
The above system has been studied In detail by Holmes [19], 
who performed a numerical analysis of the equations using the 
forcing, f, as a parameter. In this section, the bifurcations to 
chaos of the system will be described, and in Chapter 4 an attempt 
will be made to extract a 1-D map from the system.
A convenient starting point Is to consider Equations 4.6 In the 
absence of forcing and damping l.e. f - 6 - 0. In this case, the 
system is Hamiltonian and possesses a double homoclinic loop 
(Figure 2c). If the forcing were Increased from zero with 6 - 0 ,  
then we would expect the breakup of KAM surfaces with associated 
chaotic motion described earlier In this section. However, In the 
following we take 6 to be a non-zero positive constant and consider 
the behaviour of the (dissipative) system as f Is Increased from 
zero.
Fixing a, 3, 6 >  0, and taking f = 0, the system possesses a 
hyperbolic fixed point, 'p' at the origin , and two stable sinks 
at x - * /67o . It can be shown [19] that these sinks are globally 
attracting and therefore all Initial conditions (except those 
Initiated on the stable manifold of p) will converge to one or the
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Figure 2c : Duffing Equation Phase Plane for f ■ 5 ■ 0
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Figure 2d Poincaré Map for Duffing Attractor
other. As f Is Increased, the sinks become attracting periodic 
orbits (Unit-cycles) due to the fact that the systen la now 
non-autononous with a three dimensional state space.
It Is now convenient to view the notion on a 2-D Poincare map P 
defined by P:R? ♦ R^, r2 - {x, x | t - 0, 2*/u, 4i/u, •••}• As f 
Is Increased further, the stable and unstable manifolds of p, viewed 
on P, eventually Intersect for some f - fc. Using Holmes choice of 
parameters: a ■ 100, i ■ 10 6 - 1 ,  w - 3.76, this occurs for 
f ■ fc • 0.76. For f > fc we would therefore expect the system to 
have a Smale horseshoe for the Polncari map. Due to the symmetry of 
the equations (If x(t), x(t) Is a solution of 4.6 then so Is 
-x(t + */<■>), -x(t + i/w)) Intersection of stable and unstable 
manifolds occurs simultaneously on both sides of x - 0. As f Is 
further Increased, the pair of stable limit cycles undergo a period­
doubling bifurcation to a pair of period 2 cycles, these 
subsequently period double to a pair of period 4 cycles, the 
successive period-doubling continuing until an accumulation point at 
f « 1.08 Is reached at which point the orbits move In an Irregular 
manner. At this point a strange attractor appears to be present, 
Figure (2d) shews the structure of the strange attractor when viewed 
as a PolncarS u p. Holme's computational results Indicate that the 
strange attractor persists for f e [1.08, 2.45], above these values 
the chaos Is replaced by a periodic orbit which encompasses p and 
the two unstable fixed points at ± /6/a.
Although the strange attractor persists over most of the 
Interval [1.08, 2.45], there Is a small 'window' around f - 1.2 in 
which the strange attractor Is replaced by a stable period S orbit. 
This phenomenon Is strikingly similar to that encountered In 1
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dimensional chaotic discrete maps (Chapter 3), and may lend credence 
to the existence of an underlying 1-D map for the system, similar to 
the 1-D representation of the Lorenz attractor.
The structure of the strange attractor shown In Figure 2d Is 
actually the structure of the unstable manifold of the system. 
Trajectories are contracted onto the unstable manifold and then 
follow the complicated windings caused by the homocllnlc 
Intersections mentioned above. When different PoincarS sections are 
taken of the system, the sttrsctor Is found to rotste 2* radians 
every period 2f/u. The full structure of the attractor defined on 
R2 x S therefore resembles a Mbblus strip. This type of topology Is 
akin to that of the so-called RBssler attractor [33].
When a chaotic orbit is numerically Iterated and viewed on the 
plane (x,x), It Is observed to orbit one fixed point a number of 
times then cross over to the other point in s similar manner to the 
Lorenz system. However, in this case the point of crossover does 
not seem to correspond to s maximum In the amplitude of the orbit, 
and hence no 1-D map can be obtained from consideration of the 
amplitude at crossover. A major difference between the dynamics of 
the Lorenz and Duffing systems is that in the former case sll three 
degrees of freedom sre coupled and can all go chaotic, whereas in 
the Duffing case only two of the three degrees of freedom can 
exhibit chaos. This Is most clearly seen by considering 
Equation A . 6 as a 3 dimensional system:
x2 " 3*1 - $x2 - oxi3 + * cos ® ••• (4.7)
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where the third degree of freedom '8' Is uncoupled from xj and X2*
Summarising the above bifurcations to chaos for the Duffing 
system, we see that the successive period doubling bifurcations of 
the two limit cycles accumulate at a point corresponding to the 
birth of the strange attractor. The link between these local 
bifurcations and the global appearance of chaos Is not clear. The 
existence of homoclinic Intersections In the system leads to Smale 
horseshoes which do not seem to affect the dynamics of the system. 
When the accumulation point has been reached, orbits are attracted 
to, and follow, the complex windings of the unstable manifold. The 
Smale horseshoe Is created before the period doubling begins and It 
would therefore seem that the horseshoe and period doubling cascade 
occur quite Independently of each other, and that therefore the 
horseshoe has no bearing on the subsequent transition to chaos. It 
is also clear, however, that the homocllnlc intersections of the 
stable and unstable manifolds are necessary for the onset of chaotic 
motion and that the behaviour of the manifolds must be Intimately 
related to the period doubling of the limit cycles. The 
demonstration of a connection between the above processes would be a 
significant advance in the understanding of chaotic behaviour in 
systems such as the Duffing equations.
- 30
CHAPTER 3
CHAOS IN DISCRETE MAPS
1.0 Introduction
In this chapter we consider parameterlsed families of discrete 
maps In one or two dimensions. In particular, the bifurcation 
sequence of so-called 'unlmodal 1 maps will be described, followed 
by two examples of 2 dimensional chaotic discrete systems.
The characterisation of the chaotic state for discrete maps In 
terms of ergodlclty, mixing behaviour etc., carries over naturally 
from the continuous case described In the last chapter. The 
main difference between the discrete and continuous case Is that 
there Is no restriction on the dimensionality of a discrete system 
In order for chaotic motion to occur. This is in contrast to the 
continuous case In which the dimensionality of the system must be 
greater than or equal to three.
1.1 Maps on an Interval of R
The case of a mapping ft1*1» Ic R,
■hrt-1 - . • "  <U 1 >
where A e R Is some parameter, has been studied In some depth by 
various authors, and their general dynamical behaviour Is now well 
understood [10].
In Equation (1.1), f Is a non-lnvertlble mapping of some subset 
R to Itself. We restrict our study of such systems to maps which 
are 'unlmodal' on the Interval [—1,1 ]*
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Definition. A napping f:|-l,l]+[-l,ll la called 'unlnodal' If:
I ) f la contlnuoua
I I ) f(0) - 1
I I I ) f la atrlctly Increaalng on [-1,0) and atrlctly decreaalng on
(0 , 1] .
The general form of auch mappings la exemplified by a standard 
example, the so-called 'logistic map' defined by the relationships:
-  1 -  X*„2 , i „  e 1-1,11 . » * to .21 . . . .  (1 .2 )
where the second form la not unlmodal In the above sense, but 
nevertheless possesses Identical dynamics to the first.
The logistic map has the property of 'Negative Schvartsian 
Derivative'.
Definition. A mapping f:[-1,1]>[-1,1] has a negative Schwartrlan 
derivative If:
such a map Is termed 'S-unlmodal'•
An Important theorem concerning the stable periodic orbits of 
S-unlmodal maps Is the following:
or In Its equivalent form:
x ^x - Xxn (1 - xn) , Xn e [0,2] , A e [0,4]
. . .  (1.3)
2
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Figure 3e : Logistic Map for X - 2
Figure 3b : Bifurcation Diagram for Logistic Map
Theorem. If f Is S-unlmodal then It has at most one stable
periodic orbit in [f(l),l].
We now consider the bifurcations of stsble periodic orbits 
occurring in the logistic map.
1.2 Bifurcations of Stable Periodic Orbits
A graph of Equation 1.2 is shown in Figure 3a for the case 
X - 2, together with the diagonal map Xq+1 - x„. The point of 
intersection of the graph with the diagonal represents a fixed point 
of the mapping, the stability of this fixed point is determined by 
the gradient of the slope at the point of intersection l.e.:
l> - | f'(Xo) |
M <  1 then Xq  will be stable l.e. almost all points will be 
attracted to It. For W 1 the point becomes unstable, the case 
W ■ 1 being denoted a point of criticality.
The question of what occurs after X is Increased beyond the 
critical value Xc, at which point Xq becomes unstable, is answered 
by reference to the graph of f2<x) “ fof(x). This 'second iterate* 
graph intersects the diagonal in two places at which the slope is 
less than unity for X > Xc [24). Thus exactly at the point at 
which Xq becomes unstable two new stable fixed points are created, 
this is an example of a pitchfork bifurcation.
As X is further increased, the period two fixed points 
bifurcate in an analogous way to give a stable period 4 orbit, the 
bifurcations continuing through period 8, 16, 32, ..., etc., until 
some critical value X - X« is reached at which the stable orbit has 
'bifurcated to infinity'. At this point the system is chaotic, the 
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chaos persisting in the parameter range [X«», 2] except for parameter 
'windows' in which stable periodic motion exists* Figure 3b shows 
the bifurcation diagram of the logistic map, the first few pitchfork 
bifurcations are clearly visible together with the large stable 
period 3 window present in the chaotic regime.
The chaotic nature of the orbits lying to the right of the 
period 3 window is indicated by the following theorem due to 
Sarkovskil [10]:
Theorem. Order the integers as follows:
3 >  5 >  7 >  9 >  ...
... >  2.3 >  2.5 -> 2.7 >  ...
. .. >  2n.3 >  2n.5 >  ...
... > . . . > 2 » > . . . > 8 * > 4 > 2 > 1
Then if f is unlmodal and has a point with period p, then it 
has a point with period q Vq <  p in the sense of the above 
ordering.
Thus, after the point A3 at which the stable period 3 orbit 
appears, the map will have a countable infinity of unstable periodic 
orbits of every integer period. This result is related to a theorem 
due to Li-Yorke which indicates that 'period 3 implies chaos' [15].
1.3 Felgenbaum Sequences
For a given value of A ■ X„ at which a 2n stable periodic cycle 
has been created, the graph of:
2n times
ft f 1f2 <x) - f o f o ... o f(x) ,
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viewed locally near these fixed points Is a rescaled copy of the 
original mapping. This observation led Felgenbaum to consider 
a renormallsatlon procedure for a general unlmodal mapping which 
produced a universal scaling law for the parameters X„, 
characterised by a universal constant 6.
Denote by X„ the parameter value at which there Is a 
bifurcation from period 2n-l to period 2n, then the ratio:
( *n - *n-l ) -*• 6 as n ♦
*«H-1 - *n
where 6 Is a universal constant: 6 • 4.66920.
Stated another way:
Xn - X. + A 6-n ,
where X« Is the parameter value for which the bifurcations 
accumulate and A Is a constant.
The above scaling law Is Independent of the particular mapping 
used, exactly the same scaling applies to all unlmodal maps.
1.4 Lyapunov Exponents
The general definition of Lyapunov exponents for a flow was 
given in the last chapter. Intuitively the exponents measure the 
mean expansion rate of trajectories of a system. For 1-D discrete 
maps there exists a single Lyapunov exponent which Is defined as 
follows:
N
o ( X o ) - L l m i  X In I df_ I . ...(1.4)
N+- N 1-1 I dx4 |
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where the xj are the i-th Iterates of the Initial condition Xq . The 
exponent therefore measures the average slope of the map around an 
orbit. Except for a set of measure zero the exponent is Independent 
of the initial condition, xQ.
A negative value of o indicates an average slope less than 
unity and corresponds to stable periodic behaviour, whilst the case 
of o positive implies an average slope greater than unity and 
corresponds to chaotic behaviour.
Numerically obtaining the graph of o as a function of A is 
difficult due to the fact that stable period orbits are dense in 
the parameter space, and hence the graph of a is extremely 
complicated with an infinity of regions where a is negative 
superimposed on the general upward trend of the curve with 
increasing A [10]. Nevertheless, regions such as the stable period 
3 window are clearly visible in numerical experiments of this type.
1.5 Probability Distributions
An invariant distribution for a mapping f is a function P(x) 
with the property:
P ( . )  -  f  P < * ) ,  • • •  (1 * 5 )
l.e. the function is mapped into Itself by f.
Ue call P(x) a probability distribution if:
/ P(x) dx - 1 #
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A unique probability distribution Is singled out from the many 
Invariant distributions for a given map by repeated Iteration of the 
map. For the case of a stable periodic orbit of period n, P(x) will 
be a set of n delta functions (each weighted by 1 /n) located at the 
values of the n fixed points of fn. In the general case of a 
chaotic map we may find P(x) numerically by Iterating the functional 
equation:
P(x) dx “ P(xj) dxi + P(*2)
or » «) - P<»1> + f<«2> , ...(1 .6)
(df/dn) (df/do2>
where xj and X2 are the preimages of x.
Equation 1*6 can be solved exactly for one case of a chaotic 
logistic map. Considering the second fora of the logistic map with
X  -  4 :
*n+l - 4*n d-*n) . ••• d«7)
we make a change of variable:
« - (¿) .In- 1  /"» ... (1 .8)
Inserting Equation 1.8 into Equation 1.7 yields a so-called 'tent 
map':
»0+1 ■ f<»n>
-  1 2 i n  0 < < » . . .  ( 1 . 9 )
1 2  ~ 2lo i < in < 1
The probability distribution for the tent map is easily derived 
from Equation 1.6: P(x) " 1.
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Now, using the property: P(x) dx - P(x) dx, we obtain the 
Invariant dlatrlbutlon for Equation 1.7*
-*
P(x) (x(l-x)) . ... (1.10)
X
The existence of a continuous probability distribution for a 
map implies that the system is ergodic. In fact, the dynamics of 
the logistic map for X - 4 are both mixing and ergodic.
Of particular Interest Is the existence of singularities In 
P(x). These occur for x - 0, and x - 1, for the above case and are 
due to the mapping of the maximum of the logistic curve (a point of 
Infinite contraction) onto the points x - 1 , and x ■ 0 (an unstable 
fixed point). The 'singularity points' x ■ 1, 0, form the 
boundaries of the chaotic motion In the Interval. For the case 
X ■ 4 (or X - 2 for Equation 1.2) these points lie at the extremes 
of the interval, as the parameter is decreased, the singularity 
points move inwards and the chaotic motion is bounded in a smaller 
Interval, this Is clearly visible In Figure 3b. At a certain 
parameter value (X » 1.5436), the maximum Is mapped onto 3 points, 
the last of which is an unstable fixed point, producing 3 
singularities in the probability distribution. As X Is decreased a 
little below this value, two disjoint regions are formed for P(x), 
the region of chaos has therefore bifurcated into two regions. This 
'period-doubling' bifurcation continues and accumulates on X«, in 
fact the parameter values at which the bifurcations occur form a 
Feigenbaum sequence and are characterised by the same 'Felgenbaum 
constant' 6.
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1.6 Summary
This section has dealt with the dynamics of 'unlmodal' maps 
with particular reference to the logistic map. Many qualitative 
features of the system are similar to those described for flows In 
the last chapter, In particular, the period doubling cascade to 
chaos Is also a common occurrence In continuous dynamical systems.
The main difference between the I-D systems described above 
and the dynamics of flows Is that global attraction to a strange 
attractor Is here replaced by singularities In the probabllllty 
distribution of the map which form sharp boundaries for the chaotic 
regions. Such bounding of chaotic regions by singularities Is also 
found for a 2-dlmenslonal map to be described In Chapter 5. The 
unlmodal maps are also unique In that a universal scaling Is 
associated with their bifurcation properties, no such universality 
Is apparent In continuous systems.
In the remainder of this chapter two examples of chaotic 2-D 
discrete systems will be described.
2.0 Examples of 2-D Discrete Systems
2.1 The Hinon Map
Hinons map [16] Is defined by the equations:
«n+l - in + 1 * • «n2 ••• <2,l>
*0+1 ■ b«n i
where a and b are constants.
During one Iteration of the above, the mapping contracts area 
by a factor |J| where:
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J - -b ( 2 . 2 )
18 the Jac .oblan of the mapping.
For x„ large, aolutlons of Equation 2.1 are unbounded, however, 
for x„, yn, within some finite region of the origin, solutions 
converge forwards an attractor.
Two fixed points of the mapping exist provided:
• >  «„ - -(l-b)2 . ... (2.3)
4
one of these fixed points Is always unstable whilst the other Is 
stable for 'a' In the Interval:
• o  -  - » - M 2 <  •  <  3 ( l - b ) 2  -  • !  .  . . .  ( 2 . * )
4 4
For a >  ax the fixed point la observed to undergo a cascade of 
period doubling bifurcations until some accumulation point a» after 
which a strange attractor appears to exist for 'a' In some finite 
interval (a», a2). When 'a* Is further increased from a2 most 
orbits escape to Infinity.
Although the presence of a atrange attractor for a c (a», a2>
Is strongly Indicated by numerical Iterations of the equations 
(typically, the chaotic motion Is seen to persist for 5 million 
Iterates) It has not proved possible so far to prove the chaotic 
nature of the H£non map In this region. In fact, Newhouse [15] has 
suggested that the chaotic motion observed Is really the motion 
near a very large period sink.
For the singular case b ■ 0, Equations 2.1 reduce to the 
logistic sup for which chaotic motion Is known to exist, it could
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be argued chat the logistic map provides a good approximation to the 
Hinon map along its unstable manifold, and hence that strange 
attractors would be expected to exist for some range of 'a'a* 
However, the link between the theory of the one dimensional system 
and the Hinon map has not been made and the question of the 
existence of strange attractors for the Hinon system remains an open 
question.
The difficulty in proving chaotic motion for the Hinon map Is 
related to the fact that the attracting region has a fold due to 
the unstable manifolds folding back on themselves. Therefore, a 
hyperbolic structure cannot be defined for the system as stable and 
unstable manifolds will not In general Intersect transversely (a 
'stable foliation' of the system does not exist).
This situation pertains also to the Duffing system considered 
In the last chapter, the unstable manifolds of which have this 
folding structure. Thus, the existence of a strange attractor for 
the Duffing equations also remains an open question.
The constant area contraction property of the system indicates 
that areas will be contracted down to one dimensional curves.
When the attracting region Is observed numerically, the attractor 
Is seen to consist of an infinite number of concentric curves having 
an apparently 'fractal' structure. The structure of the strange 
attractor corresponds to the cross product of a line with a 'Cantor 
set'.
The fractal dimension of the Hinon map has been numerically 
determined to be: d * 1.202 for a ■ 1.2, b ■ 0.3, l.e. the 
attractor 'almost fills' an area. Orbits on the attractor move
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between these 'Cantor Leaves' and exhibit exponential divergence of 
Initially close orbits* Given the difficulties In proving chaos In 
the HSnon system therefore, there would appear to be strong 
numerical evidence that the dynamics on the attractor are truely 
chaotic*
2.2 The Chirikov Map
The Chirikov, or 'standard' map Introduced by B. Chirikov [8] 
is an example of an area preserving 2-dlmenslonal map l*e* a mapping 
with unit Jac';oblan. The map, which can be written:
Ijrfl ■ In + K »in ®n •
®nfl - «n + In+1 . Mod 2» ... (2.5)
K - constant*
Is derived from a Hamiltonian system and can be viewed as the 
response of a pendulum to a sequence of short 'kicks'.
In the above equations, K plays the role of a perturbation 
parameter where the case K - 0 corresponds to an lntegrable 
Hamiltonian system with a phase plane consisting of concentric 
circles filled with dense Irrational orbits.
As K Is Increased, resonant RAM surfaces are destroyed giving 
rise to rings of elliptic and hyperbolic fixed points as In the 
continuous Hamiltonian case. For the mapping to preserve area, the 
stable and unstable manifolds of the hyperbolic points must 
Intersect, In general they Intersect "transversely** giving rise to 
regions of stochastlclty bounded by closed RAM curves*
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Within these stochastic layers, orbits diverge exponentially, 
and the dynamics may be modelled as a diffusion process.
Finally, as K Is further Increased, more KAM curves are 
destroyed until global stochasticlty ensues.
The study of perturbed Hamiltonian systems, therefore, Is 
greatly simplified by the reduction to an area preserving mapping 
such as Equation 2.5.
Chirikov has labelled the above equations 'the standard map' 
because of Its ubiquitous nature when considering perturbed 
continuous, and discrete, Hamiltonian systems. The Chirikov map 
appears In considerations of, among other things: perturbed 
pendulums, particles In a magnetic mirror trap, atomic-lattices, 
and balls bouncing on an oscillating table.
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CHAPTER 4
PUFFINGS EQUATION
1.0 Background and Aim
In this chapter we consider the dynamical behaviour of Puffings 
Equation with negative linear stiffness:
x + 6x - 0x + ox^ - f Cos wt ...(1.1)
where 6 Is the coefficient of damping, f, the strength of forcing, 
and u, the forcing frequency.
The numerical results due to Holmes, described in the last 
chapter, strongly suggest that a region of chaotic motion exists In 
the 'window' fe(1.08, 2.5), preceded by a period doubling cascade, 
with global attraction to a limit cycle for f > 2.5.
In the following we shall assume that the system Is Indeed 
chaotic for the above values of f, and, where appropriate, set the 
other system parameters equal to the values given by Holmes, l.e. 
6 - 1 ,  o - 100, 0 - 10, u — 3.76.
The aim of the work In this chapter will be to use approximate 
analytical solutions of the system In an attempt to reduce the 
complicated dynamics of the Puffing equation to a simple difference 
map. The motivation for this type of approach stems principally 
from work by Rowlands et al. on the analytic derivation of Poincar€ 
maps ([4], [32]), and also from Holme's suggestion of a simple map 
for the Puffing system [19].
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The underlying method will be to solve the equations of motion
approximately, using perturbation theory, and hence derive a 
Poincare map for the system by defining a dlscretlsed time: tQ - nx, 
where x Is a suitable time Interval, and relating the expressions 
for the variables at tn - nx to those at tn+j ■ (n+l)x. The 
resulting PolncarS map, being derived from a perturbation scheme, 
cannot be expected to exhibit chaotic behaviour. However, the 
assumption will be that the map does contain Information about the 
chaotic system and that extra Input In the form of a global 
consideration of the system will lead to the true chaotic map. This 
Is tantamount to assuming that the Polncar£ map of a system Is In 
some sense structurally stable. Thus the approximate map, plus 
global Information, will exhibit at least the main features of a map 
derived from the exact solutions of the equations.
The nature of the additional global Information will, In 
general, depend on the details of the particular system. In the 
case of the Lorenz equations, for example, Rowlands [31] was able to 
derive one branch of the Lorenz map analytically and then used a 
symmetry argument to append the opposite branch. A similar scheme 
will be followed for the Duffing equations. The resulting map will 
be found to be quite different In form from a Lorenz-type map, 
although superficially the orbital details of both systems, 
Involving trajectories spiralling between two fixed points, would 
appear to be quite similar.
2.0 Analytical Results
The phase plane for Duffing'a equations In the absence of 
damping and forcing (Figure (2c)) Indicates three types of 
qualltlvely different behaviour, and provides a basis for the 
perturbation analysis. The hoaocllnlc orbit, or separatrlx, 
separates two symmetrical regions of periodic motion about fixed 
points at ± /e/o from self-symmetrical periodic orbits on the 
outside. It will be recalled from the previous chapter that the 
homocllnlc orbit breaks under perturbation and that the subsequent 
chaotic notion Is confined to a small region about the perturbed 
stable and unstable manifolds. There Is also a symmetry breaking at 
the homocllnlc orbit between the self-symmetric outside orbits and 
the Inner orbits. It would therefore seem reasonable to base our 
analysis on orbits inside (but away from) the separatrlx, and 
outside the separatrlx and use a 'global' argument to fit the two 
resulting maps together. The symmetry breaking presents a difficult 
problem as any perturbation analysis would have to be around one or 
other of the fixed points, the problem could be overcome by 
considering the derived PoincarE map to be In variables common to 
both Inner orbits and outer ones, this will be the strategy adopted 
later In the analysis. As a first step we apply ordinary 
perturbation theory to one of the Inner orbits.
2.1 Multiple Scales Method
In order to obtain an approximate solution of Duffings 
equation, the method of multiple scales (Appendix C) Is applied to 
the equations:
x - Bx + ox3 “ f Cos ut - 6 dx
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The origin of the system is first moved to the (unperturbed) 
fixed point at ( + /57a, 0 ), thus the substitution
x ♦ X + J l % gives
X*+ 20X + aX3 + 3/aB X2 - f Cos <*>t - 6X ... (2.1)
The new variable, and derivatives thereof, are now expanded 
according to the method of multiple scales:
X ♦ exx + e2x2 + .....  tn - ent
d * Do + eDi + .... .. d2 ♦ Dq 2 + 2eDo Di + ....
dt <*t2
f is taken to be of order e3, and 6 to be of the order e2, in order 
to bring both the forcing and damping in together at third order.
Substituting the expansions into (2.1) gives for first order
(e):
d2«l - - 26xj >- - X2xj ( X2 - 26 ),
dto2
with solution: xi (to) ■ C e1Xto + C e”1Xto # ••• (2.2)
The second order (e2) equation is:
d2*2 + 2 d2»! - - A2x 2 - 3  /aB xi2,
dtQ2 dt0dti
or /Lx2 - - 2 d [ 1 A C e1Xto - i A C e”1Xto ] -
It7
— 3 ]tx$ [ C *2iAto + C e”2iAt0 + 2Ci J ,
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where L [ _ £ _  + *2 
« t 2
]•
this gives
LX2 - 2 1 A e1Xto dC_
dti
3 /Si [ C2 .22>to + CC ] + c.c.
(c.c. “ complex conjugate)
... (2.3)
The criterion for the elimination of secular terms Is then
simply: dC - 0, l.e. C does not depend on the timescale tj. 
dti
Eliminating the above term leaves the following equation for
*2*
Lx2 ■ - 3 /a6 e21At0 - 3 /a8 CC + c.c. 
with particular solution:
»2<t0> - /Si C2 e21Xto - 3/aB CC + c.c. ... (2.*)
"7* X2
After eliminating derivative» In tf, the third order (c2) 
equation gives:
LX3 - - 2 d X1 ~ 6 /ag xjx2 - axj^ + f Cos ut - 6 ***1 • 
dtgdt2 dtQ
Inserting the expressions for xi and X2> and ordering <u to be: 
u ■ X + e2 u gives:
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,3Ht,LX3 " — 2 d__ [ i X C ] - 6 /ag f /ag [ e
dt2 X2
— 5 C ] ) - a [ + 3 C ^IXt© ]
+ £  [ elxtG «lwt2 J - 6 1 X C «IXto + c.c.
2
... (2.5)
where the product of the frequency shift with to has been written 
as: w t2.
At this stage we are not Interested In the solution of (2.5), 
but rather the consistency condition given by the criterion for the 
elimination of secular terms. Thus, considering only the terms In 
e**to and demanding that these vanish, gives the following equation 
for C:
2 1 X dC_ ■ 12 a C2 C + f elut2 - 6 1 X C, ... (2.6)
dt2 2
with a similar expression for the conjugate cT
We now express C as C ■ pe*4. (C “ pe“i$) where p Is an 
amplitude and $ a phase. Substituting these expressions Into (2.6) 
gives:
2 1  X [ d p + i p d £ l - 1 2 a p 3 - 6 i X p  + f «!(»*-♦) ,
1 dt dt 7
where *t2' has been written as 't* for convenience.
Separating real and Imaginary parts gives:
dp - f Sin (u>t-$) - _6£ 
dt AX 2
p d$ “ — 6a p3 - f Cos (u>t-$)
d t  ~~T~ Tx
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Figure 4a : Phase Portrait for Multiple-Scales Solution
Figure 4b : Time Dependence of Multiple-Scales Solution
Defining a new variable X - wt-9, X - w-$ gives finally:
dp ■ f Sin X - 6p
dT T\ T
... (2.7)
p dX ■ 6a p3 + f_ Cos X + p w . 
dt X 4X
A typical phase portrait for Equation (2.7) obtained 
numerically, la shown In Figure (4a) and clearly indicates the fact 
that a stable fixed point exists for the system. The fixed point 
does not lose its stability as the forcing 'f' is Increased. This 
result agrees with that obtained by Nayfeh [28].
Considering the expression for xj - p Cos (Xt + ♦) - 
p Cos (ut - X), it is clear than an asymptotic fixed point in p and 
X implies that our perturbation solution asymptotically converges to 
a limit cycle given by:
*(t) ■ Po Cos (wt - Xo) + (order e2)
As the amplitude converges to p q , the original frequency X is 
entrained to the frequency of the driving term w, this mutual 
convergence of amplitude, frequency, and phase, causes the amplitude 
to oscillate in time around its final value as shown in Figure (4b). 
The fact that the amplitude repeatedly overshoots the final 
equilibrium would seem to imply that It is the interaction between 
the 'inside' and 'outside' orbits which produces the final state.
It is evident, therefore, that the perturbation method picks up the 
limit cycle which is known to exist for f up to fc * 0.95, however, 
it falls to reproduce the period doubling cascade for f > fc. It 
will be recalled that for f " 0.79, the stable and unstable
manifolds intersect and give rise to a 'Saale-horseshoe' which 
persists for a large range of subsequent values of f. It Is 
significant that the set 08 exists for values of f for which a 
globally attracting limit cycle exists but, being a non-attracting 
set of measure zero, does not Influence the converging orbits from 
outside the separatrlx. It is only when the limit cycle Is close to 
that period doubling to chaos occurs. It would appear, 
therefore, that Q8 In some way causes this period doubling 
behaviour, A simple explanation of the perturbation result could 
therefore be that, in the physical system, a limit cycle is forced 
through ft, as f is increased (accompanied by symmetry breaking at 
the separatrix) and that the combination of fl8 and the global 
attraction of the limit cycle produces the period doubling to chaos. 
As f is further increased the (now self-symmetric) limit cycle is 
expanded out of ft8 and forms a globally attracting cycle again.
Thus the perturbation method which is unable to 'pick up* fl8 (or the 
symmetry breaking) gives the limit cycle solution and nothing else.
The scenario sketched above of a limit cycle passing through fl8 
is obviously a great simplification of the true situation, in 
particular the smooth period doubling of the limit cycle close to Q8 
is difficult to explain, however, it seems plausible that the 
overall idea may be correct, and that this provides an insight into 
the perturbation solution.
Returning to Equation (2,7) we now proceed to construct a 
Polncari map for the amplitude p. The equations cannot be solved 
exactly, however, for a given forcing value, we may use a multiple 
scale analysis around the fixed point pq to give an approximate 
expression for the amplitude as a function of time. We begin by
51
reducing Equations (2.7) to a single second order equation In the 
variable p. We write the equations as:
p - f Sin X — 6p .
Tx 2
pX ■ p [ 6a p2 + u 1 + f Cos X
1 x ”  1 Tx
Differentiating (2.8) gives: 
p ■ f X Cos X - 6 p
Tx —
. . .  ( 2 .8 )
... (2.9)
... (2 .10)
Substituting (2.9) Into (2.10) yields
p* - f r 6a p2 + u 1 Cos X + f2 Cos2 X - 6 p 
J 2
... (2 .11)
Using the fact that Sin X ” AX_ [ p + 6p/2 ] from (2.8),
Cos X ■ [ 1 - 16A2 ( P + 6p/2 ) 2 ] , gives: 
f 2
• • • 2 J
pp - p ( Ap2 + B ) ( c - ( p + D p )  ) +
♦ ( C - ( p + Dp )2 ) - D PP , ... (2.12)
where A “ 6a. B ■ a>, C ■ f2 . D ■
■J" 16*2 2
We eliminate the square root In (2.12) by rearranging terms and 
squaring both sides to give:
[ pp*+ Dpp + (p)2 + 2D pp + D2 p2 - C ] -
- P 2 (  Ap2 B )2( C - ( p ♦ Dp )2 ) .
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Writing p ♦ po + p", where Po is the fixed point of the equation 
yields, finally, the following equation for "p (the bars are dropped 
for convenience):
• * 2 2 • • 4
[ ( P O  + P ) p l  + Ai ( p o + p ) P2 + P4 + A2 ( PO ♦ P ) +
2 ... . . .  3 ..
+ A3 ( po + P ) PP + 2 ( p o + p ) p2 P + A4 ( po + p ) P +
+ C2 + A5 ( p<) + P ) P + A$ ( p<) ♦ P ) P3 + A7 ( po + P ) P +
• 2 • .
♦ A8 ( PO ♦ P ) P + a9 ( PO + P ) P2 + >i p2 +
+ B 2 ( p o + p )2 " B 3 ( pO + p ) + B4 ( PO + P ) P2 +
+ »5 ( PO ♦ P /  P + »6 ( PO + P )8 ♦ ®7( PO ♦ P ) P2 +
+ B g ( p o + p )  P • ••• <2»13)
Where the A^, Bj are given in Appendix A.
We now solve this equation, up to second order, by the aethod 
of multiple scales, thus we write:
p ♦ epi + e2p2 + ••• d_ ♦ Do + eDl + ••• stc. 
dt
Ordering out the damping, at first order, we obtain by inspection of 
terms:
Pl a - 02 pj
where
82 5 7 3C ~ 6 p0 »3 • 8 p0 B6 + 4 pq A2 ♦ 2B2 PQ )
(  A4 P Q3 +  A 5  PO  )
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with solution
Pl - K e10t + K e-i0t
The second order equation gives:
LP2 - _________ 1__________  [ - Po2 ( 9* K2 e210t + 0* KK ) +
( A* PO3 + A5 po )
+ Ax ( - 82 K2 e210t + 02 KK ) + A2 ( K2 e2i0t + KK ) +
+ A3 (-1 e3 K2 e2i0t ) + A^ ( - e2 K2 e2l0t - 02 KK ) +
+ A5 _d_ ( 1 0 K e10t ) + Ae (i ® K e10t ) +
dti
+ A7 ( 1 0 K2 e210t ) + c.c. 1
... (2.14)
and the Ax are given in Appendix A.
The criterion for the elimination of secular terms gives:
A5 dK_ + A6 K ■ 0,
It7
with solution
K(tx) - Pe“ntl . n - Afe .
The solution of Equation (2.14) is then:
P2(tQ> - ( a ♦ 10 ) K2 e210to ♦ KK ♦ c.c.
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where
a - 1 po2 e2 + Ai _ ¿2 + A4
( * 2 * ) 3 3 3 02 3A* PO + A5 po
6 - 1 A3 8 - A7 j ,
3 38 |
A* PO + *5 PO
Y - * - Po^ 82 + Ai + A2 - Aa )
e2 1Aa PO + As PO 5
Thus, finally, we have the following second order expression 
for p(t)i
P(t) - P0 + 2Pe"nt Cos 6t + 2P2 e“2,1t [ a Cos 28t - 8 Sin 26t ] +
+ 2y P2 e“2nt .
We now proceed to construct a Polncari sup from 
Equation (2.15)* The determination of the Polncar£ map Is not 
unique, however, In this case we shall follow the Lorenz-map 
construction by considering the maximum amplitude pn ■ p(nT) where t 
Is defined such that p(nT> ■ 0 to first order* The result will be a 
first order one-dlmenslonal map relating pn to pn + j.
To first order we have that:
p(t) - - 2Pe_T't 8 Sin 8t ,
thus P(tn) ■ 0 -> tn ■ 2nx , where we take the factor 2x to give 
8
successive maxima (or minima) of p(t)*
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Figure 4c : Multiple-Scales Poincaré Map
- 5 0  " ^  ^  + 5 0
Figure 4d : Phase Portrait for Integral Method Solutions
Inserting tQ Into (2.15) gives:
-2n*n -Anwn -Anso
Pn " PO + 2P * 6 + <*2 P2 e 6 + 2P2y e 6
-2nwn
- P0 + 2P e 0 + 2P2 e 0 ( a + y )
-Anwn
and
-2nsn -2*n -4n*n -4sn
Pnfl « po + 2P e 0 e 0 +  2P2 ( a + y ) e 0 e 0 •
Expressing Po+i In terms of pn to first order gives:
Using the fact that» to first order, ( Pn - PO ) ■ 2Pe 0 ,
Inserting the value f ■ 1*5, for which the real system Is 
chaotic, giving 0 ■ 1.534, n * 0.529, a ■ 5.998, 0 “ 5.641, we 
obtain a typical graph of pn against Pn+i shown In Figure (4c).
Apart from the fact that the map has a fixed point at Po, which we 
would of course expect, It Is evident that the strong contraction 
towards pq has 'flattened' the curve, and that Information from 
outside the homocllnlc orbit Is needed to give a globally defined 
map. For this particular value of 'f' the limit cycle is very close 
to the homocllnlc orbit and we would thus expect that our 
perturbation analysis has broken down, thus the flatness of the 
curve is In this case spurious. However, the underlying philosophy
-2sn
( Pirt-1 - «0 ) - « 8 ( Pn - PO ) •
-2nirn
-4nsn
we write ( Pn “ PO )2 “ 4P2e 0 , and obtain, finally:
(2.16)
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of what follows will be that a global 1-D map can be defined for the 
system, perturbation methods will always give a limit cycle, l.e. a 
stable fixed point for the Polncar€ map, however, we shall use 
global considerations to 'break' the fixed point assuming that the 
1-D map Is analytic and varies smoothly with the parameter f.
Although the preceding analysis has produced a 1-D amplitude 
map, the method Is limited In that it cannot account for symmetry 
breaking, being a local analysis around one of the fixed points, and 
also, the behaviour of 'outside' orbits cannot be defined* It Is 
also clear that a 'fundamental' global map cannot be based on the 
frequency of oscillation to the fixed point, l.e. the timestep: 2n. 
To attempt to overcome these difficulties, a new perturbation 
method, the 'Integral method' (Appendix C) will now be applied to 
the unperturbed orbits of the system.
2*2 The Integral Method
The Integral method, as used here, la based on perturbation 
about solutions to a Hamiltonian system.
He thus begin by considering Duffing's equation In the absence 
of damping and forcing. The system is then Hamiltonian with:
H - V2 - gx2 + ax4 , ( V - dx ) .
2~ ~2~ ~ T  K dF }
Solving this system for orbits inside the separatrix yields the 
solutions:
x(t) - /28 1 dn [ /g (t « ■ ♦ ) ] ,  k2 e [o.i] ,
/  o  ( 2- k 2 ) J ( 2- k 2 ) J
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T T T
/ d»2 dtQ ■ f / Co« wto ♦ dto • 6 / «I»2 dtQ »
0 dti 0 0
... (2.17)
where t ,  the period of the unperturbed orbit, 1« given by T - 4K(k2) 
where K(k2) Is the complete elliptic Integral of the first kind, and 
♦ “ dx ■ - AA sn ( A(t+$) ) dn ( A(t+$) )•
We now assume a slow time variation In the amplitude A, the 
frequency X, and the phase A+. The Integral on the left hand side 
of (2.17) then becomes:
d<|<2 ” dk f df A2A2 ) sn2© dn2© + X2 A2 d0 d sn20 dn20 1 + 
dtx dti dk dk d0
+ X d» dX2 A2 sn2© dn2© , 0 - X( t + ♦ )
dti d©
The Integral of the last term vanishes over a period, the Integrand 
being an exact differential. The integral of the first term gives:
4K/A
dk d f A2A2) / sn20 dn20 dt ■
dti dk 0
where E - E(k2) Is the complete elliptic Integral of the second 
kind.
dto
K
■ dk^  d( A2A2 ) 4 / ( sn2© - k 2 sn*0 ) d0
dti dk X 0
Performing the Integration we obtain:
dk Jit2*2 ) f «(K-E) - 8(l+kz)(K-E) + 
dti dk ( Xk2 3Xk2
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The last Integral gives:
X2A2 / d9 d an29 dn29 dt , 9 - X(t+*)
0 dk d9
. „ ,4K+X*“ X2A2 / dA 8 dan29 dn29 ■
X# dk x2
1 4K+X4 4K+X49 an28 dn29 | — / an29 dn29 d9 ] by parts.X4> Xd>
The Integral on the right hand side has been solved above, thus 
we have for the second ten:
A2 dX 4K an2 X* dn2 X* - f 4(k-e ) - 8(l+k2HK-E) + 4K j
•Ik k* 3k2 T* } *
Combining the terms we have for the left hand side of (2*17):
dti
4(k-e ] - 8iH*2 )(K-El + 4E 1 [ d( >2*2) - XA2 dX ] +
Xk2 3Xk2
+ 4A2 dA K •o2(X*) dn2 (Xd) 
dk ‘I'
<2-18)
Turning our attention now to the right hand side of (2.17) we
f / Coe wt0 £*> dto - 6 I ( dx0 )2 dt0 
0 dtQ 0 dtg
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The damping Integral has been solved above, thus we have:
- 6 42*2 I 4 ( K-E 1 - 8fl+k2Hk-E) + 4k 
( ik2 34k2 34
Finally, we consider the forcing Integral:
f / Coo wto dx0 dto - f / Cos wto d*o ■ 
0 dtQ 0
T T
■  f  f  Cos Ut xo I + w / Sin wt0 X o dtQ ] 
0 0 J
The first term of the above gives: 
*cn(4») | Co. ( « o  ) - 1
To determine the second term, we use the Fourier series for 
cn( 4(t+.) )i
cn( 4<t+9> ) - 2. I n°+> Co. [ {2irtl). ( 4(t+9) ) ] 
kK n-0 i+,2o H  2k
... (2.19)
where q 1. the 'none' function defined by q _ where k(k2) 1.
the complete elliptic Integral of the first kind, and 
k*(k2) - k(l-k2) [1J.
This gives for the n'th integral:
T
/
0
Coa [ (2n+l)» ( X(t+6) ) ] Sin wt dt ,
setting Qn (2^ ) -2K
we write the Integral as:
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Cos (Qq A* ) / Sin (DC Cos (Qn At ) dt -
The condition for resonance Is given by:
4K “ 2w , this gives k^ - 0.7 at exact resonance.
T ” u
Ve now define a small quantity 0(k) as a measure of the nearness of 
the system to resonance, hence we write:
4K - 2w ( 1+8 )
—  IT
J  “ ( 2Ka> - 1 )
X*
we write
X - 2Ko> - 2Ku (l-'0) • ( *6 «  1 ) ... (2.21)
w (1+5) »
Inserting (2.21) Into (2.19) the Fourier series for cn(6), we 
obtain terms of the form:
Cos ( [ 2n+l ] ( wto + • ) ) ,
where • - (l-5) - uOtj, the product 0t being ordered so as to
give the slowly varying quantity *5ti*
The forcing Integral then gives:
•  T
fA2tt f Cos u>t J Cn Cos ( 2n+l )( wt + • ) | +
kK n-0 0
Sin wt l Cn Cos ( 2n+l )( wt + • ) dt 1 
n-0
. . .  (2.22)
T
+ U / 
0
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We now take T to be the period of the unperturbed orbit over
the tQ timescale l.e. t ” 2v, thus all terms vanish except the
<o
Integral involving C0 Cos ( <oto + * ), this gives:
2*/<o
fA2ir [ Cqu / S in  cot Cos ( cot + ♦ ) d t 1 
kK  0  J
Performing the integration we obtain, finally, the following 
expression for the forcing Integral:
- 2*2 A Cpf sin * , Cq  -
Thus, combining all three terms, we obtain the following equation 
for dk :
dk [ f 4 U - e ) - 8f 1+k2 ) (k-E) + 4K ) [ di 12A2 ) - XA2 dX ] ♦ 
dtl ( Xk2 3Ak2 3X ) dk dk
Having obtained the dk equation we now proceed to determine
dtl
+ 4A2K dX Sn2 ( X# ) dn2 ( X# ) 1 - 
dk J
2- 2* A Cp f gin • - 
kK
... (2.23)
dti
the equation for d$ .
dti
dtQ dtl
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Neglecting terms In t, we divide by ^  - x2a 2 Sn20 dn20, then 
Integrate again and take any resulting secular terms to define the
equation for d+ .
dti
The Integrals we have to consider are of the form:
6- 0'
/ 1 / sn20 dn20 d0 d0*
sn20* dn20'
and
t" t*
/ 1 / Cos wt dc° 9 dt dt* , 0 - A( t+4 )
sn20' dn20* dt
Considering the former, we have
/ sn20 dn20 d0 - ( l-k2 )6 + ( 2k2-l ) l( amO. k ) -  
3k2 3k2
- sn0 cnO dn0 ... (2.24)
We neglect the first term In 6, the third term can be 
integrated exactly:
/ sn0 cnO dnO d0 ■ / cnO dO “ In ( sn0 ) , 
sn20 dn20 sn© dn0 dn0
giving no secular terms.
Considering the last term, we expand E( am0, k ) as
E( am0, k ) ■ 2£  am0 + sn0 cn0 [ P( sn20 ) ] ,
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where p ( sn^e ) Is a polynomial In sn28. Ue then have the 
Integral:
/ snQ cn9 p( sn20 ) d0 - - / p( an2 8 ) d( dn6 ) 
sn20 dn20 ( 1—dn20 ) dn20
— — / G( dn20 ) d ( dn9 ) using sn20 ■ 1 ~ dn82 ,
k2
and where g ( dn20 ) Is some algebraic function of dn20.
Thus, this term does not give secular terns (terms In 6). Ue 
are left, finally, with the Integral:
/ am8 d8 . ... (2.25)
sn20 dn20
At this point we split,
1
sn20 dn20
as __ 1 + k2
sn20 dn20
and consider the Fourier expansions of
1 , 1 , and am8;
s n2 8 dn2 0
i - w0 + 2 l An Sin ( n*8 ) , An - ±  q°
IK n-1 V } n C l+i2* H
1 - x2 Cosec2 ( ) + (k-e ) - 2w2 X Bn Cos ( pw9 )
sn2e 4K2 2K K K2 n-1 K
Bn - nq*n 
l l-q2n (2.27)
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1__ - x2 r 1 + 8 l Dn Co« ( n*9 ) +
dn2e 2k*2 r2 n-1 K
+ 16 J J Dm Dn Cos ( mu 9 ) Co« ( nw9 J J
k'2 - ( 1 - fc2 ) , Dn - (-l)n gn .
( l+q2n J
(2.28)
We again neglect the 6 term In (2.26) and, on considering the 
resulting Integrals, l.e. Integrals of the form:
In - / Sin f n*6 ) d9, In - / Sin ( nw0 ) Cosec2 f *9 ) d6 , 
v ~  K 2K
In ■ / Sin ( nw9 ) Cos ( n*9 ) d0,
I„ - / Sin f nr9 ) Cos ( m*9 ) Cos ( p*9 ) d0
K K K
( n, m, p Integers )
It Is apparent that no secular terms occur In (2.25). Therefore, 
the only source of secular terms will be the forcing Integral which 
we now consider.
The left hand side of Equation (2.22) gives terms of the form: 
Cn Cos <ut Cos ( 2n+l )( wt + • ) n > 0 ,  
writing y ■ wt + ♦, wt - y - ♦, we obtain
Cn Cos ( y - • ) Cos ( ( 2n+l )y ), which we expand as
Cn Cos [ ( 2n+l )y J { Cos y Cos ♦ + Sin y Sin • }
... (2.29)
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The n'th Integral gives:
In - Cn / Sin ( y - • ) Cos [ ( 2n+l )y ] dy n > 0
Co 8 9 
2
Cos 2ny - Cos ( 2n+2 )y 
2n [ 2n+2 J
- Sin 9 Sin ( 2tt+2 )y + Sin 2ny 
l 2n+2 J 2n
(2.30)
For n ■ 0 we obtain:
Iq ■ - Cos 9
The term - y Sin 9 appeared In the coefficient of f In the dk
2 dtx
equation and is therefore neglected as were the 0 terms in (2.24).
We again use the Fourier series for 1 , 1 , with terms of
The resulting Integrals of the products of terms from (2.29), 
(2.30), (2.31), (2.27) and (2.28) are then Inspected for secular 
terms. The terms In the coefficients of Sin 9 in (2.29) ♦ (2.31), 
do not yield secular terms, and hence it is only the coefficients of 
Cos * which contribute to the d9 equation.
The above procedure would, In principle, yield an infinite 
number of terms for the coefficient of Cos ♦, however, we consider 
only terms up to order k^, which Implies we must take the Fourier 
expansions (2.27) and (2.28) up to order q2 where q Is the nome 
function defined earlier.
the form replaced by y - ( wtQ + • )>
5 k
sn^O dn 0^
dti
Performing Che Integrations yields, finally, the following 
equation for d$ :
where the Cn, Bn, and Dn are defined in Equations (2.20), (2.27) and 
(2.28).
Equations (2.23) and (2.32) determine the slow time variation 
of k and + near primary resonance. The final step, to put the 
equations into useable form, Is to expand the terms in each equation 
as a power series In k2, to do this we use the standard 
expressions [1J:
dp - f Cos ♦ ( 
dti
;) Co +
2
+ a2 ( - Co - 6CX - 10C2 ) - * B1 c0 +
4K2
+ k2 x2 ( Cq /2 - 2Di Ci + 2C0Di - 4C0D! - 
4k ’ 2 K2
... (2.32)
K(k2) - x r 1 + k£ + 12x32 k4 + 12x32x52 k& +
t  1 22 22x42 22x42x62x^ x
E(k2) - X r 1 - k2 - 12x3 k* - 12x32x5 k6
7  1 T~ 22x42 22x42x 62
<(k2)- 1£  + 8(£>2 + 8‘ (£>3 *••• J •
He also make a change of variable:
y - 2k2 - 1 , d£ - 4k dk, 
dt dt
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so that we may treat the terms In
A2 - 26 k2 , *2 -
(2k2-l)
6___ ,
(2k2-l)
and their derivatives, as exact expressions.
Having made this change of variable, and expanded terms up to 
y2, we obtain the following equations for dy and d$ :
dy [ Ai + A2y + A3y2 + ( A4 + Asy + Agy2 ) Sin2 (u>$ (l-6) ) ] 
dti
- Ayfy2 Sin * + fiy ( Ag + Agy )
d$ ■ fAxoy3/ 2 Cos * • 
dt
Where we have taken the first term of sn2(X^) dn2(x$) in the dk
dti
equation for simplicity, and where the Aj values are given In 
Appendix A.
Making the change of variable X ■ u>$ (l-*8)t
dX “ b) d_£ + ( order e2 ), we obtain, finally, 
dt dt
The phase plane for Equations (2.33) and (2.34) la shown In 
Figure (4d). Although the equations are complicated, the most 
Important feature of the solutions Is that they Increase
dti dti
- Ajfy2 Sin ( X - w"5t ) + 5y ( Ag + Aqy ) , ... (2.33)
dX " fiuAioy2^2 Cos ( X - uSt ) . 
dt
. . .  ( 2 . 3 4 )
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exponentially with tine. The coupling with the phase produces 
oscillations In the 'amplitude' y, In a similar fashion to that 
described for the amplitude p In the last section, however, the 
Important feature of the equations would seem to be that the sign of
This Is a direct result of the form of the amplitude and frequency 
expressions:
which led to the term: f d(A2A2 ) - AA2 dA 1 In Equation (2.23) being 
dk dk
negative.
Although the above equations are only valid near primary 
resonance ( k2 * 0.7, y - 0.4 ), It la clear that the same 
qualitative behaviour of the amplitude can be expected for all 
values of y as It Is only the forcing Integral which will change Its 
form as y varies. Thus, If we consider y ♦ 0, the forcing term In 
(2.33) will decrease as y2, the dampllng term decreasing only as y. 
Further, resonances of the form: 4Kn “ 2*_ will be encountered at
which the forcing Integral will vanish altogether. Therefore, 
although the details of the amplitude equation are complicated, the 
overall exponential growth of y (and hence decay of A) will hold 
true In general.
Of course, It Is Impossible to predict how the phase will vary 
as y Increases, we saw In the last section that the phase of the 
multiple-scales solution was slowly entrained to a constant with the 
amplitude and frequency, hence giving a limit cycle solution, 
however, no such solution exists for outside orbits and the best we
the derivative d^ Is the same as that of the damping term In 6.
dt
A (i
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can assume Is that the phase Is approximately constant at thle 
order.
Setting f ■ 0 and considering only linear terms In y, 
Equations (2.33) and (2.34) become:
The Polncarg Map
He now derive a PolncarS map for the amplitude:
A2 - 28 k2 - 8 f v+1 )
a l 2k2- 1 ) <» y
The time Interval t is defined to be t ■ 2 where <*> la the driving
_ u>
frequency. Inserting y(t) - Keot Into the above gives:
A2(t) - 1  ( 1 + Re"« ) K - 1/K
Inserting the expression for Aj,2 into the above gives the following 
relationship between A„+i and An
dX - 0 . 
dt
with solution y(t) ■ Keat
( Ax + A^Sln^X J
a
Defining An2 - A2(nt) we have:
2  ~ 2  n a n
An “ £  ( 1 + Ke w ) ■ i  ( 1 + Ke-anT )
a  a
An+12 - 1  ( 1 + Ke“onT e-aT )
a
An+1 " [ £  ( 1 " «"OT ) + *"aT A„2 ]
i
... (2.35)
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Figure Ae : Poincaré Maps for Outside Orbits
Figure Af : Inside and Outside Maps Plotted Together
Two plots of the An curve are shown In Figure (4e). The 
factor a Is determined by setting X ■ 0, and gives rise to a
7
change of alope, the overall form of the two curves being the 
same. Each curve lies strictly below the diagonal: A^+j - An and 
iterates of the map bring an Initial point into the separatrlx 
region. Thus, although (2*35) Is only an approximation to the true 
map, It possesses the essential feature of modelling the convergence 
of the outside orbits to the homocllnlc orbit« For non-zero f we 
would expect the curve to be qualltively the same, the coefficients 
of f In (2«33) and (2.34) being of order y? and y3/2 respectively, 
thus although the curve may have a small oscillation, It will still 
be monotonlc and lie strictly below the diagonal, the curves defined 
by (2.35) are In some sense an average over small oscillations. The 
mapping outside, then, although difficult to determine, is In some 
sense trivial, leading to contraction of orbits Into the separatrlx. 
The Inside map, which we will now determine, should have a fixed 
point, corresponding to a limit cycle solution, by analogy with the 
multiple scales analysis of the last section. It Is apparent that 
equations having the form of (2.33) and (2.34) will never pick up a 
fixed point solution, being non-autonomous, so that different 
assumptions about the frequency and phase will have to be made when 
the Integral method Is applied to orbits lying Inside the 
separatrix.
2.2.2 The Inside Orbits
The unperturbed orbits Inside the separatrlx have the form:
x(t) - A dn ( A(t+#) )
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x(t) “ - AAk2 an ( A(t+#) ) cn ( »(*+♦) )
a - /TtT 1 , k - /g
/  a l 2-k2 )J ( 2-k2 )l
We will again use the Integral method on the unperturbed 
aolutions to derive a Polncari map for the amplitude A inside the 
homoclinic orbit* However, in this case we know from the multiple 
scales solution that the resulting map will have a fixed point, and 
that the Integral method as applied in the last section will not 
pick up such an equilibrium. The problem with the outside orbits 
was that the frequency X, passed in and out of resonance as the 
orbit converged inwards, so that an analysis near primary resonance 
was necessary for f non-zero, although a more global picture could 
be obtained for f ■ 0.
It will be recalled that in Section 2.1 the coupling of
amplitude and frequency caused small oscillations in p, and that as
the amplitude converged to a constant, the frequency was entrained
to that of the driving term u, whilst the phase approached a
constant value. In this section, therefore, we will assame that, to
this order, the frequency is exactly entrained to the driving
frequency, and adjust the phase to give limit cycle behaviour for
the inside orbits. These assumptions of course, will not give the
exact equation for dk. however, we will treat the resulting 
dt
expression for k(ti) as an average over small oscillations and 
assume that the Polncart map will retain the essential dynamics of 
k(tj) in much the same way as the PolncarS map of Section 2.1 
smoothed over the oscillations in p, In essence we are assuming that
these oscillations are insignificant over the timescale t - 2*.
u
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He begin by writing the unperturbed solution as:
x(t) - A dn ( yt + ♦ )
where y(k2) Is defined such that:
2K - 2w to this order.
y
this defines y(k) as:
y(k) ■ o»K + ( order e2 )
*
The phase + Is to be treated as a constant to this order. 
Perforaing the Integrations, as in the last section, we obtain the 
following equation for dk :
dti
dk_ f 2_ { (K-E) + K - 2(l+k2)(K-E) } X 
( k2 y 3y 3k2y
x f df A2k*y2 ) - A2k*y dy 1 + 2A2k* dy K sn2$ cn2# 
1 At, av J AV
- - 2*2Af Ci Sin
K
( x* 1 - 2 6A2k2y f (K-E) + K - 2( l+k2HK-E) 1 
K 7  3k2
We now define + to give a Halt cycle solution. Setting
+ - -K, we obtain, after expanding the terms up to k2
2
dk2 - Ajf - ( A2f + A36 ) k2 
dti
... (2.36)
where the Aj are given In Appendix A.
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Setting y - kz we have:
dy “ A—By , A ■ Ajf , B • A£f + A36 • 
dt
with solution y(t) ■ A - Ke~Bt.
B
Inserting the above Into the expression for the amplitude 
gives:
*2<t) - 2$ 1 - 2 6  1 , C - 2 - A .
« C22?) « B
Dlacretlslng time, as before, according to t ♦ nx , T ■ 2»,
ID
gives:
. 2 2
°**n - 1______  , «Anvi - ________ 1________  .
2 e l C + Ke-BnT ) 28 l c + Xe_BnT e-BT )
Finally, relating to An, we have:
A n + i -  _____________ i n _______________ .  . . .  ( 2 .3 7 )
[ «_ C*n2 (!-«-•’) + «->T ]l
The curves defined by (2,37) and (2.35) are plotted In 
Figure (4f). The aap has been defined on the Interval ( 0, J i b  ) 
although the original amplitude Is defined on the smaller Interval 
( ^  , Jib ) we are thus considering (2*37) to be a formal 
difference aap which has been abstracted from the original equations 
and expresses the dynamics of a quantity related to the amplitude 
A.
For f ■ 0 the curves Inside and outside (for X • 0) are very 
close at the homocllnlc orbit. As f Increases, the Inside maps get 
steeper and the resultant fixed points move closer to the separatrlx
st /2b The flattening of these curves with Increasing f Is due

to the strong contraction to the limit cycle which Is always present 
In the perturbation analysis.
The above figure, then, contains all of the Information we are 
able to derive from a perturbation analysis. The curves, Inside and 
outside, have been derived by using the form of the amplitude In the 
unperturbed solutions and taking simple exponential solutions for 
the quantity k(ti) In each case, the resulting Polncarfi map has been 
assumed to be globally defined from zero to Infinity with a 
discontinuity at the separatrlx, this has the effect of abstracting 
the map from the original amplitude to a quantity, Bn, say defined 
on 10, -J.
The global Input to the Bn map Is to now assume the map to be 
analytic over the separatrlx and to simply Join the curves over this 
region in such a way as to 'break' the fixed point and give chaos.
A straight line join would give chaos as the gradient Increased with 
f, but would not give a period doubling cascade. Therefore, the 
most obvious method is to assume a smooth curve Join giving a 
logistic type map at the separatrlx with global attraction to It 
from either side. The resulting Bn map [Figure (4g)] of the form, 
say,
»a+l -  a  1 8B°2 t  ^111,3 ( “ ■ »n+1 -  1  «  1 )
l n + uin3 ) »
where o, B, Y, n, U are parameterlsed by f, will give a 
logistic-type bifurcation sequence, as f Increases, leading to 
chaotic motion In the separatrix region.
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3.0 DISCUSSION
The form of the B„ map of Section 2 has been derived by 
considering the Polncart map of the amplitudes Aq inside and outside 
the separatrlx region. The existence of a globally attracting limit 
cycle in the perturbation solutions has led us to consider a 
one-dimensional map in which the fixed point obtained by the 
perturbation method can be made to go unstable by considering a 
smooth curve fit between the 'inside' and 'outside' maps. With 
regard to the original system, the status of the Bn map, being 
derived from the amplitudes Aq , Is most akin to a 'maximum 
amplitude' map of an amplitude defined from the origin of the 
system. In using the A„'s the Bn map takes into account the symmetry 
breaking by assuming the dynamics left and right of the saddle to be 
equivalent.
The assumption of constant phase, to give a 1-D map, has not 
been rigorously Justified. However, it would seem a reasonable 
conjecture that, asymptotically at least, the phase is approximately 
constant, to this order, with oscillatory terms which, although 
chaotic, would remain bounded and that the large scale chaotic 
motion would then reside in the amplitude. The assumption of a 
'chaotic' amplitude map rests by analogy with the Lorenz system.
The difficulty with the Duffing system is that the chaos resides in 
a small region around the separatrix so that, although perturbation 
theory provides information on the converging orbits, the chaos 
resides precisely at the region where we have to make assumptions 
about the nature of the map. In the Lorenz caae, the chaos is in 
the amplitude map away from, and up to, the saddle point, so that
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perturbation theory is valid in this region and yields an 
approximation to the Lorenz map (Rowlands [32])«
However, accepting these difficulties, it is apparent that the 
Bn map suggested in the last section does model the Duffing system 
inside and at least in some regions outside the homocllnlc orbit. 
The difficulties presented by the outside orbits make it Impossible 
to say how the curve behaves for large amplitudes, however, the 
qualitative feature of a shallow curve which brings orbits Inwards 
very quickly would seem a reasonable conjecture.
In conclusion then, an analytic one dimensional map has been 
assumed to exist for the Duffing system. Analysis has indicated 
that the map will have the fora of a logistic map around the 
homocllnlc orbit, with global attraction to it from either side.
The map, being one-dimensional, loses the details of the 
Smale-horseshoe but exhibits the period doubling cascade observed in 
the physical system.
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CHAPTER 5
THE SYMMETRIC MAP
1.0 Introduction
The logistic. Henon, and Chirikov, maps described In Chapter 3 . 
are all well documented examples of chaotic discrete systems. In 
fact, they form the archetypal set of such systems, each 
characterising a different facet of chaotic behaviour. Thus, the 
logistic map, the 'simplest' of all chaotic systems exhibits a 
period doubling cascade of stable periodic orbits, ending In a 
chaotic state which persists over a range of parameter values. 
Inherent in this bifurcation scenario Is a scaling universality, In 
parameter space, which predicts period doubling to chaos In all 
'unlmodal' maps.
The H£non map, although more complex and seemingly 
Intractable than the logistic map, also shows some of the behaviour 
of the latter, l.e. a period doubling cascade of periodic orbits to 
chaos. However, the chaotic state Is now characterised by a 
discrete form of strange-attractor. The Hinon system Is dissipative 
with Jac oblan J - - b, and hence most Initial points would be 
expected to converge onto the strange attractor. This Is In 
contradistinction to the case of the logistic map where the chaotic 
state Is characterised by overall expansion of trajectories 
(positive Lyapunov exponent).
Finally, the Chirikov, or standard, map provides an example of 
an 'area preserving' 2-D chaotic system. This system, being 
abstracted from a Hamiltonian system of equations, is characterised 
by the gradual break-up of KAM surfaces (invariant tori) under
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perturbation. Thus, although there la no attraction to a strange 
attractor as such, the existence of homocllnlc and heterocllnlc 
points, and the Infinite sequences of resonant Islands, leads to 
behaviour which we may term chaotic and Indeed, may be represented 
as a dlffuslon-llke process [25].
The salient features of the above short resum£ of chaotic 
discrete maps Is that quite different types of behaviour can be 
expected to occur for systems according to the value of the 
appropriate Jackoblan (or derivative in 1-D) of the map.
The H£non and Chirikov maps both have constant Jac!>oblan (-b, 
and +1 respectively) leading to either strange attractor or resonant 
Island behaviour accordingly. The logistic map Is characterised by 
Its Lyapunov exponent which la negative for periodic behaviour 
and positive for chaotic behaviour.
It would seem to be of some Interest then to ask what might be 
expected of a discrete map whose Jac’-oblan could take on a range of 
values from negative to positive, including the area preserving case 
J ■ 1, and singular case J ■ 0.
In this chapter, such a map la Investigated. The fact that the 
Lyapunov exponent for the logistic u p  takes on both negative and 
positive values according to the value of the parameter, leads us to 
consider two logistic maps coupled through their parameters. The 
resulting 2-D map Is then Investigated, particularly with reference 
to the 1-D logistic map and Its parameter space, to try to ascertain 
whether features of the 1-D case carry over to 2-D. The effect of 
parameterislng the system Is then considered and finally a
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perturbation method is applied to the map to attempt to generate the 
etructure of the strange attractor of the system.
This latter la found to be of only limited success due to the 
complicated nature of the governing equations, thus although a 
recursive set of equations Is not found, the equations obtained do 
exhibit the same complex behaviour as the original equations, 
suggesting a universal characteristic of coupled non-llnear discrete 
maps.
1.1 The Map
In order to construct a chaotic map whose Jackoblan takes on 
both positive and negative values, we combine 2 logistic maps, (one 
In the variable Xq , the other In y„ say), in such a way as to retain 
the fora of the 1-D map In each variable.
This precludes simply adding a term proportional to the 
'opposite' variable In each case (see, however, [17] and below). 
Thus, we are led to couple the maps through their parameters and we 
do this In a symmetric way to give a map which shall be denoted the 
'symmetric map' for convenience:
*n+l - 1 - (1 + 7n> *n2 . 
Tn.1 - 1 - (1 + *n> 7n2 •
*». To « [ -1.0. 1.0 ]
... (1.1)
Inspection of Equations 1.1 reveals that each variable Is 
governed by a logistic map whose parameter la 1 plus the opposite 
variable. The variables range between -1.0 and +1.0 and thus the 
addition of one to each variable allows the effective parameters to 
vary between 0 and 2. That la, In each equation the variable Is
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governed by a logistic map whose parameter can vary from the 
periodic through to the chaotic reglm£.
Evaluation of the Jac’loblan of the map gives:
J df df 
d*n dy„
i s
d*o dy„
* O  + *«> <1 ♦ yn> *nyn - »n2Tn2 ■
where: f - fiXn.yn) - 1 - (1 + yn) *n? »
8 ■ 8<*n.yn> - 1 - O  + «o> y«2 •
Although the expression for the Jac’ obian is relatively 
complicated, regions of different 'J' values are easily obtained 
numerically in the 'state space': x„ e [-1,1J, yn e [-1,1]. In 
particular, the equation J - 0 can be solved to give the solutions:
*nTn - 0 ,
... (1.3)
and yn - ~4 (1 *
(4 + 3*n)
We thus have a 2-D map whose Jackoblan can take values from the 
negative to the positive, through zero.
Although Equations (1.1) are quite complicated, a couple of 
qualitative features of the system are apparent. Firstly, there are 
a pair of period 2 fixed points at (x^y,,) - (0,+l),
(*n.yn> " (+1*°)» a Palr at (*n»yn> " <*n»yn) “ (+1,+1),
and two period one fixed points at (Xg.yn) - (-1,+1),
(xn, ynj - (+1, -1), none of which are attracting. Secondly, It Is 
apparent that the diagonal line, x„ - yn, is an Invariant under the 
map, l.e. any point started on the diagonal will remain there for 
all time. Given these remarks we
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Figure Sa : Symmetric Map Attractor
must now turn to numerical Iteration of the map to view the overall 
aaymptotlc behaviour of 'typical' initial conditions.
1.2 Strange Attractor
In Figure (5a). the result of applying the map 50.000 times to 
the initial point (Xo.yQ) - (0.7.0.3) is shown. The first few 
Iterates of the point are Ignored to allow transients to die away. 
The contraction to the 'strange attractor' Is extremely rapid and ao 
only a few ( * 50) 'settling down' lnteratlons are neceaaary.
The most obvious features apparent in Figure (5a) are the four 
regions of attraction in the state space. Colour coding of 
trajectories reveals that these regions are each visited In a 
certain order, indicating a basic period 4 process. Also of 
Interest is the similarity in form of the two large attracting 
regions and the two small ones. Closer Inspection of the attracting 
regions reveals a complex network of lines criss-crossing the 
attractor. In fact, the large cusps which branch out from each 
region 'point' to two of a set of four period 4 fixed points which 
lie on the diagonal and attract almost all points initiated on the 
diagonal. The other two members are 'indicated* by smaller cusps 
branching from near the top of each region.
The basic features of the symmetric map described above, 
have been observed to hold for many Initial conditions and many 
(■ 500,000) Iterations of the map. It would therefore appear 
justified to refer to the attracting regions as the 'period 4 
strange attractor'.
In the next section an attempt will be made to explain the
qualitative features of this sttractor.
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1.3 Investigation of the Symmetric Hap
1.3.1 The Diagonal Map
The existence of a stable period four orbit on the Invariant 
diagonal Is easily understood by considering Equations 1.1 with the 
condition Xn - yn. In this situation we have 2 uncoupled equations 
of the form:
*n+l ■ 1 - *«2 - »n3 ■ *n e [ - M l  .
which possesses a stable period 4 orbit. Thus, all points Initiated 
on the diagonal are constrained to remain there for all time, and 
further, almost all of these points will be attracted to the stable 
period 4 orbit (the points (-1,-1), (+1,+1) are examples of Initial 
conditions which do not converge to the stable period 4 orbit).
1.3.2 Period 4 Attractor-Enslaving
Considering now the 'fourfold' nature of the attractor, the 
symmetry across the diagonal can be seen to arise from the symmetry 
of the map. Thus, an attracting region centred on a point (*i,yi) 
say, will be mirrored by one centred on (yj,xi), furthermore, both 
regions will have the same shape and structure.
The second plane of symmetry, l.e. that between the two small 
and two large attractors, Is much more difficult to understand, and 
Is not at all obvious from the form of Equation (1.1).
The symmetry can be understood qualltstlvely by considering the 
1—D parameterlsed logistic map. It will be recalled that each 
variable in Equation 1.1 Is 'driven' by a logistic map In which the 
parameter takes on values between xero and 2. There Is thus a
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direct correspondence between the state-space for the system:
[-1,1] x (-1,1], and the parameter space for (two) logistic maps: 
[0,2] x [0,2].
Therefore, an Initial condition (x0,y0) will define a point In 
state space and also 2 logistic map paramters, namely: Xj - 1 + yQ. 
and *2 “ 1 + *o» which will determine whether the next Iterate of 
the map: xi ■ 1 - Xj , yi ■ 1 - X2 yD^» determined by a 
chaotic map: Xj, X2 > X«, or a periodic map: Xj,X2 < X», or both: 
Xi(X2) < X-, X2(X!) > Xm.
This situation Is made clearer by comparing a cross-plot of the 
bifurcation diagrams for Xg, and yn, Figure (5b), with the regions 
occupied by the strange attractor.
Upon comparison it Is found that the small attractor lies 
within the chaotic region of parameter space, whilst the large one 
lies wholly In the periodic region. What would appear to be 
happening, then, Is that the dynamical system possesses an attractor 
(symmetric about x„ ■ yn) In the chaotic parameter region. One 
Iterate of this attractor under the mapping takes It outside the 
chaotic parameter region Into the periodic region. Here, since the 
logistic map has only slight curvsture over much of this region, the 
attractor will be mapped back to the chaotic region with only slight 
distortion In shape. The system Is therefore enslaved to the 
chaotic region.
Having said all this, It should be pointed out that there does 
not appear to he an exact correspondence between the extent of the 
attractor In state space and the chaotic region In parameter space.
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Thus the attractor sits within the region where both Zq , and yn, are 
chaotic, hut does not occupy the whole of the region.
Therefore, the atteapt to link the dynaalcs of the syaaetrlc 
aap to those of the 1-D logistic map are Halted quantitatively, 
although the broad aspects of Its behaviour can be understood 
qualitatively froa this point of view.
Also, because of the nature of the logistic aap curves, a 
region In state space where yn > x„ will be aapped to a region 
xn > yn, when Xq and yn lie In the chaotic paraaeter region, and to 
a region yn > Zu when Zq and yn lie In the periodic paraaeter 
region, and slallarly for the region Zq > yn. This crossing of the 
diagonal every other Iterate, together with the enslaving, leads to 
the basic period 4 behaviour observed.
1.3.3 Lyapunov Exponents and Boundary Behaviour
The last three sections have atteapted to give a qualitative 
explanation of the overall dynaalcal behaviour of the syaaetrlc aap. 
In this section we will concentrate on the fine details of the 
dynaalcs within the attractor, and begin by calculating the 
Lyapunov exponents, for the aap, nuaerlcally.
Following Llchtenberg and Lleberaann [21] we take the Lyapunov 
exponents to be:
ot - Li a 1^ In [v*] , 1 - 1 , 2  ... (1.4)
n-*— n
where vj • eigenvalues of aatrlz
Jn(*o> " [ J<*n> J(*n-l) •••• J(«o> ]
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where J is the Jac .oblan matrix, Equation (1.2), and xq la an 
Initial condition.
The above expression was evaluated for n - 1000, and various 
Initial conditions. To reduce numerical errors, each matrix Jj In 
the product was divided by det(J^) so that the matrices each had 
unit Jac oblan.
After 1000 Iterates, the exponents had converged to:
oi - 0.117, 02 - 0.076
The most noteworthy point Is that both the exponents converge to 
positive values. This Is contrary to what we would expect for a 
dissipative system (see Chapter 3) where the sum of the exponents 
would need to be negative to provide global contraction.
The key to understanding this result is to think by analogy with the 
logistic map. In that situation we have a system which, when In the 
chaotic reglmi, has a positive Lyapunov exponent. That la, we have 
overall expansion on average, of initial conditions, however, the 
orbits remain bounded because of the shape of the logistic curve, or 
more accurately, because of singularities In the distribution of the 
map which form boundaries between different regions of chaos.
As mentioned In Chapter 3, these singularities are caused by 
Iterates of the maximum of the map, a point of Infinite 
contraction.
It would therefore seem plausible that a similar situation 
pertained to the 2-D symmetric map. In this case, the points of 
Infinite contraction would correspond to the lines J ■ 0 as defined 
earlier (Equations 1.3). We might then expect Iterates of these
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lines to map out the boundaries of our chaotic regions In state 
space.
In accordance with the above, the lines: yn ■ - * d  + *n). and
<* ♦ 3xjj)
xn - 0, were Iterated under the map. To prevent stretching of the 
lines between the periodic points at (0,1), (1,0) etc., only those 
segments of the lines lying within the strange attractors were 
Iterated (larger segments of line would eventually 'fold In' to the 
attracting region).
Upon Iteration, the line yn ■ - * d  *** xn). was observed to
<* + 3*n>
become Increasingly convoluted and, although the line stayed within 
each succeeding attracting region eventually filling them, no 
obvious boundary demarkatlon was apparent.
When the x„ ■ 0 line was Iterated, however, the line very 
clearly marked out a boundary curve of each successive region until 
It too became very convoluted after about the 7th Iteration.
In order to see this boundary demarkatlon more clearly, we 
exploit the symmetry of the map to confine attention to one given 
region of the attractor.
Ue first consider the period 2 map given by:
2 2
xn+2 ■ 1 “ <2 -(1 + x„) y„2) (1 -(1 + yn)*n) .
2 2
yn+2 " 1 - <2 - d  + yn> *n2> d  " O  ♦ *n>yn> •
... (1.5)
Recognising that the above would give us a period 2 chaotic 
attractor symmetric about x„ “ yn, we simply swap the expressions 
for Xq+2 and Yn+2 which gives us four attracting regions which are
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Independent, Instead of one period 4 region. The same result could 
have been obtained by considering the period 4 mapping, although 
the form of the equations would have been much more complicated.
The equations now become:
«irt-l -  I -<2 -  <1 +  7n> * n 2 > (> -<1 +  *n> Tn2) 2 . ... <1.6)
7 o + l  - 1 -<2 - <1 + i,,) y„2> <1 - d  + 7 n >  *»2)2 .
and the first four Iterates of the line yn ■ 1, x„ e [0.5, 0.85], 
under this map gives Figure (5c), which clearly shows the boundary 
demarkatlon of the attractor by the J “ 0 line.
Particularly noticeable in the above figure Is the Inner 
cusp-like structures formed from the convoluted J - 0 line. These 
features are apparent In the strange attractor where they show up as 
lines of Increased density. We can now understand the fine scale 
dynamical behaviour of the symmetric map in terms of the successive 
wrapping of the J - 0 lines.
Regions on one side of a line J “ 0 will be folded over to the 
other side, thus the boundary lines of the strange attractor will 
fold In points exterior to it. These points are then trapped within 
the attractor and undergo chaotic motion as a result of the 
successive foldings due to the presence of the convoluted J ■ 0 
lines.
1.3.4 Conclusion
In this section the main features of the symmetric map have 
been described and, to some extent, explained. It has been found 
that there Is no direct link with the dynamics of the 1-D logistic
-  9 0
map, although confinement of orbits due to singularities In the map 
Is common to both the one, and two dimensional maps.
The fact that both Lyapunov exponents appear to be positive, 
and the phenomenon of enslaving of orbits to the chaotic regions 
appear to be new features which are not present In the standard 2-D 
maps mentioned In the first section.
One restricting feature of the symmetric map Is that It does 
not contain a parameter. In the next section the system will be 
parameterlsed In a seemingly 'natural' way and the resulting system 
studied.
Finally, a form of perturbation theory Is brought to bear on 
the system, the results of which show behaviour very like the 
original.
2.0 Parameterlsed Map
We parameterlse the system In the following way:
■hrH - 1 -[• + (2 - .) To) ,
To+l - 1 -I* + (2 -*) «nl in2 .
where 's' is the parameter.
... (2.1)
It Is then apparent that the parameter value a - 2 corresponds 
to the two maps being uncoupled, whilst a ■ 1 gives the symmetric 
map previously studied.
Equations (2.1) represent, then, a smooth parameterlsatlon of 
the symmetric map, taking It from a coupled to an uncoupled system 
as 'a' ranges between 1 and 2, with as yet unknown behaviour between
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Figur« 5d Attractor for a ■ 1.02
these limits. A typical numerical Iteration of Equation (2.1) Is 
shown in Figure (5d) for the parameter value: a " 1.02. Although a 
fourfold attractor similar to that considered in the last section 
would appear to be present in Figure (5d), the points actually move 
randomly around the state-space, showing none of the fourfold 
periodicity previously uncovered by colour coding of orbits. In 
fact this would seem to be true for all 'a' values strictly greater 
than 1. As 'a' is decreased from two (at which value, initial 
conditions randomly fill the whole state space) the area of 
attraction gradually diminishes in size , and becomes more akin in 
shape to the symmetric map attractor. Points tend to move around 
the attracting region in a completely random fashion until, at the 
parameter value a ■ 1, a kind of symmetry breaking occurs in which 
four attracting regions separate out to form the period 4 
attractor.
This, then, is the situation pertaining to the parameter reglm£ 
1 < a < 2, and apart from the symmetry breaking at a - 1 it is 
apparent that there is little of Interest in the dynamics of the 
system in this reglmS.
A totally different situation exists, however, if we allow the 
parameter to take on values less than one.
At the value a - 0.8907 a stable period 4 orbit exists, whose 
members lie at positions symmetrical with respect to the diagonal 
and the second plane of symmetry between 'small* and 'large' 
attractors described in the last section. It should be noted, 
however, that the basin of attraction of this orbit does not extend 
over all state space and consequently, some initial conditions
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Figure Se : Attractors for Various Values of a 
(i) a - 0.9 (il) a - 0.93 (iii) a - 0.94
escape Co infinity. Also, at parameter values below the above 
value, 'almost all' initial conditions blow up in this way.
As 'a' is increased to 1, each point of the stable orbit 
undergoes a Hopf bifurcation to give four periodic Islands, these 
islands contort into more complex shapes as the parameter is 
increased. Thus, we see the situation in Figures (Se) for various 
values of 'a'. For some parameter values extremely complicated 
attractors exist (only one of the four attractors is shown in each 
figure), whilst at other values, these attractors collapse into 
quaslperlodlc or periodic orbits. The appearance of periodic 
attractors amongst the (supposedly) chaotic attractors seems to be 
random with respect to the parameter space. There is a striking 
similarity here between the type of behaviour described above, and 
that found for a two parameter system of the form:
«n+l - «Yn + 8*n + 2»n2
Tn+1 "  ♦  >Ju + 2t . 2
as described by FriSyland [11], and similar systems studied by Hogg 
and Hubermann [17], and Jeffries [20]. In particular, the former 
considers the case of 'frequency locking' (periodicity) and 
subsequent 'frequency slippage' (quasiperiodicity) as described 
above, to be generic features of coupled oscillators, whilst 
Jefferies considers systems of the above form as models of chaotic 
behaviour in resonantly driven p-n Junctions in silicon. The 
similarity between the numerical and experimentally observed strange 
attractors in this case suggests that although the features of 
coupled parameterised maps as described above, are extremely 
complex, there is, nevertheless, evidence that physical structures 
can, and do, support such behaviour.
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2.1 Analytical Resulta
It was mentioned earlier In this section that at a ■ 0.8907, a 
period four orbit exists, consisting of four fixed points which 
subsequently undergo a Hopf bifurcation to give quaslperlodlc 
Islands. This situation suggests that the parameterised system Is 
amenable to a perturbation analysis around each stable fixed point. 
The Incentive here Is provided by a paper by Rowlands and Bridges 
[3], In which a perturbation analysis of the HSnon map, around a 
fixed point, led to an iterative scheme which reproduced the HSnon 
attractor to a high degree of accuracy.
Although the attractor in the present case Is much more 
complicated In structure than the H(non case, It might be hoped that 
some features of the parameterised system might be evident In the 
perturbative solution for some range In parameter and state-space.
We begin then by 'collapsing' the period four attractor to a 
period one attractor, for the parameterised system, by the method of 
the last section. Thus, we have:
2
*irfl - 1 - ( 2 - b(a + byn)xn2 ) ( 1 -(a + bxn)yn2 ) ,
yn+1 - 1 - ( 2 - b(a + bxn)yn2 ) ( 1 -(• + byn)xn2 ) .
... (2.3)
where b - (2 - a).
For some parameter value a ■ a we have four stable fixed points 
of Equation (2.3) one of which Is at (x,y): - (x,y).
We now wish to expand Equation 2.3 around (a,x,y), writing:
*n " * + 6xn* yn " 7  + 6yn»
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In accordance with standard multiple scales methodology we
order the variables ¿x, 6y, 6a, thus: 
s*n " “ n + «2«n2 +  ••• «<=•
‘in - eyn + e2yn2 + ... «tc.
6a ■ e2
Then expanding Equations 2.3 according to the above, we
for first order (order c):
1 1 1
*n+l " Axn + Byn ,
1 1 1
yn+1 ■ (**n + ®Vn »
where A - A(a,x,y) etc., are functions of a,x,y, given In 
Appendix B. We now reduce Equations 2.4 to one second order 
equation thus,
1 1  1 
*n+2 - (A + D) Xn+i + (BC - AD) xn ,
1 _  1 _  1 
*n+2 " ♦*n+l “ »
/v 1
or, L xn ■ 0 ,
7  “ A + D, * - AD - BC 
To solve Equation 2.5 we write:
which gives a condition on ex:
« X - / T  { J L  * i [1 - (_±J] } • (taking 4 ♦ > ^ )
2/? 2/f
The critical point (Hopf bifurcation) Is given by:
obtain
(2.4)
(2.5)
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X ■ lu
which implies ♦ ■ 1, cos w ■ ♦
27?
we can now write:
xn - $elam + te-ia,n, where 4 and ♦ , are constants to this
1
order. The solution for yn Is obtained from Equations 2.A thus,
1 1 1  
*11+1 - **n + "in •>
-> y* - te1“» + Hi1“", «here E- 1 (te1“ - A*], n - 1 [ te"1“ - At ] 
B B
Combining the above results gives the first order solutions:
x i  -  e^ lum  + ♦ e"1 “ n ,
1 . . .  ( 2.6)
yn - eelwn + nei“n,
with + , t|*, C, n, constants to this order.
Proceeding in similar fashion to the second order we obtain the 
following equation for x^n:
i*n2 - *' (*!,) + B’ (ji) + C' *n in ♦ E' (*iH-l) +
+ * ' (iir+l) + O' (*n+l inti) + O' «* .
( 2. 7)
where the A', B', etc., are listed In Appendix B.
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Inserting the expressions for Xj, and yn in Equation 2.7 
gives:
Lxn2 - Ae21“« + Be"2*“« + C , ... (2.8)
with solution:
xn2 - Ae21“« + Be"21“« + C , ... (2.9)
where A ■ A_________ , B - _________ B_________, and
(e*1“ - ^e2iu> + (e-4i(u - $e-2iw + *)
C ■ _____C , with A, B, C given in Appendix B.
(1 “ ? + ?>
Substituting for y„2 gives:
yn2 - De21“« + Ee"21“« + F , ... (2.10)
with D,E, and F given in Appendix B.
The third order equations are derived in a similar manner, the 
main steps being sketched in Appendix B. However, at this stage we 
are Interested only in the secular terms i.e. terms in e1“«, and 
e-iu>n#
Referring to Equation B.4 in the appendix, we have the third 
order equation:
Lx«3 - BTn - DSn + Sn+i . ... (2.11)
1
We rewrite the solution for x„ (Equation 2.6) as:
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xn - $elom + - ♦elu)n + c.c, (2.12)
where ■ complex conjugate of
We now take $ (and $*) to be slowly varying functions of n, In 
the sense that (♦n+.i - $n) ~ 0(e). thus, retaining terms In 
el«>n (e-lo»n)> the right hand side of Equation 2.11 takes the form:
S1 ♦n2 ♦n* + s2 ♦n + s3 92n+l 9*11+1 + s4 ♦iH-1 + c.c,
... (2.13)
where the Sj are functions of x, y, a •
In Equations 2.5 we wrote:
/v 1
Lx,! - 0 to the first order.
Now, at third order, we substitute ♦ ♦ $n etc. , Into the above to 
give the 'multiple timescale' terms analogous to the derivative 
terms In the continuous case. The terms so obtained will then be 
set equal to the expression In Equation 2.13 to form the required 
consistency condition for the vanishing of secular terms.
Expanding Equation 2.5 we have:
1*1 - ♦„m «1“" .2t“ - ♦ r^t-1«1“" + ... (2.1*)
Splitting $„+1 as + (♦n+l “ ♦n) ®tc. , we obtain:
Lx1 - ♦„ [ e2*“- Te1“ + 1 ] + ( +n+2 ” ♦n ) ®21“ “
” ( ♦n+l " ♦n ) ♦e1“ " ( 9n+2 ” 9n ) e21“ ”
” ( ♦n+l “ ♦n ) ♦e1“
... (2.15)
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the coefficient of $n above vanishing by virtue of the deflnltllon 
of Equation 2*15 can be further simplified to:
Lxl - (iPrri-2 - *n+l) t21“ - (*ntl * *n> ••• (2.16)
We thus obtain, finally, the following consistency condition In 
th. ♦„!
♦n+2 - (* + 1») 6n2 »n* - (C + ID + 6. (E + IF)) ♦„ +
+ (C + 1H) ♦2n+1 ♦*„+! + (j + IE + 4« (L + 1M))
... (2.17)
with the coefficients A to M given In Appendix B. This is the 
equation which we will now study.
2.2 Numerical Results
The difference equation given by Equation 2.17 being of the 
second order with complex coefficients, is quite complicated. 
However, an Indication of the type of solutions to be expected can 
be obtained by numerically iterating the equation for various values 
of the parameter 6a.
Ue begin by writing:
♦n * Ci, + i»n. **n * *n * 2°n
This then gives two coupled nonlinear equations In the real and 
Imaginary parts of the function
*nf2 - (A*n - Bon) (i|.n2 + on2) - (C + 6aE) ^  + (d  + 6aF) on + 
+ (G*irt-1 ' Hon+l) (Tn+12 + °n+l2) + (J + L6a) *nfl "
- (K + M6a) 0rrfl ,
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0-2
Figure Sf : Perturbation Solutions for Various Values of 6a 
(i) 6a - 0.1 (11) 6a - ( U S  (111) 6a - 0.16S
°n+2 " (Aon + B<|>n) (*n2 + on2) - (c + 6aE) on - (d + 6aF) + 
+ (Gonfl + (♦n+i2 + o2n+i) + (j + L6a) o ^ !  +
+  ( K  +  M 6 . )  * , * !
... (2.18)
Upon Inserting the numerically determined values:
0.8907,
0.5733,
0.1842,
1.1093,
and suitable Initial conditions for 4>n, ♦rrH* °n> °nfl>
Equations (2.18) were Iterated a large number of times, the results 
being shown In Figure (5f) as plots of *n against on for various 6a 
values.
For 6a In the range 0 < 6a < 0.12, sinusoidal behaviour of the 
♦n» °n was observed. This was manifest as a circle in on space 
whose radius Increased from zero (at 6a ■ 0), to a maximum at 
6a " 0.12. With reference to the original solution of the equations 
given In Equation 2.12 above, it Is apparent that this behaviour 
corresponds to the growth of the limit cycle created In the Hopf 
bifurcation of the original system. For 6a In the range 
0.12 < 6a < 0.17, however, the periodic cycle is observed to 
bifurcate to an apparently chaotic state. For 6a > 0.17 all Initial 
conditions Investigated were observed to 'blow up' with no apparent 
attracting set present.
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Figure 5h : Amplitude Mapa for Two Values of 6a 
(1) 6a - 0.14 (1 1 ) 6a - 0.165
Finally, in Figure (5g) both i|/n and on are plotted as 
functions of n for 6a ” 0.165. It is apparent that there is a 
(slow) sinusoidal amplitude variation of each function, on top of 
which is imposed a (fast) chaotic response.
In order to investigate the bifurcation to chaos further, a
, 2 2, . 2  2
numerical plot of + onJ against (♦„+! + o ^ )  was made for 
6a values in the Interval (0.12, 0.17). This corresponds to 
considering only the amplitude variation of $n, neglecting the phase 
variation, and is thus a projection of the full 4-dlmenslonal 
system.
Some results are shown in Figure (5h), and show a striking 
similarity to the behaviour of the original system.
As 6a is Increased a fixed point is observed to undergo a Hopf 
bifurcation to a limit cycle which then grows in amplitude and 
contorts in shape. A region of periodic motion is then encountered 
Interspersed with regions of chaotic motion. A typical strange 
attractor is shown in Figure (5h(ii)). The attractor possesses 
characteristics similar to the strange attractor of the original 
system, in particular the cusp-like structures, and 'folding' within 
the attractor.
The question is now, is the behaviour exhibited by the 
consistency equations related to the behaviour of the original 
system?
An affirmative answer would imply that the chaos had been 
'captured' by the discrete multiple-time expansion in contrast to 
the continuous case where the consistency conditions cannot 
themselves exhibit chaotic behaviour.
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Upon reflection It would seem that the answer to the above 
question must be negative. Firstly, the parameter range for which 
chaotic motion Is present In Equations 2.18 lies outside the range 
of the original system parameter l.e. 6a varies between 0 and 0.17 
Instead of 0 and about 0.11, and whilst this difference could be 
accounted for by numerical errors It casts doubt on the 
relationships between the chaos In the two systems.
Secondly, we have Implicitly assumed $n to be slowly varying in 
the perturbation analysis, whilst periodic and chaotic motion are 
Inherently fast. It would therefore appear that our assumptions 
have already broken down by the time the chaotic reglmg Is 
encountered.
Having said this, however, It Is apparent from Figure (5g) that 
the amplitude of $n Is Indeed a slowly varying quantity, In some 
sense, with a fast chaotic component superimposed.
Thus, although it Is difficult to resolve the above question, 
it would appear that a perturbation analysis, such as the one 
described, can capture the limit cycle behaviour of the original 
system. The subsequent complicated bifurcation and chaotic 
behaviour would then seem to be typical, generic, behaviour for this 
type of system.
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CHAPTER 6
CONCLUSION
The work In this thesis falls into two parts. The aim of the 
first part was to derive a Poincari map for the Duffing equations 
using approximate analytical solutions of the system. The 
justification for this type of approach has not yet been made 
rigorous, although successful attempts have been made in the past to 
derive Poncari maps for the 'Lorenz' and 'Forced Brusselator* 
equations [32], [4]. In both these cases, additional 'global* 
information had to be input to the derived difference map in order 
for the maps to become chaotic. The nature of this additional 
information depends on the particular system in hand and it is 
therefore difficult to justify the method as a whole.
The 'multiple scales' method used in the above papers and this 
thesis cannot be expected to give chaotic solutions, as the method 
was developed to study bounded periodic behaviour. However, If we 
postulate that 'non-expandable' terms l.e. terms of the form e“*/*, 
for example, which are 'missed' by the perturbation expansion, are 
important features of the chaotic aolutlons, then the past success 
of the method appears more understandable. In such a situation, 
although the error In the approximate solution grows continuously in 
time, the error Introduced into the discrete return map is only of 
order e-1/T per iteration, where x is the period of the return.
The fact that these errors are only additive may explain why 
the difference scheme gives a good representation of the chaotic 
behaviour of the above systems.
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V
In applying the above methodology to the Duffing equations, It 
was found necessary to develop a slightly different perturbation 
method based on exact solutions of a Hamiltonian system.
Because of the complexity of the resulting expressions, It was 
necessary to assume the solutions to be at resonance with the 
driving frequency of the system. With such as assumption, it was 
possible to derive a 1-D Poincare map both Inside and outside the 
homocllnlc orbit. The mapping Is somewhat abstracted from the 
original system and Its relevance Is therefore open to question. 
Further, the 'global Input* is to Join the curves precisely at the 
point where chaos occurs l.e. the homocllnlc orbit. This, combined 
with the flattening of the 'Inside' curve due to the strongly 
attracting, fixed point, means that 'critical' values of the forcing 
'f' for the onset of period doubling and chaos cannot be derived 
from the map for comparison with experiment.
It would appear, therefore, that the chaotic dynamics of the 
Duffing system can only be reduced to a two dimensional system, and 
that efforts to derive chis 2-D Polnear* map from perturbation 
theory would need to 'break' the stability of the attracting limit 
cycles In the perturbation solution.
The second part of the thesis considered the behaviour of a 
symmetrically coupled 2-D discrete map.
The characteristic behaviour of typical chaotic orbits was 
explained by reference to the 1-D logistic map and Its parameter 
space. Singularities In the distribution function of the map were 
shown to bound the chaotic motion In state-space, and hence explain 
the existence of two positive Lyapunov exponents for the map.
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A parameterization of the map was given, and the extremely
complicated bifurcation behaviour of the system was described.
Finally, a perturbation method was applied to the system. The 
perturbation solutions were found to exhibit a Hopf bifurcation 
followed by period doubling to a chaotic state. The existence of 
chaos In the perturbation solutions of the discrete system is In 
sharp contrast to the continuous case, where solutions obtained by 
perturbation theory must always be periodic or quasl-periodic.
The relevance of the appearance of chaos in the perturbation 
solutions to the chaotic behaviour of the original system is 
unclear. The perturbation theory assumes slowly varying quantities 
whilst the chaotic motion implies a rapidly varying quantity. Given 
this, it is apparent from numerical studies that the solutions are 
Indeed slowly varying quantities with a superimposed chaotic 
component.
The extremely complicated bifurcation behaviour of both the 
original parameterlsed system and the perturbation solutions 
appears to be the generic behaviour to be expected of this type of 
system.
APPENDIX A
The following definitions refer to Equations given in 
Chapter 4.
Equation (2.13)
A1 - 9D2 + B2, A2 - D* - 2ABC + B2 D2, A3 - 6D, Aa
a5 " - 2C, A6 - 6D, A7 - 6D3 + 2B2 D, Ag - -■ 6DC, i
Bi - - 2C, B2 - - (2CD2 •f B2C ), B; a2c - 2ABD2 ,
B5 - - 2A2D, B6 - - *2d2, B7 - - 2AB, Bg " -- 4ABD.
Equation (2.14)
A1 - - ( Ai po2 + *9 PO2 + Bi - B* P0(» - b7 PO4 )
A2 - - ( 6A2 po2 + »2 - 15B3 PQ^ - 28B6 po6 )
A3 - - A3 po2
A* “ - ( 3Aa PO2 + *5 )
A5 - - ( 2Aa p o3 + 2A5 PO )
A6 " - ( A7 p o3 ■* Ag po " B5 PO7 ~ B8 PO5 )
A7 - - ( 3A7 po2 ♦ Ag - 7B5 po6 “ 5Bg PO4 )
Equations (2.33), (2.34)
Ax - 1.206
A2 - 0.042 
- - 0.168 
- 1.172
A3
A«
a5 1.404
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APPENDIX B
The following definitions refer to equations given In 
Chapter 5«
Equation 2.4
A ” 2abx + Aby2 + 2bzyx - 4azbxy2 - 4a by4 - 6ab^xzyz -
- 4abzxyJ - 4b7xy‘4 - eb3*2^ 3 + 273by4T  + ba^b2!?^4 +
+ 2a2b2xy5 + Aab3x3y4 + 6abJxzy 5 + AbSP^*
B - 8ay + 8bxy + b^x2 - Sa^y3 - 4a*bx*y - 16abxys -
- Aab2x37  “ 6ab2y2x2 - 8b’2lczy3 - 6b3jpy2 + Aa3 bx2^ 3 +
+ 8a2b2x3y3 + 5«T2l52!czy4 + Aab^x4^ 3-+ lOaPIPy4 + 5p*lc4y^4 
where b ■ 2 - a.
C Is given by exchanging x and y In the expression for A, l.e. 
C(x,y) - A(y,x).
D is given by exchanging "x and "y In the expression for B, 
i.e. D(x,y) - B(7,i).
Equation 2»7
Define:
E • ab + b-'y - 2<i2by2 - 6Tb2xy2 - 2abzyJ - 2b2y4 - 6b3xy3 +
+ T 3by4 + ba^^xy14 + aTb2^  5 + 6ab3x*y4 + 6aPxy 5 + 5
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F - 4 7  + 4 b x  -  1 2 « 27 2 -  2 a 2 b x 2 -  2 4 a b x y 2 -  2 a ¥ 2 x 3 -
- 6abzyx2 - 1 2 P P P  - ô P P ÿ  + 6a3bxzy2 + 12a2b2x3y2 +
+  1 0 a 2 b2 x 2ÿ 3 +  6 a b i"x‘*jr2 +  2 0 a b à x à y à +  l O p p p
G - 8 b y  + 2 P 7  - S p b x y  - 1 6 a b y 3 - 1 2 a b 2 x 2 y  - 1 2 a P p x  -
- 16"b2xy3 - lSppy2 + bPbxy J + 2472P x zp  + lOa^ b^ xy** +
+  1 6 a b i x i y 3 +  3 0 a b 3x 2 y “  +  2 0 b ‘♦ P p
L  -  4 P  +  ( b - â ) P  -  4 ï p  -  2 b y x /  -  4 Ï p  -  2 ( 2 a b - â 2 ) P p  -
-  4 ( b - ï ) x p  -  2 ( P - 2 b â ) P p  -  2 ( P - 2 b a ) p x 2 +  4 b j ? p  +
+ ó P P p  + O â ^ b - T ^ P p  + 2(2aP-2bü2)x3p  +
+ (2ab2-2bâ2)x2ÿ 5 + (P-SaPjx'P + 2(P-3lP)x37 5 “
- 4 P x “P
and H(x,ÿ) - E(7»*) »
J(*,7) - F(7J) . 
k(7,7) - G(7.x) .
M(x,7; * L(7.*) •
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Equation 2.8
Define: T - 2 S ■ 2 ( n, W • *1 + X (• Then:
A - A'^2 + B'S2 + C ' H  + E'e2*“«»2 +  F'e2*“^2 + G'e2*“^5
B - A ’*2 + B'n2 + C'*n + E'e-21“«!»2 + F'e-2*wn2 + G'e_21u,t
C - A'T + B'S + C'W + D' 6a + E'T + F'S + G'W .
D - _1 { Ae21u> - AA - Ef2 - FC2 - G*£ }
B
E - _1 { Be-21“ - AB - E*2 - Fn2 - G*n }
B
7 - _ 1 { C - a'c - E T - F S - G W  - L6a }
B
Equations Leading To Equation 2.11 
Define:
P l  .  -  ¿ a P y 2 -  2 b 3 y 3 +  2 a 2 b2 y** +  A a P x y 4 +  2 a P y  5 +
+  4 b S ^ 5
p2 - - 8a2y - 16abxy - 2ab2x2 - 8b2x272 + A a P P y  +
2 0 7 P P P  +  l O b ^ P y 2
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+ 127b3 xy 5 + 12b‘*x2ÿ
p4 - 87 + 8bx - 2472y2 - 4a2bx2 - 48abxy2 - 47b2*3 -
- 12ab2yx2 - 24b2y2x2 - 12b3x3y + 12ä3bx7y2 + 2472b2x3y2 + 
+ 2072b2x27 3 + 12Tb37‘V 2 + 407b3x3y3 + 20bu'x4p
p5 - 8by - 8a2bxy - 16aby3 - 12ab2x2y + 2bzx -
- 12ab2y2x - lôb^xÿ3 - l S p p y 2 + 8a3bxy3 + 2472b2x2y3 +
+ 1072b2xy‘*+ 16ab3x3y3 + 30abJx¿y‘4 + 20bvx3‘y*
p6 - 8by + 2 p x  - Sa2^  - 16aby3 - 12ab2x2y - 12ab2p x  -
- 16b2xy3 - 18b3X2y2 + 8a3bxy3 + 24a2b2x2p  + 1072bzxy*4 + 
+ l ô T P P y 3 + 30âb3x2ÿ‘* + 20bvx3ÿ4
p7 - 4b - 4a2bx - 24aby2 - ó T P x 2 - 12ab2yx - 24b2xy2 -
- 18b3 P ÿ  + 12a3 bip + 36a2b2x2y2 + 2072b2xy3 +
+ 24ab3x37 2 + 607&7*P + 40b**x3p
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p8 - E2 - ApEy - 12ab2xy - (¿ a & y 2 -  SE2^  - lSE^xy2 +
+ 4a3by3+24aTb2xy3 + Sa^lPy1* + 2AaPl?y3 
+ 30ab3xy** + S O p P y 4
p9 - 6a{(b-a)2x - Ay2 - Abyx - A(2ab-72)xy** - A(b-a)y** -
- 6(b2-2ba)x2y2 - A(b2-2ba)px + 8bxp* + lSppy3 +
+ 2xy4(3a2E-P) + 12xzy‘*(ab2-ba2) + 4xy ^ aP^ba2 ) +
+ AppOp-SaP) + ePy^P-Sib2) - 1 6 p p y 5}
plO - 6a {8y-8xy - ibx2 - 16ap - Apy (2'ab-a2) -
- I6(b-a)xp - A(P-2ba)x3y - 6(P-2ba)y2x2 + 16EP73 + 
+ 18'b2x3y2 + Ax2y3(3'a2P-a3 ) + U p y 3 (aP-bP ) +
+ lCKaP-ba2 )x2y4 + Ax^pCP-Sab2) + lOpy** (P~3aP ) -
- 20brx4y‘4
and ©¿(x.y) - Pi<y,x), 1 - 1...... then we obtain the
third-order equation:
Xn+x3 - Ax„ ♦ By„ + Pl<«nl>3 + P2(Tn1>3 + p3<«lil*o2> +
♦ P4<7nl yn2) ♦ P3<*nl 7n2) ♦ p6<ynl xn2) +
+ p7(*n1(yn1)2) + Paiyn1^ ^ 1)2) + p9 «n1 + p10 yn1
113 -
y n + 1
3
+ »4(ynlyIi2) + “Stin'yn2) + «6<ynl*o2) +
+ oy ix n 'iy n 1) 2)  +  » s iy n 1* »»1) 2) +  °9  « a 1 + °10  yn1
Equation 2.17
Inserting expressions for x^, etc., Into Equation B.4, 
together with parameter values: a ■ 0.8907, x - - 0.5733, 
7  - 0.1842, we obtain Equation 2.17 with:
A - -114.3595 
B - -23.0654 
C - -0.9614 
D - 0.2751 
J - 0.0386 
K - 0.2751 
L - 2.1191
(B.l)
We rewrite these as:
*n+l3 " A*n3 + B7n3 + ®n
(B.2)
yn+i3
Which gives:
Xn+23 “ (A+D)xn+i3 - (AD-BC)xn3 - DSn + B + S^+l
(B.3)
And finally,
(B.4)
M - -4.2293 - 114 -
APPENDIX C
Cl THE METHOD OF MULTIPLE SCALES
The method of multiple scales, to be described below, Is one of 
a host of perturbation methods which have great power in deriving 
periodic solutions of weakly nonlinear systems [27],[28]. In 
essence, all such methods rely on perturbing the response of a 
corresponding linear system. In so doing, due account must be taken 
of the coupling of amplitude and frequency in the response of a 
non-linear system. It is the way in which this coupling is 
accounted for which broadly distinguishes the various perturbation 
methods.
Before describing the aultlple scales method, some Incentive 
for its use will be provided by considering the limitations of a 
stralghtfoward expansion method.
C2 STRAIGHT FORWARD EXPANSION
Consider the system:
We take the system to have a centre at x ■ 0, l.e. f(0) ■ 0, 
f'(0) > 0, and assume that f can be expanded in x. Thus (C.l) 
becomes:
f(x) - 0 ... (C.l)
* ♦ I ®n *n " 0
• N
n-1
°n ■ 1 
n! ... (C.2)
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We assume Chat the solution of (C.2) can be expanded as
follows:
x(t,e) - exi(t) + e2X2(t) + e3x3(t) + ...
Substituting (C.3) into (C.2) and equating like powers of e 
the following:
.. 2
Order e 
Order e2 
Order e3
*1 ♦ “o *1 “ 0
. . 2  2 
*2 + wo *2 ■ " “2 *1
. . 2  3
*3 ♦ wo *3 " " 2o2 *1 *2 - ®3 «1
where <*>„ - /ax’.
The general solution for xj(t) can be written:
*1(0 • • Cos ( wot + 3 ) •••
Substituting this into the equation for X2 gives:
X2 + “0 *2 * " 1 a2 ®2 [ 1 + Cos ( 2w0t + 20 ) ] ...
7
with general solution:
» 2 ( 0  -  *2 [ Co* ( 2“ o* + 26  ) - 3 ]
6 U 2
The homogeneous solution of (C.6) (and all subsequent 
equations) can be neglected in the above, as the imposition 
initial conditions at the last step of the expansion render 
unecessary[28].
gives
(C.3)
(C.4)
(C.3)
(C.6)
(C.7)
of
8 them
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The equation for x3(t), using the above results is:
• • 2 2
»3 + 13 - ( 5“2 - £«3 1 «3 Co. ( + 6 )
6*2 T
( «3 + Q2 ) Cos ( 3wct + 38 ) 
6c«2
Any particular solution of (C.8) will contain the term: 
2 2
f l0a2 ~ 9°3 Mo  ^at Sin ( w0t ♦ 0 )
24 w3 o (C.9)
and subsequent orders will give rise to terms in tn Cos ( <*>0t + B ), 
tn Sin ( w0t + 0 ). These 'secular terms' imply that the solution 
obtained by this method is not valid for all time. The problem is 
that the frequency-amplitude coupling has not been provided for in 
the method.
The method of multiple scale accounts for amplitude-frequency 
coupling by considering the solution of (C.l) to be a function of 
multiple Independent timescales. With this method, secular terms 
can be ellimlnated through the solutions dependence on the various 
timescales. The criteria for the ellimlnatlon of secular terms 
leads directly to the required amplitude-frequency dependence.
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C3 MULTIPLE SCALES METHOD
x(t,e) - cxi ( T0, Ti, T2 ... ) + e2 *2 ( *o. Ti, T2 ... ) + ..
... (C.10)
We assume the solution of (C.l) to be of the form:
where the new independent variables, or 'timescales', are:
Tn ■ ent , n - 0, 1, 2 ...
Derivatives are therefore transformed to:
d - dTp 6__+ ££l^ 6___+... ■ D „ +  t D! + ...
dt dt 6T0 dt «Ti
2 2d2 - D0 + 2e D0 »1 + e2 ( Dx + 2D0 D2 ) + ... 
dt2 (C.ll)
The number of timescales needed depends on the order to which 
the expansion is carried out.
Substituting (C.10), (C.ll), into (C.l), and equating like 
powers of e gives:
Do *1 ♦ “o *1 " 0
2 2 2 
D0 *2 + “o *2 “ ’ 2Do Di *1 “ a2 xi
2 2 2 
D0 X3 + w0 X3 - - 2D0 Di x2 - Di xi - 2D0 D2 *1 -
- 2a2 xi x2 - <*3 xi
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*1 - A( Ti, T2 ) exp( lw0 T„ ) + X( Ti, T2 ) e*P ( “ lu>0 T0 )
... (C.l3)
where A - complex conjugate of A.
The equation for %2 Is then:
Dq2X2 + w02*2 " -21wDia exp (lu,0T0) “ ®2 [A2 exp (2io>0T0) +
+ AA1 + c.c.
1 ... (C.lA)
where c.c. “ complex conjugate.
We write the solution for xi as:
The solution will contain a secular term: TQ exp ( lu»0 T0 ), 
unless D]A - 0, l.e. A Is Independent of the timescale TJ. Using 
this condition, the solution for X2 Is given by:
2
*2 " °2 A exp ( 21w0 T0 ) - ,^ 2 AA + c.c.
3<i»2 a>2o o ... (C.l5)
where the homogeneous solution Is again not needed.
The governing equation for X3 Is given by:
2 2 2 2 
Do *3 + <*>0 *3 - “ f 21u0 D2A - 10®2 ~ 9a3 Mo A2!  1 x
So,2
x exp ( lo»0 T0 ) - 3a3 o>0 + 2a2 
3o)2
x A3 exp ( 31o»0 T0 ) + c.c.
(C.16)
The condition for the elimination of secular terms is that:
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(C.17)
2 221u0 D2A + 9a3 u»0 ~ 10a2 a2!  - 0 
3ü)2
Equation (C.17) Is solved by writing A in polar form:
A “ a_ exp (i0),
T
where a and 0 are real functions of T2. This gives:
2 2wa' - 0 , w0 a 0’ + 10a2 - 9a3 a»0 a3 - 0 ,
where a* “ 6a , 0' ■ 6 0
6T2 6T2
The solution of (C.18) gives the following expression for
2 2A(t) - 1 a exp [ i 9a3 mq - 10a2 e2 a2 t + i 0O ] 
2 24u>3
where we have used the definition: T2 - e2 t.
Substituting the above results into (C.10) gives the following 
second-order expression for x(t):
2 2
x(t) - ca Cos ( st + 0O ) - 6 a a2 ( 1 - 1, Com ( 2mt + 20o ) ) + 
~T a[ 3
w . j x + 9a3 ax - 10a2 e2 a2 ] + 0 (e3)
expressing the second-order amplitude-frequency dependence.
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The applicability of the multiple acales method la not
restricted to systems of the fora (C.l). In particular, the method 
can successfully treat damped, and forced, systems of the fora:
. . 2
x + u>0 x - e f(x, x) + E(t) ... (C.21)
where E(t) la oscillatory: E(t) ■ a Cos ( fit ) for example.
In dealing with such systems, care must be taken to order the 
terms correctly so that resonances due to the periodic forcing do 
not cause Infinite amplitude oscillations. In practice this means 
bringing the fcrclng, damping, and non-llnearltles In at the same 
order of the expansion.
C4 THE INTEGRAL METHOD
The method to be described utilises a multiple time-scales 
expansion of systems of equations, as described In the last section. 
In this case, however, the perturbation analysis Is performed 
around the solutions of a non-linear first order equation. The 
criterion for the elimination of secular terms Is, now, that a 
certain integral should vanish over one period of the first order 
solution.
The above method gives an expression for the slow time 
variation of the amplitude of the solution. However, the terms 
involving the slow-tlme (et) derivative of the phase vanish 
Identically over one period. Therefore, a further method Is applied 
to the equations In order to obtain an expression for the slow phase 
variation.
C4.1 Amplitude Equation
Consider an equation of the form:
x’ + g(x) - e Si ... (C.22)
where g(x) - cqx + a2x2 + ..., la a polynomial expression in x, and 
Si is a source term due to damping and/or forcing.
Here, e is the expansion parameter, the source term being taken 
as order e. Both x and its derivatives are expanded as in the last 
section:
x ♦ Xo + exi + e2 X2 + ... ,
d ♦ d + e d + ... , etc. 
dt dtQ dti
The tirst order equation is then:
... (C.23)
with solution: x - Xq ( t©» ti, ... )
The second order equation can be written:
... (C.24)'o
or Lxi - S,
where g'(x„) - d£ | , and S is a new source term,
dx |xQ
A solution of d2x + g'(x0)x ■ 0 , is:
x(to) - *(to) -ifo
(C.25)
We multiply both sides of (C.24) by <i(t) and Integrate the 
resulting expression over one period of x0(t0)« Then, the criterion 
for x^ to be a periodic function of t0 Is that [30]:
T T
/ ♦ Lxi dt0 • / xi L (i dtQ - 0 (by virtue of (C.25))
o o
... (C.26)
This periodicity condition can be understood by Integrating by 
parts and observing that X} and ^X1 must be periodic for certain 
terms to vanish and leave the above equality.
Equality (C.26) Implies:
T
/ S ♦ dt„ - 0 ... (C.27)
o
This Integral provides the required consistency condition for the ti 
variation of the amplitude.
C4.2 Phase Equation
As mentioned above, the terms Involving the time tt derivative 
of the phase of x,, ( tQ, ti, ... ), vanish Identically over a 
period. In order to derive an equation for the phase we assume xj 
to be of the form:
*1 (to. ti, ...) - n (to. ti,
<*tO
- n (t0, ti, ...) * (t0, ti, ...)
... (C.28)
Substituting (C.28) Into (C.24) gives:
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l d ( t2 n' ) - s
(C.29)
or,
t t' t
*1 " ♦ / dt' / S ♦ dt" + ♦ / ®ldt + $2 ♦ »
♦ *“ ~ V
where 8i, 82 are Integration constants. Setting 81 “ 82 ■ 0, we 
obtain:
t t'
*1 - * / dt ’ / S t  dt"
... (C.30)
The consistency condition for is now that no secular terms in t, 
t^, etc., should appear on the right hand side of (C.30).
The inner Integral in (C.30) is the one considered for the 
amplitude equation. Therefore, all terms in t* resulting from this 
Integral can be neglected, as they have already been accounted for 
In the derivation of the ampliti de equation. After performing the 
outer integration, the sum of secular terms is set to *ero to give 
the required differential equation for the phase.
, n' - 6n ,
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