Spike-timing dependent plasticity (STDP) has been implicated in visual cortex modification. We created a model of ocular dominance (OD) shift based on STDP rules and compared it to experimental results. Although STDP proved to be a powerful mechanism for OD shift in our model, we found that it was unable to account for more subtle effects of monocular deprivation.
Introduction
The mammalian visual cortex features ocular dominance (OD) columns, each consisting of a group of cortical cells that preferentially respond to one eye; see Figure 1a . Depriving one eye of light (monocular deprivation, or MD) causes the OD columns corresponding to the non-deprived eye to expand, while deprived-eye OD columns shrink. Postsynaptic activity is necessary for OD shift [13] , consistent with Hebbian learning, but the mechanisms through which OD shift occurs remain unclear.
Rittenhouse et al. [14] compared two types of monocular deprivation: monocular inactivation (MI) and monocular suture (MS). In MI, a drug injection prevents the deprived eye's retina from generating action potentials. In MS, 1 Note that all authors contributed equally to this paper. 2 Corresponding author, E-mail address: rubin@math.pitt.edu the retina generates some spontaneous action potentials, and diffuse light entering through the eyelid induces a low level of futher retinal activation. Rittenhouse et al. found that MS creates more of an OD shift in Layer II/III than that which is induced by MI. Since MI more drastically diminishes retinal firing than MS, this result may seem counterintuitive; however, it is consistent with the hypothesis that presynaptic activity, in addition to postsynaptic, is required for OD shift. Computational work has demonstrated previously that spike-timing dependent plasticity (STDP, reviewed e.g. in [3] ) can lead to the re-establishment of cortical maps after lesions that wipe out existing maps [18] . In this paper, we show that in a model network, STDP proved to be a highly effective mechanism for inducing both the synaptic weakening and strengthening components of OD shift. It could not, however, account for the experimental disparity between MS and MI results. We conclude that the corticocortical plasticity observed in MD experiments is unlikely to derive from STDP alone.
Model and Results
We created a neural network consisting of two cortical layers. Our focus on a cortical network was motivated by the fact that Rittenhouse et al. studied animals at a developmental stage in which geniculocortical synapses (to Layer IV neurons) are less plastic than are the highly modifiable corticocortical synapses [12, 20, 1] . In our model, each of six Layer IV cells and two recurrently connected Layer II/III cells was assigned to an eye, representing two OD columns; see Figure 1b . The structure chosen was based in part on experimental findings that a minority of Layer IV cells project only to II/III cells within the same OD column [2] . Further, while the degree of ocular dominance is only slightly less in cat Layer II/III than in Layer IV in normal conditions [10, 20] , we assume complete monocularity in Layer IV here to emphasize the differences between different experimental regimes.
All synaptic connections in the model were excitatory and were allowed to evolve via STDP. Changes in synaptic strengths within the model were scaled by multiplicative factors (see [21, 15, 16] ). In particular, in the heterosynaptic model, all synapses on one post-synaptic cell compete for a limited pool of trophic factor. Thus, increases in the strength of one synapse onto a cell can limit the possible strengthening of other synapses onto the cell [6] . In the homosynaptic model, each synapse has a bound on its strength but bounds on different synapses are independent [4] . The equations in our model are modified from the phenomenological STDP model of Karbowski and Ermentrout [11] . Because we do not expect biophysical details of the spiking properties of the neurons involved to influence the plasticity outcomes under study, each neuron is taken to be a simple phase oscillator, represented by θ ∈ [0, 2π), with its firing frequency modulated significantly by Gaussian noise. The phase model on the circle allows for continuous simulation without the reset included in integrate-and-fire models, while still allowing us to pinpoint precise spike times, corresponding to θ reaching 2π from below. When any neuron fires, it induces pulses in an auxiliary variable, s, which serves as a marker for firing time and also drives a slower timing variable u. The combined dynamics of s and u in pre-and postsynaptic cells govern the STDP rule in the model, as shown in Figure 2 .
The equations in the model take the following forms. For a Layer IV cell, θ = ω + σx, θ ∈ [0, 2π), with default values ω = 0.13, σ = 0.1, and with x a Wiener process. The value of ω was altered during the course of simulations to emulate responses to visual stimuli. Under normal conditions, stimuli were modeled as Markov processes with fixed on and off probabilities. During the duration of a stimulus, ω was switched to 1, leading to rapid spiking. For simplicity, in the normal case, all patterns were assumed to affect all Layer IV cells identically, leading to the same increase in firing rate during the same time period. An example is illustrated in Figure 3 (top). In monocular inactivation (MI), Layer IV cells correponding to the inactivated eye did not respond to patterns; moreover, to simulate the elimination of retinal spontaneous activity, we decreased ω to 0.09 in these cells. See Figure 3 (middle). In monocular suture (MS), the deprivation of one eye cannot be assumed to be absolute. Thus, Layer IV cells corresponding to the sutured eye fired in response to patterns, but with only a single spike at the end of the pattern [22] ; see Figure  3 (bottom).
For a Layer II/III cell, θ i = ω i + ρ j g ji s j , with ω i = 0.01, to simulate weaker spontaneous firing in Layer II/III than in Layer IV [5, 7] , with ρ = 0.3, and with the sum over cells presynaptic to cell i, with synaptic strengths g ji . The term s j ensures that the synaptic inputs from a given presynaptic cell are only active for a short time after the cell spikes (see below). Synaptic strengths evolve via g ji = α(s i u j − δs j u i )g ji F compete , i ∈ {1, 2} where α = 0.0001 and δ = 1.5; see Figure 2 . Note that i only takes the values 1 or 2 because only the Layer II/III cells receive synaptic input in the model. In the heterosynaptic case, F compete = M i − j g ji to encode competition among all synapses on the same postsynaptic cell; we took M i = 2 independent of i. In the homosynaptic case, F compete = M ji − g ji ; we took all M ji = 1.25. Finally, we set s j = √ β exp(−β(1 − cos(θ j ))) with β = 75, such that cell j induces synaptic responses of short duration when θ j reaches 2π (from below, before wrapping back around to 0), and took u j = −u j /µ + s j as a filtered version of s j . In this equation, µ = 3 except during stimuli, when µ = 30 to smooth out the time course of u j . The particular parameters selected yield an STDP window of about 20 msec for LTP and LTD from single spike pairs.
As seen in Figure 3 , our model produces different firing patterns in normal, MI, and MS conditions. The experimental manipulations in MI and MS were taken to occur in the eye corresponding to the OD column including cells 1, 3, 4, and 5 ( Figure 1b) . Initially, g 31 , g 51 are strong, corresponding to connections from the Layer IV cells projecting preferentially to cell 1. In the course of each simulation, all weights g ji are free to evolve. Figure 4 illustrates the evolution of synaptic weights g 31 and g 61 in each scenario, where g 61 corresponds to an input to the deprived OD column from the unaltered OD column in the MI and MS cases. Note that the weights are stable in the normal case but that STDP induces a strong shift in the MI and MS cases. While the heterosynaptic model was used here, similar results occurred in the homosynaptic model. Further, results from 20 simulations of each case, for both models, are summarized in Table 1 as mean ± standard deviation; values below 10 −4 are denoted by **. These simulations were each run for 200000 time units using XPPAUT [8] . Although in some simulations there appeared to be futher evolution of weights beyond time 200000, the qualitative results and relative levels of the weights appeared to remain consistent beyond this time. Values for g 31 , g 61 are shown in bold font to emphasize the OD shift.
A key point to note in Figure 4 is that the weakening of g 31 , the IV-II/III connection within an OD column, always precedes the strengthening of g 61 , when an OD shift occurs. The weakening occurs initially because there is a bias toward LTD in the STDP model (e.g. [19] ), quantified by the parameter δ. Under normal conditions, bursts of spikes fired by cell 3 in Layer IV in response to stimuli can drive the firing of the Layer II/III cell 1, which compensates for this bias. Once these responses are removed, the firing of cell 3 is mostly uncorrelated from that of cell 1, and the bias toward LTD can take over. Since the Layer IV cell 6 from the nondeprived column still bursts in MI/MS, it gains an advantage at driving cell 1, although this is initially small, because g 61 is so small. Eventually, this advantage translates into further weakening of g 31 and strengthening of g 61 . This rise in g 61 is consistent with modeling work on the formation of cortical maps [18] . These results do depend on the values of many of the parameters in the model. The value of δ, for example, must be selected appropriately to ensure that weights are stable in normal conditions. Interestingly, however, MD outcomes are essentially invariant under extensive variations in the spontaneous activity rate ω of the Layer IV cells in the deprived column. It appears that the changes driven by elevated firing during visual stimuli, together with trial-to-trial variations due to noise, dominate over the effect of the spontaneous activity rate in shaping the evolution of synaptic weights.
Discussion
STDP has been implicated in visual cortex plasticity [17, 9] ; however, it has not been modeled previously in the context of OD shift. We found that STDP produces massive OD shifts, as typify monocular deprivation experiments, with both heterosynaptic and homosynaptic bounding mechanisms. STDP alone does not appear to account for differences in OD shift between MI and MS deprivation paradigms, however [14] . This inability to distinguish between MI and MS suggests that other mechanisms, either in conjunction with STDP or on their own, may take part in driving OD shift and particularly in limiting it in MI conditions. It is theoretically possible that a different form of STDP model, based on multiple spike interactions, would yield different computational results from what we have observed. Moreover, other modeling choices may have affected our findings. Note that we use a simple phase oscillator model, with ω values chosen to speed convergence of our simulations (via a high level of spontaneous activity in Layer IV and a low level of spontaneous activity in Layer II/III, which emphasized the effects of STDP). While preliminary explorations suggest that variations in this particular parameter choice do not alter the qualitative outcomes of our simulations, further study is warranted to explore the effects of other parameters. Further, due to a lack of experimental data, the accuracy of our representations of changes in Layer IV activity in MI and MS conditions is uncertain. Finally, including binocularity in Layer IV may be an important step in limiting remapping in future modeling work. 
