A robust nonlinear adaptive controller merging a backstepping approach with neural networks is proposed for a nonlinear non-affine model. The work presented here is evaluated on a complex uncertain model of a continuous stirred tank reactor plant including an unknown varying parameter that enters the complexity model. By exploiting NN and adaptive backstepping approximation methods, an equivalent adaptive NN controller is constructed to achieve robust asymptotic output tracking control. The robustness to uncertainties as well as the lack of informative process data is the main enhancement of this work. This is attained through the implementation of the covariance resetting algorithm in the least square estimation of the NN weight tuning algorithm. The proposed novel control algorithm has been analyzed using Lyapunov analysis. In addition to excellent output trajectory tracking performance, the proposed approach has a profound benefit in terms of substantially lower control effort in comparison to the established work in the literature. In terms of applications in the petrochemical industry, lower control effort can translate to a more energy-efficient actuator, leading to lower costs over a long-run operation. The proposed method's feasibility for chemical process control was shown via numerical simulation.
I. INTRODUCTION
Numerous chemical plants such as chemical reactors, distillation columns and water desalination processes can display notable nonlinear behavior. In the case of operating in the neighborhood of nominal steady states, severe impacts of nonlinearities may not persist while satisfactory control performance could be achieved via conventional control schemes with regard to local first-order linearized models. Nevertheless, should a broad range of conditions be handled by the process, traditional linear control techniques fail to manage the system nonlinearities. In such cases, appropriate detuning of controllers ensures closed-loop stability, resulting in losses in the global closed-loop achievements [1] , [2] . Recently, the literature has presented numerous interesting results regarding chemical process control [3] , [4] . Exact and accurate knowledge of mathematical models of the plant dynamics is needed for most feedback linearization control strategies. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Nonetheless, in general practice, it is complicated to obtain a precise model due to the lack of imminent process parameter data and measurements as well as the inherent complexity of chemical plants. To manage uncertainties and hard model nonlinearities, it is imperative to make use of adaptive approaches ensuring interesting control performance [5] .
In [6] - [9] , records of many control schemes regarding online scheduling in feedback controller design have been provided, which showed larger achievements when time-varying process parameters and/or uncertainties were present. In this research work, the control issue pertaining to an uncertain nonlinear model of a CSTR, as presented in [10] , has been considered. The following state equations define the process dynamics:
The significance and the numerical values of the different parameters of the CSTR model are depicted in Table 1 . Inside the tank reactor, compound A is synthesized by mixing two chemicals for reaction at a mixture temperature of T A and concentration of c A . The reaction is characterized as being both exothermic and irreversible. The purpose of the control is to alter the control variable Q c for regulating the desired output variable c A . It needs to be noted that the description of the CSTR mentioned above does not match that of conventional reactor control schemes [3] , [8] . For a majority of applications, the selection of cooling temperature is chosen as the control input variable and is considered to remain a steady value through the reactor cooling circuit. Selecting Q c as the manipulated variable offers two key advantages. First, the coolant temperature can be changed along the cooling circuit's length [11] . Should the cooling circuit be lengthy, which is common in practical plants, assuming the coolant temperature to be constant could create a significant approximation in the CSTR modeling. Second, when compared with manipulating the coolant temperature, varying Q c provides a readily and easily implementable control strategy from a practical point of view. Although simple dynamics are considered to be associated with the CSTR, the model demonstrates the issues faced when controlling such processes. It needs to be noted that the developed techniques in the literature can be implemented for large chemical reactors.
In this research work, the developments are limited to the particular described dynamics (1) to offer a straightforward case for the presented approach. The key difficulty faced in the present control issue is that a common affine system control input is not assumed by the plant since the control input Q c tends to exhibit nonlinearity. If the plant model is well defined, for a wide category of nonlinear non-affine systems, input-output linearization control was evaluated in [2] . [12] and [13] investigated the implementation pertaining to an online control design for uncertain nonlinear models based on an adaptive learning method. To show the benefits of employing learning and adaptation, control implementation for CSTR models was given in [14] , [15] . Nevertheless, a thorough stability investigation was missing for the global control design because of high complexity associated with neural network systems [12] , [13] , [16] , [17] . Measuring the time derivative of c A is needed for the scheme given in [10] , whose estimation is difficult. In reality, the literature demonstrates numerous studies that have recommended the implementation of NNs as potent structures to control the class of complex nonlinear models [18] , [19] . Moreover, the efficiency of NN controllers has been extensively justified, particularly when the model information is lacking or even when a controlled process is characterized by model parameter uncertainties [20] .
In fact, the most valuable feature of NNs is their ability to approximate any nonlinear function without complete knowledge of the plant model structure. Thus, NNs are characterized by a dynamic representation that provides satisfactory control achievements in the case of unmodeled plant dynamics [21] , [22] . The fundamental concepts in NN-based controllers are to offer online learning structures that do not necessitate initial offline adjustment. Some of these learning structures have been established from the Lyapunov stability theory [23]- [26] ; however, some other algorithms were inspired by backpropagation learning algorithms [27] , [28] . On the other hand, several works have been dedicated to backstepping control design for parametric uncertain nonlinear models [29] , [30] . This latter approach can be efficiently implemented to linearize hard system nonlinearities in the existence of modeling uncertainties [31] , [32] . Its basic concept consists of selecting recursive proper functions for a state variable subcontrol law for subsets of reduced dimension regarding the global system. Every backstepping step outcome is a new subcontrol scheme, stated in the form of a new pseudocontrol input from previous synthesized steps. The design includes a feedback-based scheme for the system input variable, which attains the pertaining performance based on the Lyapunov stability theory [33] . Recently, there has been an important amount of research activities in the field of adaptive control for nonlinear systems exploiting the feedback linearization formalism [34] , [35] . The main assumption in these works is that the plant under investigation is affine in control variable, i.e., from the point of view of control inputs, the plant model is linear, and the nonlinearities are linearly parameterized. Nonetheless, several real plants with chemical reactors are characterized by inherent nonlinearities, whose manipulated variables may not be defined in an affine form. In this situation, feedback linearization techniques are not applicable, motivating us to resort to creating a virtual controller via an adaptive backstepping technique.
The most challenging constraints for the investigated control problem are two-fold: First, selecting Q c as the manipulated variable compels the control input to evolve with only a positive sign, implying that the coolant flows in only one direction toward the coolant jacket, i.e., irreversible flow. Second, the dynamics of the desired output submit a hard constraint, as the output c A has been characterized by a step variation along the input reference of ±0.02 mol/l as well as a suitable concentration value of 0.1 mol/l. Moreover, the concentration cannot exceed 1 mol/l. Overcoming these two constraints while achieving the output tracking of the studied CSTR model with accurate nonoscillatory behavior is considered one of the main contributions of this work. In this paper, the investigation of a robust backstepping adaptive control method for a CSTR plant (1) is evaluated. To derive the control strategy, the method integrates a Lyapunov stability design with neural network modeling and adaptive backstepping control. The robustness against uncertainties, which is the main enhancement of this work, is attained through an implementation of the covariance resetting algorithm in the least square estimation of the NN weight tuning algorithm. Section II of this paper provides some of the notation as well as the theoretical background. Section III presents the main developments of robust adaptive backstepping design. Addressing both the control performance and stability pertaining to closed-loop systems is performed. Section IV provides the numerical simulation results to display the efficiency of the proposed approach. Concluding remarks are provided in the last section.
II. PROBLEM DESCRIPTION
In this research work, nominal values of the CSTR process parameters (V T , T CF , q, c min , and T F ) are assumed, as described in Table 1 . Let us state the state variable representation expressed by
It needs to be emphasized that constant parameters (A i , i = 0, . . . , 3) represent the unknown parameters, subject to uncertainties in the studied CSTR model. The aim of this work is to develop a control law u to track the real system output y toward a selected signal y d . Two main problems are faced by the control design. First, the uncertain parameter represented as A 2 is seen as nonlinear in the second equation of the plant model (2) . Due to this, conventional identification and estimation techniques cannot be exploited for accurate determination of A 2 . Second, the manipulated variable is seen as nonlinear and non-affine in equation (2) of the model. Even though this cannot be regarded as a major shortcoming for the design of a control strategy, a more cautious analysis is needed here instead of backstepping-based control and feedback linearization formalism. This research work proposes a novel control strategy to address the advanced robust tracking control issue for nonlinear non-affine models that face related types of structural modeling complications [36] .
III. ADAPTIVE BACKSTEPPING-BASED CONTROL DESIGN
To start, some important assumptions are stated for the developments in this section.
Assumption 1: The CSTR's state variables operate in the set x under the following constraints:
wherein T min is the lower bound of the tank temperature and c min is the minimal considered value of the product concentration.
Assumption 2: The uncertain parameters (A i , i = 0, . . . , 3) are assumed to be bounded by constant known parameters as follows:
Assumption 3: The desired reference input y d and its derivativesẏ d ,ÿ d and y (3) d belong to an unknown compact set d ⊂ R 4 . In recent literature [37] , [38] , a known backstepping adaptive control law was further designed for a broader nonlinear systems class. The triangular structure needed for the backstepping design is satisfied by model (2) . Indeed, the nonlinear quantity
can be considered inner control for the first model state variable x 1 . Then, the second state variable x 2 can be controlled based on the manipulated variable u letting the quantity in (5) be compelled to attain the control objectives. The backstepping design investigated in this work is performed based on the changes in the following variables:
where α 1 is a smooth function to be designed later. By merging equations (2) and (6), it is easy to obtain:
Let us define the positive definite Lyapunov function given by:
For equation (8), its time derivative is:
Thus, selecting α 1 as
leads to the following:
whereθ 1 is the estimator of the uncertain parameter A 0 that can be written asθ 1 = θ * 1 −1/A 0 and k 1 is a positive constant. Let us denote:
Differentiating V s1 allows obtaining an adaptive law given by:
and thereafter:
It should be noted that δ sθ1 is a leakage term that has been characterized by the constant δ s > 0 and was associated with the adaptive law (13); this is comparable to the σ -modification learning control input that was developed in [39] to enhance the robustness of the adaptive controlled systems. From equations (2), (6) , and (10), the following is obtained:
Based on the defined operating region characterized by system (3) and according to assumption 2, that the following is obtained:
which can be bounded by:
where b 0 and b 1 are positive coefficients and given by:
Note that also according to the operating region (3), it is easy to conclude that:
where η 2 min and η 2 max are defined by:
Remark 1: There exists a control input u such that when u = ρ(ψ), then
where f 2 (ψ, x) = η 1 (ψ) − A 3 η 2 (x) l (ρ(ψ)) and (20) holds within a finite set of time intervals [t 1 , t 2 , t i , . . . , t n ] at any arbitrary initial time as long as the function ρ(ψ) is differentiable and continuous, which leads to the condition defined in (16) . Let a vector function ϕ be defined as follows:
Then, there exists a function u that is qualified to be regarded as a sufficiently rich (SR) signal [39] , such that the following condition holds:
where
υ is a large enough positive constant and I ∈ R n×n is the identity matrix. The condition in (22) is also well known as a persistent excitation condition, or PE, as defined in [39] .
Remark 2:
; then, invoking IFT as expounded in [39] , [40] and followed by MVT in [41] , [42] ,
where 
x} is used to denote the compact set. Using this notation, (23) can be further rewritten as
Hence, using the result from (24) and the notation undertaken in Remark 1 and Remark 2, the error equation in (15) can be written as:ż
Proposition 1: The state equation in (25) can be transformed from a non-affine to an affine form by a technique reported in Lemma 3 of [40] where a 2-stage affinity transformation is employed. Letû = u − ρ be the universal control input embedding the tracking control and the approximator to be designed later. A lumped function is proposed as follows:h
Invoking the MVT, (26) can be rewritten as
There exists a unique and continuous universal control input u ∈ û ⊂ R such thath(x,û) = 0 for all x ∈ x ⊂ R n . Subsequently, (27) can be further simplified to,
Thus, (25) can be rewritten aṡ
Furthermore, the nonlinear function n(x,û) = kρ + ∂h(x,û) ∂û + k û − ∂h(x,û) ∂ûû can be approximated with the help of the HONN approximator so that (29) can be expressed as,
The approach adopted in this paper is to construct an approximator for function n(x,û) such that (20) holds. The function n(x,û) is assumed to be linear-in-parameter, or in a technical sense, it can be linearly parameterized as follows:
where F(ϑ) is the regressor basis function comprising ϑ = [ψ,û], W * T is the corresponding weightage gain to the basis and ε l is the approximation error. The weightage gain W can be estimated such thatŴ → W * by various adaptive laws in the control literature [43] - [45] . In this paper, we intend to exploit a high-order neural network as in [46] and augment the adaptation law with a covariance resetting feature. Based on the selected approximator, the basis vector
The basis functions are defined as:
where {I 1 , I 2 , . . . , I l } can be defined as a gathering of l disordered subsets pertaining to {1, 2, . . . 6} and d j (i) that are nonnegative integers.
Consider the control law described by:
where ξ > 0, µ > 0 and k > 0 are the design constants andŴ can be defined as the estimation of W * selected to fulfill Ŵ ≤ w m when designing the adaptive control. Substituting (34) into (30) would yielḋ
Theorem 1: Consider the nonlinear non-affine system described in (2) . If the adaptive backstepping neural network controller is designed as in (34) in which the adaptive control input is designed as in (13) and the neural network tuning algorithm is described by:
where φ = F (ϑ) for notation brevity,
where µ 0 is a positive constant; m 2 = 1 + n 2 s ; n 2 s = m s ; m s = −δm s + u 2 + y 2 when parameter γ 2 (t) > 0 as well as initial condition Ŵ (0) ≤ w m ; and δ is a positive constant. The covariance matrix γ 2 (t) has elements that are discontinuous functions of time, whose values are obtained by differentiating the function given in (37) . At the point of discontinuity, t * ,
It should be noted that
where r > 0. Proof: Define the following positive definite function:
where γ 2 is given as in (37) andW = W −Ŵ is the estimation error vector. As shown and motivated in (40) and (41), γ −1 2 (t) is a bounded and positive definite symmetric matrix. We may differentiate (42) as follows:
knowing thatẆ =Ẇ −Ẇ = −Ẇ due toẆ = 0,
Knowing that the matrix identity in [37] has the following form:
and consequently,
It follows for the identity,
To guarantee V W in (48) decreases, we leṫ
Using the Cauchy-Schwarz inequality for the term γ 2W T W < γ 2 4W TW + γ 2 4 W T W and consequently, taking the upper bound of (53) as follows:
where m = φφ F /m 2 in particular is the bound of regressor matrix multiplication defined by the Frobenius norm and W is a true value of the parameter estimates, i.e., a constant. Next, we proceed in the analysis by denoting the following positive definite function:
Taking the derivative of (55) yieldṡ
and then one has the following:
Noting that φ = F(ϑ),
where σ max (·) denotes the maximum singular values. Taking the upper bound of (58) yieldṡ
Under the notion that the upper bound of z 2 is z 2m , then (59) can be deduced tō
whereε is the maximum bound of the approximation error ε l . The error term z 2 and parameter estimation errorW will converge to a compact set around zero that is bounded by with a condition that the design control parameter µ 0 be selected as follows:
where σ min (·) denotes the minimum singular values and the control parameter ξ is selected such that ξ >ε l This completes the proof.
Consequently:
• The boundedness of the closed-loop signal is ensured.
• The mean square tracking error is close to 0 by the tuning of parameters δ s , µ 0 , m, γ 2 , k, µ, ξ and the NN architecture.
The designed control scheme is summarized below in six main steps as shown in the algorithm 1.
Block diagrams summarizing the control strategy are presented in Fig. (1) and Fig. (2) and describe in detail the proposed structure of the adaptive neural network controller. Fig. (1) and Fig. (2) show that the main concept behind the neural adaptive backstepping controller is to treat the CSTR plant as a nonlinear system. The neural network detailed in Fig. (2) shows the novelty of this work while implementing online learning through an adaptive law with the covariance resetting algorithm and allowing the adaptation process to be performed only if specified limits are not reached. As the parameters of the CSTR plant are assumed to vary with uncertainties, the adaptive backstepping block shown in Fig. (1) handles this delicate problem and ensures the robustness of the controller. The adaptive internal blocks are implemented in the controller structure to cover the inherent nonlinearity characterizing uncertain parameters according to the dynamics of the process.
Algorithm 1 NABC Algorithm 1. Initialization
Initialize the simulation control parameters as shown in table 1. 2. Define the estimator of the uncertain parameter A 0 as given by equation (13) .
3. Infer the equations of the quantities η 1 (ψ) and η 2 (x) as:
4. Define the backstepping transformation as given by equation (7) and (15) .
. Define the backstepping controller as:
Synthesize the adaptive neural controller given by:
7. Adaptive law with covariance resetting feature for Neural Network Weight Online Tuning. 
IV. MAIN RESULTS AND DISCUSSION
This section is dedicated to discussing and evaluating the approach developed in this work. A comparative study is conducted to evaluate the designed neural adaptive backstepping controller (NABC) scheme against a conventional proportional-integral-based controller and the adaptive controller (coined as adaptive uncertain controller (AUC)) developed in [47] . For the sake of brevity, one can easily exploit the block diagrams presented in Fig. (3) and Fig. (4) , where a detailed analytical description is provided. The elaborated representation of the algorithm in block diagram gives an accurate block connection that is performed within the simulation study for easy reference.
The control object for the three fixed control techniques would be to enable the concentration state variable y = c A to track a reference input signal r(t). To obtain a smooth reference input trajectory, a second-order reference linear system is exploited to form a continuous step change reference input characterizing the desired variable and its derivatives. From this perspective, a linear second-order model is shown as follows:
× ( 1−ζ 2 ) cos(ω n dt)+ζ sin(ω n dt)) r(t) (62)
where 0 < ζ < 1 and ω d = ω n 1 − ζ 2 are used to set the step change reference input r(t) to generate the desired output y d and its first and second derivativesẏ d andÿ d , respectively. To assess the proposed NN scheme's control performance, an alternative PI control input frequently employed in chemical processes with control fixed gains k c and T i is defined as:
where ε(s) is the tracking error. Note that gains k c and T i are chosen to provide a suitable response required for step variation r(t) along the input reference of ±0.02 mol/l as well as a suitable concentration value of 0.1 mol/l. Note that the initial conditions of the CSTR state variables are fixed as follows: c min = 0.08 mol/l and T A0 = 440 K [48] .
The numerical simulation conditions are set as shown in Table 3 [48] . The simulation study outcomes are depicted in Figs. (5)-(8), where the different real output responses and their corresponding manipulated variables are drawn. Fig. (5) illustrates the perfect tracking behavior of the improved backstepping NN control avoiding any strong oscillations, as shown in Fig. (7) for both PI and AUC. The designed control input is presented in Fig. (6) . The undesirable high-oscillation behavior is well mitigated in comparison with the results shown in Fig. (8) for the different manipulated variables. This performance can be explained by the interesting added value of the covariance resetting algorithm implementation in the least square estimation for the NN weight tuning algorithm, where the parameter settings are as follows:
(m 2 = 1 + n 2 s , n 2 s = m s andṁ s = −δm s + u 2 + y 2 ). The implemented algorithm provides a valuable compensation for the neural network's lack of information regarding the CSTR plant dynamics. Indeed, to attenuate the oscillation in the AUC, the NN needed various learning periods (around five minutes) to reduce the tracking error. The average performance of the overall controllers can be appreciated by considering the quantitative summary results shown in Table 4 , which reports the values of the control efforts, IAE, ISE and maximum overshoot where the output convergence is attained. Based on the values of the selected key performance indicators shown in Table 4 , it can be concluded that besides guaranteeing global stabilization, the proposed NABC algorithm outperforms the rest in terms of minimal control effort and performance indices (IAE, ISE and overshoot). It is apparent to witness that the control effort is excessive for the case of the AUC. In contrast, this effort is comparable in magnitude for both PI-based control and improved backstepping NN control. However, the tracking error is substantially reduced in the case of the NABC, allowing the increased cost of the control effort to be tolerated with respect to PI-based control.
V. CONCLUSION
In this research work, a novel neural network adaptive controller had been presented pertaining to a non-affine nonlinear chemical process. A detailed step algorithm was given to perform the synthesized control scheme. The control structure and an adaptive learning approach were developed with the enhancement of an adaptive backstepping design and the Lyapunov stability method. It has been established that the proposed controller ensures stability as well as robust accurate trajectory tracking pertaining to the asymptotic closed-loop adaptive performance. A main enhancement was attained through the implementation of the covariance resetting algorithm in the least square estimation of the high-order NN weight tuning algorithm. The novel contribution is the online learning of the neural network through an adaptive law that includes a covariance resetting feature to allow the adaptation to run only if it does not reach a certain limit. This novelty prevented any possible occurrences of winding-up issues, which may lead to instability. In addition, the covariance resetting feature adaptation as a self-regulating mechanism promotes light computation, i.e., the learning occurs only when it is needed, and the adaptation can be automatically switched off when it is not necessary. In addition to excellent output trajectory tracking performance, the proposed approach has a profound benefit in terms of substantially lower control effort in comparison to the established work in the literature. In terms of applications in the petrochemical industry, lower control effort can translate to a more energyefficient actuator, leading to lower costs over a long-run operation. The efficacy of the recommended control scheme has been depicted through a numerical simulation analysis. Future work will investigate the control problem of a CSTR model characterized by nonlinear dynamics with the existence of input saturation, time-varying parameters and nonmeasurable state variables.
