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CHAPTER I 
INTRODUCTION 
Backs.round 
The development of laser action iti crystals doped with magnetic ions 
has brought a great interest .to the field of solid state.spectroscopy. 
The knowledge of the energy levels and transitions of a fluorescent sys-
tern can be expanded by spectroscopic research. Also the presence of lat-. 
tice vibrations gives rise to temperature dependent effects in the ob-
served spectra. Interpretation of these.effects cijn yield information 
concerning the interaction of·host lattice phonons with the electrons on 
the impurity ions •. 
An isolated impurity ion in an excited elec~ronic state can decay 
by three kinds of processes: (1) radiative decay through an electronic 
transition giving rise to the emission of a photon; (2) radiationless. 
decay through a vibrational transition giving rise to the emission of 
phonons; and (3) vibronic decay through a.c9uple4 vibrational~ele~tronic 
transition giving rise to the -absorption or .. emission of a phonon with 
the emission of a photon. The. inverse .of· the' fluorescence decay time of. 
the excited state will be the sum of the.decay probabilities of these 
three processes, Analogous processes·occur in the absorpti,on of light· 
by the impurity ion. Electronic transitions provide information on.the 
energy levels of the . impurity .ion while radiationle.ss and vibronic tran-
sitions provide information on the electron~ph.onon interaction. 
1 
2 
Radiative and vibronic transitions c~n be observed directly in opti-
cal spectra whereas . radiationless. tr~nsitions are observed only indirect-
ly through the .temperature dependenc~ of spectroscopic.data. Figure 1 
shows a diagralll of vibronic and radiative t:r;ansitioI?-s in both absorption · 
and emission. The radiative transitions give rise to zero-phonon lines 
in the spectra. Vibronic sidebands. will appear on both the.low energy 
and, high .. energy side of these lines. · In absorption spectra the low 
energy vibronics are due to the concurrent absorption of a photon and a 
phonon whereas in the fluorescence spectra the low energy vibronics are 
due to the.concurrent emission of a photon and·a phonon. Similarly, the. 
high energy vibronics in absorpt'i,.on are due to the simultaneous absorp-
tion of a photon and emission of a phonon while in the.fluorescence 
spectra they are due to the simultaneous emission of .a photon and absorp-
tion of a phonon. Thus, the absorption and.emission spectra should ap-
pear as mirror images on.either side of the zero-phonon line. However. 
since·. the intensity of these sidebands· is proportional to the probability 
of absorption or emission .of phonons, the low energy absorption vibronic1;1 
and high,· energy emission vibronics are generally not observed at .low tem-
peratures where few phonons are·a.vailable for absorption. 
Three types of spectral profiles can be observed depending on the 
strength of the electron-phonon inte.raction: These are shown·in Figure 
2 for typical fluorescence spectra. For weak electron-phonon i~teraction 
most of the emission occurs purely radiatively. This gives rise to a 
very intense zero-phonon line with a weak, structured vibronic sideband 
consist~ng mostly of one-phonon emission transitions. As the strength 
o~ the.electron-phonon interaction increases more emission occurs in the 
vibronic sideband and less in .the zero-phonon line. The vibronic bands 
(a) ( b) 
Figure 1. Diagrams of Vibronic and Radiative Transitions for Both Ab-
sorption (a) and in Emission (b) of Photons 
>-
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Figure 2. Three Types of Profiles Observed in 
Optical Spectra for Weak (a), In-
termediate (b), and Strong (c) 
Electron-Phonon Interactions 
4 
can be much broader and less structured when multi-phonon transitions 
are important and in some cases the zero-phonon line is not observed at 
all. As temperature is increased the relative intensities and shape of 
the vibronic sidebands change due to the change in the probability of 
absorbing and emitting phonons, · .. Phonon scattering and radiationless 
transitions also cause a change in the width and position of the zero-
phonon line with temperature. 
5 
There are two purposes for studying the' spectra of impurities in 
solids: to characterize and understand the optical properties of the 
system; and to obtain information on the phonons of the host crystal and 
how they interact with the electrons on the impurity. This work is con-
cerned mainly with the latter purpose. This information on the lattice 
dynamics is interesting because of the important roll played by phonons 
in the thermal, electrical, and optical properties of solids •. 
The most powerful technique currently used for studying lattice .vi-
brations is neutron scattering. Despite the wealth of information which 
has been obtained from·this.technique, it does have.some.limitations 
such as the need for e~pertsive equipment, a relatively low resolution, 
and the fact some materials cannot be investigated because they have a 
low scattering cross section or high absorption cross section for neu-
trons. Infrared absorption and Raman and Brillouin light scattering pro-
vide complimentary techniques for investigating lattice vibrations. 
These methods have higher resolution than neutron scattering but first 
order phonon processes are limited to the center of Brillouin zone by 
momentum conservation. Second order processes are not subject to this 
restriction but it is usually quite difficult to unfold the combined 
density of phonon states. These techniques are also limited by rigorous 
6 
selection rules. 
Perhaps the most attractive feature of vibronic spectroscopy for 
investigating lattice vibrations is t11at, compared with the other meth-
ods, it is a very ~imple, inexpensive experimental technique. It also 
has been shown that information on phonon eigenvectors as well as eigen-
frequencies can be obtained from vibronic studies which is not available 
by other methods (1). Phonons from all parts of the Brillouin zone may 
be active in vibronic transitions although they are subject to certain 
selection rules. These phonons can be identified even though it is 
sometimes quite complicated to do so. One of the major problems in using 
vibronic spectra is that the presence of an impurity center may perturbe 
the lattice modes or int.roduce local vibrational modes which must be 
distinguished from the normal lattice modes. 
It is important to note that the structure observed in vibronic 
spectra represents an effective phonon distribution (weighted by the 
electron-phonon interaction) and not the actual phonon density of states 
of the crystal. This information is µseful itself in understanding the 
absorption and luminescence properties of the systema and.how they change 
with temperature. It is also possible to use this data to obtain infor-
mation concerning the lattice dynamics of the host crystal. However, 
this involves determining the frequ~ncy dependence of the electron-phonon 
coupling parameters. Two methods have peen used to do this: One is to 
assume a simple model for the coupling parameters and use the long wave-
length limit of their frequency depend.enc~ (2). This factor can then be 
divided out of the measured effective phonon distribution leaving the. 
phonon density of states of the pure crystal. The second method is to 
formulate from first principles a lattice dynamic model for the crystal 
7 
with at). impurity and from this calculate the.predicted shape of the vi-
bronic sidebands (1). This is by far.the most elegan1:·technique for in-
terpreting vibronicspectJ;"a and using it·make1:1 vibronic spectroscopy the 
most powerful method for studying lattice dynamics. However, this is a 
very complicated procedure and to avoid the use of many adjustable para-
meters in the model it is necessary to have a significant·amount of 
other experimental data available on the crystal. In many cases the 
first, simpler method gives a good approximation to the true phonon.den-
sity of states. It should be.noted that all ,of the information on lat-
tice phonons is contained in the one-phonon sideband and·in.both tech-
niques this ~ust first be projected out of the total .observed vibronic 
spectra. 
Chromium Doped Strontium Titanate 
This thesis deals.with measuring the. vibronic spectra of chromium 
doped strontium titanate and.interpreting the result$ in.tenns of the 
host lattice phonons .and their .interaction with tq.e electrons on the.im-
purity atomso. SrTi03 was. chosen as -a host crystal becallse of its .inter-
esting ·struc1:=ural 1 acoustical and electrical properties in which the 
lat'!:ice vibrations play an important roll~ Chromium was · chosen as the. 
impurity ion because it is known. to give rbe to very ,distinct I struc-
tured vibronic bands. 
SrTi03 is generally considered to have octahedral symmet+Y at room 
temperature although x-ray analysis indicates that.it is.not a perfect 
1 
c1,1bic, perovskite structu.re (3) o It has Oh symmetry with one molecule 
per unit cell as shown in Figure 3 (4). A second (or higher) order phase 
transition takes places around 110°K and the symmetry becomes tetragonal. 
Figure 3. Structure of SrTi03 in the Cubic Phase 
Showing Two Complete Unit Cells (4). 
~ ; Ti, Q ; Sr, and the oxygen 
atoms are ocated a~ the vertices of 
the octahedra surrounding the titan-
ium atoms. 
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Below 35°K the symmetry is rhombohedral and there may be an intermediate 
0 · 0 ( ) orthorhombic phase between 65 Kand 35 K 3 , The 110°K phase transi-
tion is thought to be precipitated by the r 25 soft transverse optic mode 
at the.corner (R-point) of the Brillouin zone and the 35°K phase transi-
tion is associated with the r 15 soft transverse optic mode at the center 
of the Brillouin zone (5). Several of the branches of the lowest TO 
mode in different symmetry directions have been found to be temperature 
dependent (6,7) and this makes it difficult .to compare data on phonon 
frequencies obtained at different temperatures. 
The lattice dynamics of strontium titanate have been extensively 
investigated both experimentally and theoretically (5-17). The lattice 
vibration theory of ferroelectr!city (18,19) has been successfully ap-
plied to strontium titanate even though it never becomes truely ferro-
electric. The soft modes have been the subject of numerous studies and 
have been found to account for most of the interesting acoustical and 
dielectric properties as well as giving rise to the structural phase 
transitions. 
The phase transitions in SrTi03 have been investigated by measure-
ments of electron and nuclear magnetic resonance (20,21), ultrasonic at-
tenuation (22), elastic constants (23), dielectric constants (24), x-ray 
diffraction (3), thermal conductivity (25), piezoresistivity .(26), opti-
cal birefringence (3), light scattering (5,6,17,27), infrared absorption 
(8-12), neutron scattering (6.7), and vibronic spectra (28-32). In the 
current model for the 110°K structural transition the octahedra of oxygen 
atoms are thought to rotate in al~ernating directions about the cubic 
crystal axes. This leads ton!! symmetry as shown in two dimensions in 
Figure 4 (21), This doubles the size of the unit cell and causes the 
I I 
I I 
I 
~f_..,: 
Figure 4. Rotation of the Oxygen Octahedra in SrTi03 
Giving Rise to the Cubic to Tetragonal 
Phase Transition Shown in a Two Dimen-
sional Cross Section Perpendicular to 
the Tetragonal Axis (21).~; Sr,(!}; Ti, 
and Q; o. 
10 
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R-point of the cubic Brillouin zone to become the new zone center. 
Because of size similarities, Cr3+ ions probably go into the SrTi03 
1 ' b • ' 11 f T. 4+ . Thi . h attice su stitutiona y or i ions. s requires some c arge com~ 
pensating mechanism such as an oxygen vacancy whic4 probably takes place 
non-locally since room temperature electron-spin resonance measurements 
show the chromium ion to occupy a site of cubic symmetry· (20). At high 
temperatures the fluorescence spectrum exhibits a strong zero..-phonon 
line (R-line) arising from a magnetic dipole transition from the 2E g ex-
cited state to the 4A2g ground state. This is accompanied by weak, 
structured vibronic sidebands (30). Below 110°K the R-line splits into. 
an R1 , R2 doublet and more structures are showed up in vibronic side-
bands. Another feature which appears in the spectrum is a strong, sharp 
vibronic peak which cannot be associated with any normal lattice mode of 
SrTio 3 (30). It does not appear in the spectra of other impurity ions 
in strontium titanate and thus is attributed to a local vibrational mode 
induced by the chromium impurities. Since Cr3+ i~ only slightly heavier 
than Ti4+ the local mode is probably induced by force constant changes 
due to the charge difference and not to mass differences. 
Summary of Thesis Work 
The continuous'fluorescence spectra and the fluorescence decay times 
of chromium doped strontium titanate were measured at numerous tempera-
tures between about 8°K and 200°K. From this data we obtained the tern-
perature dependence of the vibronic spectra, fluorescence decay time, 
the widths and positions .of the zero-phonon lines, and the width, posi-
tion, and intensity of the impurity induced local vibrational mode. 
The frequency dependence of the low energy vibronic spectra near 
the zero-phonon lines is found. to vary as w 3 which is indicative of an q 
12 
allowed electric dipole transition without the necessity of vibrational 
induced mixing of states of opposite parity. The vibronic selection 
rules for phonons at all part of the Brillouin zone were determined and 
the peaks observed in the vibronic spectra at low temperatures were com-
pared to the results of neutron scattering, Raman scattering, and infra-
red absorption, Most of the vibronic peaks can be identified and. the 
high energy vibronic sideband was found to be useful in observing the 
low frequency soft modes of SrTi03• Using an iteration process, a com-
puter analysis of the data was used to obtain the one-phonon and multi-
phonon contributions to the observed vibronic sideband. In order to 
predict a good fit to the observed spectra it is necessary to include 
quadratic coupling between the local mode and the lattice phonons. The 
contribution of other multiphonon processes is very small, 
The effective phonon distribution reflected by the one-phonon vi-
bronic sideband was used to theoretically predict the temperature depend-
ence of the .width and position of the zero-phonon lines and the width, 
position, and intensity of the local mode, The predictions for both 
cases do agree fairly well with experimental data. Comparisons are made 
with the theoretical predictions obtained using a Debye phonon distribu-
tion and with predictions involving coupling only to the soft modes, 
The discrepancies between theory and experiment are discussed in terms 
of anharmonic interactions and different phonon coupling strengths for 
different physical processes. 
The temperature dependence of the fluorescence decay time is found 
to compare favorably with the temperature dependence of the ratio of the 
integrated fluorescence intensity of the zero-phonon line to that of the 
13 
total spectrum. This implies that the quenching of the decay time at 
high temperatures is due to the increased probability of radiationless 
and vibronic processes and not due to the .change in the electronic tran-
sition probability due to the structural phase transition.· 
A s~mple model is assumed for the frequency dependence of the elec-
tron-phonon coupling parameters and by dividing this out of the effec-
tive phonon distribution obtained from the vibr'onic spectra an estimate 
is obtained for the true phonon distribution of the pure crystal. This 
is compared to the phonon density of states obtained from neutron scat-
tering data and found to agree reasonably well. 
CHAPTER II 
THEORY 
The system we are dealing with consists of the electronic states of 
the impurity ions, the electromagnetic radiation, and the thermal vibra-
tions of the lattice. The ion interacts with the electromagnetic field 
by absorbing or emitting photons resulting in transitions to higher or 
lower electronic states. It interacts with the vibrational field by the 
absorption or emission of phonons which may or may not result in transi-
tions between the electronic states. Standard second quantization for-
malism and the semi-classical theory of electromagnetic radiation is 
used to treat these interactions. In the followi~g sections we derive 
expression for the vibronic transition rate, the selection rules predict-
ed through synnnetry considerations, and the expressions describing the 
spectral profile. 
Derivation of Vibronic Transition Rate 
The transition probability per unit time can be ·predicted in the 
usual way using Fermi's Golden Rule of .time dependent perturbation 
theory, 
(1) 
where 1:l'i and 1:l'f are the wave functions of the initial and final states, 
14 
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Hint is the interaction Hamiltonian causing the transition, and pf(EfaEi) 
is the density of final states. The matrix elements for vibronic tran-
si tions can be re presented by the diagrams shown in Fi,gure 5. The two 
interaction verticies in each of these di~grams indicate that Hint can 
i-e be expressed· as the sum of the ion-photon interactiQn Hit1t and the ion-
i-v phonon interaction Hint" 
The Hamiltonian for the total system can be expressed as 
H = H + H + Hvib + Hi-e + Hi-v ion e~ int int 
= H + Hi , o nt (2) 
where Hi is the Hamiltonian for the ion in a static crystal fiel.d., H on · .,· em 
and Hvib are Hamiltonians for the photon and phonon fields, respectively, 
and the last two terms are the interaction Hamiltonians of interest here. 
Using the semi-classical treatment, the ion-photon interaction 
Hamiltonian can be expressed in terms of photon.creation and annihila-
tion operators in the usual way (33), 
i-e 
Hint = (3) 
where m, .!. and.E_are the maS!S, position andmementum'of ·an electron, re-
sepctively, and k at;id A represent the wave veet:o-r and polarization of 
A+ the photon. The operator ak creates a photon of wave vec;:.tor k and po-
A . 
larization A w~ile '\. annihilates such a photon •. 
The ion-phonon interaction takes place through the modulation of 
the crystal field at the site of the ion due to the vi:bration of the 
surrounding atoms. This can be written as a Taylor's expansion of the 
z 
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:E';l.gure 5. Feyman Diagrams of the Vibronic Process. 
The two interaction vertices in each 
of these diagrams in4icate that Hint 
can be expressed as the sum of the 
i-e ion-photon interaction (H. t) and the in 
ion-phonon interactiQn (Hi~~). 
+ electron ;-'i'.fi)()fit.. photon . (ii.wk) ; and 
···~ phonon (hw ) • q 
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crystal field Vin terms of the nonnal coordinates of the lattice vibra-
tions, 
Qµ + .1... I: q 2~ qµq'µ' ' aQµaQµ q q' 
+ •.• t (4) 
where Q~ is the normal coordinate for a phonon of wave.vector g and po-
larizationµ. The normal coordinates .can be expressed in terms of crea-
tion and annihilation operators as (33) 
(5) 
where bµ+ creates a phonon of 
' q 
wave vector q and polarizationµ while bµ q 
annihilates a similar phonon. Using this in Equation (4). the first 
order and second order ion-phonon interaction Hamiltonians can be expres-
sed as 
i-v (l) 
I: vµ ./F<bµ - bµ+) Hint • q,u q 2 q CJ ' 
qµ 
i-v <2) 16 l (bµ-bµ+)(bµ'-bµ'+) I: v I /w w . Hint • 2 l: qµ q 'µ I q,µ q I,µ I qµq,µ q q q' q' ' (6) 
where 
vµ av 
-q aq µ 
Qµ•o q q 
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v ].! µ' a2v (7) = µ' q q' aQ µ aq I Qµ=o q q q 
I QJ.! ,=o q 
Next we need the wave functions for the sy~tem. These can be written in 
second quantized forp1. as 
where ,e~ is the wave function for the electronic-state, while ~A and 
n represent the occupation numbers for specific photon and phonon qµ 
states, respectively. By making use of the Born-Oppenheimer-approxima-
tion these can be written in product form-as 
(8) 
Now let us consider the probability per unit time for.a specific 
vibronic transition using the above equations. Sine~ low energy emissiotl. 
vibronics are of greatest interest in this thesis, consider the rate for 
emission of a photon of w_ave vector ~ and polarization A and the concur-
rent emission of a phonon of wave vector q and,polarization µ. Substi-
tuting Equations (3), (6), and (8) into Equation (1) gives · 
w 27T 
= "=K" I: j 
+ E j 
2,r 
=~ 
E.) 
1. 
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k k (n +1) 2 (~/2w ) 2 qµ qµ 
+ E j (n +1)~("1/2w )~1 2 pf (Ef = E.) qµ qµ 1. 
(9) 
where we have assumed that wk11 » wqµ. 
Equation (9) describes the contribution made by a specific phonon 
to the vibronic sideband. The total sideband reflects the addition of 
such contributions for all phonons of the system, The selection rules 
determining whether or not a specific phonon is allowed to take part in 
a vibronic transition are contained in the matrix elements and discussed 
in the next section. The density of phonon stat~s .of the host crystal 
is contained in the last.factor in Equation (9). The observed vibronic 
spectral profile represents an.effective density of phonon states which 
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is the true density of states modified by the vibronic selection rules. 
the explicit phonon frequency dependence shown in Equation (9). and the 
frequency dependence contained in the electron-phonon coupling para~ 
meters •. The latter point is discussed further in section three of this 
chapter. The temperature dependence of the vibronic tral').S!ition rate is 
contained in the phonon occupation number, 
n qµ = 
1 (10) 
It should be noted that for vibronic.transitions involving the absorp-
tion of a phonon the factor (n + 1) in Equation, (9) is replaced by 
• qµ 
just n qµ 
Selection Rules 
As shown in the last section, the selection rules for vibronic 
transitions are contained in the matrix elements, 
(11) 
The -exponential may be expanded in the usual way since the wavelength of 
the incident radiation is large compared with the linear dimensions of 
the absorbing system. 
ik·r 
e - ~ = 1 + ik•r + ••• (12) 
For electric ,dipole selection rules only the first term in the expansion 
is .retained. Since the electronic wave functions, are eigenstates of the 
ion. the matrix element of the electron momentum operator can be changed 
to a matrix element of the electron position operator (34), 
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= (13) 
and the vibronic matrix elements become 
• !!!. (Eel _ ··Eel) 111 el I • "A., 111el wel I vJ.l I 111el 
1 ~ f j <Tf E 7fk Tj ><,j q 'i > • (14) 
Instead of using explicit.expressions for the wave functions and 
electron-phonon interaction operator, it is simpler to use group theory 
and determine the ·selection rules by showing that the matrix elements 
will be .zero or non-zero. In order to do this it is necessary to ex-
press the.electronic wave functions and interaction operators in terms· 
of the irreducible representations acce>rding to.which they transform in 
the symmetry group of the system. Since the impurity ion destroys trans~ 
lational symmetry the important group is th,e point group of the site. 
symmetry of the impurity ion. The ele<;:tronic wave functions can be ex-
"A pressed as the ri, rj, and rf representations.of this group and E"7fk 
will transform according to t~e sam.e·representations as x, y, or z de-
pending on the polarization of the incident light. Since V·exhibits the 
symmetry of the point group, VJ.I= (oV/oQJ.l) will transform according 
q q Q~=o 
q 
to the same irreducible representation as Q J.l. Thus the criteria for an q 
allowed transition is that reduction of the direct product representa-
tion ri x rv x rr contains rf or ri x rr x rf contains Tv' where rv and 
r are the representatiops of the vibrationa+ modes and radiation opera-
r 
tor, respectively. 
The·above procedure can now be,applied to the case'of.SrTi03 :cr3+. 
At·high temperatures (and to a first approximation at low temperatures) 
the chromium ion occupies a site of Oh symmetry, We will find the vi-
bronic selection rules for this.situation and then discuss how these 
22 
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will be modified by lowering the site symmetry to n4h. Vibronic ·selec-
tion rules for europium doped strontium titanate have been derived pre-
viously assuming cubic symmetry (29). Since a rare earth ion goes into 
the lattice substitutionally for the Sr ion and involves 4f-4f transi-
tions, the selection rules may be different than in chromium doped 
strontium titanatea 
In Oh symmetry all three components of the electric dipole moment 
operator transforms as the rr. = Tlu irreducible representation. The 
irreducible representations for the initial and final electronic states 
are ri = Eg and rf = A28 , respectively. The direct product of these 
three irreducible representations can be reduced as 
= (15) 
The vibronic transition is allowed only for phonon modes which transform 
as one of the irreducible representations that appear in the reduction of 
this product representation, Thus it is necessary to determine the sym-
metry representations of the phonon modes at all parts of the Brillouin 
zone. These are determined using space group theory with basis functions 
of the Block form, 
f(~) u (R) eiS·~, 
-q - (16) 
where u (R) is a vector displacement of the atom at R_ from the equilibri-
-q -
um position due to a symmetry operation. When an impurity ion is placed 
in the !attic~, translational symmetry is destroyed and only the opera-
tions which leave the impurity site invariant are included in the group. 
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The basis functions of interest are then those of Equation (16) with 
9. = 0 and the site group is the point group at the center of the Brtl-
louin zone, The symmetry representations of phonons at all parts of the 
Brillouin zone can then be expressed in terms of the synnnetry represen-
tations at the zone center. 
Figure 6 shows the unit cell of strontium titanate and the first 
Brillouin zone with the points of high symmetry labeled. With five 
atoms per unit cell there should be fifteen phonon modes at each point 
in the Brillouin zone. For a symmorphic space group we can factor out 
the rotational and translational operations and treat them separately. 
To obtain the symmetry of the phonon modes we work with the group of the 
wave vector at each point in the Brillouin zone. Operations of this 
group GO (g) either leave S invariant or transform it into 9. + g where g 
is a primitive vector of reciprocal space. Thus an operation (C) in 
G (9.) will leave the basis function in Equation (16) invariant or trans-
o 
form it into another basis function in the same set (i.e., with the same 
g, vector). 
I iq ·R {c o} ~(~) e - - = = ~(~') i(cq)•R e - -
= eia • ~ eiQ_ ·R_ • ~(~I) ;. (17) 
The character of the group operator will be the trace of the matrix that 
operates on ~(~)eig_·~ multiplied by the factor eig·~. The former can be 
obtained easily by noting that only those ions whose position remains 
unchanged or which transform into an equivalent ion in a neighboring 
unit cell contribute to the character (X) of the transformation matrix, 
x 
z 
a 
Q 
p.L-.ff- ·-0 
PP+---
,,, . ~ 
(a) 
y 
Qz 
t 
! ,{ R . 
r }<::_·--·--· ... _ -·-1> Qy 
/ ~ ... 
' L. ' I M 
,I 
Qx 
I ..... "' - 2"' --!91~ a 
(b) 
Figure 6. Unit Cell (a) and First Brillouin Zone of Strontium Titanate With Five Atoms 
of Which Coordinat;:,s are Sr(O,o,o):Q,Ti(~.~.~):@) 01(~,0.~); Q,o2(1,~,~); 
c=)and 03 (~.~.0);(_)and the First Brillouin Zone (b) With the Points of High 
Symmetry Labeled. 
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cos cp -sin cp 0 0 0 ... \ 
sin cp cos cp 0 
0 0 ±1 
0 
cos cp -sin <I> 0 
sin cp cos <I> 0 0 
0 0 ±1 
\ 0 
,(18) 
where cp is the angle of rotation and the+ and - signs refer to proper 
and improper rotations, respectively. The trace of this matrix is just 
the character for the operation within the Brillouin zone 
X(cp) = N (2 cos cp ± 1), 
u 
(19) 
where N is the number of ions contributing to the .trace. On the sur-
u 
face of the.zone this becomes 
= I: (2 cos <I> ±1) 
u 
ig•R 
-u 
e (20) 
Characters of this type can be detennined for each symmetry operation 
and the resulting representation can.be reduced in terms of the irreduci-
ble representations of·the group of the 9. vector at that point, The 
irreducible representations appearing in this reduction represent the 
symmetry modes of the phonons at this point in the Brillouin zone. 
Table I lists the components of the~ vector, the symmetry elements 
which leave it invariant, and the resulting point group for the special 
points in the Brillouin zone which can be determined by inspection of 
Figure 6. Inside the Brillouin zone the exponential factor in Equation 
Points in 
the B. z. 
r 
I:. 
x 
M 
A 
R 
K 
TABLE I 
SPACIAL SYMMETRY OF THE VARIOUS POINTS IN THE BRILLOUIN ZQNE OF 
SrTi03 AT ROOM TEMPERATURE AND IRREDUCIBLE REPRESENTATIONS 
OF THE VIBRATIONAL MODES OF SrTi03 AT VARIOUS 
POINTS OF THE BRILLOUIN ZONE 
Point Irreducible Representations of 
qx,qy,qz Elements of Symmetry Group the Vibration Modes 
• 
(O,O,O) E,8c3 ,9c2,6c4,i,8S6 ,9cr,6S 4 oh 4Tlu + T2u 
(O,O,q) E,2c4 ,c2,4crv c4v 4A1 + B1 + 5E 
(O,O,~) E,2c 4 ,sc2,2crv,2s4 ,crh,i'cr D4h 2A1 + Bl + 3E + 2A2u + 2E g g g u 
(q,q,O) E,c 2 ,2crv c2v SA1 + A2 + SB1 + 4B 2 
(~,~,O) E,zc4 ,sc2 ,2crv,i,2S4 ,crh,0 D4h A1 +A2 +B1 +B2 +E +A2 +2B1 +3E g g g g g u u u 
(q,q,q) E, zc 3 , 3cr v c3v 4A1 + A2 + SE 
(~'~'~) E,9c2,8C3,6c4,i,6S4,8S6,9cr oh T2g + A2u + E + ZTlu + T2u u 
(ql ,q2,q3) E cl 15A 
N 
0\ 
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(20) will be equal to 1 since~ is tqo small to transform into even a 
primitive vector of reciprocal space and thus g = o. I'!: is possible for 
g to be non.,..zero for points·on.the surf~ce of the Brillouin·zone.and 
these are shown in Table II along with the explicit form of the charac~ 
ter for each relevant type operation. 
Now let us consider each special point in the Brillouin zone. 
r Point: The symmetry of the wave vector at the center of the Brillouin 
zone is Oh. Table III shows the characters of the irreducible represen-
tations of this group and the characters obtained for the total vibra-· 
tional representation (rv) using Equation (20). Note that since g = 0 
at this point g will also be zero and the exponential factors in.Equa-
tion (20) will all be equal to one. The reduction of the vibrational 
representation is 
(21) 
so there are four triply degenerate Tlu phqnon modes and one triply de-
generate T2 modes at the zone center. Since the three acoustical modes u . 
transform like a vector they will belong to the Tlu representation and 
the other three Tlu moq.es .and the T 2u mode will be optical phonon 
brancheso Actually the three Tlu·optical modes each will be split into 
doubly degenerate transverse modes and non-degenerate longitudinal modes 
due to the macroscopic electrostatic field but the symmetries involved 
have not been determined and the cubic.mode designations are generally 
used to determine selection rules. 
For other points inside the Brillou:i,n zone · the grO\;LP of the g vec-
tor will be subgroups of Oh and the easiest .way to. obtain the vibration-
al mode representations is through compat~bility relationships. These 
TABLE II 
MODIFIED PART OF THE CHARACTER OF VARIOUS OPERATOR AT THE SURFACE OF THE BRILLOUIN. ZONE 
Operators 
c' 2 (45° to x 
and y axis) 
i 
N 
u 
3 
5 
3 
5 
Atoms Contributing to the Modified Factor 
of the Character and Their Vector 
Change After the Applying Operator 
Ti; R = a:i 
Sr; R = 0 
R " 03; = ai 
-
Ti; R =.2ai + " 2aj 
Sr; R = 0 
R " 01; = aj 
02; R = at 
03; R = 2ai + 
-
.2aj 
Ti; R = ak 
Sr; R = 0 
03; R = 0 
-
Ti; ; = a(i+j+k) 
Sr; R = 0 
,... 
a(i+~) 01; R = 0 • R = a(k+i) 2' 
- a(i+j) 03; R = 
-
Modified Character 
iQ•R. 
I: e - -Nu 
iQ a 
1 + 2e x· 
i2(Q +Q )a+ iQ a+ iQ a 
1+2e x Y e x e Y 
iQ a 
2 + e ,z 
i(Q +Q +Q )a+ i(Q +Q )a+ l+e x y z e y z 
i(Q +Q )a+ i(Q +Q )a z x . x y .' 
e e 
N 
00 
Operators 
O'h 
xy 
N 
u 
5 
3 
3 
TABLE II (Continued)· 
Atoms Contributing to the Modified Factor 
of the Character and Their Vector 
Change After the Applying Operator 
Ti; R = ak 
Sr; R = 0 
01; R = ak 
-
02; R = ak 
03; R = 0 
-
Ti; R = 0 
Sr; R= 0 
03; R = 0 
Ti; R = ai+ak 
-Sr; R = 0 
A 
03; R = ai 
Modified Character 
iQ•R. 
NE e - -
u 
iQ a 
2 + 3 e z 
3 
i(Q +Q )a+ iQ a 
l+e x z e x 
N 
\0 
I 
TABLE III 
CHARACTER TABLE OF oh AND THE VIBRATIONAL MODES AT r POINT 
oh E 8C 3 6C 2 6c4 3C2 (C 4 2) i 654 856 3crh 6ad 
Alg 1 1 1 1 1 .1 1 1 1 1 
A2g 1 1 -1 -1 1 1 -1 1 1 -1 
E 2 -1 0 0 -2 2 0 .:..1 2 0 g 
Tlg 3 0 -1 1 -1 3 1 0 -1 -1 
T2g 3 0 1 -1 -1 3 -1 0 -1· 1 
Alu 1 1 1 1 1 -1 -1 -1 -1 -1 
A2u 1 1 -1 -1 1 -1 1 -1 -1 1 
E 2 -1 0 0 2 -2 0 1 -2 0 
u 
T lu 3 0 -1 1 -1 -3 -1 0 1 1 
T2u 3 0 1 -1 -1 -3 1 0 1 -1 
N 5 2 3 3 5 5 3 2 5 3 
u 
2 cos <I> ±1 3 0 -1 1 -1 -3 -1 0 1 1 
X(r ) 15 0 -3 3 -5 -15 -3 0 5 3 
v (..,.) 
0 
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are found by determining how the representations of the vibrations at 
the.r-point reduce in terms of the representations.of the subgroups at 
the 6, r, and A points shown in Figure 6 and at a general point in the 
zone designated by,9.. Table IV shows the correlation among the.elements 
of the Oh symmetry group and its relevant subgroups along with the com-
patibility relationships for their irreducible representations. This 
gives ·the symmetry designations of all pho.non modes inside the Brillouin 
zone as summarized in Table I. 
Finally we have to cqnsider the points on the surface of the Bril-
louin zone. For these points g is not necessarily zero and must be de-
termined for each operation as described in Table II. Table V shows 
this along with the characters of the total·vibrational representations 
and their reductions for the three special points on t~e surface of the 
zone shown in Figure 6. The phonon symmetries obtained in this way are 
summarized in Table I. 
To obtain the vibronic selection rules for an impurity ion in 
SrTi03 it is necessary to express the vibrational representations of 
phonons at all points in the Brillouin zone·in terms of the representa~ 
tions of the Oh group at.the zone center. The representations of the 
Oh group in which each subgroup representation appears are listed in 
Table IV~ If the representation in Oh syrranetry is contained in the re-
duction of the direct product representation in Equation (15) then pho-
nons whose space group representations are contained in this point group 
representation give allowed vibronic transitions. Other phonons do not 
contribute to vibronic processes. These considerations lead to the vi-
bronic selection rules for SrTi03:cr3+ shown in Table VI. 
The final point to consider is the effect of the phase transition 
TABLE IV 
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TABLE V 
TOTAL REPRESENTATIONS AND THEIR REDUCTIONS ON THE SURFACE OF THE BRILLOUIN ZONE 
Point oh E 8C3 6c2 6C4 
2 3C2(c4 ) i 684 Bs6 3crh 6cr d Reductions 
2 cos <I> ± 1 3 0 -1 1 -1 -3 -1 0 1 1 
R NL eiQ•R 5 1 -1 1 
.3 1 -1 3 u 
X(r ) 15 0 -1 -1 -1 -9 -1 0 -1 3 T2 +A2 +E +2T1 +T2 v g u u u u 
Point D4h E 2C " 2c4 2C' c2 i 284 O'h O' 2crd Reductions 2 v 
2 cos cf> ± 1 3 -1 1 -1 -1 -3 -1 1 1 1 
x 
NL eiQ•R 5 1 3 -1 5 -1 1 -1 5 3 
u 
x(r ) 15 -1 3 1 -5 3 -1 -1 5 3 2A1 +B1 +3E +2A2 +2E v g g g u u 
2 cos <I> ± 1 3 -1 1 -1 -1 -3 -1 1 1 1 
M NL eiQ•R 5 3 -1 -1 1 1 -1 5 -1 3 
u 
X(r ) 15 -3 -1 1 -1 -3 1 5 -1 3 A1 +A2 +B1 +B2 +E +A2 +2B1 +3E v g g g g g u u u 
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TABLE VI 
ALLOWED VIBRATIONAL MODES FROM 2E BY ELECTRIC DIPOLE TRANSITION g 
f (Tl) IN VARIOUS POINT IN THE BRILLOUIN ZONE 
r u· 
Final states 
Possible allowed Alg A2g E Tlg T2g 
·vibrational modes g 
T2g 
A2u x x 
E x x 
R u 
oh Tlu x x x x x 
T2u x x x x x 
Tlu x x x x x 
r 
T2u x x x x x 
Alg 
A2g 
Blg 
B2g 
E g 
A2u x x x x x 
M 
Blu x x 
D4h E x x x x x 
u 
Alg 
Blg 
E g 
A2u x x x x x 
x 
E x x x x x 
u 
Al x x x x x 
c4v Bl x x x x x 
E x x x x x 
Al x x x x x 
c3v fl. A2 x x x x x 
E x x x x x 
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TABLE VI (Continued) 
Possible A2 E Tlg T g g 2g 
Al x x x x x 
A2 x x x x x 
c 2v 
B:t. x x x x x 
B2 x x x x x 
cl K A x x x x x 
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0 to lower symmetry below 110 K. · This acts as only a small perturbation 
on the cubic symmetry of the system. Since the great majority of phonon 
modes are allowed to take part in vibronic.transitions in cubic symmetl;'y, 
the most important effect of this transition will be to split some of 
the degenerate modes.· The distortion accompanying the rotation of the. 
oxygen octahedra can be represented by B2u. in n!! s.ymmetry. Thus all 
phonon symmetry d~signations in the Oh group can be reduced in terms of 
the new n!! point symmetry.and the reduction of the direct product of 
these representations with B2u gives the new phonon symmetry designa-
tions. These are sunnnarized in Table VII and show the splittings of 
some of the doubly and triply degenerate modes. 
The results of these symmetry considerations will be discussed fur-
ther in the interpretation of the vibronic spectra in Chapter IV. 
Derivation of the Equation for the 
Spectral Profile 
The transition probability per.unit-time for a vibronic.transition 
involving a specific photon and phonon was derived in Section 1 of this 
chapter. Now we would like to derive an expression to describe the. 
whole vibronic band made up of transitions involving phonons.and photons 
of many different frequencies. To do this we begin by u~ing the formal 
expression for the transition rate instead of the Golden Rule 
(22) 
The development of the amplitude function in the interaction picture can 
be found i~ standard quantum mechanics texts (34). It is convenient to 
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TABLE VII 
SPLITTINGS OF THE VIBRATIONAL MODES OF CUBIC SYMMETRY UNDER 
THE DISTORTION (Blu) INTO TETRAGONAL SYMMETRY (6) 
Vibrational Mode in 
Cubic Synunetry (Oh) 
A 2u 
E 
u 
Reduction in 
D4h Symmetry 
B . lu 
E + B2 g g 
E + A2 u u 
E +··B· · 
u 2u 
Splittings of the Vibrational 
Mode in Tetragonal 
Symmetry (D4h) 
E 
u 
express it in terms of the time translation operator given by 
U(t,t) 
0 
iH t/Jfi -iH(t-t )/lfi. -iH t /Jfi. 
0 0 0 0 
= e e e 
This obeys the differential equation 
i-fi dU(t,t )/dt = V(t)U(t,t) 
0 0 
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(23) 
(24) 
where V(t) is the interaction potential in the interaction picture which 
is related to the Schroedinger interaction potential by 
V(t) = 
iH t /.fl -H t /16. 
e O V e O (25) 
The differential equation for U(t,t) can be rewritten as an integral 
0 
equation and expanded as a power series in terms of V(t) 
U(t,t) = 1 - i ft V(t')U(t' t )dt' 
0 ~ t ' 0 
0 
= 1 - i ft V(t')dt' + Ci) 2 ft V(t')dt' ft V'(t")dt" + 
.flt .ft t t 
0 0 0 
Using the.time ordering operator .this can be written in the form 
= T exp [- i ft V(t')dt'] fl t 
0 
... 
The time translation operat:or has the following useful properties: 
U(t,t") = U(t,t')U(t' ,t"), 
(26) 
(27) 
(28) 
U(t,t )i'Y(t )> = l'Y(t)> , 
0 0 
lim U(O,t )l'Y > a l'Y +> , 
o a a t +oo 
0 
where j'Ya> is an eigenstate of H0 and j'Ya+> is_an eigenstate of 
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(29) 
(30) 
H = H0 + V(t). In the limit of t 0 -+ - 00 the .matrix element of U(t,t0 ) is 
just the transition amplitude cb(t). 
Thus the transition rate to an eigenstate bin Equation (22) can be 
rewritten in terms of the time development operator as 
= 
= 
lim 
t +-oo 
0 
lim 
t +-oo 
0 
d . I 
~d <'Y U(t,t )*j'Yb><'YbjU(t,t )j'Y > • t a o o a 
(31) 
where j'Yb> is an eigenstate of H0 • Equation (24) can be used to evalu-
ate the time derivative 
In order to evaluate the matrix element we can use Equation (28) to make 
the substitution 
U(t,t) = U(t,O)U(O,t. ), 
0 . p 
so that Equation (30) can then be applied 
Pab = ~ Im /!~ 00 <'Y)U*(O,t0 )U*(t,o)l'Yb><'Yblv(t)U(t,O)U(O,t0 )j'Y/ 
. 0 
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(33) 
where the expressions for U(t, t ) and V(t) in Equations (23) a'nd (25) 
0 
have been used, Next we can use an iteration expansion to write the 
wave function (34) 
Thus, 
= I 'I' a> + ~!~ E - H 1 + i.fie: V I 'I' a+> + • • • • 
a o 
x [<'l'biVl'l' > + lim <'l'blV E a e:-+o 
* 2 ~a J = >l' Im [o(b-a) + lim 
TI e:-+o Ea - Eb - i.fie: 
x [v + lim z <'l' I ba e-+o c b E 
a 
= ; Im [o(b-a) + lim 
'11 e-+o E 
a 
11\a12 
a 
= i" Im R.a o (b-a) + I Im lim ~ -b ~ e:-+o Ea - Eb - i~e ' 
where 
v v I I be ca = <'l' b V 'l' / + zc _E ___ E ___ + ___ '_i'i_ + • • • 
a c ~.e: . 
v v be ca 
= Vba + z E - E + i~e + ··· 
c a c 
(34) 
(35) 
(36) 
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which is called the "reaction matrix". 
Since for our case b; a the first term in Equation (35) is zero. 
The limiting value of the second term can be expressed in terms of 
Cauchey's principal value plus a delta function (34) 
lim 1 
e:-+o x ± i.fi.e: = p(.!.) + i~o(x) • x 
Substituting this into Equation (35) gives 
(37) 
(38) 
It is usually necessary to retain only the first term in the expansion 
of the reaction matrix in Equation (36) leaving us with 
(39) 
which is the transition rate in the first Born approximation. 
Using the integral representation of the delta function we have 
(40) 
To obtain the total transition rate this expression must be averaged 
over initial states and s~med over final states 
l i(H -Hb)t/~ . 
= - Av L <'¥ Iv* f co dt e . a ·. I 'l' ,,_> 
.fi.2 a b a -co LI 
This general expression must now be specialized to the case of a 
vibronic transition. Using the Born-Oppenheimer approximation the wave 
functions of the initial and final states can be written as products of 
electronic and vibrational wave functions and the Hamiltonians for a 
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vibronic emission transition are sums of electronic and phonon Hamil-
tonian 
H = H = Hel + Hph 
a e e e 
(42) 
~ = H = Hel + Hph + 11.w + M, g g g (43) 
where ~w is the energy of the emitted photon and Mis the electromagne-
tic·multipole moment operator causing the transition. The initial state 
phonon configuration is taken to be in equilibrium so 
= r .fi.w (b + b + ~) , q q q q (44) 
while the final state phonon configuration includes the interaction be-
tween electrons and phonons 
= r ,t\w (b + b + ~) + V. q q q q (45) 
The electron phonon interaction Hamiltonian is given in Equation (6). 
Thus 
Assuming that the Franck-Condon approximation is valid so the electron 
transition is independent of the nuclear coordinates, the electronic 
matrix elements can be evaluated 
-iwt i(Eel_Ee1h/.fi 
= . .1.. Av E ! co dt e e e g 
.:i.,_2 . a b -co 
-iwt iw t iHpht/.fi -iHpht/-fi. 2 
= -
1 J co dt e e O Av <{n } I e e e g I {n }> IM b I ti 2 - co a qa qa a 
-i(w-w )t 
0 
e <U(t,O)>, 
a 
43 
(46) 
where the definition of U(t,t) in Equation (23) has been used with the 
0 
phonon Hamiltonian substituted for Hand H. 
0 
If we treat explicitly an electric dipole emission transition and 
account for the density of final photon states and the effective electro-
magnetic field in the crystal this becomes (35) 
p ab (ed) 
where 
= 
3 E 2 [.!!.... (~)] (8 ,r) 3 1Medj2 G( b ) 
e E ,fie 3 w ab a ; w 
3 I ed 12 = Cw Mab G(ab;w), 
G (ab ;w) 
G(ab;t) 
• ! co -iwt dt e G(ab;t), 
= 
-co 
<U(t ,O)> e 
a 
iw t 
0 
(47) 
(48) 
(49) 
and C is constant. G(ab;w) is called the spectral distribution function. 
To evaluate the average value in the spectral distribution function 
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it is helpful to use the expression for U(t,O) in Equation (27) and 
group the expansion products as a cumulant average using the generating 
function (2) 
tX 00 (tn/n!) <Xn> ln <e > = I: c' (50) n=l 
so 
<X> = <X> 
c 
<X2> 2 2 (51) = <X >-<X> 
c 
3 3 2 3 
<X > = <X > - 3<X ><X> + 2 <X> 
c 
Thus, 
G(ab;t) 
iw t 
= exp[nI:=l (-i)n(_.!:._) ft dt1 ••. ,J 0t dt <T V(t ),,,,V(t )> ]e O 
.fi n ! o n 1 n ca 
= 
g(t) 
e , (52) 
where 
g (t) 
· 1 t 1 iw t 
= (; !: dt1 <V(t1)> ca - .fi. 2 1! dt1 IO dt 2 <TV(t1)V(t2)> ca+·•• }e O 
(53) 
The averages in this expansion can be evaluated term by term using 
the Equation (25) for V(t) and the Hamiltonian in Equation (6). For the 
first term 
<V(t1)> ca = = 
45 
= <{n }IE(V b + v *b +) + ~ E,v ,(b +b +)(b ,+b+,)l{n }> qa q q q q q qq qq q q q q qa 
= ~ E V (2n +1) • q qq q (54) 
Since this is independent of time the integral over time is just 
ft dt1 <V(t1)> = ~EV (2n +l)t o · ca q qq q (55) 
Using Equation (51) the next term in the expansion is 
The second term is just the product of two terms like Equation (54) 
The first term can be calculated as 
iHpht /~ 
= <{n }le e 1 [ct1 (v b + v* b+) + ~ E V qa ql ql ql ql qlq2 qlq2 
-iH!ht1/'Il iH~ht 2/..fi 
e e 
[ct3 (V b + V* b+) + ~ E V (b + b+) q3 q3 q3 q3 q3q4 q3q4 q3 q3 
iHpht /,1fi 
(b + b + ) ] e e 2 I { n }> 
q4 q4 qa 
-iw t 
q3 2 
e 
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-i(w -w )t i(w -w ) t 2 
+ e 
ql q2 l q3 q4 
<{n }lb b+ b+ b l{n }> e 
qa ql q2 q3 q4 qa 
-i(w -w )t -i(w -w )t 
+ 
ql q2 l . q3 q4 2 
<{n }lb b+ b b+ l{n }> e e 
qa ql q2 q3 q4 qa 
i(w +w )t1 -i(til +w )t2 
+ 
ql q2 q3 q4 
<{n }lb+ b+ b b l{n }>] e e 
qa ql q2 q3 q4 qa 
For Equation (58) we used the facts that 
= e 
-iw t q 
<nib In> q 
iw t 
e q <nib +In> 
q 
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(58) 
(59) 
and only terms which contain same number of creation (b +) and annihila-q 
tion (b) operators are non~zero. Temporarily ignoring the time depend-q 
ent exponents, further computation of the Equation (58), each of eight 
matrix elements of the Equation (58) should be calculated as follows: 
(60) 
(61) 
For the next six calculations it is necessary to consider all the possi-
+ ble combinations of the operator b b because of the summation over 
. qi qj 
all q.. For <{ n } I b b b +b + I {n }> there are two possible combina-
i qa ql q2 q3 q4 qa 
48 
+ + + + + tions of b b namely b b , b b . and b b , b b • For the first 
qi qj ql Q3 q2 q4 ql q4 q2 q3 
combination, 
(62) 
where the commutation relation [b ., b '.,] = o . , has been used. q q qq 
For the second combination 
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(63) 
So we may write the third term as 
(64) 
In similar fashion we have values of the other five terms as 
<{n }lb+b b+b l{n }>=n n o o '+n (n +l)o o , 
qa ql q2 q3 q4 qa ql q3 ql q2 q3q4 ql q2 · ql q4 q2q3 
(65) 
(66) 
(67) 
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Using Equations (56) - (58), (60), (61) and (64) - (69), the second term 
of Equation (53) becomes 
1 2 t tl 
- - E (V ) . { (n +l) ! 0 dt1 ! 0 dt 2 e 
~
2 ql ql ql 
t 
-iw t 
ql 1 
iw t 1 -iw t 
fl dt 
0 2 
ql ql 2 
e e } 
t 
+ E V V n n ft dt fl dt + E V V n 
qlq3 qlql q3q3 ql q3 o l o 2 qlq2 qlq2 q2ql ql 
51 
<ii +1) 
q2 
52 
t -i(w -w )t i(w -w )t 2 
f t dt f 1 ql q2 1 ql q2 
o 1 o dt2 e e 
1 
- -2- e 
w 
ql 
iw t 
(-1- + _1_ it - ..1...2 e ql ) } . 
2 w 
w ql w ql ql 
53 
2 
+ r v v <ii +1>ii !... + r v v <ii +1)ri 
ql q2 ql ql q2q2 ql q2 2 ql q2 ql q2 ql q2 ql q2 
54 
2 
+ L v v <ii +1> en: +1> L + L v v <ii +1>ii 
ql q2 ql ql q2q2 ql q2 2 ql q2 ql q2 q2ql ql q2 
(70) 
We changed dummy variable q2 to q3 in Equation (70). Since t 2 terms are 
cancelled each other, all the terms of Equations (70) and (SS) can be 
collected and Equation (53) can.be expressed as 
(71) 
where 
s .. (72) 
(73) 
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(V )2 
ql -
2 {(n +1) e ql (74) 
-i(w -w )t (n +1) n (1 - e ql q2 ) • 
ql ql 
(75) 
Notice that since q1 and q2 are arbitrary subscripts we used following 
relation: 
-i(w -w )t 
ql q2 
e. 2 } • (76) 
(w -w ) 
ql q2 
Therefore, we can rewrite the emission probability of Equation (47) as 
where 
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G(ab;w) = ! oo dt e-iwt 
-oo 
g(t) 
e ' 
(77) 
and 
g(t) = 
where S, n, g1 (t) and g2(t) are given in Equations (72) - (75), 
In general the quadratic coupling term g2 (t) is important only in 
the contribution it makes to the temperature dependence of the zero-
phonon line and we will discuss it further in Chapter V, The linear 
coupling term g1 (t) is important in analyzing vibironic sidebands, Since 
the structure in the experimentally observed sidebands is sharpest at 
very low temperatures this is the most interesting data to considera 
Thus the theoretical expressions can be used in the limit T=O. In this 
limit only phonon emis~ion occurs since n (w) equals zero. The expres-q q 
sions describing the spectral distribution function from Equations (71) 
through (74) and (77) are then 
s = 
v 2 
I: q 
q (.fiw )2 
q 
= 
n ... o, 
= I: s 
q q 
e 
I: s ' q q 
-iw t q 
-i(w-w )t 
GB(ab;w) ~ e-S !_: dt e O gl (t) [e -1] . 
(78) 
(79) 
(80) 
(81) 
Multiphonon processes will simply be represented by the product of 
terms such as that appearing in Equation (81)a This can be expressed by 
gl(t) 
expanding (e -1) in a power series 
where 
GB(ab;w) 
G (ab;w) 
n 
= 
co -i(w-w )t [g1(t)]n E [e-s J co dt e. 0 , · ] 
n=l -co n. 
co 
= E1 G (ab;w) •. n= n • 
_8 co ~i(w-w )t [g1 (t)]n 
= e !_co dt e O n: 
One-phonon processes are then given by 
G1 (ab;w) 
_8 -i(w-w )t 
= e. !_: dt e O s/t) 
-s 
= 2'1Te ES ~(w -w-w) , q q O q 
and then-phonon contr~bution to the spectrum becomes 
G (ab;w) 
n 
• e-s ! co 
-co 
-s' e co 
=--, ! 
n. - co 
21Te-s 
= n!-
-i(w-w )t 1 dt e ·O , (E ·g 
n. q q 
-iw t 
e q )n 
-i(w-w )t -iw t -iw t. 1 dt e O E: S e q (E S e . q ) n-
q q q q 
s 
e G1 (ab;wn) 
O I I 2'1T 
57 
(82) 
(83) 
(84) 
(85) 
58 
This can be written in a simpler form·which can be understood by looking 
explicitly at the first two te~s n • 1, and n =.2, 
co 
J 
-co 
s s 
2,re-s co co e G(ab;w1) e G1(ab;w2) 
G2(ab·,w)-= !_co !_co dw dw o(w +w w w) 2 ! 1 2 2,r 2,r 1 2 - o -
= 
2,re-s 
2! 
s 
~sq!_: dw1 o[(w0 -w1)-wq] ;,r G1 (ab;w0 +w-w1) 
-s E sq sq' . 
= 2,re , -1 ., -2 , o[(w -w) - (w +w ,)] • qq • 0 q q 
Thus, for an nth order process this can be generalized to 
G (ab;w) 
n = 
2,r~-s {n ~o} o 
q n ,E n q q 
n 
s q 
(,r ..L) 
q 
o[(w -w) - En w ]. 
0 'q q q (86) 
Note that the ratio of the integrated intensity .of then-phonon 
spectrum to that of the.total broad band spectrum can be expressed as 
co dw G (ab;w) co -s co 
-i(w-w0 )t [g1 (t)]n 
J J _co dw e J dt e n! 2,re -s (Sn/n!) -co n -co 
= 
co 
dw GB(ab;w) -i(w-w0 )t [g1(t)]n -S co n ! _co ! J co co -s 2rre n~l (S /n:) dw J_co dt e e n=l -co . n. 
Sn 1 Sn 1 Sn -s e (87) = -i = n! = n! s -s n. co Sn e -1 1-e 
EO - -1 n= n! 
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Although we have been.neglecting the zero-phonon line for simplicity 
this expression also holds for n=O. Thus the area under the zero-phonon 
line divided.by the area of the total spectra can be used to determine 
the Huang-Rhys factor at T=O. 
Computer Analysis of the Vibronic Sideband 
The first step in "Understandit;i.g an observed vibronic sideband is to 
separate it into its one-phonon, two-phonon, and all other n-phonon con-
tributions. For this purpose SOI\le type of iterative procedure is re-
quired since G1 (ab;wq) is needed to generate the other Gn(ab;wq) contri-
butions, To do this one assumes a trial one-phonon spectrum which can 
be obtained in several ways such as from the density of states obtained 
from neutron scattering data. For the case of interest here the majority 
of the structure observed in the low temperature vibronic sideband is 
23 divided into 10 equally spaced "phonon modes" with individual mode 
Huang-Rhys factors proportional to the apectral intensity at that fre-
quency. The sideband is then represented by a series of equally spaced 
delta functions normalized to the total Huang-Rhys factor 
S (w ) ... t S o (w - q~) •. q q q q (88) 
Thus the experimental values for the S 'sand the frequency inter-q ' 
val~ are the only important inputs for the computer calculations, The 
one-phonon spectrum is then given by Equation (84) and the next few 
higher order spectra are obtained from the convolution of this spectrum 
according to Equation (85), The total spectral profile is then just.the 
sum of the G (ab;w) for all n-phonon processes which make non-negligible 
n 
contributions to the results. The comput~r predicted band GB(ab;wq) is 
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then compared with the experimental data and if the fit is not satis-
factory an iteration process is employed to obtain a more accurate pre-
dieted sideband. This is done with the equations, 
Gnew + AGold 
q - 2q 
(w ) = ~{G:xp (wq) (w ) } - {1 + 1 (A - 1)} 1 q B q q2 - 2ql 
{Gold (w ) - Gold (w ) } for 2ql < q $. q2' (89) B q 1 q 
where 
A = 
and q1 and q2 .are the lowest and highest frequency countings of the one-
new phonon side band, Equation (89) gives a new trial function G1 , (wq) to 
be used as the one-phonon spectrum .in the convolution process. The 
iteration process is. repeated until a suitable fit ·is obtained and the 
computer then plots the final predicted spectral profi~e and each of the 
n-phonon contributions.to the total spectrumo +he results are plot~ed 
by connecting consecutive points with straight .lineso Even though the 
convolution process is good eI?,ough to get.tqe reasonable fit to the ex-
perimental data in our case, other cases may need to use.moment analysis 
to get tqe higher n-phonon emission spectra at T=O. In our program we 
use this moment analysis only to calculate the parameters for comparison 
with experiment. A discussion of moment analysis is given in the 
Appendix. 
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The computer program for the above procedure was developed by 
Mostoller,~ al. (36) and the flow diagram for the program is shown in 
Figure 7. 
The program starts to read the necessary control factors such as 
lowest and highest one-phonon frequencies, Huang-Rllys factors, number of 
phonons included, number of iterations desired, number of temperature 
steps for the zero-phonon line widths and positions, several plot con-
trol factors, and criterion factors whether to go to.moment analysis 
or convolution proce~ses or no~. Then the X-axis (wave length) is seto 
Once the.wave length is.set the program rea4~ the measured spectral 
function (G:xp (ab;wq)) which is derived from measured spectral inten-
3 
sity divided by w because of the fr~quency factor in Equation (47). 
The main program then calls subroutine GMOMTS which normalizes 
Gexp (ab;w ) and calculates average frequency. distribution and the root B q 
mean square phonon frequency distribution and other characteristic con-
stants of G:xp (ab;wq) such as skewness (Y1), excess (Y 2) and fifth cum-
mulants (Y 3) by using Equations (A-3) - (A-12). These are only used for 
comparison with the calculations. Then the main program points out the 
normalized G:xp (ab;wq). For this fitting prC>gram we have to estimate 
the one-phonon side bands for which we simply use the experimental data 
out to 0.1397 ev. For the best fit we also need some consideration about 
the local mode which we will describe .in detail.later in local mode 
chapter •. 
Now the main program is actually in one.part .of the iteration loop. 
It prepares the. i~eration parameters (IFSHOW). Then the subroutine 
MOMENT is called. MOMENT calculates·Y1 , Y2, Y3 and Y1 (n), Y2(n) and 
Y 3(n) at T=O for all phonons for a .given G1 (ab;wq) and computes the. 
Figure 7. Flow Chart of the Computer Program 
Used. The subroutirtes used in the 
main program do the following: 
GMOMTS: Calculates the skewness, excess, and the 
fifth cumulants from the experimental 
spectral function, 
MOMENT: For given one-phonon side band, calcu-
lates the characteristic constants 
such as skewness, etc. and temperature 
dependence of the line width, position 
and intensity of the zero-phonon line, 
CONVOL: Generates n-phonon spectrum by convolut-
ing one and (n-1) phonon spectrum. 
GAUSKW: Calculates skewgaussian spectral func-
tion from the given constants (Y1 ,Y 2,Y 3 
and the normalization factor), 
GBLOOP: Renormalizes the skewgaussian spectral 
function and W W W peak' width' plus' 
w . 
minus 
PLOTGl: Plots the calculated n-phonon band and 
the broad bands. 
PLOTG2: Plots one-phonon band as effective one-
phonon and quadratic contribution part 
separately. 
PLOTG3: Plots calculated and experimental broad 
band, 
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O< 
No 16 
Print the 
calculated spectral 
function by CONVOL 
and GAUSKW and 
their difference 
<O 
18 
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one-phonon spectrum 
by the 
Huang-Rhys factor 
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24 
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No 
25 
Call 
GBLOOP 
28 
Call 
PLOTGl 
29 
Call 
LOTG2 
Call 
PLOTG3 
31 
Calculate better one-phonon band 
by an iteration formula: 
G~ew(q) = ~{G~xp(q)+AG~ld(q)} 
for ql < q S 2ql - 1 and 
Grew(q)=~{G~XP(q)+Gii<l(q)} 
old -{l+(q-2q1)(A-l)f(q2-2q~} 
x[G (q)-{G1old(q)-G1~1o(qJ}] 
3""1[. 
32 
Call 
GMO MTS 
33 
Renormalize 
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and the intensity 
€)-----
41 
Set the new 
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43 
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the best individual 
Huang-Rhys factor 
45 
Stop 
44 
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exit 
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temperature dependence of the zero-phonon line positions, widths and 
the intensity for each iteration as we will describe later, After 
printing out the number of iterations the main program calls the sub-
routine CONVOL which generates G(I,J) = G (ab;w) by convolutiong one 
n q 
and (n-1) phonon spectrum by Equation (85). Then the G (ab;w) is com-
n q 
pared with the skewgaussian of Equation (A-8) which is calculated by 
subroutine GAUSKW to decide whether the moment analysis is to be used or 
not. However, in our case we never go to the moment analysis because of 
the structured side bands. After the completion of the convolution the 
main program continues to calculate GB(ab;wq) = G1 (ab;wq) + G2 (ab;wq) 
+ G3 (ab;wq) except the first and the last iteration processes which print 
out the last convoluted spectrum comparison with the calculated skew-
gaussian. Once the spectral function is readjusted by the Huang-Rhys 
factor the skewgaussian recalculated by the GAUSKW and is renormalized 
by the subroutine GBLOOP and calculates W W W and W, peak' width' plus' minus 
for the later comparison. This means G (ab;w) once again needs to re-
n q 
normalization because of the maximum value was changedo It is done by 
calling the GBLOOP which also recomputes W k' W 'dth' W 1 , and pea wi pus 
W i .• Except the first and the last processes in which the G (ab;w ), 
m nus n q 
GTOT(J) • GB(ab;wq) and G1 (ab;wq) • c11 (ab;wq) + G12 (ab;wq), GB(ab;wq) 
.. G:xp (ab;wq) are plotted, then G~ew(J) will be calculated by the 
Equation (89) for the better fit to the measured spectrum. Actually 
this is the main part of this program. new Once G1 (J) is generated, sub-
routine GMOMTS again calculates the moments parameters to compare with 
the experimental values before renormalizing the new calculated each 
Huang-Rhys factor. The program then prints out all the needed calculated 
and experimental values. It also sets the new Huang-Rhys factor for the 
67 
next iteration processes. The main program also prints .out the wave-
length, calculated G (ab;w ), skewgaussian, and the total spectrum along 
n q 
with the temperature·dependence of W k' W W W after 
·· · pea width' plus'. minus 
calling GAUSKW and GBLOOP by setting the new individual Huang-Rhys fac-
tor, 
This is the whole first iteration process. This iteration process 
will continue up to the satisfied fitting level which may be estimated 
by the outputs. After the whole iteration the main program will punch 
the newly calculated individual Huang-Rhys factors and complete the 
program execution. 
CHAPTER III 
EXPERIMENTAL EQUIPMENTS AND SAMPLES 
3+ The SrTi03 crystal doped with Cr used in theae experiments was 
grown at the National Lead Company. It ,.contained 0.02% of cr2o3 by 
weight. A sample was cut and polished with dimensions of 10.70 x 7.30 x 
0.80 3 mm • · 
The apparatua used for the measurement: of absorption spectra was a 
Cary Model 14 spectrophotometer. In the.visible region a tungsten lamp 
was used as a source and a 1P28 photomultiplier tube as a detector. In 
0 0 
the .ultraviolet region (from 3500 A down to 2500 A) the source was chang-
ed to a hydrogen lamp. For the infrared region the tungsten lamp was 
the source and a lead sulfide cell waa used as a detector. The apectro-
photometer records the opticEl,1 density as a function of wavelength. 
The·block diagram.of the continuous fluorescence apparatus is sho:wn 
in Figure 8. · The monochrometer shown between the source and· the eiample 
is used only for excitation experiments. For studying continuous fluo-
rescenc~ spectra, the.sample was illuminated with white light from a 
water cooled PEK AH-6 1000 W high pressure mercury arc lamp.filtered 
through 4 cm of·saturated cuso4 .solution. The fluorescence emission was 
chopped at ·2000 Hz and focused on.to the entrance slit of a Spex Model 
1704 one"'."llleter scanning monochrometer. The monochrometer has a Czerny-
o 
Turner mo~nt with the.grating blazed at 5000 A having a ruling of 1200 
lines/nnn. The signal was detected by an RCA C31034 photomultiplier tube 
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Figure 8. Block Diagram of the Continuous Fluorescence Measurement Apparatus 
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which was thermoelectrically cooled. The modulated signal was amplified 
by a Princeton Applied Research Model 128 lock-in amplifier tuned to the 
reference signa~ from the chppper •. The· amplified signal was displayed 
on the HeatQ.Model EU~205-ll s~rip chart recorder. Absolute calibration 
of the detection system was accomplished with a quartz-iodine sta,ndard 
lamp. The response factor of the system determined from the calibrati_on 
is shown in Figure 9. · 
For lqw temperature measurements the sample was mounted in an Air 
Products Displex Helium Refrigerato; Model CS-202. By balancing the 
heat from a small electric heater installed on.the cold finger of the 
cryo~tat against the removal of heat by the refrigera~or, temperatures 
0 between 8 Kand room temperature could be.obtained and held accurately 
for the needed periods of time. The temperature on the sample.was 
measured with a gold-chrominel wires. 
The time dependence of the fluorescence wa~ monitored using the 
multichannel.scaling technique.shown in Figure 10. The sample was.ex-
cited by a Xenon Corporation Model 457 Nanopulser with a repetition rate. 
of approximately 40 Hz and a pulse width about ·10.0 nsec. The exciting 
light was passed.through a Schoeffel Instrument Corporation GM 100 
grating monochrometer and the fluqresc.ence light was passed through a 
Corning 2-64 color filter before being detected by a cooled RCA C31034 
photomultiplier tube. Signals from the light pulser and phototube were 
sent to the start and counter terminals of a Nuclear Data 256 channel 
multichannel analyzer. The signal·taken from the ninth stage dynode of 
the phototube was passed through a scintillation preamplifier, spectra-
scopic amplifier and a single channel analyzer set to pass only single 
photon-events. The signal which was built up in the.multichannel 
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analyzer was recorded on a strip chart recorder. For the decay time 
measurements at .low temperatures the sample.was mounte.d in the same re-
frigerator as for the continuous fluorescence spectrum for the excita-
tion by the Xenon Corporation Model 457 nanopulser. 
CHA,PTER IV 
RESULTS AND INTERPRETATION--VIBRONIC. SPECTRA 
. . 3+ Figure 11 shows the fluo~escence spectrum of SrTi03:cr 'at about 
8°K and 1S0°K. At low temperat4res the sharp zero-phonon lines (R1 and 
R2) are split by about 4o08'x 10""4 eV whereas in the high temperature 
cubic phase only one R line appears. The low energy vibronic sideband 
appe$rs as a series of peaks spread over 0.1530 eV from the R lines. The 
intense,, sharp peaks at 1. 4913 eV arid 1.4203 eV are due to a local vibra-
tional mode and its harmonic as discussed . .in the following chapter. The 
othe.r structure can be associated with lattice phot1,ons ~ 
Low Energy Vibronics 
Table VIIJ lists the energies for phonon modes in strontium titan,,.. 
ate.determined experimentally through infrared a]?sorption, Raman scatter-
ing, neutron scattering, and vibronic·spectroscopy. Since no structure 
is observed in the low energy vibronic sideband below 0.0124 eV only 
modes of this energy or greater are.list~d and modes of .lower energy are 
discussed in the next.section. Figure 12 shows the low energy vibronic 
spectra.at·8°K irt comparison witll neutron scattering dispersion curves 
of.SrTi03:cr3+ and.Raman and infrared data. 'rhe complete dispersion 
curves have been obtained only up to.0.0621.eV; however, a ne1,1tron 
scattering peak at the r-point has been observed at about· 0~1023· eV. ·· 
This mode is also seen in infrared spectra along with the four other 
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TABLE VIII 
VIBRATIONAL MODES OF SrTi03 APPEARING IN SPECTRA OF VIBRONIC, INFRARED 
-2 ABSORPTION AND RAMAN SPECTRA, AND NEUTRON SCATTERING (UNIT eV X 10 ) 
Vibronics (°K) (Ref.) Pure 0 ( K) (Ref.) 
cr3+ Mn4+ Eu3+ Infrared Raman* Neutron 
1. 30(4) (31) 
1. 368 (8. 4) 1. 327(20. 4) (30) 1. 428(297) (6) 
1.346(20.4)(30) 
1. 50 (4) (31) 
1.315(20.4) (30) 1. 470(297) (6) 
1.483(8.4) 1.486(20.4) (30) 1.485(20.4) (30) 1. 491 (297)(6) 
1. 637(8. 4) 1.564(20.4) (30) 1.533(20.4) (30) 
1.65(4) (31) 1.639(20.4) (30) L651(296) (6) 
1.50(4) (31) 
1.869(8.4) 
1.688(20.4)(30) 1. 805(297) (6) 
1. 787(20.4) (30) 1.862(296)(6) 
2.11(4) (31) 
2.310(8.4) 2.115(300) (37) 2.073(296) (6) 
2.197(20.4)(30) 2.234(20.4)(30) 2.110(77) (29) 2.210(300)(9) 2.110(297)(6) 
2~296(300)(12) 
Assignment 
Mode (Point) 
To1 (X) 
TA(X) 
LA(M) 
T01 (Li) 
T01 (R) 
L01 (R) 
LA(X) 
L01 (r) 
....... 
....... 
Vibronics (°K) (Ref.) 
. 2.48(4) (31) 
2.405(8.4) 
2.321(20.4)(30) 2.334(20.4)(30) 
2.20(4)(31) 
2.558(8.4) 
2.38(4)31 
2 • 730 {8 • 4) 
2.881(8.4) 
2.867(20~4)(30) 2.855(20.4)(30) 
3.10(4)(31). 
3.071(8.4) 
3.078(20.4) (30) 
3. 222(8. 4) · 
3.252(20.4) (30) 
3.10(4)(31) 
3.30(4)(31) 
3.393(8.4) 
3.426(20.4)(30) 
3.50(4)(31) 
3.041(20.4)(30) 
3.265(20.4)(30) 
3.426(20.4)(30) 
TABLE VIII (Continued) 
0 Pure ( K) (Ref.) 
Infrared Raman* 
2.185(300)(37) 
3.103(300)(16) 
3 .116 (300) (17) 
Assignment 
Neutron Mode. (Point) 
2.321(296)(6) 
2.434(297)(6) 
2.855(296)(6) 2TA(X),2T01(X) 
T0 3(r) 
3.289(297)(6) Lo2(r) ,ro3(r) 
3.395(297)(6) L01 (X) 
3. 478(297) (6) L01 (M) 
3.602(297)(6) L02(X) " 00 
Vibronics (°K) (Ref.) 
Cr3+ 
3.95(4) (31) 
3.899(8.4) 
3.923(20.4)(30) 
Mn4+ 
TABLE VIII (Continued) 
0 Pure ( K) (Ref.) 
Infrared Raman* 
3.823(300) (17) 
3.848(300)(16) 
4.580(300) (17) 
4.469(300)(16) 
4.717(300)(16) 
5. 70(4) (31) 4.791(20.4)(30) 5.710(77)(29) 5.871(300)(37) 
6.40(4)(31) 
6.260(8.4) 
6.219(20.4)(30) 
6.459(8.4) 
6.430(20.4)(30) 6.356(20.4)(30) 
5.524(4)(16) 
Assignment 
Neutron Mode (Point) 
4.079(297)(6) T0 3(X) 
4.120(297) (6) T0 5(M) 
5.549(297) (6) T0 3 (R) 
5.590(297) (6) T02(R),Lo 2(R) 
5.673(297)(6) 
5.809(297)(6) 102 (M) 
5.880(297)(6) 
Vibronics (°K) (Ref.) 
Cr 3+ Mn4+ 
6.78(4)(31) 
6.622(8.4) 
6.616(204)(30) 
7.054(8.4) 
7.044(20.4)(30) 
7.20(4)(31) 
8.391(20.4)(30) 8.342(20.4)(30) 
9.319(8.4) 
9.260(20.4)(30) 
11.60(4) (31) 
10.0(4) (31) 
9.926(8.4) 10.377(20.4)(30) 9.881(20.4)(30) 
10.664(8.4) 
11. 430 (8. 4) 
11.445(20.4)(30) 10.799(20.4)(30) 
TABLE VIII (Continued) 
0 Pure ( K} ~Ref.} 
Eu3+ Infrared Raman* 
6 .827(77) (29) 6. 778(300) (9) 
6.889(300)(12) 
7.696(300)(16) 
7.808(300)(17) 
6.827(300)(10) 
8.379(300)(16) 
8.491(300)(17) 
8.937(300)(16) 
9.024(300)(17) 
9.186(300)(16) 
9.806(77)(29) 9.980(300)(37) 
Neutron 
6. 790(297) (6) 
8.143(296)(6) 
10. 227 (297) (6) 
Assignment 
Mode (Point) 
T04(r) 
Local Mode 
T04(X) 
2T03(x) 
L04(X) 
L04'r) 
00 
0 
Vibronics (°K) (Ref.) 
Cr3+ Mn4+ Eu3+ 
13.252(8.4) 
13.195(20.4)(30) 12.438(20.4)(30) 
14.203(8.4) 
15.417(20.4)(30) 14.114(20.4)(30) 
*Second-order. 
TABLE VIII (Continued) 
0 Pure ( K) (Ref.) 
Infrared Raman* 
12. 786(300) (16) 
12.885(300)(17) 
16.447(300)(17) 
20.085(300) (17) 
Neutron 
Assignment 
Mode (Point) 
2(Local Mode) 
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modes indicated by circles on.the r-point axis. The T2u mode is inactive 
in infrared absorption as are all of the longitudinal optic modes and all 
acoustic modes. All phonon modes are inactive in first order Raman 
scattering in.the cubic phase and most.of the data listed in Table VIII 
c~n be attributed to second orde.r scattering processes. Some first order 
low energy peaks have been observed at.low temperatures as discussed in 
the next section. 
Peaks in the vibronic spectra should occur at freque~cies of phonon 
modes having a high density of states and being allowed in.vibronic tran-
sitions. The density of phonon states.is proportional to 1/IV wl which 
. i 
is just the reciprocal of the slope of 1:he phonon dispersion curves. 
Thus, when the dispersion curves have zero slope there will be a high 
density of states region. This may occur at the high symmetry points on 
the zone boundary and along some of the lines of high symmetry as shown 
in Figure 12. It might also occur at other points of lower.symmetry 
where dispersion curves have not been obtained. The dashed lines near 
the vibronic spectra in Figure 12 indicate the high density of states 
regions for the dispersion curves ·of the phonon modes shown. Their posi-
tions at special points in the Brillouin zone are listed in Table IX. 
The selection rules given in Table VI indicate that certain phonons will· 
not contribute to the observed vibronic spectrum and these are identified 
(marked*) in Table IX. A reasonable correlation can be seen between.the 
other vibronic peaks and high density of states regions between about 
0.0100 and 0.0621 eV. The lower energy region is discussed in the next 
section. The vibronic peaks at 0.0661 eV and 0.0994 eV correspond to 
the r-point modes observed in infrared absorption. The other vibronic 
structure at high energies can be attributed to two-phonon processes as 
Points 
r 
co ,o ,o) 
x 
(O,O,~) 
M 
(~,~,O) 
TABLE IX 
VIBRATIONAL NORMAL MODES AT 297°K FOR THE PRINCIPAL SYMMETRY POINTS DETERMINED 
FROM NEUTRON SCATTERING AND BY A RIGID SHELL MODEL 
Modes -2 (x 10 eV) 
Irreducible 
Representation Tlu Tlu Tlu T2u Tlu Transverse Experiment 0 1.14±0.04 2.10±0.04 3.29±0.06 6.78±0.04 
Theory 0 1.06 2.14 3.42 6.93 
Irreducible 
Tlu Tlu T2u Tlu Representation 
tLongitudinal Experiment 0 2.10±0.04 3.29±0.06 5.67±0.21 
Theory 0 2.11 3.42 6.10 
Irreducible E * E E * Eu 
Representation g u g 
Transverse Experiment 1.47±0.02 1.47±0.02 2.43±0.03 4.09±0.08 
Theory 1.48 1.51 2.49 3.85 
Irreducible A2u Alg * Blg * Representation 
Longitudinal Experiment 1.43±0.06 3.39±0.08 3.60±0.06 
Theory 1.68 3. 72 3.81 
Irreducible 
Blg * Blu * A2u E * Representation g 
Transverse Experiment 1.09±0.02 1. 38±0.05 L 38±0.05 4.11±0.08 
Theory 0.83 1. 34 1.50 3.78 
Irreducible E E Representation u u 
Longitudinal Experiment L49±0.06 3.47±0.08 
Theory 1.35 3.70 
Tlu 
10.21±0.12 
9.06 
Alg * 
5.81±0.10 
00 
w 
Points 
Transvers-e 
Longitudinal 
TABLE IX (Continued) 
Modes (x 10~2 eV) 
Irreducible 
Representation 
Experiment 
Theory 
trreducible 
Representation,, 
T2u 
0.64±0.02 
0. 73. 
T2u 
T lu 
1, 80±.0 .05 
1.54 
Experiment 0.64±0.02 1.80±0.05 
Theory· 0 .. 73.. ..1.54 
E * 
u 
5. 58±D •. 08 
5.14 
Tlu 
5.58±0.08 
5.23 
*Forbidden by vibronic selection rules. 
Tlu 
5.54±0.17 
5.23 
T * 2g 
5.87±0.21 
5.99 
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discussed below. 
The computer program described in.Chapter II can be used to separate 
the one-phonon and multi-phonon contributions to the observed low energy 
vibronic sideband. For G:xp(ab;wq) the observed intensity of the vi-
bronic spectrum divided by w3 at every 00000497 eV was used (see Equation 
(47)). Since the structure in the vibronic spectrum closely resembles 
that predicted·from phonon dispersion curves ·up to 0.1243 eV as,discussed 
above, the first estimate for G1 (ab;wq) was .taken as the.observed shape 
3 divided by w of the sideband up te and including the local mode at 
0.0706 eV. The initial value we tried for the Huang-Rhys factor was· 
0.766 which was the value obtained from finding the ratio of.the area of 
the zero"'."phonon lines to that of the estimated one-phonon sideband at 
8°K (see Equation (87)). The results of this are shown in Figure 13. 
Part (b) of the figure shows the one-phonon, two-phonon, and three-phonon 
· contribut_ion to the. vibronic spectra. predictec;l by the computer after 
going through the iteration process described in Chapter.II. This re-
sults in the good fit to the.data shown in part (a) of the figure. In 
this case.three-phonon.and higher order processes are·predicted to make 
negligible contributions to the spectra. The two-phop.on processes are 
predicted to make almost no contribution to the structure observed in 
the sideband but th~y do make a significant contribution to the spectral 
intensity. between about 0.0500 and 0.1500 eV. The one-phonon contribu-
tion predicted by the computer is simi_lar .to the initial estimate used. 
as input for G1 (ab ;wq) below 0.0800 eV but in addition it includes much 
of the sideband.and structure greater than 0.0900 eV. This is not ex-
pected in comparison with neutron scattering results as seen.in Figure 
12, 
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In an attempt to account for this apparent discrepancy in the pre-
dieted one-phonon vibronic sideband we explicitly included the interac-
tion between the loca+ mode and the lattice modes by including the quad-
ratic term in Equation (75). To do this we assume that the coupling 
strength represented by the parameter a is the same for a+l lattice modes 
with energies less than the local mode. In the simplest approximation 
the quadratic coupling coefficients can be written as 
Thus, 
-(w +w )t 
q qlm 
(e - 1) • 
Then then-phonon spectrum predicted in Equation (83) becomes 
G (ab;w) 
n 
.. e-s ! "" 
-co 
i(w-w 0 )t {g1 (t) + g2(t)}n 
dt e 
n! 
(90) 
(91) 
(92) 
and the one-phonon spectrum with this quadratic coupling will be approxi~ 
mately 
G1(ab;w) • 2Tie-s [~,s ,o{(w -w) - w ,} q q O q 
'+ a2.t'i2 ~ 
2 q 
S S w2w2 q q q ql 
lm m {o([w -w] 
(w + w )2 o 
q qlm 
- [w + w ]) 
q qlm 
+ o (w -w)}] • 
0 
(93) 
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Now the spectrum can be considered in three distinct regions. For 
w ~ 0.0706 (w ) eV 
' q qlm 
or 
w ~ 0.1476 (w +w ) eV 
' q qlm qmax 
the predicted one-phonon spectrum is the same as with no quadratic coup!-
ing, 
For 
= 
2,r e -S S 
-q 
0.0706 eV < w < 0.1476 eV q 
(94) 
(95) 
An estimate for the quadratic coupling parameter a can be obtained from 
comparing the intensity of the local mode peak with that of its first 
hannonic 
(96) 
This gives a= 255 1/eV. 
The results of this fitting procedure are shown in Figure 14. Part 
(a) of the figure shows the best fit between the observed and predicteQ 
results which was.obtained with a= 350 1/eV. The fit is excellent for 
energies less than O. 0800 eV'. Above this energy all of the observed 
structure is predicted but the intensities are not always exactly cor-
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rect. Part (b) of the figure shows that most of the structure in the 
spectrum is due to the one-phonon contributions with quadratic coupling 
while two .... phonon processes contribute significantly to the intensity of 
the spectrum only between about 0.0500 and 0.1100 eV and higher order 
processes are negligible. Figure 14(c) shows the predicted one-phonon 
sideband and the contribution due to quadratic coupling with the local 
mode. The one-phonon spectrum extends up to 0.0800 eV with two small 
peaks occurring at higher energies. The quadratic coupling accounts for 
most of the spectrum above 0.0800 eV. This shows the importance of quad-
ratic coupling in the vibronic spectrum of this system. The discrepan~ 
cies between the observed and predicted sideband can probably be attri-
buted to the fact that the coupling constant can be different for dif-
ferent phonon modes. 
The structure in .the one-phonon sideband shown in Figure 14(c) 
compares well with what would be predicted from other data as shown in 
Figure 12. All of the observed structure in the vibronic sideband at 
lower energies than the local mode is part of the one-,.phonon contribu-
tion. The only significant structure predicted at higher energies occurs 
at 0.1000 eV which is also a peak in the one-phonon sideband. The very 
small peak at 0.1148 eV is insignificant. 
The one-phonon sideband .can be considered an effective phonon den-
sity of states for the host crystal.· This can be written explicitly as 
v 2 
I: --9....2 o (w -w-w ) • qiflw O q P (w) = G1 (ab;w) = I: S o (w -w-w ) q q O q = (97) 
q 
Using this and Equations (47), (78) and (84) the vibronic transition 
probability at low temperatures becomes 
P (l) pab::: ab 
31 12 -s = 2TICW Mb e ~ S &(w -w-w) 
a q q o q 
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2'"' 3 2 -s P (wq) 
= '1'12 Cw !Mab I e w 2 (98) 
q 
where 
s = ..;.. /~' dw 
.fi"' 0 q 
(99) 
This shows how the effective density of states is obtained from the ex-
perimentally observed one~phonon vibronic sideband. This p(w) can then q 
be used to obtain theoretical predictions for the temperature dependences 
of the widths and positions of the zero-phonon line as described in the 
next chapter. 
In order to obtain the real density of phonon states for the crys-
tal from the effective density of states observed in vibronic spectra it 
is necessary to explicitly express the phonon frequency and wave vector 
dependen~es of the electron-phonon coupling parameter.for each phonon 
mode.· This is quite complicated to do and has been done in only a very 
few cases on crystals with simple structures (1). Approximations for. 
these expressions in the limit of long,waveiength phonons have given 
reasonable results in some cases (2). Such approximations.have been 
shown to be especially good in the spectral region very close.to the 
zero-phonon line (37,38). We outline here the long wavelength phonon 
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model and analyze our results for SrTi03:cr3+ in terms of this model. 
In order to keep the calculations as simple as possible we neglect. 
difference in masses·of the impurity ion and the ion it replaces in the 
lattice. Also the phonon mqdes . of the crystal with ·impurities are as-
sumed to be the same as the phonon modes of the per:l;ect crystal. Final-
ly, only. nearest neighbor vibrations are assumed.to make important con-
tributions to the electron-phonon interaction at the impurity ion. 
The electron-phonon interaction Hamiltonian developed in Chapter II 
must be rewritten using an exact expression for the crystal field in the 
expansion given in Equation (4) and using the exact expression for the 
strain tensor. instead of its average· value given in Equation (7). The 
position of the nuclei of the ions in.the lattice is designated by.the 
vector R with the impurity nucleus located at the origin of the coordin-
ate system, R = O. The coordinate of the transition electron on the 
impurity io.n is .!.· The effective charge and the displacement from 
equilibrium of the atom at position Rare given by z(R) and u(R), re-
spectively. The crystal field at the transition electron can then be 
written as 
V(!,) = E ez(!) Y:o I!+ {£(R) - £(Q.)}. - !.1 • (100) 
In the usual case of .localized impurity electron states and small appli~ 
tude lattice vibrations, 
l.!!.<.!9 - !!.(o) I « I RI and 1!.1 << 1!1, (101) 
the crystal field can be expanded in terms of the relative displacements. 
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= E ez (R) 
R:i'.Q. IR-.!.1 
(102) 
As .was done in Equation (4) the first term in this expansion is consider-
ed \l,art of the Hamiltonian for the static crystal and the second term is 
t.1sed as the electron-phonon interaction Hamiltonian. Because of the 
second condition in Equation (101) thi.s ·term· can be expanded in a Taylor 
series in!., then the electron-phonon interaction Hamiltonian becomes 
i-v 
Hint = 
= 
E ez (_~) (R -r ){ u (R) - u (o)} 
R#O ~ I~ -E.13 µ µ µ - µ -
~ ez(R) R {u (R) - u (o)} 
- R Q ~ I~, 3 µ µ - µ -
(103) 
Note that the first term is independent of the electron coordinate rand 
therefore has non-zero matrix ele.ments between the· same. electronic 
states. This is not true for the second term. Thus when only the first 
term is used to determine the matrix elements for vibronic transitions 
given in Equation (9) the only term left in the. sum over intermediate 
1 . 0 111el 11,el e ectron~c states is 'j = '{. Thus the multipole character of the 
electronic.part of the vibronic transition will be the same as that of 
the zero-phonon line. If the second term in Equation (103) is used as 
the interaction Hamiltonian in Equation (9). the intermediate states will 
be different than the initial state and the electronic part of .the 
vibronic transition may be electric dipole for either electric dipole 
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or magnetic dipole zero-phonon lines. This is especially important for 
crystal structures with a center of symmetry where electric dipole tran-
sitions are forbidden for the zero-phonon line. 
Next we want to express the displacements.in tenns of the local 
strain tensor. To do this we expand the ionic displacements 
u (R + ~R) - u (R) µ - - µ - = z: v (104) 
which is valid for long wavelength phonons. For our case this expansion 
becomes 
u (o + R) - u (0,) µ- - µ- = 
au (o) 
. µ -
z: aR 
v v 
The strain tensor at r = 0 can be written as 
e: (0) 
µV -
= 
au (0) 
µ -~ { aR 
v 
+ 
au (O) 
v -
aR } 
µ 
(105) 
(106) 
At thi$ point we must consider specific lattice structureso Since 
strontium titanate is a very complicated structure we will assu:me a simp-
ler structure to try to obtain approximate results. Rocksalt and zinc 
blende are the only two structures which have been treated in detail 
(39). The former is centrosymmetric while the latter does not have a 
center of symmetry. Since strontium titanate does not have a center of 
symmetry at low temperatures it should be more closely analogous to zinc 
blende and we will outline Vredevoe's treatment of this structureo 
Figure 15 shows the nearest neighbor configuration of zinc blende, 
Both terms in Equation (103) must be evaluated for this structure. 
Using Equation (109) and the values of the nearest neighbor coordinates 
z 
1_ a _ g l! ) I 
\ ~· 2,2 i 
I 
·t 
i 
I (a a a) 2,2,2. 
--~·-·-------· y ! . ,/( 0,0,0) 
~-----------
, 
, 
, 
,,, x 
( !!. - g _ ~) 2, 2, 2 
Figure 15. First Nearest Neighbor Atoms of Bromine 
in Zinc Blende. @:Bromin.e,Q:Zinc 
95 
96 
shown in Figure 15 the summation over R can be evaluated. The first 
term is 
4 
= 
8 ez ~ 3u (0) µ -E E ~ R {u (R) - u (O)} 
R=rO µ j ~ j 3 µ µ - µ -
L.. (E 
3v'3 a3 ~'FQ µv 3R RR \) µ \) 
8ez ( ) 
- /3 I: E:lJU Q 3 3 a J.l ,. 
The second term becomes 
2ez I:' 
3v'3 µvs 
_ ~ E ez5 (3 R R•r - r IRJ 2) {u (R) - u (O)} R:;'O µ I I µ - - µ - µ - µ -
-- ~ 
= 
16 ez 
2 I:; re: c(O), 3v'3 a µv'=' v µ'=' -
dE: (0) )l\! -
cl Rs 
where I:' implies that all summation subscripts are different. 
Combining Equations (107) and (108) gives 
(107) 
(108) 
ae: (o) 
i-v 8ez Ee: (O) 2ez I:' µv - _ 16 ez E' re: (O) • (109) 
Hint = - 3v'3 a µ µµ - - 3{3 ].1\ls 3Rs 3v'3 a2 µvt; V µE_; -
The displacements can be written in terms of the phonon creation 
and annihilation operators using Equation (5), 
u (q ,R) 
11 --
= _1_ <~) ~ (b µ + b 11+) rr ].1 
vNm 2wq q q q 
iq•R 
e--, (llO) 
where N is the number of unit cells, each of which has mass m, and TIµ q 
is the polarization vector. Thus, 
i-v 16 ez ii ~ 2 (b µ + b µ+) "µ [; qµ a E' Hint = 2 <2w Nm) E II +- qvqµ 313 a µ q q q 8 v#µ q 
~#µ 
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+ EI r"q~] • (111) v,'µ 
~,'µ 
To simplify this expression let us assume that the non-diagonal term is 
much more important than the two diagonal terms. The validity of this 
assumption will be discussed later. Also let us restrict ourselves to 
the limit of long wavelengths where the surfaces of constant energy are 
approximately spherical and q = w /v. q Then Equation (111) becomes 
i-v 
Hint = 
16 ez .fi wq ~ + " µ ( ) E (b µ + b µ) II 
313 a2 2Nmv2 µ q q q 
This can be expressed as 
where 
Hiin-vt = Dw~ E r E TIµ (b µ + b µ+) 
q "Tµ Vµ q q q 
" µ 
= V E II q µ q 
v q = 
(b µ + b µ+) E: r, 
q q v,.i:i: " 
(112) 
(113) 
where Dis a constant. Using this the effective phonon density of states 
can be written as 
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p (w) = 
D2 
L - o(w -w-w ) 
q ·!i.2w o q -
g(w -w) 
0 
(j) -w 
0 
= g(w ) /w ) , q g (114) 
q 
where g(w) is the real density of phonon states of the with impurities q ' 
with the approximations made·above. 
The phonon frequency distribution for strontium titanate can be ob-
tained from our experimental data using Equations (98) and (114). · The 
results are shown in Figure 16. They were obtained by multiplying the 
projected one-phonon vibronic sideband shown in Figure 14 (c) by w • The q 
resutts are compared to the phonon den~ity of states obtained by Stirling 
(6) from theoretically fitting his neutron scattering data. lhe peak 
positions in the two curves are in excellent agreement. The two peaks 
appearing in the neutron scattering data at 0.0380 eV and 0.0455 eV 
which are not present in the vibronic data are forbidden by symmetry 
selection rules as discussed in.Chapter II. The theoretically predicted 
high energy peak at 0.0902 in the neutron scattering data does not agree 
well with experimental results. As seen.in Figure 12 the r-point neutron 
scattering peak is observed at 0.1021 eV which agrees well with the.vi~ 
bronic data. The peak at 0.0154 eV is due to contributions from phonons 
at several different points inthe Brillouin zone. Several of these are 
forbidden in vibronic spectra (see Table VI) which may account for the 
relative low intensity in the vibronic density of states. Also these 
phonons are not.near the center of the zone so the approximation of Equa-
tion (113) may not be good .in this region. The fact that good. agreement 
exists between the densities of states obtained from neutron scattering 
data and vibronic spectra implies ,that the presence of impurities does 
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not greatly effect the perfect lattice phonon frequency distribution and 
that no significant contributions to the structure in the density of 
states are made by general points in the Brillouin zone. Notice that. 
even though better density of phonon states to the Stirling's results 
-1 
can be obtained by multiplying one or w to the effective one-phonon q 
density of states, by now we couldn't find out the physical reason. 
In order to check the validity of the above assumptions the expres-
sion for the transition rate can be.obtained. This can be accomplished 
using Equation (1) and the expression Equation (112) for the ion-phonon 
interaction Hamiltonian.· If we write the components of q explicitly in-
stead of replacing them with w /v this·becomes q 
(n +1)-fi 
P = (16 ez )2 ( q ) 
ab 313 a2 2wq Nm· 
<'l':1[!·!.l 'l'jl><'l'jl;nq+llr) 'l':l;nq> 
Eel_ Eel +-llw 
j a q 
el I I el. ell I el 2 <'l'b ;n +1 r. '1' 0 ;n ><'l'j E•r '.!' > + q v J q _ -- a 
Ejel - Eel + nw 
a . 
(115) 
This is similar to Equation (9) except that we have now included the time 
dependence which was previously neglected and we have not expressed the 
ion-photon interaction Hamiltonian explicitly .since at this point we are 
only interested in the.phonon frequency dependence. For the.low tempera-
ture region of interest here the phonon population number can be set 
equal to zero. The sum over the components of q and the polarization 
vectors can be simplified by noting that under a symmetry transformation 
of the crystal S 
= 
= I: s fiµ (g) • 
v µv 
(116) 
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The typical terms appearing in Equation (115) can be written as 
The transformation matricies for the zinc blende structure predict that 
only terms withµ=~ and ;=v are non-zero. Also in the long wavelength 
limit treated here [E TI µ] 2 • 1 so [TI µ] 2 can be given the approximate 
µ q q 
value of 1/3. With these approximations the transition rate is 
= 
The square of the exponential can be expressed as a delta function inte-
gral over q. Performing this integration gives 
2 2 
= (16 ez ) 2 ( ~ ) E, IM 12 J cos 4>q 
p ab 313 a 2 6 Nm µv ~ ab vq o ( E - E - -1\w - 11.w ) dq_ a b q 
3 
= (16 ez )2 i'i '"'' IM 
1
2 (wo-w) 4 
2 (6Nmv) µvi:- ab 3 3 3 7T 3v'3 a ., ,n v 
= (16 ez ) 2 ( 4 7T 4 ) 3 E, IM 12 2 2 wq µvi:- ab • 3v'3 a 18 '11 v mN ., (118) 
Where w is the photon frequency, w is the frequency of the zero-phonon 
0 
line and the relation w ~ vq has been used. 
. q 
This expression predicts that the vibronic spectrum should exhibit 
an intensity proportional to the cube of the .frequency dHference from 
the zero-phonon line in the long wavelength limit. This limit should be 
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a good approximation near the zero-phonon line. Figure 17 shows a plot 
of the intensity of the vibronic sideband near the R lines of 
SrTi03 :cr3+. This is seen to vary as 
I = A + Bw 2• 9 q (119) 
which is excellent agreement with the above predictions. The additive 
constant may be due to the R2 line vibronics or the effects of micro-
scopic strains~ 3+ A similar factor was found for A1 2o3 :Cr (40). The 
good agreement in this region indicates that the approximations made in 
deriving Equation (113) are not unreasonable. Specifically, it indicates 
that neglecting the diagonal terms in Equation (111) is justified since 
they predict a vibronic intensity proportional to the first power of the 
phonon frequency (39). Similarly, crystal structures with a center of 
synunetry predict an intensity of the vibronic spectrum near the zero-
phonon line proportional to the fifth power of the phonon frequency (40). 
Finally, it should be emphasized again that the phonon density of states 
as obtained above from the vibronic spectrum is really a good approxima-
tion only in the long wavelength limit. A more exact treatment requires 
a lattice dynamics model for the frequency dependence of the phonon wave 
vectors at different symmetry points away from the center of the Bril-
louin zone. Some attempt has been made to justify the extrapolation of 
predictions of the long wavelength limit into the short wavelength re-
gions (2) but the validity of this is better demonstrated by the good 
agreement with other results in specific systems such as the one dis-
cussed here. 
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High Energy Vibronics 
The most interesting phonon modes in strontium titanate are the low 
frequency transverse optic soft modes responsible for the dielectric 
properties and the phase transition. These lie within about 0.0155 eV 
of the zero-phonon lines in the vibronic spectra. Although some faint 
structure is observed in this region in the low energy vibronic sideband 
of cr 3+ shown in Figure 11, it appears on the side of the very broad, 
intense band peaking near 0.0149 eV whose tail extends throughout this 
region. In an attempt to observe these low frequency modes more dis-
tinctly, we observed the vibronic sideband on the high energy side R 
lines in the fluorescence spectrum. At low temperatures the high energy 
vibronic transitions are less intense than the corresponding low energy 
transitions due to the lack of phonons available for absorption. How-
ever, the transition probability varies with temperature as 
n(w) q = 
1 (120) 
and this predicts that the vibronics due to high frequency phonons will 
show a greater intensity decrease at low temperatures than those due to 
low frequency phonons, 
Figure 18 shows the high energy vibronic sideband at several tern-
peratures with a resolution of about 0.4A. The band peaking near 0.0149 
eV is much less intense relative to the low frequency peaks than it was 
in the low energy sideband and a great amount of structure can be easily 
seen in this region. There are more than twenty peaks that can be seen 
in the spectra within 0.0155 eV of the zero-phonon lines. The positions 
of these peaks respect to the R1 line at 40°K are listed in Table X. As 
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temperature is increased the whole spectrum, R-lines plus vibronics, 
shifts to higher energies. The vibronic peaks broaden and much of the 
structure is lost. The lowest temperature at which the most important 
peaks become prominent is indicated in the table, 
Table X lists phonon frequencies observed by Raman scattering and 
neutron scattering in the same range as the vibronic peaks listed. No 
infrared results are listed because measurements have not been done at 
0 temperatures as low as 40 Kand the only infrared active mode reported 
in this frequency range is the temperature dependent zero wave vector 
lowest transverse optic mode (8,12). Thus infrared absorption peaks re-
ported in the literature occur at higher energies although they would be 
consistent with the vibronic peak at 0.0036 eV if extrapolated to low 
temperatures. The same statement is true for work done on the vibronic 
spectra of europium doped strontium titanate; data is reported at 77°K 
or above and the only peak seen in this frequency range is shifted to 
higher frequencies at these temperatures (28,29). For chromium and man-
ganese doped samples low energy vibronic peaks have been reported (30) 
between 0.0124 eV and 0.0155 eV at low temperatures and the results are 
consistent with the three highest frequency high energy vibronic peaks 
listed in Table X. 
It appears that all the peaks reported in Raman and neutron scatter-
ing data can also be observed in the vibronic spectra shown in Figure 
18. Some differences in exact peak positions might be expected due to 
the effects of impurity ions in the crystal. In the octahedral phase 
all phonon modes are inactive in Raman scattering and observed peaks in 
the spectra must be due to two-phonon processes. In the tetragonal phase 
several first order peaks are observed. First order Raman scattering is 
TABLE X 
LOW FREQUENCY VIBRATIONAL MODES (eV FROM·ZERO-PHONON-LINES) ·-6F STR0NTil.JM TPfANA'FE 
Vibronic (40°K) 0 Raman (T K)(Ref.) 
0.0015 
0.0021 (big at 8°K) 0.0019 (40) (5) 
0.0022 
0.0027 
0.0031 
0.0034 
0.0036 0 (big at 8 K) 0.0027 (40) (5) 0.0035 (40) (13) 
0.0035 (8) (5) 
0.0038 0.0037 (79) (17) 
0.0046 
0.0051 
Neutron (T°K)(Ref.) 
_0.019 (60) (6) 
0.0019 (40) (7) 
0.0027 (40) (7) 
o.oos (90) (6) 
Assignment 
r 25 (R), E8 (lowest TO mode) 
r 15 (r), (lowest TO mode) 
Broad, Raman peak, probably 
second order 
Impurity induced local mode 
1--' 
0 
......... 
Vibronic (40°K) 0 Raman (T K)(Ref.) 
o. 0041 (78) (15) 
0.0055 (big at 20°K) 0.0055 (77) (13) 0.0055 (40) (5) 
0.0056 (20) (17) 
0.0061 (4) (16) 
0.0062 (125) (14) 
0.0060 
0.0065 
0.0071 
0.0081 0.0082 (125) (14) 
0.0084 
0.0088 
0.0091 (78) (15) 
0.0093 (big at 40°K) 0.0093 (78) (16) 0.0097 (77) (13) 
0.0101 (79) (17) 
0.0107 0 (big at 40 K) 
o. 0113 (big at 40°K) 
0.0125 
TABLE X (Continued) 
Neutron (T°K)(Ref.) 
0,0040 (60) (6) 
0.0053 (40) (7) 
0.0081 (120) (7) 
0.0087 (78) (6) 
Assisnment 
r25(R), Alg (lowest TO mode) 
M3 (lowest TA mode) 
Probably second order. 
t-' 
0 
00 
TABLE X (Continued) 
Vibronic (40°K) 0 Raman (T K) (Ref,) 0 Neutron (T K) (Ref c) 
0.0129 (big at 40°K) 0.0130 (120) (7) 0.0134 (297) (6) 
0.0133 (90) (6) 
0.0138 (297) (6) 
000143 (297) (6) 
0.0140 (big at 40°K) 0.0145 (125) (14) 0.0145 (297) (6) (120) (7) 
0.0145 (297) (6) 
0.0149 (297) (6) 0.0151 (120) (7) 
Assigrunent · 
r 3(lowest TA mode) 
Al (lowest LA mode) 
M3 (lowest TA mode 
M2 (lowest TO mode) 
x2 (lowest LA mode) 
MS (lowest TO mode) 
XS (lowest TO mode) 
XS (lowest TA mode) 
MS (lowest LA mode) 
A3 (lo~est TA mode) 
Al (lowest LA mode) 
I-' 
0 
\0 
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limited to phonons with zero wave vector in order.to conserve momentum 
and in the current model for the 110°K phase transition (S), the unit 
cell doubles causing the corner of the Brillouin zone (R-point). to be-
come the zone center and thus permitting R-point phonons to be allowed 
in Raman scattering. Two of the observed first order peaks at low tem-
perature are attributed to the r 25 (R) phonon mode whose degeneracy has 
been partially lifted by the lower. symmetry. 
The phonon frequencies listed in Table X from neutron scattering 
data were obtained from the zero-slope regions of the published <lisper-
sion curves. 
The last column of Table X lists the suggested assignment of these 
lines. Most of these.were determined from the dispersion curves obtain-
ed from neutron scattering. The type of branch and polarization at the 
center of the Brillouin zone are listed in parenthesiso Both neutron 
scattering (7) and Raman scattering (5) measurements have identified the 
splitting of the R-point r 25 phonon mode at .low temperatures and the 
symmetry designations of the two components are also listed. There are 
two possible second order peaks and one impurity induced local mode sug-
gested by Raman data. The Raman peaks reported at 0.0082 eV and 0.0145 
eV are probably second order processes since the M-point phonons which 
can appear in neutron scattering and vibronic spectra and not allowed in 
light scattering. Vibronic selection rules derived in Chapter II allow 
all of the suggested assignments. The rest of the unidentified vibronic 
peaks might be attributed to several sources; further symmetry splittings, 
impurity induced local modes or vibronics of the R2 line. The 0.0093 eV 
peak which appears in both vibronic and Raman spectra but not neutron 
scatter~ng may be due to a second order process. 
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It is interesting to note that the most prominent peaks in the vi-
bronic spectra do not increase with temperature proportionally to the. 
concentration of phonons given by Equation (120) as expected for high . 
energy vibronics. Instead they increase to a maximum intensity at about 
40°K and then.decrease. Yamada and Shirane (7) report a similar tempera-
ture dependence of the intensity of the neutron scattering peak for the 
lowest TO mode with zero wave vector. They attribute this dependence to 
the .temperature variation of the phonon frequency which appears in the 
denominator of the scattering cross section. A similar dependence ap-
pears in the vibronic transition probability as discussed in the previous 
. 
section. The frequencies of the r 15 (r) mode and the two components of 
the r 25 (R) mode have also been shown to vary with temperature (6,7,5). 
Unfortunately, the tail of the zero-phonon line broadens and increases 
in intensity to the extent that.the tempe+ature dependence of the posi-
tions of the low-lying vibronic peaks can not be accurately determined, 
CHAPTER V 
RESULTS AND INTERPRETATION--ZERO-PHONON 
LINES AND THE LOCAL MODE 
The interaction of lattice phonons with the transition electrons on 
the impurity ions gives rise to a temperature dependence of the zero-
phonon lines. As temperature is raised the.y change in intensity, shif~ 
in position, and broaden, and the fluorescence lifetime decreases. Local 
vibrational modes shows a similar chaIJ,ge in width, position and intensity 
with temperature due to their interaction with lattice modes. In this 
chapter we report the experimental data obtained for these temperature 
dependences in SrTi03:cr3+ and discuss possible interpretations using a 
Debye phonon distribution and using the,effective_phonon distribution ob-
tained from the vibronic spectra as described in the previous chapter. 
Temperature Depende~ces,of the Width; Position, 
and Lifetime of the Zero-Phonon Lines 
As mentioned in Section 3 of Chapter II the tem.perature dependence 
of the zero-phonon line comes frOlil, the quadratic co1.;1pling function s2 (t) 
in Equation (75). In the region of the zero-phonon line in the limit of 
.long times the linear coupling term g1 (t) vanishes and using the asymp-
totic relation 
lim (l-e ixt) 
It 1-reo 2 - .. ,r It I o (x) + i ,r sin t o(x) 
x 
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the quadratic .term becomes 
g2(t) m - rltl + O(t), 
. ' 
where 
r 
Thus the zero-phonon spectral function is g;lven by 
G (ab ;w) 
0 
= 
~ -iwt -(-iw t + S + iQt + rltl) 
! dt e e O 
-~ 
-s 
= e 
2r 
(w - w - n) 2 + r 2 • 
0 
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(121) 
(122) 
(123) 
This describes a Lorentzian line centered about the frequency w = w - Q 
0 
and having a full width at half maximum equal to 2r. Both the line width 
and line position have a temperature dependence contained: i:nthe phonon 
frequencies as seen in Equations (122) and (73). The· line intensity 
varies with temperature through the phonon· oceupatio-n numbers in Sas 
given in Equation (72). 
Using the definiti.on of the ceupling· coefficient in terms of the 
individual mode Huang-Rhys factors given in: Equation (78), the tempera-
ture dependence of the line width and.line position are.given by 
r - Z(w2s ) 2 n (n + 1) = Cl, q q q q q ' (124) 
oE Q(T) - Q(T•O) Cl, I 1.: 2 = = w Sn 
' q q q q 
(125) 
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wnere a and a' are coupling constants. 
Let us first consider the temperature depentlence of the line width. 
The most general expression for this can be· wri.tten as ·tfo~ ·sum crf con-
tributions from three physical processes (33) 
6.E(eV) ... 
(126) 
The second. term is just the expression given in Equation (124) wlre·re. the 
sununation has been changed to an integral. i It describes the broadening 
due to the continual absorption and emissien of v±rtua·l phono-ns of dif-
ferent frequencies by the impurity ion (i.e., the Raman scattering of 
phonons). The first tenn represents the broadening due to the slightly 
d:i.fferent crystal· field at the site of. ·eaeh impuritty ton. It is· general.-
ly considered to be· in4ependent of tempe·rature. The las·t two terms are 
lifetime broadening contributions due te d:ireet tr-ans:l:tic,ns to other · 
electronic states through the absorption or emiss·ion of a real phonon, 
respectively. The temperature dependence of the .width of. a zero-phonon 
line is contained in the last three terms of Equat±on (12·6}. These pho-
non processes predict a Lorentzian lineshape whereas the random strains 
described by the first term given a Gaussian shape. However, we approxi-
mate the· combination of Gaussian and 'Lorentzian terms with a si.mple sum 
in Equation (126). 
For chromium doped strontium titana,te at ·low· t'em·peratqres the R1 
line fluorescence will be broadened by direct phonon absorption transi-
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tions to the level from which the R2 fluorescence line originates where-
as the R2 line will be broadened by the phonon emission process between 
these two levels. The strain broadening can be taken as the width of the 
R1 line extrapolated to 0°K. The remaining question is what to take for 
the phonon density of states g(w) in Equation (126). Here we consider 
three possibilities : a Debye distribtition, the effective density of 
states obtained from vibronic spectra, and a delta function describing 
coupling to only one of the soft phonon modes. 
For a Debye distribution (41,42) 
g(w) .. 3 V w2 
"2 2 3 
'IT v 
g (w) = 0 
w < w 
- D 
Using this in Equation (126) gives (33) 
b.E(eV) 
where 
a = D 
and 
T /T 
= lE + aD (T/T ) 7 ! D 
o D o 
= 
3h 
5 2'1T (M/V) v :rt 
I wellv 1,el 12 2 
< • i 1 . j > el I I el ] 
. + <i v t' > Eel_ Eel i 2 i 
i j 
(127) 
(128) 
(129) 
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This expression has been used to interpret data obtained on the tempera-
3+ ture dependence of the linewidth of the Cr R lines in.several differ-
ent hosts (41-43). -D-· .... TD, ciD and eif .are treated as a,djustable paramet;ers. 
The value obtained for the Debye temperature is generally not the value 
obtained from specific heat measurements since phonons of different fre-
. quency may contribute differently to the different types of physical 
processes. 
For using the effective density of phonon states obtained from 
vibronic spectra the integral in the second term: of Equation. (126) can 
be re-written as a summation over the individual mode Huang-Rhys factors 
as in Equation (124) 
= 2w e-s LS w o(w -w-w) • q q q O q (129) 
~E(~V) = 
(130) 
The values used for S are those obtained from the one-phonon contribu-q 
tion to the vibronic sideband through the computer iteration process de-
scribed in Chapter II. -e· ~e and eif are coµpling constants which again. 
are treated as adjustable parameters. The second term in this expres-
sion has been.used to interpret the t~mperature dependence of the width 
of the zero-phonon line of the M-center in ~gF2 (44). 
The final method of treatin.g the Raman scatteri~g term is to con-
sider coupling to only one specific.phonon mode. This may be important 
in strontium titanate where specific transverse optic _phonons play such 
an important role in other physical properties of the material. In this 
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case the phonon density of states can.be written as a delta function 
g(w) • o(w -w~w) 
O S ' 
(131) 
so the linewidth contribution is given by 
(132) 
This type of expression has been used to inte:rpret the temperature de-
pendence of the width of one of the zero-phonon lines of europium in 
strontium titantate (45). 
Similar phonon· processes cause .the positions of zero~pho.non lines 
to shift with temperature. The change in posit:(.on from the extrapolated 
energy of the line at 0°K is given by (33) 
oE(eV) ClO n (w ) w g(w ) dw = a.' I 0 q q q . q 
IEel - Eell 
E ··S' ClO w g(w ) i j + I n(w) dw j<i ij O q q q (Eel ~e1)2 (fiw ) 2 q i j , q 
I el el I E - lilj 
+ E ·(3' l' n(w ) w ·g(w ) . i . dw (133) j>i ij 0 q q q (Eel Ee1)2 (fiw ) 2 q i j q 
where a.' and Sij are again treated as adjustable _parameter.s. The first 
term is just Equation (125) with the summation replaced by an integral. 
It describes the effect of the impurity ion continually absorbing and 
emitting virtual phonons of the same frequency. The other two terms are 
for the emission or absorption of real phonons causing tra·nsitions to 
lower or higher electronic states, respectively. 
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For SrTi03:cr3+ the R1 line is effected by phonon absorption proc-
esses and the R2 line by phonon emission processes as described above. 
The density of states in the phonon scatteri11g term cail a,gain be repre-
sen ted by a Debye distribution, the effective density of states obtained 
from the one-phonon vibronic sideband, or a delta function for coupling 
to a single phonon mode: 
oE(eV) 
oE (eV) 
where 
OI.' D = 
4 T /T 3 2 TD/T 
= a.o' (T /TD) !OD . 2....._ dx + E B 'D (TI !::,.E .• ) p J 
x 1 j<i ij 1J O 
e -
3 
x 
x 
e -1 
1 
2 2 dx' 
x - (tiE. , /kT) 
1J 
a a' E w 2 S n + E S'e ES w 2 n(w) 
e q q q q j<i ij q q q q 
L s'e ES w 2 n(w) j>i ij q q q q· 
oE (eV) =- a' w n (w ) , 
s s s 
2 ' 2 
tiE. j (.fl(!) ) 
1 ·q 
3h 
I el I I el 12 <~i vl ~j > el el 
1 i + <~. lv2l11 >] 5 4TI (M/V)v Ee Ee 1 i j 
(134) 
(135) 
(136) 
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a' D is given above and a' , a' and a' e are s_imilar constants. P denotes . ij · e s ij 
the principal part of the integral. 
and 
TaJ:He XI and XII list the experi.n\.ental data obtained on the widths 
3+ positions of the R lines of SrTi03:cr at different temperatures 
and gives their chahges in widths _and positions from their values at o°K. 
These data were obtained using the monocqromator in second order to 
achieve a resolution of 0.4A. The estimated accuracy of these measure-
ments is about 2% for the line widths and 0.01% for the line positions. 
These data are plotted in Figures 19 and 20alon.g with the best fits ob-
tained from the theories discussed above. It was found that changes of 
2. 5% in the assumed 0°K values did not affect the theoretical fitting of 
the data and changed the values of the adjustable fitting parameters by 
less than 7.9%. Note that only a small discontinuity occurs these tem-
perature dependences near the phase_transition at.110°K. No discontinu-
o ity can be d~tected near 35 K. 
The solid lines in Figures 19 and 20 represent the predictions of 
Equation,s (128) and {134) where the virtual ·phonon terms. have been 
written in terms of the Debye distribution. The aqj~stable parameters 
used in obtai-ning these fits are listed in Table XIII. They have an 
accuracy about 4. 3%. The values o~tained. for the cotipling parameters of 
the virtual phonon processes are significantly less than those needed 
3+ for Cr in A12o3 and those for the real phonon processes are signifi-
cantly greater than in ruby (46). Also the line shift: ,parameter a~ is 
positive in this case whereas it was, ne.gative for•. r:uby. The effective 
Debye temperature needed to fit the data is less than the value of 400°K 
obtained from specific heat measureJents which implies that the lower 
frequency phonons make greater contributions to the broadening and shift-
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TABLE XI 
3+ WIDTHS OF THE ZERO-PHONON··LINE·S-OF S:rTi.0-3 : Cr (O .02% WEIGHT) AT VAR:.EOUS TEMPERATURES 
-4 &ERi (eV x 10 ) .. 
1.41588 
1.47798 
2.62062 
4.14828 
5.82498 
7 .50168 
7.99848 
8.89272 
26 • .57880 
w:Gfolis·--· 
. . . -4 
. ~-- (eV x 10 ) . 
2 
1.17990 
1.27926 
1. 67670 
3.15468 
5.82498 
7.50168 
7. 99848 
8."B9iii 
26.57880 
W-idth Changes F~em T = O °K* 
... -4· . - -4 
. .. -A~. (eV x 10 .) .. -·~ (eV x 10 ) 
10 '2.0 
0.02588 0.02990 
0.08798 0.12926 
1.23062 0.52670 
2.74828 2.00468 
4.43498 4.67498 
6.11168 6.35168 
6.60848 6. 84848 
i. °Joi.ii .. 7. 74272· 
25 .18880 · 25.42880 
*Explatec1. line width at T = O; ll.~ (T•O) = 1. 39000 x 10-4 eV; fl.ER (T=O) = 1.15000 x 10-4 eV. 
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TABLE XII 
POSITIONS OF THE ZER0-PHONON LINES eF SrTiO ·Cr~-+ (0.02% WEIGHT) AT-VARIOUS TEMPERATURES 
·. 3' 
Positions (eV) Shifts From·the Positions at T':"O"'K 
ER ER 0 ER (X 10-4 eV) 0 ER (X 10-4 eV) 
1 2 1 2 
1.561709 1.562141 0.09 0.01 
1.561783 1.562151 0.83 0.11 
1.562106 1.562472 4.06 3.32 
1.562576 1.562791 8.76 6.51 
1.563116 1.563116 14.16 9. 76 
1.563443 1.563443 · 17 .43 13.03 
1.563727 1. 563727 20.27 15.87 
1.564260 1.564260 25.60 21.20 
1.567642 1.567642 59.42 55.02 
Explete.d line posit.ions at T-0; 
~1 
(T=O) = 1.561700 e.V; 
~2 
(T=O) = 1 ;562140 eV. 
..... 
N 
..... 
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TABLE XIII 
ADJUSTIBLE PARAMETERS 'F()R THE·FITS·· OF THE ZERO-PHONON 
LINES WIDTH~+AND LINE SHIFTS OF 
SrTi03 :Cr . (0.02% WEIGHT) ... 
Parameters 
Line Width _w CJ. 
e 
-ew 
sif 
_f 
Ci. 
e 
-ef 
sif 
a 
s 
1J. I 
D 
SjD 
1.f 
Line Shift a. ,w 
e 
S ,ew 
if 
CJ. ,f 
e 
QI ef 
f..'if 
OI. I 
s 
R1 Line. 
115°K 
3.3950 x 10-3 eV 
1.7902 x 105 (eV)-2 
2.8562 x 107 eV 
2,6536 x 102 (eV)-l 
7. 0'876 .. x 168 . eV 
1. 9315 x 10 2 (eV)-l 
7 ,.8192 eV 
115°K 
9.7660 x 103 eV 
1.0910 x 10-? eV 
2, 8660 x 10 2 (eV) 3 
1.0910 x 10 ... J eV 
1.0411 x 102 eV 
1.0910 x· 10"'"7 eV 
2.4061 x 10-l eV 
115°K 
400050 x 10-3 eV 
403887 x 104 (eV)-2 
2.93.55 x 107 eV 
1. 5653 x 10 2 (eV)-l 
7. 2534 x 108 ·. eV 
8.6905xl0 (eV)-l 
7.8192 eV 
115°K 
9.7660 x 103 eV 
1.0910 x 10-7 eV 
2,8660 x 102 (eV) 3 
L 0910 x 10-7 eV 
1. 0385 x 102 eV 
.,..7 
1. 0910 x 10 eV 
2.4061 x 10-l eV 
-0:: 
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Figure 19, Line Widths of the Zero-Phonon Lines of SrTi03 :cr3+ 
(0.02% Weight.). Circles are measured ones. Solid 
line (-~) shows the best fit of Deby Approxima,-
tion to the data. Dashed lines are the best fits 
of the theories:-·-·-; taken only.the 1st peak 
of the computer output as its effective one-phonon 
density of states,'. ; •. ~; whole bands as its effec-
tive one-phonon density of states and ---; zone-
center soft phonon mode only taken as its effec-
tive one phonon density of states. All constants 
used to fit are shown in Table XIII. 
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Figure 20. Line Shifts of the Zero-Phonon Lines of SrTi01 :cr3+ (0.02% wt). Circles show measured 
ones. Various densities of states were usea to fit the data. Solid line shows Deby 
Approximation .. Other lines show the best fit to the data with the first band (-,-.-), 
whole bands f' · · •.) of the computed effective one-phonon sideband, and zone-center soft 
mode(-·~.....;) only as their density of states. All parameters used for these fits are 
listed in Table XIII. 
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ing processes than high frequency phonons do. Note.that due to the 
phase transition wif will not be a constant but decrease to zero at 
110°K. Assuming no frequency depe~dence for v1 in the Debye approxima-
Uon, the direct process terms for the line broadening should vary ap-
proximately as the-third power of the splitting of the~ and R2 lines 
which is shown explicitly in Equation (128) to be reasonably correct. 
If the one-phonon vibronic sideband is used as an effective density 
of states in Equations (130) and (135) the ·dotted lines in Figures 19 
and 20 are.obtained which do not fit the data well.at high temperatures. 
If only the first few peaks of the sideband are considered as the effec-
tive density of states (say out to 0.0467 eV) then a good fit to the 
data can be obtained. The dotted-and-dashed lines in Figures 19 and 20 
are obtained using the parameters .listed in Table XIII and including only 
the first vibronic peak (out to 0.0303 eV) in the density of phonon. 
states. This again indicates that low frequency phonons are more impor-
tant than high frequency phonons in causing the broadening and shifting 
of zero-phonon lines with temperature. 
The thennal expansion of the lattice can also contribute to the 
temperature dependence of the.line position. The change in lattice con-
stant is due to the anharmonicity of lattice modes which in turn.leads 
to a change in fore~ cons1=ants.- T'4is can cause either a positive or neg-
ative shift in frequency depending on.the overlapping of wavefunctions. 
By analogy to hydrostatic pressure measurements on ruby, Stokowski and 
3+ Schawlow (32) determined that this should cause.the R line of SrTi03:cr 
to exhfl:>it a shift to higher energies proportional to the change in lat-. 
tice constant 
ov 6.a 
ex-\) a 
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Using the x-ray diffraction data of Lytle (3) and the elastic compliances 
obtained from the results of Rupprecht and Winter (47), they conclude 
that the effects of this mechanism are an order of magnitude too small 
to explain the observed results. Calculations _by Slonc.zewski (48) indi-
cate that the tetragonal distortion of the crystal field.makes the dom-
inant contribution to the shift of the R lines at low teniperatures. This 
causes a discontinuity in the slope of the lineshift versus tetnperature 
near the 110°K phase transition. Since this discontinuity also appears 
in the slope of the average position of the R1 and R2 lines it can not 
be attributed to the effects of direct process mechanisms. It may, how-
ever, be accounted for by ·a change in the coupling par,ameter a~, as the 
crystal field changes from tetragonal to cubic. This is reasonable 
since a~ depends on the matrix element of the electron-phonon coupling 
constant as shown in Equation (134). 
The third method of attempting to fit the data is to assume coupl-
ing to only one of the soft phonon modes. This seems like a reasonable 
model since the other two approaches both indicate that low frequency 
phonons make the dominent contribution to the thermal bro.adening and 
shifting of the zero-phonon lines. The predictions of this model for 
both the r-point and the two components of the R-point soft modes are 
shown as dashed lines in Figures 19 and 20. The temperature dependences 
of the soft mode frequencies are taken from references (6) and (7). 
These theoretical curves show large discontinuities in their temperature 
dependencies which are obviously inconsistent with the experimental data. 
Such discontinuities were observed in the data obtained on SrTiO :Eu3+ 
3 
(45). 
'Stokowski and Schawlow (32) also repo~ted data on the temperature 
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dependence of .the position of the R lines in chromium doped strontium 
titanate and our data is consistent with theirs. They show that the 
line-shift is not directly proportional to the total heat of the host 
crystal as predicted by the first term in E.quation (134). Instead the 
line-shift is found to be proportional to the reciprocal of the dielec-
tric constant which in turn is proportional to the s.quat:"e of the soft 
mode frequency. They conclude that the anharmonic phonon interaction 
parameters must be similar to the electron-phonon coupling parameters, 
However, this does not predict the slight discontinuity in the line-
shift near 110°K. 
Figure 21 shows the variation of the fluoreseenee decay time as a 
function· of temperature. These· data are a:Lso listed in Table XIV. The 
ratio of the integrated fluoreseenee intensity of the R lines to that 
of the total spectrum is also listed in the table· at different tempera-
tures. Theoretically this ratio can be expressed as 
= (137) 
where WR and WVIB represent the radiative·and vib'ronie t:ransiti.on rates, 
respectively. The measured fJ,.uorescence decay time can be expressed as 
-1 
• F 
.. (138) 
where 'WNR represents the non-radiative transition rate.· If radiation-
less processes are not important, the intensity ratio and f·luorescence 
lifetime are related by 
= (139) 
. where the radiative transition rate is generally independent of tempera-
t 
128 
TABLE XIV 
TEMPERATURE DEPENDENCE OF FLUORESCENCE DECAY TIME OF THE ZERO-PHONON 
LINE OF SrTi03:cr3+ (0.02% WEIGHT) AND RATIO OF INTEGRATED 
INTENSITY WITH RESPECT TO THAT OF TOTAL SIDEBAND 
T(°K) Decay Time (msec) Intensity Ratio (IR/IT) 
8 0,38783 
10 17.751 
20 0.36317 
40 17.817 0.34517 
60 0.33941 
77 0.28861 
80 16.168 
100 14.629 0.28741 
110 0.28012 
120 13,294 0,22340 
150 lL 767 0.15614 
200 0.05604 
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Figure 21. Temperature Dependence of the Decay Time of 
cr3+ in SrTi0 3. Circles show measured de-
cay times. Integrated intensity ratio of 
the zero-phonon on line to that of total 
sideband was compared with fitting para-
meter WR= 18.345 sec-1 
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ture. The· solid ·line ·in· Figure 21 is & plat· ef the ·:L?I'te:ns±ty ratio ad-
. -1 justed·to"fit the decay time at low temperatm:es wi_th WR = 18~4 sec .• 
' . 0 The fact that it falls below the lifetime data above 100 K:1.ndicates the 
increasing importance of radiationless proees-ses,·ia eh!i.s temperature. 
range. 
Temperature Dependenees·:ef the .Widths, Positions, 
and -Inteasd.ti.es -ef, the Lee.al Mode 
· Impurity ions in crystals-may· nave differeat vib-ra.tional character-
is tics than ··the pure lattice phoncms·:,depend'1ng en "their mas·s and force 
constant differences with respeet :to the nerrmal host ions. F·or impuri-
· ties· with:-·lighter masses or smaller force· eonstant-s ,:· non-propagating vi-
bra:tion:al. modes of the impuritiy fon and ±ts·1mmed:tate: ·s~·roundings can 
occur at: frequeneies where normal lattice vibrations may net occur. 
These are· called local modes if . they· are at lrlghe'l' frequencies than the 
highest frequency phonon mede, · gap modes· if· they oceur in a forbidden 
gap· between phonon branches, and band or resonant modes if they fall 
within an· allowed frequency band of lattice· phenens. The teTnr ,1-local 
mode11 is gene-rally applied to all three cases. There· has been> much ex-
perimental an& theoretical· work dene in studying local modes in alkali 
halides··and"' thi:s i:s· re.viewed- in· re:fE!:-Tenees" (j0) ,and (5'll).·· ,'fhe interest 
in these studies has been twofol:d: · to tmd:e.'t'etami the intrinsic vibra-
tional prope-rties of defects in cr·ystals and to· e:1:t~eid:ate the interac-
tions between the local modes and the lattice phanens. ·· Experimentally 
nearly all of the work has been done with infrared ·spectroscapy. The 
temperature dependences ef the widths, positions, and intensities of· 
local mode absorption in the inf rared spectra have been· investigated 
1~1 
along with the appearance of structured sidebands with some of the local 
modes. 
We have investigated the temperature 4e,pendence of the width, posi-
tion, and intensity of the local mode vibronic peak induced by the pres-
ence of chromium impurit~es in strontium titanate~ Although local modes 
have previously been identif:i,ed in vibronic spectra, this is the first 
investigation of the temperature dependence of local modes using vibronic 
spectroscopy. The results are irtterpreted in terms of the anharmonic 
interactions between the local mode and lattice phonons and are compared 
with the earlier infrared work on alkali halides. 
Because of size similarities., Cr3+ probably goes into the strontium 
titanate .lattice substitutionally for Ti4+ ions. This requires some 
charge compensating mechanism such as an o~ygen vacancy which probably 
takes place non-locally since room temperature electron spin resonance 
measurements show the chromium ion to occµp_y a site of cubic symmetry 
(52). Stokowski and Schawlow (30) were the first to study the vibronic 
spectrum of SrTio3: cr3+ and they attributed the peak at O .0706 eV to a 
local mode induced by the chrotnium ion since it did not appear in the 
vibronic spectrum of manganese doped strontium titanate and could not be 
correlated with any of the known lattice phonon frequencies. Because 
* ~ ~ Cr and Mn are both heavier than Ti.· the local mode is probably in-
duced by force constant changes. These may be associated with the charge 
defect which is not present in man,ganese doped samples. Since the normal 
mode phonon frequencies extend to about (6, 7) 0. 0943 eV the observed 
sharp peak in the spectrum is.not a.local mode in the strict definition. 
It lies on the high energy side of an unresolved banq co.ntaining contri-
butions from To4(r) and L03 (A) phonons among others as shown in Figure 
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23 at two temperliltures. It appears.to be.more like a gap mode.at low 
temperatures and a band resonant mode at high temperatures. However, 
for simplicity's sake we will continue-to use the general terl!l of "local 
mode"o As temperature is raised_the whole spec1;:rum shifts to.higher 
energies and the local mode broadens and decreases in intensity. It 
should also be mentioned that the two-phonon emission peal,c for this .local 
mode appears'.in the spectrum at 0.1420 eV f;om the R1 line. 
Figures _23-25 shows the variation of the local _mode line width, 
position and intensity with temperlilture. These data are listed in Tables. 
XV-XVII. The fu+l width at half maximum is constant at low temperatures 
and increases approximately as T2 at ~igh temperatures •. The peak posi-
tion relative to the R1 line exhibits a slightly greater than linear 
shift to higher energy with increasing temperatqre. The integrated in-
tensity of the local mode pe~k is constant at low temper~tures and de-
creases sharply at higher temperatures. The ac~uracy in these experi-
mental points is estimated to be about ;tl0% for t~e line width, ±20%. for 
the integrated intensity, and ±1. 24 .x 10..,..-4 eV · for the line shift. The 
largest· source of error arises from having to separate·the local mode 
from the nearby vibron,ic band (see Figure 22) • 
The temperatqre dependent characteristics of the local mode are due 
to its ,interaction with th.e lattice phonons which takes place through 
anhannonic terms. in the lattice potential. The local mode is treated as 
an Einstein oscillator and a Debye distribution is generally assumed for 
the normal modes of.the ;Lattice. The temperature dependence is contain-:-
ed in the phonon occupation numbers given by Equation (120). The mathe;.. 
matical descriptions of the important multipho~on processes were origi"."' 
nally developed.to explain results of Mossbauer or zero-phonon line 
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TABLE XV 
LINE WIDTHS OF THE LOCAL MODE IN SrTi03:Cr3+ 
(0,02% WEIGHT) AT VARIOUS TEMPERATUR~S 
Widths (x 10- eV) 
Zero-Phonon 
Local Mode Lines (Average) Differences (L'iE) 
16.950 ± 7% 1. 298 150652 
17. 940 1.329 16.611 
18,.670 1.849 16.823 
21.180 3.651 17,529 
23,370 5.825 17,545 
25 ,,160 7.502 17,658 
26,970 7.998 18.972 
30.585 8. 893. 21.692 
66.690 ± 15% 26.910 39.780 
= 16. 3 x 10 -4 eV, 
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L'iE-LlE* 
0 
0.311 
00523 
1. 229 
1.245 
1.358 
2.672 
50392 
23.480 
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TABLE XVI 
LINE SHIFTS OF THE LOCAL MODE IN SrTi03:Cr3+ 
(0.02% WEIGHT) AT VARIOUS TEMPERATURES 
Shifts From. the, 
Position. Position at T=oK* 
(eV) (x 10-4 eV) 
1. 4913090 0.090 
1.4913497 0.497 
1.4913124 0.124 
1.4914738 1. 738 
l.4916600 3.600 
1.4915483' 2.235 
1.4915483 2,4,83 
1.4914862 1.:862 
1.491.6104 3.104 
1.4920076 7. 07,6 
1.4918214 5.214 
1.4922931 9~931 
*oE (T=0°K) = 1. 4913000 ev. 
TABLE XVII 
RATIO OF THE INTEGRATED INTENSI'l'Y OF. THE·LOCAL 
MODE · WITH RESPE~-- TO. THA'I .. OF . SID,EBANDS OF 
SrTi03:Cr (0.02% WEIGHT) AT 
VARIOUS TEMPERATURES 
T(°K) Ratio (IL/IT) 
8,4 0~05372 
20' 0.05367 
40 0.05081 
60 0.04382 
77 0.03710 
100 0.0307.4 
110 0 •. 02915 · 
120 0.02715 
150 0.00235 
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optical spect;ra (41,47,54). The local mode is treated as a zero-band 
phonon line. Although these theories are probably very reasonable for 
true local modes, their applicability to resoI).ant band modes is question-
able sirice they are based on the adiabatic and Born-Oppenheimer approxi-
mations which may not be valid (51). However, they appear to be the 
best theories currently available and we therefore make use of them in 
interpreting our data •. 
Two types of mechanisms contribute to the width.of·a local mode 
peak: decay processes and scattering processes.· The first of these is 
simply the decomposition of the local mode into two or.more lattice pho-
nons. Siri.ce this shortens the lifetime of the local mode it broadens 
its energy level through the .. uncertai~ty prirtciple. For . local. modes · 
whosefrequency is less than the maximum lattice vibration frequency the 
most probable mode of decay will involve two.lattice phonons and is 
described. by the following equaticm (54,55) 
(140) 
where V is the inter~ction .potentiaLf o.r the lo Gal ~ode (wave 
. Q,ql,q2 
vector .Q.) and phonons with wave vect;ors q1 and q2• The delta function 
expresses the necessary conservation of energy. · Substituting into Equa-
tion (140) for the phonon occupation numbers, the linewidth variation 
shoul~ have the form, 
_, - [ ]-1 [ ]-1 
~E = SD {1 + exp (h~1/kT) - 1 + exp (~w2/kT) -1 } (141) 
This predicts a constant.value at l9w temperatures and a linear depend-
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ence at high temperatures. 
From the phonon dispersion curves for SrTi03 in Figure 12, these 
data can be seen that many different combinations of phonons satisfy the 
conservation of energy requirement for taking part in the decomposition 
broadening process. However, the only pairs which make a significant 
contribution to the broadening in.the temperature range of int~rest are 
those involving phonons of different frequencies (such as the To1 (r15) 
12 -1 12 
and L03(r15) phonons with frequencies of 2.8 x 10 sec and 13.7 x 10 
sec-1). Using Equation (140), such phonon pairs predict the temperature 
dependent broadening shown by the dashed line in Figure 23. 
The second type of line broadening mechanism is the· inelast.ic (or 
11Raman11 ) scattering of phonons by the local mode. In the Debye approxi-
mation this is described by the second term in Equation (128) where the 
coupling constant will reflect local mode-phonon interactions instead of 
the electron-phonon interaction. The values of aD and TD needed to fit 
the data are listed in Table XVIII. 
The relative shift in position of the.locai mode to higher energies 
with irtcreasing temperature can be attributed to an increase in the self--
energy due to the elastic.scattering of phonons as described by the first 
term in Equation (134) of the last section. The best fit to the data 
shown in Figure 24 was obtained, using values for the coupling coefficient 
and effective Debye temperature listed in Table XVIII. 
The thermal expansion of the latt.ice can also contribute to the 
temperature dependence of the local mode frequency (56). The change in 
lattic~ constant is due as described in the last section for the zero-
phonon lines. As ·discussed there, this mechanism probably does not make 
a significant contribution to the thermal line shift. Tl).e effects. of 
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TABLE XVIII 
.. . ... . . .. 
ADJUSTIBLE PARAMETERS~FE>R-· FTl'S·· 0F··LI·NE:Wfl)THS ·:AND· P0S·IT!.f)NS ·SF· 
THE LOCAL MODE, AND INTEGRATED RATIO. OF THE LOCAL 'MODE. WITH 
RESPECT TO TOTAL SIDEBANDS IN Sr~i03?gr3+ (0.02% WEIGHT) 
Variables Parameters Values 
·so0°K 
Line Width 
aD 
-* SD 
7,2206 x10""1 eV 
3.0060 x 10-5 eV 
3~1664 x 106 ev'. 
3.0QiO x.10-S eV 
Line Shift 
Integrated Intensity 
Ratio 
* 
-W a. 
e 
-ew 
eif 
a' D 
fa 'D if 
a.'w 
e 
j3 1ew 
if 
6 II 
D 
s 
c 
e 
Two phonon energies u~ed for calculations are: 
hE = 1.1579 x 10-2 eV, 1 
hE2 = 5.6657 x 10-2 eV. 
115°K 
1,9016 x 10-3 eV 
0 
5. 7158 eV 
0 
2.946 
-"2 501164 x 10 
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the trigonal crystal field distortion found by Slonczewski (48) to con-
tribute the zero-phono~ line position might also contribute to the ther-
mal shift Gf the local mode, This should.cause a discontinuity in the 
0 . 
slope of t~e data at 110 K which is not observed,. H9wever, due to the 
large error bars on the data the importa.nce of this mechanism c~nnot be 
definitely established. 
The integrated intensity of the zero-bang phonon line will decrease 
with increasing temperature due to the increased probability of multi-
phonon emission (53), This leads to the growth of vibrational sidebands 
at the expense of the central line emission, For the local mode in the 
vibronic spectra of SrTi03:cr3+ it is not possible to d:f,stinguish these 
broad, weak sidebands due to other vibronic emission in the same spectral 
region, The decrease in the local mode integrated intensity IL relative 
to the total emission intensity IT can.be expressed as (53) 
= 
[ T 2 exp {-s 1+4. <err) f O 
D 
6 "/T 
D xdx ]} 
x 
e -1 
(141) 
where eE is an effective Debye temperatt,1re and Sis (;:he.Huang-Rhys fac-
tor. The solid line in Figure 25 is predicted by Equation (141) with 
the values of Sande~ listed in Table XVIII. 
The est4"mated accuracy of the various adjustable fitting parameters 
is ±10% •. 
The effective Debye temperatures represent an upper limit to a 
Debye type distribution of phonons which take part in the mechanism 
being considered. Since all lattice modes do not,contribute in.the same 
degree to all of the different types of interactions there is no reason 
to expect the effective Debye temperatures to be the same for all proc-
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esses or the same as that determined by specific heat measurements. The 
latter type experiments yield a value of eD ~ 400°K (57). This result 
must be dominated by contributions from acoustic phonons since optic 
modes range up to three times this "cut-off" value (6,7). The similar 
effective Debye temperatures needed to fit the line width and intensity 
data imply similar phonon distributions active in the contributing physi-
cal processes.• 0 The value of -800 K indicates a cut~off frequency for 
the distribution which falls approximately in a gap in the observed pho-
non frequency distribution for SrTio3 (6,7). The highest density of 
phonon states lies below this region, The much lower effective Debye 
temperature obtained in analyzing the line .shift data implies coupling 
to only acoustic and the lowest optic phonon modes. This is interesting 
because of the importance of 11soft modes" in the lattice dynamics of 
strontium titanate. 
The most.complete temperature dependence investigations have been 
on the U-center in alkali halides (50,51,53,57). The decrease in the 
local mode intensity at high temperatures shown inFigure 25 is around 
an order of magnitude greater than that reported for infrared absorption 
on these other systems. The Huang-Rhys factors needed to fit the data 
obtained on U-centers in six different: host crystals range from 0.05 to 
0.32, The much larger value of S = 2,9 needed to fit our data implies 
a significantly stronger coupling to the lattice phonons for the local 
mode in SrTi03:cr3+ than for the U-centers in alkali halides. This may 
be due to the fact that the local mode in the former case is probably 
due only to force constant changes whereas in the latter case a large 
mass defect is present as well as any possible deviations in force con-
stants. Also, it may be that gap or band modes can couple.more strongly. 
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to the lattice phonons than true local modes that lie significantly 
above the normal mode frequency distribution of the crystal. The effec-
tive Debye temperatures needed to fit infrared intensity data vary 9°K 
l+ 0 1- 1-for KI:Ag up to 220 K for KCl:D an CaF 2:H which are less than the 
' specific heat Debye temperatures (53). Thus high frequency phonons ap-
pear to contribute more to tihe intensity decrease of the.local mode in 
SrTi03:cr3+ than they do in the other systems investigated. 
The low temperature residual line width shown in Figure 23 is sig-
nificantly greater than those measured previously for local modes in.in-
frared spectra and the broadening at higher temperatl,lres is less 
(53,54,56). The decomposition mechanism dominates at low temperatures 
and predicts a smaller temperature depertdence than the Raman scattering 
mechanism at high temperatures. This implies that the former mechanism 
is relatively more important than the latter in contributing to the 
broadening of.the local mode.in the vibronic spectrums of SrTi03 :cr3+ 
as compared to the infrared absorption data obtained previously on im-
purities in alkali halides and·similar systems. This may be because the 
importan~e of the scattering mechanism is independent of the frequency 
of the local mode with respect to the phonon frequency distribution 
whereas the importance of the decomposition mechanism increases t~e 
closer the local mode frequency is to the phonon frequencies. For this 
case the local mode frequency is within the frequency.distribution of 
lattice vibrations of strontium titanate whereas most of the local modes 
whose temperature dependence have been investigated in detail previously 
lie above the phonon cl,ltoff frequency of the host lattice. However, the 
thermal broadening of the .resonant band mode in NaCl:Cu1+ is closer to 
3+ the u~center data than to the SrTi03 :cr data (58). Thus the coupling 
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coefficients for the different processes must.be taken into account: for 
each system as well as the relative position of .the local mode.frequency. 
The thel;'mal lineshift is similar in.magnitude and directio~ to 
several of the previously stuc;lied alkali halide systems (53,54,56). How-
. ' 
ever, in some cases.such as KC1:H1- the ,peak shift is in the opposite 
direction (56). This has been attributed to. the effects of the:i;,nal ex-
pansion. Since the small value.s of the coupling coefficient and effec-
tive Debye temperature needed to fit thedata shown in Figure 24 imply 
much smaller effects from phonon scattering than implied by the line 
broadening data, it may be that some negative contributions from thermal 
expansion are presen1=. 
Little can be said about tqe magnitudes. of the coupling paramete.rs 
a and 13 since the:1,r values .cannqt ·be,theoretically predicted. A wide 
range of values covering tho.se used here have b.een found when the same 
theories are applied.to zero-phonon line optical transitions (41,49,60). 
Although the corp.parisons discussed in.the preceeding paragraphs are 
very'qualitative, they imply that the saip.e physical processes cqntribute 
to the thermal characteristics ·of both' the., local mode stu.died here wtth 
vibronic spectroscopy andtho'Se studied previously in other systems 
using infrared spectroijcopy. The quantitative differences appear·to be 
cqnsistent with the.different characteristics of local modes such as the 
mass defect, charge defect:, and vibration fr.equency with respect to the 
phonon frequency distributi_on of the host crystal. Thus it appears that 
vibronic spectroscopy is a complimentary technique to_infrared.absorp-
tion in studying the characteristics of local modes. For the case re-
ported here the accuracy of .the data is less than that of similar infra-
red absorption studies but this is due to overlapping of local.mode.with -
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a nearby vibronic band·and is not a limitation of ,expe.rimental apparatus. 
. . . 
Which technique.is better depends m,inly on the specific sys~em.under 
investigation. Vibronic and infrared absorption transiti~ns are subject 
to different .selection rules. The intensity of a vibranic peak also de"'." 
pends ·on. the strength of the ,electrcm-:vibration ·int~ract;foti whereas the 
intensity o:f; an infrared absorption pea.k depends on the local el..ectric 
dipole.mome~t. Therefore, in some cases.a local·mode will be more.easily 
observed in vibronic spectra and in.other cases it.will be seen easier. 
in infrar~d spectra.· 
The virtual phonon scatteJ;"ing cc:mtrfbut;ion ,to the lin~shif~ of 1the 
local mode.is similar to that of the·zero-:phol).on lines in that it in-
volves a low Debye temperature and a small value for the co~pling para-
meter. However, Raman scatterirtg of phoncms appears . to play a more im-
portant role in broadening the local mode than it did the R lines •. 
The data in Figures .23-25 can.also be fit using the one-phonon den-
sity of states .obtained.from.the vibronic specttum as shown by the dash-. 
ed or dotted lines. These fits were obtained using the density of phonon. 
s~at~s ·given in Equation (129) ancl t;he.param.eters in.Table XVIII. The 
prec;lict; a fit to the linewidth and lineshift dat;a which is equivalent .. to 
the. predict~on obtained using the Debye approximation •. · However, ·no goo~ 
fit to the.intensity quencq.ing data can be obtaine4 using .the vibronic 
effective density of states. 
CHAPTER VI 
SUMMARY AND CONCLUSIONS 
A spectroscopic.investigation was conducted on lightly doped stron-
. ' · h C 3+ C . fl d tium titanate wit r • ontinuous uorescence measurements were ma e 
both of low frequency and high frequency vibronic bands at numerous tern-
0 peratures from 8 K up to room temperature. By assuming that all the 
phonon modes were coupled linearly except the local mode which was cou-
pled quadratically, the effective one-phonon.side band was computed by 
an iteration processes. 
The effective one-phonon side band was then used to study tempera-
ture dependences of the line widths and shifts of the zero-phonon lines 
(R1 , R2) and the results compared with those predicted by the Debye ap-
proximation and by coupling to only a soft transverse optic phonon mode. 
Measurements of the widths, positions and the integrated intensities of 
the local mode were also made. The results of these experiments are 
summarized and conclusions from those results are discussed. Several 
suggestions for further work are finally mentioned. 
Summary of Results 
The various ·investigations discussed in Chapter IV and V led to the 
following results: 
1. By comparison with infrared absorption data, Raman scattering 
results, and the dispersion curves of the neutron scattering data the 
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peaks observed in the low energy ·vibronic sideband were identitied with 
phonons at various points of the Brillouin zone. Restrictions from vi-
bronic. sele~tion rules explain the . absence of several peaks which appear . 
in neutron scattering. The sharp peak at about 0.0706 eV c~n not be 
associated with any known latUce vibratioz,. and-is thought; to be a local 
mode. 
2. A great deal of stx:ucture was observed in,the high energy side-
band near the R lines. Much of this structure has not been reported 
previously. By·comparison with Raman scattering, infrared absorption, 
and the dispersion e1,1rves of the ne1,1trot1, scattering two peaks at 0.0021 
and 0.0055 eV are attributed to the.r 25 (R point) soft phonon mode which 
has been split by the lower.symmetry, The peak .at O.OQ36 eV is the r 15 
transverse optic soft mode at the c~nter of the Brillouin zone. 
The intensities of.the main peaks in this region.do not increase 
continuously with temperature .as i!:l usually seen with high ~ner:gy v-i.-
bronics. . 0 Instead they increase to a maximum at a~out.40 Kand then de-
crease which can· be accounted for by the temperature dependences of the 
soft mode frequencies.· 
3. The effective one-phonon side ba"Q.d'was computed by an iteration 
processes. By convc;,lution processes with estimated one7phonon side bands, 
multiphonon sidebands were generated. Q~adratic.coupling was included 
for the interaction of local mode and·lattice phonons with the impu;ity. 
4. The measured temperature dependences of the.line widths and 
line positions of the zero-pho~on lines were fitted by using the effec~ 
tive one~phonon density of states which was.computed from the vibronic 
spectrum. A fit equivalent to that found using a Debye distribution 
could be obtained only if' the high frequency part of the effective one~ 
I . . ' • 
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phonon density of s~ates was neglected. 
5. The tempe.rature. dependence of .the decay. time of the zerG>-phonon 
line was measured at various temperatures from B°K to room temperature. 
and found to be consistent with the. changes :of the ratio of. the i.nte-
grated intensity of the.zero-phonon line to the·total int~grated inten-
sity of the side bands and the zero-phonon line. 
6. The temperature dependence of the.widths, positions, and inte.-
grated.intensities of the local mode were measured at various tempera-
o tures from 8 K up to room temperature. A Debye approximation was used 
to fit these temperature dependences.· Using the. vibronic effective den-
sity of states gives an equivalent fit to the data on line widths and 
position but no fit to the intensity quenching data could be obtained. 
Conclusions.and Implications for Further Work 
This investigation demonstrates. the usefulness of vibronic spectro-
scopy in obtaining information on pho~on frequ!ncy dis.tributions. High 
energy vibronics were.shown to pe especially important in observing low 
frequency so.ft modes. The use of vibronic spectra.in investigating local 
modes was also demonstrated. 
The results obtained in this, study suggest several interesting 
topics which may be the subject of further work: 
lo A precise calculation of the selection rules in ;etragonal 
symmetry is needed to successfully explain all the observed v:l,brational 
modes. 
2. Materials should be investigated which have much lower phase 
transition temperatures so the soft mode.frequenci~s can be monitorec;l as 
a function of-temperature without.being obscured by the broadening of 
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the zero-phonon lines. 
3. A more rigorous lattice dynamics model should be developed to 
treat the electron-phonon coupling. 
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APPENDIX 
The moment analysis approach can be used to approximate the·. higher · 
n-phonon emission spect.ra at T = O. In order to obtain a desired range 
of application one can include the needed nth moments in his analysis. 
For a function f(w) defined by 
f(w) 00 iwt = !_00 dt e f(t), (A-1) 
the area under f(w) and the nth moment about the origin are given by 
00 
F = !_ 00 dw f(w) = 2'TTf(t=O), (A-2) 
(A-3) 
Moments about·the mean are defined by 
n n 
<(~w) > = <(w - <w>) >, (A~4) 
and the mean frequ~ncy (<w>), and the mean square wtdth are also found 
as 
(A-5) 
(A-6) 
In terms of the dimensionless variable x, 
156 
157 
w -<.w> 
x = -------[ <(Aw) 2> ]~ 
(A-7) 
an asymtotic expansion for f(w) is (35) 
where Y1 and Y2 are the coefficients of skewness and excess, and Y3 is 
the coefficient for the fifth moment, Yi and fij are given (36) as 
follows: 
y = 2 
fll(x) 
f12(x) 
f22(x) 
f 31 (x) 
f 32 (x) 
(A-10) 
4 [ 2 ]2 {<(Aw)> - 3 <(Aw)> } 
2 2 [ <(l:lw) >] 
(A-11) 
(A-12) 
1 2 3)' = -x (x -6 (A-13) 
1 4 2 
= 24 (x - 6x + 3), (A~l4) 
1 6 4 2 
= 72 (x - 15x + 45x - 15), (A-15) 
1 (x4 2 = 120 x lOx + 15), (A-16) 
1 6 4 2 
= 144 x (x - 21x + 105x - 105), (A-17) 
158 
f 33 (x) = 12~6 x (x8 - 36x6 + 378x4 - 1260x2 + 945), (A-18) 
Using Equations. (A-2) - (A"'."6), the momemts o;e the individu~l n-phonon· 
spectra at T = 0 are found as follows: 
n 
where N = 8 , 
-S Sn · 
F = 2'1fe -, , n, 
<w> = N I: w S q q q' 
· 3 . . 2 2 
[ 2 ]2 4 _ {4<(Aw) <w> + 3[<(Aw) >] } Y2 <(Aw) > = N I: w . S q q q n 
(A-U) 
(A-20) 
(A-21) 
(A-22) 
(A-23) 
(A-24) 
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