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Abstract
The upper and lower solutions method and a new maximum principle are employed to establish several existence
results for a third-order two-point boundary value problem.
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1. Introductions
The third-order differential equations have attracted considerable attention over the last three decades,
and many techniques for treating such problems have appeared, such as the approaches based on
differential inequality [1,2], topological transversality [3], the shooting method [4], the lower and upper
solutions method [5], analysis comparable to that of classical equations [6], the Lyapunov–Schmidt
procedure and the continuum theory for O-epi maps [7].
Very recently, Yao and Feng [8] used the upper and lower solutions method to prove some existence
results for the following third-order two-point boundary value problem:{
u′′′(t) + f (t, u(t)) = 0, 0 ≤ t ≤ 1
u(0) = u′(0) = u′(1) = 0 (S)
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where f : [0, 1] × R → R is continuous and there exists a positive constant M(0 < M ≤ 2) such that
f (t, u1) − f (t, u2) ≥ −M(u1 − u2), t1, t2 ∈ [0, 1], u1 ≥ u2.
The main result of [8] is the following:
Theorem. Let (S) have a lower solution x and an upper solution y such that x ′(t) ≤ y′(t), t ∈ [0, 1].
Then (S) has at least one solution u∗ in D, where
D = {u ∈ C1[0, 1] | x ′(t) ≤ u′(t) ≤ y′(t), t ∈ [0, 1]}.
In this work, we extend the study to the more general case as follows:{
u′′′(t) + f (t, u(t), u′(t)) = 0, 0 ≤ t ≤ 1
u(0) = u′(0) = u′(1) = 0 (P)
where f : [0, 1] × R × R −→ R is continuous.
By the use of a new maximum principle and the upper and lower solutions method, we show the
existence of solutions for the above problem.
Throughout this work, we assume that f : [0, 1] × R × R −→ R is continuous, and there exist two
nonnegative constants λ1, λ2, 0 ≤ λ1 + λ2 ≤ 2 such that
f (t, u1, v1) − f (t, u2, v2) ≥ −λ1(u1 − u2) − λ2(v1 − v2) (Q)
for t ∈ [0, 1], u1 ≥ u2, v1 ≥ v2.
This work is organized as follows. In Section 2 some notation and preliminaries are introduced. The
existence of solutions of problem (P) is discussed in Section 3. As applications of our results, two
examples are given in the last section.
2. Preliminaries
Definition 2.1. x(t), y(t) ∈ C3[0, 1] are called the lower solution and the upper solution of problem
(P), respectively, if{
x ′′′(t) + f (t, x(t), x ′(t)) ≥ 0, 0 ≤ t ≤ 1
x(0) = 0, x ′(0) ≤ 0, x ′(1) ≤ 0{
y′′′(t) + f (t, y(t), y′(t)) ≤ 0, 0 ≤ t ≤ 1
y(0) = 0, y′(0) ≥ 0, y′(1) ≥ 0.
For obtaining the main results, the following lemmas are crucial.
Lemma 2.2 ([9, Corollary 6.2]). Let (E , K ) be an ordered Banach space and [a, b] be a nonempty
interval in E. If T : [a, b] −→ E is an increasing compact mapping and a ≤ T a, T b ≤ b, then T has
a fixed point in [a, b].
Lemma 2.3. Let λ1, λ2 be two nonnegative numbers. If m(t) ∈ C2[0, 1] satisfies
m′′(t) ≥ λ1
∫ t
0
m(s)ds + λ2m(t), (0 ≤ t ≤ 1), m(0) ≤ 0, m(1) ≤ 0,
then m(t) ≤ 0,∀t ∈ [0, 1] provided 0 ≤ λ1 + λ2 ≤ 2.
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Proof. (1) If λ1 = λ2 = 0, then we have m′′(t) ≥ 0, which implies that m(t) is a convex function on
[0, 1]. Hence, we have
m(t) = m(0(1 − t) + 1t) ≤ (1 − t)m(0) + tm(1) ≤ 0, ∀t ∈ [0, 1].
(2) If λ2 = 0, 0 < λ1 ≤ 2, then the conclusion was proved in [8, Lemma 6].
(3) If λ1 = 0, 0 < λ2 ≤ 2, then we have m′′(t) ≥ λ2m(t).
Suppose there exists t0 ∈ (0, 1) such that m0 = m(t0) = maxt∈J m(t) > 0; then m′(t0) = 0,
m′′(t0) ≤ 0, but m′′(t) ≥ λ2m(t) implies m′′(t0) > 0, a contradiction.
(4) If λ1λ2 = 0, 0 < λ1 + λ2 ≤ 2.
Suppose there exists t0 ∈ (0, 1) such that m0 = m(t0) = maxt∈J m(t) > 0; then m′(t0) = 0, m′′(t0) ≤
0. Hence we have 0 ≥ m′′(t0) ≥ λ1
∫ t0
0 m(s)ds + λ2m(t0), which implies
∫ t0
0 m(s)ds < 0.
This indicates that there is t1 ∈ (0, t0) such that m1 = m(t1) = mint∈(0,t0) m(t) < 0.
Due to Taylor’s formula we have η ∈ (t1, t0) such that
m1 = m(t1) = m(t0) + m′(t0)(t1 − t0) + m
′′(η)
2
(t1 − t0)2.
Noting that m1 < 0, we get
m′′(η) = 2(m1 − m0)
(t1 − t0)2 <
2m1
(t1 − t0)2 < 2m1.
Further, we have
2m1 > m′′(η) ≥ λ1
∫ η
0
m(s)ds + λ2m(η) ≥ λ1ηm1 + λ2m1
which implies λ1η + λ2 > 2. Noting that η ∈ (0, 1), we have λ1 + λ2 > 2, which contradicts the fact
that 0 < λ1 + λ2 ≤ 2. 
3. Main results
Let E = C[0, 1]; the norm on E is ‖.‖ : ‖x‖ = max0≤t≤1 |x(t)| for x ∈ E . Let K = {x ∈ C[0, 1] |
x(t) ≥ 0, 0 ≤ t ≤ 1}; the partial order “≤” on E is induced by K : for x, y ∈ E , y ≤ x ⇔ x − y ∈ K ,
(E , K ) is an ordered Banach space.
The main result is the following:
Theorem 3.1. If (P) has a lower solution x and an upper solution y such that x ′(t) ≤ y′(t) for t ∈ [0, 1],
then (P) has a solution u ∈ C3[0, 1] which satisfies
x ′(t) ≤ u′(t) ≤ y′(t), t ∈ [0, 1].
Proof. Let v(t) = u′(t); then (P) is equivalent to

v′′(t) + f
(
t,
∫ t
0
v(s)ds, v(t)
)
= 0, 0 ≤ t ≤ 1
v(0) = v(1) = 0.
(P ′)
Define two operators L : D ⊂ E → E , N : E → E as follows:
Lv = −v′′(t) + λ1
∫ t
0
v(s)ds + λ2v(t)
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Nv = f
(
t,
∫ t
0
v(s)ds, v(t)
)
+ λ1
∫ t
0
v(s)ds + λ2v(t)
where D = {v ∈ E | v′′ ∈ E , v(0) = v(1) = 0}.
By the definition of L and N , (P ′) is equivalent to the following operator equation:
Lv = Nv. (P ′′)
We shall show that the above operator equation is solvable. The proof will be given in several steps.
Step 1. L : D ⊂ E → E is invertible.
In fact, let η ∈ E , noting that the equation Lv = η, i.e.


−v′′(t) + λ1
∫ t
0
v(s)ds + λ2v(t) = η, 0 ≤ t ≤ 1
v(0) = v(1) = 0.
,
is equivalent to the integral equation
v(t) =
∫ 1
0
G(t, s)
[
η(s) −
(
λ1
∫ s
0
v(r)dr + λ2v(s)
)]
ds
where
G(t, s) =
{
s(1 − t), 0 ≤ s ≤ t ≤ 1
t (1 − s), 0 ≤ t ≤ s ≤ 1.
Let
Av(t) =
∫ 1
0
G(t, s)
[
η(s) −
(
λ1
∫ s
0
v(r)dr + λ2v(s)
)]
ds.
Noting that max0≤t≤1
∫ 1
0 G(t, s)ds = 18 , 0 ≤ λ1 + λ2 ≤ 2, it is easy to verify that A : E → E is a
contraction mapping. Thus, there exists a unique v∗ ∈ E such that Av∗ = v∗, which implies Lv∗ = η.
Hence L is invertible.
Step 2. L−1 : E → E is continuous.
Let η ∈ E , {ηn} ⊂ E , ηn → η, L−1η = v, L−1ηn = vn ; then
v(t) =
∫ 1
0
G(t, s)
[
η(s) −
(
λ1
∫ s
0
v(r)dr + λ2v(s)
)]
ds
vn(t) =
∫ 1
0
G(t, s)
[
ηn(s) −
(
λ1
∫ s
0
vn(r)dr + λ2vn(s)
)]
ds
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‖vn − v‖ = max
0≤t≤1
∣∣∣∣∣
∫ 1
0
G(t, s)
[
(ηn(s) − η(s))
− λ1
∫ s
0
(vn(r) − v(r))dr − λ2(vn(s) − v(s))
]
ds
∣∣∣∣∣
≤ max
0≤t≤1
∣∣∣∣∣
∫ 1
0
G(t, s)[‖ηn − η‖ + (λ1 + λ2)‖vn − v‖]ds
∣∣∣∣∣
≤ 1
8
‖ηn − η‖ + 14‖vn − v‖.
Hence we have ‖vn − v‖ ≤ 16‖ηn − η‖, which indicates vn → v and L−1 : E → E is continuous.
Step 3. L−1 : E → E is a compact mapping.
Let X ⊂ E be a bounded subset; i.e., there exists a constant M > 0 such that ‖η‖ ≤ M for any η ∈ X .
Let η ∈ E , L−1η = v; then
v(t) =
∫ 1
0
G(t, s)
[
η(s) −
(
λ1
∫ s
0
v(r)dr + λ2v(s)
)]
ds
‖v‖ = max
0≤t≤1
∣∣∣∣∣
∫ 1
0
G(t, s)
[
η(s) −
(
λ1
∫ s
0
v(r)dr + λ2v(s)
)]
ds
∣∣∣∣∣
≤ max
0≤t≤1
∣∣∣∣∣
∫ 1
0
G(t, s)[‖η‖ + (λ1 + λ2)‖v‖]ds
∣∣∣∣∣
≤ 1
8
‖η‖ + 1
4
‖v‖.
Hence we have ‖v‖ ≤ 16‖η‖ ≤ M6 , which implies L−1(X) is bounded.
In addition, making use of the uniform continuity of G(t, s), we know that for  > 0, there exists
δ > 0 such that for ∀t1, t2 ∈ [0, 1], |t1 − t2| < δ implies |G(t1, s) − G(t2, s)| ≤ 34M ; then for any v ∈ X ,
|v(t1) − v(t2)| =
∣∣∣∣∣
∫ 1
0
(G(t1, s) − G(t2, s))
[
η(s) −
(
λ1
∫ s
0
v(r)dr + λ2v(s)
)]
ds
∣∣∣∣∣
≤
∫ 1
0
|G(t1, s) − G(t2, s)|[‖η‖ + (λ1 + λ2)‖v‖]ds
≤ 4M
3
∫ 1
0
|G(t1, s) − G(t2, s)|ds
≤ .
Hence L−1(X) is equicontinuous. Making use of the Arzela–Ascoli theorem, we know that L−1 : E →
E is a compact mapping.
Since f is continuous, L−1 N : E → E is completely continuous.
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Step 4. L−1 N : E → E is increasing.
Suppose η1, η2 ∈ E , η1 ≤ η2; then assumption (Q) implies Nη1 ≤ Nη2. Let v1 = L−1 Nη1, v2 =
L−1 Nη2; then Lv1 = Nη1 ≤ Nη2 = Lv2. By Lemma 2.3 we obtain v1 ≤ v2. Hence L−1 N : E → E
is increasing.
Step 5. Let α = x ′, β = y′; then α ≤ L−1 Nα, L−1 Nβ ≤ β.
In fact, by the definition of x , we have
−α′′(t) + λ1
∫ t
0
α(s)ds + λ2α(t) ≤ (Nα)(t), (0 ≤ t ≤ 1), α(0) ≤ 0, α(1) ≤ 0. (3.1)
Let α1 = L−1 Nα, then Lα1 = Nα, i.e.,
−α′′1 (t) + λ1
∫ t
0
α1(s)ds + λ2α1(t) = (Nα)(t), (0 ≤ t ≤ 1), α1(0) = α1(1) = 0. (3.2)
Let p(t) = α(t) − α1(t); then (3.1) and (3.2) implies
−p′′(t) + λ1
∫ t
0
p(s)ds + λ2 p(t) ≤ 0, (0 ≤ t ≤ 1), p(0) ≤ 0, p(1) ≤ 0
By Lemma 2.3, we get p(t) ≤ 0, i.e., α ≤ α1.
L−1 Nβ ≤ β can be proved similarly.
Finally, an application of Lemma 2.2 completes the proof of Theorem 3.1. 
Corollary 3.2. (1) If min0≤t≤1 f (t, 0, 0) ≥ 0 and there exists c > 0 such that
max
{
f (t, u, v) | (t, u, v) ∈ [0, 1] × [0, c] ×
[
0,
3c
2
]}
≤ 12c,
then (P) has a nonnegative solution u∗ which is increasing and ‖u∗‖ ≤ c. In addition, if there exists
tn ∈ (0, 1], tn → 0 such that f (tn, 0, 0) > 0, then u∗(t) > 0, t ∈ (0, 1].
(2) If max0≤t≤1 f (t, 0, 0) ≤ 0 and there exists c > 0 such that
min
{
f (t, u, v) | (t, u, v) ∈ [0, 1] × [−c, 0] ×
[
−3c
2
, 0
]}
≥ −12c
then (P) has a nonpositive solution u∗ which is decreasing and ‖u∗‖ ≤ c. In addition, if there exists
tn ∈ (0, 1], tn → 0 such that f (tn, 0, 0) < 0, then u∗(t) < 0, t ∈ (0, 1].
(3) If there exists c > 0 such that
max
{
| f (t, u, v)| | (t, u, v) ∈ [0, 1] × [−c, c] ×
[
−3c
2
,
3c
2
]}
≤ 12c
then (P) has a solution u∗ such that ‖u∗‖ ≤ c. In addition, if f (t, 0, 0) is not identically zero in
[0, 1], then u∗ = 0.
Proof. Under condition (1), let x(t) ≡ 0, y(t) = 2c(3t22 − t3); under condition (2), let x(t) =
−2c(3t22 − t3), y(t) ≡ 0 and, while condition (3) holds, let x(t) = −2c(3t
2
2 − t3), y(t) = 2c(3t
2
2 − t3).
It is easy to check that x, y are the lower and upper solutions of (P) under condition (i), i = 1, 2, 3,
respectively. Theorem 3.1 asserts the existence of solution u∗ of (P) under condition (i), i = 1, 2, 3.
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Under condition (1), we have (u∗)′(t) ≥ x ′(t) = 0, t ∈ [0, 1]. Hence u∗ is increasing. Assume
tn ∈ (0, 1], tn → 0 such that f (tn, 0, 0) > 0; then for any b ∈ (0, 1), we have that u∗(t) is not
identically zero in [0, b]. Since u∗(0) = 0, we have u∗(t) > 0, t ∈ (0, 1].
The proof of cases (2) and (3) follows the same pattern. 
4. Examples
Example 4.1. We assert that the following problem:
u′′′(t) + cos u(t) + sin u′(t) = 0, 0 ≤ t ≤ 1; u(0) = u′(0) = u′(1) = 0.
has a solution u∗ such that ‖u∗‖ ≤ 1, u∗ is increasing and u∗(t) > 0, (0 < t ≤ 1). In fact,
let f (t, u, v) = cos u + sin v; then f satisfies (Q) with λ1 = λ2 = 1. Moreover, noting that
max{cos u +sin v | (u, v) ∈ [0, 1]×[0, 32 ]} < 12, cos 0+sin 0 = 1. Thus an application of Corollary 3.2
verifies the assertion.
Example 4.2. Noting that max{eu + ev | (u, v) ∈ [0, 1] × [0, 32 ]} < 12, e0 + e0 = 2, and eu + ev is
increasing in u, v, we have that f (t, u, v) = eu + ev satisfies (Q) with λ1 = λ2 = 0. Corollary 3.2
ensures that the problem
u′′′(t) + eu(t) + eu′(t) = 0, 0 ≤ t ≤ 1; u(0) = u′(0) = u′(1) = 0.
has a solution u∗ such that ‖u∗‖ ≤ 1, u∗ is increasing and u∗(t) > 0, (0 < t ≤ 1).
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