Abstract. The principal goal of this paper is to extend the classical problem of find the values of α ∈ C for which the mappings, either
Introduction
Let f be an univalent analytic function defined on the unit disc D. One of the most interesting problem in Geometric Function Theory was the celebrate Bieberbach conjecture (see page 13 in [8] ), which was finally proved by de Brange in [4] . The various attempts to prove this conjecture led to some other interesting problems, one of which was introduced by Royster in [19] , who asked for which values of α, the integral transformations
are univalent mappings on the unit disc. Some partial results in this direction have been obtained by several authors, in particular Kim and Merkes in [13] proved that F α is univalent if |α| < 1/4 and subsequently, J.A. Pfaltzgraff in [16] proved that f α is univalent if |α| < 1/4. However, it is well known that the mapping f (z) = exp(µ log(1 − z)), |µ + 1| ≤ 1, |µ − 1| ≤ 1, is univalent in D but, for any α such that |α| > 1/3 and α = 1, the corresponding f α is not univalent. With respect to the transformation F α , an analogous result was obtained in [13] . In theses paper, the authors proved that for each α with |α| > 1/2 there is a γ such that the function f (z) = ze γ log(1−z) = z(1 − z) γ is univalent in D, but the associated function F α is not. Related to this gap, there is a long standing open problem, which is to find the sharp bounds for the values of α such that the corresponding functions are univalent in the unit disc. The problem of this integral operator and its application to different subclasses of univalent mappings, such as convex and starlike functions, among others, has been studied for many authors because of its intrinsic beauty and simplicity. The reader can find an interesting resume of this results in [7] . The concept of linear invariant family (LIF) of holomorphic mappings was introduced by Ch. Pommerenke in [17] and has been widely studied in different scenarios, including harmonic mappings in the plane and several complex variables, see for example [5, 8] . A family F of normalized locally univalent functions of the form
is said to be LIF, if for any function f ∈ F , we have (f
One of the most studied families is the class of normalized univalent mappings, named the class S. The reader can find some important properties of this class in [6] . At this point, the order of a family F is the supremum of the modulus of the second Taylor coefficient |a 2 (f )| of the mappings f ∈ F , for instance the order of S is 2. In connection with the transformation defined in (2), J.A. Pfaltzgraff showed in [16] , then f α is univalent for all f ∈ F .
The principal goal of this note, which continues the work in [2] , is to extend the integral transformations defined in equations (1) and (2) to complex harmonic mappings. In the harmonic case, there is more than one way to do this, in the present paper we study some of those options. In fact, it is well known that each planar harmonic mapping f, defined on a simply connected domain Ω ⊆ C, can be represented as the sum of two functions; one analytic and the other anti-analytic, this is f = h + g, where h and g are analytic functions on Ω. Thus, f is completely determined, except for an additive constant, by h and g. However, under certain hypothesis on the range of f, one can find f as the solution of the system given by the equations h − g = ϕ and g ′ /h ′ = ω, in the case when h is a locally univalent mapping. The function ω is named the second complex dilatation. In this context, f is called the horizontal shear of ϕ, see [3] . This will be our point of view to extend the transformations F α and f α given by the equations (1) and (2) respectively, to complex harmonic mappings. In the last years we have seen several papers about geometric function theory but in the context of harmonic mappings, since the seminal work of Clunie and Sheil-Small [3] and the excellent book of P. Duren [5] . In this sense, the present paper is part of the same effort and continues the work presented in [2] .
The manuscript is organized as follows. In Section 2, we define the principal elements of planar harmonic mappings to be used in our study. Section 3 is devoted to extend the integral transformation of the first type given by equation 1 to harmonic mappings and to find the real values of α for which the corresponding function F α is,either univalent function or close-to-convex function, considering that ϕ belongs to different classes of univalent functions. Finally, in Section (4) we give an alternative extension of the integral transformation of the second type defined in (2) . This extension is different from the one given in [2] .
Preliminaries
A complex-valued harmonic function in a simply connected domain Ω has a canonical representation f = h + g, where h and g are analytic functions in Ω, that is unique up to an additive constant. When Ω = D is convenient to choose the additive constant so that g(0) = 0. The representation f = h+g is therefore unique and is called the canonical representation of f . A result of Lewy [14] states that f is locally univalent if and only if its Jacobian J f = |h ′ | 2 −|g ′ | 2 does not vanish in Ω. Thus, harmonic mappings are either sense-preserving or sense-reversing depending on the conditions J f > 0 or J f < 0 throughout the domain Ω where f is locally univalent, respectively. Since J f > 0 if and only if J f < 0, throughout this work we will consider sense-preserving mappings in D. In this case the analytic part h is locally univalent in D since h ′ = 0, and the second complex dilatation of f , ω = g ′ /h ′ , is an analytic function in D with |ω| < 1. The reader can observe that the mapping f is completely determined given the complex dilatation ω and prescribing h − g = ϕ. This construction is called shear construction and the mapping f is the horizontal shear of ϕ. See [3] .
Hernández and Martín [9] , defined the harmonic Schwarzian and pre-Schwarzian derivative for sense-preserving harmonic mappings f = h + g. Using this definition, they generalized different results regarding analytic functions to the harmonic case [10, 11, 9, 12] . The pre-Schwarzian derivative of a sense-preserving harmonic function f is defined by
It is easy to see that if f is analytic (f = h and ω = 0) then P f = h ′′ /h ′ and recover the classical definition of this operator. In [9] the authors proved that for any a ∈ D, P f +af = P f . In addition, they showed an extension of Becker's criterion of univalence, which is contained in the following theorem:
then f is univalent. The constant 1 is sharp.
Observe that using the Schwarz-Pick lemma, ω : D → D satisfies that
In addition we consider ω = sup{|ω(z)| : z ∈ D} = ω ∞ . In [2] the authors proved a generalization of Theorem B, this is:
Theorem C. Let f = h + g be a sense-preserving harmonic function in the unit disc D with dilatation ω, |ω| < 1, c ∈ C such that |c| ≤ 1 and c = −1. If
then f is univalent.
On the univalence of F α
The main goal of this section is to extend the problem of study the univalence of the integral transformation
when ϕ is univalent analytic function, to the setting of harmonic mappings in the plane. To this purpose, we will use the shear construction introduced by Clunie and Sheil-Small in [3] . Let f = h + g be a sense-preserving harmonic mapping in D with the usual normalization h(0) = g(0) = 0, h ′ (0) = 1, dilatation ω, and defined as the horizontal shear of a holomorphic function ϕ. Since f is sense-preserving mapping, we know that |ω| < 1 and ϕ is locally univalent in D. However, to our aim, we need that ϕ(z) = 0 except possibly at z = 0. Even though this condition is not guaranteed when f is a sense-preserving harmonic mapping, we will show that in several classical subclass of the univalent harmonic functions, it appears in a natural way. 3.1. Results. The rest of the section, f = h + g : D → C will be the horizontal shear of the holomorphic maps ϕ : D → C and we adopt the usual normalization, h(0) = g(0) = 0, h ′ (0) = 1, and g ′ (0) = 0. We will use S * , SHS, and SHCC to denote the class of starlike univalent functions, the class of stable harmonic univalent mapping, and the class of stable harmonic close-to-convex, respectively. f = h + g belongs to SHS or SHCC if and only if for all λ in the unit circle h + λg is univalent or close-to-convex, respectively. See [10] .
Theorem 2. Let f = h + g be a sense-preserving harmonic mapping in D with
.
Proof.
Since that ϕ ∈ S we have that ϕ(z) = 0 just for z = 0 and so F α = H + G is well-defined. We observe that for any λ in D, the function Φ λ = H + λG satisfies
Hence, as ω is a self-map of the unit disc and |zϕ ′ /ϕ − 1| ≤ 2/(1 − |z|), which is a consequence of the fact that ϕ is univalent mapping and using equation (4), we obtain that
Then, Φ λ satisfies the hypothesis of Becker's criterion of univalence for all λ ∈ D (see [1] ), whenever α satisfies (6). Therefore F α belongs to SHS.
If ϕ ∈ S * we can proved that |zϕ ′ /ϕ − 1| ≤ 2|z|/(1 − |z|) < 2/(1 − |z|) as in the class S. Therefore the hypothesis of Theorem 2 holds. 
Proof. It is well known that for all z ∈ D,
see for example [8, page 169] . Since the function δ(
for all z ∈ D.
Corollary 1. Let f = h + g be a sense-preserving harmonic mapping in D and F a linear invariant family of holomorphic mappings of order β. If ϕ is an univalent function in F , we have that:
Proof. Using Lemma 3 and equation (7) we get
The maximum value of the expression in the right side is attained in |z| = ω * (1+ ω ). Thus, if this quantity is less or equal than 1 hence Φ λ satisfies the hypothesis of Becker's criterion of univalence for all λ ∈ D when α holds the inequality in (i). On the other hand, if ω * (1 + ω ) > 1 the maximum value of the right side expression holds for |z| = 1, then we have that Φ λ satisfies the hypothesis of Becker's criterion of univalence for all λ ∈ D whenever α satisfies the inequality in (ii).
We observed that in any case, when |α| ≤ 1/(2 + 2β) it follows that F α is a stable harmonic univalent mapping, this happens when ϕ is a convex mapping, which implies that β = 1, and |α| ≤ 1/4. Proof. Since ϕ is a convex mapping, we have that Re{zϕ ′ (z)/ϕ(z)} ≥ 1/2 and Re{ϕ(z)/z} ≥ 0. So for any λ ∈ D, α ≥ 0, and Φ λ defined as in Theorem 2, satisfies that
In the case when α < 0, we observe that
From the inequality Re{ϕ(z)/z} > 0, we get
which implies, since r < 1, that |Arg {Φ ′ λ (z)}| < |α|π + 2 arcsin(|α|). Considering now the function y(x) = xπ + 2 arcsin(x), x ≥ 0, we see that y(x) ≤ π/2 if and only if x ≤ x 0 ∼ 0.303, which is the first positive zero of the equation 2y(x) − π = 0. We conclude that Re {Φ ′ λ (z)} > 0 for all λ ∈ D and hence Φ λ is a close-to-convex mapping in the unit disc. This complete the proof.
On the univalence of f α
In this section we consider the problem of find the values of α for which implies that ϕ α defined by
is univalent, but in the context of complex harmonic mappings. In a similar way to what was done in the previous section, the starting point will be the shear construction.
Definition 5. Let f = h + g be a sense-preserving harmonic mapping, with dilatation ω and suppose that f is the horizontal shear of a locally univalent holomorphic function ϕ. We define the harmonic mapping f α with dilatation ω α by f α = H + G, where ω α = αω and H, G satisfy H − G = ϕ α , ϕ α defined by (8) .
Since f is a sense-preserving harmonic mapping, ϕ is a locally univalent holomorphic mapping. Moreover, |ω α | = |αω| < |α| ≤ 1 for all α ∈ [−1, 1], therefore f α is a sense-preserving harmonic mapping. A direct calculation shows that the pre-schwarzian derivative of f α , given by (3), is
This equation will be used through the section.
4.1.
Results. In this section, we consider the harmonic mapping f = h + g as the horizontal shear of a locally univalent holomorphic mapping ϕ defined in the unit disc, and the complex dilatation ω as a self-map of D. Similar to the previous section, we assume the normalization h(0) = g(0) = 0, h ′ (0) = 1, and g ′ (0) = 0.
Theorem 6. Let F be a linear invariant family of harmonic mappings in D with order β, and f
Proof. Note that, by (9) , for all z ∈ D,
Thus,
Using Theorem C, with c = −2α = −1, we obtain that f α is univalent in D, if |α| ≤ 1 2β + (3 + ω ) ω * , which ends the proof.
A domain Ω ⊂ C is m-linearly connected if there exists a constant m < ∞ such that any two points w 1 , w 2 ∈ Ω are joined by a path γ ⊂ Ω of length l(γ) ≤ m|w 1 − w 2 |, or equivalently (see [18] ), diam(γ) ≤ m|w 1 − w 2 |. Such a domain is necessarily a Jordan domain, and for piecewise smoothly bounded domains, linear connectivity is equivalent to the boundary's having no inward-pointing cusps. Proof. Let z 1 and z 2 in the unit disc, such that f (z 1 ) = f (z 2 ), which is equivalent to ϕ(z 1 ) + Re{g(z 1 )} = ϕ(z 2 ) + Re{g(z 2 )}. Since ϕ(D) is m-linearly connected, there exists a path γ joining ζ 1 = ϕ(z 2 ) and ζ 2 = ϕ(z 2 ) such that ℓ γ ≤ m|ζ 1 − ζ 2 |. But ϕ(z 1 ) − ϕ(z 2 ) = −2Re{g(z 1 ) − g(z 2 )} and ϕ is univalent mapping, then
However,
where ϕ(z) = t. Since in the integral can be used any path joining ζ 1 and ζ 2 , we get
But for the considered values of ω it follows that 2m ω /(1 − ω ) < 1, then |ζ 1 − ζ 2 | = 0. This complete the proof. therefore ϕ α is a convex mapping. Arguing as in the proof of the previous lemma, we conclude that the univalence of f α depends if 2 ω α /(1 − ω α ) < 1 (in this case m = 1), which occurs when α ω < 1/3.
