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ABSTRACT
Radiation feedback plays a crucial role in the process of star formation. In order to simulate the
thermodynamic evolution of disks, filaments, and the molecular gas surrounding clusters of young
stars, we require an efficient and accurate method for solving the radiation transfer problem. We
describe the implementation of a hybrid radiation transport scheme in the adaptive grid-based flash
general magnetohydrodynamics code. The hybrid scheme splits the radiative transport problem into a
raytracing step and a diffusion step. The raytracer captures the first absorption event, as stars irradiate
their environments, while the evolution of the diffuse component of the radiation field is handled by
a flux-limited diffusion (FLD) solver. We demonstrate the accuracy of our method through a variety
of benchmark tests including the irradiation of a static disk, subcritical and supercritical radiative
shocks, and thermal energy equilibration. We also demonstrate the capability of our method for
casting shadows and calculating gas and dust temperatures in the presence of multiple stellar sources.
Our method enables radiation-hydrodynamic studies of young stellar objects, protostellar disks, and
clustered star formation in magnetized, filamentary environments.
Subject headings: hydrodynamics — methods: numerical — radiative transfer
1. INTRODUCTION
The last several years have seen increasingly sophisti-
cated radiation feedback models implemented in a wide
variety of codes to simulate an ever wider array of phys-
ical problems. The importance of radiation feedback in
the problem of star formation cannot be overstated. It
is an essential process in the formation regulation of star
formation rates and efficiencies on galactic scales, the re-
sulting effects on the structure and evolution of galaxies
(Agertz et al. 2013), the formation of star clusters and
possible regulation of the IMF (Mac Low & Klessen 2004;
klassm@mcmaster.ca
1 Origins Institute, McMaster University, 1280 Main St. W,
Hamilton, ON L8S 4M1, Canada
McKee & Ostriker 2007), the formation of massive stars
(Beuther et al. 2007; Krumholz et al. 2007a; Kuiper et al.
2010a, 2011; Kuiper & Yorke 2013a,b), and the heating
and chemistry of protoplanetary disks and implications
for planet formation (Aikawa & Herbst 1999; Fogel et al.
2011).
Radiation feedback’s relevance for star formation has
long been understood. The depletion time for a molec-
ular cloud tdep = Mgas/M˙ is 1–3 orders of magni-
tude longer than the cloud’s freefall time tff ∼ 1/
√
Gρ
(Krumholz & Tan 2007; Evans et al. 2009), yet simula-
tions that do not include any feedback mechanisms rou-
tinely see unrealistically high star formation efficiencies,
with tdep ∼ tff .
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We focus here on radiation feedback, which has been
repeatedly demonstrated in simulations as an effective
means of suppressing star formation, even radiation from
low-mass stars (Offner et al. 2009). While magnetic fields
have been suggested as a mechanism for slowing gravita-
tional collapse, Crutcher (2012) shows that many molec-
ular clouds are 2–3 times supercritical to gravitational
collapse. Magnetic fields have the effect of suppress-
ing star formation (Tilley & Pudritz 2007; Price & Bate
2009), and a careful treatment of them must be done in
any accurate star formation simulation, but it is one of
several critical processes in play. Other stellar feedback
mechanisms have also been studied, including winds, out-
flows (Kuiper et al. 2014; Peters et al. 2014), ionization
(Peters et al. 2010a), radiation pressure, and supernovae,
but many of these are at least in part tied to the stellar
radiation (Murray et al. 2010).
We focus on the problem of thermal and momentum
radiation feedback and the challenge of implementing
highly accurate radiation hydrodynamics into a grid code
for general simulations of star formation, leaving ioniza-
tion effects to future work. Radiation hydrodynamics
(RHD) methods have been implemented into several grid
codes, e.g. zeus (Turner & Stone 2001), athena (Skin-
ner & Ostriker 2013), orion (Krumholz et al. 2007b),
ramses (Commerc¸on et al. 2011; Rosdahl et al. 2013),
and pluto (Mignone et al. 2007a) by Kuiper et al.
(2010b); Flock et al. (2013); Kolb et al. (2013).
Most implementations of radiation hydrodynamics
have been limited to the gray flux-limited diffusion
(FLD) approximation, in which the radiation flux is pro-
portional to the gradient of the radiation energy, ∇Er.
In this limit, it is usually assumed that the radiation and
matter internal energies are tightly coupled, with the ra-
diation and gas temperatures being equal. Further, the
energy from stellar sources is deposited within some ker-
nel centred on the radiation sources.
The problem with this approach is that the geometry of
the environment surrounding stellar sources of radiation
is rarely spherically symmetrical. Stars create outflow
cavities and Hii regions that are optically thin to radi-
ation. Meanwhile, protostars accrete material through
a rotating disk structure that is usually highly optically
thick. Outflow cavities provide an outlet for the radi-
ation flux—the so-called “flashlight effect” described in
Yorke & Sonnhalter (2002), Krumholz et al. (2005), and
Kuiper et al. (2014, submitted). Protostellar jets are on
the scale of 100–1000 AU or even parsec scales for mas-
sive protostars, and Hii regions can easily approach the
parsec scale as well.
Above all, the birth environments of stars contain su-
personic turbulence, which gives rise to filaments that
allow stellar radiation a path of easy egress into the op-
tically thin cavities between filaments while remaining
optically thick along the direction of the filament. Typi-
cal implementations of FLD schemes will fail to take into
account this high degree of asymmetry when depositing
stellar radiation energy. This may miss important effects.
A particularly important problem in this regard is the
formation of a massive star and its associated accre-
tion disk. The intense radiation field from the forming
star heats and ionizes the infalling envelope but does far
less damage to the highly optically thick accretion disk
through which most of gas, destined for the star, flows.
Disk accretion therefore becomes the chief mechanism by
which massive stars continue to accrete material despite
their high luminosity (Kuiper et al. 2010a). The accre-
tion disk creates an environment with sharp transition
regions between optically thick and optically thin, where
traditional FLD codes are most inaccurate (Kuiper &
Klessen 2013). To address this high degree of asymme-
try, Kuiper et al. (2010b) implemented a radiation trans-
fer scheme in pluto that combined a 1D multifrequency
raytrace with a gray FLD code. The method was imple-
mented for spherical polar grids, which meant that the
raytrace needed only be carried out in the radial direc-
tion.
As an example application of this, Kuiper et al. (2012)
studied the stability of radiation-pressure-dominated
cavities around massive protostars. Radiatively-driven
outflows have the potential to remove a significant
amount of mass from the stellar environment that would
otherwise be accreted by the protostar. Several mech-
anisms have been proposed for how a massive proto-
star could accrete material beyond its Eddington limit.
Krumholz et al. (2009) proposed a “radiative Rayleigh-
Taylor instability” in which the radiatively-driven shell
becomes unstable and material is able resume gravita-
tional infall. But Kuiper et al. (2012) argued that a gray
FLD-only radiative transfer scheme underestimates the
radiative forces acting on the shell.
We now generalize the method to 3D Cartesian grids
with adaptive mesh refinement (AMR) and implement a
hybrid raytrace/FLD method in the flash astrophysics
code. This method extends to multiple sources and does
not rely on any special geometry, allowing for the treat-
ment of more general problems such as star cluster forma-
tion. Moreover, for the FLD solver step, we implement a
two-temperature (2T) radiation transport scheme; that
is, we do not force the radiation temperature and mat-
ter temperature to be equal everywhere. We discuss the
general theory of this approach in section 2; the equa-
tions to be solved and the numerical methods for flash
in section 3; the tests of our radiation transport scheme
in sections 4, 5, and 6; and our final thoughts and dis-
cussion in section 7.
2. THEORY
The general idea to split the radiation field into a di-
rect component and a diffuse or scattered component is
an old one (see, e.g., Wolfire & Cassinelli 1986; Murray
et al. 1994; Edgar & Clarke 2003). The direct compo-
nent dominates in the optically thin regions, such as in
the outflow cavities created by massive stars, or in Hii
regions, where the temperature of the radiation field is
that of the stellar photosphere. Within a few optical
depths, inside the optically thick regions, the radiation
field becomes dominated by the diffuse, thermal com-
ponent of the radiation field. The main advantage of
splitting the radiation field in this way is accuracy (Mur-
ray et al. 1994). Raytracing is a solution to the radiative
transfer problem, whereas FLD is a convenient approxi-
mation for the sake of computation. In the optically thin
regions such as those noted above, a direct raytrace ig-
noring scattering is an excellent way of accurately calcu-
lating the radiation field, whereas the gray FLD is accu-
rate inside optically thick regions where the temperature
of the radiation is equilibrated to the matter tempera-
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ture. In complex morphologies, with interspersed regions
of varying optical depth, FLD is not at all accurate.
This general splitting approach is equivalent to extract-
ing the first absorption event from the FLD solver and
allowing the radiation flux to be calculated by a raytrac-
ing scheme instead, with all re-emission and secondary
absorption handled by the FLD solver. This improves the
accuracy in precisely the region where the FLD approxi-
mation is worst, namely in regions directly irradiated by
discrete radiation sources such as stars.
A hybrid radiation transport scheme splits the flux
term,
F = F ∗ + F th, (1)
into a direct (stellar) component F ∗ and a thermal radi-
ation component F th. FLD implementations treat only
the transport of a single radiation flux proportional to
the gradient in the radiation energy Er,
F th ∝ −∇Er. (2)
Hybrid schemes decompose the radiation field, transport-
ing the direct component via a raytracer (see 3.4) and the
indirect component via a diffusion equation. The radia-
tion transport equation, integrated over all solid angle,
with the operator-split hydrodynamic terms removed, is
∂tEr +∇ · F r = κP ρ (4piB − cEr) , (3)
with Er is the radiation energy density, F r the flux of
the radiation energy, σP the Planck opacity, B = B(T )
the Planck function, and c the speed of light.
In a split scheme the direct component ∇ · F ∗ is cal-
culated everywhere for all sources. We describe how this
is done in section 3.4. How the thermal component is
handled is the subject of section 3.3.
In order to address problems of multiple star forma-
tion, as well as the formation of star clusters, a more
general approach is needed. Specifically, we generalize
the hybrid radiation transfer approach to Cartesian grids
with AMR. These kinds of codes already have the abil-
ity to follow the gravitational collapse of multiple regions
within a simulation, and have excellent implementations
of turbulent and MHD processes. They also enable fur-
ther study of radiatively-driven shells and outflows with
adaptive resolution.
The scope of the current paper is the implementation of
the general hybrid radiation transfer scheme in an AMR
grid code, and tests of its accuracy. As noted in the
introduction, there are many important applications of
our code which we will take up in subsequent papers,
including the formation of a massive star in a turbulent,
magnetized, collapsing medium, ionization feedback, and
the formation of star clusters.
3. NUMERICAL METHODOLOGY
3.1. FLASH
We use the publicly available flash high-performance
general application physics code, currently in its 4th ma-
jor version (Fryxell et al. 2000; Dubey et al. 2009). The
code is modular, and has physics capabilities that now
include 2T radiation hydrodynamics (our contribution),
magnetohydrodynamics, multi-group flux-limited diffu-
sion, self-gravity, and a variety of options for the equa-
tion of state.
The code has been expanded to include sink particles,
originally implemented in version 2.5 (Federrath et al.
2010), and then later ported to version 4.0 (Safranek-
Shrader et al. 2012). Multigroup flux-limited diffusion
for radiation hydrodynamics was added in version 4.0 for
the study of high-energy density physics (HEDP), such as
radiative shocks and laser energy deposition experiments.
Despite these original motivations, the code is general
and can be applied to astrophysical scenarios.
A time-independent raytracer with hybrid characteris-
tics was added in version 2.5 by Rijkhorst et al. (2006)
and then modified for the study of collapse calculations
by Peters et al. (2010a). The raytracer was used to calcu-
late photoelectric heating and photoionization rates, as
well as heating by optically thin non-ionizing radiation,
to study Hii regions and ionization feedback in molecular
clouds (Peters et al. 2010a,c,b, 2011, 2012; Klassen et al.
2012). However, this approach is not suitable to propa-
gate non-ionizing radiation in optically thick clouds.
We ported this raytracer into the present version of
the flash code in order to calculate the irradiation of
gas and dust by point sources within the domain and
solve the radiation hydrodynamic equations.
flash solves the fluid equations on an Eulerian mesh
with adaptive mesh refinement (AMR) using the piece-
wise parabolic method (Colella & Woodward 1984). The
method is well-suited for dealing with shocks. The diffu-
sion equation is solved implicitly via the generalized min-
imal residual (GMRES) method. The refinement crite-
rion used by flash is an error estimator based on Lo¨hner
(1987), which is a modified second derivative normalized
by the average of the gradient over one computational
cell. It has the advantage of being dimensionless and lo-
cal, so one has the flexibility to choose the grid variable
upon which to refine.
In this paper we describe the implementation of a hy-
brid radiation transfer scheme, involving raytracing cou-
pled to a flux-limited diffusion (FLD) solver. The ray-
tracer finds the flux each cell receives from all point
sources (e.g. stars) in the simulation while the FLD
solver evolves the diffuse radiation field. The combined
radiation field is used to update the matter temperature.
In the sections below we recapitulate the basic theory
and how these equations are implemented in flash .
3.2. Radiation hydrodynamics
If the radiation fields are assumed to have a blackbody
spectrum, then in the absence of magnetic and gravita-
tional fields, and assuming local thermodynamic equilib-
rium (LTE), the frequency- and angle-integrated radia-
tion hydrodynamic equations in the comoving frame are
(Turner & Stone 2001; Mihalas & Mihalas 1984)
Dρ
Dt + ρ∇ · v = 0 (4)
ρDvDt = −∇p+ 1cκP ρF r (5)
ρ DDt
(
e
ρ
)
+ p∇ · v = −κP ρ(4piB − cEr) (6)
ρ DDt
(
Er
ρ
)
+∇ · F r +∇v : P = κP ρ(4piB − cEr) (7)
where D/Dt ≡ ∂/∂t + v · ∇ is the convective deriva-
tive. The fluid variables ρ, e,v, and p are the matter
density, internal energy density, fluid velocity, and scalar
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pressure, respectively, while Er,F r, and P are the total
frequency-integrated radiation energy, flux, and pressure,
respectively. Equations 4 and 5 express the conservation
of mass and momentum, respectively, where the radia-
tion applies a force proportional to κP ρF r/c, where κP
is the Planck mean opacitiy defined in equation 9 below.
The hydrodynamic equations must also be closed via
an equation of state. We use a gamma-law equation of
state for simple ideal gases. The gas pressure P , density
ρ, internal energy , and gas temperature T are related
by the equations,
P = (γ − 1)ρ = NakB
µ
ρT, (8)
with adiabatic index γ = 5/3. Na is Avogadro’s num-
ber, kB is the Boltzmann constant, and µ is the mean
molecular weight.
The coupling between internal and radiation energy is
expressed by equations 6 and 7. Coupling comes through
the emission and absorption of radiation energy. The
assumption of LTE lets us write the source function as
the Planck function, B, so that matter emits thermal
radiation proportional to the rate,
4piκP ρB(T ) ≡ κP ρcaT 4,
where κP is the Planck mean opacity,
κP =
∫∞
0
dνκνBν(T )
B(T )
, (9)
with
Bν(T ) =
2hν3/c2
ehν/kBT − 1 . (10)
Meanwhile, matter is absorbing radiation out of the
thermal field at a rate κP ρcEr. Energy lost by the ra-
diation field is gained by the matter and vice versa. We
will use the flux-limited diffusion approximation to relate
the radiation flux F r to the radiation energy Er.
In practice, many grid codes implement the flux-
limited diffusion approximation (Turner & Stone 2001;
Krumholz et al. 2007b; Commerc¸on et al. 2011), which
relates the radiation flux F r to the radiation energy Er.
In the FLD approximation, the radiation and matter
components may be thought of as two fluids, each with
their own equation of state, internal energy, temperature,
and pressure. The matter component may be further
split into ion and electron components, which exchange
energy via collisions. This is three-temperature, or “3T”
approach is used in the modeling of laboratory plasmas.
The flash code was extended in version 4 to include 3T
radiation hydrodynamics (Lamb et al. 2010; Fatenejad
et al. 2012; Kumar et al. 2011). Energy exchange under
the 3T model is included for reference in Appendix A.
In astrophysics, we are more concerned with modeling
the gas/dust mixture of the ISM, with the gas some-
times ionized. By setting a unified matter temperature
in flash , with Tion = Tele ≡ Tgas/dust, we return to a
2T model, with only matter and radiation temperatures
varying and exchanging energy.
Radiation only behaves like a fluid when it is tightly
coupled to matter, which occurs only in very optically
thick regions. Hybrid radiation schemes more accurately
transport the radiation energy through the computa-
tional domain.
3.3. Flux-limited diffusion
Under the flux-limited diffusion approximation (Lever-
more & Pomraning 1981; Bodenheimer et al. 1990), the
flux of radiation is proportional to the gradient in the
radiation energy density,
F r = −D∇Er, (11)
where
D =
λc
κRρ
(12)
is the diffusion coefficient. κR is the Rosseland mean
opacity and λ is the flux limiter that bridges the radiation
diffusion rate between the optically thin and optically
thick regimes. In the extreme optically thick limit, λ→
1/3, which is the diffusion limit. In the extreme optically
thin limit, the flux of radiation becomes Fr = cEr, the
free-streaming limit.
We use the Levermore & Pomraning (1981) flux lim-
iter, one of the most commonly used,
λ =
2 +R
6 + 3R+R2
, (13)
with
R =
|∇Er|
κRρEr
. (14)
Other flux limiter are possible, such as Minerbo (1978),
another popular choice. Different flux limiters result
from different assumptions about the angular distribu-
tion of the specific intensity (Turner & Stone 2001).
flash solves the radiation diffusion equation 7 using
a general implicit diffusion solver. Using the method of
operator splitting, terms such as advection and hydro-
dynamic work are handled by the code’s hydro solver.
The radiation diffusion solver then updates the radiation
energy equation by solving
∂Er
∂t
+∇ ·
(
λc
κRρ
∇Er
)
= κP ρc
(
aT 4 − Er
)
(15)
where T is the gas temperature.
To solve this equation, we use the method of the gen-
eralized minimum residual (GMRES) by Saad & Schultz
(1986). It is included in flash via the hypre library
(Falgout & Yang 2002). The GMRES method is the
same one employed by Kuiper et al. (2010b) in their hy-
brid radiation-transport scheme. It belongs to the class
of Krylov subspace methods for iteratively solving sys-
tems of linear equations of the form Ax = b, where the
matrix A is large and must be inverted. Matrix inver-
sion is, in general, a very computationally expensive op-
eration, but because A is also a sparse matrix, methods
exist for rapidly computing an approximate inverse with
relatively high accuracy, outperforming methods such as
conjugate gradient (CG) and successive over-relaxation
(SOR). The hypre library that flash uses is a collection
of sparse matrix solvers for massively parallel computers.
A difference in matter and radiation temperatures in
equation 15 results in an energy “excess” on the right-
hand side. We must update the matter temperature
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due to the action of the combined radiation fields. Re-
stating equations 6 and 7, with operator-split hydrody-
namic terms removed, and a stellar radiation source term
added, we have
∂tρ = −κP ρc
(
aRT
4 − Er
)−∇ · F ∗ (16)
∂tEr +∇ · F r = +κP ρc
(
aRT
4 − Er
)
(17)
Discretizing equation 16 and 17, we have
ρcV T
n+1−ρcV Tn
∆t = −κnP ρc
(
aR
(
Tn+1
)4 − En+1r )−∇·F ∗,
(18)
and
En+1r −Enr
∆t −∇·
(
Dn∇En+1r
)
= +κρc
(
aR
(
Tn+1
)4 − En+1r )
(19)
recalling that the specific internal energy  = cV T , with
cV being the specific heat capacity of the matter. Vari-
ables with superscript indices n and n + 1 take their
values from before and after the implicit update, respec-
tively. It is important to remember that the opacity κP is
temperature-dependent. The source term for stellar ra-
diation takes the form∇·F ∗ and represents the amount
of stellar radiation energy absorbed at a given location
in the grid from all sources.
The presence of the nonlinear term (Tn+1)4 makes it
difficult to solve for the temperature in 18. Assuming
that the change in temperature is small, Commerc¸on
et al. (2011) linearizes this term,(
Tn+1
)4
= (Tn)4
(
1 +
Tn+1 − Tn
Tn
)4
≈ 4 (Tn)3 Tn+1 − 3 (Tn)4 . (20)
This allows for equation 20 to be substituted into equa-
tion 18 and for us to write an expression for the updated
temperature,
Tn+1 =
3aRα (T
n)4 + ρcV T
n + αEn+1r −∆t∇ · F ∗
ρcV + 4aRα (Tn)
3 , (21)
where we have used α ≡ κnP ρc∆t.
The irradiation term, ∇ · F ∗, is supplied by the ray-
tracer. Its calculation is the subject of section 3.4.
The raytrace is performed first in order to calculate
∇ · F ∗. By substituting equation 21 into 19 via the
approximation of equation 20, and making appropriate
simplifications, the FLD equation becomes
En+1r − Enr
∆t
−∇ · (Dn∇En+1r )+
κρc
[
ρcV T
n
ρcV Tn + 4αaR (Tn)
4
]
En+1r
= κρcaR (T
n)4
[
ρcV T
n − 4∆t∇ · F∗
ρcV Tn + 4αaR (Tn)
4
]
, (22)
where we have gathered implicit terms on the left-hand
side and explicit terms on the right-hand side.
We solve equation 22 via the diffusion solver to calcu-
late the updated radiation energy density and tempera-
ture, then update the gas/dust temperature via 21. This
completes the radiation transfer update for the current
timestep.
3.4. Stellar irradiation
When the effects of scattering and emission are ig-
nored, the equation for the specific intensity of radiation
from a point source along a ray assumes a very simple
form,
I(r) = I0e
−τ(r), (23)
where I0 is the specific intensity of the source and τ(r)
is the optical depth from the source up to r:
τ(r) =
∫ r
R∗
κP (T∗)ρ(r′) dr′ (24)
The opacity κP is a function of temperature and the op-
tical depth is calculated using the temperature of the
radiation source, e.g. the effective temperature of a star.
ρ is the usual gas density. Rays are traced from indi-
vidual cells in the computational grid back to the point
sources (usually stars) via a characteristics-based method
described in Rijkhorst et al. (2006).
In characteristics-based raytracing, there are two
approaches to computing the column density toward
sources, each with its own advantages and disadvantages.
Long characteristics involves tracing rays from the source
to each cell in the computational domain. This method
is very accurate, but involves many redundant calcula-
tions of the column density through cells intersected by
similar rays near the source. Short characteristics tries
to mitigate the redundant calculations by tracing rays
only across the length of each grid cell in the direction of
the source, then interpolating upwind toward the source
to calculate the total column density. The disadvantage
of this approach is that the upwind values need to be
known ahead of time, which imposes an order on the cal-
culations and makes scaling the code to many processors
very problematic. Some amount of numerical diffusivity
is also introduced in this approach on account of inter-
polating column densities at each cell.
As a compromise between these two methods, Ri-
jkhorst et al. (2006) developed a method they called hy-
brid characteristics that minimizes the number of redun-
dant calculations and can be parallelized. The local con-
tributions to the column density are computed for each
block of n × n × n cells. Then the values on the block
faces are computed and communicated to all processors.
Finally, the total column density at each cell is computed
by adding the local and interpolated face values.
Peters et al. (2010a) have improved the method to al-
low collapse simulations with arbitrary many refinement
levels and sources of radiation. They added the propa-
gation of (optically thin) non-ionizing radiation and cou-
pled the respective heating terms to a prescription of
molecular and dust cooling (Banerjee et al. 2006). Fur-
thermore, they have linked the radiation module to sink
particles (Federrath et al. 2010) as sources of radiation
and implemented a simple prestellar model to determine
the value of the stellar and accretion luminosities. In
our current implementation, we no longer use a separate
cooling function because the thermal evolution is already
implicit in the coupled equations of internal and radia-
tion energy, as described in section 3.3.
The stellar flux a distance r is given by
F∗(r) = F∗(R∗)
(
R∗
r
)2
exp (−τ(r)) , (25)
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where R∗ is the stellar radius, and F∗(R∗) is the flux at
the stellar surface, given by
F∗(R∗) = σT 4∗ . (26)
T∗ is the effective temperature of the stellar surface and
σ is the Stefan-Boltzmann constant.
At this time, our raytracing is purely gray; we use
the Draine & Lee (1984) dust model and compute the
temperature-dependent frequency-averaged opacities, as-
suming a 1% dust-to-gas ratio. Multifrequency raytrac-
ing is relatively straightforward to implement, but the
computational costs increase linearly with the number of
frequency bins. We leave the implementation of multi-
frequency effects to a future paper.
Using the stellar flux computed at each cell, we esti-
mate an “irradiation” term, i.e. the amount of stellar
flux absorbed by a given cell,
∇ · F∗(r) ≈ − (1− e
τlocal)
∆r
F∗(r), (27)
where τlocal is the “local” contribution to the optical
depth through the cell, i.e.
τlocal ≈ κP (T∗)ρ∆r, (28)
and ∆r is the distance traced by the ray through a grid
cell. For numerical stability, when τlocal is very small, e.g.
10−5, we estimate the irradiation by Taylor-expanding
the exponential,
∇ · F∗(r) ≈ −κP ρF∗(r), (29)
which is the optically thin limit.
3.5. Opacities
The primary source of opacity in the interstellar
medium is dust grains. We use the tabulated opti-
cal properties of graphite and silicate dust grains from
Draine & Lee (1984). They evaluate absorption cross-
sections for particles with sizes between 0.003 and 1.0
microns at wavelengths between 300 A˚ and 1000 microns.
These tabulated dust properties are widely used both in
simulations (e.g. Pascucci et al. 2004; Offner et al. 2009;
Flock et al. 2013) and in observational work (e.g. Niel-
bock et al. 2012).
We assume a dust to gas ratio of 1% and integrate
the dust opacity over a wavelength range of 1 A˚–1000
microns. This is done as a function of temperature,
resulting in “gray” (frequency-averaged) temperature-
dependent Planck and Rosseland mean opacity tables.
Figure 1 shows, e.g., the opacity κ over a range of tem-
peratures from 0.1 K to 2000 K. We see that these opac-
ities cover many orders of magnitude.
3.6. Radiation pressure
Both the direct radiation field and the diffuse radiation
field contribute to the radiation pressure. In the case of
the diffuse (thermal) radiation field, flash makes the
Eddington approximation,
Prad =
1
3
Er =
aT 4rad
3
, (30)
where Er is the radiation energy density and Trad is the
corresponding temperature. Additional momentum is
100 101 102 103 104
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Fig. 1.— Frequency-averaged opacity (in units of cm2 per gram
gas) as a function of temperature for a 1% mixture of interstellar
dust grains with gas, based on the model by Draine & Lee (1984).
added to the gas from the direct component of the radi-
ation field. We take the stellar fluxes computed by the
raytracer (equation 25). These exert a body force
frad = ρκP (T∗)
F∗
c
= −∇ · F ∗
c
, (31)
where frad is the force density and F∗ is the direct stellar
radiation flux. The temperature of the direct radiation
field is that of the source, T∗ = Teff , the effective stellar
surface temperature.
From equation 31 we see that the radiation force den-
sity is proportional to the absorbed radiation energy
computed by the raytracer, i.e. the force felt by the gas
and dust in a local region is proportional to its absorbed
stellar radiation energy.
We do not expect our radiation force to change much if
it were to be computed with a multifrequency raytracer.
The radiation force is proportional to the absorbed flux.
In the multifrequency case, infrared radiation can pen-
etrate further into the gas, but also carries less energy.
Most of the higher frequencies are all absorbed in the
same (few) grid cells. Tests by Kuiper et al. (2010b)
also showed very little deviation between the gray and
multifrequency cases.
3.7. Summary of the hybrid radiation hydrodynamics
method
In summary, we treat radiation hydrodynamics by
complementing the fluid dynamics equations to include
the effects of radiation (equations 4 through 7. We have
decomposed the radiation field into a direct stellar com-
ponent and an indirect diffuse component. The method
of raytracing is used to calculate the direct stellar radi-
ation field. The method of flux-limited diffusion is used
to transport radiation in the diffuse radiation field.
Matter and radiation are coupled by emission and ab-
sorption processes, while stars represent sources of radi-
ation energy. This relationship is given in equations 16
and 17.
We have discretized and linearized equation 16 and 17
to derive an expression for evolving the matter temper-
ature, given absorption and emission of radiation, the
presence of a thermal radiation field, and the flux from
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Fig. 2.— Results from matter-radiation coupling tests. The ini-
tial radiation energy density is Er = 1012 ergs/cm3. The matter
internal energy density is initially out of thermal equilibrium with
the radiation field. Crosses indicate simulation values at every time
step, while the solid line is the analytical solution, assuming a con-
stant Er. Initial matter energy densities are e = 1010 ergs/cm3
(upper set) and e = 102 ergs/cm3 (lower set).
discrete stellar sources. This is expressed in equations 21
and 22.
The next sections describe tests of the radiation trans-
port routines and the reliability of our method.
4. TESTS OF THERMAL RADIATION DIFFUSION
4.1. Thermal radiative equilibration
To test the accuracy of the matter/radiation coupling,
we set up a unit simulation volume with a uniform gas
density of ρ = 10−7 g/cm3 initially out of equilibrium
with the radiation field (Turner & Stone 2001). If the
radiation energy dominates the total energy, then any
radiation energy absorbed or emitted is relatively small
and the radiation field can be said to be unchanging.
The matter energy evolves according to equation 16, but
without the source term, i.e.
∂e
∂t
= χc
(
Er − aRT 4
)
, (32)
where e = ρ is the volumetric matter energy density, and
χ = κP ρ = 4× 10−8 cm−1 is the absorption coefficient.
We set the radiation energy density Er = 10
12
ergs/cm3, as in Turner & Stone (2001). We solve equa-
tion 32 assuming a constant Er and plot the results in
figure 2 as the solid black lines. The initial matter energy
density is e = 1010 ergs/cm3 in the case where the gas
cools to equilibrium. In the gas warming case, the initial
matter energy density is e = 102 ergs/cm3.
The gas is assumed to be an ideal gas with γ = 5/3
and a mean mass per particle of µ = 0.6.
Figure 2 shows the results of numerical simulations
with FLASH. The simulation has an adaptive timestep
initially set to ∆t = 10−14 s. The maximum timestep
size for this simulation was set to ∆t = 10−8 s. The to-
tal energy in the simulation volume is conserved to better
than 1% over the duration of the simulation.
4.2. 1D radiative shock tests
The treatment of radiative shocks is an important
benchmark in many radiative transfer codes (Hayes &
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Fig. 3.— Temperature profile for a subcritical radiative shock
with a gas velocity of v = 6 km/s at time t = 5.80 × 104 s. Red
and green lines indicates matter and radiation temperatures, re-
spectively. Circles along matter temperature indicate the grid res-
olution.
Norman 2003; Whitehouse & Bate 2006; Gonza´lez et al.
2007; Kuiper et al. 2010b; Commerc¸on et al. 2011). We
follow the setup described in Ensman (1994) of a stream-
ing fluid impinging on a wall, represented by a reflective
boundary condition. The fluid is compressed and a shock
wave travels in the upstream direction. The hot fluid ra-
diates thermally, and the radiation field preheats the in-
coming fluid. By varying the speed of the incoming fluid,
sub- or supercritical shocks can be formed. Criticality
occurs when there is sufficient upstream radiation flux
that the preshock temperature is equal to the postshock
temperature. The fluid velocity at which this occurs is
called the critical velocity. Numerical simulations can be
compared to analytic arguments by Mihalas & Mihalas
(1984) for the gas temperature in various parts of the
shock to check how well these shock features are being
reproduced by the code.
The initial conditions are as follows: an ideal fluid
(γ = 5/3) has a uniform mass density of ρ0 = 7.78×10−10
g/cm3, a mean molecular weight µ = 1, and is at a
uniform temperature of T0 = 10 K. The domain size is
L = 7× 1010 cm.
For the subcritical shock, the fluid moves to the left
with a speed v = 6 km/s. For the supercritical shock,
v = 20 km/s. The fluid is given a uniform absorption
coefficient of σ = 3.1× 10−10 cm−1.
Upon compression of the gas at the leftmost bound-
ary, the postshock temperature T2 increases and a ra-
diative flux of order σBT
4
2 is produced, where σB is the
Stefan-Boltzmann constant. This radiation penetrates
upstream to preheat the gas ahead of the shock front to
a temperature T−. This preheating can be clearly seen
in Figure 3. The shock is considered subcritical so long
as T− < T2.
If the speed of the incoming gas v is increased, there
is greater preheating and the preshock temperature ap-
proaches the postshock temperature, T− ∼ T2. These
temperatures are equal for a critical shock. If the incom-
ing gas speed is increased still further, the temperature
of the preshock gas remains steady, while the radiative
precursor is extended. This is a supercritical shock, as
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Fig. 4.— Temperature profile for a supercritical radiative shock
with a gas velocity of v = 20 km/s at time t = 5.08× 103 s. Lines
and circles represent the same as in previous figure.
seen in Figure 4.
For the subcritical case, if T−  T2, an approximate
solution is given in Mihalas & Mihalas (1984) for the
postshock temperature,
T2 ≈ 2 (γ − 1) v
2
R (γ + 1)
2 , (33)
where R = kB/µmH is the ideal gas constant.
For our subcritical case, with an incoming gas velocity
of v = 6 km/s, this gives T2 ≈ 812 K. In our test case,
the postshock temperature at the far-left of the domain
is 706 K, or about 13% less than the approximate value.
The preshock temperature can be approximated (Mi-
halas & Mihalas 1984) by
T− ≈ γ − 1
ρvR
2σBT
4
2√
3
∼ 279K. (34)
The temperature spike at the subcritical shock front is
approximated by
T+ ≈ T2 + 3− γ
γ + 1
T− ∼ 874K. (35)
Our preshock temperature reaches 336 K, which is
about 20% warmer than the analytic approximation.
Similar calculations in Kuiper et al. (2010b) did not re-
produce any preheating due to the 1-T approach in FLD.
Our numerical shock temperature T+ ≈ 871 K agrees to
within better than 1%.
In the supercritical case, the radiation spike has col-
lapsed to a thickness of less than about a photon mean
free path. The temperature of the spike is T+ ≈ 5420 K,
whereas the analytic approximation (Mihalas & Mihalas
1984) gives
T+ ≈ (3− γ)T2 ∼ 4612K, (36)
with which our numerical calculations agree to within
18%. Comparing to other FLD implementations on
AMR grids, Commerc¸on et al. (2011) matches the an-
alytic estimates of the subcritical postshock tempera-
ture a little closer (to within 2%). Our scheme captures
the preshock heating that the 1-T scheme described in
Kuiper et al. (2010b) could not (makemake has since
been made into a 2-T scheme), but not as closely as
Commerc¸on et al. (2011), which captures it to within
1%. The subcritical shock temperature we capture com-
parably well to Commerc¸on et al. (2011). While flash
has a different refinement criterion from the one used
in Commerc¸on et al. (2011), this is not likely the cause
of the differences. More likely is the different choice of
flux limiter (Levermore & Pomraning (1981) vs Minerbo
(1978)), which, because of different assumptions about
the angular dependence of the radiation field in a partic-
ular problem, can yield slightly different solutions, with
the greatest differences seen in regions of intermediate to
low optical depth (Turner & Stone 2001). It is not ob-
vious which flux limiter is best for a given problem, but
we have opted for one shared by Kuiper et al. (2010b).
5. IRRADIATION OF A STATIC DISK
A radiation test of general astrophysical interest is that
of a star embedded in a circumstellar disk. The disk
itself is optically thick and is surrounded by an optically
thin envelope. The setup we use follows Pascucci et al.
(2004) and includes a sun-like star surrounded by a flared
circumstellar disk similar to those considered by Chiang
& Goldreich (1997, 1999) for T Tauri stars. The density
structure features steep gradients in the inner disk, which
can be challenging for radiative transfer codes, making
this an excellent test.
We compare the temperature profile of the disk mid-
plane in our simulation with one calculated using the ra-
diative transfer module called makemake implemented
in pluto (Mignone et al. 2007b) by Kuiper et al. (2010b).
In the comparable setup (τ550nm ∼ 100), the difference
between the simulated temperatures and Monte Carlo
calculation was . 16%. However, in the Pascucci et al.
(2004) benchmark paper, the temperature variation be-
tween different Monte Carlo codes including isotropic
scattering is of the same order (. 15%).
The setup of the flared disk is as follows:
ρ(r, z) = ρ0
rd
r
exp
(
−pi
4
(
z
h(r)
)2)
, (37)
where
h(r) = zd
(
r
rd
)1.125
, (38)
and
rd =
rmax
2
= 500 AU (39)
zd =
rmax
8
= 125 AU (40)
We set up our computational domain to be a cube
of side length 1000 AU, with the radiation source lo-
cated at one corner. The source has radius r = R and
Teft = 5800 K. The domain represents one octant of a
disk around a sunlike star. The minimum density is set
to ρsmall = 10
−23 g/cm3 to avoid division-by-zero errors.
We run simulations at two different fiducial densities ρ0,
representing the optically thin and optically thick cases.
These runs are tabulated in Table 1. We use the same
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Fig. 5.— Density profile of the Pascucci et al. (2004) irradiated
disk setup. Contours show lines of constant density. The radiation
source is located at the bottom-left corner of the computational
domain.
TABLE 1
Simulations of the irradiated disk setup.
τgray,abs ρ0 [g cm
−3] Mtot [M]
0.01 8.321× 10−21 1.56× 10−5
10.1 8.321× 10−18 1.56 × 10−2
fiducial densities as in Kuiper et al. (2010b), but our opti-
cal depths are computed for frequency-averaged (“gray”)
radiation, considering only absorption and neglecting
scattering, that is, τ = τabs. In Kuiper et al. (2010b)
and Pascucci et al. (2004), τ = τabs +τsc. When only ab-
sorption is considered, the optical depths in makemake
align with our calculation (priv. comm.).
Our simulation volume represents only one octant of
the total protostellar disk, with the stellar source placed
at one corner of the simulation volume. The masses tab-
ulated in Table 1 are the total simulation masses multi-
plied by 8 so as to represent the total disk mass.
In the optically thin case, the temperature profile of
the midplane can be compared to analytic estimates by
Spitzer (1978). The gas/dust temperature far from the
central star (r  R∗) is given by
T (r) =
(
Rmin
2r
) 2
4+β
Tmin, (41)
where β is the index of the dust absorption coefficient.
For Draine & Lee (1984) silicates, β = 2.0508 in the long
wavelength regime (Kuiper & Klessen 2013). Tmin is the
temperature at the inner edge of the disk Rmin = 1 AU.
In the optically thin regime, diffusion effects are neg-
ligible and the radiation field is dominated by the di-
rect component. At radii greater than about 4 AU, our
scheme reproduces the Spitzer (1978) estimate to within
10%, and for radii greater than 10 AU, better than 5%.
Figure 5 shows the density structure of the protostellar
disk in a vertical slice in the optically thick case, with the
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Fig. 6.— Temperature profile of the Pascucci et al. (2004) irra-
diated disk setup. Contours show lines of constant density. The
gas is heated by a radiation source in the bottom-left corner of the
computational domain. Note that the temperature has been scaled
logarithmically.
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Fig. 7.— Specific irradiation profile of the Pascucci et al. (2004)
irradiated disk setup, which shows the stellar radiation energy ab-
sorbed per gram of material. Contours show lines of constant op-
tical depth, as computed by a raytrace through the material with
frequency-averaged opacities.
radiation source positioned at the origin in the bottom-
left corner. Contours mark lines of equal density and are
labeled by the powers of ten of density.
The flared disk shields some of the stellar radiation.
We run the simulation until the temperature of gas
reaches an equilibrium state. Without hydrodynamics
enabled, the gas can only absorb or radiate energy. We
run the simulation for 1012 seconds and show the equi-
librium temperature in figure 6.
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Fig. 8.— Comparison of the midplane temperature profiles in
simulations of the hybrid radiation feedback scheme in the Pascucci
et al. (2004) benchmark test in the high-density simulation (ρ0 =
8.321 × 10−18): The implementation in flash vs. makemake by
Kuiper et al. (2010b). Solid lines belong to simulations using the
makemake code, completed using a spherical polar geometry, while
dashed lines indicate simulations done using the scheme described
in this paper using the flash code. The number associated with
each flash run indicates the maximum refinement level. Vertical
gray lines in the figure indicate the grid resolution (in AU) for each
of the flash runs.
To show the shielding properties of the disk and the en-
ergy being absorbed by the gaseous medium surrounding
the star, we show the specific irradiation in figure 7, that
is, the stellar (direct) radiation energy being absorbed
per gram of material. We therefore show lines of equal
optical depth τ , as calculated during the raytrace.
We compare the temperatures through the midplane of
the disk against the same calculation completed with the
makemake code by Kuiper et al. (2010b). Their simu-
lation was done in a spherical polar geometry, which,
although not adaptively refined, naturally has more res-
olution in the polar angular component at small radii,
and therefore the scale height of the disk is extremely
well resolved.
Figure 8 shows the radial temperature profile through
the midplane of the disk for the case with fiducial den-
sity ρ0 = 8.321 × 1018 g/cm3. Three flash runs are
compared to two makemake simulations. The flash
simulations use the hybrid scheme as described in this
paper, with both gray raytracer and gray FLD solver.
These we compare against gray and multifrequency sim-
ulations by Kuiper et al. (2010b).
Because the flash simulations were completed in a
Cartesian AMR geometry, we indicate the maximum re-
finement level in the figure legend. We compare maxi-
mum levels 5, 7, 10, and 11. At 10 levels of refinment, the
smallest grid size is 0.24 AU; at 11 levels, it is 0.12 AU.
For this simulation to match the results obtained using
makemake , it is necessary to resolve the scale height
(Eq. 38) of the disk at its inner edge (≈ 0.1 AU), which
we effectively do with 11 levels of refinement, although
convergence is already seen with 10 levels of refinment.
When the scale height is resolved, the midplane tem-
perature profile converges to the gray radiation result
of Kuiper et al. (2010b). Lower resolution runs show a
temperature excess.
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Fig. 9.— Radiation force density through the midplane of the
disk. The solid line indicates the radiation force density for the
flash calculation, resulting from the total flux (direct stellar and
thermal). The dotted line indicates the radiation force density due
only to the stellar component of the radiation field. We compare
the flash results to a 2T gray calculation in makemake (dashed
line). The lower panel indicates the relative difference between the
total flux radiation force density in flash versus makemake .
5.1. Radiation pressure on a static, flared disk
We compute the radiation force density for the stellar
radiation component through the midplane of our disk as
in equation 31. A similar test was done by Kuiper et al.
(2010b), although their cut was not done through the
midplane but along a polar angle of θ ≈ 27◦. flash com-
putes an isotropic radiation pressure via the Eddington
approximation (equation 30), so we estimate the thermal
radiation force density via
frad,thermal = −dprad
dx
. (42)
We use the makemake code (revised to be a 2-T
solver) to perform the same calculation through the mid-
plane (θ ≈ 0◦) and compare to flash . The results
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Fig. 10.— Gas temperature after equilibrating with the radiation
field driven by two stellar sources (T = 5800 K). Vertical dashed
line indicates the symmetry axis along which the temperature in
figure 11 is measured. The black contour marks a gas temperature
of T = 35K.
are shown in figure 9. Most of the radiation pressure
is due to the direct, stellar component, with the diffuse,
reprocessed field adding only a tiny contribution that is
more apparent far from the source. The outer boundary
is treated as optically thin outflow in makemake . In
flash , we set the “vacuum” outer boundary condition,
dF/dx = −2F .
In the inner 40 AU, the two codes match to within
about 20%, despite the radiation force density varying
over 6 orders of magnitude. Because the radiation force
is proportional to the absorbed radiation flux, the peak
in the force density lies at the inner edge of the disk
around 1 AU. Beyond 40 AU, the relative difference be-
tween the two calculations grows on account of boundary
conditions, but the radiation force density is negligible
beyond this point (6 orders of magnitude below the peak
value).
The flash code and updated makemake code pro-
duce comparable measurements of the radiation pressure.
The advantage and key innovation with flash , however,
is its AMR-capability that allows it to solve more general
problems with high accuracy.
6. TESTS INVOLVING MULTIPLE SOURCES
Our radiative transfer scheme can accommodate multi-
ple sources in a relatively straightforward way. We must
calculate the direct radiation flux from stellar sources in
order to compute the irradiation source term, ∇ · F ∗,
at every cell in the computational domain. Therefore,
we perform a loop over all sources and sum their flux
contributions at each cell.
6.1. Two proximal sources in a homogeneous medium
The first multi-source test involves two sources sepa-
rated by about 658 AU. Each source has a stellar radia-
tion field with Teff = 5800K. The medium is uniform and
homogeneous, with a density of ρ = 8.321×10−18 g/cm3.
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Fig. 11.— Gas temperature along dashed line from figure 10,
the locus of points equidistant from both radiation sources. The
upper panel shows the gas temperature from our simulation (solid)
compared to the Monte Carlo result (dashed). The lower panel
shows the relative difference in temperature as a percentage.
We perform this test to contrast our hybrid radiation
transfer method with M1 moment methods (Levermore
1984; Gonza´lez et al. 2007; Vaytet et al. 2010). M1 mo-
ment methods are similar to FLD methods in that they
are both based on taking angular moments of the radia-
tive transfer equation. FLD takes only the zeroth-order
moment, and the conservation equations are closed using
a diffusion relation based on the gradient of the radiation
energy. M1 methods take the first moment of the radia-
tive transfer equation, and the closure of the conservation
equations takes a form that preserves the bulk direction-
ality of photon flows. Problems arise, however, when
multiple sources are present. With two sources, photons
flow in opposing directions, canceling the opposing com-
ponents of their flow and introducing spurious flows in
the direction perpendicular to the line between the two
sources (Rosdahl et al. 2013). Raytracers do not suffer
from this artifact because the irradiation at each grid lo-
cation is calculated along sightlines to each of the sources
present in the simulation.
Figure 10 shows the simulation setup as well as the
temperature of the gas after it has been allowed to equi-
librate with the radiation field. We measure the temper-
ature of the gas along the vertical dashed line and plot
the result in figure 11.
Figure 11 shows the temperature along the dashed line
from figure 10, the locus of points equidistant from both
radiation sources. Here we compare the simulated tem-
peratures of our hybrid scheme in flash against a Monte
Carlo calculation performed with RADMC-3D2 (Dulle-
mond 2012). The Monte Carlo calculation was done with
109 photons using the “modified random walk” method
with scattering neglected, on an uneven grid (101x1x101
cells for the x× y× z dimensions) using the same Draine
& Lee (1984) dust model as in the rest of this paper.
The flash temperatures differ from the Monte Carlo
results by less than 5%, with flash calculating slightly
warmer temperatures directly between the sources and
slightly cooler temperatures at the edges of the simula-
2 http://www.ita.uni-heidelberg.de/~dullemond/software/
radmc-3d/
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tion volume. These small differences are most likely due
to multifrequency effects.
Monte Carlo calculations are considered the bench-
mark for accuracy, but are extremely computationally
intensive and cannot, in general, be used in dynamic
calculations. Simulations of star formation cannot be
addressed with full Monte Carlo methods using present-
day machines and reasonable time constraints. More-
over, they are highly nontrivial to parallelize. In these
cases, approximate schemes such as flux-limited diffusion
must be used.
6.2. Two sources irradiating a dense core of material
We next create a test setup inspired by Rijkhorst et al.
(2006), where a central concentration was irradiated by
two sources. Since FLD methods are based on local gra-
dients in the radiation energy, they cannot properly treat
shadowing. In this test we place a dense clump of mate-
rial at the center of our simulation volume and irradiate
it from two angles, creating a shadowed region. We com-
pute the irradiation and equilibrium temperatures.
Our setup contains a mix of optically thin and optically
thick regions, creating strong gradients in the radiation
energy density. We compare the equilibrium tempera-
tures computed by the hybrid scheme to the temperature
computed without diffusion.
The two radiation sources have a temperature Teff =
8000 K and are situated in a low-density (ρ = 10−20
g/cm−3) medium to the side and below a central density
concentration (ρ = 10−17 g/cm−3) with radius Rc =
4×1015 cm ≈ 267 AU. The side length of the simulation
box is about 2000 AU. Hydrodynamics are disabled.
Figure 12 shows the simulation setup and the specific
irradiation of the gas in a slice through the midplane
of the simulation volume. The overlaid grid shows the
flash AMR block structure, with each block containing
83 cells and refining on gradients in density, radiation
energy, and matter temperature using the flash error
estimator described in section 3.1. The simulation was
run with a maximum 8 levels of refinement, achieving
a maximum resolution of 1.96 AU. The black circle in
the centre marks the central density concentration. The
central density concentration casts a shadow on the side
opposite of the central concentration.
Figure 13 shows the gas temperature after the simu-
lation has been given time to reach equilibrium. Here
we see warming of a region just interior to the central
overdensity where strong density gradients exist.
To visualize the radiation flux, we plot a vector field of
the radiation flux, given by equation 11. This is shown in
figure 14 overplotted on the total radiation energy den-
sity. The vector field represents how the radiation energy
is being diffused by the FLD solver. The two radiation
sources irradiate the central overdensity, heating it. It
then drives radiation back into the surrounding medium
via diffusion. There is also a radiation energy gradient
across the central overdensity. The black circle marks
the central overdensity, as in the previous two figures. In
figure 14 we see a halo of radiation energy just outside
the circle on the side nearest to the two radiation sources
also resulting from the diffusion of radiation.
We now compare this to the zero-diffusion case by per-
forming the same calculation with the diffusion term set
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Fig. 12.— Specific irradiation by two sources in an otherwise
homogeneous medium at ρ = 10−20 g/cm3, but for a central den-
sity concentration indicated by the black circle, where the density
is ρ = 10−17 g/cm3. The two sources are stellar sources with ef-
fective temperatures of 8000K. The flash block AMR structure is
also shown, with each block containing 83 cells.
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Fig. 13.— Same as in figure 12, but instead showing the gas
temperature.
to zero. The gas equilibrates with the radiation field im-
posed by the sources, but this energy is not allowed to
diffuse. Figure 15 shows the difference in the resultant
equilibrium temperature as a percentage of the relative
difference. The result is that the central overdensity is
approximately 50% hotter. It cannot cool by diffusing
its radiation energy into the surrounding medium.
Because the re-emission terms are often left out of
raytracing-methods for the sake of simplicity and com-
putational cost, they are unsuitable and inaccurate in
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Fig. 14.— Radiation energy density with the thermal radiation
flux F r = −D∇Er overplotted as a vector field. The gradients in
the radiation energy density are steepest near the spherical over-
density in the centre, on the side facing the two sources.
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Fig. 15.— The temperature difference (in percent) in the raytrace
case compared to the hybrid radiation transfer case.
simulations containing optically thick material, although
re-emission is often treated using a cooling function to
extract the energy. In optically thick envelopes surround-
ing young stellar objects, radiation is reprocessed as the
envelope of gas absorbs and re-emits the radiation in the
infrared.
7. DISCUSSION AND SUMMARY
We have described the implementation of a hybrid ra-
diation transfer scheme in a 3D Cartesian AMR frame-
work. To the best of our knowledge, this is the first
such implementation. Our hybrid scheme splits the radi-
ation field into a direct (stellar) component and a diffuse
(thermal) component. A specialized raytracer is used
to solve for the direct flux, the absorption of which by
dusty, molecular gas constitutes an energy source term
that heats the dust. The dust emits radiation thermally,
and the thermal radiation field is evolved via flux-limited
diffusion. The gas is assumed in thermal equilibrium
with the dust, whose temperature is evolved according
to both direct and indirect radiation fields.
Radiation feedback from massive stars takes manifold
forms: heating of dust grains, which are coupled to the
gas; radiation pressure; ionizing radiation, leading to the
formation of Hii regions; jets and stellar winds; and fi-
nally supernovae. We have implemented the first two,
with future work intent on implementing ionizing radi-
ation. Various authors have drawn attention to the po-
tential for ionizing radiation to disrupt molecular clouds
(Matzner 2002; Krumholz et al. 2006; Walch et al. 2012),
at least in low-mass clouds, while in larger clouds, star
formation may be fed through accretion along filaments,
with ionizing radiation feeding into the low-density voids
between filaments Dale et al. (2012). The effect of ioniz-
ing radiation, through heating of the gas and suppression
of fragmentation, also leads to higher Jeans masses and
more massive stars (Peters et al. 2010b).
As a mechanism for disrupting giant molecular clouds,
Murray et al. (2010) argue that radiation pressure from
starlight interacting with dust grains plays a dominant
role, at least in the case of the most massive clusters
inside GMCs.
In implementing our radiative transfer scheme, the ad-
dition of the raytracer helps overcome some of the main
limitation of a purely FLD approach. The primary lim-
itation of the FLD approach is the assumption that the
flux always travels in the direction down the radiation en-
ergy gradient. This assumption is reasonable in purely
optically thick regions, but breaks down in regions where
radiation sources ought to be casting shadows.
Furthermore, some FLD implementations assume that
the radiation field is everywhere in thermal equilibrium
with the gas. This is not always true, especially radia-
tively critical shocks. We have relaxed this assumption
and allowed the radiation temperature and the gas tem-
perature to differ from each other.
The primary advance over the hybrid implementation
of Kuiper et al. (2010b) is the generalization to 3D Carte-
sian AMR from the specialized geometry of a spherical
polar grid. Spherical coordinates are ideal for studying
the radiation field from a single, central source. By their
nature, spherical grids have higher effective resolution
closer to the center, precisely where it is most needed
simulations of accretion disks around massive stars. In
our test problem of a static, irradiated disk (Pascucci
et al. 2004), we required 11 levels of refinement before
we could resolve the scale height of the disk near the
inner boundary.
However, when generalizing to multiple point sources
of radiation, Cartesian geometry becomes a natural
choice. This enables us to approach a much larger ar-
ray of problems. flash is a highly scalable MHD code
with driven turbulence, sink particles and protostellar
evolution. The addition of our hybrid radiation transfer
unit greatly complements flash ’s abilities.
One of the most general problems this enables us to
study is the effect of radiative heating and momentum
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feedback around massive, accreting protostars. These
objects reside deep within dense envelopes and accrete
material through a disk. Whether disk accretion is the
only mechanism, or whether raditiave Rayleigh-Taylor
instabilities are another viable mechanism has not yet
been fully settled. High resolution simulations, resolving
in particular the regions of intermediate optical depth
using adaptive mesh refinment, and including the effects
of turbulence and MHD ought to be able to resolve the
remaining controversies.
We have also connected the hybrid radiation scheme
to sink particles, which we will use to model the forma-
tion of protostars in larger-scale simulations of molecular
cloud clumps. The protostellar properties such as stellar
radius and luminosity are evolved using a subgrid model
(Klassen et al. 2012) that directly feeds into the radia-
tion transfer subroutines. The sum of flash ’s capabili-
ties now enable the study of clustered star formation in
turbulent, filamentary, and magnetized environments.
The code also presents opportunities for further de-
velopment. The raytracer, as implemented by Rijkhorst
et al. (2006) and Peters et al. (2010a), contained ion-
ization feedback, which we will soon implement in our
hybrid radiation framework. Multifrequency effects will
also be included in future versions of the code.
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APPENDIX
3T RADIATION HYDRODYNAMICS
flash is a code that is supported by a team of developers at the DOE-supported Alliances Center for Astrophysical
Thermonuclear Flashes (ASCI) at the University of Chicago4. Recent development has added significant capabilities
for plasma and high-energy-density physics. These included a “3T” radiation hydrodynamics solver (Lamb et al. 2010;
Fatenejad et al. 2012; Kumar et al. 2011) that evolves an ion fluid, and electron fluid, and a radiation “fluid”. 3T
implies that each fluid has its own temperature, with Tele 6= Tion 6= Trad.
These three fluids are coupled in the following way:
∂t(ρeion) +∇ · (ρeionv) + Pion∇ · v = (A1)
ρ
cv,ion
τei
(Tele − Tion)
∂t(ρeele) +∇ · (ρeelev) + Pele∇ · v = (A2)
ρ
cv,ele
τei
(Tion − Tele)−∇ · qele +Qabs −Qemis
∂t(ρerad) +∇ · (ρeradv) + Prad∇ · v = (A3)
∇ · qrad −Qabs +Qemis
The ion and electron components exchange energy via Coulomb collisions. The electron and radiation components
exchange energy through absorption and emission processes. In our case, Qabs = κP ρcEr and Qemis = κP ρcaT
4,
where a is the radiation constant. The ∇ · qele and ∇ · qrad terms represent the sources or sinks of energy flux for the
electron or radiation components.
It has already been shown how the radiation energy sources (stars) couple to the matter fluid. It remains to be
shown how the two components of the matter fluid exchange energy in the flash code framework.
The equations to be solved are the specific internal energy updates.
deion
dt
=
cv,ion
τei
(Tele − Tion) (A4)
deele
dt
=
cv,ele
τei
(Tion − Tele) (A5)
The hydrodynamic terms from equations A1 and A2 are handled separately by the hydro solver (operator splitting).
Replacing de = cvdT , we can write the coupled differential equations in terms of temperature:
dTion
dt
=
m
τei
(Tele − Tion) (A6)
dTele
dt
=
1
τei
(Tion − Tele) (A7)
4 http://flash.uchicago.edu/
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where m = cv,ele/cv,ion is the ratio of the electron and ion specific heats.
This is implemented via a relaxation law, with the temperature (T = e/cv) update
Tn+1ion =
(
Tnion +mT
n
ele
1 +m
)
(A8)
−m
(
Tnele + T
n
ion
1 +m
)
exp
[
−(1 +m)∆t
τei
]
Tn+1ele =
(
Tnion +mT
n
ele
1 +m
)
(A9)
+
(
Tnele + T
n
ion
1 +m
)
exp
[
−(1 +m)∆t
τei
]
The equilibration time, τei, is given by,
τei =
3k
3/2
B
8
√
2pie4
(mionTele +meleTion)
3/2
(melemion)1/2z¯2nion ln Λei
, (A10)
where e is the electron charge, mion and mele are the ion and electron masses, respectively, z¯ is the mean ionization
level, nion is the ion number density, and ln Λei is the Coulomb logarithm.
With these updated temperatures, the internal energies are updated:
en+1ele = e
n
ele + c
n
v,ele(T
n+1
ele − Tnele) (A11)
en+1ion = e
n
ion + c
n
v,ion(T
n+1
ion − Tnion) (A12)
