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Abstract
We introduce and study a new class of algebras, which we name quantum generalized
Heisenberg algebras and denote by Hq(f, g), related to generalized Heisenberg algebras,
but allowing more parameters of freedom, so as to encompass a wider range of appli-
cations and include previously studied algebras, such as (generalized) down-up algebras.
In particular, our class now includes the enveloping algebra of the 3-dimensional Heisen-
berg Lie algebra and its q-deformation, neither of which can be realized as a generalized
Heisenberg algebra.
This paper focuses mostly on the classification of finite-dimensional irreducible repre-
sentations of quantum generalized Heisenberg algebras, a study which reveals their rich
structure. Although these algebras are not in general noetherian, their representations
still retain some Lie-theoretic flavor. We work over a field of arbitrary characteristic,
although our results on the representations require that it be algebraically closed.
MSCNumbers (2020): Primary 17B81; Secondary 81R10,16G99, 16D60, 16S80, 16T20.
Keywords: down-up algebra; generalized Heisenberg algebra; ambiskew polynomial ring;
generalized Weyl algebra; irreducible representation.
1 Introduction
This paper introduces and studies a new class of algebras which we name quantum generalized
Heisenberg algebras (qGHA, for short), as they can be seen simultaneously as deformations
and as generalizations of the generalized Heisenberg algebras appearing in [13] and profusely
studied thenceforth in the physics literature (see e.g. [14], [8], [1] and the references therein).
In the mathematics literature, generalized Heisenberg algebras were studied mainly in [25],
[24] and [22]. For an overview of their relevance in mathematical physics see the introductory
section in [25].
Our main motivation for introducing a generalization of this class, besides providing a
broader framework for the investigation of the underlying physical systems, comes from the
∗Partially supported by CMUP, which is financed by national funds through FCT—Fundac¸a˜o para a Cieˆncia
e a Tecnologia, I.P., under the project with reference UIDB/00144/2020.
†Supported by FCT, through the grant PD/BD/142959/2018, under POCH funds, co-financed by the
European Social Fund and Portuguese National Funds from MEC.
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observation in [22] that the classes of generalized Heisenberg algebras and of (generalized)
down-up algebras intersect (see the seminal paper [5] on down-up algebras and also [11]),
although neither one contains the other. The other interesting feature of our study comes from
the fact that quantum generalized Heisenberg algebras are generically non-noetherian and we
believe that there are yet not enough studies into the representation theory of non-noetherian
algebras which are somehow related to deformations of enveloping algebras of Lie algebras, as
is the case with quantum generalized Heisenberg algebras. An additional motivation comes
from the fact that both the enveloping algebra of the 3-dimensional Heisenberg Lie algebra and
its quantum deformation are quantum generalized Heisenberg algebras but not generalized
Heisenberg algebras, so the name seems better justified now.
Let F be an arbitrary field. Given a polynomial f ∈ F[h], the generalized Heisenberg
algebra associated to f , denoted H(f), is the unital associative F-algebra with generators x,
y and h, with defining relations:
hx = xf(h), yh = f(h)y, yx− xy = f(h)− h.
In [25], working over the complex field C, the authors determined a basis for H(f), computed
its center, solved the isomorphism problem for this family of algebras and classifyed all the
finite-dimensional irreducible representations of H(f), whereas in [22] it was shown that H(f)
is isomorphic to a generalized down-up algebra if and only if deg f ≤ 1 and that H(f) is
noetherian if and only if deg f = 1. All the gradings and the automorphism group of H(f)
were also computed in [22], in case deg f > 1.
In this paper, working over an arbitrary field F, we introduce a generalization of this class
of algebras by deforming and generalizing the relation yx− xy = f(h)− h, turning it into a
skew-commutation relation and allowing the skew-commutator to equal a generic polynomial,
independent of f . This will have as a consequence that the new algebras will in general not
be conformal (in the sense of the theory of ambiskew polynomial rings—see Subsection 2.1
for details).
Definition 1.1. Let F be an arbitrary field and fix q ∈ F and f, g ∈ F[h]. The quantum gener-
alized Heisenberg algebra (qGHA, for short), denoted by Hq(f, g), is the F-algebra generated
by x, y and h, with defining relations:
hx = xf(h), yh = f(h)y, yx− qxy = g(h). (1.2)
1.1 Examples of quantum generalized Heisenberg algebras
Clearly, the generalized Heisenberg algebras are precisely the qGHA with q = 1 and g =
f(h)− h, i.e. H(f) = H1(f, f − h). Let us consider more general examples.
Recall that, for parameters α, β, γ ∈ F, the down-up algebra A(α, β, γ) was defined by
Benkart and Roby in [5] as the unital associative algebra with generators d and u and defining
relations:
d2u = αdud + βud2 + γd and du2 = αudu+ βu2d+ γu.
The motivation for the above relations came from the combinatorics of differential posets
but it was realized that down-up algebras included many ubiquitous algebras appearing in
Lie theory, including the universal enveloping algebra of the Lie algebra sl2 (the down-up
algebra A(2,−1,−2)) and the universal enveloping algebra of the 3-dimensional Heisenberg
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Lie algebra h (the down-up algebra A(2,−1, 0)), as well as many deformations (including
Witten’s 7-parameter deformations of the universal enveloping algebra of sl2, see [6]).
In [11], Cassidy and Shelton generalized this construction and introduced the generalized
down-up algebra L(v, r, s, γ) as the unital associative algebra generated by d, u and h with
defining relations
dh− rhd+ γd = 0, hu− ruh+ γu = 0 and du− sud+ v(h) = 0,
where r, s, γ ∈ F and v ∈ F[h]. Generalized down-up algebras include all down-up algebras,
as long as the polynomial h2 − αh − β has roots in F. Indeed, if α = r + s and β = −rs,
then it is easy to see that A(α, β, γ) ≃ L(−h, r, s,−γ). Conversely, any generalized down-
up algebra L(v, r, s, γ) with deg v = 1 is a down-up algebra. Moreover, the following are
generalized down-up algebras: the algebras similar to the enveloping algebra of sl2 defined by
Smith [29], Le Bruyn conformal sl2 enveloping algebras [21], and Rueda’s algebras similar to
the enveloping algebra of sl2 [28].
We have the following important observation, which implies that the class of generalized
down-up algebras coincides with the class of quantum generalized Heisenberg algebrasHq(f, g)
such that deg f ≤ 1.
Proposition 1.3. Let r, s, γ ∈ F and v ∈ F[h]. Then the generalized down-up algebra
L(v, r, s, γ) is isomorphic to the quantum generalized Heisenberg algebra Hs(rh − γ,−v). In
particular, the down-up algebra A(α, β, γ) is isomorphic to the quantum generalized Heisenberg
algebra Hs(rh+ γ, h), where α = r + s and β = −rs.
Conversely, any quantum generalized Heisenberg algebra Hq(f, g) such that f(h) = ah+b,
with a, b ∈ F, is a generalized down-up algebra of the form L(−g, a, q,−b).
In view of this result and the fact that the generalized down-up algebras have been ex-
tensively studied, we will often focus on quantum generalized Heisenberg algebras Hq(f, g)
with deg f > 1. In fact, in [23] we shall see that if a quantum generalized Heisenberg algebra
Hq(f, g) is isomorphic to a generalized down-up algebra, then necessarily deg f ≤ 1.
1.2 Isomorphisms among quantum generalized Heisenberg algebras
The isomorphism problem for quantum generalized Heisenberg algebras requires technical
results concerning the noetherianity of the qGHA and will be tackled in [23]. It will be proved
there that the isomorphism relation can be phrased in very concrete geometric terms, very
much like in [4]. It will follow in particular that, in case q 6= 0 and deg f > 1, the parameter
q, as well as the integers deg f and deg g, are isomorphism invariant, showing that qGHA
are indeed a vast generalization of generalized Heisenberg algebras and generalized down-up
algebras. However, our results in the present paper on the center and the description of the
finite-dimensional simple modules are enough to show that qGHA are a much broader class
which properly contains all generalized Heisenberg algebras and down-up algebras, as their
finite-dimensional irreducible representations depend heavily on q, f and g.
1.3 Organization of the paper
In Section 2 we relate quantum generalized Heisenberg algebras to known constructions, such
as Ore extensions, ambiskew polynomial rings and generalized Weyl algebras. From these we
deduce the basic properties of the algebras Hq(f, g), including a PBW-type basis, necessary
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and sufficient conditions for Hq(f, g) to be a domain, as well as a description of the center,
under a few restraints.
The main results of this paper are in Section 3, where we classify, up to isomorphism,
all finite-dimensional simple representations of Hq(f, g), assuming only that q 6= 0 and that
the base field is algebraically closed, although of arbitrary characteristic. We also explicitly
describe all possible isomorphisms between these modules.
We conclude the paper with a series of questions for further study, in Section 4.
1.4 Conventions and notation
Throughout the paper, unless otherwise noted, F will denote an arbitrary field, with multi-
plicative group denoted by F∗ and algebraic closure F. The integers, nonnegative integers and
positive integers will be denoted by Z, Z≥0 and Z>0, respectively. Given a set E, the identity
map on E will be denoted by 1E . If A is a ring, the center of A is denoted Z(A) and CA(a)
denotes the centralizer of a in A. An element θ ∈ A is normal if θA = Aθ.
The relation hx = xf(h) implies that hx2 = x2f(f(h)) and similarly for higher powers of
x. To avoid confusion with differential or multiplicative notation, we denote compositional
powers of a polynomial as follows:
p(p(· · · (p︸ ︷︷ ︸
k times
(h)))) = p[k](h), (1.4)
where p ∈ F[h]. Let σ be the unital algebra endomorphism of F[h] which maps h to f(h). Then
f [k](h) = σk(h) and we also use the latter notation. Thus, for example, hxk = xkσk(h) =
xkf [k](h), for all k ≥ 0.
Whenever possible, we will exploit the symmetry between x and y in the defining relations
(1.2). This can be made precise by noting that there is an anti-automorphism of order 2,
ι : Hq(f, g) −→ Hq(f, g), fixing h and interchanging x and y. Applying ι to an equation in
Hq(f, g) will reverse the roles of x and y at the cost of inverting the order of multiplication.
Acknowledgments: We thank David Jordan for pointing out the contents of Remark 2.3.
2 The structure of quantum generalized Heisenberg algebras
in this section we relate qGHA with ambiskew polynomial rings and weak generalized Weyl
algebras, describe bases, gradings and the center, and determine when Hq(f, g) is a domain.
2.1 Quantum generalized Heisenberg algebras and ambiskew polynomial
rings
As seen above, quantum generalized Heisenberg algebras define a vast class of algebras which
includes as a special case the (generalized) down-up algebras. The natural setting for con-
structing and studying qGHA is that of ambiskew polynomial rings, as defined by Jordan over
a series of papers (see [16], [19], [17] and the references therein). Indeed, in [16] Jordan adjusts
the original definition of an ambiskew polynomial ring precisely to include the non-noetherian
down-up algebras.
The construction of an ambiskew polynomial ring involves a 2-step Ore extension of non-
automorphism type, where on the first step the coefficients are added on the left and then,
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on the second step, on the right (the reverse construction is possible as well). Since the
theory of Ore extension is not essential in this paper, we omit their definition and well-known
properties, referring the interested reader to [15].
The definition of an ambiskew polynomial ring which suits our needs is [16, Sec. 7] (see also
[17]) and it follows immediately from this definition that Hq(f, g) is precisely an ambiskew
polynomial ring over F[h], associated with the algebra endomorphism σ : h 7→ f(h). Thus we
get the following, which generalizes [25, Lemma 1].
Lemma 2.1. The quantum generalized Heisenberg algebra Hq(f, g) is an ambiskew poly-
nomial ring of endomorphism type over F[h]. For any basis {vj}j∈Z≥0 of F[h], the set{
xivjy
k | i, j, k ∈ Z≥0
}
is a basis of Hq(f, g). In particular, for each j ≥ 0, we can take
vj to be any polynomial in h of degree j.
It should be remarked that Lemma 2.1 implies that x is not a left zero divisor and that
y is not a right zero divisor. Moreover, viewing Hq(f, g) as a 2-step Ore extension (or as an
ambiskew polynomial ring) also helps to determine when Hq(f, g) is a domain.
Proposition 2.2. The qGHA Hq(f, g) is a domain if and only if q 6= 0 and deg f ≥ 1.
Proof. Suppose first that q 6= 0 and deg f ≥ 1. Then it follows from the theory of Ore
extensions that Hq(f, g) is a domain (compare [17, Sec. 4, par. 1]). Next, we show that these
conditions are necessary for Hq(f, g) to be a domain.
If f ∈ F, then h− f 6= 0 and (h− f)x = xf − fx = 0, so Hq(f, g) is not a domain in this
case. Now assume that q = 0 and f 6∈ F. Then we have the relation yx = g(h) so if g = 0 we
again deduce that Hq(f, g) is not a domain. Suppose thus that g 6= 0.
Let π ◦ σ : F[h] −→ F[h]/(g(h)) be the composition of σ with the canonical surjection
π : F[h] −→ F[h]/(g(h)), where (g(h)) = g(h)F[h] is the ideal generated by g. Since g 6= 0,
the quotient F[h]/(g(h)) is finite dimensional. On the other hand, since deg f ≥ 1, the
map σ is injective and in particular its image imσ is infinite dimensional. This implies that
imσ ∩ (g(h)) 6= {0}. Hence, there exist nonzero polynomials P0, P1 ∈ F[h] with gP1 = σ(P0).
Thus,
y(xP1y − P0) = yxP1y − yP0 = (gP1 − σ(P0))y = 0.
By Lemma 2.1, both y and xP1y − P0 are nonzero, so Hq(f, g) is not a domain.
Remark 2.3. In [17] Jordan studies simplicity criteria for algebras of this type although,
generally speaking, quantum generalized Heisenberg algebras are not simple (compare [17,
Lem. 2.9, Thm. 3.8]). However, had we instead been working over the rational function field
F(h) with F of characteristic 0, q 6= 0, f = ha, g = hb and a ≥ b, then we would obtain a
simple algebra.
2.2 Quantum generalized Heisenberg algebras and (weak) generalized Weyl
algebras
Another prominent class of algebras arising in connection with Lie theory and quantum
algebras is that of generalized Weyl algebras. These were defined by Bavula in [2, 3] and
subsequently studied extensively by himself and many other authors. The references are too
many to mention but we single out the work [24] as it most directly pertains to our setting.
In its simplest form, a generalized Weyl algebra is an algebra attached to the following
data: a unital associative algebra A, an algebra automorphism ψ of A and a central element
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t ∈ Z(A). The generalized Weyl algebra A(ψ, t) is the associative algebra generated over A
by elements x, y, subject to the relations:
ax = xψ(a), ya = ψ(a)y, xy = t and yx = ψ(t), for all a ∈ A. (2.4)
In [24] the term weak generalized Weyl algebra was coined to refer to an algebra A(ψ, t) as
above, but such that ψ is only assumed to be a (unital) algebra endomorphism of A. Then
one can see that Hq(f, g) is a weak generalized Weyl algebra A(σ˜, t) over the polynomial ring
A = F[h, t], taking σ˜ to be the endomorphism defined by σ˜(h) = f(h) and σ˜(t) = qt+ g(h).
Indeed, the relation xy = t from (2.4) makes the variable t from the polynomial ringA = F[h, t]
redundant and then the relation yx = σ˜(t) = qt + g(h) becomes yx = qxy + g(h), the third
relation in the definition of Hq(f, g) in (1.2).
Generalized Weyl algebras carry a natural Z-grading obtained by setting x in degree 1,
the elements of A in degree 0 and y in degree −1. We use the term weight to refer to the
degree of a homogeneous element with respect to this grading. It is clear that this grading
carries over to weak generalized Weyl algebras and in particular we see that Hq(f, g) inherits
this Z-grading:
Hq(f, g) =
⊕
k∈Z
Hq(f, g)k, (2.5)
where, for k ≥ 0,
Hq(f, g)0 =
⊕
i≥0
xiF[h]yi, Hq(f, g)k = x
kHq(f, g)0 and Hq(f, g)−k = Hq(f, g)0 y
k.
2.3 Conformality and the center of Hq(f, g)
In [18], Jordan and Wells introduced the notion of conformal ambiskew polynomial rings, al-
though some care is needed because this is not an isomorphism-invariant property, as remarked
in [9]. Viewing quantum generalized Heisenberg algebras as ambiskew polynomial rings, as
above, we say that Hq(f, g) is conformal if there is some a ∈ F[h] such that g(h) = σ(a)− qa.
Conformality has important implications. Under this assumption, define Z = q(xy−a) =
yx− σ(a). Then the following easy computations show that Z is normal:
hZ = Zh, Zx = qxZ, and yZ = qZy. (2.6)
If in addition q = 1, then the above shows that Z is central. For example, the general-
ized Heisenberg algebras H(f) are always conformal, as by definition these are of the form
H1(f, f(h) − h) so we can take a = h and thence Z is central in H(f). In contrast, we will
see shortly that quantum generalized Heisenberg algebras can have a trivial center.
Lemma 2.7. Let Hq(f, g) be a quantum generalized Heisenberg algebra and k ≥ 0. Set
θk =
∑k−1
i=0 q
iσk−1−i(g), where by convention θ0 = 0. Then the following hold:
(a) yxk = qkxky + xk−1θk and y
kx = qkxyk + θky
k−1.
(b) For any p(h) ∈ F[h], (xkp(h)yk)x = x(qkxkσ(p(h))yk+xk−1p(h)θky
k−1) and y(xkp(h)yk) =
(qkxkσ(p(h))yk + xk−1p(h)θky
k−1)y.
(c) If g(h) = σ(a)− qa, for some a ∈ F[h], then θk = σ
k(a)− qka.
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Proof. Parts (a) and (c) appear in [16, Sec. 2.4] and can readily be proved by induction on
k; part (b) follows immediately from (a).
For the remainder of this section we will assume that deg f > 1. Otherwise, as we have
previously remarked, we obtain a generalized down-up algebra, whose center has been studied
elsewhere. This assumption avoids several technical difficulties which have been dealt with
already in the literature on generalized down-up algebras.
Lemma 2.8. Let Hq(f, g) be a quantum generalized Heisenberg algebra with deg f > 1. Then
the centralizer of h is Hq(f, g)0.
Proof. First, it is clear that Hq(f, g)0 ⊆ CHq(f,g)(h), as h(x
kp(h)yk) = xkσk(h)p(h)yk =
(xkp(h)yk)h, for all k ≥ 0 and all p(h) ∈ F[h]. It remains to prove the converse inclusion.
Since h is homogenous of weight 0, its centralizer algebra is necessarily the sum of its weight
components. Thus, to finish the proof, it is enough to argue that h(xkp(h)yℓ) = (xkp(h)yℓ)h
for some nonzero p(h) implies that k = ℓ. So assume that p(h) 6= 0 and h(xkp(h)yℓ) =
(xkp(h)yℓ)h. Then, using the relations (1.2) and Lemma 2.1, we deduce that σk(h)p(h) =
σℓ(h)p(h). As F[h] is a domain, p(h) 6= 0 and σ is injective (because deg f ≥ 1), we deduce
that there is j = |k − ℓ| ≥ 0 such that σj(h) = h. If we had j > 0, the latter would imply
that deg f = 1, so indeed j = 0 and k = ℓ.
The following result generalizes [25, Thm. 4], in case deg f > 1.
Proposition 2.9. Let Hq(f, g) be a quantum generalized Heisenberg algebra with deg f > 1.
(a) If q is not a root of unity, then Z(Hq(f, g)) = F.
(b) If q is a primitive ℓ-th root of unity and Hq(f, g) is conformal, with g(h) = σ(a) − qa,
then Z(Hq(f, g)) = F[Z
ℓ], where Z = q(xy − a).
Proof. Since Z(Hq(f, g)) ⊆ CHq(f,g)(h), Lemma 2.8 shows that Z(Hq(f, g)) ⊆ Hq(f, g)0. Thus,
assume that z =
∑k
i=0 x
ipi(h)y
i is central, with pi(h) ∈ F[h] for all i and pk(h) 6= 0. Using
Lemma 2.7(b) and comparing the decompositions of xz and zx in the basis
{
xihjyk
}
i,j,k
, we
deduce that qkσ(pk(h)) = pk(h). This immediately implies that pk(h) ∈ F
∗ and qk = 1. In
particular, if q is not a root of unity, then the above forces k = 0 and z ∈ F∗, so in this case
Z(Hq(f, g)) = F.
Now, assume that q is a primitive ℓ-th root of unity, for some ℓ > 0 and that Hq(f, g) is
conformal, with g(h) = σ(a)− qa and Z = q(xy − a). Then the relations (2.6) imply that Zℓ
is central.
Let us introduce the notation Hq(f, g)0,j =
⊕j
i=0 x
iF[h]yi, for j ≥ 0. By Lemma 2.7(a),
these subspaces form an increasing filtration of Hq(f, g)0. Given α, β ∈ Hq(f, g)0, we will
write α = β + LOT(j) if α − β ∈ Hq(f, g)0,j . Then (xy)
j = qλjxjyj + LOT(j − 1), where
λj =
j(j−1)
2 . Since xy and a ∈ F[h] commute, the binomial theorem implies that Z
j =
qj+λjxjyj + LOT(j − 1), for all j ≥ 0. As q 6= 0, it follows that the powers of Z are
linearly independent and F[Zℓ] is indeed a polynomial algebra. Hence, we have established
the inclusion Z(Hq(f, g)) ⊇ F[Z
ℓ].
Let z =
∑k
i=0 x
ipi(h)y
i be as above and assume that z commutes with x. We will show by
induction on k that z ∈ F[Zℓ]. If k = 0, then we had already observed that zx = xz implies
that z ∈ F∗ ⊆ F[Zℓ]. Suppose now that k ≥ 1 and that the claim holds for smaller values of
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k. Since zx = xz, we can conclude, as above, that qk = 1 and pk(h) = λ ∈ F
∗. In particular,
z = λxkyk + LOT(k − 1). Therefore, there is µ ∈ F∗ such that z − µZk ∈ Hq(f, g)0,k−1. As
qk = 1, ℓ divides k and Zk =
(
Zℓ
)k/ℓ
∈ F[Zℓ] ⊆ Z(Hq(f, g)). Hence, z − µZ
k commutes with
x and the induction hypothesis applies, so that z − µZk ∈ F[Zℓ]. Thence, z ∈ F[Zℓ] and the
induction is complete.
3 The finite-dimensional simple Hq(f, g)-modules
In this section we completely classify the finite-dimensional simple Hq(f, g)-modules for all
polynomials f, g ∈ F[h], assuming only that q 6= 0 and F is algebraically closed, which we
abbreviate by writing F = F. In particular, this study generalizes and unifies the classification
of finite-dimensional simple modules over down-up algebras, generalized down-up algebras and
generalized Heisenberg algebras, which has been carried out over the series of references [5],
[10], [11], [25], [29], [21] and [28], to name just a few.
Our main results are Theorem 3.18, which classifies finite-dimensional simple modules over
qGHA, and the results in Subsection 3.3 describing the isomorphisms between those. The
methods we use are akin to the ones in [25], although we work over a field of arbitrary char-
acteristic and now the dynamics of the action also involves both the deformation parameter
q and the polynomial g. One crucial difference between our approach and that in [25] is that,
in the latter, the existence of a non-trivial central element (whose existence is guaranteed
by the conformality of generalized Heisenberg algebras, but which does not exist in general
for qGHA, see Subsection 2.3) is used in a strong way to capture results about the simple
representations, by way of Schur’s lemma. In the more general setting of qGHA, the center
may be trivial (see Proposition 2.9), so we need other methods to handle that shortfall.
Throughout this section we suppose that F = F and fix the parameter q 6= 0 and the
polynomials f, g ∈ F[h].
3.1 Doubly-infinite weight Hq(f, g)-modules
As in [25], we set
Sf = {λ : Z −→ F | f(λ(i)) = λ(i+ 1), for all i ∈ Z}
and, for λ ∈ Sf , let |λ| ≥ 0 be the generator of the additive subgroup
{k ∈ Z | λ(i) = λ(i+ k), for all i ∈ Z} ⊆ Z.
By [25, Lem. 6], if |λ| 6= 0, then λ(i) = λ(j) ⇐⇒ |λ| divides i− j.
Given λ ∈ Sf , we define
Tq,g,λ = {µ : Z −→ F | µ(i+ 1) = qµ(i) + g(λ(i)), for all i ∈ Z} .
The next result shows in particular that the set Tq,g,λ can be parametrized by F.
Lemma 3.1. Suppose q 6= 0. Let λ ∈ Sf , k ∈ Z and α ∈ F.
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(a) Define µ : Z −→ F by
µ(i+ k) =


qiα+
i−1∑
j=0
qjg(λ(k + i− j − 1)) if i ≥ 0;
qiα−
−1∑
j=i
qjg(λ(k + i− j − 1)) if i ≤ 0.
(3.2)
Then µ ∈ Tq,g,λ and µ(k) = α.
(b) Conversely, suppose µ ∈ Tq,g,λ and µ(k) = α. Then µ is given by (3.2) above.
Proof. Part (a) can be verified directly by separately considering the cases i ≥ 0 and i ≤ −1.
For (b), suppose µ ∈ Tq,g,λ with µ(k) = α. We will prove that (3.2) holds by induction on |i|.
Since the case i = 0 is tautological, we proceed by induction.
Let i ≥ 0 and suppose that (3.2) holds for i. We will prove that it also holds for i + 1.
We have
µ(i+ 1 + k) = qµ(i+ k) + g(λ(i + k))
= qi+1α+
i−1∑
j=0
qj+1g(λ(k + i− j − 1)) + g(λ(i+ k))
= qi+1α+
i∑
j=1
qjg(λ(k + i− j)) + g(λ(i + k))
= qi+1α+
i∑
j=0
qjg(λ(k + i− j)).
Now assume that (3.2) holds for i, with i ≤ 0. We will show that it still holds for i − 1.
Since µ(i+ k) = qµ(i+ k − 1) + g(λ(i + k − 1)), we have
µ(i− 1 + k) = q−1µ(i+ k)− q−1g(λ(i − 1 + k))
= qi−1α−
−1∑
j=i
qj−1g(λ(k + i− j − 1))− q−1g(λ(i − 1 + k))
= qi−1α−
−2∑
j=i−1
qjg(λ(k + i− j − 2))− q−1g(λ(i − 1 + k))
= qi−1α−
−1∑
j=i−1
qjg(λ(k + i− j − 2)).
Lemma 3.3. Suppose q 6= 0. Let λ ∈ Sf and µ ∈ Tq,g,λ.
(a) For all k, i ∈ Z, µ(i+ k|λ|)− µ(i) = qi(µ(k|λ|) − µ(0)).
(b) The set {k ∈ Z | µ(k|λ|) = µ(0)} is an additive subgroup of Z.
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(c) Let m ∈ Z be a generator of the subgroup in (b) above.Then, for any j, k, k′ ∈ Z,
µ(j + k|λ|) = µ(j + k′|λ|) if and only if m | k − k′.
Proof. The proof of (a) is by induction on |i|. In case i = 0 there is nothing to prove, so
suppose i ≥ 0 and (a) holds for i. Then
µ(i+ 1 + k|λ|)− µ(i+ 1) = qµ(i+ k|λ|) + g(λ(i+ k|λ|)) − qµ(i)− g(λ(i))
= q(µ(i+ k|λ|)− µ(i))
= qi+1(µ(k|λ|) − µ(0)).
Now suppose i ≤ 0. We have
µ(i− 1 + k|λ|) − µ(i− 1) = q−1 (µ(i+ k|λ|) − g(λ(i− 1 + k|λ|)) − µ(i) + g(λ(i − 1)))
= q−1(µ(i+ k|λ|) − µ(i))
= qi−1(µ(k|λ|) − µ(0)).
The set in (b) contains 0. Suppose a, b ∈ {k ∈ Z | µ(k|λ|) = µ(0)}. Then, using (a), we
get
µ(0) = µ(a|λ|) = µ((a− b)|λ|+ b|λ|) = µ((a− b)|λ|) + q(a−b)|λ|(µ(b|λ|) − µ(0))
= µ((a− b)|λ|).
So a− b ∈ {k ∈ Z | µ(k|λ|) = µ(0)}.
Finally, for (c), we again use (a):
µ(j + k|λ|) = µ(j + k′|λ|+ (k − k′)|λ|) = µ(j + k′|λ|) + qj+k
′|λ|(µ((k − k′)|λ|)− µ(0)).
Thus,
µ(j + k|λ|) = µ(j + k′|λ|) ⇐⇒ µ((k − k′)|λ|) = µ(0) ⇐⇒ k − k′ ∈ mZ.
In view of Lemma 3.3(b), given µ ∈ Tq,g,λ, with λ ∈ Sf and q 6= 0, we define |µ| ≥ 0 so
that
|µ|Z = {k ∈ Z | µ(k|λ|) = µ(0)} .
Recall that σ is the algebra endomorphism of F[h] with σ(h) = f . Thus, σk(t(h)) =
t(σk(h)) = t
(
f [k](h)
)
, for all k ≥ 0 and t ∈ F[h].
Lemma 3.4. Let V be an Hq(f, g)-module and suppose that there are v ∈ V and α, β ∈ F
such that hv = αv and (xy)v = βv. Then, for all k, ℓ ≥ 0, we have
(a) h(xkv) = f [k](α)xkv;
(b) (xy)(xkv) =
(
qkβ +
k−1∑
i=0
qig
(
f [k−i−1](α)
))
xkv;
(c) (xy)(xkℓv) =
(
qkℓβ +
ℓ−1∑
i=0
k−1∑
j=0
qi+jℓg
(
f [(k−j)ℓ−1−i](α)
))
xkℓv.
10
Proof. Part (a) is implied by the relation hxk = xkf [k](h) and (b) follows similarly from
Lemma 2.7(a). Finally, part (c) is a direct consequence of (b) and the fact that any 0 ≤ n ≤
kℓ− 1 can be written uniquely in the form n = i+ jℓ for 0 ≤ i ≤ ℓ− 1 and 0 ≤ j ≤ k− 1.
Drawing motivation from Lie theory, an element v as in Lemma 3.4 should be thought
of as a weight vector, relative to the commuting elements h and xy. An Hq(f, g)-module
having a basis consisting of weight vectors should be thought of as a weight module. We will
construct universal weight modules next.
Given λ ∈ Sf and µ ∈ Tq,g,λ we define the Hq(f, g)-module Aq,f,g(λ, µ) by setting
Aq,f,g(λ, µ) = F[t
±1], as vector spaces, with action given by
hti = λ(i)ti, xti = ti+1, yti = µ(i)ti−1, for all i ∈ Z. (3.5)
Let us see that (3.5) does indeed define an Hq(f, g)-module. For i ∈ Z,
(hx− xf(h))ti = hti+1 − xf(λ(i))ti = (λ(i+ 1)− f(λ(i)))ti+1 = 0,
by the definition of Sf . Similarly, (yh− f(h)y)t
i = 0. Finally,
(yx− qxy − g(h))ti = yti+1 − qµ(i)xti−1 − g(λ(i))ti = (µ(i+ 1)− qµ(i)− g(λ(i)))ti = 0,
by the definition of Tq,g,λ.
Recall that Hq(f, g) has an order 2 anti-automorphism ι which fixes h and interchanges
x and y. We can use ι to define a module structure on the dual of an Hq(f, g)-module.
Concretely, let V be an Hq(f, g)-module. Then we can define on the dual space V
∗ the action
(a · f)(v) = f(ι(a) · v), for all a ∈ Hq(f, g), f ∈ V
∗ and v ∈ V .
Take V = Aq,f,g(λ, µ) and let {fi}i∈Z be the dual basis relative to {t
i}i∈Z. Then on V
∗
we have, for all i, j ∈ Z,
(y · fi)(t
j) = fi(ι(y) · t
j) = fi(x · t
j) = fi(t
j+1) = δi,j+1 = δi−1,j = fi−1(t
j).
Thus, y · fi = fi−1. Similarly, x · fi = µ(i+ 1)fi+1 and h · fi = λ(i)fi.
Let Bq,f,g(λ, µ) be the submodule of (Aq,f,g(λ, µ))
∗ spanned by {fi}i∈Z. The module
Bq,f,g(λ, µ) is the so-called finite dual of Aq,f,g(λ, µ). For convenience of notation, we can
identify Bq,f,g(λ, µ) with F[t
±1] (so that fi corresponds to t
i). Then the action of Hq(f, g) on
Bq,f,g(λ, µ) is given as follows:
hti = λ(i)ti, xti = µ(i+ 1)ti+1, yti = ti−1, for all i ∈ Z. (3.6)
3.2 Finite-dimensional simple Hq(f, g)-modules
We start out by constructing finite-dimensional simple Hq(f, g)-modules as quotients of the
modules Aq,f,g(λ, µ) and Bq,f,g(λ, µ).
Lemma 3.7. Assume that q 6= 0. Let λ ∈ Sf , µ ∈ Tq,g,λ such that |λ|, |µ| ≥ 1. For any
γ ∈ F∗, the subspace F[t±1](t|λ||µ| − γ) is a submodule of both Aq,f,g(λ, µ) and Bq,f,g(λ, µ) and
the corresponding factor modules
Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ) and Bq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ)
are simple.
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Proof. We carry out the proof for Aq,f,g(λ, µ); the case of the dual module Bq,f,g(λ, µ) is
symmetric.
Let M = F[t±1](t|λ||µ| − γt0). Then M has basis {Pj | j ∈ Z} , where Pj = t
j+|λ||µ| − γtj .
We have
xPj = Pj+1,
hPj = λ(j + |λ||µ|)t
j+|λ||µ| − γλ(j)tj = λ(j)Pj (by the definition of |λ|),
yPj = µ(j + |λ||µ|)t
j−1+|λ||µ| − γµ(j)tj−1 = µ(j)Pj−1 (by Lemma 3.3).
So M is indeed a submodule of AHq(f,g)(λ, µ). Denote the quotient module by
A = Aq,f,g(λ, µ)/M
and set Ti = t
i +M ∈ A, for all i ∈ Z. Then {T0, . . . , T|λ||µ|−1} is a basis of A and it can be
readily verified by induction on |n| that Ti+n|λ||µ| = γ
nTi, for all i, n ∈ Z. The action on A is
given by
xTj = Tj+1, hTj = λ(j)Tj , yTj = µ(j)Tj−1,
with xT|λ||µ|−1 = γT0 and yT0 = µ(0)γ
−1T|λ||µ|−1.
Let W ⊆ A be a nonzero submodule. Since the action of h is diagonalizable on A, it must
be so also on W , so W contains some eigenvector for h, say 0 6= w ∈ W . The eigenvalues
of h on A are precisely λ(0), λ(1), . . . , λ(|λ| − 1), so we must have hw = λ(j)w, for some
0 ≤ j < |λ|. Since the λ(j)-eigenspace for h on A is Wj = spanF
{
Tj+i|λ| | 0 ≤ i < |µ|
}
, we
have w ∈Wj . Moreover, as (xy)Tk = µ(k)Tk, for all k, it follows that xy is also diagonalizable
on A, and in particular on the nonzero subspace W ∩Wj . The eigenvalues for xy on Wj
are µ(j), µ(j + |λ|), . . . , µ(j + (|µ| − 1)|λ|), which are all distinct, by Lemma 3.3. Thus, the
corresponding eigenspaces are of the form FTj+i|λ|. In particular, there is k such that Tk ∈W .
Then, using xTk = Tk+1 and xT|λ||µ|−1 = γT0, with γ ∈ F
∗, we conclude that W = A, which
proves the simplicity of A.
Next, we characterize the modules just obtained above.
Proposition 3.8. Assume F = F and q 6= 0. Let V be a simple Hq(f, g)-module with
dimF V = n and such that x
nV 6= 0. Then there are γ ∈ F∗, λ ∈ Sf and µ ∈ Tq,g,λ with
|λ|, |µ| ≥ 1, n = |λ||µ| and
V ≃ Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ).
Proof. We will break up the proof of this fundamental result into several steps.
Step 1. x acts bijectively on V .
We have the chain xnV ⊆ xn−1V ⊆ · · · ⊆ xV ⊆ V. If xiV  xi−1V for all 1 ≤ i ≤ n,
then dimF x
iV ≤ n− i, so dimF x
nV = 0, which is a contradiction. So there is 1 ≤ i ≤ n
such that xiV = xi−1V and thus xjV = xi−1V for every j ≥ i− 1. Let W = ∩j≥0x
jV =
xi−1V = xnV 6= 0. Then xW = xn+1V = xnV = W , showing that W is stable under
the action of x and that x : W → W is surjective. Since dimFW < ∞, this map
is bijective, which means that x acts bijectively on W . On the other hand, we have
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hW = hxnV = xnσn(h)V ⊆ xnV = W , so W is stable under the action of h. Finally,
using Lemma 2.7 we have
yW = y(xW ) = yxn+1V = xnζV ⊆ xnV =W,
for some ζ ∈ Hq(f, g). The preceeding shows that W is a nonzero submodule of V . By
the simplicity of V , we must have W = V and thus x acts bijectively on V .
Step 2. There are ℓ ≥ 1 and v0 ∈ V \ {0} such that v0 is a common eigenvector for h and for
xy, with h-eigenvalue equal to α ∈ F, where f [ℓ](α) = α and ℓ is minimal among positive
integers with this property.
Since h and xy commute and F = F, they have a common eigenvector on the finite-
dimensional space V , say v ∈ V \ {0}. Moreover, by Step 1 and Lemma 3.4, xkv is still a
common eigenvector for h and xy, for all k ≥ 0. Then the h-eigenvalue of xkv is f [k](α),
where α is the h-eigenvalue of v. Since the number of eigenvalues must be finite and
xkv 6= 0 for all k, there are i ≥ 0 and ℓ ≥ 1 such that f [i](α) = f [i+ℓ](α), and we can
assume that ℓ is minimal with this property. Replacing v with v0 = x
iv, we can further
assume without loss of generality that i = 0. So, hv0 = αv0, (xy)v0 ∈ Fv0 and f
[ℓ](α) = α,
with ℓ ≥ 1 minimal.
Henceforth, fix ℓ ≥ 1, α ∈ F and v0 ∈ V \ {0} as given above.
Step 3. Define λ : Z −→ F by λ(i) = f [j](α), where 0 ≤ j < ℓ and i ≡ j (mod ℓ). Then
λ ∈ Sf , |λ| = ℓ and hx
iv0 = λ(i)x
iv0, for all i ≥ 0.
We need to show that f(λ(i)) = λ(i+1) for all i ∈ Z. Write i = kℓ+j with j as above and
k ∈ Z. If j < ℓ− 1, then λ(i+ 1) = f [j+1](α) = f(f [j](α)) = f(λ(i)). On the other hand,
if j = ℓ− 1, then i+ 1 = (k + 1)ℓ, so λ(i+ 1) = f [0](α) = α and f(λ(i)) = f(f [ℓ−1](α)) =
f [ℓ](α) = α. Hence λ ∈ Sf and, by the definition of λ, |λ| = ℓ. Finally, if i ≥ 0 then k ≥ 0
and hxiv0 = f
[i](α)xiv0 = f
[j](f [kℓ](α))xiv0 = f
[j](α)xiv0 = λ(i)x
iv0.
Step 4. V = spanF
{
xkv0 | k ≥ 0
}
.
Let V ′ = spanF
{
xkv0 | k ≥ 0
}
. As xV ′ ⊆ V ′ and x acts injectively on this finite-
dimensional space, we have xV ′ = V ′. Moreover, for any k ≥ 0, xkv0 is a common
eigenvector for h and xy, thus hV ′ ⊆ V ′ and yV ′ = yxV ′ = q(xy)V ′ + g(h)V ′ ⊆ V ′. So
V ′ is a nonzero submodule of V , hence V = V ′, by the simplicity of V .
Step 5. There are m ≥ 1 and ω0 ∈ V \ {0} such that hω0 = αω0, (xy)ω0 = βω0 and
xmℓω0 = γω0, for some β ∈ F and γ ∈ F
∗. The integer, m ≥ 1 is minimal such that
µ0 = µmℓ, where µkℓ is defined by (3.9) below.
Let X = spanF
{
xkℓv0 | k ≥ 0
}
⊆ V . Notice that xkℓv0 6= 0 and hx
kℓv0 = λ(kℓ)x
kℓv0 =
αxkℓv0, for all k ≥ 0. Let β be the xy-eigenvalue of v0. Then, by Lemma 3.4, (xy)x
kℓv0 =
13
µkℓx
kℓv0, where
µkℓ = q
kℓβ +
ℓ−1∑
i=0
k−1∑
j=0
qi+jℓg
(
f [(k−j)ℓ−1−i](α)
)
= qkℓβ +
ℓ−1∑
i=0
qig
(
f [ℓ−1−i](α)
) k−1∑
j=0
qjℓ
= qkℓβ + Ξ[k]qℓ ,
(3.9)
using the notation Ξ =
ℓ−1∑
i=0
qig
(
f [ℓ−1−i](α)
)
and [k]qℓ =
k−1∑
j=0
qjℓ.
Since X is finite dimensional, there are k ≥ 0 and m ≥ 1 such that µkℓ = µ(k+m)ℓ and
we can assume that m ≥ 1 is minimal with this property. As before, without loss of
generality, we can also assume that k = 0, so β = µ0 = µmℓ. Then, for k ≥ 0, we have
µ(k+1)mℓ = q
(k+1)mℓβ + Ξ[(k + 1)m]qℓ
= qkmℓ+mℓβ + Ξ
(
[km]qℓ + q
kmℓ[m]qℓ
)
= qkmℓµmℓ + Ξ[km]qℓ
= qkmℓβ + Ξ[km]qℓ
= µkmℓ
and by induction we conclude that µkmℓ = β, for all k ≥ 0.
Let X ′ = spanF
{
xkmℓv0 | k ≥ 0
}
. For any ω ∈ X ′ we have hω = αω and (xy)ω = βω.
Moreover, xmℓX ′ ⊆ X ′, so xmℓ has some eigenvector ω0 on X
′, say with eigenvalue γ. As
x acts bijectively on V , then γ ∈ F∗. So ω0 ∈ V \ {0}, hω0 = αω0, (xy)ω0 = βω0 and
xmℓω0 = γω0.
Henceforth, fix also m ≥ 1, β ∈ F, γ ∈ F∗ and ω0 ∈ V \ {0} as given above. Moreover,
define ωj = x
jω0, for 0 < j < mℓ.
Step 6. V = spanF {ω0, ω1, . . . , ωmℓ−1}.
We have xωj = ωj+1 for 0 ≤ j ≤ mℓ− 2 and xωmℓ−1 = x
mℓω0 = γω0; hωj = f
[j](α)ωj =
λ(j)ωj . Regarding the action of y, we have xyω0 = βω0 = βγ
−1xωmℓ−1 and since the
action of x is injective, it follows that yω0 = βγ
−1ωmℓ−1. Similarly, for j ≥ 1, using
Lemma 3.4,
xyωj = xyx
jω0 =
(
qjβ +
j−1∑
i=0
qig
(
f [j−i−1](α)
))
xωj−1,
so
yωj =
(
qjβ +
j−1∑
i=0
qig
(
f [j−i−1](α)
))
ωj−1.
In particular, spanF {ω0, ω1, . . . , ωmℓ−1} is a nonzero submodule of V , hence equal to V .
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Step 7. Define µ : Z −→ F by
µ(i) = qjβ +
j−1∑
k=0
qkg
(
f [j−k−1](α)
)
= qjβ +
j−1∑
k=0
qkg(λ(j − k − 1)),
where 0 ≤ j < mℓ and i ≡ j (modmℓ). Then µ ∈ Tq,g,λ and |µ| = m.
The proof that µ(i+1) = qµ(i)+ g(λ(i)), for all i ∈ Z, is analogous to the proof in Step 3
that λ ∈ Sf , using also the equality µmℓ = µ0 = β = µ(0), from Step 5, while |µ| = m by
the definition of m.
Step 8. For i ∈ Z, write i = k(mℓ) + j with 0 ≤ j < mℓ and set ωi = γ
kωj . Then,
xωi = ωi+1, yωi = µ(i)ωi−1 and hωi = λ(i)ωi, for all i ∈ Z. (3.10)
Write i = k(mℓ) + j, as above. Using the relations established in Step 6, the definition of
µ and |λ| = ℓ, it is immediate to verify that hωi = λ(i)ωi for all i; that xωi = ωi+1, as
long as j ≤ mℓ− 2; and that yωi = µ(i)ωi−1, as long as j ≥ 1.
Now suppose j = mℓ−1. Then i+1 = (k+1)(mℓ), so xωi = γ
kxωmℓ−1 = γ
k+1ω0 = ωi+1.
Similarly, if j = 0, then i− 1 = (k − 1)(mℓ) +mℓ− 1 and yωi = γ
kyω0 = βγ
k−1ωmℓ−1 =
βωi−1 = µ(0)ωi−1 = µ(i)ωi−1.
Step 9. V is isomorphic to Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ). In particular, n = dimF V = |λ||µ|.
Consider the linear map φ : Aq,f,g(λ, µ) −→ V defined by φ(t
i) = ωi, for all i ∈ Z.
Comparing relations (3.5) and (3.10), we see that φ is an Hq(f, g)-module homomorphism
and, by Step 6, φ is surjective. Moreover, by the definition of ωi,
φ(ti+mℓ − γti) = ωi+mℓ − γωi = γωi − γωi = 0, for all i ∈ Z.
Hence, φ factors through F[t±1](t|λ||µ|− γ), which by Lemma 3.7 is a maximal submodule
of Aq,f,g(λ, µ). Thus φ induces a surjective homomorphism
φ : Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ) −→ V
and by the maximality of F[t±1](t|λ||µ|−γ) in Aq,f,g(λ, µ), φ is injective, thence an isomor-
phism.
The analogous result for n-dimensional simple modules V such that ynV 6= 0 uses the dual
modules Bq,f,g(λ, µ). This result below follows easily from Proposition 3.8 and the natural
Hq(f, g)-module isomorphism V ≃ V
∗∗, where the action on the dual space is defined in terms
of the order 2 anti-automorphism ι, as explained in Subsection 3.1.
Proposition 3.11. Assume F = F and q 6= 0. Let V be a simple Hq(f, g)-module with
dimF V = n and such that y
nV 6= 0. Then there are γ ∈ F∗, λ ∈ Sf and µ ∈ Tq,g,λ with
|λ|, |µ| ≥ 1, n = |λ||µ| and
V ≃ Bq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ).
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It remains to study those finite-dimensional simple modules on which both x and y act
nilpotently. Fix α ∈ F and set να : Z≥0 −→ F so that
να(i) =
i−1∑
j=0
qjg(f [i−1−j](α)), for all i ≥ 0. (3.12)
Define the Hq(f, g)-module Cq,f,g(α) = F[t] with action
hti = f [i](α)ti, xti = ti+1, yti = να(i)t
i−1, for all i ≥ 0, (3.13)
adopting the convention that yt0 = 0. A routine check shows that (3.13) does define an
Hq(f, g)-module structure on F[t].
Lemma 3.14. Let α ∈ F and να be given by (3.12). Suppose that να(n) = 0, for some n ≥ 1.
Then F[t]tn is a submodule of Cq,f,g(α) and the quotient module Cq,f,g(α)/F[t]t
n is simple if
and only if να(1) · · · να(n− 1) 6= 0.
Proof. It is clear that F[t]tn is closed under the actions of x and h. Also, ytn = να(n)t
n−1 = 0,
so F[t]tn is closed under the action of y as well, and is thus a submodule of Cq,f,g(α).
The quotient module has basis {ω0, . . . , ωn−1}, where ωi = t
i + F[t]tn and the action is
given by
xωi = ωi+1, if i < n− 1, xωn−1 = 0,
hωi = f
[i](α)ωi, yωi = να(i)ωi−1, if i > 0, yω0 = 0.
(3.15)
Suppose να(i) = 0 for some 1 ≤ i ≤ n − 1. Then spanF {ωi, ωi+1, . . . , ωn−1} is a proper
nonzero submodule, so Cq,f,g(α)/F[t]t
n is not simple in this case.
Conversely, suppose that να(i) 6= 0 for all 1 ≤ i ≤ n − 1. Let W ⊆ Cq,f,g(α)/F[t]t
n
be a nonzero submodule. Then applying x enough times to a nonzero element of W , we
deduce that ωn−1 ∈ W . Then να(1) · · · να(n − 1)ω0 = y
n−1ωn−1 ∈ W . Since, by hypothesis,
να(1) · · · να(n−1) 6= 0, we get ω0 ∈W and, ω0 being a generator of Cq,f,g(α)/F[t]t
n, it follows
that W = Cq,f,g(α)/F[t]t
n. This concludes the proof.
Now we characterize the finite-dimensional simple Hq(f, g)-modules on which both x and
y act nilpotently.
Proposition 3.16. Assume F = F. Let V be a simple Hq(f, g)-module with dimF V = n and
xnV = 0 = ynV . Then there is α ∈ F such that να(n) = 0 and V ≃ Cq,f,g(α)/F[t]t
n, where
να is given by (3.12).
Proof. Let X = {v ∈ V | yv = 0}. Then X 6= {0} because ynV = 0. Also, yhX = f(h)yX =
0, so hX ⊆ X. Thus, h has some eigenvector 0 6= ω0 in X, say hω0 = αω0, with α ∈ F.
By the simplicity of V , we know that V = Hq(f, g)ω0. But
{
xihjyk | i, j, k ≥ 0
}
is a basis of
Hq(f, g) and, by hypothesis, x
nω0 = 0, so V = spanF {ω0, ω1, . . . , ωn−1}, where ωi = x
iω0,
for 0 < i < n. Moreover, since dimF V = n, these vectors must form a basis of V .
Then, using Lemma 2.7, we have
xωi = ωi+1, if i < n− 1, xωn−1 = 0,
hωi = f
[i](α)ωi, yωi = να(i)ωi−1, if i > 0, yω0 = 0.
(3.17)
In addition, 0 = yxnω0 = να(n)ωn−1, and hence να(n) = 0. Now, by comparing the relations
(3.15) and (3.17), the isomorphism V ≃ Cq,f,g(α)/F[t]t
n becomes clear.
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We can finally prove our main result which classifies, up to isomorphism, all finite-
dimensional simple Hq(f, g)-modules.
Theorem 3.18. Assume F = F and q 6= 0. Then any simple n-dimensional Hq(f, g)-module
is isomorphic to exactly one of the following simple modules:
(a) Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ), for some λ ∈ Sf , µ ∈ Tq,g,λ and γ ∈ F
∗ such that n =
|λ||µ|.
(b) Bq,f,g(λ, µ)/F[t
±1](t|λ||µ|−γ), for some λ ∈ Sf , µ ∈ Tq,g,λ and γ ∈ F
∗ such that n = |λ||µ|
and µ(i) = 0 for some 0 ≤ i < |λ||µ|.
(c) Cq,f,g(α)/F[t]t
n, for some α ∈ F such that να(n) = 0 and να(i) 6= 0 for all 1 ≤ i ≤ n−1.
Proof. The modules in (a)–(c) are simple by Lemma 3.7 and Lemma 3.14.
Conversely, let V be a simple n-dimensional Hq(f, g)-module. If x
nV 6= 0 then, by Propo-
sition 3.8, V is isomorphic to a module of the form given in (a). Suppose now that xnV = 0. If
ynV = 0 also holds, then by Proposition 3.16 and Lemma 3.14, V is isomorphic to a module of
the form given in (c). Otherwise, we have xnV = 0 and ynV 6= 0. Then, by Proposition 3.11,
V is isomorphic to a module of the form given in (b). Moreover, from (3.6), xn = x|λ||µ| acts
on V by the scalar γ
∏mℓ−1
j=0 µ(j), so µ(j) = 0 for some 0 ≤ j < mℓ.
Finally, to see that modules from distinct parts of (a)–(c) are non-isomorphic, we just
need to observe that indeed xnV 6= 0 for all modules from (a), since xn acts by multiplication
by γ; xnV = 0 for all modules from (b) (by the previous paragraph) and (c); ynV 6= 0 for all
modules from (b), since yn = y|λ||µ| acts on such a V by the scalar γ−1; and ynV = 0 for all
modules from (c).
Example 3.19. Assume that q 6= 0, f = ha and g = hb, with a, b ≥ 1.
The finite-dimensional simple modules of the form Cq,f,g(α)/F[t]t
n depend on the existence
of α such that να(n) = 0 and να(i) 6= 0 for all 1 ≤ i ≤ n − 1, see (3.12). In case n = 1, and
since b ≥ 1, the only possibility is the trivial module Cq,f,g(0)/F[t]t on which all the generators
act as 0. If we define the polynomial νt(n) =
∑n−1
j=0 q
jta
n−1−jb of degree an−1b in the variable
t then, for n > 1, these modules are determined solely by the roots of νt(m), for m ≤ n, and
that study depends heavily on q and the base field F.
Hence, we focus on the simple quotients of the modules Aq,f,g(λ, µ) and Bq,f,g(λ, µ), and
it suffices to determine the possibilities for λ ∈ Sf and µ ∈ Tq,g,λ, with |λ|, |µ| ≥ 1.
For ℓ,m ≥ 0, define
Sℓf = {λ ∈ Sf | |λ| = ℓ} and T
m
q,g,λ = {µ ∈ Tq,g,λ | |µ| = m} .
Let λ ∈ Sf and set α = λ(0). Then, λ(i) = α
ai , for all i ≥ 0. If either α = 0 or a = 1, then
λ ≡ α and |λ| = 1. So assume that α 6= 0 and a ≥ 2. In this case, if αa
k−1 6= 1 for all k ≥ 1
then |λ| = 0. Otherwise, if ℓ = min
{
k ≥ 1 | αa
k−1 = 1
}
, then α determines a unique λ ∈ Sℓf
with λ(i) = αa
j
, for all i ∈ Z, where 0 ≤ j < ℓ and i ≡ j (mod ℓ).
Next we determine all possible µ ∈ Tq,g,λ with |µ| < ∞. Recall that, by Lemma 3.1, µ
is completely determined by α and µ(0). Notice also that Ξ = να(ℓ), where Ξ is the scalar
appearing in (3.9).
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Case A: q is not a root of unity.
Then, by (3.9), the only µ ∈ Tq,g,λ with |µ| <∞ has |µ| = 1 and µ(0) =
να(ℓ)
1−qℓ
.
Case B: q is a root of unity.
• Suppose qℓ = 1. Then either να(ℓ) = 0, µ(0) = β ∈ F is arbitrary and |µ| = 1; or
να(ℓ) 6= 0, µ(0) = β ∈ F is arbitrary, char(F) = p > 0 and |µ| = p.
• Suppose qℓ 6= 1. Then either µ(0) = να(ℓ)
1−qℓ
and |µ| = 1; or otherwise µ(0) ∈ F\
{
να(ℓ)
1−qℓ
}
is arbitrary and |µ| = |〈qℓ〉|.
3.3 Isomorphisms between finite-dimensional simple Hq(f, g)-modules
In this subsection we study when two of the modules appearing in the classification given in
Theorem 3.18 are isomorphic. It follows from the proof of that result that one module from
one of the items in that theorem cannot be isomorphic to one from any of the other items,
but it is possible for two distinct ones of the same type to be isomorphic to each other. Also,
removing the restriction in item (b) that µ(i) = 0 for some 0 ≤ i < |λ||µ|, it becomes possible
for a simple module of the form given in (b) to be isomorphic to one of the form given in (a).
Proposition 3.20. Assume q 6= 0 and let λ, λ′ ∈ Sf , µ ∈ Tq,g,λ, µ
′ ∈ Tq,g,λ′ and γ, γ
′ ∈ F∗,
with |λ|, |λ′|, |µ|, |µ′| ≥ 1. Then
Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ) ≃ Aq,f,g(λ
′, µ′)/F[t±1](t|λ
′||µ′| − γ′)
if and only if γ = γ′ and there exist 0 ≤ i < |λ|, 0 ≤ j < |µ| such that
λ′(k) = λ(k + i) and µ′(k) = µ(k + i+ j|λ|), for all k ∈ Z. (3.21)
Proof. We start out the proof by establishing notation and recalling the properties of the
simple modules involved.
Set V = Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ) and V ′ = Aq,f,g(λ
′, µ′)/F[t±1](t|λ
′||µ′| − γ′). Then
dimF V = |λ||µ| and dimF V
′ = |λ′||µ′|. Define ωi = t
i + F[t±1](t|λ||µ| − γ) ∈ V , so that
ωi+k|λ||µ| = γ
kωi, for all i, k ∈ Z. Then {ωi}i∈I is a basis of V for all I ⊆ Z such that I
contains precisely one representative of each congruence class modulo |λ||µ|. As in (3.10), for
all i ∈ Z,
xωi = ωi+1, yωi = µ(i)ωi−1, hωi = λ(i)ωi and thus also (xy)ωi = µ(i)ωi.
The elements ω′i ∈ V
′ are defined similarly and have identical properties.
The action of h on V is diagonalizable with |λ| distinct eigenvalues, λ(0), . . . , λ(|λ| − 1),
the eigenspace for λ(i) being
Vi = spanF
{
ωi+j|λ| | 0 ≤ j < |µ|
}
.
Similarly,
V ′i = spanF
{
ω′i+j|λ′| | 0 ≤ j < |µ
′|
}
is the eigenspace for the eigenvalue λ′(i) corresponding to the action of h on V ′.
Suppose that φ : V −→ V ′ is an isomorphism. Then in particular these modules have
the same dimension, so |λ||µ| = |λ′||µ′|. The element x|λ||µ| acts on V via multiplication by
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γ and on V ′ via multiplication by γ′. Thus, γ = γ′. Moreover, since the number of distinct
eigenvalues of h must be the same on V and on V ′, we have |λ| = |λ′| and consequently also
|µ| = |µ′|.
For all k, φ(Vk) is an h-eigenspace in V
′ with eigenvalue λ(k). As φ is bijective, this must
be in fact a full eigenspace and furthermore λ(Z) = λ′(Z). In particular, there is 0 ≤ i < |λ|
such that λ(i) = λ′(0) and φ(Vi) = V
′
0 . Then, as x
kVj = Vj+k for all j, and likewise for V
′
j ,
the equality
V ′k = x
kV ′0 = x
kφ(Vi) = φ(x
kVi) = φ(Vk+i)
says that λ′(k) = λ(k + i), for all k ≥ 0. By the periodicity of λ and λ′, this relation holds
for all k ∈ Z.
Now, ω′0 ∈ V
′
0 = φ(Vi) and the (xy)-eigenvalue of ω
′
0 is µ
′(0). On the other hand, the
(xy)-eigenvalues on φ(Vi) are µ(i+ j|λ|), for 0 ≤ j < |µ|, and by Lemma 3.3(c), these are all
distinct. So, there is one (unique) such j satisfying µ′(0) = µ(i+ j|λ|) and φ(ωi+j|λ|) = αω
′
0,
for some nonzero scalar α. Then, as above, acting on both sides of this equality by xk, we
find that φ(ωk+i+j|λ|) = αω
′
k, from which follows that µ
′(k) = µ(k + i + j|λ|), first for all
k ≥ 0 and then for all k ∈ Z, by the periodicity of µ and µ′.
Conversely, if γ = γ′ and (3.21) holds for some 0 ≤ i < |λ| and 0 ≤ j < |µ|, then |λ| = |λ′|
and |µ| = |µ′|, which implies that dimF V = dimF V
′. Define the linear map φ : V −→ V ′ on
the basis {ωk}0≤k<|λ||µ| of V by ωk 7→ ω
′
k−i−j|λ|. By an earlier remark,
{
ω′k−i−j|λ|
}
0≤k<|λ||µ|
is a basis of V ′, so φ is bijective. To show that φ is an isomorphism, it suffices to verify that
aφ(ωk) = φ(aωk) for all k ∈ Z and all a ∈ {x, h, y}. In case a = x this is immediate, in case
a = h this follows from (3.21) and the fact that |λ| = |λ′| and in case a = y this follows from
(3.21). So indeed V ≃ V ′.
Remark 3.22. The proof of Proposition 3.20 implies that
EndHq(f,g)
(
Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ)
)
= F 1,
where 1 is the identity endomorphism. In case F = F, this is just a consequence of Schur’s
Lemma, but we now know that this holds over an arbitrary field F.
There is of course a dual result for the finite-dimensional simple quotients of Bq,f,g(λ, µ).
Proposition 3.23. Assume q 6= 0 and let λ, λ′ ∈ Sf , µ ∈ Tq,g,λ, µ
′ ∈ Tq,g,λ′ and γ, γ
′ ∈ F∗,
with |λ|, |λ′|, |µ|, |µ′| ≥ 1. Then
Bq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ) ≃ Bq,f,g(λ
′, µ′)/F[t±1](t|λ
′||µ′| − γ′)
if and only if γ = γ′ and there exist 0 ≤ i < |λ|, 0 ≤ j < |µ| such that (3.21) holds.
Next, we tackle the finite-dimensional simple quotients of Cq,f,g(α). Since Cq,f,g(α)/F[t]t
n,
when defined, is n-dimensional, the only question is the unicity of α ∈ F, which is easy to
establish in case Cq,f,g(α)/F[t]t
n is simple.
Proposition 3.24. Let α,α′ ∈ F and n ≥ 1 be such that να(n) = 0 = να′(n) and να(i), να′ (i) 6=
0, for all 1 ≤ i ≤ n− 1. Then Cq,f,g(α)/F[t]t
n ≃ Cq,f,g(α
′)/F[t]tn if and only if α = α′.
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Proof. Since να(i) 6= 0, for all 1 ≤ i ≤ n − 1, then by (3.15), {v ∈ Cq,f,g(α)/F[t]t
n | yv = 0}
is one dimensional and h acts on this space by multiplication by α. Any isomorphism
from Cq,f,g(α)/F[t]t
n to Cq,f,g(α
′)/F[t]tn sends the space {v ∈ Cq,f,g(α)/F[t]t
n | yv = 0} to
{v′ ∈ Cq,f,g(α
′)/F[t]tn | yv′ = 0} and h acts on the latter by multiplication by α′, it follows
that Cq,f,g(α)/F[t]t
n ≃ Cq,f,g(α
′)/F[t]tn implies that α = α′.
Finally, we see when a finite-dimensional simple quotient of Aq,f,g(λ, µ) is isomorphic to
a quotient of Bq,f,g(λ, µ).
Proposition 3.25. Assume q 6= 0 and let λ, λ′ ∈ Sf , µ ∈ Tq,g,λ, µ
′ ∈ Tq,g,λ′ and γ, γ
′ ∈ F∗,
with |λ|, |λ′|, |µ|, |µ′| ≥ 1. Then
Aq,f,g(λ, µ)/F[t
±1](t|λ||µ| − γ) ≃ Bq,f,g(λ
′, µ′)/F[t±1](t|λ
′||µ′| − γ′)
if and only if γ = γ′
∏|λ||µ|−1
j=0 µ(j) and there exist 0 ≤ i < |λ|, 0 ≤ j < |µ| such that (3.21)
holds.
Proof. Suppose that
∏|λ||µ|−1
j=0 µ(j) 6= 0. Set V = Aq,f,g(λ, µ)/F[t
±1](t|λ||µ|−γ), n = |λ||µ| and
ωi = t
i + F[t±1](tn − γ) ∈ V , as in Proposition 3.20. We define a new basis {ωi}0≤i<n of V
by ωi =
(∏i
j=0 µ(j)
−1
)
ωi, for all 0 ≤ i < n. Then:
hωi = λ(i)ωi,
xωi = µ(i+ 1)ωi+1, if i < n− 1, xωn−1 =
γ
µ(1) · · · µ(n− 1)
ω0,
yωi = ωi−1, if i > 0, yω0 =
µ(0) · · · µ(n− 1)
γ
ωn−1.
Comparing the above with (3.6) we see that
V ≃ Bq,f,g(λ, µ)/F[t
±1](tn − γ˜), with γ˜ =
γ
µ(0) · · · µ(n− 1)
.
So suppose that V ≃ V ′, where V ′ = Bq,f,g(λ
′, µ′)/F[t±1](t|λ
′||µ′| − γ′). Then, in par-
ticular, |λ′||µ′| = n. Notice that yn acts on V as µ(0)···µ(n−1)γ and on V
′ as 1γ′ . So γ =
γ′
∏n−1
j=0 µ(j). Since γ 6= 0, it follows also that
∏n−1
j=0 µ(j) 6= 0. By the first paragraph of
the proof, we deduce that V ≃ Bq,f,g(λ, µ)/F[t
±1](tn − γ′). So Bq,f,g(λ, µ)/F[t
±1](tn − γ′) ≃
Bq,f,g(λ
′, µ′)/F[t±1](t|λ
′||µ′| − γ′) and the desired relations between λ, λ′, µ, µ′ are given by
Proposition 3.23.
Conversely, suppose that γ = γ′
∏n−1
j=0 µ(j) and that (3.21) holds, for some i, j. Then,
again we have that |λ′||µ′| = |λ||µ| = n and
∏n−1
j=0 µ(j) 6= 0. Therefore,
V ≃ Bq,f,g(λ, µ)/F[t
±1](tn − γ′) ≃ Bq,f,g(λ
′, µ′)/F[t±1](tn − γ′),
by Proposition 3.23.
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4 Concluding remarks
The class of quantum generalized Heisenberg algebras seems interesting and worth studying
further. In a future work [23], we determine when a quantum generalized Heisenberg algebra
is noetherian, tackle the isomorphism problem for this class and also describe the associated
groups of automorphisms. There are many more features of this class of algebras which deserve
being investigated. We conclude the paper with a series of questions for further study.
• Compute the global dimension of Hq(f, g) (compare [11]).
• Determine those quantum generalized Heisenberg algebras all of whose finite-dimensional
representations are completely reducible (compare [10]).
• Study simple weight modules for Hq(f, g). In [24] the authors set forth the study
of simple weight modules over generalized Weyl algebras of non-automorphism type,
applying their results to generalized Heisenberg algebras H(f). It is natural to extend
this study to all quantum generalized Heisenberg algebras Hq(f, g).
• Determine the primitive ideals of Hq(f, g) (compare [26] and [27]).
• Investigate Hochschild (co)homology of Hq(f, g) (compare [12]).
• In [7] the authors embed a certain type of down-up algebra A into a skew group algebra
A ∗ G, where G is a subgroup of the automorphism group of A, and then construct a
Hopf algebra structure on A∗G. As an example, when the defining parameters of A are
such that A is isomorphic to the enveloping algebra of the Heisenberg Lie algebra, then
the group G is trivial and the Hopf structure obtained agrees with the usual one on an
enveloping algebra. It would be a very interesting project to generalize this construction
to (an appropriate subclass of) quantum generalized Heisenberg algebras.
• In a different direction, in [20] the authors classify the down-up algebras which have a
Hopf algebra structure and this would be a natural question for Hq(f, g) as well.
• Going back to the Physics literature on generalized Heisenberg algebras, where these
appeared to be defined over rings more general than the polynomial ring F[h], it would
also be of interest to consider quantum generalized Heisenberg algebras defined over a
Laurent polynomial ring F[h±1], a power series ring F[[h]] or the rational function field
F(h).
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