Abstract-Real-time detection of high-frequency RF signals requires sophisticated hardware with large bandwidth and high sampling rates. Existing microwave photonic methods have enabled sub-Nyquist sampling for bandwidth-efficient RF signal detection but fall short in single-shot reconstruction. Here we report a novel single-shot sub-Nyquist RF signal detection method based on a trained deep neural network. In a proof-of-concept demonstration, our system successfully reconstructs high frequency multi-toned RF signals from 5x down-sampled singleshot measurements by utilizing a deep convolutional neural network. The presented approach is a powerful digital accelerator to existing hardware detectors to significantly enhance the detection capability.
I. INTRODUCTION
Processing and detection of high frequency RF signals is of crucial importance in various applications such as wireless communications, electronic warfare, large-bandwidth radar, cosmology and even ultrafast imaging. Sophisticated hardware (broadband analogue front end circuits and high-speed analogto-digital convertors) are always required to sample RF signals into digital world as per well-known Shannon-Nyquist theorem [1, 2] . Those hardware are either expensive or suffer from limited detection bandwidth and sampling rates due to electronic bottleneck.
Microwave photonic signal processing approaches have been proposed to address this challenge by achieving subNyquist signal reconstruction. For examples, photonic time stretch (PTS) analog-to-digital conversion used chromatic dispersion to slow down fast RF signals carried with pre-chirped optical pulses [3] . Built on this concept, an anamorphic stretch approach can further reduce the signal time-bandwidth product (TBWP) by selectively stretching the high-frequency features further [4, 5] . One of the major challenges for stretch-type methods is that they only work for time-gated RF signals to allow them to be further stretched. Recently, photonic compressive sensing has shown great potential in bandwidthcompressed RF signal detection [6] [7] [8] . However, compressive sensing approach suffers from the following fundamental problems: (1) high-speed random bit sequences are always required; (2) it only works for spectrum-sparse RF signals; (3) it falls short in single-shot real-time signal detection as it requires the same signal to be mixed with various pre-set random sequences for the reconstruction purpose, which is not always feasible in many practical scenarios such as frequency hopping spread spectrum systems. Recent research efforts on phaseshifted Fourier domain scanning [9] have been made to address the first two issues. However, the third one remains an unsolved challenge. Therefore, new methods to achieve significant subNyquist sampling for single-shot high-frequency RF signal detection are highly desirable.
Recently, deep learning [10] , which is a new class of machine learning methods using deep layered neural networks for automated data analysis, has attracted wide interests and found rich applications in signal processing [11] , spectrum measurement [12] , microscopy [13] and object classification [14] . Here we propose and demonstrate the first use of a deep convolutional neural network in sub-Nyquist temporal signal reconstruction, significantly enhancing its detection bandwidth for high-frequency RF signals. In our trained network, the only input is under-sampled serial data captured in a single-shot using a normal low-speed real-time oscilloscope, without any extra signal mixing as used in the existing microwave photonic solutions [6] [7] [8] [9] . Therefore, single-shot sub-Nyquist RF signal reconstruction with significant data compression or bandwidth enhancement can be achieved. In a proof-of-concept experiment, we blindly tested the trained deep learning model using various unknown RF signals with randomly selected multitoned carrier frequencies. Satisfactory reconstruction of a 5-tone RF signal (0.86875 GHz, 0.9375 GHz, 1.0375 GHz, 1.10625 GHz, and 1.13125 GHz) has been achieved from 1.8x under sampling at 1.25 GS/s. The presented approach functions as a powerful digital accelerator to the existing hardware detectors to enhance the detection capability. Our method can be applicable to many other fields beyond microwave photonics, where high-speed temporal signal detection is essential.
II. DEEP LEARNING MODEL ARCHITECTURE
Details beyond the Nyquist frequency of the under-sampled signals are unable to be reconstructed if we utilize traditional methodologies, e.g. Whittaker-Shannon interpolation or spline interpolation. In this section, we propose a very deep convolutional neural network inspired by Kim et.al. [15] . The configuration of our network model, which consists of three main parts: Deconvolution, Mapping and Reconstruction, is outlined in Fig. 1 . The first part is Deconvolution (also known as convolutional transpose) layer, which projects low-dimensional data (Input) to 64 feature maps with the same size as the reconstructed Output. This scaling up process prepares the input data for subsequent mapping and reconstruction steps. The last layer of the reconstruction step is just a general convolutional layer. In the Mapping step, in order to simplify our model, we cascade m convolutional layers with each being followed by an individual PReLU layer [16] . For better understanding, we separately denote convolutional layers as Conv(fi; ci; ni; si), and deconvolutional layers as Deconv(fi; ci; ni; si), where the variables fi; ci; ni; si represent the filter size, the number of channels, the number of filters and stride in the i th layer, respectively. To properly carry out convolutional operation, neighbouring points need to keep the same size for all the features maps (including the output signals) [17] . This is done by filling up the maps with zeros for missing elements.
III. DATA PREPARATION AND TRAINING DETAILS
Since all periodic 1D signals can be modelled as superposition of multiple sinusoidal waves with different phases and amplitudes, in this work we decide to use superposition of sinusoidal signals with various frequency components and amplitudes to generate the training set for our network. We aim to reconstruct a section of multitoned RF signal with total 1000 sampled points from an under-sampled Input data with only 200 sampled points. Let ࣛ ߳ ሾͲሺͲǤͳሻͳሿ and ࣠ ߳ ሾͳͲͲሺͳሻʹͲͲሿ denote the normalized amplitudes and frequency values of each sine waves respectively. In addition, the number of frequency components in each sinusoidal signal, denoted by ࣨ ߳ ሾͷሺͳሻ͵Ͳሿ, is also randomly selected to produce the whole training set. The above notation ሾ݄ ଵ ሺο݄ሻ݄ ଶ ሿ stands for a list of ݄ starting from ݄ ଵ to ݄ ଶ with the increment of ο݄. Then each sample ߕ in our training set can be generated as follows:
Equation (1) indicates that our training samples are produced from the combination of multiple randomly selected sinusoidal signals, which are characterized by three variables ࣛǡ ࣠ and ࣨ. This leads to good diversity of our training data set and better inclusivity of our model. With Eq. (1) we generate a total of ͺ ൈ ͳͲ ହ training samples for our deep neural network model. Each sample involves a 200-point under-sampled signal as the Input to the model and a 1000-point Nyquist sampled signal as the Target to guide the training. Note that ሼ࣠ ଵ ǡ ǥ ࣠ ࣨ ሽ is a selected set of frequency values to produce one training sample. According to the Nyquist-Shannon sampling theorem, at least ʹ ൈ ݉ܽ‫ݔ‬ሼ࣠ ଵ ǡ ǥ ࣠ ࣨ ሽ points are required if one would like to restore the original signal without losing any frequency components. Therefore, the produced training data sets well represent sub-Nyquist sampling. Note that although we use a fixed signal length in the training process, the deep convolutional neural network presented here can be further applied on signals of arbitrary length during testing. Now we describe the objective function to be minimized in an attempt to find optimal parameters of our model shown in Fig.  1 . Let ‫ݔ‬ and ‫ݕ‬ denote an under-sampled signal and an 'original signal' respectively. Given a training set ሼ‫ݔ‬ ሺሻ ǡ ‫ݕ‬ ሺሻ ሽ ୀଵ ே , our goal Figure 1 : Structure of our deep neural network. Given an under-sampled input data stream, the first layer, namely Deconvolution, samples them up to a series of feature maps. It is worth noting that the deconvolutional stride of Deconvolution is equal to the scale, which depends on the magnification factor, e.g., 2X, 3X of our model. After a non-linear mapping layer PReLU, we stack m pairs of layers (convolution and nonlinear) with the same structure consecutively to construct the second part. The last layer combines predictions within different channels to produce the final signal with relatively perfect integrity. is to learn a model ݂ that predicts values ‫ݕ‬ ො ൌ ݂ሺ‫ݔ‬ǡ ߠሻǡ where ‫ݕ‬ ො is an estimated signal and ߠ is the set of parameters (including weights and bias) in our model. The model function ݂ is attained by optimizing a classical loss function -mean squared error (MSE) between the estimated and the original signals averaged over the training set, as shown in the following equation.
We used a network with total number of layers being ݉ ൌ ͳͺ. Training uses batches of size 64 and Adam algorithm [18] for optimization. We set the initialized learning rate to 10 -4 . Then training is regularized by the weight decay (L2 penalty multiplied by 10 -4 ). For the weight initialization, we use the method developed by He et al [16] . We train all the experiments over 100 epochs, which takes roughly 4 days on a GPU Tesla K80 platform. We implement our model using a TensorFlow-GPU package [19] .
Performance of our trained network has been evaluated using both training and testing data in terms of Signal-to-Noise Ratio (SNR) of reconstructed signals. 95% of the produced data are used to train the model and the rest 5% are used to test our model at the same time. Performance evaluation results are shown in Fig. 2 . These two convergence curves in the figure explicitly point out that the designed model is effective and without overfitting.
IV. EXPERIMENT OF DEEP LEARNING RF SIGNAL DETECTION
A proof-of-the-concept experiment has been carried out to verify the utility of our trained deep learning network in the single-shot sub-Nyquist RF signal reconstruction. In the experiment, unknown analogue RF signals with randomly selected multi-tones are generated using an arbitrary waveform generator (Tektronix AWG7122C). RF signals are back-to-back measured using a real time digital oscilloscope (Tektronix DPO72304DX) under two different detection settings to obtain the original and under-sampled signals.
In this section, we evaluate the performance of our model on signals collected from oscilloscope in terms of Signal-Noise Ratio (SNR). A 5-tone RF signal with carrier frequencies of (0.86875 GHz, 0.93750 GHz, 1.03750 GHz, 1.10625 GHz, and 1.13125 GHz) has been considered to exemplify our model. The frequency model is described in Fig. 2 . Considering that the actual sampling rate (f s) of the AWG is set as 6.25 GS/s, the tones are considered to be within the discrete range ቂ (1)200] along the total 1000-point spectrum, where ο݂ is the frequency resolution (6.25 MHz in our case). Based on this frequency model, the multiple RF tones are located at 139,150, 166,177, and 181 on the normalized frequency range of -499:500. The length of individual target signal is considered to be 1000 points with 160 ps as the sampling time in the real-time oscilloscope (Setting one). To produce the testing signal, the same Fig. 4 . Top two is the low-sampled data plotted on temporal and frequency domain compares with the original data, it is obvious that most of the highfrequency details are missing due to the insufficient sampling rate. In contrast, the bottom two show that the signal reconstructed by our model is very similar to the original signal. oscilloscope captures the same multi-tone RF signal again with a 5x down-sampling rate of 1.25 GS/s (Setting two), leading to the actual under-sampled signal with a length of only 200 points. Note that the under-sampled testing signal is captured in a singleshot measurement and is the only input to our trained deep neural network to reconstruct the original signal. Therefore single-shot sub-Nyquist RF signal reconstruction can be achieved in our approach.
Reconstruction results are shown in Fig. 4 . Figure 4(a) compares the original RF signal (1000 points) to the directly down-sampled signal (200 points). It is clearly evident that down-sampling has lost many high-frequency components, which can be confirmed by the frequency domain results as shown in Fig. 4(b) , where only fake low-frequency components can be restored. On the other hand, with our trained deep neural network, the original signal has been faithfully reconstructed from under-sampled single-shot measurement with SNR of 14 dB, as confirmed by Figs. 4(c) and (d) .
V. CONCLUSION
We have proposed and experimentally demonstrated a novel approach for single-shot sub-Nyquist reconstruction of high frequency RF signals with 5x down-sampled detector. This was made possible based on the first use of deep convolutional neural network in super-pixel 1D signal reconstruction. To train our deep learning model, a big sample set has been produced based on random frequency combination. With the trained model, a multi-tone RF signal has been faithfully reconstructed from 5x down-sampled single-shot measurement. This approach can significantly enhance the detection capability of existing hardware detectors and hence holds great promise in many fields of microwave photonics, where high-speed temporal signal detection is essential.
