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Abstract. Let A be a finite set. A code is a subset of the set A* of all finite sequences on A with 
the property of unique deciphering. Codes are related with sofic systems in two ways: considering 
the right-resolving cover, with state space ,Y, of a sofic system S, for a e 2, the set of labels of 
minimal paths from a to itself is a (rational) code called the first return code; conversely, a 
rational code generates a sofic system by concatenation. We show that a necessary and sufficient 
condition for a sofic system to be of finite type (resp. almost finite type) is that all first return 
codes are local (resp. with unique splitting to the right and left): local codes and codes with unique 
splitting are related to classical families: local codes are circular, and finite local codes are identical 
to finite circular codes; finite codes with unique splitting are identical to finite codes with finite 
deciphering delay to the same side. Restivo proved that finite circular codes generate subshifts 
of finite type: we show finally that finite codes with unique splitting to the right and left generate 
almost finite type subshifts. But those two results do not hold when the finiteness hypothesis 
dropped. 
1. Introduction 
Soit A un ensemble  fini, A* l 'ensemble  des suites finies sur A ou roots (y compr is  
le mot  vide) muni  du produ i t  de concat6nat ion,  A z l 'ensemble des suites bi-'~nfinies 
d'616ments de A. Un sous-syst~me est un ferm6 de A z, invar iant  par  le ddcalage tT. 
Il est ent i~rement  caract6ris6 par  l 'ensemble,  appel6 langage associ6, des mots qui 
se rencont rent  dans la suite de ses coordonn6es .  
Il est donc  naturel  de chercher  ~ rapprocher  le po int  de vue des sous-syst~mes 
et celui des langages. D 'assez  nombreux  articles, parmi  ceux cit6s [1, 2, 10], ont  
notamment  cet objecti f .  C 'est  aussi ce que nous tentons  de faire ici. 
La classe des syst~mes ofiques--ceux dont  le langage associ6 est rat ionnel ,  ou  
reconnaissab le  par  un automatc  f in i - - cont ient  deux  famil ies qui jouent ,  la premiere  
surtout ,  un  rSle ext rSmement  impor tant  en Dynamique  Symbol ique:  
- les syst~mes de type fini, d6finis par  l ' interdict ion d 'un  hombre  fini de roots; 
- les syst~mes presque de type fini, plus g6n6raux que les premiers,  plus difficiles 
d6finir et introduits  par  Marcus  [8] ~ l 'occas ion d 'un  th6or~me de codage.  
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Tous ces syst~mes sont reconnus par des automates finis, c'est-~-dire que leurs 
mots sont les 6tiquettes de chemins existant dans des graphes orient6s ~ ar~tes 
&iquet6es dans l'alphabet A. Un tel automate peut ~tre choisi minimal. On appelle 
code de premier etour l'ensemble des &iquettes des chemins minimaux partant d'un 
sommet donn6 et y ramenant; la notion ne prend tout son sens que lorsque le graphe 
est fortement connexe, ce qui correspond fi la :ransitivitd u syst~me sofique associ6, 
et ce que nous supposerons toujours par la suite. 
Par ailleurs, &ant donn6 un langage L, on appelle syst~me ngendrd par L le 
sous-syst~me obtenu en prenant la fermeture de rensemble des suites de A z qui se 
d6coupent enti~rement en roots de L. Quand Lest fini, cet ensemble st d6jfi ferm6. 
En particulier, tout code de premier etour de S engendre S. 
I1 est tr~s facile de montrer que quand un syst~me st sofique, teus les codes de 
premier etour associ6s ont rationneis, et que "r6ciproquement", si l'on se donne 
un code rationnel quelconque, le syst~me qu'il engendre st sofique. 
Nous allons donner, pour les syst~mes de type fini et presque de type fini, des 
r6sultats du m~me genre que les pr6c6dents: nous caract6risons leurs codes de 
premier etour, et nous exhibons des familles de codes finis qui en engendrent. 
Pour ce qui est des syst~mes de type fini, on avait d6j:~ des r6sultats partiels: B6al 
[1, Proposition 1.3] a signal6 la circularit6 des codes de premier etour des syst~mes 
de type fini; Restivo [9] a d6montr6 qu'un code circulaire fini engendre un syst~me 
de type fini. 
Apr~s une Section 2 consacr6e aux d6finitions et rappels, nous introduisons dans 
la Section 3 deux nouvelles classes de codes: les codes locaux et les codes ti d#coupage 
unique fi droite (ou fi gauche), dont nous d~crivons les relations avec certaines 
families de codes plus classiques; dans la Section 4, nous montrons qu'un syst~me 
de type fini (resp. presque de type fini) a pour codes de premier etour des codes 
locaux (resp. pr6fixes h d6coupage unique ~ gauche). Pour que la r6ciproque soit 
vraie, il faut qu'ils le soient tous, comme le prouvent deux contre-exemples. Nous 
&ablissons ensuite qu'un code fini h d6coupage unique h gauche t ~ droite engendre 
un syst~me presque de type fini. 
2. D~finitions 
Soit A un ensemble fini, A* l'ensemble des suites finies sur A ou mots (y compris 
le mot vide) muni du produit de concat6nation, A z l'ensemble des suites bi-infinies 
d'616ments de A. La longueur du mot u ~ A* est not6e [u[. Un mot u est prdfixe 
(resp. s~ffixe) du mot v s'il existe u' tel que v = uu' (resp. v = u'u). 
On munit A z de la topologie usuelle, pour laquelle il est compact. Pour s s A z, 
la notation s(i,j), i<~j, d6signe le mot sisi+~.., s~_~. Le ddcalage o': Ae--> A ~, d6fini 
par o'((an),~z)= (an+~),~z est une bijection bicontinue. 
Un langage est une partie de A*. Par ana!egie avec la notation A*, on note L* 
rensemble des concat6n6s de mots de L. Un langagc L estfactoriel siVuv ~ L, u, v ~ L. 
II est prolongeable si Vu ~ L, 3a, b ~ A tels qu~ aub ~ L. 
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2.1. Sous-syst~mes et automates 
Pour tout ce paragraphe, on se r6f6rera ~ [5]. 
Un sous-syst~me S sur A est une partie ferm6e (donc compacte) de A z, invariante 
par tr: tr(S) = S. Un sous-syst~me est enti~rement d6termin6 par le langage associd, 
c'est-h-dire par le langage factoriel prolongeable 
L(S) = {s(i,j) ls ~ S, i<~j}. 
S 6tant invariant, un mot u appartient ~L(S) si et seulement s'il existe x = (xn)n~z e S 
tel que u =x(0,  lul). 
Un sous-syst~me est dit transitif (on le dit 6galement du langage associ(-) si 
Vu, v~ L(S), 3w tel que uwv~ L(S). 
Dans ta suite, nous supposerons implicitement que tousles syst~mes consid6r6s 
sont transitifs. 
Les applications naturelles dans la classe des sous-syst~mes sont les morphismes: 
applications continues, surjectives, commutant avec le d6calage. Soit 4) : T-> S une 
application surjective t commutant avec le d6calage. C'est un morphisme si et 
seulement s'il existe n ~ [~ tel que pour tout t ~ T, (~b(t))o ne d6pend que de t(-n, n). 
Deux sous-syst~mes sont (topologiquement) conjuguds i l'un est l'image de l'autre 
par un morphisme bijectif. A d6faut que Set  T soient conjugu6s, il peut exister un 
morphisme ~b rdsolvant ~ droite de T vers S: il existe un entier i tel que s is  = ~b(t), 
si l'on conna~t s(-i ,  i) et t(- i ,  0), alors to est fix6. Un morphisme st dit fermant fi 
droite s i t  est enti~rement d6termin6 par la connaissance de son image s et de 
t(-oo, 0). Bien entendu, les mSmes notions se d6finissent ~ gauche. 
Un sous-syst~me S _ A ~' est de typefini s'il est d6fini par l'exclusion d'un nombre 
fini de mots (et de tous ceux qui les contiennent). 
Soit Bun  ensemble fini, Gun graphe orient6 fortement connexe sur B, tel qu'une 
ar~te au plus relie une lettre donn6e h une autre. On leur associe le syst~me S~ sur 
B, constitu6 des 616ments de B ~ dans lesquels deux lettres ne se suivent que si l'ar~te 
correspondante existe dans (3. On montre facilement que tout syst~me de type fini 
tr~nsitif est conjugu6 ~t un syst~me de type So. 
Un sous-syst~me S est sofique si et seulement si le langage L(S) est rationnel (la 
classe des parties rationnelles de A* est la plus petite classe contenant ies parties 
finies et stable pour les op6rations bool6ennes, le produit de concat6nation etpour 
le passage au sous-monoide ngendr6 [6]). Les syst~mes ofiques sont aussi les 
images par morphismes des syst~mes de type fini. Ceux-ci sont donc sofiques [11]. 
Exemple 2.1. L'ensemble des suites de {a, b} z telles que ie nombre de b compris 
entre deux a soit toujours pair est un syst~me sefique qui n'est pas de type fini. 
Voici une caract6risation des syst~mes sofiques transitifs (pour plus de pr6cisions, 
voir [7]): soit Gun graphe orient6 connexe sur un ensemble fini d'etats B, ?~ arStes 
6tiquet6es par les lettres de A, une ar&e d'6tiquette donn6e au plus joignant deux 
6tats donn6s. On appelle un tel graphe un automate. L'ensemble des 6tiquetages 
? 
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des chemins de ce graphe st un langage factoriel prolongeable, qui d6finit le syst6me 
S reconnu par rautomate G. Lorsqu' un chemin d'6tiquette u m~ne de a en fl, on 
note a --~ ft. On dit que le mot u est synchronisant (pour un certain automate G) 
si tout chemin du graphe ayant pour 6tiquetage u aboutit en un m6me sommet du 
graphe. 
Lorsque Best  fini, le syst6me d6fini est sofique, et r6ciproquement tout syst6me 
sofique transitif est reconnu par un automate fini. On peut choisir celui-ci minimal. 
Lorsque le graphe G choisi, h sommets dans B, est minimal, on associe /l S un 
syst~me de type fini T et un morphisme d~ de T vers S appel6s couverture minimale 
droite de S, de la fagon suivante: l'alphabet est A x B, et t e (A x B) z appartient 
T si et seulement si pour tout n s Z, il existe une ar6te d'etiquette s, de t, vers 
t,+l. Le morphisme d~ de projection sur A z envoie T sur S: on v6rifie facilement 
qu'il est r6solvant ~ droite. 
Exemple 2.2. L'exemple 2.1 a pour graphe minimal e graphe de la Fig. 1. 
Proposition 2.3. (1) [3, Proposition 4] Soit S sofique, (T, dp ) sa couverture minimale 
fi droite, t~ un morphisme fermant fi droite d'un syst~me tle iype fini T' Sur S. Alors 
0 factorise par dp. 
(2) [3, Lemme 12] Soit S sofique, Tet T' de type fini, transitifs, d~ : T'--> T, dp': T--> S 
deux morphismes. Alors si d~' o dp est fermant ~ droite (resp. fi gauche), il en va de 
mSme de dp et dp'. 
Pour reconnaitre si un syst6me sofique est de type fini, il suffit de d6terminer s'il 
existe un entier n tel que tout mot u de longueur sup6deure ~n soit synchronisant 
pour l'automate minimal. Pour d6terminer qu'il n'est pas de type fini, ii suffit de 
trouver un mot u et deux 6tats distincts a, fl tels que a _._>u a et fl --->u ft. 
Une classe interm6diaire ntre syst6mes de type fini et sofiques est ceile des 
syst~mes presque de type fini: on dit que le syst6me sofique S est presque de type 
fini si, (T, ~) 6rant la couverture minimale ~ droite de S, ~b est en m~me temps 
fermante ~ gauche. On trouvera des caract6risations dans [8] et [3]. 
Exemple 2.4. L'Exemp!e 2 ! est presque de type fini; le suivant (Fig. 2) ne l'est pas 
(tout 616ment commengant par une infinit6 de a suivis d'un b a deux rel6vements 
par ~b distincts qui sont identiques ~ droite d'une certaine coordonn6e). 
aC1~- - - - - - -2  
Fig. 1. 
OCl,  ,2 
Fig. 2. 
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Chacune des trois classes que nous avons d6finies est stable par conjugaison, 
mais seuls les sofiques sont stables par morphismes. 
2.2. Ddcoupages et codes 
Nous venons de voir comment engendrer certaines classes de syst~mes (ou de 
langages) ~l'aide de graphes; nous alions voir comment les engendrer par concat6na- 
tion de mots. I1 nous faut d'abord d6finir plusieurs notions de d6coupage: soit F 
une pattie de A*. 
(a) On dit que s ~ A z a un ddcoupage n F s'il existe une suite strictement croissante 
(ni)i~z d'entiers relatifs (le ddcou?age) telle que 
Vi  ~ Z,  s(ni,  ni+i) ~ F. 
Chacun des n~ est une scansion de ce d6coupage. 
(b) L'616ment re  A N a un d6coupage n F s'il existe une suite strictement 
croissante d'entiers (n i )~l ,  o6 I est un intervalle ntier commen~ant en 0 ou bien 
N lui-m~me, avec no = 0, tclle que 
(1) Vi tel que i+1 ~ I, s(n~., n~+~)e F, 
(2) si I = [0, i], pour tout k ~ n~ il existe un mot x e F et un mot u e A* tels que 
s(ni ,  k )u  = x. 
Un d6coupage d'un 616ment de A -N se d6finit sym6triquement. 
(c) Enfin u ~ A* a un d6coupage n F si: 
(1) il existe des mots u~, u2 , . . . ,  un darts F (n I>2) tels que u~ = u's, u, =pu"  (les 
mots p, s, u, u' pouvant 6tre vides) et u = su2 . . ,  u,_~p, ou bien 
(2) il existe un mot u~ dans F, et deux mots u', u" dans A*, 6ventuellement vides, 
tels que ul = u'uu". 
Un d6coupage du type (1) est dit circulaire si en outre u~ = u, =ps. 
On note F °° l 'ensemble des points de A -7 ayant un d6coupage n F, et SF sa 
fermeture. Sr est appei6 le syst~me cod# engendrd par F. I! est toujours transitif. Les 
syst~mes sofiques transitifs ont cod6s [2]. 
Remarque 2.5. Lorsque F est fini, Sj: = F ~, et il n'existe de d~oupages  d'un point 
de A N ou de A .-N qu'avec I = N. 
Remarque 2.6. Les d6finitions des d6coupages sur A z et A N ne semblent pas coordon- 
n6es. Remarquons d'une part qu'avec une d6finition plus large sur A z, la d6finition 
de S~.- ~le change pas; d'autre part, nous verrons plus loin que la r6ciproque de la 
Proposition 4.2 n'est vraie qu'avec la d6finition retenue des d6coupages sur A N. 
Un langage Lest  un code (voir [4]) si la relation 
XlX2 . . . Xk = yl y2 . . . yn, xi, yi ~ L 
entra$ne, pour tout i, xj = y~ et k = n. Un code prdfixe (resp. suftixe) est un langage 
L dont aucun mot n'est pr6fixe (resp. suffixe) d 'un autre (un code biprdfixe est un 
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code/t la fois pr6fixe et suffixe). L'appellation est coh6rente: un code pr6fixe (suffixe) 
est toujours un code. Un code circulaire est un langage F tel ~u'aucun mot 
ne poss6de deux d6coupages circulaires distincts, c'est-h-dire tel ~:ae tout point 
p6riodique de F ~ ait un seul d6coupage n E 
L'expression "syst6me cod6" s'explique ainsi: soit Gun automate (~ 6tats non 
n6cessairement finis), a un 6tat de cet automate. L'ensemble des mots qui ram6nent 
pour la premiere fois de c¢ en lui-m6me est un code pr6fixe qui engcndre S. I1 est 
not6 C(a)  et appel6 de premier retour en l'dtat a. Or tout syst6me ¢od6 peut se 
d6finir $ l'aide d'un automate infini [2]. I1 est done associ6 ~ des families de codes 
pr6fixes, une par automate (or il y a beaucoup d'automates diff6rents qai en~eiJti~ent 
un m~me syst~me cod6). 
Remarque 2.7. Pour tout u tel que a --->" a, u appartient/l (C(a))*. 
2.3. Questions et r~ponses 
Revenons au syst~me ngendr6 par un langage F. Quelles relations e:dste-t-il entre 
hypotheses restrictives :ar F et classes de syst~mes cod6s engendr6s (nous nous 
restreindrons ici ~ des syst~mes sofiques)? Les principaux r6sultats cc nnus sont les 
deux suivants. 
Proposition 2.8. Pour tout syst~me sofique transit~f, les codes de premier etour de son 
automate minimal sont des codes rationnels; tout systdme ngendrd par un langage F 
rationnel ( en particulier fini) est sofique. 
Par contre, on connai't des syst~mes sofiques transitifs pour lesqu~ls il n'existe 
aucun langage fini les engendrant. 
Proposition 2.9 (Restivo [9]). Tout syst~me ngendrd par un code circulaire fini est 
de type fini. 
3. Divers types de codes 
La notion de code pr6fixe est classique. La propri6t6 suivante nest une g6n6ralisa- 
tion: un langage L est un code d ddlai de ddchiffrement fini ~ droite si /In s ~1 (le 
ddlai de ddchiffrement) tel que Vx, x 's  L, y ~ X", u ~ A*, alors 
xyu ~ x 'X*  " = " entralne x x ,
la d6finition est analogue ~ gauche n inversant le sens des concat6nations. Un code 
d61ai de d6chiffrement fini est bien stir un code (voir [4]); les codes pr6fixes sont 
exactement les codes ~ d61ai de d6chiffrement ul ~ droite, les codes suffixes ceux 
d61ai de d6chiffrement ul ~ gauche. 
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Par contre, les deux d6finitions uivantes ont nouvelles. On verra qu'elles sont 
taill6es/t la mesure des syst~mes de type fini et presque de type fini. 
D6finition 3.1. Un langage L est un code local s'il existe d s N tel que Vu = UoU'U~ 
A*, [uol = [u~l = d, alors deux d6coupages distincts de u ont les m~mes cansions 
sur u'. 
D6fin~tion 3.2. Un langage Lest  un code fi ddcoupage unique d droite (resp. d gauche) 
si tout 616ment de A N (resp. A -N) a au plus un d6coupage n L. 
Proposition 3.3. Un code d ddcoupage unique d gauche ou d droite, un code local sont 
d~?s codes. 
D6monstration. Si un langage n'est pas un code, il est facile de construire un 616ment 
de A ~ ou de A -~ ayant deux d6coupages, et une paire de mots u, u' de longueur 
quelconque telle que uu' ait un d6coupage passant entre u et u' et un autre n'y 
passant pas. [] 
Proposition 3.4. (1) Un code local est d ddlai de ddchiffrement fini fi gauche t d droite, 
d ddcoupage unique d gauche t d droite, circulaire. 
(2) Un code prdfixe est d ddcoupage unique d droite. 
D6monstration. (1) Supposons Y non ~ d61ai de d6chiffrement fini/t droite, et soit 
d > 0. On peut donc trouver x, x'~ X, x ~ x', y ~ X d (donc lYl ~> d), u s A* tels que 
xyuex'X*.  Soit z~X*  tel que Izl>~d: alors le mot zxy a deux d6coupages dont 
les restrictions au segment x sont distinctes, l 'une ayant une scansion ~ la im de x 
et aucune avant, l'autre en ayant une ~ la fin de x'. Y ne peut donc 6tre local. 
Raisonnement identique ~ gauche. Un code local est donc ~t d61ai de d6chiffrement 
fini des deux c6t6s. 
Si Y n'est pas/t d6coupage unique fi droite, il ne peut ~tre local: en concatgnant 
un mot de Y ~ gauche de chacun des deux d6coupages d'un 616ment de A N, on 
obtient des mots de longueur quelconque dont le segment central a deux d6coupages, 
ce qui contredit le caract~re local. 
Enfin, si Y est local, un 616merit s c A z a au plus un d6coupage n Y: s'il en 
avait plusieurs, il serait facile de trouver s(i,j)= uou'u~ ayant deux d6coupages 
distincts sur le segment u'. Cela s'applique notamment aux points p6riodiques de 
A z, donc Y est circulaire. 
(2) L'existence d'une p:emi~re scansion qui n'est pas commune ~ deux 
d6coupages implique qu'il existe un mot du code qui est pr6fixe d'un autre mot du 
code, ce qui contredit l'hypoth~se. [] 
Ii existe des codes circulaires, ~ d61ai de d6chiffrement fini bilat~re mais non 
locaux. 
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Exemple 3.5. Le code bipr6fixe {a, ba~c, n ~ ~} est circulaire; il n'est pas local: pour 
tout n, le mot a" a toujours deux d6coupages, l'un avec des scansions partout et 
l'autre sans scansion en tant que facteur de ba"c. 
I1 existe des codes ~ d6coupage unique, ~ d61ai de d6chiffrement fini non locaux. 
Example 3.6. Le code {a, bb} a toutes ces propri6t6s. 
La propri6t6 de d6coupage unique/l gauche, ou a droite, est commode a appliquer 
mais difficile a v6rifier. I1 en va de mSme du caract6re local. Voici, pour des codes 
finis, des caract6risations commodes qui relient les propd6t6s nouveUement 
introduites a des notions classiques. 
Proposition 3.7. Soit X un code fini. Alors {X  local}<=~{X circulaire}. 
D6monstration. L'implication directe est cons6quence de la Proposition 3.4. Pour 
la r6ciproque, soit X circulaire fini, l la longueur maximum des mots de X, et soit 
u ~ A* tel que [u I > F .  Card(X). Supposons qu'il existe deux d6coupages de u en 
t X, u = u~u2.. ,  un = u~u[ . . .  Urn. Posons vi = UoU~ . . .  ui. II existe un entier k~ et p~, 
? I f qi ~ A* tels que v~ = UoUk,_~pi, avec p~qi = uk,. Mais la longueur de u implique 
n> I. Card(X); il existe donc forc6ment deux entiers i et j distincts tels que 
I f P (p~, uk,) = (pj, ukj). Donc U~+lU~+2... uj = q~uk,+m.., p~, ce qui du fair que le code est 
circulaire implique que les deux d6coupages coincident sur le segment correspon- 
dant. Iis ont donc n6cessairement une scansion commune. Soit maintenant ua mot 
u de longueur au moins 6gale/l 212. Card(X):  deux d6coupages de u en X ont 
alors deux scansions communes, rune dans le premier segment de longueur 
12- Card(X),  l'autre dans le dernier segment de cette longueur. Les deux d6coupages 
coincident entre ces deux scansions, car X est un code, et par cons6quent X est 
local. [] 
Proposition 3.8. Soit X un code fini. AIors les deux propri#tds suivantes sont 
dquivalentes: 
(1) X est d ddlai de d#chiffrement f ini d droite (resp. d gauche). 
(2) X est d d~coupage unique d droite ( resp. d gauche). 
D6monstration. (1) Soit X fini, dun  eatier quelconque; supposons qu'il existe 
s s A n ayant deux d6coupages D et D' distincts en X: ceux-ci comportent 6cessaire- 
ment une infinit6 de scansions (voir Remarque 2.5). Par d6calage vers la gauche, 
on peut se ramener au cas ofl les premieres cansions n~ et n~ des deux d6coupages 
ne co~'ncident pas: x = s(0, n~) et x '= s(O, n~) sont donc deux 616ments distincts de 
X. Soit n[ la premiere scansion de D' sup6rieure ou 6gale ~ rid+l, la (d+ 1)~me 
scansion de D. Le mot s(0, n[) ~ x 'X*  s'6cdt alors sous la forme xyu, avec x e X, y 
X d et u e A*. X ne peut donc ~tre /l d61ai de d6chiffrement d /l droite. Un 
raisonnement identique/t gauche ach~ve de d6montrer l'implication directe. 
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(2) R6cip~-oquement, supposons que X ~_:,'est pas h d61ai de d6chiffrement fini 
droite, et montrons qu'il existe un 616menz de A n ayant deux d6coupages distincts 
en X. Soit L la longueur maximum des t,aots de X, l leur longueur minimum, et 
d > L 2. Card(X) / l .  I1 existe x, x '~  X ,  x # x ' ,  y c X a, u ~ A*  tels que xyu  ~ x 'X* .  Le 
mot xy  a done deux d6coupages 
xy  = xx~ . . . xd = x'x~ . . . x'k , 
xi ~ X, x~ 6 X pour i ~ k, x~, pr6fixe strict d'un mot de X. Posons v~ = x~x2. . ,  xi. 
Comme dans la d6monstration de la Proposition 3.7, il existe un entier ki et p~, 
qi ~ A* tels que 
! I ! 
Vi = Ul  • • • Uk~- lp i  avec  Piq i  = uk~.  
Mais la valeur de d implique lyl L2" Card(X);  on peut done trouver deux entiers 
distinets i e t j  tels que pi =pj. Done w = u~+~u~+2.., uj = qiu'k,+~ . . .  p~, ce qui revient 
dire que le mot w a deux d6coupages distincts, qu'on peut concat6ner ind6finiment 
en les eonservant distincts. L'616ment de A*, s = xv~(w) ~ commen~ant par xv, puis 
termin6 par la r6p6tition infinie du mot w, a done deux d6coupages en X, X ne 
peut done 6tre ~ d6coupage unique/~ droite. M6me raisonnement h gauche. [] 
Remarque 3.9. Un raisonnement standard de th6orie des langages permet de 
d6montrer que tout code rationnel/L d6coupage unique/~ droite (resp./~ gauche) 
est/L d61ai de d6chiffrement fini/~ droite (resp /t gauche). Ceci cesse d'etre vrai 
quand le code n'est pas rationnel: par exemple, on peut v6rifier que le code 
X = {xi, i >t l l x  ~ = ab, xn = (x , _ l ) "a"b}  
est ~ d6coupage unique ~ droite sans ~tre ~ d61ai de d6chiffrement fini. 
4. Codes engendrant des syst~mes presque de type fini 
4.1. Propridt6s des codes de premier  retour 
Nous ne consid6rerons ici que les codes de premier etour de l'automate minimal; 
eeux d'un automate qui n'est pas minimal ont en g6n6ral des propri6t6s atypiques. 
Proposition 4.1. Un systf?me sofique est de type f in i  si et seulement si tous les  codes" 
de premier  retour de son automate  min imal  sont des codes locaux. 
D6monstration. Si S est de type fini, le morphisme ~b de la couverture (T, ~) est 
une bijection bicontinue: on peut done d6terminer en fonction d'un nombre fini de 
coordonn6es de s e S si l'6tat de i'automate ~i'instant 0 est ou non y: done le code 
de premier etour en y est local. 
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R6ciproquement, supposons S sofique mais non de type fini, et soit dun  entier 
quelconque. I1 existe alors u ~ L(S),  deux 6tats a # [3 de l 'automate tels que l'on 
ait a- ->ua et [3--~u[3. Consid6rons le code C(a) :  d'apr~s la Remarque 2.7, u~ 
(C(a))* ,  donc il a un d6coupage en C(a)  comportant une scansion sur sa premiere 
lettre. Soit n tel que (n -  1)[u[ > 2d: u ~ a donc un premier d6coupage, obtenu par 
it6ration de celui de u. Mais on peut trouver deux mots u', u" avec a --* "' [3, [3 -o"" a. 
On a donc a --->"'~"u" a, et par cons6quent u'u~u"e (C(a))* .  II en r6sulte un autre 
d6coupage du segment u", qui ne peut avoir de scansions ur les lettres de rang 
k[u] + 1, puisque l 'automate st alors dans l'6tat/3. Comme d est arbitraire, C(a)  
n'est doric pas local. [] 
Proposition 4.2. Un systbme sofique est presque de type fini si et seulement si tous les 
codes de premier retour de son automate minimal sont des codes prdfixes ~ d(coupage 
unique fi gauche. 
La d6monstration de la r6ciproque s'appuie sur la caract6risation suivante. 
Lemme 4.3. tin syst~me sofique est presque de type fini ssi lorsque il existe trois dtats 
de l" automate minimal, a, [3, y avec a ~ [3, et deux mots u et v tels que 
a-~a, [3-~,[3, a-~y, [3-~y, 
a lors  a = [3. 
D6monstration. Soit S sofique non presque de type fini, (T,~b) sa couverture 
minimale: il existe deux points t, t' de T avec ~b(t)=~b(t'), t ' ( i )~t ( i )  pour i<  
O, t'(i) = t(i) pour i/> 0. L'automate 6tant fini, =li ~j ,  i e t  j < 0, tels que t(i) = t(j) 
et t ' ( i )= t'(j). Soit a la seconde coordonn6e de t(i), [3 celle de t'(i), y celle de 
t(0) = t'(0), u = (dp(t))(i,j), et v = (¢k(t))(j, 0). Gr$ce ~ leur d6finition, t~, [3, y, u, v 
v6rifient rivialement les propri6t6s de l'6nonc6. 
La r6ciproque st imm6diate: tout point de S commen~;ant par une infinit6 de 
fois le mot u, puis une lois le mot v, a deux d6coupages distincts qui se confondent 
apr~s cette occurrence de v. [] 
D~monstration de la Proposition 4.2. (1) Soit S presque de type fini, y un ~tat de 
son automate minimal, s ~ S; il existe au plus un point t tel que to = (So, y) et ~tt )  = s. 
Done, une lois l'~tat y impos~ en 0, le d~coupage de s ( -~,  0) en roots du code 
C(y) est unique, s'il existe. 
(2) Soit maintenant S sofique mais non presque de type fini: appliquons ~ S le  
Lemme 4.3 et montrons que, dans les notations de celui-ci, le code C(a)  n'est pas 
d~coupage unique ~ gauche. Soit w tel que y--~wa (w existe n~cessairement, 
puisque l 'automate minimal est irr~ductible) et formons l'61~ment de A -~ compor- 
tant, ~ gauche de 0, d'abord le mot vw, puis ~ gauche de celui-ci une infinit~ de 
lois le mot u: cet ~l~ment a un premier d~coupage en C(a)  (avec I =N) du fait que 
Codes engendrant certains yst~mes sofiques 263 
a.-->ua, a--~VWa; i| er~ a aussi un second (avec I=N ou I#N)  d,~ fait que 
/3 --->u/3,/3 _~vw a: c'est un d6coupage parce qa'il amine dans l'6tat a, et il est distinct 
du premier parce qu'i.I ne comporte pas de scansio: s:ar la premiere lettre de v. [] 
Le parall61isme des Propositions 4.1 et 4.2 avec la Proposition 2.8 est trompeur; 
en effet il arrive qu'un ou plusieurs codes de premier etour soient locaux (resp. 
d6coupage unique/l  gauche) sans que les autres le soient, et par cons6quent sans 
que le syst~me ngendr6 spit de type fini (resp. presque de type t fi). Voici des 
exemples. 
Exemple 4.4. Le code X = {ba"c, neN} est local; il engendre un syst~me qui n'est 
pas de type fini, dont il est pourtant code de premier etour. 
Exemple 4.5 (Voir Fig. 3). Tout point de S commengant par une infinit6 de a suivie 
d'un b a deux rel~vements, qui ne sont distincts qu'~ gauche: le syst~me n'est donc 
pas presque de type fini. Le code de premier retour en 3 est pourtant bipr6fixe 
(c'est-$-dire ~d61ai de d6chiffrement fini nul des deux c6t6s). 
r )  ° 
1 ~ ~2 
3 
Fig. 3. 
4.2. Codes.finis engendrant des syst~mes presque de type fini 
Le r6sultat suivant, parall~le ~ ia Proposition 2.9, r6pond ~ la deuxi6me question 
pos6e ~ ia fin de l'Introduction. 
Proposition 4.6. Spit X un code fini ~ d~coupage unique fi gauche et fi droite. Alors 
le syst~me Sx engendr~ est presque de type fini. 
La d6monstration s'appuie sur la construction et le lemme suivants: spit F une 
famille finie de mots. On note 
P(F )={ueA+]3ueA * tel que uv~ F}. 
P (F )  est ia r~union (non disjointe) de F et de l'ensemble F' des mots qui se 
prolongent en roots de F par adjonction d'au moins une lettre, le mot vide non 
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compris. On forme une partie G(F) du produit P(F)x{0,  1}: G(F)=(Fx  1)u 
(Fx  0). On construit alors un graphe sur G(F) en cr6ant les ar6tes suivantes: 
(x, 1)--> (a, 0) VxeF,  aeAc~F';  
(x, 1)--> (a, 1) Vx~F,a~AnF;  
(x,O)-->(xa, 1) VxeF ' ,a~A tel que xa~F;  
(x, O) -> (xa, O) Vx ~ F', a ~ A tel que xa ~ F'. 
Notons T~ le syst~me de type fini d6fini par ce graphe. Soit ~: T~--> A z le morphisme 
"lettre ~t lettre" qui h chaque symbole (x, i) fait correspondre la derni~re lettre du 
mot x ~ P(F):  (0(t))o = a pour to = (ua, i) avec ua e F, a ~ A, i = 0 ou 1. 
Lemme 4.7. Soit F une partie finie de A z, T'F et 0 ddfinis comme ci-dessus. Alors 
O(T'F) = SF. 
D6monstration. Soit t s  T~, supposons que t, =(x, 1) et que m est le plus petit 
indice sup6rieur ~ n tel que tm= (x', 1): met  n existent n6cessaire, ment, puisque F 
est fini. La construction du graphe et la d6finition de 0 entrai'nent que (~,(t))(n + 
1, m + 1)= x' appartient h F. En appliquant cette remarque/L tout n, on en d6duit 
que 0(t)c_ SF. R6ciproquement, /  tout 616merit s de SF, qui poss6de done un 
d6coupage n F, on peut associer l'616ment de T~ ayant des symboles (-, 1) 
chaque scansion de ce d6coupage, (., 0) ailleurs, et comme premi6re coordonn6e 
le mot form6 par les coordonn6es de s depuis la derni6re scansion. [] 
D6monstration de la Proposition 4.6. L'application ~/, du syst6me de type fini T~c 
sur Sx est fermante/l droite: comme X est fini, pour t~ T'x, tp(t)~Sx =X °° a au 
moins un d6coupage; si l'on fixe sa restriction avant rinstant 0, comme X est/~ 
d6coupage unique ~t droite, on peut alors reconstituer l'unique d6coupage ~droite 
compatible avec celui-ci, done t lui-m~me. D'apr~s la Proposition 2.3(1), 0 factorise 
donc par ~b; mais eile est aussi, par sym6trie, fermante /L gauche: d'apr6s la 
Proposition 2.3(2), d~ est done aussi fermante/t gauche; done Sx est presque de 
type fini. [] 
Une autre d6monstration doit pouvoir se d6duire de r6sultats figurant dans [1]. 
Corollaire 4.8. Un code biprdfixe fini engendre un syst~me presque de type fini. 
Exemples 4.9. Ce corollaire entra$ne, fait bien connu par aiileurs, que le syst6me 
engendr6 par le code bipr6fixe fini {a, bb} (Exemple 2.1) est presque de type fini. 
Mais la Proposition 4.2 s'applique/~ d'autres ystb.mes: par exemple celui engendr6 
par le code {ab, bb}, qui n'est pas bipr6fixe mais ~ d6coupage unique ~ gauche et 
droite. 
Si on abandonne l'hypoth6se que le code est fini, la conclusion de ia Proposition 
4.6 devient fausse. On le constate sur l'Exemple 4.5. 
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La Proposit ion 2.9 peut ~tre prouv6e de fagon analogue, en montrant que le 
syst6me Sx engendr6 par X est alors conjugu6 ~ T~c. Mais il existe des codes finis 
engendrant des syst6mes de type fini, pour  lesqucls cette d6monstration ne peut pas 
marcher (voir [10, Exemple 3.1]). La Proposit ion 2.9 ne caract6rise done pas les 
codes finis engendrant des syst~mes de type fini; il en va sans doute de m~me pour 
la Proposit ion 4.6 et les syst~mes presque de type fini. 
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