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Several approaches to solving elliptic problems numerically are based on
hierarchical Riesz bases in Sobolev spaces. We are interested in determining the
exact range of Sobolev exponents for which a system of compactly supported
functions derived from a multiresolution analysis forms such a Riesz basis. This
involves determining the smoothness of the dual system. The elements of the dual
system typically consist of noncompactly supported functions, whose smoothness
can be treated by extending the results of Cohen and Daubechies (1996), Cohen
et al. (1999), and Jia (to appear). We show how to determine the exact range of
Sobolev exponents in the multivariate case, both theoretically and numerically, from
spectral properties of transfer operators. This technique is applied to several bases
deriving from linear finite elements which have been proposed in the literature. For
Stevenson’s (1997) hierarchical basis, we find that it forms a Riesz basis inHs(Rd)
for −0.990236 . . . < s < 3/2. Ó 2000 Academic Press
1. INTRODUCTION
The object of this paper is to determine, both theoretically and numerically, the range
of s for which a hierarchical system
9 := {φ(x − α),2jd/2ψλ(2j x − α) :α ∈ Zd , j = 0,1, . . . , λ= 1, . . . ,2d − 1} (1)
forms a Riesz basis for the Sobolev space Hs(Rd ). This system will be derived from a
dyadic multiresolution analysis (MRA)
V0 ⊂ V1 ⊂ · · · ⊂ Vj ⊂ · · · (2)
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of closed subspaces of L2(Rd) with scaling function φ ∈ V0 of compact support by
specifying 2d − 1 functions ψλ ∈ V1, λ= 1, . . . ,2d − 1, of compact support.
It turns out that the range of such s is determined by the Sobolev regularity sφ of φ
and the Sobolev regularity sφ˜ of the scaling function φ˜ of the dual MRA. φ˜ is determined
by both φ and the ψλ. It is known (see, e.g., [13, Theorem 5.1.1, (5.1.10)]) that if φ and
φ˜ are of compact support, then the system 9 is a Riesz basis for Hs(Rd ) for all s with
−sφ˜ < s < sφ and that this interval is sharp.
Usually, however, φ˜ is not of compact support. It may even happen that φ˜ /∈ L2(Rd)
so that φ˜ only exists in the distributional sense. The symbol m˜(θ) associated with the
refinement equation for φ˜ is a rational trigonometric function (with no discontinuities on
the torus) rather than a trigonometric polynomial. This causes two difficulties: the theorem
quoted above cannot be applied and most of the known methods for determining the
Sobolev regularity of φ˜ do not apply, particularly in the multivariate case.
Most of this paper is devoted to overcoming these difficulties. We show, in Theorem 17,
that the theorem on the Riesz basis property of 9 quoted above also holds if the symbol
m˜(θ) is a rational trigonometric function (some more general cases can be covered as
well). We also show that, in this case, the Sobolev regularity of φ˜ can be computed as a
limit of the Sobolev regularities of scaling functions implicitly defined by trigonometric
polynomial approximants to m˜(θ); see Lemma 12. This result can be used independently
of the other considerations. That is, we have obtained a method to determine the Sobolev
regularity of certain noncompactly supported scaling functions.
It is a (fortuitous) coincidence that the best algorithm for computing the Sobolev
regularity of φ˜ is based on the proof of the theoretical result, namely by approximating
m˜(θ) by trigonometric polynomials. These polynomials correspond to scaling functions of
compact support. For such functions, one can use ideas from [6; 22, Section 4] to determine
their Sobolev regularities. In the numerical part, Section 3, we report on the results of the
computations for several known and new Riesz bases.
The determination of the Hs -Riesz basis properties of systems of the form (1) is
of sufficient mathematical interest to be pursued for its own sake. Nevertheless, our
motivation stems from recent research on multilevel finite element preconditioners.
Typically, the numerical solution of elliptic partial differential equations by the finite
element method results in a linear system with sparse coefficient matrix whose condition
number grows strongly as the mesh size of the discretization decreases. Due to the large
dimensions of these systems, iterative methods are used for their solution but, since the
condition number degenerates, an unacceptably large number of iterations need to be
performed in order to obtain a satisfactory approximation to the solution.
Hierarchical Riesz bases can be used to construct multilevel preconditioners for such
discretization matrices. If a Riesz basis fulfills certain conditions, then the preconditioned
matrix has a condition number which is independent of the mesh size of the discretization
and the cost of performing one iteration is proportional to the number of unknowns N
of the matrix. Consequently, the operation count of obtaining an error reduction by a
factor ε is proportional to N | logε|. Finally, by using nested iteration, the computational
cost of obtaining an approximation of the exact solution to within the discretization error
of the finite element scheme may even remain proportional to N , which is in some sense
optimal.
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The main conditions a system 9 of the form (1) must fulfill in order to finally lead to
such an optimal multilevel preconditioning method are as follows.
• If the solution of the partial differential equation is defined by an Hs -elliptic
variational problem, then 9 must be an Hs -Riesz basis. For example, s = 1 for second
order elliptic partial differential equations.
• Since the functions φ and ψλ occuring in 9 stem from a multiresolution analysis,
they satisfy refinement equations
φ(x)=
∑
α
aαφ(2x − α), ψλ(x)=
∑
α
aλαφ(2x − α) . (3)
The number of nonzero coefficients in these equations must be finite, which is equivalent
to φ and ψλ being of compact support. The cost of carrying out one application of the
preconditioner grows linearly with this number.
The mask (aα) in (3) is used to define prolongation/restriction matrices to exchange in-
formation between different levels, while the (aλα) define approximate solvers (smoothers)
on each level. These are the operations needed in the implementation of a multilevel pre-
conditioner (and of similar multigrid methods). Thus, in contrast to schemes that use both
wavelet decomposition and reconstruction, we do not require that the refinement equation
for φ˜, which is analogous to (3), have only a finite number of nonzero coefficients. See
[14, 27] for a detailed exposition of these remarks.
Although realistic applications require the consideration of hierarchical bases on
bounded domains , discretization spaces Vj that are not shift invariant, the in-
clusion of boundary conditions, etc., in this paper we assume the shift dilation in-
variant setting of an MRA (2) in L2(Rd). This simplification allows us to obtain
sharp results on the s-intervals for which a hierarchical system 9 forms a Riesz ba-
sis in Hs(Rd )) which is of certain value for the mathematical foundation of exist-
ing methods but also for the design of new methods. As a rule, establishing the
Hs -Riesz basis property of 9 guarantees the boundedness of the condition number of
the preconditioned discretization matrices of any Hs -elliptic problem with respect to VJ if
a multilevel preconditioner derived from the finite sections
9J =
{
φ(x − α),2jd/2ψλ(2j x − α) : k ∈ Zd, j = 0,1, . . . , J, λ= 1, . . . ,2d − 1}
of 9 is used. Unfortunately, the present theory does not provide reasonably sharp
estimates of the Riesz constants for these 9J and their asymptotical behavior for
J →∞, the knowledge of which is of practical interest in the eventual comparison of
the preconditioning potential of different 9 . It is expected (by some kind of interpolation
argument) that the bounds for the actual condition numbers are better in the interior and
become worse near the endpoints of s-intervals, where we establish the Hs -Riesz basis
property of (1). Numerical tests for the nonasymptotical range of J are therefore of interest;
see [26] for some experiments.
The material is organized as follows. Section 2 contains criteria for the Riesz basis
property in Hs(Rd) of a given hierarchical system (1). In subsection 2.1, the notation for
the Rd case is fixed, and preliminary results on MRAs are collected. The basics of stable
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two-level splittings
Vj = Vj−1 uWj
of Vj into Vj−1 and a wavelet space Wj are introduced. The importance of approximation
theoretical properties of {Vj } and its dual MRA and, consequently, of the Sobolev
regularity of the dual scaling function for proving Riesz basis properties is pointed out
(see [12–14, 27]). More material on L2-Jackson–Bernstein inequalities for an MRA is
given later, in subsection 2.6. In subsection 2.2, we derive a formula for the symbol m˜(θ)
associated with the refinement equation of the dual MRA, and discuss its properties. In
subsection 2.3 we consider properties of the transfer operators associated with a refinement
equation following [7, 18]. In subsection 2.4, we show that at least the Fourier transform of
the dual scaling function exists and show how to compute the Sobolev regularity sφ˜ from
it. In addition, we show that sφ˜ does not exceed the Strang–Fix order of m˜(θ), just as in
the case of compactly supported scaling functions.
In subsections 2.5 and 2.6, we show that the system 9 defined in (1) is an
Hs -Riesz basis for all s with −sφ˜ < s < sφ , again as in the compactly supported
case. The material of these two sections is organized by treating the cases φ˜ ∈ L2(Rd)
(subsection 2.6) and φ˜ /∈ L2(Rd) (subsection 2.5). But, in fact, if one is only interested
in knowing when the system 9 forms a Riesz basis in Hs(Rd ) for s > 0, then the
results of subsection 2.5 suffice for both cases and much of the material in the previous
subsections is not needed. The main results are found in Theorem 13 of subsection 2.5 and
Theorem 17 of subsection 2.6. Although these theorems are formulated for a compactly
supported scaling function φ, they hold with the same proof ifm(θ), the symbol associated
with the refinement equation for φ, is a rational trigonometric function or, even more
generally, whenm(θ) and m˜(θ) are periodic functions with exponentially decaying Fourier
coefficients (see condition A3 of subsection 2.3).
Although subsections 2.5 and 2.6 contain some theoretical improvements of existing
results for wavelet regularity and Riesz basis property of biorthogonal systems in the
case of infinite masks, we still view Section 3 as the most interesting contribution of
the paper. Here we consider a number of particular hierarchical systems 9 based on box
spline MRAs. Some of them have counterparts for sequences of finite element spaces on
bounded domains or have been introduced in other papers. In subsection 3.1 we give a
detailed treatment of the hierarchical system 93HB investigated by Stevenson in [29–
31]. This example is based on piecewise linear splines on simplicial meshes, with ψλ-
masks consisting of three coefficients, independently of the dimension d , and possesses
surprisingly nice properties. More examples for the piecewise linear case are considered
and compared in subsection 3.2, while subsection 3.3 is devoted to other box spline MRAs.
In these subsections we also briefly discuss factorization techniques which are sometimes
useful to enhance the performance of the numerical methods for approximating the exact
regularity exponents.
Let us finally note that, in comparison to the preprint versions [24, 25] of this study,
the exposition has changed substantially. We have corrected a number of misprints and
inconsistencies, improved our numerical experiments, and incorporated recent results on
wavelet regularity. We thank A. Cohen and R.-J. Jia for making available to us the
manuscripts [9, 22], and the referees for their constructive criticism.
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2. THEORY: RIESZ BASES IN Hs(Rd)
2.1. General Definitions and Assumptions
By fˆ , we denote the Fourier transform of f ∈L2(Rd),
fˆ (θ) :=
∫
Rd
f (x)e−ixθdx,
and by ‖f ‖Hs the Sobolev norm of f ∈Hs(Rd),
‖f ‖2Hs := (2pi)−d
∫
Rd
(1+ |θ |2)s |fˆ (θ)|2dθ = (2pi)−d
∫
C
gf,s(θ)dθ,
where
gf,s(θ) :=
∑
α∈Zd
(1+ |θ + 2piα|2)s |fˆ (θ + 2piα)|2 (4)
is a nonnegative periodic function, and C := [−pi,pi]d is the centered torus. For s = 0, we
use L2 instead of H 0 in the notation, and drop s as an index.
Let V be a separable Hilbert space. An at most countable system F := {fk} ⊂ V is called
a Riesz system if there are two positive constants A,B such that
A
∑
k
|ck|2‖fk‖2V 6 ‖
∑
ckfk‖2V 6 B
∑
k
|ck|2‖fk‖2V
for `2-sequences (ck). The optimal values for A,B are called Riesz constants. A system is
a Riesz basis of V if it is a basis for V and a Riesz system. If F is a Riesz system then it is
automatically a Riesz basis in its closed linear span. Moreover, any subsystem of a Riesz
system is itself a Riesz system. Note that by including the norm squares ‖fk‖2V into the
definition, the Riesz basis property becomes scaling invariant.
Thus a system {ψλα :=ψλ( · − α) :α ∈ Zd , λ ∈3} generated by the integer shifts of
finitely many functions ψλ ∈Hs(Rd) (i.e., #3<∞) is a Riesz system in Hs(Rd) if
‖
∑
λ∈3
∑
α∈Zd
cλαψ
λ
α‖2Hs 
∑
λ∈3
‖ψλ‖2Hs
∑
α∈Zd
|cλα|2 
∑
λ∈3
‖ψλ‖2Hs ‖cλ‖2L2(C) (5)
for all `2(Zd)-sequences (cλα), λ ∈3. Here and, if not defined differently, throughout the
paper, we denote the periodic function
c(θ) :=
∑
α∈Zd
cαe
−iαθ ∈L2(Td ) (6)
associated to an `2(Zd )-sequence c := (cα) by the same letter. The symbol  is used for
two-sided inequalities that hold with positive constants independent of the parameters,
functions, sequences, etc., involved.
As a special case of (5), when the system is generated from a single function φ, by taking
Fourier transforms we have that {φα := φ( · − α) : α ∈ Zd} is an Hs-Riesz basis for its
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closed linear span if and only if
‖c‖2L2(C)‖φ‖2Hs 
∫
Rd
|c(θ)|2(1+ |θ |2)s |φˆ(θ)|2dθ =
∫
C
|c(θ)|2gφ,s(θ)dθ
for all c ∈ L2(C). But this is possible if and only if there are positive constants C1, C2 with
0<C1 6 gφ,s(θ)6 C2 <∞, a.e. on C. (7)
Of course, one obtains the usual condition for anL2-Riesz basis on setting s = 0. Properties
of the function gφ,s play an important role throughout the paper.
A dyadic MRA of L2(Rd) is an increasing sequence (2) of closed subspaces Vj ⊂
L2(Rd), j > 0, with the properties
• vj ∈ Vj ⇐⇒ vj (2 · ) ∈ Vj+1,
• closL2(Rd)(∪∞j=0Vj )= L2(Rd ) (density),
• there exists a function φ ∈ V0 (the scaling function) such that {φα : α ∈ Zd } is a
Riesz basis for V0.
It follows that Vj is invariant with respect to shifts by 2−jα, α ∈ Zd . In the following we
consistently use the notation
φj,α = 2jd/2φ(2j · −α), α ∈ Zd , j > 0, (8)
for the dyadic shifts and dilates of scaling functions. Due to the scaling factor in (8), we
have ‖φj,α‖L2(Rd) = ‖φ‖L2(Rd). We call
8j := {φj,α :α ∈ Zd}
the standard basis of Vj . Since the single function φ essentially determines the MRA, we
say for short that φ generates an MRA if the above properties are satisfied. We have chosen
j = 0 as the coarsest level, which is arbitrary but convenient.
Since φ ∈ V0 ⊂ V1, and by the Riesz basis property of 81 in V1, the function φ must
satisfy a refinement equation
φ(x)=
∑
α∈Zd
aαφ(2x − α) (9)
for some sequence (aα) ∈ `2(Zd). After taking the Fourier transform of both sides, we have
φˆ(θ)=m(θ/2)φˆ(θ/2),
where
m(θ) := 2−d
∑
α∈Zd
aαe
−iαθ . (10)
The sequence (aα) and m(θ) are called mask and symbol associated with the refinement
equation (9), respectively (below we will also use the shorter expressions φ-mask and sym-
bol of φ). Note the scaling factor 2−d in (10), which will simplify some expressions below.
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We will now specialize further by assuming that the mask (aα) in (9) is finite. Thus, m(θ)
is a trigonometric polynomial written in complex form and, as is well known, it follows
that the scaling function φ has compact support. This, in particular, implies that φˆ is a C∞
function and that pointwise
φˆ(θ)=
∞∏
k=1
m(2−kθ). (11)
Here, and in what follows, the normalization φˆ(0) = 1 is assumed. Note that m(0) = 1
then follows. Formula (11) makes it possible to derive L2 and Sobolev space properties
of φ from knowledge about its symbol via Fourier transform techniques and is extensively
used in the wavelet literature; e.g., one can prove that the lower inequality in (7) is valid if
and only if the sequence (φˆ(θ + 2piα) :α ∈ Zd ) is different from the null sequence for all
θ (thus, (11) is either satisfied for all s or for no s at all). The sets
3= {0,1}d, 3′ =3\{0},
of vertices of the unit cube in Rd will be fixed from now on. Note that 3′ has 2d − 1
elements.
We introduce the following two important numbers associated with φ:
• Maximal Sobolev regularity. The number
sφ = sup{s :φ ∈Hs(Rd)},
is called the regularity exponent of φ. Since thus far we have assumed that φ ∈L2(Rd) has
compact support and generates an MRA, we necessarily have sφ > 0; compare [9, 22, 38].
From these sources, it also follows that the supremum cannot be replaced by the maximum
since φ /∈Hsφ(Rd). Below we discuss in more detail how to determine the numerical value
of sφ (or sufficiently accurate approximations to it) for a φ which is only defined implicitly
by m(θ) as in (11).
• Strang–Fix order. If m(θ) is a sufficiently smooth periodic function with m(0) 6= 0
then its Strang–Fix order Lm will be defined as the largest nonnegative integer L such that
∂βm(piλ)= 0, ∀λ ∈3′, ∀β ∈ Zd+ : |β|1 <L (12)
(the 1-norm for vectors is defined by |β|1 = |β1| + · · · + |βd |). Condition (12) in terms
of m(θ) is equivalent to the Strang–Fix conditions formulated in terms of φˆ and to the
fact that algebraic polynomials of total degree <L can be represented locally (i.e., on any
compact set in Rd ) by linear combinations of the basis functions in 8j (j > 0). It follows
from [21] that if a compactly supported φ generates an MRA, the condition φ ∈Hs(Rd)
(for some s > 0) necessarily implies Lm > s (i.e., sφ 6 Lm, at least). As a consequence,
for such φ we have at least Lm > 1; i.e., the relations
m(0)= 1, m(λpi)= 0, λ ∈3′, (13)
have to be satisfied.
HIERARCHICAL RIESZ BASES 39
The standard way to define hierarchical systems 9 associated with an MRA is by first
finding a stable, direct sum decomposition
V1 = V0 uW1, (14)
whereW1 is a closed subspace of V1 which is preserved under shifts by α ∈ Zd . Moreover,
the existence of 2d−1 functionsψλ ∈ V1, λ ∈3′ (which we call wavelets for convenience)
such that the set
91 := {ψλα :α ∈ Zd , λ ∈3′}
forms a Riesz basis for W1 is also assumed. The above conditions can be formulated by
the single condition that the system 80 ∪91 is an L2-Riesz basis of V1. As for the scaling
function φ, we require that
ψλ(x)=
∑
α∈Zd
aλαφ(2x − α), λ ∈3′, (15)
holds with finite sequences (aλα), which also implies compact support of the wavelets ψλ.
These sequences are called ψλ-masks; the corresponding symbols
mλ(θ)= 2−d
∑
α∈Zd
aλαe
−iαθ (16)
are defined in analogy with (10).
We gather these considerations together into two general assumptions which will hold
for the rest of the paper. Conditions for verifying that these assumptions hold with respect
to the L2-norm (or Hs -norms when applicable) using information about the refinement
equations (9) and (15) (i.e., about the masks and symbols (aα), m(θ) and (aλα), mλ(θ)) are
well known and can be formulated in various terms (see [16, 23, 34]).
A1. The scaling function φ ∈ L2(Rd) is of compact support and generates an MRA
{Vj }. Its mask (aα) defined by (9) is finite; the symbolm(θ) is a trigonometric polynomial.
A2. There are 2d − 1 wavelets ψλ ∈ V1, λ ∈ 3′, of compact support such that the
system
80 ∪91 =
{
φ( · − α), ψλ( · − α) : α ∈ Zd , λ ∈3′}
is an L2-Riesz basis of V1. Their masks (aλα) are finite, the symbols mλ(θ) are
trigonometric polynomials.
For the dyadic shifts and dilates of wavelets we introduce the notation
ψλj,α = 2(j−1)d/2ψλ(2j−1 · −α), α ∈ Zd , j > 1, (17)
for λ ∈3′. Again, ‖ψλj,α‖L2 = ‖ψλ‖L2 . Note that the dilation for the wavelets ψλj,α in (17)
differs from that of the scaling functions φj,α in (8) with the same j > 0.
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In subsections 2.5 and 2.6, we will investigate the hierarchical system
9 :=
∞⋃
j=0
9j, 9j :=
{
80 = {φα :α ∈ Zd }, j = 0
{ψλj,α :α ∈ Zd , λ ∈3′}, j > 1
(18)
as a potential Riesz basis in Hs(Rd). This definition is consistent with (1). We define the
wavelet spaces
Wj := closL2(span9j), j > 1. (19)
By dilation arguments, it follows that Vj = Vj−1uWj and that 9j is an L2-Riesz basis in
Wj for all j > 1.
Suppose that the system (18) is a Riesz basis of L2(Rd ), and suppose that φ˜ and ψ˜λ,
λ ∈3′, belonging to L2(Rd) generate another Riesz basis in L2(Rd):
9˜ :=
∞⋃
j=0
9˜j , 9˜j :=
{
{φ˜α :α ∈ Zd }, j = 0
{ψ˜λj,α :α ∈ Zd , λ ∈3′}, j > 1.
(20)
Then 9˜ is said to be the dual system, or biorthogonal system, to 9 if
(φα, φ˜β)L2 = δα,β‖φ‖L2‖φ˜‖L2
(φα, ψ˜
λ
j,β )L2 = 0, (ψλj,α, φ˜β)L2 = 0, j > 1
(ψλj,α, ψ˜
η
k,β )L2 = δj,kδα,βδλ,η‖ψλ‖L2‖ψ˜η‖L2, j, k > 1
(21)
for any α,β ∈ Zd , and λ,η ∈3′.
In these circumstances, φ˜ generates the dual MRAs
V˜j := closL2(span 8˜j ), 8˜j := {φ˜j,α :α ∈ Zd }, j > 0.
In analogy to (19), we define detail spaces W˜j := closL2(span 9˜j ), with basis 9˜j , and we
have V˜j = V˜j−1 u W˜j , j > 1. It is easy to show that the dual MRA satisfies the general
assumptions A1 and A2, except for the compact support properties of φ˜ and ψ˜λ , which we
do not assume below unless explicitly mentioned.
For compactly supported φ and φ˜, the following theorem (see [13]) shows how to use
the dual system to determine the s-interval for which a system (18) is a Riesz basis for
Hs(Rd).
THEOREM 1. Assume that 9 , 9˜ are dual Riesz bases in L2(Rd) of the form (18),
(20), respectively, which are associated with the dual MRAs {Vj }, {V˜j } satisfying A1. In
particular, the symbolsm(θ), m˜(θ) of the scaling functions φ, φ˜ ∈L2(Rd ) of the two MRAs
are trigonometric polynomials (i.e., are defined by finitely supported masks (aα), (a˜α)).
Then the regularity exponents of φ and φ˜ are positive, and
9 is a Riesz basis in Hs(Rd)⇐⇒−sφ˜ < s < sφ,
respectively
9˜ is a Riesz basis in Hs(Rd)⇐⇒−sφ < s < sφ˜.
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There are other versions of this theorem which replace some of the assumptions on
dual systems with Jackson–Bernstein inequalities for the MRAs (see below). The reason
we cannot apply this theorem directly is that the dual scaling function φ˜ is often not of
compact support and, consequently, m˜(θ) is not a trigonometric polynomial.
If the systems 9, 9˜ form a pair of dual Riesz bases, we have
u=
∑
α∈Zd
(u, φ˜α)L2
‖φ‖L2‖φ˜‖L2
φα
+
∞∑
j=1
∑
λ∈3′
∑
α∈Zd
(u, ψ˜λj,α)L2
2−d(j−1)‖ψλ‖L2‖ψ˜λ‖L2
ψλj,α (22)
for the unique L2-converging representation of an arbitrary u ∈L2(Rd ) with respect to the
system9 . Here no compact support assumptions are necessary. This decomposition allows
us to define projections Qj : L2(Rd)→ Vj , j > 0, the partial sum operators associated
with 9 , by
Qju :=
∑
α∈Zd
(u, φ˜α)L2
‖φ‖L2‖φ˜‖L2
φα
+
j∑
k=1
∑
λ∈3′
∑
α∈Zd
(u, ψ˜λk,α)L2
2−d(k−1)‖ψλ‖L2‖ψ˜λ‖L2
ψλk,α.
Similar formulas hold for the decomposition with respect to the system 9˜ and for the
projections Q˜j , which are the L2-adjoints of the Qj . Obviously,
QjQk =Qj , 06 j < k <∞. (23)
We can give an alternative definition of these projections which only involves the
associated scaling functions. Let φ, φ˜ ∈L2(Rd ) be the scaling functions of the dual MRAs
{Vj }, {V˜j }, respectively. From (21) we have the biorthogonality relation
(φj,α, φ˜j,β )L2 = δα,β‖φj,α‖L2‖φ˜j,β‖L2 = 2−jdδα,β‖φ‖L2‖φ˜‖L2 . (24)
Then
Qju= c−1j
∑
α∈Zd
(u, φ˜j,α)L2φj,α, u ∈ L2(Rd), (25)
where cj = 2−jd‖φ‖L2‖φ˜‖L2 is the appropriate normalization factor. For this reason, we
say that two MRAs, now without reference to any Riesz bases, generated by φ and φ˜, are
dual or biorthogonal if (24) holds. Then Qj is defined by (25) and Q˜j is its adjoint.
Following [12, 13], we aim at establishing the norm equivalence
‖u‖2Hs  ‖u‖2Q,s := ‖Q0u‖2L2 +
∞∑
j=1
22sj‖Qju−Qj−1u‖2L2 (26)
between the Hs-norm and a decomposition norm determined by {Qj }. If (23) holds and
the range of Qj −Qj−1 coincides with Wj (the closed span of its L2-Riesz basis 9j ),
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which would be the case under the assumptions made so far, we see that (26) is equivalent
to the Hs -Riesz basis property of 9 (analogous statements hold for {Q˜j } and 9˜). Indeed,
consider any (finite) linear combination
u=
∑
α∈Zd
aαφα +
∞∑
j=1
∑
λ∈3′
∑
α∈Zd
aλj,αψ
λ
j,α.
Then, by (23),
Q0u=
∑
α∈Zd
aαφα, Qju−Qj−1u=
∑
λ∈3′
∑
α∈Zd
aλj,αψ
λ
j,α, j > 1,
and, consequently, by (26),
‖u‖2Hs  ‖
∑
α∈Zd
aαφα‖2L2 +
∞∑
j=1
22sj‖
∑
λ∈3′
∑
α∈Zd
aλj,αψ
λ
j,α‖2L2 .
But ‖φα‖2Hs  ‖φα‖2L2  1 and ‖ψλj,α‖2Hs  22js‖ψλj,α‖2L2  22js , with constants depend-
ing on the finitely many functions φ and ψλ. Since 80, 9j are L2-Riesz bases for V0,
Wj (j > 1), respectively, we obtain
‖u‖2Hs 
∑
α∈Zd
|aα|2 +
∞∑
j=1
22sj
∑
λ∈3′
∑
α∈Zd
|aλj,α|2

∑
α∈Zd
‖φα‖2Hs |aα|2 +
∞∑
j=1
∑
λ∈3′
∑
α∈Zd
‖ψλj,α‖2Hs |aλj,α|2,
which is the Hs -Riesz basis property of 9 . The argument for the opposite direction is
completely analogous.
It turns out that norm equivalences such as (26) follow from the basic approximation
theoretic properties of {Vj } and {V˜j } (see [13, Section 5.1]). We say that {Vj } satisfies
a Jackson, respectively, a Bernstein inequality of some order s > 0 if, with constants
independent of j > 0,
inf
vj∈Vj
‖u− vj‖L2 6 C2−js‖u‖Hs , ∀u ∈Hs(Rd), (27)
respectively
‖vj‖Hs 6 C2js‖vj‖L2, ∀vj ∈ Vj . (28)
THEOREM 2. Let φ, φ˜ ∈ L2(Rd ) generate the dual MRAs {Vj } and {V˜j }. In addition,
let {Vj } and {V˜j } satisfy Jackson–Bernstein inequalities of order γ > 0 and γ˜ > 0,
respectively. Then (26) holds if −γ˜ < s < γ . If, in addition, the ranges of Qj −Qj−1,
j > 1, possess L2-Riesz bases 9j then 9 is a Riesz basis in Hs(Rd ) for the same s-range.
An analogous statement holds for 9˜ .
The more general form of Theorem 2 contained in [12, 13] makes the additional
assumptions that (23) holds and that the Qj , Q˜j are uniformly L2-bounded. However,
both of these follow from our assumption that φ and φ˜ generate dual MRAs.
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2.2. The Dual Symbol
The goal of this subsection is to derive properties of the dual symbol. In principle,
the dual symbol might not even be defined since we do not know whether our candidate
system 9 of the form (18) is an L2-Riesz basis and, therefore, we do not know whether a
dual system exists.
But we can find a formula for the dual symbol, if it exists, directly from our assumptions
A1 and A2 without reference to a dual system in the following way. Using the notation
(10) and (16), we introduce the matrix function of size 2d ,
L(θ) := ((mλ′(θ + piλ)))
λ,λ′∈3,
whose entries consist of trigonometric polynomials. We use the notation m0(θ) := m(θ),
(a0α) := (aα) if λ′ = 0. Then, by [34, Theorem 13],
80 ∪91 is an L2-Riesz basis in V1 if and only if
L(θ) is invertible for all θ ∈ C. (29)
Equivalently, this could be expressed in terms of the matrix of subsymbols
M(θ)= ((mλ′λ (θ)))λ,λ′∈3 = 2−dUL(θ),
where the real transformation matrix U = (((−1)λλ′))λ,λ′∈3 satisfies U = UT = 2dU−1;
i.e., is orthogonal up to scaling. The entries mλ′λ (θ), λ ∈ 3, in M(θ) represent the
subsymbols of mλ′(θ) (λ′ ∈3). To define them, set
cλ(θ) :=
∑
β∈Zd
c2β+λe−i(2β+λ)θ, λ ∈3,
for any c(θ)=∑α∈Zd cαe−iαθ and apply this notation to the symbols mλ′(θ).
A formula for the dual symbol may be obtained by considering the unique decomposi-
tion of v1 ∈ V1 associated with (14),
v1 :=
∑
α∈Zd
cαφ1,α = v0 +w1, (30)
where
v0 :=
∑
β∈Zd
dβφ0,β ∈ V0, w1 :=
∑
λ∈3′
∑
β∈Zd
dλβψ
λ
0,β ∈W1. (31)
Using the refinement equations (9) and (15),
v0 +w1 =
∑
α∈Zd
(∑
λ′∈3
∑
γ∈Zd
aλ
′
α−2γ dλ
′
γ
)
φ1,α,
where, similarly, (d0β) := (dβ). Thus,
cα =
∑
λ′∈3
∑
γ∈Zd
aλ
′
α−2γ dλ
′
γ
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or, using (6),
c(θ)= 2d
∑
λ′∈3
mλ
′
(θ)dλ
′
(2θ).
Substituting the arguments θ+λpi , λ ∈3, we obtain the linear system c(θ)= 2dL(θ)d(2θ)
for determining the vector function d(θ) = (dλ(θ))Tλ∈3 from the vector function c(θ) =
(c(θ + piλ))Tλ∈3:
d(2θ)= 2−dL−1(θ)c(θ).
The invertibility of L(θ) is guaranteed by (29). In particular, the first component d(θ)=
d(θ)0 of d(θ) is given by
d(2θ)= 2−d
∑
λ∈3
m˜(θ + piλ)∗c(θ + piλ) =
∑
λ∈3
m˜λ(θ)
∗cλ(θ), (32)
where
m˜(θ) := N(θ)
∗
D(θ)∗
. (33)
Here, D(θ) = det L(θ), and N(θ)= det L0(θ), where the matrix L0(θ) is obtained from
L(θ) with replacing the first column (m(θ +piλ))T (corresponding to the symbol of φ, and
λ′ = 0) with the unit vector (1,0, . . . ,0)T . Here, and in the following, ∗ denotes complex
conjugation. Formula (33) follows by Cramer’s rule, which gives
2dD(θ)d(2θ)= det Lc(θ)=
∑
λ∈3
c(θ + piλ)det Lλ(θ).
Here Lc(θ) and Lλ(θ) are the matrices obtained by replacing the first column of L(θ) with
c(θ) and unit vectors (with the entry 1 at the position with row index λ), respectively. To
conclude, observe that det Lλ(θ)= det L0(θ + piλ), λ ∈3.
The function m˜(θ) defined by (33) is a rational trigonometric function, i.e., the quotient
of two trigonometric polynomialsN(θ)∗ andD(θ)∗ 6= 0 (with real coefficients if the masks
(aλ
′
α ) are real valued). To see that m˜(0)= m˜(0)∗ = 1, observe that the matrices L(θ) and
L0(θ) coincide for θ = 0 since from (13) we have m(0)= 1 and m(piλ) = 0 for λ ∈3′.
Obviously, sinceD(θ) 6= 0, m˜(θ) is a C∞-function. In particular, it is Lipschitz continuous
at 0; i.e., we have
|1− m˜(θ)|6 C|θ | (34)
for all θ sufficiently small. Also, the Strang–Fix order Lm˜ is well defined by (12).
We will now see that this function coincides with the symbol of the dual scaling
function φ˜ if 9 really forms a Riesz basis. In this case, representing φ˜ ∈ V˜0 ⊂ V˜1 with
respect to the basis 8˜1, we obtain the dual refinement equation
φ˜(x)=
∑
α∈Zd
a˜αφ˜(2x − α), (35)
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which holds with a (not necessarily finite) mask (a˜α) ∈ `2(Zd). As before, its symbol is
introduced by
m˜(θ)= 2−d
∑
α∈Zd
a˜αe
−iαθ .
Returning to the additive decomposition of an arbitrary v1 =∑β∈Zd cβφ1,β ∈ V1 into
v0 =∑α∈Zd dαφα ∈ V0 and w1 ∈W1 as in (30), we use (22) and (35):
dα = (v1, φ˜α)L2‖φ‖L2‖φ˜‖L2
= (
∑
β∈Zd cβφ1,β,
∑
γ∈Zd a˜γ φ˜1,2α+γ )L2
‖φ‖L2‖φ˜‖L2
=
∑
β∈Zd
∑
γ∈Zd
δβ,2α+γ
‖φ1,β‖L2‖φ˜1,2α+γ ‖L2
‖φ‖L2‖φ˜‖L2
cβa˜
∗
γ = 2−d
∑
β∈Zd
cβ a˜
∗
β−2α.
Note that the biorthogonality and dilation–translation properties of the systems yield
(φj,α, φ˜j,β)L2 = δα,β‖φj,α‖L2‖φ˜j,β‖L2 = 2−jdδα,β‖φ‖L2‖φ˜‖L2,
which was used for j = 1. Turning to the symbols, we obtain
d(2θ)=
∑
α∈Zd
dαe
−2iαθ = 2−d
∑
α∈Zd
∑
β∈Zd
(cβe
−iβθ )(a˜β−2αe−i(β−2α)θ )∗
=
∑
λ∈3
m˜λ(θ)
∗cλ(θ)= 2−d
∑
λ∈3
m˜(θ + piλ)∗c(θ + piλ).
It remains to compare this formula with (32) and to observe that such representations are
unique.
We can use this formula to define φ˜ via
ˆ˜
φ(θ)=
∞∏
k=1
m˜(2−kθ).
Note that the function q˜ defined by
q˜(θ)= |m˜(θ)|2 = |N(θ)|
2
|D(θ)|2 =
∑
α∈Zd
q˜αe
−iαθ (36)
is a real-valued, nonnegative rational trigonometric function. It has a Fourier series with
coefficients q˜α satisfying
|q˜α|6 Cr |α|10 , q˜−α = q˜∗α, α ∈ Zd, (37)
where 0 < r0 < 1 depends on the distance of the zero set of the denominator polynomial
to the torus interpreted as subset of Cd . If the masks (aα), (aλα) are real valued then so are
the coefficients q˜α . Note that m˜(0)= 1 implies
q˜(0)=
∑
α∈Zd
q˜α = 1. (38)
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The factorization
q˜(θ)= p(θ)q(θ), p(θ)= |c0N(θ)|2, q(θ)= |c0D(θ)|−2 > 0 (39)
into a nonnegative trigonometric polynomial p(θ) with p(0)= 1, and a positive periodic
C∞ function q(θ) with q(0)= 1 and exponentially decaying Fourier coefficients qα (as in
(37)), will be extensively used below. The normalization factor c0 has been fixed such that
c0N(0)= c0D(0)= 1.
2.3. Properties of Transfer Operators
The transfer operator Lr associated with the 2pi -periodic function r is defined by
(Lr c)(θ)=
∑
λ∈3
r(θ/2+ piλ)c(θ/2+ piλ). (40)
Since for an arbitrary 2pi -periodic function f (θ),
2−d
∑
λ∈3
f (θ/2+ piλ)=
∑
β
f2βe
−iβθ
is again a 2pi -periodic function, the operator Lr acts in spaces of periodic functions. Since
its formal adjoint in L2(Rd) is a dyadic subdivision operator, it naturally appears in a
number of applications. Properties of Lr have been studied extensively [7, 9, 11, 18, 20,
22] especially for the univariate case and for r generated from multivariate trigonometric
polynomials. In particular, we have
THEOREM 3. If φ ∈ L2(Rd) is compactly supported and generates an MRA, with
symbol m(θ) defined by (10), then its regularity exponent can be computed as
sφ =−12 log2 ρφ,
where
ρφ = ρ(L|m|2 ,V|m|2,zL)
denotes the spectral radius of the restriction of L|m|2 to the subspace
V|m|2,zL = span
{Lk|m|2zL : k > 0}
generated from the trigonometric polynomial
zL(θ)=
(
d∑
l=1
sin2
θl
2
)L
. (41)
An appropriate choice for L is L = Lm or any (smaller) integer such that sφ < L.
The subspace V|m|2,zL is finite dimensional and consists of trigonometric polynomials for
any L.
There are alternative formulations of Theorem 3 characterizing ρφ as the largest
eigenvalue of L|m|2 on a certain finite dimensional invariant subspace consisting of
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trigonometric polynomials, the definition of which involves the Strang–Fix conditions
for m(θ); see [6, 17, 22]. Theorem 3, in conjunction with Theorem 1, shows again how
essential the operators L|m|2 and L|m˜|2 are, at least under the assumption of compactly
supported masks. Much of this and the following sections will be directed to overcoming
this restriction by approximation arguments.
As was outlined in subsection 2.1, a key tool is the investigation of the projections
Qj in connection with norm equivalences such as (26). This can be done by considering
their discrete counterpartsQj+kj :=Qj |Vj+k : Vj+k→ Vj , k > 0, together with a limiting
procedure k→∞. The advantage is that these projections can be defined without assuming
any Riesz basis properties of the candidate system9 , by just k times iterating the definition
of the two-level projection Q10 := Q: V1→ V0 associated with the splitting (14). More
precisely, using the formula (30) we define Q by
Qv1 = v0, v1 ∈ V1. (42)
If the dual MRA exists, then the two-level projector can be written as
Qv1 =
∑
α∈Zd
(v1, φ˜α)L2
‖φ‖L2‖φ˜‖L2
φα, ∀v1 ∈ V1.
By a dilation argument, we define Qj+1j vj+1 :=Q10(vj+1(2−j · ))(2j · ) for all vj+1 ∈ Vj ,
and, finally, Qj+kj :=Qj+1j Qj+2j+1 · · ·Qj+kj+k−1.
Equation (32) can be used to express the L2-norm of Q: V1→ V0 and, more generally,
of the projectionsQj+kj : Vj+k→ Vj .
THEOREM 4. Under the assumptions A1 and A2 on φ and ψλ , λ ∈ 3′, the norms of
the projection operators Qj+kj : Vj+k→ Vj satisfy
‖Qj+kj ‖2L2 = ‖Qk0‖2L2 = ‖Lkq˜1‖L∞(C), 06 j < j + k <∞,
where the transfer operator Lq˜ is defined by (40) and (36).
Proof. Using the definition (42) of Q and the notation introduced in (30), (31), we
have
‖Q‖2L2 = sup
v1 6=0
‖Qv1‖2L2
‖v1‖2L2
= 2d sup
c 6=0
‖d‖2
L2(C)
‖c‖2
L2(C)
.
Using (32), we estimate
2d‖d‖2L2(C) = 22d‖d(2· )‖2L2((1/2)C) =
∫
(1/2)C
∣∣∣∣∑
λ∈3
m˜(θ + piλ)∗c(θ + piλ)
∣∣∣∣2 dθ
6
∫
(1/2)C
(∑
λ∈3
|m˜(θ + piλ|2
)(∑
λ∈3
|c(θ + piλ)|2
)
dθ
6 ‖
∑
λ∈3
q˜(θ + piλ)‖L∞((1/2)C)
∫
(1/2)C
∑
λ∈3
|c(θ + piλ)|2 dθ
= ‖
∑
λ∈3
q˜(θ/2+ piλ)‖L∞(C)‖c‖2L2(C).
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Since this estimate is sharp (with respect to all of L2(C)), we see that
‖Q10‖2L2 = ‖Q‖2L2 = ‖
∑
λ∈3
q˜(θ/2+ piλ)‖L∞(C) = ‖Lq˜1‖L∞(C).
In completely the same way, by iterating (32), one obtains
‖Qj+kj ‖2L2 = ‖
∑
λ1,...,λk∈3
k∏
l=1
q˜
(
θ
2l
+ piλ1
2l−1
+ · · · + piλl
)
‖L∞(C) = ‖Lkq˜1‖L∞(C).
This completes the proof.
We will now impose the following restrictions on r(θ) which are, in view of the
considerations in subsection 2.2, sufficient for the applications we have in mind.
A3. We assume the factorization r(θ)= p(θ)q(θ), where
p(θ)=
∑
|α|∞6n
pαe
−iαθ > 0, p−α = p∗α,
is a nonnegative trigonometric polynomial of degree 6 n, and where
q(θ)=
∑
α∈Zd
qαe
−iαθ > 0, q−α = q∗α, q(0)= 1,
is a positive C∞ function with exponentially decaying Fourier coefficients, i.e., there is a
positive r0 < 1 and a constant C <∞ such that
|qα|6 Cr |α|10 , α ∈ Zd .
Note that the notation introduced in condition A3 is consistent with (37)–(39). Thus,
assumptions A1 and A2 imply all properties in A3 for r(θ) = |m˜(θ)|2. In some places,
which will be mentioned below, we need also p(0)= 1, which is not required by A3. The
special case q(θ)≡ 1 covers the case of trigonometric symbols. A consequence of A3 is
that the Fourier coefficients of r(θ) satisfy
|rα|6 Cr |α|10 , α ∈ Zd . (43)
Thus, we are a bit more specific compared to [7, 18], where only the latter condition was
imposed.
We next list some properties of Lr , following the paper [7] (be aware of differences in
the notation). Let the Hilbert spaces Et ⊂ L2(Td ), 0 < t < 1, be induced by the scalar
product
(f, g)Et =
∑
α∈Zd
t−2|α|1fαg∗α.
The norm in this space is given by
‖f ‖Et := ‖(fαt−|α|1)‖`2(Zd ).
HIERARCHICAL RIESZ BASES 49
Let Et+ be the cone of nonnegative functions in Et . Note that these are spaces of C∞
functions with rapidly decreasing (complex) Fourier coefficients, with the exponential
decay controlled by the parameter t . Concerning the Banach space σ1(H) of compact
trace class operators acting on a Hilbert space H , we refer to [19, 28] for generalities, and
to [7, 18] for a treatment of σ1(Et ).
The following theorem on the properties of Lr under assumption A3 was proved in [7].
THEOREM 5. Let r(θ) satisfy (43). Then the transfer operator Lr is a bounded linear
operator in Et if r20 < t < 1. Moreover, it is a compact trace class operator for the same
range of parameters t . It is also positive: Lr (Et+) ⊂ Et+. The spectral radius ρ(Lr ,Et )
coincides with the largest positive eigenvalue of Lr ; the associated eigenfunction belongs
to Et+.
We come to the effect of approximating r(θ) on spectral properties of Lr . We start
with a simple lemma on approximating functions with exponentially fast decaying Fourier
coefficients by trigonometric polynomials.
LEMMA 6. Let q(θ) be as specified in A3. For all sufficiently large N , there exist
positive trigonometric polynomials
qN(θ)=
∑
|α|∞6N
qN,αe
−iαθ , qN,−α = q∗N,α, (44)
such that
‖q − qN‖L∞(C) 6 CNlrN0 , qN(0)= 1, (45)
and, consequently,
|qα − qN,α|6 CNlrN0 , |α|∞ 6N, (46)
for some l > 0. A qN(θ) of the form (44) satisfying (45) for any fixed l > 0 is obtained by
interpolating q(θ) at the (2N + 1)d points θN,α = 2piα/(2N + 1), α ∈ {0, . . . ,2N}d . In
addition, monotonicity properties such as qN(θ)> q(θ) or 0< qN(θ)6 q(θ) for all θ ∈ C
can be enforced.
We sketch the proof of this lemma. Obviously, it follows from the coefficient bounds in
A3 that for large enough N ,
qN(θ)=
(
q0 +
∑
|α|∞>N
qα
)
+
∑
16|α|∞6N
qαe
−iαθ
is of the form (44) and satisfies (45) and (46) with l = 0.
If we define the trigonometric polynomial qN(θ) in the form as required in (44) by
interpolating q(θ) at the set {θN,α}, then (45), (46) are satisfied with any fixed l > 0 since
‖q − qN‖L∞(C) 6 C(logN)d infcα
∥∥∥∥q(θ)− ∑
|α|∞6N
cαe
−iαθ
∥∥∥∥
L∞(C)
6C(logN)drN0 .
Thus, interpolating polynomials, which can efficiently be computed from q(θ) by FFT, fit
into the framework of Lemma 6.
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Finally, to achieve monotonicity from above or from below, it suffices to take any qN
that already satisfies (44) and (45) and to add or subtract a suitable multiple CNlrN0 z1(θ)
of the trigonometric polynomial z1(θ) |θ |2∞ mentioned in Theorem 3.
LEMMA 7. Let r(θ) satisfy assumption A3, and set rN(θ)= p(θ)qN(θ), where qN(θ)
is defined according to Lemma 6, N >N0. Then
LrN →Lr , N→∞, (47)
in the sense of the trace class norm on Et , at least for r2/d0 < t < 1.
Proof. We give the argument for d = 2. Let us denote the Fourier coefficients of
1rN = r − rN = p(q − qN) by (1rN)α . By assumption A3 and (46), one has
|(1rN)α|6 C
{
r
|α|1
0 , |α|∞ >N + n
NlrN0 , |α|∞ 6N + n,
where n is the degree of the trigonometric polynomial p. Then, using the complete
orthonormal system {eα,t := t−|α|1e−iαθ } in Et , by a well-known bound for the trace class
norm we have
‖L1rN ‖σ1(Et ) 6
∑
α∈Zd
∑
β∈Zd
|(L1rN eβ,t , eα,t )Et |
6 2d
∑
α∈Zd
t−|α|1
∑
β∈Zd
|(1rN)2α−β |t |β|1
6C
∑
α∈Zd
t−|α|1
∑
β∈Zd
{
t|2α−β|1+|β|1
NltN+|β|1
}
,
where the first formula applies if |2α−β|∞ >N+n; otherwise the second has to be taken.
The constant  > 0 is given by r0 = t . Using the definition of the vector norms | · |1 and
| · |∞ involved, the last expression can be bounded from above for d = 2 by
C
{(∑
α1∈Z
t−|α1|A(α1)
)(∑
α2∈Z
t−|α2|B(N + n,α2)
)
+
(∑
α1∈Z
t−|α1|B(N + n,α1)
)(∑
α2∈Z
t−|α2|A(α2)
)
+NltNC(N + n)2
}
,
where
A(a) :=
∑
b∈Z
t2|2a−b|t2|b| 
 t
4|a|, 0<  < 1
|a|t4|a|,  = 1
t4|a|,  > 1,
B(N + n,a) :=
∑
b∈Z: c|2a−b|>N+n
t|2a−b|+|b|,
C(N + n) :=
∑
a,b∈Z :|2a−b|6N+n
t−|a|+|b|.
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For the latter sum we have
C(N + n)6 C
( ∑
a∈Z:|2a|6N+n
t−|a| +
∑
a∈Z :|2a|>N+n
tN−|a|
)
6 Ct−N/2.
For estimating B(N + n,a) we need to distinguish between the case |2a|>N + n, where
B(N + n,a) (t2|a| + t(N+n)+2|a|−(N+n))
(if  = 1 this expression has to be replaced with (2|a| − (N + n))t2|a|), and the case
|2a|6N + n, where
B(N + n,a) t(N+n)+(N+n)−2|a|.
Consequently, for  > 1/2,∑
a∈Z
t−|a|B(N + n,a)
6 C
( ∑
|a|>(N+n)/2
(
t(2−1)|a| + t(−1)(N+n)+|a|)+ ∑
|a|6(N+n)/2
t(+1)(N+n)−2|a|
)
6 Ct(−1/2)N .
Altogether, taking into account also the boundedness of
∑
a∈Z t−|a|A(a) for  > 1/2, we
arrive at the final estimate
‖Lr −LrN ‖σ1(Et ) 6 CNlt(−1)N 6 CNlr(1−1/)N0 ,
which gives an exponential convergence rate in (47) with respect to the trace class norm in
Et if  > 1. Since for arbitrary d , the largest term will come from estimating C(N+n)d , in
general, the restriction  > d/2 or, equivalently, r2/d0 < t < 1 is required. Finally, note that,
with the same proof, (47) holds for r(θ) satisfying only (43) and approximations rN(θ)
with the properties
rN (θ)=
∑
|α|∞6N
rN,αe
−iαθ , ‖r − rN‖L∞(C) 6 CNlrN0 , N→∞.
2.4. The Dual Scaling Function and Its Properties
In this subsection, let φ, ψλ satisfy the assumptions A1 and A2. We will construct φ˜ and
show under which conditions it belongs to Hs(Rd).
We base our considerations on the definiton of ˆ˜φ by a product formula analogous to (11).
The following lemma on its convergence is well known. We reproduce the proof since we
need one of the estimates occurring therein.
LEMMA 8. Let r ∈ C(Td ) with r(0)= 1 be Lipschitz continuous at the origin
|r(θ)− 1|6 C|θ |γ , θ→ 0,
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with γ > 0. Then the infinite product
5(r)(θ)=
∞∏
l=1
r(2−lθ)
converges uniformly on compact subsets of Rd to a continuous function.
Proof. By
5(r)k(θ)=
k∏
l=1
r(2−lθ), k > 1,
with 5(r)0(θ)= 1, we denote the partial products.
Using the Lipschitz continuity, we have
max(0,1−C|θ |γ )6 |r(θ)|6min(‖r‖L∞,1+C|θ |γ ), θ ∈ C,
from which
|5(r)K(θ)|6 |5(r)k(θ)|
K∏
l=k+1
(1+C|2−lθ |γ )
6 |5(r)k(θ)|(1+C|θ |γ )
6C|5(r)k(θ)|, |θ |6 C12k, K > k.
For large enoughK ′ >K > k and |θ |6 C12k we also have
| log
(
K ′∏
l=K+1
|r(2−lθ)|
)
|6 C
K ′∑
l=K+1
|2−lθ |γ 6 C2(k−K)γ .
Now we can put things together: Since
|5(r)K ′(θ)−5(r)K(θ)| = |5(r)K(θ)|
K ′∏
l=K+1
|r(2−lθ)− 1|,
with the first term uniformly bounded for |θ | 6 C12k by the above estimates, and the
second tending to 0 uniformly on compact subsets if K,K ′ →∞, the above convergence
statement is verified. The continuity follows from the continuity of the finite products
5(r)K(θ), which completes the proof.
From the above estimates, letting K→∞, we finally have
|5(r)(θ)|6 C|5(r)k(θ)|, |θ |6C12k, (48)
where C1 > 0 is any fixed constant. This inequality will be used below.
Since the dual symbol m˜(θ) satisfies the above Lipschitz condition with γ = 1—
see (34)—we immediately obtain
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COROLLARY 9. Let the assumptions A1 and A2 hold and
ˆ˜
φ(θ) :=
∞∏
l=1
m˜(2−lθ), (49)
where m˜(θ) is the dual symbol (33). Then ˆ˜φ is a continuous function.
In the following, we will extend Theorem 3 to the dual scaling function. Let q˜N(θ) be
approximations to q˜(θ) = |m˜(θ)|2 as in Lemma 6. In particular, for N large enough, we
can assume that
‖q˜ − q˜N‖L∞(C) 6 N := CNlrN0 ,
or, similarly,
0< (1−CN)q˜N(θ)6 q˜(θ)6 (1+CN)q˜N(θ), θ ∈ C. (50)
LEMMA 10. Let q˜ be as defined in (36)–(39), in particular, A3 is satisfied, and
Lemma 6 is applicable. Let q˜N be a sequence of approximations of q˜ satisfying (44), (45).
Then
ρ˜ = inf
L>0
lim
N→∞ρ(Lq˜N ,Vq˜N ,zL), (51)
where the notation is explained in Theorem 3, exists and does not depend on the specific
choice of the sequence q˜N .
Proof. Since q(θ) is strictly positive and continuous, we conclude from (45) that for
sufficiently large N ,
max
(∣∣∣∣1− qN(θ)q(θ)
∣∣∣∣, ∣∣∣∣1− q(θ)qN(θ)
∣∣∣∣)6 N (52)
for some positive N 6 CNlrN0 , with the last estimate coming from (45) but with another
constant depending also on bounds for q(θ).
The independence follows easily from (52) and the formula
ρ(Lr , Vr,z)= lim
k→∞‖L
k
r z‖1/kL∞(C), (53)
which holds whenever r and z are trigonometric polynomials. For a proof of (53), use
that Vr,z is finite dimensional and can be equipped with the L∞-norm, and that the
eigenfunction corresponding to some eigenvalue λ with |λ| = ρ(Lr , Vr,z) is of the form
c=
n−1∑
l=0
alLlr z,
with some fixed coefficients al (an 6= 0) and an integer n not exceeding the dimension of
Vr,z. Then
|λ|k‖c‖L∞(C) 6
n∑
l=0
|al| ‖Ll+kr z‖L∞(C) 6 C‖Lkr z‖L∞(C)
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for k > 1, where the boundedness of the operator Lr in L∞(Td ) has been used. The
constant C does not depend on k. On the other hand, by the definition of the spectral
radius, we have
‖Lkr z‖L∞(C) 6 Cδ(|λ| + δ)k
for any fixed δ > 0. Thus, raising these inequalities to the power 1/k, we obtain (53) if
limits are taken, first with respect to k→∞ and then for δ→ 0.
With (53) at hand for all choices r = q˜N and z = zL, we take two sequences qN and
q ′N from Lemma 6 for which we can assume (52) with the same N → 0. Then we easily
obtain
1− N
1+ N q˜N (θ)6 q˜
′
N(θ)6
1+ N
1− N q˜N (θ)
and, consequently, by definition of Lr and the nonnegativity of all trigonometric
polynomials involved,(
1− N
1+ N
)k
‖Lkq˜N zL‖L∞(C) 6 ‖Lkq˜ ′N zL‖L∞(C) 6
(
1+ N
1− N
)k
‖Lkq˜N zL‖L∞(C),
for k > 1. In view of (53) and N → 0, this inequality implies that
ρ˜L := lim
N→∞ρ(Lq˜N ,Vq˜N ,zL)= limk→∞‖L
k
q˜ zL‖1/kL∞(C) (54)
exists and is independent of the particular choice of {q˜N }, and that the same holds for
ρ˜ = infL ρ˜L. Since 06 zL+1(θ)6 CzL(θ), (54) yields
ρ˜ = lim
L→∞ ρ˜L 6 ρ˜L+1 6 ρ˜L 6 · · ·6 ρ˜0. (55)
Lemma 10 is proved.
As will become clear, the next lemma extends the connection between the Strang–Fix
order and regularity exponent to φ˜.
LEMMA 11. Under the assumptions A1 and A2, we have
s˜ := −1
2
log2 ρ˜ 6 Lm˜. (56)
Proof. We can assume that s˜ > 0 (there is nothing to prove if s˜ 6 0). Considering the
definition q(θ)= 1/|c0D(θ)|2, it is possible to construct a special sequence qN (satisfying
the estimate (45) of Lemma 6) by approximating the function Q(θ) := (c0D(θ))−1 rather
than q(θ)= |Q(θ)|2. Indeed, by definition of c0 we have Q(0)= 1. Moreover, the Fourier
coefficientsQα ofQ(θ) satisfy the same decay estimates as stated in A3 for (qα) (however,
Q−α =Q∗α no longer holds). Consider the trigonometric polynomial
QN(θ)=
(
Q0 +
∑
|α|∞>N
Qα
)
+
∑
0<|α|∞6N
Qαe
−iαθ .
Obviously, we have QN(0)= 1 and
‖QN −Q‖L∞(C) 6CNlrN0 , N→∞,
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for some l and r0 < 1. Then q ′N(θ) := |QN(θ)|2 satisfies (45) for large enough N , with r0
replaced by √r0 and the same l as before. The quantity ρ˜ in (51) can be computed on the
basis of the specific sequence q˜ ′N(θ)= p(θ)q ′N(θ) where p(θ)= |c0N(θ)|2.
The advantage of this choice is that we can introduce trigonometric polynomials
m˜′N(θ) := (c0N(θ)QN(θ))∗ which play the role of symbols associated with q˜ ′N(θ) =
|m˜′N(θ)|2 and generate a sequence of refinement equations with finitely supported masks. It
is easy to see that under the assumption s˜ > 0, these refinement equations have compactly
supported solutions φ˜′N ∈ L2(Rd) if N is large enough, with the corresponding systems
{φ˜′N(· − α) :α ∈ Zd } forming Riesz bases in their respective L2-closed linear spans. Then,
by results on scaling functions with compact support and by the same comparison methods
as used before, we have 0< sφ˜′N 6 Lm˜′N = Lp/2= Lm˜ and
sφ˜′N
=−1
2
log2(ρ(Lq˜ ′N ,Vq˜ ′N,zLp/2))→ s˜, N→∞;
see the definition of ρ˜ and Theorem 3. Thus, s˜ 6 Lm˜, which proves (56) (it is very probable
that 6 can be replaced by strict inequality).
LEMMA 12. Assume that A1 and A2 are satisfied. Let q˜ be as defined in Lemma 10, the
dual scaling function φ˜ be implicitly defined by (49), and ρ˜, s˜ be given by the formulas in
(51), (56), respectively. Then, for s < s˜ , gφ˜,s is a continuous function on Td . Consequently,
φ˜ ∈Hs(Rd) for all s < s˜. On the other hand, φ˜ /∈Hs(Rd ) for all s > s˜. Thus,
s˜ = sφ˜ .
Proof. We first show that
gφ˜,s(θ)=Gq˜,s(θ) :=
∑
α∈Zd
(1+ |θ + 2piα|2)s5(q˜)(θ + 2piα) (57)
belongs to L∞(C). We again use the notation of partial products of Lemma 8 and its proof.
Let
k = {−2k−1 + 1, . . . ,2k−1}d ⊂ Zd , k > 1, 0 = ∅,
and introduce for k > 1 the notation
Hq˜,k(θ)=
∑
α∈k
5(q˜)k(θ + 2piα), 1Hq˜,k(θ)=
∑
α∈k\k−1
5(q˜)k(θ + 2piα).
By definition of k and C , we have
pi(2k−1 − 1)6 |θ + 2piα|∞ 6 pi(2k + 1), x ∈ C, α ∈k\k−1. (58)
Thus, from (57) and (48) we obtain
Gq˜,s(θ)6 C
∞∑
k=1
22ks1Hq˜,k(θ), θ ∈ C. (59)
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For estimating the quantities1Hq˜,k(θ) (which represent, in some sense, the Littlewood–
Paley blocks of gφ˜,0), we start with recalling the algebraic identity
Lkr c(θ)=
∑
α∈k
5(r)k(θ + 2piα)c(2−k(θ + 2piα)), (60)
which is valid for all reasonable periodic functions r and c (see [7] for a proof). We will
apply (60) with c(θ)= zL(θ) (see (41)) and r(θ)= q˜N (θ)= p(θ)qN(θ), where qN(θ) is
an approximation to q(θ) obtained via Lemma 6. Using (52), we have
q(θ)6 (1+ N )qN(θ) := 22δN qN(θ) (δN 6 CN),
which gives
1Hq˜,k(θ)6 22δNk1Hq˜N,k(θ).
By (58), the fact that the trigonometric polynomials zL(θ) are strictly positive, except at
the points 2piα, α ∈ Zd , and by (60) we can continue as follows:
1Hq˜N,k(θ)=
∑
α∈k\k−1
5(q˜N)k(θ + 2piα)
6 C
∑
α∈k\k−1
5(q˜N)k(θ + 2piα)zL(2−k(θ + 2piα))
6 C
∑
α∈k
5(q˜N)k(θ + 2piα)zL(2−k(θ + 2piα))
= C(Lkq˜N zL)(θ), θ ∈ C, k > 2.
The constant depends on zL; any integer L> 0 is allowed. Substituting these inequalities
into (59) (for k = 1, we can use the boundedness of the expression 1Hq˜N,0(θ)), we
obtain
Gq˜,s(θ)6C
(
1+
∞∑
k=1
22(s+δN)k(Lkq˜N zL)(θ)
)
. (61)
Now, consider any s < s˜ , set δ = (s˜ − s)/4, and choose first L and then N such that
both
ρ(Lq˜N ,Vq˜N ,zL)
ρ˜
< 22δ
and δN < δ are satisfied. Since Vq˜N ,zL ⊂ L∞(Td ), by definition of the spectral radius we
have
‖Lkq˜N zL‖L∞(C) 6 Cρ′ρ′
k
, k > 1,
for any ρ′ > ρ(Lq˜N ,Vq˜N ,zL); e.g., we can choose ρ′ such that
1<
ρ′
ρ˜
< 24δ.
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With these choices, it remains to substitute into (61):
‖Gq˜,s‖L∞(C) 6C
(
1+
∑
k>1
22(s+δN)k‖Lkq˜N zL‖L∞(C)
)
6 C
∞∑
k=0
22(s+δ)kρ′k
6C
∞∑
k=0
22(s+3δ)kρk = C
∞∑
k=0
22(s+3δ−s˜)k <∞.
It follows that gφ˜,s =Gq˜,s ∈ L∞(C)⊂ L1(C) and, by Corollary 9, that φ˜ ∈Hs(Rd).
Moreover, we have implicitly shown that the series
g
φ˜,s
(θ)=
∞∑
k=1
∑
α∈k\k−1
(1+ |θ + 2piα|2)s | ˆ˜φ(θ + 2piα)|2
converges uniformly on C . Since ˆ˜φ is continuous on Rd (Corollary 9), this shows the
continuity of gφ˜,s(θ) for s < s˜.
Assume that φ˜ ∈Hs(Rd) for some s > s˜. This means that the numbers
1hq˜,k =
∫
C
1Hq˜,k(θ) dθ, k > 1,
satisfy 1hq˜,k > 0 and
∞∑
k=1
22sk1hq˜,k =
∫
C
∞∑
k=1
22ks1Hq˜,k(θ) dθ
6C‖Gq˜,s‖L1(C) = C‖φ˜‖2Hs <∞.
If we again consider the specific sequence q˜ ′N , together with the associated functions
φ˜′N , which we have constructed for the above proof of Lemma 11, then by comparison
arguments based on the analog of (52) for our q ′N we have
1hq˜ ′N,k 6 C(1+ N)k1hq˜,k
for a certain sequence N → 0. Therefore, fixing any s′ ∈ (s˜, s), we see thatGq˜ ′N,s ′ ∈L1(C)
and φ˜′N ∈Hs
′
(θ) for large enough N . This contradicts sφ˜′N → s˜ < s
′
, N → ∞, and
completes the proof of Lemma 12.
Note that in the proof of Lemma 12, we have implicitly established the useful inequality
‖1Hq˜,k(θ)‖L∞(C) 6 Cδ2−2(s˜−δ)k, k > 2, (62)
for any fixed δ > 0, which we will use later.
2.5. Hs -Riesz Basis Property: φ˜ /∈L2(Rd )
In this subsection, we prove a theorem about the Hs-Riesz basis property of a
hierarchical system 9 in the case that the dual scaling function does not necessarily belong
to L2(Rd). We assume A1 and A2. Let q˜(θ) = |m˜(θ)|2, where the dual symbol m˜(θ) is
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derived from φ,ψλ as detailed in subsection 2.2. Especially, (36)–(39) are assumed, and
Theorem 4 is applicable. Let
q˜N (θ)= p(θ)qN(θ), N >N0,
be any sequence of trigonometric polynomials constructed via Lemma 6. Provided that N
is large enough, we can assume that
‖q˜ − q˜N‖L∞(C) 6 N := CNlrN0 ,
or, similarly,
0< (1−CN)q˜N(θ)6 q˜(θ)6 (1+CN)q˜N(θ), θ ∈ C.
Obviously, since the Fourier expansion of q˜N is finite, Lq˜N is a trace class operator and
belongs to Et for any 0< t < 1. It is easy to check that the eigenfunctions associated with
nonzero eigenvalues of any such transfer operator are actually trigonometric polynomials
(of degree depending only on the degree of q˜N ).
THEOREM 13. Under the assumptions A1 and A2, with approximations q˜N to q˜
satisfying the above inequalities, and ρ˜0 defined by (54), we have
ρ(Lq˜N )→ ρ(Lq˜ )= ρ˜0 > 1, |ρ(Lq˜N )− ρ˜0|6 CN, N→∞. (63)
If s˜0 := − 12 log2 ρ˜0 6 0 satisfies −s˜0 < sφ then the hierarchical system 9 associated with
the underlying choice for φ, ψλ is a Riesz basis in Hs(Rd) for all s in the interval
−s˜0 < s < sφ.
If s˜0 < 0, then 9 is not a Riesz basis in Hs(Rd) for any s <−s˜0.
Proof. We start with a simple observation. Let r20 < t < 1 be fixed. By Theorem 5,
ρ˜0 =maxj |λj | = λ˜, where λ˜ is the largest positive eigenvalue ofLq˜ , and the corresponding
eigenfunction 0 6= c˜ ∈Et ⊂ L∞(Td ) is nonnegative and can therefore be chosen such that
06 c˜(θ)6 1, θ ∈ C.
By the monotonicity of Lq˜ , we obtain
λ˜k c˜(θ)= (Lkq˜ c˜)(θ)6 (Lkq˜1)(θ).
On the other hand, by properties of the spectral radius of linear operators, for any δ > 0
there is a constant Cδ such that ‖Lkq˜‖Et 6 Cδ(ρ˜0 + δ)k . This gives
ρ˜k0‖c˜‖L∞(C) 6 ‖Lkq˜1‖L∞(C) 6 C‖Lkq˜1‖Et 6CCδ(ρ˜0 + δ)k. (64)
This formula holds for arbitrary k > 1; its analog can also be derived for any of the
operators Lq˜N . But by definition of the transfer operators and (50) we also have for an
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arbitrary nonnegative c(θ)> 0 that
(1−CN)(Lq˜N c)(θ)6 (Lq˜ c)(θ)6 (1+CN)(Lq˜N c)(θ), θ ∈ C.
Recursive use of this relation, together with the monotonicity of transfer operators, leads
to
(1−CN)k‖Lkq˜N 1‖L∞(C) 6 ‖Lkq˜1‖L∞(C) 6 (1+CN)k‖Lkq˜N 1‖L∞(C).
Substituting nowLq˜N forLq˜ in the appropriate parts of inequality (64), raising to the power
1/k, and letting k→∞, we obtain
(1−CN)ρ(Lq˜N )6 ρ˜0 6 (1+CN)ρ(Lq˜N ).
This shows the convergence statement (63) of Theorem 13, together with the exponential
rate. The relationship ρ˜0 > 1 is implicitly contained in (64) and Theorem 4, since the
projectorsQj+kj necessarily have norms > 1.
We come to the Riesz basis property. For this, we use equivalent norms for Hs(Rd)
formulated in terms of an MRA {Vj } with scaling function φ satisfying A1. The triple bar
norm, ||| · |||, associated with this MRA is defined by
|||u|||2 := inf
vj∈Vj :u=∑∞j=0 vj
∞∑
j=0
22js‖vj‖2L2 .
It is well known—see, e.g., [4; 13, Theorem 5.1]—that
‖u‖2Hs 
{ |||u|||2, 0< s < sφ,
‖P0u‖2L2 +
∑∞
j=1 22sj‖Pju− Pj−1u‖2L2, −sφ < s < sφ,
(65)
where Pj is the L2-orthogonal projection onto Vj , j > 0.
In subsection 2.1 we have shown that the Hs -Riesz basis property is equivalent to
the norm equivalence (26), provided the existence and uniform L2-boundedness of the
projections Qj . However, under the assumptions of Theorem 13, this cannot be justified.
Instead of (26), we will show that
‖uJ ‖2Hs  ‖uJ ‖2Q,s,J := ‖QJ0 uJ ‖2L2 +
J∑
k=1
22sk‖(QJk −QJk−1)uJ‖2L2 , (66)
uniformly in uJ ∈ VJ and J . This implies the Hs -Riesz basis property of 9 by obtaining
it first for the finite sections 9J (with uniformly bounded Riesz constants) and then
letting J →∞. This reduction repeats the corresponding considerations at the end of
subsection 2.1 and is left for the reader. We will concentrate on the proof of (66).
Let 0 6−s˜0 < s < sφ . By definition of s˜0, by Theorem 4, and by taking a sufficiently
small δ > 0 in (64), for any fixed s′ satisfying −s˜0 < s′ < s we have
‖Qjkvj‖2L2 6 C22s
′(j−k)‖vj‖2L2, vj ∈ Vj , 06 k < j.
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Let uJ ∈ VJ , and consider the L2-orthogonal decomposition
uJ =
J∑
j=0
vj , vj = PjuJ − Pj−1uJ ∈ Vj , j = 1, . . . , J, v0 = P0uJ ∈ V0.
Its decomposition with respect to 9J can be written by means of the projectorsQjk as
uJ =QJ0 uJ +
J∑
k=1
(QJk −QJk−1)uJ
=
(
v0 +
J∑
j=1
Q
j
0vj
)
+
J∑
k=1
(
vk +
J∑
j=k+1
Q
j
kvj −
J∑
j=k
Q
j
k−1vj
)
.
Thus, fixing a small  ∈ (0, s − s′), we have
‖(QJk −QJk−1)uJ‖2L2
6 C
(
‖vk‖2L2 +
J∑
j=k+1
22(j−k)‖Qjkvj‖2L2 +
J∑
j=k
22(j−k)‖Qjk−1vj‖2L2
)
6 C
J∑
j=k
22(s
′+)(j−k)‖vj‖2L2, k > 1,
analogously for ‖QJ0 uJ‖2L2 , k = 0. Substitution gives
‖uJ ‖2Q,s,J 6 C
J∑
k=0
22sk
J∑
j=k
22(s
′+)(j−k)‖vj‖2L2 6 C
J∑
j=0
22sj‖vj‖2L2,
where the constant does not depend on J . Now recall the definition of vj , and use the
second norm equivalence in (65). This yields
‖uJ ‖2Q,s,J 6 C‖uJ ‖2Hs , uJ ∈ VJ .
The opposite inequality follows from the infimum definition of the triple bar norm ||| · |||
and the first norm equivalence of (65) (here, the relation 06−s˜0 < s is taken into account):
‖uJ ‖2Q,s,J > |||uJ |||2 > c‖uJ‖2Hs , uJ ∈ VJ .
Thus, (66) follows, with constants independent of J .
Finally, suppose s˜0 < 0 and consider any 0< s <−s˜0. Fix some s′ ∈ (s,−s˜0). By def-
inition of s˜0, (64), and Theorem 4, we see that we can find a sequence uJ ∈ VJ , J →∞,
such that
‖QJ0 uJ ‖2L2 > C22s
′J ‖uJ ‖2L2 .
Using the equivalence of the Hs and the triple bar norm, we obtain
‖uJ ‖2Hs 6C|||uJ |||2 6 C22sJ‖uJ ‖2L2 6C22(s−s
′)J‖QJ0 uJ ‖2L2
6C22(s−s ′)J
(
‖Q0J uJ ‖2L2 +
J∑
k=1
22sk‖(QkJ −Qk−1J )uJ ‖2L2
)
.
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Note that the factor 22(s−s ′)J deteriorates exponentially fast if J →∞. This contradicts
the Riesz basis property of 9 in Hs(Rd) (according to the derivation at the end of
subsection 2.1, we see that there is no chance to find a finite Riesz constant B <∞ in
the upper estimate for the Riesz property in this case). Thus, Theorem 13 is established.
Except for the limiting case s =−s˜0, Theorem 13 gives the complete answer concerning
the Riesz basis property for the systems under consideration in Sobolev spaces Hs(Rd)
with s > 0. The case s 6 0 will be discussed in the next subsection.
2.6. Hs -Riesz Basis Property: φ˜ ∈L2(Rd )
In this subsection, we assume that s˜ defined in (56) is strictly positive. By Lemma 12,
φ˜ belongs to L2(Rd), and its regularity exponent satisfies sφ˜ = s˜ > 0. Under this
assumption, we show that the conditions of Theorem 2 hold and, consequently, obtain
the interval −sφ˜ < s < sφ for which the system 9 of (18) is an Hs -Riesz basis. According
to the negative results of Theorem 13, we see that s˜ > 0 can happen only if s˜0 = 0 (it can
be shown that in the case s˜0 < 0 we have ρ˜ = ρ0 > 1 and, thus, s˜0 = s˜ < 0).
If φ, φ˜ ∈ L2(Rd ) then the validity of Jackson–Bernstein inequalities is connected with
studying the functions gφ,s, gφ˜,s defined in subsection 2.1. Indeed, we have
LEMMA 14. Let φ, φ˜ ∈ L2(Rd ) satisfy the refinement equations (9) and (35), and the
biorthogonality relation expressed by (24), and assume that Vj , V˜j are defined as L2(Rd)-
closures of the linear spans of the systems 8j , 8˜j , respectively. Let gφ,s , gφ˜,s be defined
according to (4).
(i) φ belongs to Hs(Rd ) if and only if gφ,s ∈ L1(C) (analogously for φ˜).
(ii) 8j is an L2-Riesz basis in Vj if and only if 0 < c < gφ,0(θ) < C < ∞,
θ ∈ C , for some constants c and C (analogously for 8˜j ).
(iii) Let (ii) be satisfied for φ and φ˜. Then the projectorsQj, Q˜j of (25) are uniformly
L2-bounded.
(iv) Let (ii) be satisfied for φ, and let s > 0. Then
gφ,s − |φˆ(θ)|2 =O(|θ |2s) , θ→ 0,
implies the Jackson inequality (27) of order s for {Vj } (analogously for φ˜ and {V˜j }).
(v) Let (ii) be satisfied for φ, and let s > 0. Then gφ,s ∈L∞(C) implies the Bernstein
inequality (28) of order s for {Vj } (analogously for φ˜ and {V˜j }).
Proof. Assertion (i) is obvious from the definition of Sobolev spaces on Rd via Fourier
transforms. Assertion (ii) is well known; see [2; 23, Theorem 3.3] or subsection 2.1.
Formally, (iii) follows from
‖Q0f ‖2L2 =C
∫
Rd
|
∑
α∈Zd
(f, φ˜α)L2e
−iαθ |2|φˆ(θ)|2 dθ
6C‖gφ,0‖L∞(C)
∑
α∈Zd
|(f, φ˜α)L2|2 6 C
∑
α∈Zd
|
∫
Rd
fˆ (θ)
ˆ˜
φ(θ)∗eiαθ dθ |2
=C
∑
α∈Zd
|
∫
C
∑
β∈Zd
fˆ (θ + 2piβ) ˆ˜φ(θ + 2piβ)∗eiαθ dθ |2
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=C
∫
C
|
∑
β∈Zd
fˆ (θ + 2piβ) ˆ˜φ(θ + 2piβ)∗|2 dθ
6C‖gφ˜,0‖L∞(C)
∫
C
∑
β∈Zd
|fˆ (θ + 2piβ)|2 dθ 6 C‖f ‖2L2 .
The changes of summation can easily be justified under the assumptions made. For Qj ,
j > 0, use a dilation argument. For the proof of the L2-boundedness of {Q˜j }, interchange
the roles of φ and φ˜.
Assertion (iv) has been proved in [1]. Finally, to establish (v) it suffices again to consider
j = 0. If
v0 =
∑
β∈Zd
cβφβ ∈ V0,
then we have
‖v0‖2Hs =C
∫
Rd
|vˆ0(θ)|2(1+ |θ |2)s dθ
=C
∫
Rd
|
∑
β∈Zd
cβe
−iβθ |2|φˆ(θ)|2(1+ |θ |2)s dθ
=C
∫
C
gφ,s(θ)|
∑
β∈Zd
cβe
−iβθ |2 dθ 6 C‖gφ,s‖L∞(C)
∑
β∈Zd
|cβ |2.
By dilation, we obtain (28).
We first verify that φ fulfills the assumptions of Theorem 2. That φ generates an MRA is
the assumption A1. By (7), we have gφ,s ∈ L∞(C) for s < sφ (according to the derivation
of (7), this follows immediately from the Hs -Riesz property of 80, s < sφ , which, in
turn, is a consequence of the L2-Riesz basis property of 80 in V0 and φ ∈ Hs(Rd )).
Thus, part (v) of Lemma 14 shows that the Bernstein inequality for {Vj } is satisfied for
0< s < sφ . For compactly supported scaling functions, it is well known that {Vj } satisfies
the Jackson inequality of order Lm (the Strang–Fix order of m(θ)). Since sφ 6 Lm, we
conclude that φ and {Vj } satisfy the conditions of Theorem 2 for any γ < sφ .
In the remainder of this subsection we will discuss the essential steps of checking that φ˜
and {V˜j } satisfy the conditions of Theorem 2. Note that gφ˜,s is accessible to estimates from
knowledge about m˜(θ) via the formula (49) for ˆ˜φ. We will make repeated use of properties
of Lr , with various r .
First note that Lemma 12 shows that gφ˜,s is continuous and thus belongs to L∞(C) for all
s < s˜. From (v) of Lemma 14, it follows that the Bernstein inequality for {V˜j } is satisfied
for 0< s < sφ˜ .
LEMMA 15. Under the assumptions A1, A2, and s˜ > 0, there are constants c and C
such that
0< c6 gφ˜,0(θ)6 C <∞, θ ∈ C. (67)
From (ii) of Lemma 14, it follows that 8˜j is a Riesz basis in V˜j and that φ˜ generates an
MRA.
Proof. The upper inequality of (67) holds since gφ˜,0 is continuous by Lemma 12 and
s˜ > 0. The following simple observation is sufficient to show the lower bound. Since φ
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generates an MRA, by (7), we have 0< c6 gφ,0(θ)6 C <∞. Then, the function
g(θ)=
∑
β∈Zd
φˆ(θ + 2piβ) ˆ˜φ(θ + 2piβ)∗
belongs also to L∞(Td ) (the sum is absolutely convergent on Td to a continuous function;
use the Hölder inequality). Computing its Fourier coefficients leads to
gα = (2pi)−d
∫
C
g(θ)eiαθ dθ = (2pi)−d
∫
Rd
φˆ(θ)
( ˆ˜
φ(θ)e−iαθ
)∗
dθ
=
∫
Rd
φ(x)φ˜(x − α)∗ dx = (φ(·), φ˜(· − α))L2 = δ0α
for α ∈ Zd . Thus, from (24) we see that g(θ)= 1 and by the Hölder inequality
1= |g(θ)|2 6 gφ,0(θ)gφ˜,0(θ) , θ ∈ C.
This implies the lower bound with a constant c= ‖gφ,0‖−1L∞ , and, thus, 8˜j is a Riesz basis
in V˜j . Since φ˜ satisfies a refinement equation, we have shown that φ˜ generates an MRA
if ∪V˜j is dense in L2(Rd). But this follows from the fact that ˆ˜φ is continuous and thatˆ˜
φ(0) 6= 0; see, e.g., [1]. This finishes the proof of the lemma.
Using Lemma 15 and (iii) in Lemma 14, it follows that the projector sequences {Qj }
and {Q˜j } are uniformly L2-bounded.
We come to the Jackson inequality for {V˜j }. Recall that q˜(θ) = |m˜(θ)|2 = p(θ)q(θ).
Due to the fact that m˜(θ) is a C∞-function, the Strang–Fix ordersLm˜ and Lq˜ = Lp = 2Lm˜
are well defined.
LEMMA 16. Under the assumptions A1, A2, and s˜ > 0, the Jackson inequality of order
Lm˜ holds for {V˜j }.
Proof. According to Lemma 14 (iv), it suffices to verify that
w(θ) :=Gq˜,0(θ)−5(q˜)(θ)=O(|θ |Lq˜ ), θ→ 0. (68)
We use the inequalities (62), which are valid under our assumptions and lead to
06Gq˜,0(θ)−Hq˜,k(θ)=
∞∑
l=k+1
1Hq˜,l(θ)6 C
∞∑
l=k+1
2−s˜l 6C2−s˜k
for θ ∈ C if we choose δ = s˜/2. Thus,Hq˜,k(θ)→Gq˜,0(θ), k→∞, uniformly on C . Since
5(q˜)(θ) and, thus, Hq˜,k(θ) are continuous functions on Rd , this yields Gq˜,0 ∈C(Td ) and
the continuity of the function w(θ) introduced in (68).
As a final preparation, we will check that
Lq˜Gq˜,0 =Gq˜,0. (69)
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Indeed,
(Lq˜Gq˜,0)(θ)=
∑
λ∈3
∑
α∈Zd
q˜
(
θ
2
+ piλ
) ∞∏
k=1
q˜
(
2−k
(
θ + 2piα
2
+ piλ
))
=
∑
λ∈3
∑
α∈Zd
∞∏
k=1
q˜(2−k(θ + 2pi(2α+ λ)))=Gq˜,0(θ).
Using the definition of the transfer operator Lq˜ and of Lq˜ leads, together with (69), to
|w(θ)| = |(Lq˜Gq˜,0)(θ)−5(q˜)(θ)|
6 q˜
(
θ
2
)
|Gq˜,0
(
θ
2
)
−5(q˜)
(
θ
2
)
| +
∑
λ∈3′
q˜
(
θ
2
+ piλ
)
Gq˜,0
(
θ
2
+ piλ
)
6 q˜
(
θ
2
)
|w
(
θ
2
)
| +C|θ |Lq˜ .
The constant C depends on q˜ and on ‖Gq˜,0‖L∞ but is independent of θ .
From Lemma 11, it follows that Lq˜ > 1 so that 5(q˜)(2piα) = 0 for all α ∈ Zd \ {0}.
Thus iterating the inequality for |w(θ)| and using w(θ)→ 0, θ→ 0, which follows from
the continuity of w and from
w(0)=Gq˜,0(0)−5(q˜)(0)=
∑
0 6=α∈Zd
5(q˜)(2piα)= 0,
we obtain
|w(θ)|65(q˜)k(θ)|w(2−kθ)| +C
(
k−1∑
l=0
5(q˜)l(θ)|2−lθ |Lq˜
)
6C sup
l
‖5(q˜)l‖L∞
∞∑
l=0
|2−lθ |Lq˜ 6 C|θ |Lq˜ , θ→ 0.
Thus, (68) holds, and the proof is complete.
The main result of this subsection is
THEOREM 17. Let the functions φ, ψλ, λ ∈3′, which define the hierarchical system
9 given by (18), satisfy assumptions A1 and A2. Assume further that s˜ > 0 (see (56), (51)
for the definition of s˜ and ρ˜). Then the dual scaling function φ˜ is well defined in L2(Rd),
and its Sobolev regularity is given by sφ˜ = s˜. The system 9 is a Riesz basis in Hs(Rd) if
−sφ˜ < s < sφ . This interval is sharp in the sense that the Hs -Riesz basis property cannot
hold in either of the cases s <−sφ˜ and s > sφ .
Proof. As we have shown in this section (Lemmas 15 and 16, and the remarks
preceding them), the assumptions of Theorem 2 hold. Thus9 is anHs(Rd)-Riesz basis for
−sφ˜ < s < sφ . It remains to show that this interval is sharp. Clearly, 9 is not an Hs -Riesz
basis for s > sφ since for these s, φ does not even belong to Hs(Rd). From Lemma 12,
φ˜ /∈Hs(Rd) for s > sφ˜ . But φ˜ ∈Hs(Rd ) is a necessary condition for the system 9 to be a
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Riesz basis in H−s(Rd). Indeed, assuming the H−s -Riesz basis property of 9 , the norm
equivalence (26) should hold:
‖u‖2H−s  ‖Q0u‖2L2 +
∞∑
k=1
2−2sk‖(Qk −Qk−1)u‖2L2, ∀u ∈ L2(Rd).
Thus, by using the biorthogonality relations (24) and the usual density and duality
arguments, we obtain
‖φ˜‖Hs = sup
u∈H−s (Rd)
〈φ˜, u〉Hs×H−s
‖u‖H−s = supu∈L2(Rd)
〈φ˜, u〉Hs×H−s
‖u‖H−s
6 C sup
u∈L2(Rd)
(φ˜,Q0u)L2
(‖Q0u‖2L2 +
∑∞
k=1 2−2ks‖(Qk −Qk−1)u‖2L2)1/2
6 C sup
v0∈V0
(φ˜, v0)L2
‖v0‖L2
6 C‖φ˜‖L2 <∞.
As in subsection 2.3, the limiting case s = −sφ˜ remains open, we conjecture that the
Riesz basis property does not hold for this exceptional values. It should be noted that there
is a case which is still left open by Theorems 13 and 17: it may happen that that the ρ˜0 in
(63) and the ρ˜ in (51) both equal 1. Then, by Theorem 13, 9 is a Riesz basis in Hs(Rd)
for any 0 < s < sφ . On the other hand, the same considerations as before show that φ˜
cannot belong to any Sobolev space of positive order and that 9 cannot be a Riesz basis in
Hs(Rd) for any s < 0. This completes the picture.
Reviewing the proofs of the main theorems, Theorems 13 and 17, it is clear that their
statements hold not only when φ and ψλ are of compact support. The essential technical
requirement is that |m(θ)|2 and |m˜(θ)|2 satisfy the assumption A3, i.e., that they are
the product of a nonnegative trigonometric polynomial and a positive C∞ function with
exponentially decaying Fourier coefficients. This is, for example, the case when φ and ψλ
have rational trigonometric symbols. Of course, some of the remaining assumptions in A1
and A2 must also be satisfied.
Note that the argument used in the proof of property (56) implicitly yields a simplified
formula for ρ˜. In (51), the infimum with respect to L> 0 can be replaced by the minimum
for all L6 Lp/2. Actually, we can prove
ρ˜ = ρ˜Lmin,
where Lmin is the minimum of Lp/2 and the smallest L ∈ Z+ such that
s˜L =−12 log2 ρ˜L < L.
By the above comparison techniques and Theorem 3, such an L exists in the range
0 6 L 6 Lp/2+ 1, at least. Note that in all examples below, we observed L 6 Lp/2 for
such L, which supports our conjecture that equality in (56) is impossible.
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3. EXAMPLES: BOX SPLINE SYSTEMS
3.1. Stevenson’s System
In the next two subsections, we deal exclusively with the linear box spline MRA in
Rd . Wavelets based on the MRA of linear box splines on a three-directional mesh are
important for several reasons. Above all, linear finite element spaces are widely used in
discretization schemes for second order elliptic boundary value problems and boundary
integral equations. This leads to the need for constructing preconditioning methods, and,
in particular, to the interest in finding hierarchical bases with good properties in Sobolev
spaces for this special case (see the references below). Although we are imposing a number
of simplifications, some of the results on hierarchical Riesz bases 9 associated with the
linear box spline MRA carry over (with obvious modifications) to bounded polyhedral
domains  ⊂ Rd equipped with sequences of simplicial partitions Rj resulting from
standard mesh refinement. Finally, the linear spline examples to be considered are still
fairly simple. Thus, they allow for some detailed analysis and provide some additional
insight which may be useful for applications to more complicated MRAs.
The linear box spline MRA is generated by its scaling function φ satisfying the
refinement equation
φ(x)= 1
2
∑
λ∈3
(φ(2x − λ)+ φ(2x + λ)). (70)
The associated symbol is
m(θ)= 2−d
∑
λ∈3
cosλθ =
d+1∏
l=1
cos
θl
2
, (71)
where θl denotes the coordinates of θ if l = 1, . . . , d , and where θd+1 =∑dl=1 θl for
simplicity. This specific form of m(θ) immediately leads to an explicit formula for φˆ
via (11). General information on box splines, and specifically on the linear box spline
φ, can be found in [3]. It is known that φ coincides with the (appropriately scaled) nodal
basis function for linear C0 finite elements with respect to an infinite (2d − 1)-directional
uniform simplicial partition R0 of Rd which is invariant under Zd -shifts. The edges of
this partition are induced by the 2d − 1 segments connecting the origin with λ ∈ 3′.
Thus, sφ = 3/2, and Lm = 2 as can be checked directly from (71). All conditions of an
MRA, as formulated at the beginning of Section 2, are valid. The linear box spline MRA
is interpolatory in the sense that v0 ∈ V0 is equivalent to
v0(x)=
∑
α∈Zd
v0(α)φ(x − α), (v0(α) :α ∈ Zd ) ∈ `2(Zd ).
This allows for a simple interpretation of the coefficients of the Riesz basis decomposition
of vj ∈ Vj with respect to 8j as function values of vj on the corresponding grid Vj :=
2−jZd . For convenience, set V∗j = Vj\Vj−1, j > 1. The support of φ is convex and given
by its set of extremal points 3′ ∪ (−3′). More explicitly, it is the union of all simplices in
the above-mentioned partition attached to the origin.
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In this section, we consider the hierarchical system 93HB which was introduced by
Stevenson in [29] but appeared also in other papers [15]. It is based on the construction
of functions ψj,P , P ∈ V∗j , with small masks, such that a certain discrete L2()-orthogo-
nality is satisfied. More specifically,
(f, g)L2,j :=
∑
S∈Rj
|S|
d + 1
∑
P∈Vj∩S¯
f (P )g(P )∗
is used. Note that the underlying composite quadrature rule is based on the trapezoidal rule
for the simplices S, and is exact on Vj . It turns out that for each P ∈ V∗j , there is a unique
function of the form
ψj,P = φj,P + aPj,P ′φj,P ′ + aPj,P ′′φj,P ′′ ,
which is orthogonal to all of Vj−1 in the sense of this j -dependent discrete scalar product.
Here P ′,P ′′ are the endpoints of the edge in Rj−1 containing P ∈ V∗j . Thus, any ψ-mask
contains 6 3 nonzero coefficients, which explains the name 3-point hierarchical basis
and the notation 93HB . The properties of this system have been studied, under various
assumptions on {Rj }, in [29–31]. In particular, the Riesz basis property in Hs() has
been established for a relatively large range of the smoothness parameter including also
some negative values of s.
We complement these results by considering the Rd -counterpart of this system. The
results of Section 2 will be used to determine the exact s-range for the Riesz basis
property in Hs(Rd) to hold for 93HB . We use this example also to present some
further modifications, such as factorization techniques for the symbols, and to give some
indications on the numerical performance of the methods for determining sφ˜ .
It is obvious that in the case of infinite (2d − 1)-directional uniform partitions of Rd , the
above requirement of discrete L2-orthogonality leads to the 2d − 1 functions
ψλ(x)= φ(2x − λ)− 1
2
(φ(2x)+ φ(2x − 2λ)), λ ∈3′, (72)
which generate the systems 9j according to (18) and the complement spaces Wj =
closL2(span9j). The stability of the splittings Vj = Vj−1 uWj is obvious (but could also
be checked by (29)). We leave it as an exercise to compute the subsymbols mλ′λ (θ) from
(70), (72) and to find expressions for L(θ), M(θ), m˜(θ), and other quantities of interest
that have been introduced in subsection 2.1.
The dual symbol can sometimes be computed more conveniently by directly following
the elimination procedure which leads to (32) and (33). Using the same notation as in
subsection 2.1 associated with an arbitrary decomposition v1 = v0+w1, we have according
to (70), (72)
c2α+λ =
{
dα − 12
∑
λ′∈3′(dλ
′
α + dλ′α−λ′), λ= 0,
1
2 (dα + dα+λ)+ dλα, λ ∈3′,
which immediately yields
c2α + 12
∑
λ∈3′
(c2α+λ + c2α−λ)= 2
d + 1
2
dα + 14
∑
λ∈3′
(dα+λ + dα−λ).
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Switching to the corresponding functions and subsymbols, we see that
∑
λ∈3
cos(λθ) cλ(θ)= 12
(
2d +
∑
λ∈3
cos 2λθ
)
d(2θ).
For the system under consideration, this is the counterpart of (32), and according to (33),
(71) we obtain
m˜∗(θ)= m˜(θ)= 2m(θ)
1+m(2θ)
for the symbol associated with the dual refinement equation, and
q˜(θ)= p(θ)q(θ), p(θ)=m(θ)2, q(θ)= 4
(1+m(2θ))2 , (73)
for the function (36). Obviously, the dual symbol is not a trigonometric polynomial but
p, q˜ satisfy all conditions (36)–(39). For the Strang–Fix order, we have Lq˜ = Lp = 2Lm˜ =
2Lm = 4. Since the expressions are very simple, one could easily obtain some rough
preliminary estimates for the quantity ρ˜ from (51); e.g., by
−
(
cos
pi
d + 1
)d+1
6m(θ)6 1,
we obtain
(Lkq˜zL)(θ)6
(
2
1− (cos pi
d+1 )d+1
)2k
(LkpzL)(θ).
By the above properties of φ, Theorem 3, and (53), we have
lim
k→∞‖L
k
pz2‖1/kL∞ = 2−2sφ = 2−3.
Thus, by the above estimates and (55), (54), we obtain
ρ˜ = ρ˜2 6 12(1− (cos pi
d+1 )d+1)2
=

1/2, d = 1
32/49, d = 2
8/9, d = 3.
For d > 4 this estimation yields a number > 1 which is not sufficient for verifying the
assumption (51). Theorem 17 implies the Riesz basis property in Hs(Rd) for the system
93HB if −sφ˜ < s < 3/2, where the regularity exponent of the dual scaling function φ˜
satisfies
sφ˜ =
1
2
+ log2
(
1−
(
cos
pi
d + 1
)d+1)
>

0.5, d = 1
0.316338, d = 2
0.084962, d = 3.
To obtain the exact value, we will demonstrate several approaches related to the methods
of Section 2. We concentrate on the case d 6 3 and prove
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TABLE 1
Leading Eigenvalues λk,N of Lq˜N , d = 1
k N = 5 N = 10 N = 15 N = 20
1 1.0 1.0 1.0 1.0
2 0.5 0.5 0.5 0.5
4 0.25308501 0.25339921 0.25340786 0.25340693
3 0.25 0.25 0.25 0.25
5 0.125 0.125 0.125 0.125
6 0.10616925 0.06922710 0.06881609 0.06873386
7 0.07114080 0.06653668 0.06728336 0.06718530
THEOREM 18. For d 6 3, the system 93HB is a Riesz basis in Hs(Rd) if
−0.990236 . . .< s < 3/2.
The lower bound is exact within rounding error and given by −sφ˜ = 12 log2 ρ˜, where ρ˜ =
ρ˜1 = 0.25340693 . . .has been computed on the basis of (54) and (55) from approximations
to the function q˜ given in (73).
We give different arguments for proving this result. First, in Tables 1 and 2 we present
numerical values for the leading 7 (for d = 1) respectively 10 (for d = 2) eigenvalues of
the operator Lq˜N for some small N . The approximating polynomials q˜N are determined by
interpolation along the lines of Lemma 6.
A further increase of N did not change these values (except for the last three digits of
λ6/7 in Table 1). The results demonstrate the stability and superlinear convergence of the
approximation method, and show a typical difference between univariate and multivariate
calculations. In the latter case, multiple eigenvalues are a major obstacle. Due to our
construction which preserves the Strang–Fix conditions the trivial eigenvalues 2−l of
transfer operators are reproduced exactly (with the correct multiplicity). Table 3 shows
the calculations of the spectral radii ρ˜N,L := ρ(Lq˜N ,Vq˜N ,L) for L6 Lp/2= 2. According
TABLE 2
Leading Eigenvalues λk,N of Lq˜N , d = 2
k N = 5 N = 10 N = 15 N = 20
1 1.0 1.0 1.0 1.0
2 0.5 0.5 0.5 0.5
3 0.5 0.5 0.5 0.5
4 0.25308501 0.25343486 0.25340786 0.25340693
5 0.25308501 0.25339921 0.25340786 0.25340693
6 0.25150103 0.25339921 0.25340740 0.25340692
7 0.25 0.25 0.25 0.25
8 0.25 0.25 0.25 0.25
9 0.25 0.25 0.25 0.25
10 0.18419043 0.18435227 0.18435150 0.18435164
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TABLE 3
Computation of ρ˜N,L by the Approximation Method, d = 2
N L= 0 L= 1 L= 2
5 1.00000000 0.25308501 0.25308501
10 1.00000000 0.25343486 0.25343486
15 1.00000000 0.25340786 0.25340786
20 1.00000000 0.25340693 0.25340693
25 1.00000000 0.25340693 0.25340693
30 1.00000000 0.25340693 0.25340693
ρ˜L 1.00000000 0.25340693 0.25340693
to the rules for choosing an appropriate Lmin stated at the end of subsection 2.5, we see
that Lmin = 1 is appropriate. Thus, the results are identical for L> 1.
All calculations presented so far use simultaneous iteration (in a crude implementation
of the accelerated version by Stewart [33]) and are based on the fact that the value ρ˜N,L
is the largest eigenvalue of Lq˜N restricted to the finite dimensional Krylov space Vq˜N ,zL
generated by applying the iterates of this operator to the low-order polynomial zL. This
subspace is, for L6Lp/2, contained in the following space of trigonometric polynomials
(compare [6; 22, Section 4]):
Vq˜N ,zL ⊂ VN,L :=
{ ∑
|α|∞6N+L
cαe
−iαθ :
∑
α
cαα
β = 0 if |β|1 6 2L− 1
}
.
Thus, the finite dimensional eigenvalue problem is of size 6 CNd . Though direct
methods could have been used for small N , we have used iterative methods here. These
are unavoidable for large N and d > 2, since the discrete representation of Lq˜N on the
above subspace VN,L leads to dense nonsymmetric matrices. As can be easily derived from
the definition of the transfer operator in terms of Fourier coefficients, the corresponding
matrix–vector multiplication can be carried out by fast Fourier transform (or, equivalently,
by fast higher dimensional convolution) and requires 6 CNd logN operations. Although
only the maximal eigenvalue has to be found, simultaneous iteration rather than the power
method needs to be applied for d > 2, at least, due to multiple eigenvalues or clusters of
eigenvalues for the infinite dimensional operator Lq˜ under consideration. As can be seen
from Table 2, the triple eigenvalue 0.25340693 . . . , which characterizes the smoothness of
φ˜, splits into a cluster of eigenvalues for Lq˜N in the approximation process and leads to
very slow convergence of the power iteration. The implementation of the iteration process
also takes the summing rules valid for (cα) according to the definition of VN,L , L> 0, into
account. Without this, rounding immediately leads to computing the maximal eigenvalue of
the operator with respect to the subspace VN,0, which in this case would be 1. As an internal
stopping criteria for the iterative eigenvalue solver we required |λ(j+1)k,N −λ(j)k,N |< 10−10 for
the largest k0 eigenvalues in the corresponding computational subspace (the dimension of
the latter was typically ≈ 2k0). Under these restrictions, the number of iterations does not
grow with N , and the overall number of arithmetical operations for computing ρ˜N,L can
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be bounded by 6CNd logN . This favorably compares with the exponential convergence
|ρL − ρ˜N,L|6 CNlrN0 , N→∞, 0< r0 < 1,
which results from the proof of Theorem 17; compare also the statement and proof of
Theorem 13. Note that in the above example the choice L = 2 > Lmin = 1 leads to
a reduced number of iterations for all dimensions d > 1 since the clustering near the
eigenvalue of interest is reduced. Since for d = 3 and moderate N 6 30 the matrix
dimension of the eigenvalue problem easily reaches 105 and more, other performance
improvements (e.g., nested iteration) have been tried. Details will be discussed elsewhere.
The constants C, r0, and the above complexity estimates themselves depend on d (and
the example under consideration), which still leads to significant computational time even
for simple examples such as considered in this subsection, especially for d = 3. There is no
relief in this respect if Fredholm determinant approximations as recommended in [7, 18]
are used.
The idea of the Fredholm determinant method is to use the properties of Lr stated in
Theorem 5 in various ways to access those of its spectral properties that we are interested
in, compare subsection 2.2. For example, the trace class property ensures that Lr is
compact and has a well-defined trace
Tr(Lr )=
∑
j
λj ,
where the summation is with respect to all eigenvalues of Lr taking into account their
algebraic multiplicity (it does not depend on the ordering of the eigenvalues since the sum
converges absolutely by another definition of trace class operators). One can obtain the
trace value explicitly in terms of r(θ) by using the formula
Tr(A)=
∑
k
(Aek, ek)Et .
This formula is valid for any trace class operator A: Et → Et and any complete
orthonormal system in Et [19, 28]. Thus, taking the system {eα,t } introduced in the proof
of Lemma 7 as the orthonormal system of our choice, we have
Tr(Lr )=
∑
α∈Zd
(Lr eα,t , eα,t )= 2d
∑
α∈Zd
rα = 2dr(0).
More generally, in [7, 18], the formula
Tr(Lkr )=
2kd
(2k − 1)d
2k−2∑
m1=0
· · ·
2k−2∑
md=0
(
k−1∏
l=0
r(2lθ)
)∣∣∣∣∣
θ=2pim/(2k−1)
(74)
was derived. Thus, for these operators the traces are nonnegative real numbers and do not
depend on t (r20 < t < 1). The same is true for the spectral radius ρ(Lr ) = ρ(Lr ,Et ),
which can be approximately computed from relations such as
ρ(Lr ,Et ) :=max
j
|λj | = lim
k→∞
Tr(Lk+1r )
Tr(Lkr )
= lim
k→∞ (Tr(L
k
r ))
1/k.
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TABLE 4
Traces tk for Lkq˜
k d = 1 d = 2 d = 3
1 2.000000000000000 4.000000000000000 8.000000000000000
2 1.401600000000000 2.074538275718451 3.227639779298985
3 1.158222751304226 1.364014099155181 1.637823281166944
4 1.070816660823510 1.152170413697154 1.246830440461046
5 1.033299119714271 1.068990013270801 1.107464500450192
6 1.016137948442982 1.032844471520890 1.050179786151266
7 1.007941099634121 1.016020091322666 1.024246705882474
8 1.003938573182569 1.007911062988216 1.011919105557116
9 1.001961255985642 1.003930921618738 1.005909279784349
10 1.000978609014974 1.001959314015891 1.002942164896746
11 1.000488796481029 1.000978117073214
12 1.000244270360982 1.000488672064724
13 1.000122102983553 1.000244238930547
14 1.000061043384321 1.000122095050132
15 1.000030519650454 1.000061041383024
For a trace class operator A, the Fredholm determinant is given by the entire function
DA(z) :=
∏
j
(1− λj z)=
∞∑
k=0
γkz
k,
of a complex variable z ∈ C; see [19]. The product is with respect to all eigenvalues
of A (counted with their algebraic multiplicity). The coefficients γk in the power series
representation of DA(z) can be computed recursively from the traces (74): we have γ0 = 1
and
γk+1 =− 1
k + 1
k∑
j=0
γjTr(Ak+1−j ), k > 0.
When applying this to our transfer operator, we see that DLr (z) does not depend on t .
Since the reciprocals of the nonzero eigenvalues λj of Lr are the zeros of DLr (z), the
whole spectrum of Lr does not depend on t either. In principle, using the explicit formula
(74), polynomial approximations to DLr (z) are accessible and lead to approximations for
the eigenvalues. For details, we refer to [7].
Even though the trace formula (74) is extremely simple and represents the only
computationally expensive part of this method, it leads to an exponential increase of cpu
time: asymptotically  k2kd operations are needed to compute the kth degree polynomial
approximation to DLq˜ (z). Special care is required in the summation processes to avoid
excessive round-off error. Tables 4 and 5 contain computations of traces tk = Tr(Lkq˜ )
and approximations to some leading eigenvalues of Lq˜ obtained as absolute values of
the reciprocals of the zeros of the kth degree Taylor polynomial of DLq˜ (z) (see [7]
and subsection 2.2 for the details), respectively. Trace calculations for k > 15 (d = 2)
respectively k > 10 (d = 3) are very time consuming, which limits the application of the
Fredholm determinant method in higher dimensions. Except for d = 1, the method fails to
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TABLE 5
Approximations to the Leading Eigenvalues λk of Lq˜
k d = 1 d = 2 d = 3
1 1.00000000000000 1.00000001942418 1.83223071579613
2 0.50000000000129 0.51466946129377 1.83223071579613
3 0.25340674129876 0.51466946129377 1.71200516190882
4 0.25000021925075 0.43472222056263 1.71200516190882
5 0.12499719869243 0.43472222056263 1.49136564252763
6 0.07029908309411 0.36825589196147 1.49136564252763
7 0.06468930188479 0.36825589196147
8 0.03837940595449 0.29353363955150
9 0.03427154400901 0.29353363955150
10 0.03427154400901 0.18679705669337
provide reasonable insight into the distribution of the leading eigenvalues. This is obviously
due to ill conditioning of multiple zeros of DLq˜ (z), which cannot be resolved well by
Taylor approximations. In fact, most of the (real) multiple roots of DLq˜ split into complex
roots for the respective Taylor polynomials. The calculations were based on the Taylor
polynomials of maximal degree (k = 15 for d = 1,2 and k = 10 for d = 3) obtainable
from the trace calculations in Table 4, only the leading values are shown. Compare the first
two columns of Table 5 with the (exact) results documented in Tables 1 and 2.
The a priori knowledge about the eigenvalues 2−l could be used to factorize DLq˜ (z)
and to compute the kth degree Taylor polynomial of the factored Fredholm determinant,
without computing new traces. The advantage is that ρ˜ corresponds now to the reciprocal
of the smallest zero of the new sequence of approximating polynomials. However, only
for d = 1,2 does this lead to a certain improvement. Rounding errors (cancellation of true
digits when manipulating with the trace values tk or the Taylor coefficients γk) seem to
become an issue. The major problem of the Fredholm determinant method, to provide very
poor approximations in the case of multiple eigenvalues (or eigenvalue clusters), is well
documented in this real-life application to the case of 93HB . It would be interesting to
know whether more advanced methods of polynomial and rational approximation to entire
functions (e.g., Padé approximations) could help to overcome this drawback.
The possibility of factorizing the Fredholm determinant is closely related to the zero
order of q˜(θ) at the points θ = piλ, λ ∈ 3′. For d = 1, the zero order Lq˜ = 2Lm˜ is
equivalent to a factorization
q˜(θ)= cosLq˜ (θ/2)r˜(θ)
and can be used to reduce the study of Lq˜ to the transfer operator Lr˜ . For d > 2, such
factorization tricks (although they have been suggested in, e.g., [7, 9]) are usually not
possible. One could just divide the zero out. But this does not lead, in general, to a
trigonometric polynomial r˜ if q˜ is a trigonometric polynomial itself. In our context, where
we start with a nontrigonometric function q˜ , this is no longer an argument. Moreover, in
the example of 93HB , the associated q˜ and p contain factors of the type cos2(νθ/2) with
integer vectors ν ∈ Zd . We have
74 LORENTZ AND OSWALD
TABLE 6
Approximations to ρ˜ by the Approximation Method Using the Factorized Symbol
N d = 1 d = 2 d = 3
5 0.25308501 0.25308501 0.25308501
7 0.25393170 0.26016283 0.26016283
9 0.25337414 0.25337414 0.25337414
11 0.25339145 0.25339145 0.25339145
13 0.25340802 0.25340802 0.25340802
15 0.25340786 0.25340786 0.25340786
17 0.25340689 0.25340689 0.25340689
20 0.25340693 0.25340693 0.25340693
25 0.25340693 0.25340693 0.25340693
30 0.25340693 0.25340693 0.25340693
LEMMA 19. Let {νl : l = 1, . . . , d} ⊂ Zd be a linearly independent set of integer
vectors. Assume that (36)–(39) hold for q˜ and that we can factorize p as
p(θ)= 4 cos2 νlθ
2
pl(θ), l = 1, . . . , d,
for some polynomials pl(θ). Set r˜l = pl(θ)q(θ). Then
ρL,q˜ = max
l=1,...,d
ρL−1,r˜l , (75)
where ρL,q˜ = ρ˜L is given by (54). The quantities ρL−1,r˜l are analogously defined, with q˜
replaced by r˜l , l = 1, . . . , d , in (54).
For a proof of the upper bound, compare [24]. We will not give the proof of this simple
reduction lemma, which is essentially based on the corresponding one-dimensional result
and uses the identity
Lq˜d(θ)= sin2(νlθ/2)Lr˜l c(θ)
for d(θ)= sin2(νlθ/2)c(θ). The proof is straightforward if one has
d∑
l=1
sin2
νlθ
2

d∑
l=1
sin2
θl
2
= z1(θ), ∀ θ ∈ Td .
All examples considered in this paper satisfy this property (for general choices of linearly
independent integer vectors νl it holds true only in a neighborhood of the origin).
Applied to our current example, (75) allows us to deduce the formula
ρ˜ = ρ2,q˜ = ρ0,r˜ = ρ(Lr˜ ,Et ), (76)
where
r˜(θ)=
∏d−1
l=1 cos2(θl/2)
4(1+m(2θ))2 .
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TABLE 7
Approximations to ρ˜ by the Fredholm Determinant Method Using the Factorized Symbol
k d = 1 d = 2 d = 3
1 0.125 0.25 0.5
2 0.24369395 0.35059729 0.48053642
3 0.25372852 0.29922145 0.36991617
4 0.25340384 0.24148643 0.34827888
5 0.25340694 0.23733585 0.33191016
6 0.25340693 0.24876978 0.32209288
7 0.25340693 0.25328726 0.27334273
8 0.25340693 0.25345458 0.27744939
9 0.25340693 0.25341147 0.24618380
10 0.25340693 0.25340672 0.26506758
11 0.25340693 0.25340689
12 0.25340693 0.25340693
13 0.25340693 0.25340693
To see this, observe that p is the product of d + 1 factors of the above type, generated by
the coordinate vectors el, l = 1, . . . , d and ed+1 = e1 + · · · + ed . Since any subset of d
such vectors is linearly independent, we can apply Lemma 19 twice and express ρ˜ = ρ2,q˜
by the maximum of the quantities ρ0,r˜m,n , m,n= 1, . . . , d + 1 (m < n), corresponding to
r˜m,n(θ)=
∏
l 6=m,n cos2(θl/2)
16(1+m(2θ))2 .
That all these numbers equal ρ0,r˜ := ρ0,r˜d,d+1 follows easily by permutation if n = d + 1
and by a simple change of variables if n6 d .
Table 6 shows the computations of ρ˜ = ρ0,r˜ based on approximation of r˜ by polynomials
r˜N . It contains the related values ρ˜N,0 for several N obtained by subspace iteration as
described before. That the results are identical for d = 1,2,3 seems to be due to the special
structure of r˜ , which is preserved by the approximation procedure. More precisely, for a
given dimension d , the invariant subspace of the transfer operator Lr˜ under consideration
is naturally embedded into the corresponding one for larger d ′ > d , and one can prove that
the sets of eigenvalues are monotonically increasing with d . By chance and for d 6 3, the
leading eigenvalue is already present for d = 1.
Alternatively, we have computed ρ˜ by the Fredholm determinant method based on trace
calculations forLk
r˜
, compare (76). Table 7 contains the reciprocal of the smallest zero of the
approximating Taylor polynomials for different k. The results should be compared with the
values obtained from the unfactorized symbol; see Tables 1–5. We see that for d = 3 results
of high precision 6 10−8 can be obtained only with the approximation method showing its
superiority with respect to stability and computational expenses in the asymptotical range.
3.2. More Linear Finite Element Systems
As before, let φ be the linear box spline given by the refinement equation (70) with
symbol (71). We consider other choices of the ψλ.
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First, let us discuss the influence of moment conditions. We say that a compactly
supported, integrable function ψ satisfies moment conditions of orderM if∫
Rd
ψ(x)xβ dx = 0, ∀ β ∈ Zd+ : |β|1 6M − 1.
In short, we will also say that a hierarchical system 9 satisfies moment conditions of
order M if all functions ψλ, λ ∈ 3′, do so. Clearly, the notion can be generalized to
domains  and more general ψ ; e.g., the hierarchical basis 9HB defined by ψλ(x) =
φ(2x − λ), λ ∈ 3′, satisfies no moment conditions (M = 0), while for 93HB we have
M = 2. A system with M = 1 which is intermediate to 9HB and 93HB is defined by
ψλ(x)= φ(2x − λ)− φ(2x), λ ∈3′.
Since 2 nonzero coefficients determine the ψ-masks, we will denote this system 92HB .
From our calculations below it will be clear that 92HB satisfies the conditions of
subsection 2.1. We sketch the main steps in calculating the dual symbol m˜(θ). In analogy
to the approach used in subsection 3.1, we have now
c2α+λ =
{
dα −∑λ′∈3′ dλ′α , λ= 0,
1
2 (dα + dα+λ)+ dλα, λ ∈3′,
and, thus, ∑
λ∈3
c2α+λ = 12
∑
λ∈3
(dα + dα+λ).
After turning to symbols and subsymbols, we have
∑
λ∈3
eiλθ cλ(θ)= 12d(2θ)
(
2d +
∑
λ∈3
e2iλθ
)
,
from which, according to the definition of m˜ given by (32), (33), we derive
m˜(θ)= 2
∑
λ∈3 e−iλθ
2d +∑λ∈3 e−2iλθ .
Using the identities in (71) and
∑
λ∈3
eiλθ =
d∏
l=1
(1+ eiθl ),
we finally obtain
q˜(θ)= 4
∏d
l=1 cos2
θl
2
1+ 2∏d+1l=1 cos θl +∏dl=1 cos2 θl .
We detect the trigonometric polynomial
p(θ)=
d∏
l=1
cos2
θl
2
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TABLE 8
Approximations to ρ˜ for 82HB
N d = 1 d = 2 d = 3
5 0.94080413 0.94080413 0.94080413
10 0.94050316 0.94050316 0.94050316
15 0.94074410 0.94074410 0.94074410
20 0.94067265 0.94067265 0.94067265
25 0.94067268 0.94067268 0.94067268
30 0.94067267 0.94067267 0.94067267
(which is known from the MRA given by the characteristic function of the unit cube). We
have Lq˜ = Lp = 2Lm = 2, and the reduction argument of Lemma 19 is applicable once.
We formulate the result as
THEOREM 20. For d 6 3, the system 92HB is a Riesz basis in Hs(Rd) if
−0.044117 . . .< s < 3/2.
The exact lower bound is given by −sφ˜ = 12 log2(ρ1,q˜ ), where ρ1,q˜ = 0.94067266 . . . can
be computed, e.g., from the relationship
ρ1,q˜ = ρ0,r˜ , r˜(θ)=
∏d−1
l=1 cos2
θl
2
1+ 2∏d+1l=1 cosθl +∏dl=1 cos2 θl .
That we can again restrict ourselves to one function r˜(θ) follows by symmetry
arguments. The computations for obtaining the numerical value of ρr˜,0 which use the
approximation method are documented in Table 8. As concerns the identical numbers for
d 6 3, see the discussion of Table 6. For d = 2, some computations with the Fredholm
determinant method can be found in [24]. Note that 92HB was mainly considered because
of its simplicity; its adaption to polyhedral domains is not that easy (see the preliminary
numerical experiments in [26]). The case d = 1 has already been considered before [7;
18, Section 6]. Even though 92HB turns out to be a Riesz basis in L2(Rd ), d 6 3, its
L2-condition is expected to be quite poor.
Note that there is a whole family of edge-oriented (M + 1)-point hierarchical systems
9(M+1)HB which satisfy moment conditions of order M = 0,1,2, . . . and generalize the
systems 92HB and 93HB considered so far. For d = 1, they will be described in the next
subsection. We have not yet investigated their higher dimensional counterparts in detail.
The system 91HB (M = 0) has been considered by many authors (it is closely related to
the hierarchical basis preconditioner, which is useful in two-dimensional finite element
applications). As is well known (see, e.g., [27]), this system is a Riesz basis in Hs(Rd)
only in the cases d = 1, 1/2< s < 3/2, and d = 2, 1< s < 3/2.
The next case of interest is M = 3, where
ψλ(x)= 1
3
φ(2x + λ)− φ(2x)+ φ(2x − λ)− 1
3
φ(2x − 2λ),
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from which one derives
m˜(θ)=
∑
λ∈3 d(λθ)∑
λ∈3 d(λθ) cosλθ
, d(t)= 1+ 3e
−i2t
e−i3t + 3e−it .
Computations for d = 2 show that the smoothness of the corresponding φ˜ decreases to
sφ˜ = 0.340064 . . . , resulting in the interval −0.340063 . . . < s < 3/2, for which 84HB
is a Riesz basis in Hs(R2). Unfortunately, s =−1/2 is no longer covered (compare also
subsection 3.3 for an analogous system based on piecewise constant functions).
There is another goal often achieved by biorthogonal wavelet constructions: to guarantee
compact support properties for the dual MRA, i.e., for φ˜, ψ˜λ. How to do this in a systematic
way is discussed, e.g., in [5, 35]. The requirement is typical for many applications to
image processing where one needs fast decomposition and reconstruction algorithms. Even
though this is not a central issue in our study (information on the dual scaling function and
refinement equation does not enter the resulting preconditioners, as briefly mentioned in
Section 1), for comparison we state some results for a specific one-parameter family of
such systems in R2, partial cases of which have appeared in the literature [5, 10, 36, 37].
As is easy to see, any system with
ψλ(x)= φ(2x − λ)−
∑
β∈Zd
bλβφ(x − β), λ ∈3′, (77)
produces a trigonometric m˜(θ) if all sequences (bλβ) are finite. Indeed, let us again use the
notation for the coefficients associated with a decomposition v1 = v0+w1, as introduced in
subsection 2.1. Then, by linearity of functions from V0 along edges, we have for arbitrary
λ ∈3′ and α ∈ Zd
c2α+λ − (c2α + c2α+2λ)/2= v1(α + λ/2)− (v1(α)+ v1(α + λ))/2
=w1(α + λ/2)− (w1(α)+w1(α + λ))/2= dλα.
Thus,
dα = v0(α)= v1(α)−w1(α)= c2α +
∑
λ∈3′
∑
γ∈Zd
bλα−γ dλγ
= c2α +
∑
λ∈3′
∑
γ∈Zd
bλα−γ
(
c2γ+λ − 12 (c2γ + c2γ+2λ)
)
.
This gives an explicit expression for d(2θ) of the form (32), with polynomial m˜λ. After
some simple calculations, the formula
m˜(θ)∗ = 1+
∑
λ∈3′
(
eiλθ − 1
2
(1+ ei2λθ)
)
bλ(2θ), bλ(θ)=
∑
β∈Zd
bλβe
−iβθ (78)
can be established from (33), which shows the polynomiality of the dual symbol.
Now we turn to the case d = 2 and choose the bλβ in (77) according to the following
rules: Let a, b ∈R such that a + b= 1/8, and set
bλ(0,0)= bλ(1,0) = a, bλ(0,−1) = bλ(1,1) = b, λ= (1,0),
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bλ(0,0)= bλ(0,1) = a, bλ(−1,0) = bλ(1,1) = b, λ= (0,1),
bλ(0,0)= bλ(1,1) = a, bλ(1,0) = bλ(0,1) = b, λ= (1,1).
All other bλβ are set to 0. We denote the resulting hierarchical system 95HB,a , indicating
that it depends on a parameter a (b = 1/8−a) and that the complexity of intergrid transfer
operations is comparable with a 5-point hierarchical basis (even though the ψ-mask when
expressed in the standard form (15) would contain significantly more nonzero coefficients,
the basis transformation from 9J to 8J can be implemented with less operations). With
the above choice, the functions ψλ satisfy moment conditions of order M = 2, as in the
case of 93HB . The dual symbol can be computed from (78) as
m˜a(θ)= 1+ 2(1− cos(θ1 + θ2))(a cos(θ1 + θ2)+ b cos(θ1 − θ2))
+2(1− cosθ1)(a cos θ1 + b cos(θ1 + 2θ2))
+2(1− cosθ2)(a cos θ2 + b cos(2θ1 + θ2)).
This symbol possesses no obvious factorizations (of the form observed in the previous
examples) except for the parameter choice a = 3/16:
m˜3/16(θ)=m(θ)(3− 2m(θ)).
Details of computations are left to the reader.
The special case a = 3/16 was proposed in [10], in a slightly different fashion. As a by-
product of our calculations below, we will see that this is the choice which maximizes
the s-interval for which 95HB,a is a Riesz basis in Hs(Rd). Some other prominent
special cases are a = 1/8 (since b = 0, this is the counterpart of the system 93HB );
a = 1/6, which is implicit in [5]; and a = 5/48, which results from analyzing the
construction in [36, 37]. Actually, in these papers constructions for bounded polyhedral
domains are considered. The general idea of such constructions is to choose an appropriate
linear operator P˜j−1: Vj → Vj−1, which is local in the sense that P˜j−1φj,P is a linear
combination of a few φj−1,Q with support near P ∈ Vj , and to set
ψj,P = φj,P − P˜j−1φj,P , P ∈ V∗j .
In [5] the use of a standard quasi-interpolant projector for the case of linear finite elements
is advised, while [36, 37] use specific approximations to the L2-orthoprojector Pj−1. To
obtain the above value of a = 5/48 for the case of a uniform three-directional partition of
R2 one has to set m= 1 and β = 1 in [37]. Other values lead to more nonzero coefficients
in (77) or to the violation of the moment conditions.
THEOREM 21. For d = 2, the system 95HB,a is a Riesz basis in Hs(R2) if
−s˜a < s < 3/2,
where values of s˜a for various a are given in Table 9 and graphed in Fig. 1. If s˜a > 0 then
φ˜a is well defined in L2(R2) and s˜φ˜a = s˜a . The calculations show that, within an error
tolerance of 6 10−6, 95HB,a is a Riesz basis in L2(R2) if and only if
0.1271462 . . .6 a 6 0.2206475 . . . ,
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TABLE 9
Values for ρ˜a and s˜a
a ρ˜a s˜a a ρ˜a s˜a
0.00 5.53394750 −1.234154 0.17 0.59176261 0.378455
0.05 3.06445061 −0.807814 0.18 0.55357852 0.426049
0.10 1.50400061 −0.294403 3/16 0.54279115 0.440765
5/48 1.41224257 −0.248994 0.19 0.54428829 0.438159
0.11 1.29286617 −0.185286 0.20 0.62042168 0.344339
0.12 1.11190616 −0.076518 0.21 0.78164559 0.177707
1/8 1.03213754 −0.022818 0.22 0.98550714 0.010531
0.13 0.95917364 0.030068 0.23 1.22640881 −0.147220
0.14 0.83264571 0.132113 0.25 1.81693079 −0.430752
0.15 0.73035012 0.226670 0.27 2.55199935 −0.675814
0.16 0.65050835 0.310180 0.29 3.43177692 −0.889478
1/6 0.60905307 0.357680 0.31 4.45655944 −1.077965
and a Riesz basis in H 1(R2) if and only if
0.0287592 . . .6 a 6 0.3014364 . . . .
The smoothest dual scaling function is obtained for a = 3/16: s˜a 6 s˜3/16 = 0.440765 . . . .
The calculations for Table 9 are based (due to the finite mask corresponding to m˜a)
on Theorem 4.4 of [22] and were performed by standard eigenvalue algorithms (the size
of the matrices involved does not exceed 61). The approximation methods designed for
the case of nontrigonometric q˜ gave the same results. The Fredholm determinant method
had problems with this example—compare Table 9 of [24]—due to eigenvalue clustering.
FIGURE 1
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It turned out that for a = 3/16, the eigenvalue of interest has multiplicity 3 (as can
be expected from the above factorization in this case) which splits into a pair of close
eigenvalues (of multiplicity 1 and 2) for a close to this value.
3.3. Other Box Spline Examples
We conclude this paper by presenting some more examples, using other low order box
splines as the basic φ in dimension d = 1,2. They are partly motivated by applications to
boundary integral equations. For applications involving the single layer potential operator,
the Riesz basis property for s = −1/2 and d = 2 is necessary, and systems with small
φ- and ψ-masks and enough vanishing moments for the ψλ are desired.
We start with d = 1 and a family 9r,M of hierarchical systems which is characterized
by choosing the one-dimensional B-spline of order r (degree r −1) as the φ. The ψ-masks
will be analogous to those used for constructing the ψλ in the (M + 1)-point hierarchical
basis 9(M+1)HB and yield moment conditions of order M for ψ := ψ1. We will make
these choices precise by fixing the symbols corresponding to the φ- and ψ-masks (the
resulting functions differ from those appearing for d = 1 in the special cases considered in
subsections 3.1 and 3.2 only by integer shifts and scaling factors):
mr,M(θ) :=mφr,M (θ)=
(
1+ e−iθ
2
)r
, mψr,M (θ)= e−iaθ
(
1− e−iθ
2
)M
.
The parameter a is set to 1 if M + r divides by 4; otherwise it is 0. As is well known (and
can be immediately derived from the material of subsection 2.1), we have
m˜r,M(θ)
∗ = mψr,M (θ + pi)
mr,M(θ)mψr,M (θ + pi)−mψr,M (θ)mr,M(θ + pi)
= 2r (1+ e−iθ )M((1+ e−iθ )M+r − eiapi (1− e−iθ )M+r)−1
= cos
M(θ/2)
cosM+r (θ/2)− iM+r+2a sinM+r (θ/2)
for the dual symbol, from which
q˜r,M(θ)=

cos2M(θ/2)
cos2(M+r)(θ/2)+ sin2(M+r)(θ/2) , M + r odd,
cos2M(θ/2)
(cos(M+r)(θ/2)+ sin(M+r)(θ/2))2 , M + r even.
(79)
The case r = 0 and odd M is considered in [7; 18, Section 6.2] and corresponds to the
Butterworth scheme known in signal processing. See Table 2 in [18] for the regularity
exponents s˜0,M associated with (79). There are discrepancies with the values shown
below of order ≈ 10−4 which are, in our opinion, another indication of limitations of the
Fredholm determinant method if the value of r0 becomes close to 1. Since
s˜r,M = s˜M+r,0 + r
(this is immediate from the factorization technique, compare [18, Section 4] or Lemma 19),
the case of oddM+r is essentially covered. Some computations for the case of evenM+r
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TABLE 10
Values for s˜r,M
r M = 0 M = 1 M = 2 M = 3 M = 4
1 −0.50000000 0.50000000 1.04411766 1.99023605 2.64881733
2 −0.50000000 0.04411766 0.99023605 1.64881733 2.53944059
3 −0.95588234 −0.00976395 0.64881733 1.53944059 2.26458677
4 −1.00976395 −0.35118267 0.53944059 1.26458677 2.11977128
5 −1.35118267 −0.46055941 0.26458677 1.11977128 1.88117327
6 −1.46055941 −0.73541323 0.11977128 0.88117327 1.71493986
7 −1.73541323 −0.88022872 −0.11882673 0.71493986 1.49573101
8 −1.88022872 −1.11882673 −0.28506014 0.49573101 1.31652581
9 −2.11882673 −1.28506014 −0.50426899 0.31652581 1.10753951
are carried out in [24, Table 5]. Unfortunately, some entries of this table are incorrect due
to errors in the formulae for pn,0 for n= 6,8 there.
Table 10 gives an indication of the potential of the systems 9r,M as decomposition
systems in Sobolev spaces. Note that the s-range for which the Riesz basis property holds
is given by −s˜r,M < s < r − 1/2. The entries have been computed for M = L = 0 by
the approximation method using subspace iteration as outlined before (here, a subspace
dimension of 3 turned out to be most efficient). Generally speaking, the s-interval for
which theHs -Riesz basis property holds increases with the number of moment conditions.
For fixed M , it shifts to the right with increasing B-spline order r . For the examples of
edge-oriented systems 9(M+1)HB with small M and r = 2 considered in the previous
subsections, we have observed that the regularity exponent associated with the dual MRA
does not change with d . An exception was the case M = 0.
The next example shows that, in general, the qualitative behavior detected in Table 10
does not carry over to higher dimensions. This can be also seen from the results for the
system 94HB mentioned in subsection 3.2. We will consider the piecewise constant MRA
(r = 1) for d = 2 andM 6 3. Thus, the scaling function φ is now given by the characteristic
function of the unit cube in Rd , with the symbol
m(θ)= 2−d
∑
λ∈3
e−iλθ = 2−d
d∏
l=1
(1+ e−iθl ).
The functions ψλ are constructed by using the same formulas as in the linear case (see
subsection 3.1 for M = 2, and subsection 3.2 for M = 1,3). The cases M = 0 (consisting
of characteristic functions of dyadic cubes) and M = 1 (which is equivalent to a two-
dimensional Haar basis) are straightforward: For M = 0 the Riesz basis property with
respect to Hs(Rd) does not hold for any s, for M = 1 it holds for −1/2< s < 1/2.
We give the necessary formulas and show some computations for M = 2,3. The above
elimination procedure gives for M = 2
m˜(θ)=
∑
λ∈3 cos(λθ)∑
λ∈3 eiλθ cos(λθ)
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TABLE 11
Approximations to ρ˜ by the Approximation Method for P0-Element Systems (M = 2,3)
N ρ0,(r˜1)N ρ0,(r˜2)N ρ1,q˜N
5 0.23520103 0.24909491 0.30690784
10 0.23512579 0.25353403 0.30888135
15 0.23518602 0.25340684 0.30883113
20 0.23516816 0.25340692 0.30882578
25 0.23516817 0.25340689 0.30882563
30 0.23516817 0.25340693 0.30882563
35 0.23516817 0.25340693 0.30882563
and
q˜(θ)= 4
∏d+1
l=1 cos2(θl/2)
1+ 2∏d+1l=1 cosθl +∏dl=1 cos2 θl = p(θ)q(θ).
Since the polynomial p(θ)=∏d+1l=1 cos2(θl/2) is the same as for the 3-point hierarchical
basis 93HB studied in subsection 3.1, we can apply Lemma 19 twice. Looking at all
occurring factorized symbols r˜ , symmetry arguments show that
ρ˜ = ρ2,q˜ = max
k=1,2
ρ0,r˜k ,
where
r˜1(θ)= 116q(θ)
d−1∏
l=1
cos2(θl/2), r˜2(θ)= 116q(θ)
d+1∏
l=3
cos2(θl/2).
Recall that θd+1 =∑dl=1 θl . The calculations in the first two columns of Table 11 contain
approximations to ρ0,r˜k for d = 2 obtained by the approximation method (subspace
dimension 3 was chosen in the simultaneous iteration, only the largest eigenvalue is
shown). The maximum is achieved for k = 2 and is smaller than for d = 1; see Table 10
for r = 1, M = 2.
In the third column of Table 11, approximations to ρ˜ for the case M = 3 are obtained.
Since in this case
m˜(θ)=
∑
λ∈3 d(λθ)∑
λ∈3 d(λθ)eiλθ
, d(t)= 1+ 3e
−i2t
e−i3t + 3e−it ,
and an explicit factorization of q˜(θ)= |m˜(θ)|2 is not straightforward, we have decided to
compute approximations to ρL,q˜ for various L by the approximation method (to accelerate
the convergence a subspace dimension of 4 has been tried). As turns out, L= 1 is already
enough since ρ1,q˜ > 1/4.
To summarize, for the MRA consisting of P0 elements (with respect to squares) in R2,
the 9(M+1)HB systems form Riesz bases in Hs(Rd ) if
−s˜ < s < 1/2, s˜ =

0.5, M = 1
0.990236 . . . , M = 2
0.847568 . . . , M = 3.
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We conclude with a few remarks. With the exception of the systems 95HB,a considered
in subsection 3.2, all our systems are edge oriented, in the sense that the subsymbols mλ
λ′
associated with the wavelets ψλ , λ ∈ 3′, are nonvanishing only for λ′ = λ or λ′ = 0. In
this case, explicit expressions for M−1(θ) and for the dual symbol m˜(θ) can be computed.
Without going into the details, we quote the result which has implicitly been used before:
m˜(θ)∗ = 2−d 1−
∑
λ∈3′ dλ(θ)
m0(θ)−∑λ∈3′ dλ(θ)mλ(θ) , dλ(θ)= m
λ
0(θ)
mλλ(θ)
. (80)
This formula simplifies further if all ψλ-masks are obtained by rotation in which case
dλ(θ)= d(λθ) for a univariate rational trigonometric function d(t). If in additionmλ(0)=
0 (i.e., the ψλ satisfy moment conditions of orderM > 1) then d(0)=−1, which leads to a
further simplification of (80). This observation helps to explicitly compute certain symbols
in higher dimensions.
From the definition (33) of m˜(θ) via the determinants N(θ) and D(θ) it is evident that
the polynomial p(θ) is determined by the ψλ-masks only, and does not depend on the
φ-mask. Thus, p(θ) does not change if the same ψλ-masks are explored for different
MRAs. In [24], we have experimented with the analogs of 92HB and 93HB for the
simplest C1 box spline MRA for d = 2 which might be of some interest for boundary
element, respectively, domain decomposition codes for the biharmonic problem. Details
can be found in that paper.
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