AbstractMany techniques have been proposed to show uncertainty in data visualizations. However, very little is known about their effectiveness in conveying meaningful information. In this paper, we present a user study that evaluates the perception of uncertainty amongst four of the most commonly used techniques for visualizing uncertainty in one-dimensional and twodimensional data. The techniques evaluated are traditional errorbars, scaled size of glyphs, color-mapping on glyphs, and colormapping of uncertainty on the data surface. The study uses generated data that was designed to represent the systematic and random uncertainty components. Twenty-seven users performed two types of search tasks and two types of counting tasks on 1D and 2D datasets. The search tasks involved finding data points that were least or most uncertain. The counting tasks involved counting data features or uncertainty features. A 4 4 full-factorial ANOVA indicated a significant interaction between the techniques used and the type of tasks assigned for both datasets indicating that differences in performance between the four techniques depended on the type of task performed. Several one-way ANOVAs were computed to explore the simple main effects. Bonferronnis correction was used to control for the family-wise error rate for alpha-inflation. Although we did not find a consistent order among the four techniques for all the tasks, there are several findings from the study that we think are useful for uncertainty visualization design. We found a significant difference in user performance between searching for locations of high and searching for locations of low uncertainty. Errorbars consistently underperformed throughout the experiment. Scaling the size of glyphs and color-mapping of the surface performed reasonably well. The efficiency of most of these techniques were highly dependent on the tasks performed. We believe that these findings can be used in future uncertainty visualization design. In addition, the framework developed in this user study presents a structured approach to evaluate uncertainty visualization techniques, as well as provides a basis for future research in uncertainty visualization.
INTRODUCTION
Insight and quality assurance can be improved by recording uncertainty along with data. The practical benefits of understanding uncertainty in a scientific process can be manifold. A cursory glance at literature in almost all disciplines will indicate that visual representations to depict the recorded or calculated uncertainties are underdeveloped. The incidence of finding charts of one-dimensional data augmented with errorbars is reasonably high; however, as we move on to data of higher dimensions, visual metaphors to represent the uncertainty are rarely used. Part of the reason is that although a variety of techniques have been suggested, successfully applying them to make insightful visualizations is a very challenging task and there is a lack of guidance on which uncertainty method will yield the best results. In this paper, we present our findings from an uncertainty visualization user study which we believe could help future visualization designs.
Uncertainty can be introduced to the data at various stages in the uncertainty visualization pipeline. Pang et al. [31] divided the pipeline into three stages: data acquisition, data refining, and visualization, and showed how uncertainty can be introduced in any or all of these stages. It is worthwhile to note that uncertainty is an inherent part of all data and designing an uncertainty representation is highly dependent on the type of data being visualized. From our communication with scientists and engineers in various disciplines, researchers agreed that data visualization with an uncertainty representation is highly desirable; however, it is also important to ensure that the user is always aware of the underlying data.
Some uncertainty visualization techniques seem to appear more effective than others, however, little comparison has been done to evaluate the effectiveness of most of these techniques. Keeping this in mind, we categorize uncertainty visualization techniques for one-dimensional, twodimensional, three-dimensional and temporal data. Based on this categorization, we constructed a user study to evaluate the effectiveness of four commonly used uncertainty visualization techniques:
BACKGROUND
For a long time, the term uncertainty was used in a rather loose sense. Researchers recognized the need to clearly define uncertainty as it was a necessary step before trying to solve the visualization problem [3, 14, 31] . The International Committee of Weights and Measures (CIPM) described two classes of uncertainty based on the methods used in estimation [5] , one of which is derived by statistical methods (such as standard deviations and Analysis of Variance), called the Type A evaluation of standard uncertainty, and the other which is based on scientific judgement (such as experience and specifications), called the Type B evaluation of standard uncertainty. They also defined uncertainty to have random and systematic components which are conditioned by a mathematical model.
The National Institute for Science and Technology (NIST) [36] suggested a combined standard uncertainty. A law of the propagation of uncertainty was given which was based on a root-of-the-sum-of-the-squares (RSS) method. Expanded uncertainty was a term coined to express uncertainty defined by an interval that bounded the measurement. Their definition included correction factors arising from recognized system effects.
A number of techniques have been proposed to study and classify uncertainty visualizations. Johnson and Sanderson [16] provide an overview of the current research and identify important goals for further research. MacEachren [25] touched upon a number of aspects of geospatial uncertainty such as understanding the difference between data quality and uncertainty, and application of Bertins graphic variables [1] . He discussed conceptual models of spatial uncertainty in a cartographic context and stressed the need to understand the objective of a visualization to justify a good design.
Pang et al. [31] broadly classified the techniques into adding glyphs, adding geometry, modifying geometry, modifying attributes, animation, sonification, and psycho-visual approaches. Recently, Thomson et al. [37] presented a typology to visualize uncertainty information pertinent to geospatially referenced data. Their typology was developed keeping the tasks of an information analyst in mind. Gershon [9] presented a short discussion on imperfections in information, and a taxonomy of the causes of imperfection in knowledge, stressing the need to develop better representations. Some researchers have also discussed uncertainty cataloguing techniques [6, 23] .
Olston and Mackinlay [30] argued that visualization methods should be different for statistical uncertainty and bounded uncertainty, since statistical uncertainty representations potentially incorporate infinite ranges of values. They proposed ambiguation as the solution in which statistical graphics are modified or augmented with visual cues that enhance the notion of unboundedness. Huang [13] showed how a multivariate scatterplot can be created by overloading the visual channels such as color, size and background color to show the quality of information.
Efforts have been made to identify potential visual attributes that could be used for uncertainty visualization. Hengl and Toomanian [12] illustrated how color mixing and pixel mixing can be used to visualize uncertainty arising from prediction error in spatial prediction models from soil science applications. Jiang et al. [15] used hue and lightness to show fuzzy spatial datasets. Davis and Keller [8] identified value, color, and texture as potentially the best choices for representing uncertainty on static maps. More recently, Hengl [11] , like MacEachren [25] , made a case for using hue, saturation, and intensity, suggesting the inverse mapping of color saturation to the magnitude of uncertainty.
A number of disparate fields of research have successfully researched and applied uncertainty visualization techniques. Schmidt et al. [33] looked at ways of representing the multivariate nature of bathymetric uncertainty. Rheingans and Joshi [32] visualized the positional uncertainty of molecules. Strothotte et al. [35] used non-photorealistic techniques to present uncertainty of architectural reconstructions. Li et al. [21] visualized uncertainty in astrophysical data and Lundstrom et al. [24] presented a probabilistic animation method to illustrate uncertainty in medical volume renderings. Lodha et al. [22] used sound for the depiction of uncertainty and Cedilnik and Rheingans [4] demonstrated procedural annotation techniques.
Harrower [10] asked a more fundamental question as to whether the presentation of uncertainty on maps alters the way people solve problems and emphasizes the need to conduct longitudinal studies to identify reasons why a subject made a correct or an incorrect choice given an uncertainty representation.
Zuk and Carpendale [42] presented a theoretical analysis of uncertainty visualization in which they evaluated eight uncertainty visualizations from various sources on widely accepted visualization principles from Bertin [1] , Tufte [39] and Ware [40] . They presented a set of heuristics and how pertinent each heuristic was with respect to the sampled visualizations. They stressed the need for more research in human factors and perception.
There have been some user studies in understanding effectiveness of uncertainty visualization but most were domain specific studies [17, 19, 26, 34, 41] . There is some justification to that. Uncertainty representations in many processes are inherent and unique to the task at hand. Blenkinsop and Fisher [2] conducted a user study to evaluate uncertainty visualizations of fuzzy classification of satellite imagery. They found that users were highly successful at determining classification uncertainty using greyscale representations in comparison to random animation and serial animation. They found that serial animation performed the weakest.
Leitner and Buttenfield [19] conducted an experiment where participants had to make two sitting decisions, one at a park followed by another at an airport based on a set of predetermined planning criteria. The authors found that addition of certainty information significantly improved the number of correct responses. Additionally, they found that color saturation was not especially effective.
Our objective was to design a systematic and general user study to evaluate the effectiveness of common uncertainty visualization techniques. We generated synthetic 1D and 2D datasets to avoid being tied to any specific application domain. We also chose common tasks in scientific data analysis, such as searching and counting, to evaluate the techniques chosen for our study. Our user study aims to bridge some of the gap in understanding the circumstances that governs the decision making process in the presence of uncertain information.
UNCERTAINTY EVALUATION FRAMEWORK
Visualization techniques are usually designed to operate on data of a certain dimensionality. Sometimes techniques can be extended to operate on data of higher or lower dimensionality. For example, an isosurface is a 3D version of a 2D contour. We present an uncertainty evaluation framework that provides researchers with a structured classification to evaluate existing uncertainty visualization techniques. The framework was designed to consciously think of uncertainty from the perspective of the data being visualized and not by the uncertainty visualization technique employed. This framework also has the potential to provide a basis for developing better techniques and future userstudies (Fig 1) . Spatial data can be thought of as having zero, one, two, or three dimensions. In many applications, it is common to consider time as the outermost dimension. We decouple the temporal dimension and treat it specially because the temporal dimension usually has very different features and resolution than the spatial dimensions. It is worthwhile to note that this may not be true in the field of information visualization, where multidimensional data that is not spatial or temporal, is very common [40] . Further, scalars, vectors, and tensors can be thought of as three types of scientific visualization paradigms. Thus, data dimensionality (0D, 1D, 2D, 3D), visualization paradigm (scalar, vector, tensor) and the broad taxonomy of uncertainty visualization techniques (blurring, transparency, noise, etc.) form the three axes that define our classification (Fig 1) . Our framework allows one to replace the technique axis with other classification schemes such as that of Pang et al. [31] . Additionally, the entire framework has a temporal axis. This is similar to the taxonomy proposed by Tory and Möller [38] but is more flexible, since this framework allows researchers to structurally extend the technique axis across other classification schemes and data dimensions.
Clearly, the problem space is huge. In this study, we considered a subset of the design space and focused on 1D and 2D data, considering four common uncertainty visualization techniques, namely scaling the size of glyphs, modifying the color attribute of glyphs, color-mapping the data surface with uncertainty, and adding errorbars, for scalar datasets.
STUDY DESIGN
This section presents the datasets used, the visualization techniques explored and the ones finally chosen, the participants, the pilot studies conducted, and various aspects of the main study. We borrowed design ideas from previous uncertainty visualization user studies [2, 10, 34, 41] , as well as others, such as the 2D vector field visualization user-study by Laidlaw et al. [18] , and the hurricane visualization user study by Martin et al. [27] .
Data Generation
The data generation process was motivated by geoscience applications of visualization, which typically deal with various types of remotely sensed data, observed data at stations (e.g. buoys), data over a trajectory (e.g weather balloons), simulated weather data (e.g output from numerical models) and statistical studies (e.g. temporal correlations). Our objective was to design a controlled synthetic-data generation scheme that would be specific enough to provide immediate insight into geoscience uncertainty representation, as well as be generic enough to potentially have other applications. We devised a mathematical method to simulate the data acquisition process and hence have complete control over the uncertainties introduced at different stages in a real data collection process. We simulated the process of repeated data collection, where, if any data measurement task is repeated a large number of times, the recorded values end up being normally distributed. If we take a subset of these values, we can derive a mean data value and a corresponding uncertainty value. We also introduced systematic uncertainty components that are an inherent part of any data collection process.
Matlab [28] was used to generate the datasets. We first describe the process for the one-dimensional case and then extend it to two dimensions.
We begin with a 1D array, say A, consisting of 40 zeros and manually implant data features by setting consecutive index locations in A to a certain value representative of the signal strength, say S, at that location (dark regions in Fig 2) . The value S was generated as a normally distributed random number (using the Matlab randn function) with a mean of 0.8 and a standard deviation of 0.2. Thus, we now have an array of zeros with user-defined datafeatures embedded in the array (Fig 2) . Let this array be A'. In the next step, we interpolate the array A' (with the Matlab interp1 function using cubic spline interpolation) to implant 3 points between every pair of array locations to generate 4 levels between them (Fig 2, 3 ). Let us call this array A true . For our simulated dataset, A true will represent the truth value, which is analogous to the exact value of a continuous real-life phenomena such as the temperature of a place or water level of a sea surface that no instrument can ever record exactly.
We then simulated the act of taking measurements or observations of the data. If a measurement is taken a large number of times, the errors in the observations can also be assumed to be normally distributed around the truth value assuming no systematic error, which constitutes the random uncertainty component. To simulate random uncertainty in our datasets, we generated 50 sets of readings, where every observation is normally distributed about values of the assumed true data A true (Fig 3) . Let these sets of values be A 0 , A 1 ,, A 49 . To generate these, we first found the mean μ true and standard deviation true of the true data A true . We used fractions and multiples of the standard deviation true , say k, to generate three types of datasets having three ranges of random uncertainty in the data. Using the standard deviation of the truth data to generate multiple uncertainty levels seemed like a reasonable choice. We used three values for k which were 0.5, 1.0 and 1.5
For the dataset A 0 , the i th element of A 0 corresponds to the i th element of A true modified by the generated uncertainty.. Thus, A 0 i = A true i + randn() * k * true We then took the first 10 observation sets, A 0 , A 1 ,... , A 9 , and calculated the mean and standard deviation for each index, generating a dataset say A". This simulated the real-life step of averaging multiple data readings, and the standard deviation represented the uncertainty of the average.
An uncertainty study dataset is incomplete without a systematic uncertainty component. In real-life situations, often the uncertainty in the data exhibits patterns. This can be because of the nature of certain regions of the data, biases in the sensors, and a variety of other reasons. We introduced systematic biases in the generated random uncertainty by manually biasing certain sections of the array (Green regions in Fig 2) . The bias values, say B', were normally distributed random values with a mean of 0.4 and standard deviation of 0.1 and were arbitrarily added or subtracted from the standard deviation values in the chosen sections of the array. This generated our uncertainty features. The datasets were designed to have some data features that overlapped with uncertainty features, and some that did not.
Data feature
Overlap of data and uncertainty feature Uncertainty feature The 1D datasets had four different feature layouts (Fig 2) , each with three values of k, making a total of twelve 1D datasets. We generated one extra dataset for use in the training of the participants.
The same logic was extended to generate 2D datasets (Fig 2) . We started with a grid of 25 25 zeros and planted rectangular user-defined data features. The grid was interpolated (using Matlab interp2 function) along both x and y axes to create 2 levels between every 2 grid points. 50 sets of pseudo-readings were generated in exactly the same way as that of the 1D case. We took the first 10 observation sets and generated the average signal value, the uncertainty value, and added rectangular uncertainty features. All parameters were kept the same as in the 1D case. Twelve 2D datasets were created for the main study and an additional dataset was created for the training module.
We do acknowledge that using real data from real sources has its merits, most notably being able to establish direct returns from the results of a userstudy. We also acknowledge that not all data is normally distributed. We did not perform any tests on any real data or on other data distributions due to constraints of time. However, in the future, we intend to conduct a similar experiment on such data and evaluate how the results correlate.
Visualization Techniques
Using our uncertainty visualization framework, we chose four visualization techniques that could be applied to both 1D and 2D data. These were scaled sizes of glyphs, altering the color attribute of glyphs keeping the size constant, color-mapping the data surface with the uncertainty, and traditional errorbars (Fig 4, 5) . The data was displayed in greyscale except where colormapping of the surface was used. The 2D data surface was rendered with an orthographic projection to minimize 3D perspective effects that may interfere with perception of height. This ensured that the uncertainty representations would be of uniform size regardless of the distance from the eye. A few other techniques such as smooth and striped gradients, animation of glyphs, and animation of the data surface were explored but were not included in the user study (Fig 6) . There were two considerations in removing some of our suggested techniques from the final study, the first being the inherent merit of the technique and the second being the number of questions it would add to the study. Smooth and striped gradients were the first to be eliminated because they display incorrect uncertainty information across steep slopes. In the 1D case (Fig 6a, b) , the uncertainty information in the gradient upon a steep slope aligns itself with the slope, resulting in a thin ribbon. Forcing the ribbon to be always orthogonal is not an elegant solution.
In the 2D case, the surface animation would either hide the data surface, or be itself hidden by the data surface. We eliminated animation of glyphs also because of similar occlusion issues in the animation. To be consistent, when we had to eliminated a technique, we eliminated it for both 1D and 2D datasets. We did not want to test a technique that worked for say 1D and did not for the 2D case.
The second concern for us was user fatigue. We did not want to overwhelm the user with too many questions of the same type, which could jeopardise the quality of our results.
The display area had a size of 800 800 pixels. The interpretation of visualizations with the errorbars was straightforward [7] . Small bars (smallest being about 8 pixels tall in 1D and about 3 pixels tall in 2D) represented low uncertainty while large bars (largest being about 85 pixels tall in 1D and about 40 pixels tall in 2D) represented high uncertainty. When scaled glyphs were used, large glyphs (largest being about 10 10 pixels in both 1D and 2D) represented high uncertainty and small glyphs (smallest being about 3 3 pixels in both 1D and 2D) represented low uncertainty. We used flat shading on the glyphs for the 1D dataset, however, we enabled lighting for the 2D dataset to give users a sense of location of the glyphs. For altering the color attribute of glyphs as well as color-mapping of the surface, we mapped a low uncertainty value to a saturated shade of blue and mapped a high uncertainty value to an unsaturated shade of blue. This is also the scheme suggested by MacEachren [25] and Hengl [11] . The mapping is opposite to the intuitive notion of high and low; however, here we are dealing with negatives, for example high uncertainty implies low certainty.
Shades of blue were chosen to convey the uncertainty since blue is a cool color and would cause minimum visual fatigue over the duration of the experiment. Red was used as a preattentive cue to mark regions of interest a.
b. c. d. and highlight user selections [40] . A legend was always provided to aid the user.
Participant Pool
The participants of our user study were mostly graduates and under-graduates of Mississippi State University. We also had two senior participants who are researchers at the university. We had a total of 36 participants, of which 3 participated in a trial run, 6 participated in a pilot study, and the remaining 27 participated in the main study. Of the 36 participants, 27 were male and 9 were female. None of the participants reported color-blindness while 17 reported 20/20 corrected vision. Most of the participants had some understanding of statistics and used charts and graphs for their day-to-day activities although none of these skills were set as prerequisites to participating in the study. Most users typically spent more than 15 hours weekly using a computer. Each participant was paid $10 for their time and participation.
User-study tasks
Not much is known about how domain scientists perceive and use uncertainty. We consulted Dr. Jamie Dyer, a meteorologist, to determine what might be a real world scenario where uncertainty would be a part of his decision making process. He had temperature data in mind and indicated that he would be interested in looking at regions of extreme (high or low) uncertainty. He also wanted to be able to discern features in the data, in the presence of uncertainty. Keeping this in mind, we designed two types of tasks: searching tasks and counting tasks. The searching tasks primarily explored the perception of random uncertainty while the counting tasks explored the perception of systematic uncertainty, along with the cognizance of the underlying data. Dr. Dyer mentioned that he liked to look at the entire data and then focus on a region of interest. The searching and counting tasks were designed to simulate such an exploratory navigation of the data.
Search tasks
The search tasks involved searching for locations of high or low uncertainty from within an area marked in red (Fig 7) . The entire dataset was always shown to the user. This was done keeping real-life data exploration tasks in mind. Any spot within the marked region could be selected by the user and the corresponding data/uncertainty values would be interpolated whenever necessary. This design decision was made keeping data collection in geosciences in mind, where we take samples at specific locations over a domain and then interpolate if we need values in between. We expected users to perform similarly in both the search tasks, however, our results indicate that there was a significant difference as discussed in our results section. These tasks had more than one correct answer. A user response was considered correct if the chosen location had an uncertainty value within the top 10 th percentile of the entire range of uncertainty for a task requiring the user to find the location of highest uncertainty, or the bottom 10 th percentile for a task requiring the user to find the location of lowest uncertainty. We had also tested with the 5 th percentile but felt that it made the tasks too difficult to perform reasonably. The 10 th percentile seemed to be a reasonable balance between making the user study impossibly difficult and too easy. Although we did not perform a formal test, we expect the results to remain the same empirically.
Location and proximity of high and low uncertainty areas had an effect on the correctness of the user responses. If a region of interest included both a high and a low uncertainty feature, the range of uncertainty values was much larger than had there been just one uncertainty feature or no uncertainty feature. As a result the number of correct answers changed on a case by case basis. Locating a spot of high or low uncertainty was thereby facilitated, however, a correct answer was not guaranteed by choosing just any location within a feature. There were variations within the feature too, and a user had to make an informed decision as opposed to a blind selection within an approximate region. To control arbitrary effects, we designed the regions of interest to uniformly include high, low, both and none of the uncertainty features.
Counting tasks
The counting tasks involved counting either data features or counting uncertainty features within an area marked in red (Fig 8) . The definition of a data-feature in our study is the presence of any peak in the data. Artifacts resulting from the introduction of systematic uncertainty were called uncertainty features in this study, which manifest as regions of extreme glyph-size, glyph-color, errorbar size or surface-color. One might argue against the merit of having a counting task for data features in an uncertainty visualization experiment. We contend that it is generally important for a user to be always aware of the data and the counting tasks would evaluate the effectiveness of the techniques in retaining a sense of the data. 
Interface Design
For the search questions, the interface provided one slider for the 1D data and two sliders for the 2D data to navigate a small red highlight to the chosen answer location (Fig 7) . Clicking the sliders displayed cross-hair guides to ease the navigation. We were time constrained to implement direct objectpicking in our interface. We eventually found that users were very comfortable using this interaction metaphor and could reach the desired screen location with at most 2-3 movements of the sliders.
For the counting questions, radio buttons with four static answer choices of 0, 1, 2 and 3 were provided (Fig 8) . In these questions, the sliders were hidden and four radio button options placed vertically were displayed. Other layouts for the radio buttons were not experimented. Users were expected to make a selection from one of the four radio-button choices. The regions of interest were designed in such a way as to never exceed three data or uncertainty features, and were uniformly designed to include all possibilities. We feel that having a fixed set of choices makes the quality of responses better than having users enter a numeric digit on a prompt. This also ensures a consistent response structure across the methods.
Users could not skip a question. They clicked an Accept button to record their answer and response time, and only then could they click a Next button to go to the next question. A break of 5 minutes was given after every 30 questions.
A trial run identified weaknesses with our initial design. Of the three participants in the trial run, two had prior experience designing user studies and their debriefing proved helpful in improving the design. Most notably, the rotation of the 2D surface along the z-axis was fixed to 30 degrees from the original 45 degrees to alleviate some of the artifacts resulting from the view-aligned overlap of errorbars and glyphs. Additionally, the range of the sliders was adjusted to restrict the navigation of the highlight to within the marked region. Users were not allowed to rotate the view or zoom in.
Participant Training
We typically spent about 15 to 20 minutes to brief the participant about the user study. This involved getting their informed consent and completing a general questionnaire, followed by an explanation of the tasks expected of them. Users were then assigned a computer which ran a training module which was a variation of the software used in the actual study. It familiarized users with the interface and posed 8 questions, one of each type, on the two training datasets. The software highlighted the correct answers to the users to give them feedback on their performance. No person was involved in this process. We felt that users were confident to take on the main user-study after this exercise.
Identifying free parameters
A pilot study was conducted to identify the free parameters in our user-study. These were the size of errorbars and the size of the glyphs. We had 6 participants but we could use data from only 4 of the participants. The quality of the answers from the other 2 was unacceptable because, primarily, they seemed unmotivated and finished too soon. Also, the correctness of their responses was about 50% lower than the others. For this pilot-study, we used three sizes of errorbars and glyphs to compare small, medium, and large representations. The largest of the glyphs was limited to not exceed the size of the grid-cell. Each participant was asked 144 questions in random order. Although it is difficult to draw meaningful inferences from data from just 4 users, we did find trends that helped us make reasonable assumptions. Users found it easiest to use the smallest errorbars in both 1D and 2D and so we chose to use errorbars of the smallest dimensions in the main study. For glyph colormapping of the 1D data, users found it easiest to use glyphs that had the largest size among the three evaluated sizes. For the 2D data, the three glyph sizes used for glyph color-mapping did not show such a clear trend but had the minimum variance in accuracy of responses for the largest size. So we chose the largest size of the glyphs for use in the main study.
Unlike color-mapping, we did not observe any trends in the responses for the small, medium, and large size ranges used with the glyph-size technique. We attribute it to the inherent nature of the mapping of uncertainty values to size of glyphs making it difficult to find a separation between the three maximum sizes. So, for this technique, we resorted to using the size we chose for glyph color-mapping.
The Main Study
We had 27 participants in the main study, each answering 96 questions of which 48 questions were on the 1D datasets and the remaining 48 on the 2D datasets. Each set of 48 questions, consisted of three sets of 16 questions each based on data generated using one of the three k values (0.5, 1.0 and 1.5). The 16 questions asked formed a complete 4 4 design of the four visualization techniques explored and the four user-tasks chosen. The response time in milliseconds was recorded for each question. Each user was presented a different shuffled order of questions. The four questions asked were:
How many data features are present in the marked area? How many uncertainty features are present in the marked area? Identify the spot of least uncertainty in the marked area. Identify the spot of most uncertainty in the marked area. Fig. 7 . User interface for a search task on a 1D dataset. Fig. 8 . User interface for a counting task on a 2D dataset.
METHOD OF ANALYSIS
Every correct answer was given a score of 1 and every incorrect answer was given a score of 0. Since there were three questions for a given visualization technique per user task, a participant could achieve a maximum score of 3 for the task, given a visualization technique. Score summaries were created separately for the 1D and 2D datasets. For each dataset, a 4 4 full factorial ANOVA was computed to assess the differences in performances for different questions and different techniques [29] . The summary ANOVA table indicated a significant interaction between type of tasks and techniques used (F (9, 416) = 9.968, p < .0001) for the 1D dataset. For the 2D dataset, the summary ANOVA table also indicated a significant interaction between type of tasks and techniques used (F (9, 416) = 7.818, p < .0001). This implied that whether there was a significant difference between techniques or not, depended on the type of tasks assigned to the subjects, for both the datasets. Thus, to further explore the results, 8 one-way ANOVAs were computed to capture the Simple Main Effects for each dataset.
The first 4 one-way ANOVAs were intended to see if there were any statistically significant differences between the 4 techniques used with respect to the user tasks. All possible pairwise comparisons were made (6 pairwise comparisons) between the techniques to see if any technique was visibly superior to the rest by creating contrast coefficients to test for the significance of each comparison. The alpha level was set at 0.0083 as compared to widely accepted 0.05 after using Bonferronis correction ( /c; where c = number of comparisons) to control for Type I error. Also, the ttest value which does not assume equality of variances was reported for each comparison since the data indicated slight violation of homogeneity of variances. This was computed for the 4 task types, viz. Search Low Uncertainty Locations (SLU), Search High Uncertainty Locations (SHU), Count Uncertainty Features (CUF) and Count Data Features (CDF). The specific findings are listed in Table 1 . We only report the statistically significant results.
The next 4 ANOVAs were intended to see if there were any statistically significant differences between the 4 user tasks with respect to the visualization techniques used, viz, Glyph-size, Glyph-color, Surface-color and Errorbars. The specific findings are listed in Table 2 .
We ran our core statistical methods ( 4 4 full factorial ANOVA) on the obtained scores, from which we identified significantly better performing techniques and tasks. Similar ANOVAs could be based on the analysis of time, however, that would have inordinately complicated the reporting in the time and space available to us which is why we chose graphical techniques to illustrate the time performance (Figs 9b, 10b, and 11b) . Also, we were more interested in the accuracy assessment than the time performance in our research goal.
RESULTS AND DISCUSSION
We found a consistent trend in the accuracy of responses and the response time for questions on the 1D and 2D datasets (Fig 9, 10, 11 ). Since we found a statistically significant interaction between the techniques used and the user-tasks, inferences about a general order of performance of the techniques could not be found, however, we did find several interesting discoveries that we think are useful for uncertainty visualization design. In both cases, Errorbars performed significantly worse than the other techniques studied even though it took substantially more time to answer these questions. One possible explanation of the difference between the errorbars and glyphs is the difference in area between the two representations. We had tested with different errorbar sizes and glyph sizes only in our pilot study from which we determined the most effective size to use in the main study. It would be interesting to test with other shapes of glyph as well. Visualization researchers agree that the choice of a visualization technique is heavily context dependent. All the visualizations in the study have the same data-density. So, they are fair in the sense that all the techniques were being compared vis-à-vis the same conditions. It is also possible that the data density played a role in perception leading to the poor performance of errorbars. This may be taken as a valuable lesson in designing visualizations for both 1D and 2D cases, which have data- The first sets of pairwise comparisons were between the different uncertainty visualization techniques for different user tasks.
For the 1D tasks (Table 1) , users performed significantly well using Glyph-size when the task was to search for locations of least uncertainty. However, both Glyph-color and Surface-color performed better than Glyphsize when the task was to search for locations of high uncertainty. We did not expect to find a significant difference between the two search tasks since both the tasks were designed to find extremes in the data. This leads us to believe that human perception of uncertainty ranges using Glyph-size, Glyph-color and Surface-color may not be uniform. Our mapping between visual features and uncertainty was linear. One explanation is that the uncertainty was not translated linearly to the visual features and hence the difference in performance between the two search tasks.
For the 2D tasks (Table 1) , Surface-coloring performed reasonably well for all questions except counting of uncertainty features. Since shape of the surface was the primary visual cue for data features, we feel that colormapping of the data surface with uncertainty reduces some of the strength of the shape information. Hence, we see that all other techniques outperform Surface-color for the counting of data features task. On the whole it might sound encouraging to use Surface-coloring to represent uncertainty. While this may work well, one must be aware that it reduces a users awareness of the actual data. Glyph-size and Glyph-color performed somewhat better than Error-bars although they were worse than Surface-color which bolsters the argument for using one of them as a reasonable trade-off.
The second sets of comparisons were between the tasks for different uncertainty visualization techniques (Table 2) .
For the 1D techniques, Searching for Low Uncertainty (SLU) was clearly the easiest task to perform when the technique was Glyph-size. However, Searching for High Uncertainty (SHU) task was significantly easier when the technique was Glyph-color. Interestingly, for the 2D data, Searching for High Uncertainty (SHU) was consistently easier than Searching for Low Uncertainty (SLU) for all techniques except for Errorbars, where Searching for Low Uncertainty (SLU) was significantly easier.
We found that Counting Data Features (CDF) was generally more accurate except for the 2D case when surface-coloring was used.
On the whole, we found that it took consistently longer for users to respond to questions on the 2D datasets than to questions on the 1D datasets. The accuracy of responses was also higher for the 1D dataset (Fig 9) . This is not surprising because 2D tasks are generally more difficult than 1D tasks.
Our uncertainty visualization user study brings to light several interesting observations. One such result is that user efficiency in the two search tasks that are opposite of one another (locations of high uncertainty vs. locations of low uncertainty) are significantly different. This is contrary to common understanding and may be attributed to a non-linear perception of the mapping between uncertainty and the visual metaphor. This may drive us to find techniques that compensate for our perceptive biases, or design techniques that are unbiased. One such technique is the Linearized Optimal Color Scale introduced by Levkowitz and Herman [20] .
Another aspect that merits discussion is the cognitive associability of high uncertainty with faint colors. The term high uncertainty also associates well with large glyph-sizes. We experimented by reframing our questions and the legend with terms like high certainty and least uncertainty, and eventually stuck with high uncertainty and low uncertainty as it seemed to facilitate the cognitive mapping.
We feel that some of our results should force us to think again about the techniques we use on a daily basis. Our study questions the effectiveness of the almost universally used errorbars in data visualization. Alternative methods may be suitable in many cases.
CONCLUSION
In this paper, we presented a user study to compare effectiveness of four uncertainty visualization techniques on 1D and 2D datasets. We had hoped that we would be able to provide guidelines for information design with uncertainty from the results of our study, but our results are such that we 
Time in seconds
Score cannot identify clear winners. We did not find a consistent order among the four techniques for all the tasks, although the particular findings could be useful for uncertainty visualization design. Errorbars consistently performed poorly compared to the other evaluated techniques. The accuracy of responses for 1D tasks was higher than that of the 2D tasks although 2D tasks consistently took longer to respond to. We also found that effectiveness of uncertainty visualization techniques were highly dependent on the task at hand. User efficiency between the two search tasks was significantly different from one another which raised interesting questions. Surface-coloring worked well except for counting 2D data features. Performance of Glyph-size and Glyph-color seemed reasonable. We feel our results could help researchers in their choice of uncertainty visualization technique for their scientific tasks. We also presented a method to create synthetic data with uncertainty. Additionally, we presented an Uncertainty Evaluation Framework which provides a structured design environment using which researchers can create effective uncertainty visualizations across various visualization paradigms. We expect our findings to be useful for researchers who have a need of displaying dense 1D or 2D data with uncertainty. In particular, we see applications from geoscience such as visualization of severe weather outbreaks, precise terrain modeling, and moving front locations to benefit from this study.
FUTURE WORK
Our results on differences between uncertainty visualization methods motivate future research in this area. With our Uncertainty Evaluation Framework, we plan to use the results from this study to guide our future uncertainty visualization endeavours. Perceptual research to identify the reason why the two search tasks differed so significantly could be potentially beneficial. It may also to be very useful to research how experts use uncertainty in their decision making process and design experiments around such observations. We also plan to extend this research to evaluate uncertainty visualization techniques for 3D data as well as time series data. This may prove beneficial for users of data that are inherently 3D and have samples in time. Weather researchers for example may significantly benefit from such knowledge.
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