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This study d.eals with the optimization of location 
of multiple central facilities in a large system of depen­
dent elements connected hy communication links.
This problem is of major importance in the location 
of service facilities. The function to optimize is a mini­
mization of link costs due to time delay or connection ex­
penses.
The case of small systems with one central location 
is a time-honored problem solved in the case of Euclidean 
distances by analog, geometric and numerical methods. The 
exact solution of the problem in a closed and explicit form 
has not yet been found. It often deals with the problems 
of industries or warehouses or communication center loca­
tions connected by straight links, and it has been exten­
sively studied by Launhardt, Weber, Isard.and Cooper to 
mention a few. Other investigators have considered the case 
of a Manhattan metric in vdiich the connecting links are 
perpendicular segments, and the results are tentatively 
applied to plant or city layouts.
The case of large systems and multiple central
locations leads to excessive computing efforts often im-
1,
possible even on the largest computers. Some algorithms are 
available but are somevAiat inflexible. It is for this reason 
that new algorithms were developed; the variable grid algo­
rithms and the variable discrimination algorithm. Whatever 
the size of the system, the combination of these algorithms 
allows a possible and rapid location of central facilities 
within the constraints of computer time and memory expen­
diture, A complete study and programming of these algorithms 
are presented to allow direct application by the engineer or 
the economist. Some possible applications to the Post Office 
Department are shown for the location of the sectional cen­
ters serving the numerous post offices of any given state.
It is shown that those algorithms may be extended to 
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Our physical, social and economical behavior depends 
on a set of networks: biological networks to control our
thou^ts and motions, social networks allowing interchange 
of ideas and generation of actions, and economical networks 
to sustain our wants and distribute our goods.
These networks are limited in connection richness 
and flow capacity* To connect various elements of the sys­
tem it may take time and it may generate cost. We are fa­
miliar with the old adage that "time is money", a more ap­
propriate statement should be distance is money.
For the housewife it takes time to go shopping, 
time to take the children to school, time to prepare the 
dinner. For the engineer it takes time to materialize an 
idea into a design, time to do some market research, time to 
analyze a feasible production method, time to receive the 
material, time to route it throu^ the plant, time to eval-
1
2
uate, organize, implement. We behave to create a comfortable 
balance with our environment, but it takes time to respond 
to environmental changes because of spatial limitation in our 
information network and a delayed reaction mi^t be uncom­
fortable or even fatal.
Distance is the constraining element in most of our 
actions. The daily commuter complains about the long ride to 
work, the housewife considers that the shopping center is too 
far from home, that the kitchen is poorly laid out; the child 
does not appreciate the long walk to school on, a chilly 
morning. The postman would prefer a shorter route, the fire­
man less hurry on a long stretch, the salesman less territory 
to cover and the wounded less distance to the hospital. The 
industrialist would like the markets to be situated close 
to the resources, the store manager would offer a better ser­
vice if the warehouse were a block from his retail store, the 
weatherman could be more accurate if the da,ta gathering sta­
tion were in his backyard, the engineer more inventive if a 
well furnished library were in his office and more effective 
if he could communicate reiadily without ambiguity with his 
staff of foremen in the shop or salesmen in the field.
It takes time âau effort because of distances, mes­
sages are distorted end goods are scarce because of long net­
work branbhesS /With constrained capacity. The problem of time 
is often a problem of space and the problem of space a prob­
lem of location.
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In all our previous examples we had these constraints 
because of space requirements. It takes time to think and 
act because our nervous system is formed of multiple paths of 
finite lengths, traversed by pulses of finite velocity, we 
have a finite number of neurones with finite number of inter­
connections. The computer manufacturer has quickly realized 
the importance of space on the computation time of their 
machines, and made their circuits with microelements. With 
our brain we must be able to control the writing on this 
page or the movement of our foot; the computer may have to 
drive a printer as well as disc packs or tape reels. To 
minimize message transmission to tape outputs it is wise to 
think that a central location of the main processor would be 
advisable. Nature has furnished us with a central processor 
shrinking nervous paths into some of our mental processes but 
also peripheral processes for our reflexes. In the operation 
of our processing system we must ingest some input data or 
raw materials, for example the design problem we expect to 
solve requires the use of a book in fluid mechanic at the 
University library, a similar design has been used on a ma­
chine in Japan, a technical study of this machine has been 
published in Russia. Similarly the computer may have to use 
a magnetic tape in the computing room, punch card readers 
from the manufacturing plant, light pen oscilloscopes from 
the various engineering departments, punched tape transmitted 
by teletype from remote terminals across the country. It is
4
a problem of space allocation to define the location of our 
laboratory in function of the available literature and ex­
pertise on the subject. It is a problem of space alloca­
tion to install our computer at the ri^t place so as to 
minimize message delays and cost of wiring and transmission.
In a manufacturing environment for example the eco­
nomic factor of time is often a disguised problem of space. 
Labor and overhead costs accumulate with time and it takes 
time for procurement of raw material, time to transform 
the input into finished products, time to move parts from 
one work station to another, time to move carriages, slides, 
tables, spindles, tools into working position, time to 
gather components to assemble a final product. It takes 
time because new materials must be produced in distant 
markets, the tools must be moved along a cutting path, the 
assembly components must be handled from the storage bins.
To minimize time is to minimize the space transport of 
materials or messages. This is the problem of plant loca­
tion with respect to raw material input and market output 
for the finished product. Plant layout deals with the 
problem of geometrical arrangements of machines and men to 
decrease distances, and motion study tries to simplify 
work station to reduce body displacements and fatigue.
In a community environment we rely on a multitude 
of county, state, or national service agencies. Their 
location should allow a rapid contact in case of need.
5
Who cares about an excellent fire department if our house has 
time to bum to the ground vdiile the fire truck is on the 
road; vHa.o likes a modem hospital so far out that the patient 
may die en route? To minimize time we must minimize space. 
This is cleiarly evident in our modem societies in the tre­
mendous rate of growth of urban communities and high-rise 
buildings where space is hopefully condensed so as to sim­
plify our constant communications. The city service agen­
cies cater to the people and they must be situated so as to 
please the largest number of citizens by a correct location 
of their premices. However, no city is independent, no 
country is autonomous and the optimum location of a facility 
will be different if we are only concerned with a restricted 
environment or of the whole possible interconnections. Ser­
vice agencies respondent to many cities or many countries 
are part of a very large system and the optimum location 
of center minimizing transmission time of message or goods 
deals with a multitude of elements.
Therefore the problems of location that we consider 
to tackle in this dissertation are closely related to the 
theory of graphs and circuits, to the theory of flow and 
transportation and to the theory of information. We will 
limit this study to the location of central facilities and 
the corresponding rational clustering of satellites which 
wrill be serviced in the optimum maimer within the physical 
or economical constraints imposed on the system.
1.2. Plan of Study
In the general problem we define the location of n 
elements with their respective requirements or supplies. 
These n elements are involved in transaction with a set 
of m elements.
The set of n elements may be restricted in size 
and the elements sufficiently apart to consider space as 
discrete; on the other hand, the set may be extremely large 
and the n elements so closely located that a measure of 
density in this continuous space will have to be intro­
duced.
The set of m elements may be a subset of the n 
elements or may be a completely different set.
To the transaction is affixed a figure of merit: 
time, distance, cost, etc,, which must be optimized by the 
proper choice of the set of m elements with respect to 
their location, constraints of capacity, characteristics of 
the connecting channels and economic constraints,
Wien a central facility must be reached by de­
pending satellites, the means of connection may be direct 
along geometric strai^t lines. This is the case, for ex­
ample, of airfreight with straight paths between the central 
suppliers and the various cities, the case also of tele­
communication between central emitters and related 
receptors, etc.
7
Quite often in practice the transportation network 
between central facilities and related elements must be done 
throu^ a maze of streets, roads and sinuous paths* At the 
scale of a city the connecting links may be a succession of 
perpendicular streets çuad avenues that a citizen, for ex­
ample, must follow to reach the closest post office. At 
the scale of the United States it is a set of road elements 
often oriented North-South and East-West, that a delivery 
truck must drive to reach the city of the retail store. In 
a plant it is the nicely aligned aisles along which are 
lined the machines and which are crisscrossed by forklifts 
or other material handling equipment.
our n elements not only have spatial character­
istics but they may have a complete vector of character­
istics and we mi^t be interested not in the location of 
various central facilities but in the grouping of elements 
with nearly similar entities. We are no longer dealing in 
space allocation but in cluster analysis or entity alloca­
tion.
Our investigation could therefore consider various 
levels of complexity. We could look first at a discrete, 
space with an interconnecting network of straight lines 
between satellite elements and central facilities. In this 
Euclidean space we would study the location of one central 
facility deserving few elements then we would extend our 
study to the problem of multiple central locations. We
8
côuXd note the possible expansion to an N dimensional space 
by a brief mention of clusters « We could then tackle thé 
problem of a Manhattan space of intersecting streets auid 
avenues or a network of roads properly aligned along longi­
tude and latitude* We could then consider the case of a 
dense set of elements to be served in a continuous space of 
given density. Table 1 represents most of the possible 










Distances Euclidean , Manhattan, Sinuous 
1 dimensional Paths 
N dimensional
Transactions Equal , Unequal
Constraints Constrained , Unconstrained
Table 1* LocationrAllocation Problems
This dissertation cannot deal with all the possible 
combinations of problems presented in the figure above; there­
fore, some areas will be en^hasized at the expense of others 
and the concluding chapter will show possible areas for future 
research*
9
The optimal location of central facilities is an age- 
old problem which attracted many mathematicians of reknown 
since the 17th century, however, the simplified assumptions 
lead to mathematical models which do not really apply to some 
common complex situations. In our large communities and at 
the scale of our country it is rare to find only one cen­
tralized facility serving the individuals. Cities have many 
fire stations, states have many central post offices, 
countries have multiple centralized data gathering and dis­
tributing locations. With the advent of the computer, 
heuristic solution of the locational problem becomes possible 
but we are still limited in our theoretical study by the im­
mensity of the problem, Flexible heuristic algorithms for 
very large systems will be emphasized to allow direct appli­
cation by the engineer or economist,
1,3. Applications
A tentative tabulation of possible applications 
follows. It is quite incomplete but will give an idea of the 
problems which may be tackled with the present algorithms.
10































TV & radio stations
For Administration 
city govt, agencies 
county govt, agencies 
state govt, agencies 
federal govt, agencies
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LOCATION OP CENTRAL FACILITIES 
DISCRETE, TWO-DIMENSIONAL SPACE, EUCLIDEAN DISTANCES
ONE CENTRAL LOCATION
We are considering in this case a finite set of n 
discrete elements associated with a set of two characteristics 
which may be their cartesian coordinates in a plane, or a set 















Annual Retail Sales X“Distance X,
Fig. 1. Discrete Two-dimensional Space
In considering a network of strai^t lines connecting 
these points, we try to optimize the layout of this network 
of lines with respect to a figure of merit,
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In the case of one central location the network of 
strai^t lines must he connected to one central node through 




Pig, 2. Discrete Two-dimensional Space 
Euclidean Distances 
1 Central Location
There is no lateral transfer between 2 elements ex­
cept throu^ the common central facility.
The problem is often considered as the minimization 
of the sum of Euclidean distances joining each facility to 
the central location. However, the amount of transfer along 
each line may he variable in size, the branches and facilities 
may have limit in capacities and what may appear to he the 
shortest route may not be the optimum one vhen considering 
time or cost of communication. In this case, weighted dis­
tances will have to he introduced and sets of constraints 
will he added to the problem.
When constraints are ignored, the problem in this
14
simplest form may be solved by various methods which will be 
described in the sections which follow,
11.1. ANALOG SOLUTION
11.1.1. Li^ts and Mirrors
When light is emitted from point A and impinges 
on a flat mirror to reach point B it follows a minimum 
distance path. The problem is to find the point of inci­
dence. A similar problem was solved by the ancient Greeks 
to find the shortest path between 2 locations close to a 
stream if on the way a pail of water had to be fetched.
A
Pig, 3. Light and Mirror
When the distance AP+PB is given, P is located 
on an ellipse of loci A and B. The set of ellipses with 
loci A and B represent the possible location of point P. 
As the distance AP+PB decreases, it reaches a minimum value 
for vhich the ellipse is tangent at point P which is the 
solution to our problem
15
Fige A„ L i ^ t  and M irro r
Minimum Distance Path
In the case of 3 points A,B,C which must be con­
nected by a network to a central facility so as to minimize 
distances, Polya [48] shows that a similar physical approach 
involving light can be made* In that case if we assume that 
the central facility P is located at a distance r from C, 
then it must be on a circle centered on C and of radius r» 
The minimization of distance AP+PB corresponds to a path of 
light impinging on a circular mirror* According to the laws
of reflection a =a and due to the symmetry of the situ-
1 a
at ion a similar reasoning undertaken from C can be dbne 
from A, then B* Therefore, all angles a, p and y are 
equal to 60“ and the central facility is at the intersection 






Pigo 5o Li^t and Mirrors
Central Location of 3 Facilities
11,1,2. Wei^ts and Pulleys
This solution is not historically the first one, hut 
it allows a visualization which aids greatly in comprehen­
sion as the problem gains in complexity.
Let us first consider 3 locations A, B, C engaged 
in transaction with a central facility P. If the volume of 
transaction to and from these three locations are identical 
and if the links are not constrained in capacity then the 
optimum location of the central facility will minimize the 
sum of distances PA+PB+PC, If the 3 points are plotted on 
a vertical plane and equipped with small pulleys, the opti­
mum location of the central facility is given hy the position 
of equilibrium of a knot connecting 3 strings passing over 





Fig» 6» Weight and Pulleys
Central Location of 3 Facilities
We will prove that equilibrium is reached vhen the 
potential energy of the system is at a minimum, that is when 
all the weights are in the lowest position possible» This 
corresponds to the maximum of AA'+BB'+CC^ or the minimum of 
PA+PB+PC, Through static consideration the equilibrium is 
obtained when the system of forces are equally inclined at 
120® to each other.
If the transactions from point A, B and 0 to point 
P are not identical, proportional weights could be used»
For example, if costs are to be minimized in the transport 
of a, b, c tons of materials respectively from A,B,C to P, 
then we should minimize a^Al^b»(BB^c,(cp) with weights 
m̂  , m^ , m at A,B,C proportional to the transport weights 
a, b, c. In this general case, the system of mass in equi­
librium gives the minimization of link distances [4?]o
18
Fig, 7, Wei^t and Pulley
Minimization of Potential energy
With ; length of the string at each respective point
: length of the string from the pulley to the weight
1̂  ; length of the string from the pulley to the knot
distance of the pulley to the reference horizontal
plane
wei^t at end of string
H
m
/ m H =
I  ̂ ^
/ m L = /  m d + /  m 1^  i i ^ 1 1  ^  i 11 1 1
Zm 1 - / m H = / m 1 - / ,m h1 I ^  1 1 1 i  ̂ I i1 1 1 1
/ m l  - / m H  + / m h = / m l^  1 1 ^  1 1  ^ 1 1  1 1
as / m l  =




the minimization of ^  m 1 corresponds to the minimization
of which is at the minimum of potential energy.
In 1775 Fagnano studied the location of a point mini­
mizing distances in a system of 4 elements. In the case of 
equal transaction, the central facility was found at the 
intersection of the segments connecting opposite points. The 
result can be seen immediately by using our analog weight 
system.
Pig, 80 Weight and Pulleys
Central Location of 4 Facilities
A similar central facility would be found if we had 
identical transaction from opposite points m^ = m̂ ,̂ mg = m^ 
with
This analog approach can be used, theoretically, for 
any set of n facilities; however, it is, in practice, re­
stricted by the following limitations; the strings are not 
perfectly flexible and the friction is not negligible. It is 
interesting to note that the location of the central facility
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as found by this model is not the center of masses as one 
might subjectively assume, A clever use of this analog pro- 
ce dure may be extremely useful in complex problems, it has 
already been used in a number of practical problems [ 16] 
[33] [8]o
II,1o3o The Link-Length. Minimiser
In 1957 Miehle [43] under contract with the Depart­
ment of. the Army designed a mechanical device able to define 
the central location of a relatively large system. On a 
horizontal surface are installed some fixed pegs with pulleys 
at the location of elements to be serviced, a movable peg 
represents the central facility. The interconnections are 
made with a loop of string. By pulling the end of the string, 
because of potential energy consideration the movable peg will 
be positioned to minimize the total string length.
fixed
peg
pull '\\\\\\\\\'movable peg\ \ \ \ \ ̂ \ \ \ \ \
Pigà 9 , Link-Length Minimizer
Location of One Central Facility
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This method is relatively simple; however, it requires 
a physical model and the friction at the pulleys may he large 
and the movable peg must be manually positioned in order to 
retrieve the slack on the stringo A relatively large system 
can be treated and we will see in Chapter III that the device 
may be applied to the location of multiple central facilities. 
Transaction weight on a given link may be added to the model 
by multiple increments created by multiple lopping,
11,1,4, Electrical Field
Electrodes connected to a DC power source throu^ a 
resistive network are located on a plane map of facility loca­
tions, At a given point of this plane, the total field is the 
sum of the elementary fields wei^ted by the proper resistances, 
This total field may be measured by an omni-directional de­
tector and, with a scale factor, is analogous to the total 
transport cost, Equi-field lines can then be constructed 
representing iso-cost lines, these are concentric around the 
optimum location eind converge toward that optimum when the 
detector sensitivity is increased. The method is relatively 
simple but lacks accuracy as we shall see latér (11,2.3), An 
ingenious electrical analogue machine has been developed by 
Mr. William Bernard under Air Force contract AF18(600)-125 [7].
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Resistances inversely proportional 
to demand
Movement to maintain 















In the analog model of weight and pulleys the forces
acting on the common string knot are in equilibrium and form
a force parallelogram. The study of which is put to use in
the following geometric construction defining the position
of the central facility P.
A
B
Pig, 11. The Force Polygon
The angles p^ are the supplements of the
respective angles a^, a^, a^. The following construction is 
suggested by George Pick in the mathematical appendix of 
Weber's theory on location of industries [54] [26]» In a 
circle sustaining the arc the angle p is the supple­
ment of a, and the point 0 can be anywhere on the arc
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Pigo 12o Construction of Supplemental Angles
Knowing the weights acting at each location, a 
polygon of force may he huilt, thus defining the angles » 
The supplemental angles are found on circles sustending
on one side.
Pigo 13, Geometric Location of a Central Pacility
Por computational ease we will mention the trigo­
nometric formulation of angles .
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(p - HIq )'
“b “c
(p - %c)(p " ”̂ Â
“c “a
(p - m^)(p - ”b )
m “b
In the case of a negligible weight at one loca­
tion i, the corresponding angle is negligible and
is practically 180*,the location of the central facility is 





Pig» 14. Case of a Negligible Wei^t
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The location of P on that particular line, according 







Pig. 15. The Central Facility as a Center of Mass
Even Yassen in 1956 [58] uses this principle of center 
of moments to optimize the facility location, hut a simple 
numerical example shows that this reasoning is false.
If for example m^ = 8
m s  =  1 2
AB = 10
the equality of moments would give
“a = “b ^  = “b - =̂a )
»A:8 = 12(10 - x̂  )
*A = ®
Xg = 4
and the total weight distance is (8x6) + (12x4) = 96. 
However, if the central facility is located at B the total 
of wei^t distance is only 8x10 =80, which is an improve­
ment. The central location should therefore he located at 
the point of maximum weight in the case of 2 facilities.
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In the case of a very large weight, for example if
^ “b “C
it is then impossible to build the wei^t triangle and the 
geometric construction is impossible. In our case, point 
A has so much wei^t that it is necessary to locate the 
central facility at that point.
Fig, 16, Case of a very large weight in A
The polygon of forces cannot be constructed
If one angle of the triangle is greater than 120® 
there is no point at which each side subtends 120®, hence 
the minimum point P coincides with the vertex [A],
A
CB
Pigo l7o Locational Triangle
One angle is greater than 120®
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II.2.2. The launhardt-Palander Construction
In 1882 launhardt [37] developed a graphical solu­
tion to define the central facility for a set of 3 locations, 
which is making use also of the force polygon.
On one of the triangle sides is built a force poly­
gon, the intersection P of the circumscribed circle with a 
segment joining the third triangle comer to the so-called 
"pole” P of the circle defines the location of the central 
facility.
Â
Pig, 18o The Launhardt-Palander Construction
It is to be noted that no geometrical reasoning was 
given for this particular construction.
Using this simple construction Tord Palander [46] 
developed a diagram which depicts the influence of the loca-
29
tion of a consiamer using the products manufactured at





Pigo 19 o Influence of Markets and Raw Material 
Sources on Industry location
The production facility deserving or should
be at P o 1 If the consumer were at C , he could be best
served by a production center at P * Similarly B is the3
best location to serve 0 or 0 » If the customer were at4 6
, he would be served best by a production facility at 
itself o On the other hand, a customer at C would be7
served best by a facility located at A»
This construction gives a good insist into loca­
tional shifts in case of wei^t changes in A and B, how­
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ever if we look at Figure 20, we will see that the point 
found hy using the Launhardt-Palander construction is far from 
being the optimum location» In fact, we may obtain 3 loca­
tions M^, Mg, Mqj if we use the different sides of the tri­
angle as a base for our force polygon, all of them sharing an 
increased sum of wei^ted distances compared to the optimum 
facility P.
Pigo 20o Inconsistency in the
Launhardt-Palander Construction
IIo2o3o Isovectures and Isodapanes
All points situated on a circle centered on a facility 
are equidistant from that facility in Euclidean space. It is
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a line of equipotential for distances, but also for costs if 
transportation rates are identical in all azimuths, and for 
time if the straight distance is covered at equal speed in all 
directions from the facility. If a particular azimuth is ad­
vantaged because of the location of a cheap line of transport 
by railroad or canal for example, the line of equal cost will 
be a distorted circle in that particular direction. Simi­
larly the isochrone circles may be distorted by the presence 
of a faster transportation system in a given direction. The 
set of lines representing equal distances, costs or trans­
portation time will be representing a family of isovectures.
If we consider 2 facilities A and B and their respective 
families of distance isovectures we obtain a set of inter­
secting circles. If a facility is set at a point M on one 
of these circle interceptions the sum of distances PA+PB = D 
can be read directly by summing the corresponding radii. F or  
example in Figure 21, = D = 10, Another facility
M' set at the intersection of +Z\ r  = R^^ and
Rg^ -Z\ r  = Rgg will be connected to A and B by an 
identical sum of distances
(Rĵ  + Ah) + (Eg, -Ah) = Hĵ  ̂+ Hj, = d = io
+ Bgg = I) = 10 
The location of the point P , P , P , etc,, are on a1 8 3
curve of equal sum of distances and called isodapane.
32
sovecture
Figo 21 o Isovectures and Isodapanes of Distances
Similarly if we consider costs, these are propor­
tional not only to distances but to the volume of frei^t and 
the transportation rate, the isovectures will be modified ac­
cordingly „ Also, isovectures corresponding to time may have 
different spacing when corresponding to one facility or 
another because of limitations in channel capacity or slower 
transmission means» However, isodapanes of total equal costs 
or equal time can be readily constructed»
Pigo 22o Isovecintrés and Isodapeines of Costs or Times
When looking at the isodapanes we see that vdien the 
costs (or distances, or times) decrease, they converge toward 
the optimum location of the central facilityo This con­
struction could then he readily used in the case of multiple 
facilities to locate an optimum central location [3 1 ] [32],
A construction of the isovectures and isodapanes is 
given in Figure 23 in the case of 3 facilities» It may he 
readily seen that this construction is very long and grossly 
inaccurate as we get closer to the optimum central location» 
It is of very little use to locate the optimum point except 
if the plot is accelerated hy means of a Computer» This 
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Fig. 23 Isovectures and Isodapanes 
of Costs
Case of 3 facilities
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sensitivity analysis, if the center must be located in another 
area for economic reasons or other types of constraints, the 
construction can readily inform us of the penalty we would 
have to pay in this suboptimum location*
II«2o4o Topographic Mapping of Costs
The locations being defined by x and y in a system 
of rectangular coordinates, we may consider a third axis of 
costs perpendicular to the plane of facilities * For each 
point P taken as a candidate for the central facility we can 
compute the corresponding total transportation cost vdiich then 
can be plotted vertically above the point P* If the compu­
tation of cost is repeated for a certain number of points, we 
obtain a three dimensional, convex surface 5 whose minimum 
distance to the plane of facilities gives the optimum loca­
tion of the central facility* If this topographical map of 
cost is cut by parallel planes corresponding to given differ­
ences in costs, we obtain the set of isodapanes v&iich can be 





Pigo 24a Cost Function and Topographic Mapping
If the plane x,y is divided into a checker^work and if we 
consider the central facility to be successively located at 
each line intersection we could obtain a matrix of total 
transportation costs v&iich could be used to visually delin­
eate the isodapanes and therefore define the optimum central 
location [45]»
16— 16^17 18
Pigo 25 o Digital Mapping of Cost Function
37
IIo2o5o Extension of the Geometrical Construction
The extension of Pick's graphical method to a set of 
multiple facilities is impossible because the various ori­
entations of the force polygon segments are unknown,
launhardt has extended his construction to a larger 
set of facilities however its inadequacy has been shown in 
Figure 20»
The limitation is created by the indetermination in 
the orientation of the force polygon. If a central point is 
chosen intuitively from which the polygon is built, it will 
close through an error vector. We should investigate the pos­
sibility of reducing this closure vector by a rational rule 
to relocate our first estimated central location. No sure 
convergent method has been found to date by the author.
error vector
A
Fig, 26, Error Closure Vector
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In 1810 Tedenat foimd a trigonometric relationship between 
the angles formed by an arbitrary line intersecting all seg­
ments connecting n points to a central facility. In 1837 
Steiner gave the formal demonstration of this relation. 
However, this relation is interesting as long as the central 
facility is located but it is of no help in locating it,
11,3, AXGEBHAIC SOLÜTIQ»
11^3,1, Determination of Minimum Point
In the locational problem, we know the location of 
each facility and their corresponding requirements as well as 
the set of shipping rates (or speed of transport). In the 
most general problem we must define the number of central 
facilities as well as their location so as to minimize trans­
portation costs (or communication time),
A comprehensive study in the case of a single central 
facility is presented by Walter Isard [33],
For example in the case of n facilities: 
i = 1,2,3,*o*,n; the transport costs to the central facility 
P is given by
C = ^  r m D
1 = 1
vkere r̂  : represents the transport rate on the route from 
P to. i
m̂  : represents the quantity to transport from P to. i 
: represents the distance connecting P to i.
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The distance D is function of the location of the central 1
facility of coordinates (X,Y)o The cost function C will 
also vary according to the location of the central facility»
C(X,Y) = 2  r^oin^oD^(X,Y)
1 = 1
We are looking for the minimum of the function C as it 
varies with the locational vector (X,Y) of ,the central fa­
cility» A stationary point of this function C is obtained 
by equating to zero the first partial derivatives of C with
respect to X and Y, For example a stationary point for a
set of 3 facilities is given by
d C = 0  = d(r m D + r m D + r m D )1 1 1  3 3 3  3 3 3
= r d(m D ) + r d(m D ) + r d(m D )1 1 1  3 3 3  3 3 3
since r are fixed, we have .1
r
d ( m8
d(m^ ( m  D  =3 3
d ( m3







This represents a set of 3 equations with 3 unknowns
o For this stationary point to be a minimum of
cost it is sufficient that the second derivative of C with
respect to an arbitrary line passing throu^ . P of axe
length u be positive to prove that the transport cost
surface is convex downward
d»C ^  d^D
—  = / r m — L
du® ^   ̂du®
d®D d®C
that is L z 0 so —  > 0
du du3 a
In the general case of n points it is enough to 
define D from 2 facilities to find the location of the cen­
tral one o
As previously, p will give a stationary point to 
the function C if
r d(m D )
r d(m D )4 il QSt
for i / 3 / k 
In a system of cartesian coordinates with Euclidean 
distances connecting the facilities to the central location 
we may write the following equations 
D = [(X - X )® + (Y -
D &
0(x,r) = 2  r m I)_(X,Ï) = 2  r m  [(%-%)' + (Y-y,)’]*
1=1 1=1
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X,Y s represent the cartesian coordinates of the cen­
tral facility
° represent the cartesian coordinates of the 
facility i.








positive, then it will be necessary to check that C can have 
at most one minimum and at least one minimum.
0(1,Y) = + (Y-ŷ ):|
1.2
1 =  1 
n
Ojj(Z,Y) = ^  ^ 2(X—x^) j(X— )® .+ (Y—
° f --
Ojj(x,Y) = 1 9  + (Y-y,yj  ̂+
(X-x^)(-l) 2 (X-x^ ) ^X—x̂  )® + (Y—y^)^J ^
c^ (x ,y )=  _ J
1 = 1  '-1 Tl
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Cj3c(X,ï) = A  L J1 = 1
"XX
• (I-Z|): + (Y-y,)* -
(X,T) = z. r.m.  ---------- :---------.    ̂ * A1=1
'XX
^  (x-y^)°
= 1  ^ “. " 7 ”1 =  1
Cjqj-(X,Y) is therefore always positive because ,D̂
are always positive and thé numerator is a square,
Similarly




5jy(X,Y) = Z  „3
1=1
So
^XX^YY ” °XY D®1 =  1
^  r m (X-x )3
1=1
1 = 1 Zj = 1
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“ r r m m
°XX°YY " ^XY __ , ,
= i D I) 
i i
(X-x )(X-x )(Y-y )(Y-y )1* J  ̂ J J
if i = 3 the term in the bracket is zero 
if i / 3
“ r r m m3
^XX^YY " ^XY
4»^ ^ ^ iU iU
= E  ■ ■ ■ ‘ ■ f(Y-y ):(X-x y
If '1 j
(X-x^ )(X-x^ )(Y-y^ ) ( Y-ŷ  ) + ( Y-y^ )®(X-x^ )‘
( ) ( X-x̂  ) ( Y-ŷ  ) ( Y-ŷ  )J
“ r r m m
°xx°YY - = 4  — T T “  ) " (Y-y )(z-z^ )]
 ̂ D Di j ,
3Cx x^YY ^XY therefore always positive because r̂  ,m̂  ,D̂  
are always positive and the numerator is a 
square»
The stationary point obtained by differentiation is 
therefore a minimum point»
Palermo [47] has proven that C can have at most one 
minimum on the plane and that the function C has at least a 
minimum»
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. r m^(X-x )
1 = 1 [(s-x )= + (Y-y,)»] ‘
This is a set of two non-linear equations which can­
not be explicitly solve do An iterative method is necessary 
such as the Newton-Raphson procedure*
If the 2 equations are independent, the coordinates 
of the central facility are given by
r m X ^  r m Xi l l
1 =  1X =
2   ̂  ̂
[(X-xJg (Y-yJ^j 3" ^ ^
r m " r m11 11




T"" i 1 1  V *  1 1 1
‘ = ̂ [(X-X^)® + (Y-y^ )®j ® ' = "
2  - . ------- --— T T  2 ̂= ̂ [(X-x^)® + (Y-y^)3J 3 1=1
As is a function of X and Y these equations
cannot be solved directly, they must be solved by iterationo 
A se-# of starting values X ^ a n d  Y^°) must be assumed a
priori and they are used to compute X^^ ) Y^^^ using the 
equations above, and so on X^^) is used to compute
X(3) y(3) etc. The process hopefully converges if the starting 
values are chosen adequately*
We are now going to consider a method to derive a 
plausible iterative starting value X̂  ° ) and Ŷ  ° ̂ *
It happens quite frequently that transportation costs 
may be proportional to distances raised to some power k
1 s  1
ŵ  being the weighted index bearing on the location of the 
center* It can be proven [9] that for k ;& 1 the function 
C is convex* Being a convex function, every local minimum 
is a global minimum*
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0(X,Y) = 2  [(X-x̂  )» + (Y-Yj ) j °
Oj(x,Y) = Ê  ' (z-% ) [(%-% + (ï-y, )=] ^ = 0
Oy(x,Y) = 2  (TT-y.) + (ï-y,)=] ' = 0
Only aa implicit; solution for X and Y coordinates 
of the central facility is obtained and an iteration proce­
dure must also be used to solve the non-linear expressions?
if =  [(X-x,)= +  ( Y - y J ^
n n
OjCX.Y) = k X 2  w, I, - l£ 2  ", I \  = 0
1=1 1=1






Z  *. y. ^
As previously, if we had a set X(°), y(°) of good starting 
values giving us convergence, we could solve hy iteration
2  w X
z(k+i)
È  »1 = 1
) = 1 2 :____________
ÿ  w I,(k)
the superscript (k) meaning the iteration»
In this general case also we are faced with the prob­
lem of finding the starting values»




= %  ) = 0
1 = 1
&
1 =  1
This set of 2 linear equations can be explicitly
solved:






It has been proven by McHose [ 42] that this solution 
of the second degree equation is a good first approximation 
for the location of the central facility vâien k a 1* There­
fore we can take these values as starting solution of our 
iterative process and experience proves that the procedure 
rapidly converges*
In our original problem of Euclidean distance our 
, iterative equation will then be s
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Zi = l




r m 1 1
with




r m 1 1
La
X<°> 1 = X
Z  r...1 =  1
z
yC 0 ) _ 1 = 1
Z  - 11 = 1
5û
This starting value is the weighted mean coordinateo 
An example of computer program to solve that algorithm is 
given in Chapter IV »
It must be kept in mind that before beginning the 
algorithm solution each facility should be checked for weight 
dominance, that is the central location may be located at 
point k = 1; 2, n only if
^  Ï [( X  + ( Z  “
j A  3 A
cos A. =with
sin 0 ̂
This check may become quite cumbersome computationally 
when dealing with a very large number n of facilities. We 
should ignore, this test unless we become suspicious of a 
wei^t dominance creating a convergence of the algorithm to a 
close proximity of a facility k, then the check is only 
necessary on that particular facility k.
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11,3,2, Geometric Programming 
Minimization of the function
D(X,y) = X  + (Mi-Y)®] ^
1=1
may he done hy minimizing the related function
1 = 1
subject to the constraints
toi ^ i=1, 2, n
where t^^ are additional independent variables.
There are 6n terms in the constraint inequalities 
put in canonical form ;
and n terms in the function G, There are n variables 
toi and 2 variables: X,Y, Even if the function G were 
a posynomial, which it is not, we would expect 6n~3 de­
grees of freedom.
When considering a relatively small system of 50 
facilities, the problem involves a minimum of 297 degrees 
of difficulty vAiich is equivalent to the optimization of a 
function of 297 variables, a problem which is theoretically 
possible but economically infeasible.
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IIo3o3o Expenditures^ at Vertice Points
In the above algorithm we have assumed that money or 
time costs were proportional to distances. This is not al­
ways the case and some fixed charges of loading and unloading 









Fig, 27, g Expenditures at Vertice Points .
if 1̂  I is the total loading cost for gopds trans­
ferred from facility P to facility i
u  ̂ g is the total unloading cost for goods trans=
ferred from facility P to facility i
then the function C is given by
It may be assumed that the loading and unloading
costs are directly proportional to the amount transited g m
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1 = a m
a and b being factors of proportionalityi î.
then the function G .is given by
C(Xj,Y) = ^  ( a m  + r m D + b m )
f —' V 1 1 I i i i i/1 = 1
a n  a
C(XsY) =. 2  ^  (X,Y) + 2  b̂
1=1 1=1 1=1
G(X,Y) = Gj + G^^(X,Y) + Gjj3-
Mathematically speaking, as the cost G^ and Cjjj
are not functions of the location of the central facility, a
differentation of the function C will give an identical set
of equations as derived above and their solution will give
the same central location coordinates» However, some fallacy
appears in. this reasoning; for examples if facility j has
an extremely large cost of loading and unloading its own
goods, shown by the importance of the coefficients a. andJ
b t h i s  cost may outwei^ all transportation costs and there- J
fore it might be more economical to locate the central fa­
cility at point 3 in order to eliminate the transfer cost 
of its own goods, and also drastically lower the loading and 
unloading unit cost by the corresponding modernization and 
mechanization imparted to this center.
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A procedure to avoid this pitfall will be to derive 
the coordinates. X and Y obtained by the solution of the 
set of equations of the partial derivatives of com­
pute the corresponding cost C then check the various trans­
portation costs 0^ using one of the locations as central 
facility.
n n
= /. m r D + (a + b ) mi l l  ^  1 1 11 = 1 1 jtk k = 1, 2, »*», n
if one of the 0^ is less thaq C then the central facility 
must be located at that particular k place.
II.3.4. Case of Variable Transport Rate
It is common in practice to deal with transportation 
media where the rate of transport decreases with dis­
tance, Accordingly this complicates the cost function. Time- 
wise also it is quite frequent to use for example, slower air­
crafts on shorter routes than on longer ones.
When the transportation rate is function of distance,
then
r . f (D )
D
= X  f (D ).m . D “  1 1  1 11 = 1
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!Èhe development of these equations may lead to 
multiple optima» The function C should be evaluated at all 
of these optima to find the best one*
If the route passes through a congested area the ex­
penditure in time and money per unit carried versus distance 
may not follow a linear function» Extra costs due to ob­
stacles like towns and rivers in the case of ground trans­





Pig» 28o Variable Transport Rate in Congested Area
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IIo3o5o Bounds on Sum of Distanpes
When considering a central location P minimizing 
the sum of distances, we consider a network with branches of 
length , from P to the facility i« The total length 
of the network is
1=1
Considering a pair of vertices : i, j
iiP
D + D > D1 J 1 j
D + D > D 1 i a
i P . j •9 #  ■ ..--- 1— 0 D + D = D1 i tj
For each pair of vertices the following inequality holds
D + D i D 1 4  14
In a locational .problem of n vertices, there are
ft*»i -
1  =
1 = 1  C
distances D »14
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The distance connecting P to the facility i
is a part of (n-1) triangles on which can he applied the 
triangle inequalityo
In the case of 4 facilities, for example, we can 
write the following set of inequalities
1D + D D1 3 13
D + D D1 3 13
D + D D1 4 14
D + D & D2 3 33
D + D & D8 4 34
D + D D3 4 34
■ 3D + 3D +
2
3
4 13 13 14 23 34 34
On the right-hand side are the possible combinations 
of distances connecting n facilities taken 2 at a timeo 
The left-hand side 4
3 ( D + D + D + D ) = 3  Y d =3D
1 3 3 4 /  , 1
1 =  1




The right-hand side is then a lower bound of the sum 
of distances [10]*
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In our iterative process we took the weighted average 
as a starting value, the
D i + (ï-ÿ)j =




This is therefore a possible upper bound for the sum of 
distances,
IIo3c6o The Constrained Problem
The n distinct locations form a convex hull , H 
limited by linear boundaries. Either P is located at a 
facility, in case of weight dominance, w d  is trivially an 
element of H or it is first obtained by a weighted sum of 
facility coordinates, and therefore is an interior point.
We will use this convex hull in the heuristic algorithm with 
variable grid and linear constraints (Chapter IV) to limit 
our investigation.
Sometimes the location of a facility is restrained 
within a given space limited by physical boundaries. Some­
times the facilities generally considered as punctual may
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have a spatial area or a zone of influence and cannot be lo­
cated too close because of possible interférence»
We could be faced by the following constraints
[{X-x^)= + (Y-y^)=] ^ a
^min ^ Y ^ ^max
This is an example of optimization theory in which the ob­
jective function and some of the constraints are non-linear» 
The following possible solutions should be considered; the 
method of Lagrangian multipliers in which the inequalities 
would be investigated in turn in their equality sense, or 
using the Khun-Tucker conditions»
It must be noted that according to the demonstration 
of Kuhn and Kuenne [36], the coordinates X and Y of P
are necessarily elements of the convex hull and the set of
2 inequalities ^ ̂  ^ W
^min ^ ̂  ^ ^max
are automatically met and are therefore redundant constraints. 
The minimization problem is then limited to
minimize C(X,Y) = r̂  m̂  ĵ (X-x̂  + (Y-y^ )®J ®
1 = 1
subject to |̂ (X-x̂  + (Y-y^)^  ̂ a i = 1, 2, n
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then we have a set of n inequalities.
In the lagrangian method the inequality constraints 
are considered by including one active constraint at a time. 
Thus for
+ (Y-yJ^ ^ ^ \  
to be active the corresponding Lagrangian function becomes 
L(X,Y,xJ = 0(X,Y) + I [(X-x^)® + (Y-y^)^j ^ \  )
the necessary conditions are given by
ôL dL dL
ôX ÔY ÔX
dL ^  r̂  m̂  (X~Xj) (X-x^ ) ^
S3C 1 = 1  [ ( X _ x ^ ) =  +  ( Y - y J = ]  5" ( i x - x ^ ) =  +  ( Y - y J » ]  5"
SI y  r, m,(Y-y.) X, (Y-yJ
[(X-x + (Y-y^)®J ® [(X-xJ2 + (Y-yJ=J =
dL
dX
= [(X”XJ3 + (Y-yJsj 3 _ = 0
1
The solution of these 3 equations should give X, 
Y and X̂  » Then it should be necessary to check if the
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solution violates the other inequality constraints, A sim­
ilar computation should he undertaken for the n inequali­
ties, If the three ahove equations were linear, still the 
computational effort would be large and the procedure compu­
tationally unattractive. But, moreover, the implicit nature 
of these equations cannot give a direct solution, except 
through an iterative process. In this rigorous form the 
method should he abandoned. However, we have seen that in 
the unconstrained problem a good approximation of X and Y 
is given by considering
0(3C,Y) = r  m IP (X,Y) *•—* 1 1 11 = 1
In this particular case the Lagrangian equations become
I(X,Y,XJ = 2  “ [(X-X )= + (Y-y_ )=]
j(x-x̂  Y + (Y-ŷ  Y -
aÔL
ax
= /  2r m (X-x ) + 2\ (X-x ) = 0^  1 1  1 1 1i = 1
nah
aY




(%-z )® + (Y-y^ )3 - $2 = 0
An explicit solution is possible in that case, but the final 
solution is not exact and must be improved by iterative pro­
cess to correspond to the effective Euclidean distances. If 
the initial approximation is known to be and Y(°)
then a better solution is determined by the equations
X(“+i) = z(n) _ u





the u value : distance to move in the good direction to
improve the value of the variable, if taken too small may 
produce slow convergence or if taken too large may miss the 
optimum solution altogether. Moreover, u may be positive(j
or negative and a trial and error procedure will be necessary, 
A procedure used by Stewart [45] considers all the 
inequalities in their equality sense and he uses a plotting 
technique to check that the results given by iteration do not 
violate the constraints.
We could also apply the Kuhn-Tucker conditions for 
P to be a stationary point of the minimization problem
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0(£) = r. m. ^
1— 1
subject to
g(X) = ” + (Xg-y^ )̂ J ® ^ 0
These conditions are summarized helow 
1) 1 < 0
2) Vo(X) -  xVg(X) = 0
3) = 0
4) g(X) i 0
Developing these conditions will lead to
1) (X f X f X , ooo, x)^ o_
1 3  3 ag, (X) agjx)
dX ÔX
30 302) I 3 —3X 3X
1 Si
(X , X , •••, X )1 3  n
ag (X) ag (S
ag (X) ag m
=  0
64
3) ; X , X )
1 3  n
e j ÿ  
g (X) = 0
g (X)
4) g(X) s 0
When developed we obtain
1) s 0̂1 3  3 n
2)
r m (X -X ) 1 1 1  1
1 = 1 [{x^-x )= + (x^-y,)=] =
X -X 1 1








1 =  1 [ ( X - X  )= + ( X - y , ) = J  :
=  0
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= 1,2, 3, «•»•, n
which we must solve for X , X and \  (i = 1,2,***,n)oI S  1
This method is also not very attractive computationally and 
the quadratic formulation of C should be used to obtain 
approximative but useful results.
CHAPTER III
LOCATION OP CENTRAL FACILITIES 
DISCRETE, TWO-DIMENSIONAL SPACE, EUCLIDEAN DISTANCES 
MULTIPLE CENTRAL LOCATIONS
The location of the n facilities to service, the 
requirement at each destination as well as the rate of ship­
ping in a particular region are known* The problem is to 
determine the number m and location of central facilities 
supplying the service and their corresponding set of satel­
lites*
It is assumed that the number m of central loca­
tions is less than the number n of facility locations*
If not, it would be possible to have a zero total transport 
cost by putting a center at each facility*
111*1* ANALOG SOLUTION 
111*1*1* The Soap Film Method
Plane films of soap bubbles formed between 2 close 
planes and a set of posts connecting them gives surfaces of 
minimum potential energy# The lines connecting the posts are
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then of minimum total length throng a network of 120° angle 
boundaries»
Pig* 29» Shortest Network Joining More Than 3 Points
The necessary junction points cannot be specified 
but are automatically created. The method gives unreliable 
results when the number of points is above 15 to 20 be­
cause of variable drainage as the model is pulled out of the 
soap-forming solution. Moreover, the solution of the problem 
is not uniquely defined.
Pig, 30, Network Not Uniquely Defined
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IIIo1o2o The Link-Lengtli Minimizer
The mechanical system developed hy Miehle [43] can be 
applied to multiple central facilities but the number of these 
central facilities and their dependent satellites must be 
known» This choice has to be made subjectively by looking at 
the concentration of points in a given area and it is never 
certain that the choice will bring the minimum circuit length» 
However, during the minimization process if one central fa­
cility is brou^t closer to a point than the central facility 






Pig» 31» Lihk-Length Minimizer
Multiple Central Facilities
Constraints of distance between central facilities 
may be obtained by connecting them with a rigid spacing bar» 
Constraints of minimum distance between central location and 
satellite facility may be obtained by installing a corre­
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sponding round base of given radius at the base of the facil­
ity const raine do
Transaction weights on a given link may be added to 
the model by multiple increments created by multiple looping» 
It may take about an hour to find the optimum loca­
tion of 17 central facilities in a system of 62 fixed 
points»
IIIo2» ALGEBRAIC SOLUTION
Even if we assume no restriction on the capacity of 
the central facility and if the shipping costs are supposed 
to be independent of the total central facility supply, we 
still are faced with a very large problem» If we arbitrarily 
decide on the number m of central facilities, there are 
S(n,m) possible assignments of n destinations to m 
sources [ll], where S is the Stirling number of the second 
kinds
1 “
S(n,m) = ■—  ^  (-1)^ (m-k)
These possible assignments are enormously large for 
large n» Moreover, we might find that another value of m 
may lead to smaller total transportation costs. Each value 
of m brings a new arrangement of satellite locations and 
we cannot tell a priori without exhaustive study what will
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be the optimum value m giving a global minimum of trans­
action costs. Moreover, as the number of central facilities 
increases, the cost of invested capital and operating costs 






T ransp ortation 
costs
4 6 m
Fig, 32, Total Cost Global Minimum
If we refer to the above figure we see that a mini­
mum transportation cost is reached with 6 central facili­
ties, but the optimum number minimizing the total cost is 4» 
Our cost function C(m) is the sum of transportation 
costs C (m) and the depreciation and operating costs 0^(m)
C(m) = 0̂  (m) + 0^(m)
The shipping costs are proportional to distances as 
well as to quantity shipped, this cost may be discontinuous 
in the case, for example of quantity discount.
The cost of invested capital and operating costs
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could readily le estimated by standard economic analysis if 
we knew the corresponding satellites and their respective de­
mand or supply. The location of the central facilities and 
their respective assignments must first be solved.
II.2o2.1. Central Facility Location and Assignment
The transportation cost is function of the location 
of the n facilities (x^,y^) i = 1, 2, 3, • j n as well
as the number m and location of the central facilities 
(X̂  ,Y ) i = 1; 2, m. We will assume that each facility
is connected only to a unique central point, therefore, only 
the distances connecting a central point to its respective 
satellites should be considered. A facility i may or may 
not be connected to a central location j and we will use
the Kronecker delta ôij of value 1 if i is connected
to j or value 0 if it is not.
Therefore, the transportation cost in Euclidean 
space can be written as
m n
C = y  y  6 W F(X -X + (Y -y )®1 ^
A set of m stationary points is found by solving





or for i = 1, 2; 3, m
1 j
Ÿ   ̂ (?j- y.) 0
 ̂= ̂ |(X^-x^)® + (Ŷ  )^1 ® * = ̂
Following the same development as for one central 
facility we must prove that the principal minor determinants 
of the Hessian matrix are all positive for the stationary 
point to be a minimum.
Cy y > 0
3 3
2 for j = 1, 2, 3, ", m
Cy y Cy y “ Cy y > 0
^ r 3 ^ 3^3 V z
This minimum is then found by solving the extremal 
equations






1 =  1 1J
vôiich lead to
1 = 1 1 j
z




1 = 1 ' D1 j
z « 1 1  « 1 1
1 = 1 D 1J
3 — 1, 2, 3j 0 o • m
As D is a fiuictlon of X and Y . these equa-1 j j j
tiens cannot he solved directly, they must he solved hy 
iteration.* We will assume as starting values of the iterative
process the values X(°) and Y^°) obtained hy using the
quadratic formulation of distances
m n0 = Z Z «„ «1,j = 1 1 = 1 ^
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&
~ ^  2 S w (X —% ) = 0
3 1 = 1 i j  u  i 1








3 = 1, 2, °°°; m
"3 = 1» 2, °°°; m
then the solution of the exact Euclidean distances is given 
by the iterative process
y  ^
1 = 1 r(z(k)_x )3 + (Y(^)-y )^1 ^ (k+i) _ L J 1_ _ _ _ _ j i JX
' “ &ij îj
2 -
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i = x r(i(k)_x )3 + (y(^)-y )al 
y C k + l  ) _  L  J i___________J______  ̂ -J
"T
2
Ô w1 j i j
i_
2
for 3 = 1, 2, °°°; m and all possible combinations of 
Kronecker 61 j
We are quickly limited by the size of the problem and 
it may become uneconomical to use this exhaustive technique 
for more than 10 facilities. We must in fact, not only com­
pute all the possible assignments for m central locations 
which may run easily into mai^ million combinations but also 
we must investigate the variation of total cost as ra is 
varied, the development of other techniques is necessary when 
we must deal with some common problems involving many hundred 
elements.
Ill.2.2. Bound on Sum of Distances
When considering a set of m central locations.
minimizing the sum of distances, we consider a network with
branches of length D from P to the facility i. The1 j i
total length of the network is
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m n
j =  1 1 =  1
We have evaluated the hounds for the sum of distances
in the case of one central facility. In the case of m
central facilities we do not have a priori the value of the
Kronecker delta 6 nor the satellites assigned to a given1J
central facility. However, if we knew this allocation of
satellites we could apply to that particular set the triangle
inequality relating the distance between 2 facilities i
and k (D , ) and the distances of these facilities i and ik
k to the central one n (D and D, ). We haveij kj
If ll facilities are satellites of the central loca­
tion 3 then for this set of satellites the total optimum
distance is Dj
ll






























2D + 2 D  + 2 D  + 2 D  s D  + D  + D  + D
1 3  S 3  3 3  4 j 13 33 34 41
D 2:D + D  + D  + D
1j 13 33 34 41
D = 
3 I1 =  1 D ^L(D + D  + D  + D )IJ 8 13 83 34 41
Then in a generalized problem
mVB = Z  D
j = 1
will be greater or equal to one half of n distances of the 




DISCRETE - TWO DIMENSIONAL SPACE - EUCLIDEAN DISTANCES
When considering the unconstrained or constrained 
locational problem with single or multiple central facilities 
we always reach a point at which an iteration technique is 
required because of the implicit nature of the equations. 
Manual computation in such a case is quite tedious; computer 
programming is necessary when dealing with a large set of 
facilities. In the previous chapter we dealt at length on 
the mathematical reasoning supporting our method. It is 
often found in practice that working tools are also neces­
sary and the development of these tools is rarely presented 
in the literature. This explains why a large amount of 
valuable research is frequently wasted or ignored because of 
a missing link between the scientist and the potential user. 
The following programs have been developed to be applied as 
an easy tool by any prospective user. Some of these algo­
rithms have been studied extensively by Kuehn and Hamburger 
[35], Cooper [10], Feldman, Lehrer and Ray [24], Vergin and 
Rogers [53], but if their range of accuracy is discussed at
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length, their innerworkings are not directly available to the 
user. Some other programs are new approaches giving more 
flexibility for the particular case of very large systems 
often present in federal government locational problems,
Por each heuristic algorithm we shall study the gen­
eral principle, the detailed logic diagram, some character­
istics of programming, an application to an actual problem 
and a discussion on the results obtained and the corre­
sponding expenses in computer time and memory.
The programs are written in FORTRAN which is a very 
known language but expensive in memory and computational re­
quirements, a more careful programming or the use of AUTO­
CODER mi^t be necessary in some cases.
Terminology of variables in the following algorithms and 
computer programs. Some of these variables will be more 
fully explained in the corresponding algorithms using them,
x^, ŷ  or X(I), Y(I): Cartesian coordinates of facilities i
n  or XR(I): Rate of transport from facility i
If we try to minimize a cost function it mi^t be in 
dollar per pound per mile for example. If we try to 
minimize a time function it mi^t be in nanosecond 
per bit per meter for example, 
m̂  or XM(I): Amount to transport from facility i to the 
central location P,
80
It mi^t represent for example the poundage of goods 
to carry or the number of digitized bits of a mes­
sage to transmit,
N : Number of facilities
M : Number of central facilities
ITERA. : Number of iterations in random search of facilities
IGRID : Initial number of grid divisions on each X and Y
axis
ITGRD : Number of grid size changes
INC : Incremental number of divisions on each X and Y 
axis when passing from one grid size to the next 
DOLD(I), DNEW(I); Old and new Euclidean distances from facil­
ity I to optimum central location
SDOLD, SDNEW: Old and new sum of distances to the central fa­
cilities
COLD(I), CNEW(I): Old and new transportation costs from facil­
ity I to optimal central location
SCOLD, SCNEW: Old and new sum of transport cost to the central
facility
JOSAV(I), JNSAV(I): Old and new code number allocation of the 
facility I
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lOSAV(J), INSAV(I); Old and new code number of the randomly 
selected central location 
RAINC ; Class width on cumulative distribution of locations 
RAD(I) ; Class boundaries on cumulative distribution of loca­
tions
KITER : Iteration counter
YPL ; Random number between 0 and 1.000 
XC(J), YC(J); Cartesian coordinates of randomly selected 
central facilities 
D(I,J) ; Euclidean distances from facility I to central loca­
tion J
L : Grid spacing counter
XMIN, XMAX: Minimum and maximum values of X(I)
YMIN, YBIAS: Minimum and maximum values of Y(I)
IV. 1. ONE CENTRAL LOCATION
IV, 1,1, One Central Facility Heuristic Algorithm
The program is based on the iterative algorithm pre­
sented on page 50.
r m X 1 i 1
r(k+l )




2   , -  -,
* = ̂ )= + (Y^^)-y )=1 2
r(k+l ) _______L______  ̂  ̂ -1
r m 1 1
( o ) 1 = 1X = ---
X  __
1 = 1 )= +  3
zi = 1 r m 1 1
i ? i  'Y ---------------
Ii = 1 r m 1 1
The logic diagram of the program is given on pages 86- 
8 7, The computer print-out and a set of results corre­
sponding to 50 hypothetical facilities are given from page
182 to page 187.
It is to he noted that there is no built-in check 
for weight dominance and the user should scrutinize more 
thoroughly a solution which would be very close to an ex­
isting facility. The case of weight dominance of one fa­
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cility is however, quite improbable when studying a large 
system.
The iterative process was stopped when 
x(k+i) _ %(k) s err 
g err
the value of ERR being read in as a problem variable.
The algorithm was run with problems of various sizes 
from n = 3 to n = 500. It is to be noted that with 
ERR = 0.01, in the case of 3 facilities the central loca­
tion was found in 23 iterations while for a problem of 
500 facilities it required 28 iterations. The number of 
iterations depends largely on the extreme locations,of some 
facility as the weighted distances will give a poor first 
estimate [36] and the number of steps of the iterative search 
are not necessarily more numerous with a large system than 
with a small one.
r = r = r = r
1 3 3 4
m = m = m = m
1 3 3 4
Fig. 33. Case of Extreme Locations in the
Determination of One Central Facility
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r
When looking at the variation of total transportation 
costs during the iterative process on the computer print-out, 
we can see that there is a lack of sharp minimum, \nhich 
means that a rough location of the central facility, as 
given for example by the starting va,lue in the case of non­
extreme locations may be sufficient in practical use»
The program was run in the case of wei^t dominance 
and the algorithm rapidly converges toward the dominant fa­
cility, however, never exactly reaching it, (see page 18 9)
'
Computational time on ah electronic digital computer 
may be çLUite expensive and a tally of time was kept to try 
to derive a relation between the number of facilities in­
vestigated and the corresponding computational time on 
an IBM 360/40 o In the particular system used the computer 
operates on two problems at a time (mode MPP2) and the 
variable demands on its elements and stored sub-routines 
do not allow a time print-out reliable for each of the prob­
lems » This inconsistency can be readily seen on the fol­
lowing Table 3 j vdiere compilation time varies drastically 
from one nin to the next* There is no sure trend, but it 
can be considered that oomputatipnal time is of insignifi­
cant importance in the total economics of most of the prob­
lems*
The total memory requirement in the case of 1000 
facilities is 66P2 or .26,354 bytes of vhich 742 are
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used for the program.
Real life data were used in the computation of one 
optimum central facility for the postal system, considering 
the continental 50 states of the union and their corre­
sponding output in first class letter mail in the year 1965 
[52]. This output volume was assumed to be originating 
from the capital city of the state the longitudes and 
latitudes of which were given [23]. With this particular 
limitation in the type of mail and assuming plane geometry, 
an optimum location for a postal institute for example, 
should be at 39"39'N and 83*2?'W around Columbus, Ohio.
The program was also run for the sets of 20 fa­
cilities and 125 facilities which are used later on, in 
the analysis of the multiple central facilities algorithms. 
The results are shown in Figure 34 and Figure 35.
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Set location error criterion 
Central location unknown 
Coordinate errors are large 
XDELT=ERR+100 
YDELT=ERR+100
Set iteration counter 
K = 1
Compute starting values of 





Compute partial distances. 
D(l) to central facility
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Last iterative step^f. 
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Dig. 34- Location of one central facility 
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Table 3 - Computation Time Requirement -
Discrete - Two Dimensional Space - Euclidean Distances 
Algorithm to Locate One Central Facility
Computer: IBM 360/40, Printer IBM 1403 N1,
Computer Operating, Under MPP2




















5 14 00,01.10 00,01.42 00,00,50 00.03,42
15 10 00.00.47 00,01,58 00,00.21 00.01,56
15 10 00.00.50 00,01.03 00.01.33 00,03,26
25 10 00.01.35 00.01.41 00.00.52 00,04,08
50 24 00.01.47 00.01.33 00,00.29 00,03.49
75 13 00.01.00 00.00.47 00.01.03 00.02.50
125 19 00.01.01 00.00.49 00.00.39 00.02,29
500 28 00.01.21 00,02.04 00.02,35 00.05.60
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Table 3a - Computation T^e Requiroment - 
Discrete « Two Dimensional Space « Budidean Distances 
Algorithm to Locate One Central Bnoility
Computers IBM 360/40, Printer IBM 1403 N1, 
Computer Operating, Under MPP3












.5 . II0O6 . 2 0 11,07,30 11,09 ,1 2 11,10,02
15 04,11,05 04,11,52 04,12,40 04,13,01
15 20,11,10 20,12,00 20,13,03 20,14,36
25 11,10,15 11,11,50 11,13,31 11,14,23
50 04b13,09 04,14,56 04,16,29 04,16,58
75 14,14,50 14,15,50 14,16,37 14,17,40
125 1^,49,26 12,50 ,27 12,51,16 12,51,55
500 20,05,04 20.06,25 20,08,29 20,11,04
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Table 4 Postal System
Optimal Location of One Central Facility 
Processing Ail States Daily Output of 
First Class Mail






1 Alabama Montgomery 32» 23'N 86*17'W 62,650
2 Alaska Juneau 58* 25'H 134* 30'W 1,163
3 Arizona Phoenix 33* 30'N 112*00'W 22,288
4 Arkansas Little Rock 34*42'N 92* 16'W 20,916
5 California Sacramento 38*35'N 121* 30'W 394,139
6 Colorado Denver 39*44 104* 59 "W 47 , 453
7 Connecticut Hartford 41*45'N 72*40'W 74,813
8 Delaiimre Dover 39*10 "N 75*30'W 15,863
9 Washington,D.C. Washington 38* 50'N 77* OO'W 238,476
10 Florida Tallahassee 30* 25 'N 84* 17'W 80,791
11 Georgia Atlanta 33* 45'N 84* 23 'W 79,198
12 Idaho Boise 43*38'N 116*12'W 9,502
13 Illinois Springfield 39* 46 'N 89* 37 'W 387,961
14 Indiana Indianapolis 39* 45 'N 86*08'W 91,294
15 Iowa Des Moines 41*35'N 93* 37 'W 60,204
16 Kansas Topeka 39*02'N 95* 41 'W 47,086
Optimal Central Location; 39*39'N, 83*2?'W
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17 Kentucky Frankfort 38°10'N 84"55'W 41,344
18 Louisiana Batan Rouge 30" 28'N 91" 10'W 52,978
19 Maine Augusta 44»19'N 69" 42'W 17,631
20 Maryland Annapolis 39*00'N 76" 25 'W 73,834
21 Massachusetts Boston 42°15'N 71*07'W 153,409
22 Michigan Lansing 42" 45 'N 84"35'W 127,187
23 Minnesota St, Paul 44" 57 'N 93*05'W 90,323
24 Mississippi Jackson 32"17'N 90"10 'W 24,448
25 Missouri Jefferson City 38"34'N 92" 10'W 139,140
26 Montana Helena 46"35'N 112°01 'W 17,322
27 Nebraska Lincoln 40" 49 'N 96" 43 'W 35,658
28 Nevada Carson City 39*10'N 119*45'W 9,207
29 New Hampshire Concord 43"10'N 71*30'W 11,631
30 New Jersey Trenton 40"13'N 74"46'W 184,397
31 New Mexico Sante Fe 35"10'N 106" OO'W 17,645
32 New York Albany 42" 40 'N 73*50'W 662,584
33 North Carolina Raleigh 35"45 'N 78" 39 'W 73,749
34 North Dakota Bismark 46" 48'N 100" 46 'W 11,646
35 Ohio Columbus 40" 00 'N 83" OO'W 219,330
36 Oklahoma Oklahoma City 35"27 'N 97“32'W 59,159
37 Oregon Salem 44"55'N 123" 03'W 45,733
Optimal Central Location; 39“39^N, 83*27^W
94






38 Pennsylvania Harrisburg 40“15'N 76“50'W 302,933
39 Rhode Island Providence 41“ 50 'N 71“23'W 22,769
40 South Carolina Columbia 3 4“ 00 'N 81“ OO'W 28,434
41 South Dakota Pierre 44“ 22 'N 100“20'W 10,292
42 Tennessee Nashville 36“ 10 'N 86“48 'W 68 ,770
43 Texas Austin 30“15'N 97“42'W 233,041
44 Utah Salt Lake City 40“ 45 'N 111“52'W 23,110
45 Vermont Montpelier 44“ 20 'N 72“ 35 'W 14,082
46 Virginia Richmond 37"35 'N 77“30 'W 74,408
47 Washington Olympia 47"02'N 122“52'W 53 ,4 72
48 West Virginia Charleston 38“ 20 'N 81"35'W 23,240
49 Wisconsin Madison 43“05'N 89" 23 'W 86,544
50 Wyoming Cheyenne 41“ 10'N 104“ 49'W 7,489
Optimal Central Location; 39®39'N, 83®24'W
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IV.2. MULTIPLE CENTRAL LOCATIONS
IV.2,1, Multiple Central Facilities Heuristic Algorithm
The program should be based on the iterative algo­
rithm presented on page 7 4 .
6 r m X14 1 i i
X
1 =  1 
(k+1 ) ______




5 r m y ij 1 1 1
1=1 [(x(k)_x )3 + (Y(^)-y )^1 ®
r(k+l) _  ^__________ I__________________* •*
Ô r m 14 1 i
1 = 1
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The amount of computation becomes rapidly prohib­
itive even for less than 10 facilities and it is of little 
interest to develop such an algorithm. Other procedures must 
be sou^t to reduce the computational effort. In some prac­
tical problems we mi^t know the set of satellite facilities 
depending on one central location, we are then brou^t back 
to the previous case of locating only one central facility, 
Such a simplification is often realistic, for example sev­
eral market areas may have their own individual source. In 
some other cases we might know the position of all the fa­
cilities as well as the central ones but we do not know the 
value of the kronecker delta, that is, we must find the set 
of appropriate satellites connected with each central facil­
ity,
IV,2,2, Destination Subset Algorithm [10]
In some practical problems one often considers en­
larging or modifying an existing facility so as to use it as 
a central location for a set of satellites. We must then 
consider a subset m of the n facilities such that it
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m! (n - m)!
possible choices of n facilities taken m at a time. For 
each of these combinations of m central facilities we must 
consider all the distances to all the other points and allo­
cate the satellites which give the minimum distances.
It is to be noted that for m = 1 the method is 
trivial. Every location is tried as a candidate for a cen­
tral facility and the sum of transportation costs computed 
for each of them, the location giving the least transporta­
tion cost is chosen as central location, A program was 
written for this particular case of one facility used as 
central location. The logic diagram is shown on pages 101-102, 
The program was applied to a set of 20 facilities with 
equal wei^t as per Figure 3é. The computer print-out and 
results are given from page 190' to page 193 and the problem 
was processed in 3 minutes 49 seconds on the IBM 360/40 
computer. The program uses 542 bytes, the total memory 
requirement varies with the size of the problem but in the 
particular case of, 50 facilities it takes 418 hytes more.
In the case where m is relatively large, the 
amount of computation may be cumbersome because of the large
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number of combinations: (^), It is also complicated to make 
a general computer program vAiich is able to consider all the 
possible combinations for all m. In the case There m is 
known, a program can be readily developed using reference [38].
In practice, this assumption of using an existing fa­
cility as a central location is quite realisitc and it is not 
uncommon, for example, in the postal system to enlarge and 
mechanize an existing post office to use it as a "sectional 
center" handling mail of satellite post offices.
If because of the structure of the problem or its 
economic constraints the central facilities must be sepa­
rate entities, then the use of the subset algorithm would 
not be correct. However, this algorithm allows the defini­
tion of the optimum 6̂  , that is the optimum set of sat­
ellites best served by one central location. For this 
particular set taken alone we may then compute the exact 
location of the central facility by using the program de­
veloped in paragraph IV. 1.1. using the extremal equations 
found for the location of one and only center.
We are not sure however, that the method gives us 
the absolute minimum, first of all because we assume a 
priori a value of m, and secondly, because we intuitively 
decide that the set of satellites found by the subset 
algorithm are the best ones, even after correction is made 
to locate exactly the central facility. We also assume that
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the corrected algorithm will bring some improvement which is 
not necessarily the case. In fact, in case of partial weight 
dominance from some facilities then chosen as central one by 
the subset algorithm, the exact solution may increase sub­
stantially the total cost of transport. A high loading and 
unloading cost at the chosen center may also create higher 
total cost using the algorithm IV,1.1.
In the destination subset algorithm we do not have 
any choice in the length of the investigation procedure. It 
is only throu^ exhaustive enumeration of all the combi­
nations that a correct allocation may be found. We should 
keep in mind for example, that for n = 100, m = 10 there 
are
Tl 1AA *( ) = ( = -------   17,310 billion combinations of
^ 101 90!
10 central facilities. Then for each of these centers 
(n - m) = 100 - 10 = 90 distances must be computed, 
that is m (n - m) = 900 distances are computed then com­
pared for each allocation. This represents for example, 
15,579 trillion computations involving square and square 
roots to find the right set of central facilities and sat­
ellites in the case of 100 facilities and 10 centers.
We have seen in section 11,3,5. that the central 
facilities will be definitively situated within the convex 
hull defined by strai^t lines connecting extreme points.
4
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Except in very rare cases of weight dominanpe or large obtuse 
angles of the convex hull, the central facilities will be 
found at the extreme points, we could then make abstraction 
of these k extreme points, thus reducing our possible com­
binations from (̂ ) to m
101
Diagram 2. Destination Subset Algorithm
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Fig, 36 Destination Subset Algorithm
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One facility taken as a center 
N = 125
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IV.2.3. Variable Grid Algorithm
When considering many hundred facilities and numerous 
central ones, the destination subset algorithm, although 
practical in assumption, may be too cumbersome to use because 
of the length of exhaustive computations.
We know that the optimum location of all the j cen­
ters (X̂  , ), must satisfy the system of inequalities
Minimum ^ \iaximum
^minimum ^ ^ ^maximum
The area delimited by ""maximum
^minimum» ^maximum» divided into a mesh of large or
fine spacing. The N intersection points of our mesh can 
then be treated as possible central facilities, m subsets 
of these N points can be found using a similar algorithm 
as in IV.2,2., so as to define the proper satellites 
minimizing transportation costs. In substance, this grid 
algorithm is similar to the destination subset algorithm but 
it is much more flexible. The choice of spacing will defin­
itively influence our computing time (and possibly our loca­
tional accuracy), but at least we have a means of control 
on our computer time expenditure.
This algorithm is attractive as long as N < n, be­
cause it reduces the number of possible combinations to (^). 
With this algorithm we are not too much interested in finding
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the correct location of the central facility hut the correct 
subset of allocations, once these subsets are known they can 
be studied independently and the algorithm IV, 1,1, can give 
us for each one the correct location of the center. We can 
start with a very loose mesh containing at least m inter­
section points, define from it the corresponding 6̂  ̂. A 
new mesh is then re-defined with a titter spacing; if the 
new subsets of allocations remain the same, then it is prob­
able that these allocations are correct. Similarly as with 
the destination subset algorithm we are never sure that these 
allocations are the best ones,
IV,2.4, Variable Grid Algorithm with Linear Constraints
The central facilities being located within the con­
vex hull, a more efficient variable grid algorithm should 
discard the mesh points outside this convex hull. The 
linear constraints defining this convex hull can be found by 
a relatively involved separate sub-routine program, but it 
must be kept in mind that these facilities will have to be 
plotted sooner or later in order to present the results to 
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Pig. 38. Variable Grid Algorithm 
with linear Constraints
For this particular figure with n = 50 facilities, 
if we try to find the location of m = 3. central locations, 
we must consider (^) = 19,600 combinations or 2,763,600 
computations. In the case of the variable grid algorithm 
with linear constraints only ( = 364 combinations or
51,324 computations would be necessary. It is possible that 
the set of assignments in both cases may be identical and 
consequently the location of the central facility for each 
subset would be the same using the correcting algorithm 
IV,1.1.
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Inversely, in the case of very few facilities, the 
variable grid algorithm can present many more intersecting 
points and consequently the use of algorithm IV. 1,1, might 
not be necessary in the final analysis and the optimum set 
of grid points mi^t be accurate enough. This case is some­
what realistic as centers are sometimes located at the inter­
section of ranges and townships.
Some extra effort is necessary to define the convex 
hull. In the case of a large system the plot can be done 
quite rapidly for example, with a Calcomp plotter at the out­
put of an IBM 1130 computer using the plotting sub-routines 
or the powerful "data presentation system". Another method 
would not use any plot but would define the hull by the fol­
lowing procedure. The points are ordered by increasing values
of X  , The point corresponding to x„.^. is definitive- 1 minimum
ly an extreme point. The set of lines connecting this ex­
treme point to the other points of the set will have facil­
ities located above and below them, except for two lines 
which delineate a part of the convex boundary. These ex­
treme lines are connected to new extreme points; from these, 
new sets of lines are defined, new boundary lines are found, 
some of these boundary lines will give new extreme points 
not previously defined. Furthermore, the method allows the 





Fig. 39. Investigation Procedure to 
Define the Convex Hull
This particular grid algorithm with linear constraints
may appear somevdiat cumbersome to use. It may be pointed out
that the destination subset algorithm by its very nature,
automatically defines points within the convex hull. However,
by using this variable grid, we have a direct handle on our
computational effort and we may stop at any level of accuracy
without having to go through the exhaustive set of (̂ ) 
binations which might become enormous in the case of a very
large system,
IV.2.5. Random Destination Algorithm [10]
The problem with the destination algorithm and even 
the variable grid algorithm is that the amount of computa­
tional effort may be very large. Also quite a number of 
combinations of grid points or destinations "rationally"
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chosen by a replacement process can easily be recognized as 
poorly chosen when considering the layout of facilities.
9 13
X  KAlo jçXe X30
6x 12X XIB
* By
Fig, 40. Irrational Choice of Central Facilities
If for example, we consider the "rational" set of 
combination (^) 1, 2, 3; 1,2,4; 1,2,5; etc, we can readily 
see from Fig, 40 that they are poor contenders for the 
title of optimum central locations, A possible random 
choice of these combinations could lead more rapidly to a 
better solution. To avoid duplication of computational ef­
fort we could input all possible combinations from a pack of 
nicely shuffled cards. However, if we can write all the 
combinations it means that the problem is small enough to 
easily allow an exhaustive computation of all the combina­
tions in any.order presented, When the system becomes top 
large, then a sampling procedure mi^t be advantageous, the 
subset of m facilities being chosen at random through a 
Monte Carlo technique from the set of n facilities. For 
this particular subset, allocations can be determined :.
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and the corresponding sum o f weighted distances evaluated. 
During the sampling procedure it is possible to keep in the 
computer memory the set of m facilities with the best 
characteristics. As with every Monte Carle procedure it is 
of utmost importance to know vdien to stop the procedure soI
as to obtain an acceptable level of error. A simple cri­
terion would be to stop after a given number of samplings.
A more sophisticated method would be to look at the distri­
bution of weighted distances by maintaining a running talley 
of mean y u. and standard deviation^ a? and stop the sampling 
if the allocation falls below u - xc* ^ being determined 
through experience.
The logic diagram of a possible computer program is 
given on page 112 o The program was applied to a set of 20 
facilities as per Pig. 43, to be served by 3 central lo­
cations. The computer print-out and results are given from 
page 194 to page 200 and the 5Ô0 iterations were processed 
in 6 minutes 27 seconds on an IBM 360/40 computer. Mae 
program uses 1264 bytes. The total memory requirement 
varies with the size of tne problem; for example, the vari­
ables occupy 1286 bytes more when seunpling 20 facilities 
with 5 central locations. The program was also applied to 
"4 large systems'of 125 facilities each; the results for 
the first system are shown on figure 50 g and the quanti­
tative results for all a r e given on p a g e 160. a.
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Xfl) , Y(I) /\XR(I) , XM(I)
PRINT 1st tabulation 
listing of known variables 
N , M
 XCl),YCl)«XRCl),XMi
JÏVariables with suffix ODD 
are set to zero 
Example  SCOLD = 0.0
 J_Zero iteration counter 
KITER j= 0 1Cumule prob, distribution of 
choosing a given facility 
Define class width :RAINC 
Define class boundaries : RAD (I)!
- . y . ___________Random generator 
starting value_
________________Y_ _Iteration counter 
KITER = KITER + 1





Random selection of facilities 
from cumulative distribution 
Call random nber generator 0 to 1 ,0 






after ITERA iterations 
1st part:code & coordinates ; 
of best central locations { 
IOSAV(J),XC(J),YC(J) I
2nd partrlist of facilities j 
location & best allocation 
distance & transport cost 
to optimum center








Compute Euclidean distances 
D(1,J)
to randomly chosen center
.±For each facility, select i 
closest center 
Save :-shortest distance DNEW(l) ; 
-code J of corresponding } 
central location JNSAV(l) i
- _ L -Compute sum of j
-optimal distances :SINEW 
-optimal transport jcpst :8CNEW \
. y . „PRINT 
2nd tabulation 
For given iteration: KITER, list 





SCNEW ̂  SCOLD
Save new allocation at the 
place of the old one 
Variables OLD=Variables NEW
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IV.2.6. Random Grid Location Algorithm
Wlien we are using the random destination algorithm, 
we are sampling from a population of (^) combinations. We 
have seen that this set might be enormous if n and m are 
ralatively large (17 trillions in the case of Conse­
quently the results given by a relatively small amount of 
sampling may be very much suboptimal. To avoid this pitfall 
we could take a much larger sample but this goes against our 
intent to reduce our computational effort. We could also 
divide the facility space into a mesh with a spacing such 
that the number of mesh intersection points is much smaller 
than n. In this last case, we are sampling from a reduced 
population of N mesh intersecting points still covering 
the whole area to be investigated. We are assuming in these 
grid algorithms that the distribution of facilities in space 
is uniformly spread, which is frequently the case for large 
systems. This method however, would not be very efficient 
in the case of remote clusters.
The logic diagram of a possible computer program is 
given on page 116. The program was applied to the same 
set of 20 facilities served by 3 central locations of 
algorithm IV,2,5. The computer print-out and results are 
given from page 201 to page 217 • Five possible grid 
spacings were investigated by dividing the circumscribed 
rectangle in 3, 4, 5, 6, then 7 divisions on each axis.
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For each grid spacing 100 samplings were made. The corre- 
sponging 500 samplings were done in 6 minutes 33 seconds 
on an IBM 360/40 computer. The program uses 1694 hytes.
The total memory requirement varies with the size of the 
problem, for example, the variables occupy 1494 bytes more 
vdien sampling 20 facilities with 5 central locations and 
50 possible grid intersection points.
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 V._.l_ _ _READ 
X(I) ,\XE(I) , M(I)/
 } ÿ __  ____
'print '1st tabulation 
Listing of known variables N,M,ITERA,IGRID,ITGRD,INC 
_XII) jlY(I),XRCI),XM(I)
JLVariables with suffix OLD 
are set to zero 
Example : __  SCOLD = 0«0
_i_______
Zero grid spacing counter 
L = 0
I
Define *̂ max * ̂ min * ̂ max |
Define range of X and Y 
R^GX=AB8
^ G Y = A B S  Y^^-Y^.^
Compute number of grid 
intersection points NG 





Define grid spacing 
GRID = IGRID 
XINC = RANGX/GRID 
YINC = RANGY/GRID
 V ..Define grid intersection points 
XG(K) , YG(K) _____
©
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Zero iteration counter 
______KITER = 0___
n
Grid change counter 
L = L + 1
GALL
EXITgrid changes completed 
L >  ITGRD .
Cumule probe distribution of 
choosing a grid point !
Define class width :RAING !
Define class boundaries:RAD(I)I
izzzziiiiziii; ■Random generator.I 
starting value I
   - ,Iteration counteri
KITER = KITER + IJ
PRINT 3rd tabulation 
.Optimum allocation 
after ITERA iterations 1st parttcode & coordinates 
of best central locations IOSAV(J),XG(J),YG(J)2nd part:list of facilities 
location & best allocation 
distance & transport cost 





Random selection of grid points 
from cumulative distribution j 
Gall random nber generator 0 to l . Q i  
Define XG, YG of central facility I





Save code I 
of location selected 
INSAV(J)______
Compute Euclidean distances 
D(I,J)
to randomly chosen center
For each facility 
select closest center 
Save ;-shortest distance DNEW(I) 
-code J of corresponding 
  central location JNSAV(I)
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Compute sum of 
-optimal distances :8DNEW 
-optimal transport costtSCNEW- - L. - - i» <■■«» . — 1 ——- - " ... ........
PEINT 2nd tabulation 
For given iteration: KITER, list 
-optimal distances tSDNEV/ 
-optimal transport cost:SCNEV7





'8C N E W ^  SCOLD'
Yes
Save new allocation at the 
place of the old one 
Variables OLD=VariablesNEW
...
IVo2,7o Haaidom Grid .Algorithm with Linear Constraints
This algorithm is very similar to the random grid, lo­
cation algorithmo A mesh is. djisfiî d to cover the facility 
space and the mesh intersection points selected at random as 
possible central facilities » To decrease further the jiumber 
of combinations j»e exclude from our sampling process the mesh 
intersection points which fall outside the convex' hull en­
closing the facilities, Definition of the hull can be done 
by the methods described under paragraph IV,2,4,
The logic diagram of a possible .computer pfogram is 
given on page 121, The program was applied to the same set 
of 20 facilities served, by 3 central locations of algo­
rithm IV,2,5, The computer print-out and results are given 
from page 218 to page 23.4 6 Five possible grid spacings. 
were investigated by dividing the circumscribed rectangle in 
31 4, 5, 6 then 7 divisions on each axis. The linear con­
straints are defined and during sampling each grid intersec- 
'tion is checked against Idaese constraints,-this intersection 
point is rejected if it violates any one of the constraints. 
For each grid spacing 100 samplings were made, Kjie corre- 
.spending 500 samplings .were done in 5 minutes 59 sec­
onds on an IBM 360/40 computer, . The program uses 2052 
bytes. The total memory requirement yaries with the size of 
the problem; for example ̂ the variables occupy 1742 . bytes 
more vôien sampling 20 facilities with 5 central ibca-
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tions and 50 possible grid intersection points.
Every point (x,y) of the linear constraint passing
throng the extreme points (x , y ) and (x , y ), is sub-$ 1 j j
jeoted to the equation:
y - y, % - Xj
A part of the data input includes the number of linear con­
straints (NO), number relatively small even for large sets, 
and the extreme points defining each constraint. The con­
straints are grouped in two classes: first the one "smaller
than or equal to" (MC of them), then the one "larger than or 
equal to". The program automatically defines the elements of 
the linear equation: angular coefficient and ordinate at
origin, and rejects the random grid points violating any of 
the constraints.
The program was also applied to 4 large systems of 
125 facilities each; the results for the first system are 
shown on figure 58 and the quantitative results for all are 
given on page 160.a.
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Diagram 5» Rardom Grid Algorithm with Linear Constraints
READ 
N,M,ITERA /IGRID,ITGRD,INC/
j î i î i : a ; i i  /
READ
NC: Nber of constraints 
MC: Nber of const, 
\Extreme points defining ■ 











Set grid counter 
L=1
Define ^min’̂ a x ’̂ min’̂ a x
1
Define range of X and Y
---------------J .___________








j Define grid|_ in^rs^tion points
  1   i_ _ _ _ _
Zero computational 
variables
Grid change counter; 
L = L + 1





Yes CÎALL — EXIT
Cumul, prob. distribution of 
choosing a grid point 





PRINT 5rd tabulation 
Optimum allocation 
after ITERA iterations 1st partrcode & coordinates 
of best central locations 2nd part:list of facilities 
location & best allocation 
distance & transport cost 
to optimum center ___
Iteration counter 
j j g ^ ^ =  KITER + 1 ^
No check end^' of iteration 
KITER4ITERA/
Yes-
!Random selection of grid points 











Define XC, YC of central facility




Save code I of location selected 
 IN8AV(I)_______  j
Compute Euclidean distances 
D(I,J)to randomly chosen center
,r
For each facility 
select closest center 
Saveshortest distance DNEW(I) 
-code J of corresponding 
central location JNSAV(I)
X
Compute sum of 
■optimal distances :8DEEM 
■optimal transport cost;SCNEW




No Is new allocation better-’ 
XCÎIEW - SCOLD'"
Yes
Save new allocation at the 
place of the old one 
Variables OLD=VariablesNEW
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IV.2,8. Successive Approximation Algorithm [10]
The complexity of the locational problem increases 
with n but even more drastically with m. It is a relative­
ly small problem to find the optimum allocation when m = 2 
because of the limited number of combinations (2). If the 
allocation were found for such a set we could then try to 
introduce a third center by placing it for example, at one of 
the facilities. Then we would have to test each facility to 
see if it could not be better served from the new central 
one, and re-allocate accordingly. The process can then be 
carried up to m centers.
In this method the problem is to choose adequately 
each new center. In some practical problems the subjective 
choice may be sufficient to lead to the optimum allocation, 
however, in most cases it is difficult to pick good contenders 
and the resulting allocation may be suboptimal. After the 
1st approximation we still must consider (n - 2) facilities 
as possible centers, and this number may be quite large.
IV,2.9 , Grid Successive Approximation Algorithm
In a like manner to the successive approximation algo­
rithm of paragraph IV,2,8, we choose to select two grid 
intersection points as central facilities, and once the best 
allocations are defined a third grid point is introduced for 
an improved re-allocation. The process is carried until m
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sets of allocations are defined, then each subset may be pro­
cessed with the algorithm IV, 1,1, to find the exact center 
locations.
In this case we are limiting our investigation to a 
set of grid points N which are directly under our control. 
Once 2 optimum grid points are defined, we can more easily 
investigate all the remaining grid points as possible third 
center. The program can also be devised as to reject grid 
points violating the linear constraints of the convex hull,
IV,2,10, Alternate location - Allocation Algorithm
The set of n locations is divided into m sets of 
approximately identical number of points, and for each of 
these subsets the best central location is defined. Each 
point is then tested to see if it is closer to its central 
facility than the nei^boring one. If the ne laboring one 
is closer, new subsets are defined and new central locations 
computed. The process is combined until further improvement 
is not possible.
The method is sometimes known as the ALA Algorithm 
and was suggested by both Cooper [lo], Vergin and Rogers 
[52]. This algorithm has been applied to some practical 
problems, for example, it was used by Devine and lesso [I7 ] 
in the optimization of offshore oil fields.
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IV,2,11, Variable Discrimination Algorithm
When we look at a very large system of facilities we 
mi^t consider reducing our power of discrimination. In so 
doing, we are assuming that in a set of facilities the loca­
tions are so closely located that they may be considered as 
a single entity.
This set of n^ facilities will have a corresponding 
mean weight
“k
acting at a point
1 = 1
^  r mZ_i 1 11 = 1
”k
Z  y.1 =  1
"k
^  r m
i4i ' '
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If the system is very large we might use a very small 
power of discrimination and therefore include large clusters 
of facilities into the same set. If on the other hand the 
problem is relatively small we might increase our power of 
discrimination and include only very few facilities in each 
set.
Once all the sets n^, n^, • • • ,  n^ are defined, we 
may apply any one of the previous algorithms to solve the 
locational problem. The only purpose of our method is to 




Pig, 42. Variable Discrimination Algorithm
We will assume that each facility is surrounded by 
a blurry area, if another facility is present in this area 
it is not recognized as separate. If two or more facilities 
have intersecting blurred areas they will be considered as a 
single one.
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Pigo 43. Variable Discrimination Algorithm 
Blurred Areas
We have direct control over the size of the blurr and 
accordingly over the size of the problem.
In this process we make the assumption that closely 
located facilities will finally depend on the same center. In 
theory it mi^t be wrong (see Pig, 44,), but in practice it is 
highly improbable that closely located facilities will depend 
on different centers, if only for avoiding disruption created 
by discontinuity of management or operation.
X
Pig. 44. Variable Discrimination Algorithm 
Underlying Assumption
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It is to be noted that we would like to discriminate 
more sharply the facilities with heavy weight and more loose­
ly the facilities with little wei^t; the blurred area should 





Q  m =60
The Discriminating Power is 
Proportional to the Respective Wei^ts
In practice the problem is to define the subsets
In a large system it is highly improbable that the plot will 
be found to be of much help as every facility must be scruti­
nized independently, we must then be able to automatically 
define these subsets. Two approaches are possible. For each 
facility we may compute all the corresponding Euclidean dis­
tances to all other facilities and select the shortest one 
within a given value 2e, this would amount to computing
r. l) distances. We may also order the abcissae of our 
facilities arid check the one with corresponding x and y
falling less than 2e apart ; in this particular case the
130
blurred areas would be assimilated to Squares,
y
Fig. 46. Variable Discrimination Algorithm
Agglomeration by Closeness of Coordinates
The value of e depends on the size of the set we 
want finally to handle with the previous algorithms. The 
computer program could be built in such a manner that we would 
define the size of the desirable set, a given e would be 
tested and increased if the agglomerated set was found to be 
too large, or decreased in the other case.
With this algorithm we can reduce a very large set 
to a smaller one easier to handle and although the results of 
the locational problem may be approximate, we can deal with 
any size problem and we will not be stopped by the computer 
memory or computational time. In some cases the problems may 
be so large that it is not even possible to store all the fa­
cilities coordinates and wei^ts in the computer memory 
space, it is then necessary to partition the problem and 
agglomerate the sets successively in each partition.
15-1
Diagram 6, Variable Discrimination Algorithm
(start)
IREAD
El :Nber original facilities 
N2 :Expected nber new facile 
NERR ;Variations in W2 
NLOOP:Clustering iter, counter 
DISCR:Discrimination range 
\DIMC rDiscrimination increment, 
' IREAD 
X(I) , Yfl)
PRINT 1st tabulation 
Listing of known variables N1,I,X(I),Y(I),XR(I),XM(I)






Clustering range around X(I) 
XST = X(I) - DISCR 
XPIN= X(I) + DISCR 
Clustering range around Y(I) 
YST = Y(I) - DISCR 
______YPIN= Yfll + D I S C R ___
Clustering gate si. 
 J = 1,N1  I
Yes
Y(J)-IFIN<0
ISAV(J) = I 
& Continue
Zero cluster counter 














if chain length 
exceeds dimension
Error flag 
if saved elements 
exceed dimension
Check the end of 





J ,Save elements JOH 
of higher index 
than J ; JSAV (.)
I Continue I
T  - -








Facility I,X(I),Y(I),clustered with facility J 





"Desired clustering has 
not been reached" 






DISCR = DISCR + DINC
Decrease clustering 
areas
DISCR = DISCR - DING
CHAPTER V 
ANALYSIS OP RESULTS
Some of the previous algorithms have been extensive­
ly studied by Leon Cooper and applied to 100 locational 
problems with 60 facilities and 4 central locations. In 
one of his research papers [12] he gives the following per­
cent deviation from the lower bound (ref; II.3.5, 111.2.2).
Table 5. Errors in Algorithms






Destination Subset 0.948 360.1
Random-De s t inat ion 2.518 367.2




In judging these methods we should not be comparing 
only the minimum sum of distances that they give, but mainly 
how fast they offer the correct set of satellites, as each 
of these sets gives the exact solution very rapidly and with
134.
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little memory requirement by applying algorithm IV. 1.1. With 
these criteria, the destination subset algorithm with the 
lowest mean percentage error is one of the poorest, while the 
variable grid algorithm is much better.
We should also look at the memory requirement and 
computing time, above 50 facilities the destination subset 
algorithm is not practical, above a few hundred facilities 
the random destination and random grid may reach the limit 
of memory space (around 1,000 bytes of memory is required for 
each facility with the random grid algorithm and linear con­
straints in the search for 5 central locations). For larger 
systems of many thousand facilities the use of the discrim­
ination algorithm is a necessity, it may rank poorly in mean 
percent error but it is the only method now available which 
can solve such a system.
The valuable grid algorithms and discrimination algo­
rithms have been mainly devised for large systems. However, 
to compare with existing algorithms they were tested for a 
set of 20 facilities and 3 central locations (Fig, 48). 
Then to compare the results in the case of a larger system 
it was applied to 125 facilities served by 3 centers. 
Because of computer time limitations it was not possible to 
make a more exhaustive study.
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Vol. RANDOM DESTINATION ALGORITHM 
Distribution of Distances
V.lolo Small System; n = 20, m = 3
500 Samples
Range
98.009 - 43.927 = 54.082
Number of classes
Sturges rule: k = 1 +3,3 log N10
k: number of classes to use 
N: total number of data 
k = 1 + 3,3 X 2,69897 = 1 + 8.9 ^ 10 classes 
Class interval
54.082/10 = 5 . 4082
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Table 6, Random Destination Algorithm 
Distribution of Distances 
Small System
Class Boundaries Frequency
1 43.927 - 49.335 53
2 49.336 - 54.743 154
3 54.744 - 60.151 97
4 60.152 - 65,559 80
5 65.560 - 70.968 56
6 70,969 - 76.376 26
7 76.377 - 81.784 17
8 81.785 - 87.192 6
9 87.193 - 92.600 5













Fig. 47. Random Destination Algorithm
Distribution of Distances 
Small System
The distribution of distances has a positive skew­
ness, the optimum assignment lies at 1.58 a from the mean, 
while poor assignments extend up to 3.86 c from the mean.
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Pig. 4-8 Random destination algorithm
N = 20 , M = 3
140
Vol.2» Large Systemt n = 125, m = 3
25 Samples
Range
6186.930 - 3323.594 = 2863.336 
Number of classes
k = 1 + 3.3 log 25 = 1 + 3.3 x 1.397941 o
Class Interval
2863.336/6 = 477.2226
Table 7, Random Destination Algorithm 
Distribution of Distances 
large System
= 5.6 = 6
• Class Boundaries Frequency
1 3323.594 - 3800.816 6
2 3800.817 - 4278.039 7
3 4278.040 - 4755.261 7
4 4755.262 - 5232.484 3
5 5232.485 - 5709.707 0
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Fig, 49, Random Destination Algorithm 
Distribution of Distances 
Large System
The distribution of distances has a positive skew­
ness, the optimum assignment lies at 1,34 o from the mean, 
while poor assignments extend up to 3,86 o from the mean.
The 25 iterations were made in 4 minutes 31 sec­
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Fig. 50 Random destination algorithm
N = 125 , M = 3
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V.2. RANDOM GRID LOCATION ALGORITHM 
DISTRIBUTION OF DISTANCES
V.2.1. Small System; n = 20, m = 3
100 Samples per Grid Division 
5 Grid Divisions from 3 to 7
Number of classes
k = 1 + 3o3 log 100 =1 +3.3 X 2 ^ 8 classes 
1 0
Table 8. Random Grid Location Algorithm 
Ranges and Class Intervals
Grid
Divisions Range Class Interval
3 116.045 - 57-769 = 63.2?6 63,276/8 = 7-9095
4 104.580 - 53.128 = 51.452 51.452/8 = 6,4315
5 108.658 - 50.847 = 57-811 57-811/8 = 7-2263
6 102.296 - 52.866 = 49.430 49.430/8 = 6,1787
7 • 119.858 - 61.436 = 58.422 58.422/8 = 7-302?
Total distribution
Number of classes: k = 1 + 3.3 log 500 s 101 o
Range: 119.858 = 50.84? = 69.011
Class interval: 69.011/10 = 6,9011
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Table 9« Random G-rid Location Algorithm 
Distribution of Distances 
Small System
Grid Division
c 3 4 5
j L
a P P P
8 r r rs Class e Class e Class ee
s Boundaries q Boundaries q Boundaries q
1 52.769- 60,678 22 53.128- 59.559 14 50,847- 58,073 5
2 60.679- 68.588 32 59,560- 65.991 21 58,074- 65.299 18
■3 68.589- 76,497 16 65.992- 72.422 22 65,300- 72.526 28
4 76,498- 84,407 8 72.423- 78.854 19 7 2.527- 79 ,752 20
5 84,408- 92,316 7 78.855- 85,285 11 79,753- 86,978 19
6 92,317-100,226 1 85.286-91.717 8 86,979- 94,205 5
7 100,227-108,135 2 91,718- 98,148 3 94,206-101.431 4
8 108,136-116,045 2 98,149-104.580 2 101,432-108,658 1
Mean: 70,727 Mean: 71,946 Mean: 73,414
Std, Dev, : 12.781 Std. Dev,: 10.920 Std. Dev. : 11.347
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Table 9» Random Grid location Algorithm 

























1 52.866- 59.044 61.436- 68.738 21 50.847- 57.748 36
2 59.045- 65.223 24 68.739- 76.041 37 57.759- 64.649 87
3 65.224- 71.402 31 76.042- 83,344 27 64.650- 71.550 136
4 71.403- 77.581 27 83.345- 90.647 5 71.551- 78.451 122
5 77.582- 83.759 1 90.648- 97.949 1 78.452- 85.352 62
6 83.760- 89.938 0 97.950-105.252 3 85.353- 92.253 27
7 89.939- 96-117 3 105.253,112.555 2 92.254- 99.154 12
8 96.118-102.296 1 112.556-119.858 4 99.155-106.055 10
9 106.056.112.956 3
10 112.957-119.858 5
Mean: 67.792 Mean: 78.153 Mean: 72.405


























50- Grid Division 
7
















50 100Sum of distances 
Fig. 510 Random Grid Location Algorithm
Distribution of Distances - Small System
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In this particular layout of facilities, whatever the 
grid division may be, the mean sum of distances, the standard 
deviation and the minimum sum are all larger than the ones 
found with the random destination algorithm* It took 43 
samplings to reach the minimum with the random destination 
method* With the random grid method only the division in 3 
offered a total number of grid points less than 20 and, in 
this particular case, the minimum distance was reached in 2 
samplings * The other grid division required an average of 
4? samplings before reaching optimum* This single problem 
is not enough to bear any definite judgment on the speed of 
the method except that it consistently gives larger error 
than the random destination algorithm; we must then consider 
that the random grid algorithm is inadequate for a small 
number of facilities* We will show that for a larger set 
this method becomes more and more efficient*
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Fig. 52 Random grid location algorithm
N = 20 , M = 5
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Vo2o2o large System; n = 125, m = 3 
25 Samples per Grid Divisions 
One Grid Division in 5
Range
6064.238 - 3387.996 = 2676.242 
Number of classes
k = 1 + 3.3 log 25 ^ 61 O
Class interval
2676.242/6 = 446.0403
Table 10. Random Grid Location Algorithm 
Distribution of Distances 
large System
Class Boundaries Frequency
1 3387.996 - 3834.036 6
2 3834.037 - 4280,076 6
3 4280.077 - 4726.116 4
4 4726.117 - 5172.157 3
5 5172.158 - 5618.197 5



















Figo 53. Random Grid Algorithm
Distribution of Distances 
Large System
The optimum assignment lies at 1,39 a from the 
mean, while poor assignments extend up to 2,08 a from the 
mean. It is to be noted that although the minimum sum of 
distances is nearly identical to the random destination algo­
rithm, the assignment is quite different. We must apply the 
exact re-location (IV, 1,1.) to find out vhat is the optimum 
method of the two.
The 25 iterations were made in 5 minutes 42 sec­
onds on an IBM 360/40 computer.
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Pig. 54 Random grid location algorithm
N = 125 , M = 3
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V„3o RANDOM GRID WITH LINEAR CONSTRAINTS
Vo3o 1. Small System, n = 20, m = 3
100 Samples per Grid Division 
5 Grid Divisions from 3 to 7
Table 11. Random Grid with Linear Constraints 




3 76,490 - 52.941 = 22.549 22.549/8 = 2,8186
4 73,176 - 46.781 = 26.395 26.395/8 = 3 ,2992
5 88,660 - 50,051 = 38,609 38.609/8 = 4.8261
6 81.441 - 54,283 = 27.158 27.158/8 = 3.3947
7 121.155 - 64.102 = 57.053 57.053/8 = 7.1316
Total Distribution




121.155 - 46.781 = 74,374 
74.374/10 = 7 o 4374
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Table 12o Random Grid with Linear Constraints 
Distribution of Distances 
Small System
Grid Division
I 3 4 5L
a F P F8 r r r
8 Class e Class e Class e
e
8 Boundaries q Boundaries q Boundaries q
1 52.941- 55.759 53 46.781- 50.080 7 50.051- 54.877 17
2 55.760- 58.578 15 50.081- 53.379 9 54.878- 59.703 24
3 58.579- 61.396 0 53.380- 56.679 21 59.704- 64.529 20
4 61.397- 64.215 5 56.680- 59.978 27 64.530- 69.355 15
5 64.216- 67.034 24 59.979- 63.277 11 69.356- 74,181 11
6 67.035- 69.852 2 63.278- 66.577 15 74.182- 79.007 7
7 69.853- 72.671 0 66.578- 69.876 5 79.008- 83.833 4
8 7 2.672- 75 ,490 1 69.877- 73.176 5 83.834- 88.660 2
Mean: 57.901 Mean: 58.767 Mean: 63.731
Std, Dev. : 5.368 Std. Dev. : 5.852 Std. Dev.: 8.708
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Table 12» Random Grid with Linear Constraints 





a P P P8 r r rs Class e Class e Class ee
s Boundaries q Boundaries q Boundaries q
1 54.283- 57.677 9 64.102- 71.233 30 46.781- 54,218 64
2 57.678- 61.072 28 71.234- 78.365 52 54.219- 61.655 154
3 61,073- 64.467 19 78.366- 85,496 17 61.656- 69.093 154
4 64.468- 67.862 16 85.497- 92.626 0 69.094- 76,530 81
5 67.863- 71.256 12 92.629- 99.760 0 76.531- 83.958 42
6 71.257- 74,651 10 99.761-106.891 0 83.969- 91.405 4
7 74,652- 78.046 2 106.892-114.023 0 91.406- 98.842 0
8 78.047- 81.441 4 114,024-121.155 1 98,843-106.280 0
9 106,281-113.717 0
10 113.718-121.155 1
Mean; 64,680 Mean: 74.576 Means 63.930




















































Sum of distances 
Pigo 55 o Random Grid with Linear Constraints
Distribution of Distances - Small System
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In th,is particular layout of facilities, the varia­
bility in the sum of distances is less with the random grid 
with linear constraints than with the random destination meth­
od. When the number of grid points is smaller than the number 
of facilities, the mean value of the sum of distances is de­
finitively improved (57«9 and 58.7 compared to 59o6). The 
optimum value of 46«781 obtained with a grid division of 4 
is still larger than 4 3 .92 7 given by the random destination 
method, however, the assignment in satellites is the same and 
consequently after final location with algorithm IV.1.1. 
the sum of distances will be identical.
It is interesting to note that when the number of grid 
points is too small the distribution becomes multimodal, for 
example, 2 modes appear at 54 and 65 for a grid division 
of 3. As the number of grid points increases the distribution 
gets skewed more and more to the ri^t; this is due to the fact 
that we take percentagewise fewer and fewer samples as the 
population increases. This fact explains why the random 
destination algorithm will not be efficient when used with a 
very large system, because it will then be necessary to take 
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Pig. 56 Random grid with linear constraints
R = 20 , M = 5
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IVo3o2o Large System, n = 125, m = 3 
25 Samples per Grid Division 
One Grid, Division in 6
Range
4922.980 - 3082.082 = 1840«898 
Number of classes
k = 1 + 3o3 log 25 ^ 61 o
Class interval
1840,898/6 = 306,8163
Table 13, Random Grid with Linear Constraints 
Distribution of Distances 
Large System
Class Boundaries Frequency
1 3082.082 - 3388,898 7
2 3388,899 - 3695,714 7
3 3695,715 - 4002.530 3
4 4002.531 - 4309,347 5
5 4309,348 - 4616,163 2
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Fig. 57. Random Grid with Linear Constraints 
Distribution of Distances
The optimum assignment lies at 1.33 a from the 
mean, while poor assignments extend up to 2.32 a from the 
mean. It is to be noted that for such a small number of 
samples, this method gives the best assignment of any other 
method. (8?S better than the randpm destination subset algo­
rithm). Moreover the spread of results is not so large, there 
is a drastic improvement in the value of the standard devia­
tion of the sum of distances: 504 compared to 750 for the
random destination subset algorithm. This improvement is 
easily understood by looking at Figure 40 where it is shown 
the possible irrationality of the sampling made with the ran­
dom destination method. When the set of N facilities in­
creases, the random grid with linear constraints will improve 
with it as it spreads the limited number of sampling points 
all over the facility space.
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Pig. 58 Random grid with, linear constraints
N = 125 , M = 3
Table 14
Random Grid with Linear Constraints versus Random Destination Subset AlgorithmApplication to 4 Different Systems 
N = 125, M = 3, 25 Random Samples
Computer: IBM 360/40 Printer: IBM 1403 N 1






Random Grid with 
Linear Constraints
Minimum sum of distances 3323.594 3082.082Mean sum of distances 4331,586 3754.705
-t Standard deviation of sum of1 distances 750.026 504.635
Exact minimum sum of •distances 3122.075 3000.712
Minimum sum of distances 3147.336 3290.181Mean sum of distances 4362.776 4277.913
O Standard deviation of sum ofC, distances 938.340 790.590
Exact minimum sum ofdistances 2890.957 ■ 2837.912
Minimum sum of distances 3048.011 3063.494Mean sum of distances • 3726.594 3779.001Standard deviation of sum ofJ distances 532.571 542.535Exact minimum sum of .distances 3061.424 3030.233
Minimum sum of distances 3010.937 3050.184Mean sum of distances 3987.171 3609.579Standard deviation of sum of4 distances 848.243 505.884












Vo4o VARIABLE DISCRIMINATION ALGORITHM
The discrimination algorithm is to be used viftien the
size of the problem is so large that it cannot be handled by
the computer facility because of the memory requirement»
Using FORTRAN to program all the previous algorithms 
made the tools easy to use with any make of computer; however, 
it drastically reduces our memory space» For example, a 
problem with 500 facilities could not be handled with our 
122K computer facility» At the national scale it is common 
to be faced with problems involving many thousands of facil­
ities; the discrimination algorithm can then be used to con­
dense this set to a smaller size of easier manipulation»
The simple variable discrimination program given on
page 235 to page 237 was used to cluster a set of 125 fa­
cilities into a set of 75, using a storage space of 1062 
bytes for the program and approximately 11.5 bytes per facil­
ity considered» When the facilities are not plotted it is 
difficult to guess correctly a good starting value for the 
discriminating power and its possible variations» It is 
wise to start with a large value of discriminant DISCR, 
large variation steps DING, and wide open tolerances 
NERRo With a very small number of loops; RLOOP, the inves­
tigator can rapidly see how the set behaves under the clus­
tering program; it is then easy to adjust properly the dis­
crimination argument, its variations, and the range of
162
tolerance for the expected subset » The program does not have 
a built-in system to compute the new weighted location, trans­
port rate and amount to be transported for the generated clus­
ter, an easily developed sub-routine could be devised to do 
such a computation; time was not available to develop it»
Figure ‘v9 shows the clustering effect of the algorithm 
as applied to our set of 125 facilities. It would be inter­
esting to apply any one of the previously developed algorithms 
to study the variation in total sum of distances and corre­
sponding loss in accuracy (if any) created by this clustering. 
It is to be noted also,, that with our available memory space 
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Fig. 59 Variable Discrimination Algorithm
CHAPTER VI 
CONCLUSION 
IV» 1 » Recommended Future Research
In the preceding chapters we covered some of the high- 
li^ts of the state of the art in some of the methods which 
have been used to solve the two dimensional locational prob­
lem in Euclidean space, and we expanded some new computational 
methods adjustable to large systems. When reviewing these 
methods we find many areas which would require further re­
search.
The analog method first appealed to the author many 
years ago while measuring electrical fields in oil well sur­
veying, but it must be granted that the method involves the 
possibility of large errors and is relatively inflexible as 
the facilities must be physically plotted and fitted with 
mechanical or electrical devices. It is undoubtedly possible 
to find a better instrumentation and technique but the analog 
method will remain cumbersome and will have mostly a demon­
stration purpose.
Very little has been done with the geometric method 
in the case of multiple vertices, althou^ historically it
164
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was the first one to he developed for few vertices. It is 
to be noted that many complex problems in the field 
of mechanics or electricity may be solved graphically with 
enough accuracy for practical purpose. The author has tried 
many geometrical constructions to reduce the force closure 
vector by a hopefully convergent procedure but to date 
nothing of value has been found.
The drawing of isodapanes and the mapping of costs 
has been undertaken on a digital computer but all the results 
presented in the literature show painfully hand-drawn curves 
from points of equal costs plotted by the computer. It seems 
quite feasible to devise a Calcomp plotter sub-routine for 
example, to trace and interpolate automatically these curves.
In the iterative algorithm of the algebraic solution 
as applied to one central facility we could have used the con­
ventional approach of varying X to reduce ôC/ôX, then 
modify Y to reduce a 0/a Y and continue the process hope­
fully toward convergence, however, the optimum may be too long 
to reach or may be missed altogether if the steps are not ade­
quate and these steps cannot be defined a priori without having 




Figo 60 o Convergent Iterative Process
We preferred to use a method which starts at the weighted 
mean of distances and it has successfully converged all the 
time, however, no formal proof of this convergence is still 
available«
Moreover, we have found that the starting value we 
used may be far from the optimal location in case of wei^t 
dominance, we should then consider the use of a more heavily 
weighted arithmetic mean to encompass for this error « For 
example, it would be interesting to study the optimum value 
of the power k > 1 in the following starting values so as 
to obtain an accelerated convergence or even a good enough 








It is probable also that the use of the Holder in­
equality could lead us to a more restrictive bound than the
Itringle inequality.
Quite a number of non-linear problems are success­
fully solved by the use of geometric programming. It has 
been previous,ly demonstrated that the method could solve 
exactly the single-center locational problem. In practice, 
however, the method becomes rapidly infeasible because of 
the very large degree of difficulty encountered, even with 
relatively small systems.
The constrained problem has been mentioned but no 
exact solution computationally attractive has been found to 
date with the Lagrangian or Khun-Tucker methods.
In the study of multiple central facilities we tried 
to develop a few algorithms computationally attractive for 
the case of large systems. Because of time and computer
168
expenditures limitations we barely developed and tested three 
algorithms and the very few cases run were not enough to sta­
tistically prove the superiority of the variable grid algo­
rithm with linear constraints over the random destination 
algorithm in the case of large systems. It seemed that above 
100 facilities the variable grid with linear constraints 
gave a better allocation in less time and with less spread 
in results than the random destination algorithm but this 
statement must be supported by future substantial statistics 
and further research,
VI,2, Summary
In Table 1 of the introductory chapter we had listed 
most of the types of locational problems we are faced with in 
practical life. In our study we limited ourselves to the ex­
pansion of some computational techniques applied to large 
systems of facilities located in a discrete space and inter­
connected by Euclidean distances. Even under such drastic 
limitations we only developed three new methods: the random 
grid location, the random grid with linear constraints and the 
variable discrimination algorithms. The testing and de­
bugging of these programs are complete, but due to limitations 
in time and computer expenditure the complete statistical 
study of results is quite incomplete.
Our effort is not in vain however, and adds to the 
multiple research done in locational theory. We may look
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down on the analogue methods of solution hut In some practical 
problems these, are the only techniques self-explanatory to 
management and of recommended use by Haley [30] in 1963 or 
Eilon and Deziel [22] in 1966»
Some researchers, on the other hand, are very oriented 
to theory and try to reduce the locational problem to a more 
manageable mathematical model, or to connect it more closely 
to the extensively studied transportation and transhipment 
problems [3] [25] [29]»
For some other researchers, an approximate answer is 
quite sufficient for the practical use it will be made of it* 
Although it has been shown that the definition of the center 
of mass is erroneous, it will give in practice a result with 
acceptable accuracy, mostly if there is no undue weight dom­
inance or extreme locations* The optimal location in the case 
of one center is then found at the intersection of the 
weighted arithmetic means of the demand points along two 
orthogonal axis and the problem is identical to the definition 
of the center of gravity of a two-dimensional object in me­
chanic [19] [44]o
When faced with equations of implicit nature, some 
researchers will try to find some heuristic algorithms, that 
is to say some numerical methods of iterative or simulative 
nature contributing to a reduction in the average search for 
the optimum solution* This is the method that I have adopted 
because it is flexible enough to adjust to all the problems
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and realistic enough to approach real life problems. Some 
of these methods are presented in the literature [lo] [24] 
[35] [50] [53], and although they are logically complete they 
require extensive programming and testing to be duplicated by 
a potential user. Some of these heuristic methods may even 
attempt some non-linear cost functions or some large systems 
[ 24] o Most of these methods have some simplifying assump­
tions: Kuehn and Hamburger [35], as well as Feldman, Lehrer
and Ray [24] read in all the potential central locations 
sites and use the add or "Drop" approach to eliminate the 
ones which are not economically interesting transportation- 
wise; they may even consider some unified transport rates 
which are far from real world situations. Nor do any of 
them take into account the type of road system, inacces­
sible areas, labor costs and site costs, etc,, but even with 
these drastic restrictions the results could be useful, but 
it is the extreme exception rather than the rule when the 
computer program is made public [18],
Up to now, we have not even mentioned the very im­
portant case in udiich the elements to service are so numerous 
that they may be considered as part of a continuum with a 
given density per unit area. This is the case for example, 
of locating city service centers and is of very practical 
nature, Some approaches to this problem have been treated by 
Witz gall [56] in the case of a Manhattan metric of streets 
and perpendicular avenues, or in the case of a city beltway
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and radial streets. For example, a computer program in 
FORTRAN was devised [5?] to locate a central facility serving 
a polygonal demand distribution that is a superposition of 
many distributions each bounded by a polygon with constant 
density inside and vertices following in counterclockwise 
direction.
Y = 0,500 00
1
0.250,15
Figo 61 o Example of Polygonal Demand Distribution 
Location of Central Facility
The locational problem in Manhattan metric has a 
great potential application in optimal plant layout and has 
been studied, for example, by Bindschedler and Moore [5] [44] 
and a computer program devised by Armour [ 1] to mention just 
a few.
In our study we have always assumed a value of m, 
without knowing if it were the most appropriate and the one 
leading to an absolute minimum cost. Bender, Goldman and 
Levin [4] [39] have done some research in that area to find 
the necessary "degree of centralization" that is the optimum
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number of centers to be located in a given area»
Our study was considering only a two-dimensional space 
with each facility bearing 2 attributes of cartesian coor­
dinate location; however, in numerous practical problems of 
sorting and classification it is common to find elements with
multiple characteristicso In taxonomy for example, n
species may be scored for m characters. In these partic­
ular problems it is desirable to cluster large number of 
objects, symbols or persons into smaller numbers of mutually 
exclusive groups, each having members that are as much alike 
as possible. In two dimensional space our Euclidean distances 
represented the minimization of weighted sum of squares about 
the group mean. Similarly in multi-dimensional space we will 
consider the minimization of the function;
n m
1 = 1
and it represents the "loss of information" as reflected by 
the error sum of squares. This cluster analysis is very com­
mon in social sciences, psychology, biology and marketing.
Much has been written on this subject but we will mention just 
a few [27] [2] [20]» The theory is very nicely covered by 
Cooper [14] and a selection of computer programs to solve this 
generalized locational problem are available [6] [49] [40] «
Even thou^ the amount of literature is impressive in 
the field of locational theory and spans over many centuries
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of research little has been achieved. The geometric solution 
did not lead to anything of much value, the proof of a con­
vergent algorithm has never been done completely [34] and the 
various investigative algorithms become rapidly impossible 
over few hundred facilities. The main goal of this disserta­
tion was to decrease the computational requirement of some of 
the methods. The variable grid algorithms and the variable 
discrimination method allow the condensation of a very large 
set into a smaller one easier to manipulate. In the process 
of agglomeration some of the information is lost and the final 
solution may be only suboptimum; however, the result will be 
better than nothing at all. In multi-dimensional problems 
the variable grid algorithms will also be applicable, the grid 
points will be multi-dimensional and the linear constraints 
will be changed into planes and hyperplanes; similarly the 
discrimination algorithm will have to screen through all the 
attributes to condense close points, Althou^ we limited 
ourselves to discrete space and Euclidean distances, it would 
be a great engineering achievement to compile in an orderly 
manner all. the accomplishments in the field of locational 
theory into a set of tools directly and easily available to 
the practicing engineer, economist or social and government 
worker.
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APPENDIX
COMPUTER PROGRAMS FOR THE 
LOCATION OP CENTRAL FACILITIES
The following programs have been written in FORTRAN IV 
with control cards for the IBM 360/40 or the IBM 1130 computers,
Please refer to the comment cards to modify the di­
mension statements according to the size of the problem* The 
input/output codes for R(Read) and W(Write) should also be 
changed to fit the available computer connections* Note also 
the format input, and punch the data accordingly* The termi­
nology of variables is given on the Comment cards*
The appendix includes the following programs:
1 - Location of one central facility
1A - Location of one central facility in case of
weight dominance
2 - Destination subset algorithm, one facility is
used as central location
3 - Random destination subset algorithm
4 Random grid location algorithm
5 - Random grid with linear constraints
6 - Variable discrimination algorithm
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ONE CENTRAL FACILITY 
HEURISTIC algorithm
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FORTRAN IV G LEVEL I, MOD 3 MAIN DATE 04/13/30 RA3F 0301
C LOCATION OF ONE CENTRAL FACILITY SPRING 1969
C DEFINITION OF MACHINE INPOT/OUTPUT :R READ
C W W RITE
INTEGER R,W
C CHANGE THE DIMENSION CARD IF MORE THAN 1000 FACILITIES ARE CONSIDERED
DIMENSION X I 1000),Y(1000),XR{1000) ,XM( 1000) ,D( 1000),CI1000)
R=5 
W = 6
C READ N :NUM8ER OF FACILITIES
C ERR:ADMISSIBLE DISTANCE ERROR IN LOCATING A CENTRAL FACILITY
C r e m a r k  :THE MACHINE WILL STOP AFTER ITER ITERATIONS IF OPTIMUM IS NOT Y
C REACHED
READIR, 10) N,.ERR, ITER • . .
10 FORMAT!I 10,F 10.0,110)
C READ VARIABLES X (I ),Y (I ): CARTES I AN COORDINATES OF FACILITIES
C X R I I ):TRANSPORT RAIE ON PGUTE I




30 FORMAT{IHl,//,35X,15HLOCATION OF THE,I5,2X,lOHFACILIT]F S ,//,24X,
1 2 IHCARTESIAN COORD I N A T E S ,6X ,I 4HTRAMS PORT RATE , 3X,IIHQJA NT ITY TO,/,
2 69X ,9HTR ANSPORT,/,27 X ,IH X,14X,1HY ,15X ,I H R ,14 X ,IHM,//)
DO 40 1=1,N
WRI TE(W ,35)I,X(I ),Y (I),X R {I ) ,X M (I )
35 FORMAT { 13X,2HI=, 15,F13.3,F15.3,F14.3,F16.3)
40 CONTINUE 
WRITE!W,50)
50 FORMAT!1H1 ,//,35X, 32HL0CATI0N OF ONE CENTRAL F AC IL1TY ,/,30X,
















C COMPUTE EUCLIDEAN DISTANCES TO CENTRAL FACILITY
70 DO 80 1=1,N
80 D(I)=(((XC-X(I))**2)+(!YC-Y!I))4*2))**0.5 
C COMPUTE TOTAL TRANSPORTATION COST: SC
SC=0.0 









110 FORMAT(3X,1SHLDCAIION OF THE,/,3X ,16 HCENTRAL FACILITY, 2X,F12.3, 
1F15.3,7X,E15.7,/, iX,OHAT THE,14,IX,9HITFRAT1 O N )
WRITE!W,115)
115 FORMAT!1H1,//,34X,34H0ISTANCES AND TRANSPORTATION COSTS,/,40X, 
123HT0 THE CENTRAL FACILITY,//,35X,8H0I5TANCE,11X, 
219HTRAMSPORTATEON COST,//)
DO 113 I=1,N 
WR1TE{W,116) I,D1 I ),C(I)
116 FORMAT!13X,2HI=,I5,F23.3,F25.7)
113 CONTINUE
GO TO 1000 
120 WRITE(W,130)XC,YC,SC 
130 F0RMAT!2 1X,F12.3,F15.3,7X,E15.7)

















K = K+1 
GO TO 70 
1000 CALL EXIT 
END
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LOCATION OF UNE CENTRAL FACILITY 
CARTESIAN COORDINATES - EUCLIDEAN SPACE
Y TOTAL TRANSPORTATION COST
LOCATION OF THE 
CENTRAL FACILITY 
AT THE '24 ITERATION
5 5 6 . 2 7 4  
477.053 
487.000 
5 0 9 . 7 5 0  
5 2 7 . 1 4 9  
539.161 
5 4 7 . 2 9 6  
5 5 2 . 7 7 9  
5 5 6 . 4 6 7  
5 5 8 . 9 4 5  
560.602 
561.718 
5 6 2 . 4 7 4  
5 6 2 . 9 7 9  
563.315 
5 6 3 . 5 4 2  
5 6 3 . 6 9 3  
5 6 3 . 7 9 0  




5 6 3 . 9 7 4
563.983
323.658
1 4 1 . 9 8 0
8 8 . 9 4 0
7 0 . 0 2 7
5 8 . 7 3 1
50.929
4 5 . 5 1 3
41.794
3 9 . 2 6 0
3 7 . 5 4 2
36.382
35.602
3 5 . 0 7 8
3 4 . 7 2 2
34.484
3 4 . 3 2 4
34.217
34.145
3 4 . 0 9 9
3 4 . 0 6 7
3 4 . 0 4 5
3 4 . 0 2 9
34.019
34.013
0 . 4 8 5 0 9 7 5 E  10 
0 . 4 1 7 0 S 2 4 E  10 
0 . 4 0 8 0 1 6 2 E  10 
0.40380I5F 10 
0 . 4 0 0 9 9 0 5 F  10 
0.3991098E 10 
0 . 3 9 7 8 5 4 6 E  10 
0.3970146E 10 
0 . 3 9 6 4 5 3 2 E  10 
0.3960774E 10 
0 . 3 9 5 8 2 5 8 F  10 
0 . 3 9 5 6 5 6 9 E  10 
0 . 3 9 5 5 4 3 2 E  10 
0 . 3 9 5 4 6 7 0 E  10 
0 . 3 9 5 4 1 5 8 E  10 
0 . 3 9 5 3 3 1 9 E  10 
0.395359?E 10 
0 . 3 9 5 3 4 4 4 E  10 
0 . 3 9 5 3 3 4 1 E  10 
0 . 3 9 5 3 2 6 7 E  10 
0 . 3 9 5 3 2 2 2 E  10 
0 . 3 9 5 3 1 9 3 F  10 
0 . 3 9 5 3 1 7 0 E  10























































































0.711841 IE 08 
0. 1221 568E 08 
0.47 4713 4E 08 
D.2381829E 08 

















ONE CENTRAL FACILITY 
CASE OP WEIGHT DOMINANCE
189
LOCATION OF THE 3 FACILITIES
CARTESIAN COORDINATES TRANSPORT RATE QUANTITY TO
TRANSPORT
X Y R M
1= 1 11.000 2.000 1.000 10.000.
1= 2 4,000 1.200 1.000 5.000
1= 3 1.500 5,500 1.000 3.000
LOCATION OF ONE CENTRAL FAC ILITY
CARTESIAN COORDINATES “ EUCLIDEAN SPACE
Y TOTAL TRANSPORTATION COST
I"
LOCATION OF THE 
CENTRAL FACILITY 























DISTANCES AND TRANSPORTATION COSTS 
TO THE CENTRAL FACILITY 
DISTANCE TRANSPORTATION COST
1= 1 0.029 0.292
1= 2 7.016 35.083
1= 3 10.096 30.288
190
ONE CENTRAL FACILITY 
DESTINATION SUBSET ALGORITHM 
ONE FACILITY IS USED AS CENTRAL LOCATION
191
FORTRAN IV G LEVEL 1 ,  MOD 3 , MAIN DATE, 2 0 / 5 1 / 0 0  P&5E 0001
C LOCATION OF ONE CENTRAL FACILITY SPRING 1969
C THE DESTINATION SUBSET ALGORITHM
C ONE TACTLITY- I S"'US ED'-AS X E N T  RA1"T0CAY ION "   ..
C DEFINITION OF MACHINE INPUT/OUTPUT: R READ
_C ___  _ _  W WRITE _ ___ ___
INTEGER "RVW .... ....  .... .... ......
C CHANGE THE DIMENSION CARD IF MORE THAN 50 FACILITIES ARE CONSIDERED
DIMENSION XI 50),Y{ 50),XRI 50),XM( 50)
R= 5 '..... .........  ....
W=6
READIRplOIN 
10 FORMA I (110)
C READ VARIABLES X {I),Y l I ) : CARTES I AN COORDINATES Or FACILITIES
C X R i n : TRANSPORT RATE ON ROUTE I
C“  ...  . XM ( I ) : QUA NT TTY TO " TR ANS PORT ON' ROUTT'T ^
READIR,20)(X(I),Y(I);XR(I),XMII),I=l,N)
20 F0RMAT(4FL5.0)
WK IT t ( W j 30 )
30 F 0 R M A T ( 1 H 1 , / / , 3 9 X , 3 2 H L 0 C A T I 0 N  OF ONE CENTRAL F A C I L I T Y , / , 4 1 X ,
128HDESTINATI0N SUBSET ALGORITHM, / ,35X,40HONE FACILITY IS USED AS C 
2'E N T R A C  LOC ATT 0 N ,7 / , 2  ITfZl HCARTE SI /\N"COOR D Ï NAT ESV6X7r4h'T RAN SPORT T;'A~ ' 
3 T E , 3 X a i H Q U A N T I T Y  T O , /, 72X,.9HTRANS PORT, / , 29X, IHX, 14X,  1HY, 13X, 1HR,  
415X,1HM,//)
DCr̂ 40~”l = Ii‘N—  --------------------------------------------------
W R I T E ( W , 3 5 ) I , X ( I ) , Y ( I ) , X R ( I ) , X H ( I )
35 FORMAT!13X,2Hi = ,I 5,F 13»3 V FI 5»3,F 14c3,F 16,3)
“4CTX0NÏINÜË-------------------------------------------------------------------------
WRITE{W,50)
50 FORMAT!1HI,//,39X,32HLQCATI0N OF ONE CENTRAL F A C I L I T Y ,/,35X,
r3’9HCAmES'I'ATrX00RDINATES~-''FDCrTD'EXiN~SPA‘CE77r417V2'8flDF5TrNATTnN’3 U ~  
2BSÈT ALGORITHM, / ,35X,40H0NE FACILITY IS USED AS CENTRAL LOCATION,
- 3//,26X,2BHCENTRAL FACILITY COORDINATES,6 % , 25HT0TAL TRANSPORTATION
4 C0 ST 7/ , 3 2X , 1HX714X7T 2 4 1 HC77V )-----------------  '
CSAV=0,0 







^WRTTEW70TJ7XTT)7~YTJ)“,'C--------------------------------------     ' "
7 0  F 0 R M A T 1 1 5 X , 2 H J = , I 5 , F 1 4 . 3 t F 1 5 o 3 , F 2 5 . 3 )
I F I J - l ) 8 0 , 9 0 , 8 0
" BO -TFI CT̂ C S A V ) 9 0 7 10Ü 71Ü0---------------------------------------------------------------------------------------------
90  CSAV=C 
JSAV=J
'10 0“ C 0NTTNÛ E-------------     “
WRITE(W, 1 1 0 ) J S A V , X ( J S A V ) , Y ( J S A V ) t C S A V  







ONE CENTRAL FACILITY 
]N SUBSET ALGORITHM 
■ ÜSED'~AS"CENTRAL'"L'QÜA
TRANSPORT RATE




X Y ■ "  : "  ■
"TRANSPORT 
T  M
1= 1 7.190 5.490 1.000 2.000 i
1= 2 9,070 9.940 1.000 2.000- 3 4.6T0 ■ ...”6.490' 1.00Ü 270 OCT" 3
I = 4 4.940 8.250 1.000 2.000 11= 5 0.470 0.690 1.000 2,000 1
x= 6 "ôTiao ....  3 :, 57 0 i.ooo 2.000
1= 7 1. 130 9.810 1.000 2.000
1= 8 6.000 4.360 1.000 2.000
1 = 9 8.230 ’ "■ ■ "87060 ■ I.ooo 2 .000 1
1= 10 9.600 9.280 1.000 2.000 1
1= 11 3.460 9.680 1.000 ; 2.000
■" ■ r=' 1 2 ~  “ " 2 7 3 1 0  ■ 0.39Û I.ooo . 2.000 11= 13 2.530 4.570 1.000 2.000 1
1= 14 4.440 7.990 1.000 2.000 1
1= 1 5  ' 8.530 - - 1.490 " ... _ tTOO'O 2.000
1= 16 2.290 7.030 1,000 2.000 11= 17 8.830 7.120 I.ooo 2.000 1r= ..18' . ... ' 2T62 0 ■ 9.410 1,000 ■ 27000 1
1= 19 3.820 2.420 1-000 2.000
1= 20 7.550 1.970 1.000 2.000
193
LOCATION OF ONE CENTRAL FACILITY 
CARTESIAN COORDINATES -  EUCLIDEAN SPACE
------------DE-STI/TATrDN^“SWSET'~AL'GO'RTTHM





“TOTAL TR'ANSFORTAT1 DN"CÜ. 
C
1 7.190 5.490 169.706
J= 2 9.070 . 9.940 250.014
J= 3 ■ -  4;6I0 ■■■ 6.490 . .... .... ..... ■ 15 579 55"
J= 4 4.940 8.250 169.834
J= 5 0.470 0.690 302.881
J= 6 ......'6.180' ..- 3.5T0 177.446
7 1.130 9.810 254.922
J= 8 6.000 4.360 165.387 .
9 '8.230....... " ■■8.060 ..-■"' ■ ■■ ■■■■•■■ rOBTJl'i
J= 10 9.600 ■ 9.280 248.497
11- 3.460 9.680 . 208.244J= " . ...2.310 ' 0.390---  - .... 77476167 '
J= 13 2.530 4.570 190.018
14 4. 440 7.990 167.346
15" 8.530 ■ ""i;490 ..... 254.922
1 J= 16 2.290 7.030 189.366 Îi. ■ ■ ■ J= 17 8.830 7.120 203.038 5
J~ rs 2.620 9.410 • ...  ..213.579 " ' " ;
j= 19 3.820 2.420 204.816
20 7.550 1.970 225.7131
I CENTRAL LOCATION 




MULTIPLE CENTRAL FACILITIES 
RANDOM DESTINATION SUBSET ALGORITHM
195
..Fortran: IV. G level i. mod i main____________  date 05/33/55________ _̂_____ page odji
c LOCATION OF MULTIPLE CENTRAL FACILITIES SPRING 1969
C THE RANDOM DESTINATION SUBSET ALGORITHM   _ _ _ _ _  _ _ _ _ _ _
C DEFINITION OF MACHINE INPUT/OUTPUT : R RFAD
C W WRITE
C CHANGE THE DIMENSION CARD IF MORE THAN 20 FACILITIES ARE CONSIDERED
C CHANGE THE DIMENSION CARD IF MORE THAN 5 CENTRAL LOCATIONS ARE DESIRED
DIMENSION XI ?0)|Y{ 20),XR( 2 D ) , X M ( 20) _____ _________________
DIMENSION DOLDI 20),0NEW( 20),SOLDI 20),CNEW( 20)
DIMENSION JOSAVI 20),JNSAVI 2D),I0SAV(. 5),INSAV( 5)
DIMENSION RADI 20),XC( 5),YC( 5),D( 20, 20)
R = 5 
W-6
TERMINOLOGY OF VARIABLES
C N : NUMBER OF FACILITIES
C M ;NUMBER OF CENTRAL FACILITIES
C - ITERA :NUMBER OF ITERATIONS IN RANDOM SEARCH OF FACILITIES
C XII),Y{I)rCARTESIAN COORDINATES OF FACILITIES
C XRII) :TRANSPORT RATE ON ROUTE I
C . XMII) ;QUANTITY TO TRANSPORT ON ROUTE I
C D O L O d ),DNEWI I):OLD AND NEW EUCLIDEAN DISTANCES FROM FACILITY I TO
C OPTIMUM CENTRAL LOCATION
C SOOLD,SDNEWiOLD AND NEW SUM OF DISTANCES TO THE CENTRAL FACILITIES
C . COLD(I),CNEW(I):OLD AND NEW TRANSPORTATION COSTS FROM FACILITY I TO .
C OPTIMAL CENTRAL LOCATION
C SCOLD, SCNEWrOLD AND MEW SUM OF TRANSPORT COST TO THE CENTRAL FACIL ITYj
C JOSAVII),JNSAVII):OLD AND NEW CODE NUMBER ALLOCATION OF THE FACILITY
C lOSAVI J) fINSAVn ) .'OLD AND NEW CODE NUMBER OF THE RANDOMLY SELECTED
C CENTRAL LOCATION
C RAINC :CLASS WIDTH ON CUMULATIVE DISTRIBUTION OF LOCATIONS
C RADI I) :CLASS BOUNDARIES ON CUMULATIVE DISTRIBUTION OF LOCATIONS
C ■ KITER ; ITERATION COUNTER ' ̂ ■ ________
C YFL :PANDUM NUMBER BETWEEN 0 AND 1.000
C XC(J),YC(J) ICARTESIAN COORDINATES OF RANDOMLY SELECTED CENTRAL
C FACILITIES
C D(I,J) : EUCLIDEAN DISTANCES FROM FACILITY I TO CENTRAL LOCATION J |
READIR,10)N,M,ITERA ,
10 FORMAT! 31 10)   ■ ̂ v-: / :■  ; ■ V . / '' - v ■'
READIR,2 0 ) (XI I),Y(I),XR(I),XM(I),I = 1,N)
20 FORMAT(4F15.0)
_C______ FIRST TABULATION: LIST GIVEN VARIABLES________________________________________
VfRITE(W,3D) M,N :/
30 FORMAT!1H1,//,35X,39HL0CATI0N OF MULTIPLE CENTRAL FACILITIES,/,
137X, 35HP.ANDOM DESTINATION SUBSET ALGORITHM,//,43X^13,IX, M
21WHCENTRAL F AC I L I TI E S, / , 4'6X , I 5 ,1 X , IDHF AC I L I T I ES , //, 24X ,
321HCARTESIAN COORDINATES,6X,14HTRANSP0RT R ATE,3 X ,11HQÜANTITY TO,/,
4 6 9 X,9HTRANSPORT,/ ,27X,IHX,14X,1HY,15X,IHR,I4X,IHM,//)
DO 36 1=1,N
WRITE.(W,35) I,X(I),Y ( I ),XR(I),XM{1 ) 
35 FORMAT (10X,3HI = , 15,4(4X , F11.3 ) )
36 CONTINUE
























DEFINITION OF CLASS INTERVALS FOR 0 TO 1
INTEGERS
XN = N
RANOUM NUMBER DEFINING THE 0 TO N
RAINC = 1 . 0 / X N  
DO 50 1=1,N ,
XI = I ..
' c
50 R A D I I )=XI*RAINC










RANDOM CHOICE OF M CENTRAL FACILITIES
DO 100 J=1,M






1  INSAV(J)=I 1 




CHECK THAT RANDOMLY CHOSEN FACILITY HAS 
LOCATION
NOT BEEN ALREADY PICKED AS c e n t r a l
83
DO 34 KJ=1,K








1  c COMPUTE ARRAY OF EUCLIDEAN DISTANCES TO 
DO 110 1=1,N 
DO 110 J=1,M
RANDOMLY CHOSEN CENTRAL F A C I L I TI ES
110 0(I,J)=((IXC(J)-X(I))**2)t((YC(J)-Y|I))**2))**0.5 
C FOR EACH FACILITY SELECT THE CLOSER CENTRAL LOCATION (IF DISTANCE IS ZERO
C IT MEANS THAT THE FACILITY HAS BEEN CHOSEN AS CENTRAL LOCATION) V _



























TITLE OF SECOND TABULATION 
WRITE(W,200)
200 FORMAT(1HI,//,37X,35HRAND0M DESTINATION SUBSET ALGORlTHM,/,34X, i 
141HiDISTR I3UTI0M OF TOTAL DISTANCES AND C OS T S , / /, 31 X, 9H I T ER.AT I ON , 
25X,14HSUN OF OPTIMUM,5X,16HSUM OF TRANSPORT,/,32X,6HNUMBER,9X, ■ ;
c
210
39,HDI STANCES, 12X, 5HC0STS,//)




IF THIS IS THE FIRST ITERATION REPEAT RANDOM CHOICE ANOTHER TIME




CHECK IF NEW CHOICE OF CENTRAL FACILITIES GIVES’BETTER RESULTS
IF ISCNFW-SCÜLD>240,240,2 70 j
SDOLD=SDNEW
SCULO=SCMEW . : i 
. DO 250 1=1,N . . .








lOSAVI J)=1NSAVIJ) '■ ...I
.GO TO 6 0 ’ . . . .4;;/




FORMAT!1H1,//,37X,35HRAN03M DESTINATION SUBSET ALGORITHM,/,35X, 
124H0PTIMUM ALLOCATION AFTER, I 5,1X,10HITERATI O N S ,//,35 X ,






F0RMATI44X,2HJ=, 14, 8X, 2HI = , 14)
CONTINUE'
300
WRITE IW, 300) ' . :! 
FORM ATI//,46X,13HGPTIMUM ALLOCATION,//,13X,T9HF A C I L I T I E. S, 1 
IlOX,16HCENTPAL LOCATION,6X,11H0ISTANCE TO,7X,14HTRANSPDRTATION,/,
i • 212X,6HNUMBER,4X,21HCARTFSIAN COORD 1MA TES,9X ,4HC0DE,I l X , 
r 316HCENTRAL L OCAT I O N , 9 X , 5HC0 S T S , / , ? 5X , IHX , 13X, H V  , / / )
! WRTTE(W,310) ( I ,X(I ) ,Y ( I) , JOSAVI I) ,.DOLD( I ) , COLD ( I) , I = 1 , N )














3 CENTRAL FACILITIES 
20 FACILITIES
CARTESIAN COORDINATES TRANSPORT RATE QUANTITY TO ; 
TRANSPORT
X Y R M
1 7. 190 5.490 1.000 2.000 / .
2 9.070 9.940 1.000 : 2.000
3 4.610 6.490 1.000 2.000 ;
4 4.940 8.250 1.000 2.000 i
5 0.470 0.690 1.000 2.000
6 6.130 3.570 1.000 2.000
7 1,130 9.310 : 1.000 _^,T^C2.000 . j
3 6.000 4.360 1.000 \ 2.000 1
9 8.230 .8.060 1.000 2.000 : Vi
10 9.600 9.280 1 .000 2.000
11 3.460 9, 680 1.000 2.000
12 2. 310 0.390 1.000 2.000
13 2.530 4.570 1.000 V \ : 2.000 i
14 4.440 7.990 1.000 .:.V :,2.000 , T
. I = 15 8.530 1.490 1.000 2.000 T
16 2.290 7.030 1.000 2.000
17 3.830 7.120 1.000 2.000
13 2.62 0 9.410 1.000 2.000
I = 19 3.320 2.420 1.000 . 2.000 V






• ITERATION SUM OF OPTIMUM SUM OF TRANSPORT
NUMBER DISTANCES COSTS
1 0.4946BOE 02 0.989361E 02
2 0 . 6 2 2 9 4 2 E 02 0.12 4589E 03
3 0 . 5 1 2 4 2 8 C 02 . . 0.102486E 03
4 0.522075E 02 0 . 1 04415E 93
5 0.573191E 02 0.114633E 03 i
6 0.62999BC 02 0 . 1 2 6 0 0 0 E 03 / .. :
7 0.43233 31' 02 0 . 9 Ô 4 6 6 8 E 02 ' <
R 0.626795E 02 0.125359E 03
9 0.444866 E 02 0.889732E 02
10 0 . 6 2 2 8 6 0 F 02 0.124572F 03
11 0.606394E 02 0.121270'-
12 0.810183E 02 n •
13 0 . 6 3 3 4 0 1 E 02
14 0 . 4 6 4 8 ? ' "
15 ''
16
__/ c ■ 03
. U . 9 8 6 4 4 7 E 02
0. 120742E 03  ̂ . J
. f+t 02 0. 138539E 03
V.499599E 02 0.99919SE 02 1
. 0.597973E 02 0. 119595E 03 I
479 0.7008S5E 02 0 . 1 4 0 1 7 7 E 03 ' ■ ■ ■ :. J
480 0.599969E 0 2 0. 119994E 03
481 0.552149E 02 0. 110430E 03• 482 0.533724E 02 0. 116745E 03
483 0.540727F 02 • 0 . 1 0 8 1 4 6 E 03 !
484 0.499599E 02 0.999198E 02
■ 485 : . 0.582791E 02 : 0.116558E 03 .
486 0.542777F 02 0.108556E 03
437 0.5 25173E 02 0. 1050 3 6 E 03
488 0.655060E 02 0.131012F 03
489 0.490505E 0 2 0.98101 IE 02 ■
490 0.622432E 02 0.1244S6F 03 i
491 ■ 0,558385E 02 ■ 0.111677F 03 . ■ ■ ■ /-'T;
492 0.530840E 02 0. 1061.68E 03 , . 1
493 ■ 0.491263E 0 2 0.982527F 0 2 . - A
494 0.716451F 02 0. 143290E 03 1
495 0 . 5 2 8 7 8 0 E 02 0. 105756E 03
496 0.536986E 02 0. 107397E 03 :
497 0.590B59E 02 0 . 1 1 8 1 7 2 E 03
498 0.6009D3E 02 0.120182E 03 ,  ̂ 44
499 0 . 8  18133E 02 0.163627E 03
500 0 . 7 0 2 4 B 4 E 02 0. 140497E 03
■ =
RANDOM DESTINATION SUBSET ALGORITHM 
OPTIMUM ALLOCATION AFTER 500 ITERATIONS













F A C I L I T I E S CENTRAL LOCATION DISTANCE TO TRANSPORTATION
NUMB ER CARTESIAN COORDINATES CODE CENTRAL LOCATION COSTS
X Y
1. ■
1 7.190 5.490 2 0.231225E 01 0 . 462450E 01
2 9.070 9.940 2 0 .283019F 01 0 . 566039E 01 t\3O
3 4.510 6. 490 1 0.150960E 01- 0.331921E 01 O
4 4.940 8.250 1 0.563560E 00 0 . 112712E 01
5 0.470 0.690 3 0.377033E 01 : 0.754066F 01
6 6.180 3.570 3 Q.26252SE 01 0.525055E 01
7 1.130 9. 810 1 0.377737E 01 0. 755473E 01 ■
« 6.000 4. 360 3 ; 0.291822E 01 0 . 583644E 01
9 8.230 8.060 2 0.111517F 01 C.223034F 01
10 9.600 9.280 2 0.2 29314E 01 0.458628F 01
11 3. 460 9.680 1- 0. 195359E 01 0.390717E 01
12 2.310 0. 390 3 0. 253002.E 01 D.506004F 01
13 2.530 4.570 3 0.250731E 01 0 . 501462E 01
14 4.440 7.990 1 0.0 0.0
15 8.530 1.490 3 0.480093E 01 0.9631B7E 01
15 2.290 7.030 1 0.235459E 01 0.470918F 01 .
17 8.830 7.120 2 0.0 0.0
18 2.620 9.410 1 0.230R42E 01 0.461684E 01
19 3.820 2.4 20 3 0.0 0.0
20 7.5 50 1.970 3 0.37 5 704E 01 0 . 751409E 01
TOTAL 0.439270E 02 0.873539E 02
201
MJLTIPLE CENTRAL FACILITIES 
RANDOM GRID LOCATION ALGORITHM
202
FORTRAN IV G LEVFL 1, MOO 3 MAIN DATE, 06/1B/15 PAÏF nnoi
C
C
c LOCATION OF MULTIPLE CENTRAL FACILITIES
C THE RANDOM GRID LOCATION ALGORITHM
SPRING
DEFINITION OF MACHINE INPUT/OUTPUT: R READ
WRITE
INTEGER R,W
CHANGE THE DIMENSION CARD IF MORE THAN 
DIMENSION X( 2Q)»Y( 20),XP.( 2Ü),XM(
DIMENSION DOLDI 20),DNEWI 20),CCLD(
20 FACILITIES ARE 
20),01 20, 20) 
2 0),CNEW( 20)
CQNSIDFREO
DIMENSION JOSAVI 20),JNSAVI 
C CHANGE THE DIMENSION CARD IF
DIMENSION lOSAVt 5),INSAV(
"C”  tTTTTNG E THE Ü I i-1 Ë N S‘I 0 N C A R D IF MO R L THAN 10Ô GRID 
DIMENSION XGI 100),YG( 100)
R = 5 . , ■ ' ■ ■
20),RADI 
MORF THAN 
5 ) ,XC( 5),
2 0 )





C TERMINOLOGY OF VARIABLES







It :NUMBEK of central FACILITIES' '
ITERA : NUMBER OF ITERATIONS IN RANDOM SEARCH OF FACILITIES '
IGRID : INITIAL NUMBER OF GRID DIVISIONS ON E ACH X AND Y AXIS
T T GRD :NUMBER OF GRID SIZE CHANGES ~
INC : INCREMENTAL NUMBER OF DIVISIONS ON EACH X AMO Y AXIS WHEN




X (I ) ,Y{I):CARTES IAN COORDINATES OF FACILITIES
XR(I) :TRANSPORT RATE CN ROUTE I







DOL DII),DNFW(I );OLD AND NEW EUCLIDEAN DISTANCES FROM FACILITY I TO 
OPTIMUM CENTRAL LOCATION 
SDOLD,SDME'.v':OLO AND NEW SUM ]F DISTANCES TO THF CENTRAL FACILITIES
C ÜLDII),CNEW(T):QLD AND NEW TRANSPORTATION COSTS FROM FACILITY I TO
OPTIMAL CENTRAL l o c a t i o n  
SCOLD,SCNEW:ULD AND NEW SUM OF TRANSPORT COST TO THE CENTRAL FACILITY
Cr JOSAVII),JNSAVII)FOLD AND NEW ICISAVI J) , INSAVII ) :OLD AND NEW 
CENTRAL LOCATION
:00c NUMBER ALLOCATION 0= THE FACILITY 




RAINC ICLASS WIDTH ON CUMULATIVE DISTRIBUTION OF LOCATIONS
RADI I) ZCLASS BOUNDARIES ON CUMULATIVE DISTRIBUTION OF LOCATIONS




YFL ZRANDUM NUMBER BETWEEN 0 AND l.ODO





D(lfJ) ZEUCLIDEAN DISTANCES FROM FACILITY I TO CENTRAL LOCATION J
L ;GRID SPACING COUNTER
XMIN,XMAX:MINIMUM AND MAXIMUM VALUES OF XI I )
YMIN ,YMAX:MINI MUM AND MAXIMUM VALUES OF YII) 
READIR,10)N ,M,ITERA,IGRID,INC,ITGRD
10 FORMAT(6110)
RE AD IR,2 0)(X ( I ) , Y I I ) ,XR{ I ) ,XMI I ),I = 1,N ) 
20 FORMAT(4F15.0)
30
FIRST TABULATION: LIST GIVEN VARIABLES 
WRITEIW,3 0 ) ITGRD,ITERA,IGRID,IMC,M,N 
FORMAT I 1H1,//,35X,39HL0CATI0N OF 'UJLT IPL CENTRAL FACILITIES,/,
I40X,30HRAND0M GRID LOCATION ALGOP ITHM,//,20X , I 3,1X ,2OHGRID SPACING
203
PAO = 0003
2 CHANGES ,4X, 14 , IX, 19HITf.:RATI OMS Pf-R G R I D , / , 1 5 X , 3 3 H I NIII Al. NUHBFP 




4 ,//,4 3X,I3, IX,18HCENTRAL FACILITI E S ,/,46X , I 5, 1X ,ïTHF AGIL tTIES,//) 
WRITEIW,32)
FORMAT(24X,21HCARTESlAN COORDINATES,6X,14HTRANSP0RT RATE,3X,





WRITE (W,35) i,X(1),YII),XR{I),XM(I) 




GRID COUNTER SET FOR FIRST GRID INVESTIGATION 
1=1
DEFINE X MAXIMUM, Y MAXIMUM
XMAX=X(1)













DEFINE X MINIMUM, Y MINIMUM 
XMIN=X(1)
110
00 120 1 = 2 , N
IF(XI I)-XMIN)110 , 120,120
XHIN=XII)
120 CONTINUE ' 
YMIN = Y I I ) .
DO 140 1 = 2 , N
130
140
IF lY I n - Y M  IN) 130 , 140, 140 
YMIN=YII)
CONTINUE










CHECK IF NUMBER OF GRID INTERSECTION POINTS IS LARGE ENOUGH
IFING-M)160,160,170









DEFINE GRID. INTERSECTION POINTS :









180 YG(i<) = Y M  IN + ( IX3YINCI
ZERO ALL COMPUTATIONAL VARIABLES 
on 50 1=1,N
OÛLOt 17^0.0“  . ■
D N E W U  )=0.0 
COLD(I)=0.0 7
CNEW(I)=0.0 
JO SA V (I )=0 
50 JNSAV{I)=0









C DEFINITION OF CLASS INTERVALS FUR 0 TO I RANOUM NUMBER DEFINING THF
C 0 TÜ.NG INTEGERS
XNG=NG
RAINC=I.0/XNG 
DO 100 I=1,NG 
X 1 = 1
190 RADII)=XI*RAINC 
C RANDOM GENERATOR STARTING VALUE
IY=21735
C STARTING OF ITERAT ION COUNTER FOR A GIVEN GRID
200 KI T E R = M T E P  + 1 "
I F IK ITER-ITERA)210,210, 3 90
C RANDOM CHOICE OF M CENTRAL FACILITIES fROM THE NG GRID POINTS
210 DO 240 J=l,iM 
215 CALL RANOIJIIY.IY,YFL)
■ DO 230 1 = 1 ,NG
IF (YFL-RADII))220,220,2 30 
220 XC(J)=XG(I)
YC(J)=YG(I)
INSAVIJ ) = I 
IF(J-1)222,240,222
222 K = J-1
C CHECK THAT RANDOMLY CHOSEN GRID POINT HAS NOT BEEN ALREADY PICKED AS




230 CONTINUE ■ , • .
: 240 CONTINUE
C COMPUTE ARRAY OF EUCLIDEAN DISTANCES TD RANDOMLY CHOSEN CENTRAL FACT L ITT!
DO 250 1 =1,N 
00 250 J=1,M
250 0( I,J) = (I IXCIJ)-X(I))**2) + ((YCIJ)-Y(I))**2) )**0.5
FOR EACH FACILITY SELECT THE CLOSER CENTRAL LOCATION
205
PAOF 0004
00 230 1=1,N 
SH0RT=D(I,1)
J = 1












COMPUTE SUM OF OPTIMAL DISTANCES AMD TOTAL TRANSPORTATION COST 0 
SONEW=0,0 "i
SCNEW=0.0 
DO 290 1 = 1 ,N
SDNEW=SOMEW+DMEW(I)
C
290 SCNEW=SCNEW + C NEW(1 ) . 1 
IFIXITER-l ) 300,300,320 ^  




FORMAT! IHl , / / ,40X,30HRANDn.M GRID LOCATION ALGOR ITH%,/,34X,
I41H0 ISTRI3UTI0N OF TOTAL DISTANCES AND COSTS,//,31X ,9HITERAT I O N ,
c
25X,14HSUM OF OPTIMUM,5X,1BHSUM OF TRANSPORT,/,32X,6HMUM3FR,9X, :i 
39H0ISTANCES,12X,5HC0STS,//) ' i 





FÜ RM AT I 30X , I 7 , SX , E13 . 6 , 7X , E 13. 6 )
IF THIS IS THE FIRST ITERATION REPEAT RANDOM CHOICE ANOTHER TIM= !
c
34,0
IFI SCOLD) 340,350, 340 ■: 
CHECK IF NEW CHOICE OF CENTRAL FACILITIES GIVES BETTER RESULTS 
I FISCNEW-SCOLD)350 ,350,380 : Vi
350 SDOLD=SDNEW ;
SCOLD=SCNEW













THIRD TABULATION : OPTIMUM ALLOCATION 
WRITEIW,40G)L,ITERA v .
FÜRMATI1H1 , / / ,40X,30HRAN00M GRID LOCATION ALGORITHM,/,40X, j
128HJPTIMUM ALLOCATION ON GRID 13,/,45X,5HAFTER,IX,14,IX, 1 
210HITERATI0NS,//,35X,39HC0DE AMO LOCATION OF CENTRAL FACILITIES,/, | 
333X, 11HCC0E NUMBER,lOX,21HCARTESI AN COORDINATES , / ,57X,IHX,L4X,IHV,
4// )










420 FORMAT{//,46X,18H0PTIMÜM ALLOCATION,//,1TX,19HF A C ] L I T 1 F S, 
IIOX, 16HCENTRAL LOG AT I ON , 6 X , 11 HD I ST ANC F T il, 7X , 1 4 -IT R ANS PQR T AT ION , / , 
212X,6HNUM3ER,4X,21HCARTFSIAN "COORDINATES,9 X , 4 H : 3 0 E ,IIX,
316HCENTRAL L 0 C A T I 0 N , 9 X , 5 H C 0 S T S , / , 2 5 X , 1 H X ,13X,IHY,// )
WRITE! W,430) { I ,X( I) , Y( I ) , JOSAV( î ) ,1)0L0{ I) ,CCLD( I) , I=L,N)
' FORMAT! ilX,3HI = ,14 , 2 X , F II. 3, 3X , F 11, 3 , 7 X , I 3, lOX , E l'6, 6 , 4X , E1 5 .430 (11
W RI T E ( W , 4 3 5 ) S D 0 L D , S C ÜL 0 
435 FORMAT I/,62X ,5HTOTAL,E 14.6,4 X ,F 15.6)






LOCATION OF MULTIPLE CF.NTRAL FACILITIES 
RANDOM GRID LOCATION .ALGORITHM .
5 GRID SPACING CHANGES 
INITIAL NUMBER OF GRID DIVISIONS 3
100 ITERATIONS PER GRID 
DIVISION INCREMENTS PER GRID CHANGE
3 CENTRAL E A C Î L I TIES 
20 FACILITIES -:



























8 . 2 5 0
0 . 6 9 0
1.000




























































7 . 1 2 0
1.000








2 . 6 2 0
3.820












RANDOM GRID LOCATION AL 





SUM OF OPTIMUM 
DISTANCES
SUM OF TRANSPORT 
COSTS












'\0:;i32473'E' 02 ■" - 
0.663145E 02 
0 . 7I1765E 02




















0.156590E 03 : 
0.174975E 03 ;





0. 6 1 3379E 02 
■ 0. 722191E 02 ..
0. 197126F 




0.6 5 81 11^'
_ _ ^ 0 3  
ri 76I1E 03 
0.113I95E 03
:
, i.r 02 -




















0. 156223F 03 
0.I70052E 03 








0 . 111027E 03 
0.114967E 03
RANDOM GRID LOCATION ALGORITHM 
OPTIMUM ALLOCATION ON GRID # 1
AFTER 100 ITERATIONS 
CODE AND LOCATION OF CENTRAL FACILITIES
CODE NUMBER CARTESIAN COORDINATES 
X Y







A G I L I T I E S
CTÎRtT T I  a N'COOR D I N A T E T
OPTIMUM ALLOCATION 
CENTRAL LOCATION DISTANCE TO TRANSPORTAT I ON


















3 4.610 6.490 i 0. 196484F 01 0 . 392969E 0 1
4 4.940 8 . 2 5 0 -I 0.220083E 01 C.440166E 01
5 0.470 : 0.690 z ,. 0.305 808F 01 0.611616E 01
6 6.130 3. 5 70 1 0 . Î20885E 01 0. 64 1769E 0 I
7 1. 130 9.810 ,3 0.238688E 01 0 . 477375F 01
8 6.000 4.360 1 0. 246046E 01 0 . 492092F 01
9 8.230 : 8.060. 1 0 . 2 1 2 1 0 2 E 0 1 0.424204F 01
10 9.600 9.2 80 ■ 1 0.395336E 01 0.790673F 01
II • 3.460 9.680 3. 0.26541 IE 00 0.530822F 00
12 2 . 3 1 0 0.390 2 0 . 120333E 01 0. 240667F 01i; = 13 2.530 4.570 2 0.42941OE 01 0. 8 5 8 8 2 0 5 01
14 4. 440 7. 990 3 0 . 2  1 5 8 ) 8 E 01 0. 431796F 01
15 3.530 1.490 2 0 . 5 1 3 5 3 5 E 01 0. 1027178 .0 2
1 6 2 . 2 9 0  . 7.030 3 0. 315668E 01 0 . 6 3 1 3 3 5 F 01
17 , 3.830, ; , 7 .  120 1 0.2 30219E 0 1 0 1
13 2.620 9.410 3 0 . 103.8 72E 01 0 . 2 0 7 7 4 4 F 01
19 3.820 2 . 4 2 0 2 0 .205303E 01 0.410605F 01
20 7.550 1 . 9 7 0 2 D . 4 3 3 4 8 6 E 01 0. 866973E 0 1
TOTAL 0.527695E 0? 0 . 10 5539E 0 3
0 #
210
RANDOM GRID LOCATION ALGORITHM 
DISTRIBUTION OF TOTAL DISTANCES AND COSTS
ITERATION SUM OF OPTIMUM SUM OF TRANSPORT
NUMBER DISTANCES COSTS
1 ■ 0.725670E 02 0. 145134E 03
2 0.527695E 02 0.105539E 03
3 0.608446E 02 . 0.1216B9E 03
4 0. 7 548 H E 02. 0. 1.50962E 03
5 0.731114E 02 0.156223E 03
6 0.794097E 02 0.153B20E 03
7 0.542861E 02 0.1CB572E 03
8 0.805535E 02 0.161107E 03
9 0.763510F 0 2 0 . 152702E 03
10 0.722993E 02 0. 144599E- 03
11 0.657194E 02 0 , 131439E 03
12 0.645500E 02 0 . 129lOOF 03
13 0.110114E 03 0.220223F 03
14 0.595514E 02 0:119 103%






..... 12 5367F 03
0.1126B1E 03
■ t 02 .0. 131510F 03
/ Ù. 623930E 02 0.124786E 03
0.797754E 02 0.159551E 03
86 0.572911E 02 0.11458 2E 03 '
87 0. 708918E 02 0.141784E 03
88 ' 0.577336E 02 0.115467F 03
89 0.7366095 02 0.147322E 03
• 90 0.640542E 0 2 0.-I28109E 03
91 y 0.597877E 02 0.119575E 03 ;
92 0.926379E 02 0.185276E 03
93 G.64B323E 02 0.1296655 03■ 94 0.925606E 02 0.185121F 03
95 0. 58608 IE 02 : 0 . 117216E 03 . '
96 0.78I926E 0 2 0 . 156 3 35F 03 . .'
97 0.73 I 762E 02 0.14Ô353F 03
98 0 . 576437E 02 0.115288E 03
99 0.866447E 02 0.173290E 03
100 0.77B810E 0 2 0.155762F 03
RANDOM GRID LOCATION ALGORITHM 
OPTIMUM ALLOCATION ON'GRID # ?
CODE AND
AFTER 100 ITERATIONS 
LOCATION OF CENTRAL FACILITIES
CUDb NUMBER CARTES IAN 
X -
COORDINATES
■ y Y • . . ' ■ - ■
J = 1 5.0 35 2.777
J = 2 5.035 7.552
- -3 : 1. iL f 5.165 .
o p t i m u m  ALLOCAT fOTT
A G I L I T I E S  
~ C X R T B 3T A  N'C'OI'JRTTTMA'TE^' 
X Y
CENTRAL LOCATION 
“  ~CÜTTF“  -------
DISTANCE in 
T c N  I ‘LAL' T O L X T  l OTf
TRANSPORTATION
. , I.Os I s
1 7. 190 5.490 3 0.349115E 00 0.698229E 00
2 9.070 9. 940 2 0 .46BB43E 01 0.9376B6F 01
3 4.610 6.490 2 . 0. 1 14435E 01 . 0.228869E 01
4 4.940 8.2 50 y: 2 : D. 703941F 00 0.14078BE 01
5 0.470 . 0.690 1 T, VL. 0. 501 954 E 01 . O.T00393E 0 2
6 6. 180 3.570 1 0. 13925 IE or 0. 27B502E 01
7 1. 130 9.810 2 0 .451058C 01 0 . 9 0 2 Î 15F 0 1
3 6.000 4. 360 3 0.1543O6E 01 0 . 308793F 01
9 8.230 8.06 0 . V 3 . 0.303541E 0 1 0.607081E 01
10 9.600 9. 280 . 3 ■ ; 0.470554E 01 0.941128E 01
11 3.460 9.680 . 2 C-;- 0.264705F 01 0.52941DF 01
12 2.310 0. 390 1 0 . 362295E 01 0 . 724590E 01
13 2.530 4.570 1 0.308027E 01 0.6160545 01
14 4.440 7.990 2 0.738532E 00 0. Î 477065 0 I
15 8.530 1.490 : : ■ I -, 0. 372460E 01 ■ 0.744921E 01
16 2.290 7. 03 0 2 I).2 7942 8E 01 0.55R857F 0 1
17 8.330 : Tt tJ. 120 : -, 3 ■ ■ . . 0.247178E 01 0.494355F 01
18 2. 620 9.410 2 0 . 304672E 01 0. 609344F 01
19 3.820 • 2. 420 1 0 .126550F 01 0.253300= 01
20 7.550 1 .970 1 0.264145E 01 n.528291F oi
TOTAL 0 . 531276E 02 0.106255E 03
mÉIÜi miÊÊÊÊÊ
212
RANDOM GRID LOCATION ALGORITHM
DISTRIBUTION OF TOTAL DISTANCES AND COSTS
• ITERATION SUM OF OPTIMUM SUM OF TRANSPORT-
NUMBER 01 STANCES COSTS y
I 0.854613E 02 0.170923E 03
;
2 0.663508F 02 0.I32702F 03
3 0.798092F 02 . 0.159619F 03
4 0.601718E 02 0.120344F 03
5 0.751462L 02 0 . L50293F 03
6 0.593459F 02 0 . 1 13692E 03
. 7 0.672455E 02 0.13449 IF 03 \
8 0.594Û32E 02 0. 118306c 03 !
. 9 0. 76A203E 02 0. 152 841 F 03
10 0.8B6103E 02 0. 177221 F 0 3
11 0.836693E 02 0.I67339F 03
12 0.863575E 02 0.172715P 03
' 13 : 0.9 4018 IE 02 0.183036E 03 , ,
14 0.664655E 02 0. 13293J P
15 0.912603E 02 _,o '
. 16 0.771456E 02
17 0.6172^6^
13 , , o . ! : ;;
■ . 19.0 v/y
'0 3
1 . _^rf-r67 567E 030.101 69 5 F 03
' : . --3L 02 0.166473F 0 3
- uT316075E 02 0.163215E 03
0.656188E 02 0.131233E 03
___  86 0.631R60E 02 0.126372E 03
8 7 . 0.674561 F 02. 0 . 134912E 03
' 88 0.691661E 02 0.13P.332E 03
89 ; 0.807124E 02 ■ 0 . 161425E 03
■■ 90 : 0.764203E 02 0.152341F 03
\ 91 : 0.765754E 02 : 0.153 151E 03
92 0.9 AGCOE 0 2 0.199200E 03
93 0.69+505E 02 0.133901F 03
94 0.658127E 02 0. 13I626E 03
: 95 ■ 0.6 70770E 02 0.134154E 03
. , , , , 9 6 . 0.618181E 02 . 0 . 12 3636E 03
■ : 97 0. S31058F 02 .0.166212E 03
98 0.634162E 02 0 . 126B32E 03
99 0 . 8 0 4 B 8 6 E 02 0. 160977E 03
100 0.62C353E 02 0.124072F 03
RANDOM GRID LOCATION ALGORITHM 
OPTIMUM ALLOCATION ON GRID /■< G
AFTER lOU ITERATIONS
CODE AND LOCATION OF- CENTRAL FACILITIES







9 . 9 4 3
2.300
T T T U T y .03crJ =




CENTRAL LOCATION DISTANCE TO TRANSPORTATION
CODE rETT-’, A L" L 0 C A T T W TTTSTT
f>0
1 7. 190 5. 490 3 0.260627E 01 0.521254F 01 w
2 9.070 9.940 3 0.230819E 01 0.46 1637F 01
3 4.610 6.490 3 0.351887F 01 0. 703774F 01
4 4,940 8.250 3 0. 284 252E 01 0.56 8 505F 01
5 0.470 0.6 90 2 0. 399114E 01 0. 798227F 01
6 6. 180 3. 5 70 2 0.241832F 01 0.483664F 01
7 1.130 9.310 1 0,672680F 00 0. 1 34536E 01 ■
8 6.000 4. 360 2 0.2 78 756E 01 0 . 557512F 01
9 8.230 8.060 3 0.4569B9E 00 0. 91 3978 F 0 0
10 9.600 9.280 . 3 0.221237F 01 0.442574E 0 1
IL 3.460 9.680 1 0.300128E 01 0.6002562 01
12 2.310 0.390 2 0.2 63 2 76F 01 0.526552F 01
13 . 2.530 4.570 2 • 0.277261E 01 0.554521F 01
14 4.440 7.990 3 0. 333424E 01 0.666847F 01
15 8.530 I. 490 2 5 0.448180F 0 1, % ; 0.816360F 0 1
16 2.290 7.030 ■ 1 ■ . - \ 0.343227F 0 l . . 0.686454F 01
17 8.3 30 ; 7.120 ; ■ 3 : ..GL. 01: 0. 278,800F 01
13 2.620 9. 410 1 0.221636F 01 0.'i42B72E 01
19 3.820 2.420 2 0.324966E 00 0.6490326 00
20 7. 550 1.970 2 0.3443S5E 01 0. 6,88770F 01
TOTAL 0.5084 74E 02 • 0. 101695E 03
■ÉÉUÜHÉifÉllMHltaHMi ■iüilÉÉtt
21.4
RANDOM GRID L OCATION ALGOR ITHM 
DISTRIBUTION OF TOTAL DISTANCES AND COSTS
ITERATION
NUMBER
SUM OF OPTIMUM 
DISTANCES






































0 . 143376E 03 
0.133781F 03 

















. . 6 3 5449 E 0 2 0. I 2 7090E 03
0.73C849E 02 0.146170E 03 . : ; ' : ■ 1
0 . 717667F 02 0. I 43534E 03
0.712331F 02 0.142466F 03
--- 88 0.613199E 02 Q.122 640E 03
. 89 . . 0.7382R5F 02 0.147657E 03
90 . 0.716677c 02 0. 1433 36E 03
■ 91 •0.717667E 02 0.143534E 03
92 0.720453F 02 0.144091E 03
93 0.646060E 02 0 , 129212F 03
94 0.654171F 02 0 . 130334F 03
95 0.731503E 02 : : ; 0.146301 E 03: :"...:.X...?
■ 96 . 0.8 I 4409E 02 ;0: 16288 2 E 03
■ ;■■ 97 0.716134E 02 . 0;l43227E 03
98 0.634033E 02 0 . 126R07E 03 199 0.731541E 02 0.146308E 03
100 0.535288E 02 0.117053E 03
RANDOM OR 11) LOCAT ION ALGORITHM 
OPTIMUM ALLOCATION ON GRID # 4
AFTE 100 ITERATIONS
CODE AND LOCATIONTnrnrwMRTR"' OF CENTRAL FACILITIES
X













F A C I L I T T E S CENTRAL LOG ATTDN DISTANCE TD TRANSPORTATION
NUMlihK ■XARTTfS TANT 
X
XOOROTNATES' CJDL . CENi RAL L Ü C A I lUN CDS IS
I = 1 7.190 5.490 3 0.201859E 01 0.433719E 01 VJl
I = 2 9.070 9.940 1 0.6403 92 E 01 0 . 123073E 02
T = 3 4.610 6. 490 1 0 . I12862F 01 . 0 . 22 57 2 4F 01
I = 4 4.940 8.250 1 , 0.206529E 01 . 0.4I3058E 01
I = 5 0.470 0 . 6 9 0 ; 0 . 573847E 00 0.114769E 0 1 ;
I = 6 6 . 1 8 0 3.570 3 0.37668 IE 00 0 . 7 5 3 3 6 2 F 0 0
I = 7 1.130 9.810 1 0. 337339E 01 0.774677E 01
I = 8 6.000 4. 360 3 0.963703E 00 0 . 192740E 01
I = 9 8.230 8.06 0 3 0.4788555 01 0 . 9 5 7 7 0 9 F 0 1
I = 10 9.600 9.230 - 3 0.646745 F 01 n . ] R9349E 02
I = 11 ■3.460 9.680 1 0.2923B2E 01 0.584 764E 01
I = 12 2.310 0 . 3 9 0 2 0. 135032E 01 0.270163F 0 1
I = 13 2 . 5 3 0 4.570 I 0. 239 759E 01 0.47951BE 0 1
I = 14 4.440 7.990 1 0.154267E 01 0 . 308 534F 01
1 = 15 8.530 : 1.490 : 3 . 0 .286955F 01 0.573910F 0 1
I = 16 2-290 7.0 30 - 1 0 . 1 2 5 35 0E 01 0.250699E ni
T ^ 17 8.830 7. 120 . 3 0.421271E 01 . 0 . 842 542E 01 -
I = 13 2 . 6 2 0 9.410 1 0 . 2 7 9 9 6 9 F 01 0 . 559936F 01
I = 19 3.820 2.420 3 3.296976F 01 n . 593953E 01
I = 20 7 .  550 1 . 9 7 0 3 0 . 1.3 3 6 10 E 01 0.377221F ni
TOTAL 0. 5.2 366 1C 02. 0 . 105732E 0 3
•fc'rtrMtttiiti-aaaiii&iiiBaMiiito nÉiitig
216
• RANDOM GRID LOCATION AL 
DISTRIBUTION OF TOTAL DISTANC
GORITHM 
ES AND COSTS J
ITERATION SUM OF OPTl MUM SUM OF TRANSPORT '
NUMBER DISTANCES COSTS
I 0.641018F 02 0.128204E 03
2 0.794937F 02 0.158988Ë 03
3 0.777695E 02 0.155539E 03
4 0.795612F 02 0 . 159123E 03
5 0.777540Ë 02 0.1555088 03 •
6 0. 7054691- 02 0. 141094F 03
7 0.793529E 0? 0.158 706C 03
8 0.6 7B613E 02 0 . 135723Ê 03 i9 0.831784E 02 0 . 166357E 03 110 0.832447E 02 0.166490E 03
1Ï 0.614358F 02 ■ 0.122972E • 03
12 0. ll'9853E 03 . 0.239717E 03
13 : O.I13220E 03 0. 22 6441 F 03 3
14 0.671455F 02 "0. 1342930
15 0.705469F 02 0- ’ ' ' -
16 0.657394 F 02 . ■
17 0.83271 40:




0. 166406 !: 03
, 'Drr, 02 0.141251E 03
- 'v'DvD' .J . 7306 75E 02 0.146135F 03
0.832283E 02 0 . I 6 645 7 E 03:
86 0. 75553BF. 02 0 . I51108E 03 ■
87 0.749 8 00 F 02 0 . 149960F 03
88 " ■ 0. 1I8726E 0 3 0.237452F 03
89 Ô.696867E 02 ' . 0 . 13 9774F 03 ■ " i
- 90 / 0.778401E 02 0,155680F 03 : T
, 91 . 0. 1I9693E 03 0.239387E 03
92 0.657542E 02 0 . 131503F 03
93 0.754223E 02 0. 150845E 03
94 0.805656E 02 0.161 131E 0 3
: ■ . 95 : 0.83497 IE 02 0.176994E 03 ■ ■' ■ ,
96 0U752929E 02 . : 0. 150536E 03
97 0.657327F: 02 7 ' ; 0. 13I466F 03
98 0.714335E 02 0 . 142367E 0 3 '
99 0.717589E 02 0 . 143538E 03 I100 0.777695E 02 0 . 155539E 03
1
R A N on M GRID LOCATION A L G 0 R IT H M 
OPT IMUM ALLOCATI ON ON CRT D %
AFTFR 10Ü ITERATIONS
CODE AND LOCATION OF CENTRAL FACILITIES 










J = H.296 4.483
OPTIMUM ALLOCATION
F A C I L I T I E S CENTRAL LOCATION DISTANCE TO TRANSPORTATION
n u m b e r c a r t e s  IAN
X
COORDINATES CODE CENTRAL LOCATION COSTS
I 7.190 5.490 3 0.149564E 01 0.299128F 01 ro
2 9.070 9.940 3 0 . 5 5 1 ISOF 01 0.110236E 0? -a
1 - 3 4.610 6.490 3 3.419679E 01 0.839358F 01
4 4.940 8 . 2 5 0 : : 2 0.477SBnr 01 0.955760F 0 1
5 0.470 0.690 2 1 ■ : 0.3B971.3E 00 0. 779427c 0 0
6 6 .  180 3 . 5 7 0 3 0.23042 4 F 01 0.4608498 01
7 I .  130 9.810 2 0 . 6 7 2 6 8 0 F 00 0.134536F n i
S 6.000 4 . 3 6 0 3 0 . 2 2 9 8 9 9 E 01 0.459799F 01 .
9 8 . 2  30 8 . 0 6 0 . 3 : ; D.33 7 774E 01 0 .715549E •01
10 9.600 9 . 2 8 0 0.497 129E 01 0.99425BF 01
11 3.460 9.680 .2 0.300 12BF 01 0.600256F .01
12 2.310 0. 3 90 1 0. 15912 5.5 01 0 . 3 1 R 2 5 0 F 01
13 2.530 4.5 70 1 0 . 455554F 01 0.91 1109F 01
14 4.440 7.990 2 0.442305F 01 0.88461 OF 01
15 a. 530 1.490 3 0.300201E 01 0 . 6 O O 4 3 2 F 01
16 2.290 7 . 0 3 0  . ,C 2 . :0.343227F 01 0.686454F 01
17 8 . 8 3 0 7 .  120 : / 3 0 . 2 6 9 0 7 2 ' F 01 0 . 53B145F 01
18 2.620 9.410 2 0.221436F 01 0.442 8 72E 01
19 3 . 8 2 0 2 . 4 2 0 1 0.370 6 57F 01 0.74 1314E 01
20 7. 550 1 . 9 7 0 3 0 . 2 6 2 U 7 E 01 0.524234F 01
TOTAL 0.61435BE 02 : : : 0 .  122R72E 03
218
MÜITIPLE CENTRAI. FACILITIES 
RANDOM GRID WITH LINEAR CONSTRAINTS
I
219
FORTRAN IV G LEVEL 1, MOO 3 MAIN DATE 22/35/12 P AGE 000 ll
C LOCATION OF MULTIPLE CENTRAL FACILITIES
C : THE RANDOM GRID LOCATION ALGORITHM
_C. ... • . _____LIL-T-Ü-L-LN^R_ COMSXiLA-LNXS—  :__ :___ _
SPRING 19 69
C DEFINITION OF MACHINE INPUT/OUTPUT: R READ
C W WRITE
________ LNCE£jG.FR.-R.,_W________________________________________
C CHANGE THE DIMENSION CARD IF MORE THAN 20 FACILITIES ARE CONSIDERED
: DIMENSION X( 20),Yi 20),XR( 2.0),XM( 20),D( 20, 20)
DIMENSION nnrni 2 n i,nNFWf ?ni,rni.nf ?o ).CiNf w i ?ni______ ______ ______ __
DIMENSION JdSAVI 20),JMSAV( 20),RADI 20)
C CHANGE THE DIMENSION CARD IF MORE THAN 5 CENTRAL LOCATIONS ARE DESIRED
__________ D I M E N S I O N  l O S A V I  5I._, I N S A . V I  5) ,>:C 1 S ) . YC ( 9)____
C CHANGE THE DIMENSION CARD IF MORE THAN 100 GRID INTERSECT. ARE CONSIDERED:
DIMENSION XG( 100),YGI 100) 
r. C HA N G E  D I ME N S I O N .  CARD IF MHRF THAN.. I D  C O N S T R A I N T S  ARF P c; I HF F D  __
DIMENSION A( 1 0 ) ,B( 10) 
R=5
 :-----------------------
C TERMINOLOGY OF VARIABLES
C :: N , '. :NUMB.Ek OF FACILITIES'




ITERA :NUMBER OF ITERATIONS IN RANDOM SEARCH OF FACILITIES 
IGRID : INITIAL NUMBER.OF GRID DIVISIONS ON EACH X AND Y AXIS 







INC : INCREMENTAL NUMBER OF DIVISIONS ON EACH X AND Y AXIS WHEN
PASSING FROM ONE GRID SIZE TO THE NEXT 
j g ± ù y  { T) .;XA2.TLESJLAA1 .D IO-R D I.NAJ-ES-QE-ilAIlIL-I-IJ.F-S______ : ■ ' ' '
C XR(I) : TRANSPORT RATE CM ROUTE I
C XMII) ; QUANTITY TO TRANSPORT ON ROUTE I
Jl:_______ _ ,-NC________ : TO TAJ NUMBER OF 1 I NEAR__C.ŒI S.I R.A.I NT S _ ON. CONVFX. HLI.IJ___________
C . ; MC . iNUMBER OF LINEAR CONSTRAINTS WITH LESS THAN OR EOJAL TO
: K : - TCODE NUMBER OF LINEAR CONSTRAINT
r  - : T 1 , 1 2  ___  : C r i D F .  N l i M P , F R  OF T H E ?  F AC  TI IT I , F S  D E F I N I N G  TMF I I N F  CON-SI R  A.J-Sif
A(KC) :ANGULAR COEFFICIENT DF LINEAR CONSTRAINT
B(KC) ZORDINATE AT ORIGIN OF LINEAR CONSTRAINT




o p t i m u m  c e n t r a l  l o c a t i o n
SDOLD,SDNEW:ULD AND NEW SUM OF DISTANCES TO THE CENTRAL FACILITIES 







OPTIMAL CENTRAL LOCATION 
SCOLD, SCNEW.OLD AND NEW SUM OF TRANSPORT COST TO THE CENTRAL FACILIT'
- i n S A V I _ I . D . ,_ . I M S A .V .M . )  : n i  n  A N D  N r w  r . P D F  M ! I V I P , P 0  AI I n r , M  TOM O F  T H F  F .A r _ T J J _ L Y _
C V ■ lOSAVTJ), INSAVII)JÜLD AMD NEW CODE NUMBER OF THE RANDOMLY SELECTED 
:C- , CENTRAL LOCATION ' . -
C B ATMT ;ri &9C l^TDTH OM niMIM ATIV/F n T RTR T A! ITT ON _.J1F.. I OCAT 1.0051__ : ..
RAD(I) :CLASS BOUNDARIES ON CUMULATIVE DISTRIBUTION OF LOCATIONS
KITER : ITERAT ION COUNTER
J Y £ J __________ : R A M D l i M  N U M R F R  R F T U F F N  0  A N D  l . O P n ________________________________ ___




—  - . . .. R.F AD.f R. 2 U_rÆ.^C....
...... ;
220
PAGE 0002 : !---------
21 FO RMAT(2110)
DO 23 KG=1,NC
 BÆJ1D.(.R.,_221KC,_L1_̂ .I_2----------  ■----------------------
22 FORMAI (3 I 10)
ANGULAR COEFFICIENT OF LINEAR CONSTRAINT 
 &X1^^.XU-1J.-Y-C.I..?.}-)..Z.U.UXJ-=X.(-L2-U_________
ORDINATE AT ORIGIN OF LINE CONSTRAINT 
23 B(KC)=Y(I1)-A(KC)»X(I1)
  MXLis^icja ^ ^ — :----- —
FIRST TABULATION: LIST GIVEN VARIABLES 
WRITE(W,30)ITGRO, ITERA, I G R I D , I N C , M , N •
30 FORM AT I LH1.,77_,3 5X.,_39hll ITT. A Tj QjN.-Qi- .>'.01 J T..P.1..E,XF.NLRA.I Ë_AHI J.J.J_IJLS,.7_,____
140X,30HRANDOM GRID LOCATION ALG ÜKITHM,/,4 3X,23HWITH LINEAR CONSTRA 
2INTS,//,29X,I3,1X,20HGRID SPACING CHANGES,
  3____ :______àX_,JL4_, ]JL,_ia H.I TER A J_IJ1 N S— JL, a3i^TJNl.T.T_M__N10AE_EjZ_0_
4F GRID DIVISIONS ,14,4X,SUBDIVISION INCREMENTS PER GRID CHANGE ,14 
5,//,43X,13,1X,1BMCENTRAL FAC I L I T I  E S ,/,46X,I 3 ,1X , lO H FA CI LI TIcS , / / ) 
■.■WR.LIF.(W,32 )__________________________:___________________________:___
32 FORMAI(24X,21HCARTESIAN COORDINATES,6X,14MTRANS^0RT R A T E , 3%,
11 IHwUANT I Ïy TO , / , 6 9X , 9H T PANS PCJR T ,/ , 27 X , 1HX , 14X , 1HY , 1 5X , 1 HR , 14X , 1 Hr
--
DO 36 1=1,N 
WRITE (W,35) I,X(I ),Y d ) , XR(I),XM(I) 





WR ITE ( W , 42 ) KC , A ( KC 1, KC, B ( ;<C )
42-F-OJia.AI (2 2X .,.?.HY..( , T3^J HT._-.,_&.I_4̂ _,3J3._X:_X̂ .,_I.3, 2 3.ÜJ-J..E.S-S— ILLAAJ-OP- F.QilA.
IL T0,E17.6)
43 CONTINUE 
  DO—43-itC-̂ 4CT-VIC-
WRIT E (W ,44)K C ,A (KC),XC,3(K C )
4 4  FORMAT ( 2 2 X, 2HY( , 13 , 3 H ) - , E 1 A . 6 , 5 H  * X ( , I 3 , 2 6 H )  GREATER THAN OR E 
 imtAL-Xa-t4LLAH,j64-------------------------_ ------------------------------------------------------------------- -̂-------- --
45  CONTINUE
GRID COUNTER SET FOR FIRST GRID INVESTIGATION
/  ̂' L = l. • ' ' ' ' ' ' ' ' '




70 XMAX=X(I) • 
aO. C-ONT-J NUE----
YMAX-YII)




r  ' n P P I N F  X M T N  T Mil.vl f  ■ Y .  MI.NJ rM.lL'yL.
XMIN=X(1) .
DO 120 1=2,N
- I f  I.X..( .I3. .̂XM-uVJ-)-U..Q.a2J3.,-L2-q-
221
PAGE 0 3 3 t
110 XNiIN=X(I )
120 CONTINUE
YMrî\|=V ( 1 i
0 0  140 I = 2 , N
I F(Y( n - Y M  IN) 1 3 0 ,  1 4 0 , 1 4 0
1 30 YMIM=Y(T)
140 CONTINUE





COMPUTE NUMBER OF GRID INTERSECTION POINTS ■ 
NP>FR=IGR i n  + 1
NG=(N8ER)**2
V;-c, CHECK IF NUMBER OF GRID INTERSECTION- POINTS IS 








C DEFINE GRID INTERSECTION I’ OINTS 
DO 130 I =1 , N3 ER 
I X = I - I
DO 180 J = 1 , N 8 E R
XK=J-1 ■
K = .l+rxXAlRPR .
XG(K)=XMIN+(XK*XINC)
180 YG(K)=YMIN+{IX*YINC) ■
r. 7 FRO All COMPUTATION AI VAR I ARIFS
DO 50 1 = 1 , N
D O L D ( I ) = 0 . 0
DNF>j( T ) = o . n  ■
C Q L O ( n = 0 . 0
C N E W ( I ) = 0 . 0  _
i n s A v i I )=0
50 ■JNSAVI I )=0  
DO 60 J=1, M.  : 
i nsAVf  i )=o





r 7 FRO f lFRATir iN CnilMTFR
KITER=0
C DEFINITION OF CLASS INTERVALS FOR 0 TO I RANDOM NUMBER DEFINING THE
r 0 TO MG IMTFGFPS
XNG=NG
RAINC=I.O/XNG
DO IPO l - i , N G  '
XI =I
190 RAD( n = X I * R A I N C





STARTING OF ITERATION COUNTER FOR A GIVEN GRID 




RANOUM CHOICE OF M CENTRAL FACILITIES FROM THE NG GRID POINTS 
nn 740 .1 = 1 , M
215 CALL RANDuilY, IV,YFL ) - 
DO 230 1=1,NG 




CHECK THAT RANDOMLY CHOSEN GRID POINTS SATISFY THE LINEAR CONSTRAINTS 
CONSTRAINTS LESS THAN OR EQUAL TO
nn 1770 Kr. = 1 ,.Air .. . .
12 29
ERROR=(YG( I)-À(KC)^XG( I))-B(KC)  ̂
IF(ERROR)1220,1220,215 j
rnnr INI IE . _ : i
c CONSTRAINTS GREATER THAN OR EQUAL TO i 








22 2 K=J-1 ■ ■ ■ : ■




IF ( INSAV(J.)-INSAV(KJ) ) 240,215,240 ; 
CONTINUE - ■ 1
230
240
CONTINUE ' ■/- 
CONTINUE
■■' c Cn.MPiJTC ARDAY np EUCL I np AN niSTAMfFS T'~i o AND^MLY '“h o S'̂ N r f \|t o A<" I 1 I T I-F
2%o
DO 250 1=1,N i 
DO 250 J=1,M
n( T, J) = { n  yr { 11-x ( I) 1 *=i=? ' + ( {VC ( J )-v ( I) ) 4*7 ) } **n, s
' ■ c FOR EACH FACILITY SELECT THE CLOSER CENTRAL LOCATION /i 
DO 280 1 = 1 ,N , 
qHnRT = nPI . 11 ■ -■
J = 1
DO 270 K=2,M i
T F l nf T .K l-<;HnRT1 PAO. 770 . ?7D
260
777L
SHORT=D(I ,K) F ':: 
j=K ' /jr nNT I Ml IF ■■'.F .' U. - ■ ■ ■P.i
DNEW(I)=SHORT 1 
c N E W d  )=xR (r )*XM( n=!-DNEw( I ) ;
.IMR AV ( T l =.l ^
: , c
280 CONTINUE
COMPUTE SUM OF OPTIMAL DISTANCES AND TOTAL TRANSPORTATION C O S T /<DNFw=n.n - ■■ ■'.■ .'. . -j
SCN£W=0.0





290  SCNEW = SCNEW + CNF.V< t I )
I F ( K i r E R - l ) 3 0 0 , 3 0 0 , 3 2 0
C .... -T-I-TI F .UJL-S-ECUiM-D T.Ai3ULAJ-im!_____________ :____________  :_ _ :_L______
300  WRITE!W,3 1 0 )
3 1 0  FORMAT(IH1, / / , 40X, 30HRANDOM GRID LOCATION ALGORITHM,/ ,43X,
_123iM  11H LI N F A R .. C iOliSXJLi.1_________________ 3 AX,________________________________________ :
241HOISTRIBUTION OF TOTAL DISTANCES AND COST S , /  /  , 3 IX , 9H IT FR A T 1 D\' , 
35X,14HSUM OF OPTIMUM,5X, lnHSUM OF TRANSPORT, / , 32X,6HNUMBER,9X,
    :    ______
C BODY OF SECOND TABULATION
3 2 0  WRITE (W,330)KITER,SDNEW,SCNEW 
 3.3.0- F,0EMA.Li..lQ.X.j-JJZ-,-aiU£13_..6 ,.7-X.t.EJ..3-^_____________________________ :________ :_____
C IF THIS IS THE FIRST ITERATION REPEAT RANDOM CHOICE ANOTHER TINE
I F ( S C O L D ) 3 4 0 , 3 5 0 , 3 4 b
_C  -r .HFf.K IF NFW CHni CF OF CFNT.R AI . F AC 11 T T Ï f S  . Ü I V_FS__Q.FXJlFR_a F..S.III T,S 
340  I F ( 5 C N E W - S C O L D ) 3 5 0 , 3 5 0 , 3 3 0  
350  SD0LD=5DNEW
_______ sr. 01 n=sr.NFVi ■  ^
. ■ DO 3 6 0  1 = 1 , N
DOLOII )=DNFW{I)
_ _ c n i D ( i ) = r N F W ( T L  ■ : L ■ ^ ■ ■ ' ' ■ ■
.360 JOSAVI I ) =JNSAV(I  )
DO 3 70 J = i , M
 3 70  r n S A V f J l = I NSAVf II____________________________________________ :_________________ _ _______
3 8 0  GO TO 200  
C THIRD TABULAT!ON : OPTIMUM ALLOCATION
..._39.D_..WRT.T F..Ui,_4OJ0.1 L...U-I-Ei<LA ___ :____ :____ _
4 0 0  FORMAT(1H1, / / , 40X, 30HRAND0M GRID LOCATION ALGORITHM, / ,43X,
123HWITH LINEAR C O N S T R A I N T S , / / , 4 0 X ,
 ZZ&Hi ) P...T I I. L.OCA]J_OAI.._OAI_G.ILLD_jf., 13., jL ,.4501., 5H AF..IFR .,JJLU3t.U.X_,__________
3 I 0 HI  TERAT I f J NSf / 7  ,35X ,39HCOOE AND LOCATION OF CENTRAL F A C I L I T I E S , / ,  
43 3X,  I IHCODE NUMBER , lOX , 2 IHC AR T ES lA.N COOROT NAT ES , /  , 5 7 X , I H X , 1 4 X , I H Y ,
:____5/L/U______________________________ :. ■ . \ ____________ _____________ _
DO 4 1 5  J = l , M  
J J = I U S A V ( J )
W.R.1 T Ë ( WU.4.1 0.) J.,-XG I J  J L.,_YG-LJ...l-)-
4 1 0  FORMAT(3 4 X , 3 H J  = ,  1 4 , 9X, F 1 1 . 3 , 4 X, F 1 1 .3> 
4 15  CONTINUE
___— WUU-LE44L,-4ZQ3— - __ :_________________ ■__ _ _
4 2 0  FORMAT( / / , 46X, 18H0PTIMUM ALLOCAT lOM, / / ,  I 8X,19HF A C I L I T I F S,  
I lOX,16HCFNTRAL LOCATION,6X,11H01STANCE T0 , 7 X , 14HTRANSPORTATI ON , / ,
 -------23.2X»-6H.N.U7iiL£a,.-4.X, 2-LHCART.ES lA.N Ç QQ Pp I MA T F.S , 9-X , 4UC.0.0E-f-l.l.X.,____________ —̂
316HCENTRAL LOCATION, 9 X , 5HC0STS, / , 2 5 X, IHX, L3X, IHY, / / )
WRI TE { W,430)  ( I  ,X( I ) ,Y(  I ) ,  JOS A V I D  ,DOLD( n  , COLD! I ) ,  1 = 1,  N)
_._43.D_.EIlRMAXm7_,3.LLL-=^-LA:,-2X,.El-L^3-^3.y , F..H  ..3.,JLX ,..L3.,-L0X..,-F.1j6.^6.^.4-X:,.E.l .5:..6 )----- -
WRITE!W, 43 5 ) 5 0 Û L 0 , SCOLD 
435  F O R M A T ( 7 , 6 2 X , 5 H T O T A L , E L 4 . 6 , 4 X , E 1 5 . 6 )
_C______CHECK.. IF.A.I..I. .Gfiin-CH.AN.G-ES-blA.y-F- RR-F..N..-JO£lAl£__________ :________:____________
I F ( L - I T G R D ) 4 4 0 , 4 5 0 , 4 5 0  
■ 440  L=L+I  ■
   c.n. TO.. lixO-  .........    ..... . :. - '  . .
4 5 0  CALL EXI I 
END
......... - .......  - ........... .... — - ---- -------—--- ----------------- ------------- --- — ..— .....
LOCAT I ON OF. MUL T I p C E CENTRAL FAC I L I TI ES
RANDOM GR i n  LOCATION ALGORITHM
WITH 1 T NFAP rOMATRA IM T<
5 GRID SPACING CHANGES 100 ITERATIONS PER GRID
INITIAI NiiMRFR Of r. R ro n I V 1SIONS 3 DIVI SI ON TMrPFMFNTS nPR GRID CHANGE I
3 CENTRAL F A C I L I T I E S
20 FAC II ITTFS
CARTFS JAN.. COORDINATES T RANSPOR r  R AT F Oil ANT .ITV r n
: TRANSPORT
: \  V
R - M
I 1 7 . 1 9 0 5 . 4 9 0 . 1 . 0 0 0 2 . 0 0 0
\ ? 9 . 0 7 0 9 . 9  40 1 . 0 0 0 2 . 0  00
.= ■‘■'T 3 / : 4 . 6 1 0 6 . 4 9 0 1 . 0 0  0 2.000  y" r :
•- > /: ' 4 :-v 4 . 9 4 0 8 . 2 5 0 1 . 0 0 0 : 2 . 0 0 0  .. ;  .
---■ T S :/ 0 . 4 7 0 0 - A 9 0 • 1 . 0 0 0 2 . 0 0 0
I 6 6 .  180 3 . 5 7 0 1 . 0 0 0 2 . 0 0 0  .
I 7 1 .  130 9 . 8 1 0 1 ..0 0 0 2 . 0 0 0
I rt A . 000. 4 . 3 6 0 1 , 0 0  0 2 . 0 9  0
I ■' 9 8 . 2 3 0 8 . 0 6 0 l .OOO 2 . 0 0 0
I 10 ■ 9 . 6 0 0 9 . 2 8 0 l .OOO 2 . 0 0 0
. :  ̂ T —  ■: -  1 1 : ^ . 4AO 9 , 6 8 0 1 , 0 0 0 2 . n o n
. I = 12 2 . 3 1 0 0 . 3 9 0 1 . 0 0 0 2 . 0 0 0
I = 13 , 2 . 5 3 0 4 . 5 7 0 1 . 0 0 0 2 ; 0 0 0  .
T 14 4 . 4 4 0 7.  9 90 1 , 0 0 0 2 .000
15 : 8 . 5 3 0 1 . 4 9 0 1 . 0 0  0 ■ ' . 2 , 0 0 0  -  ̂ ■
■■ 16 V ^ 2 . 2 9 0  . 7 . 0 3  0 l .OOO 2 . 0 0 0  ,
■ T 17 8 . 8  30 7 . 1 2 0 1 . 0 0 0 2 . n o n
I 18 2 . 6 2 0 . . 9 . 4 1 0 1 . 0 0  0 2 . 0 0 0
I = 19 3 . 8 2 0 2 . 4 2  0 1 . 0 0  0 2 . 0 0 0
.... ................ .. I . ?0  .... . 7 . 680 1 . 9 7 0 1 . o o o . ............. 2^ 00.0 . .. ....... . .... .
LINEAR CONSTRAINTS
'■■/■■-■YCV 1> -  0 . 1 6 3 7 2 8 E - ■01 * X( 1 ) L E S S  T HAN OR F O U A L  TO ' 0 . 9 7 9 1 5 0 E 0 1  "
j -  :• : . Y (  \ 2 )  -  - 0 .  1 2 4 5 2 8 E 0 1 * X( 2 ) L E S S  T HAN OR E Q U A L  T O 0 . 2 1 2 3 4 7 F 0 2  .
- : YT 3 )  -  0 . 1 3 A 1 8 2 F 0 ? XI 3  1 I F.SS THAN. . . OR. . FÛHA1  TO - 0 . 6 R 0 4 6 6 F 01
Y ( 4 )  -  0 . 7 2 8 0 3 8 E 0 1 * X( 4 ) G R E A T E R  T HA N OR E Q U A L TO - 0 . 6 0 6 1 1 6 F 0 2
Y ( 5 )  -  0 . 1 7 6 8 4 9 E 0 0 » X( 5 ) G R E A T E R  T HA N OR E Q U A L TO - 0 . 1 8 5 1 9 4 E - 0 1
-X.l . 6 )  — — 0  6  3  0 .4 3  F . o n * XI — 6 J _ -G ÜE.AJ..F.i-l_JH .A.N-. OR.  F n o  AI T.n _ 0 . 7 6 6 6 3 0 F _ 0 0
225 I
RANDOM GRID LOCATION ALGORITHM
WITH LINEAR CONSTRAINTS
DISTRIBUTION OF TOTAL DISTANCES AND COSTS
T TFR AT I ON qiiM. OF ..nPTjMiiM . 911M OF TR 4l\K0nPT .
NUMBER DISTANCES COSTS
1 0 . 6 4 4 5 5 0 E 02 0.128910E 03
2 0 . 6 2 9 8 3 9 E 02 • 0.125968E 03
n,6S??r 4F 02 n.l00&F7F 04
4. 0.652284E 02 0.13Q457E 03
5 0 . 5 2 9 4 1 3 E 02 0.105883E 03
A n.qPQA}OP 02 n. ] 0 0 q a, 9 F 04
7 0.652284E 02 0.130457E 03
• 8 0.529413E 02 0.105383E 03
q n,q?q4iPF OP n.10FAA4F 0 4
10 0 . 6 5 2 2 8 4 E 02 0. 1.30457F 03
11 0 . 6 4 4 5 5 0 F 02 • 0. 123910 F G 3
] ? n , AÂ??«4F OP 0,14 OAF7F 04
13 0 . 5 2 S 4 1 3 E 02 0 . 1 0 5 * * -
14 0.629839E 02
1 ^ n . <=,?qa 1 '4P .0 p ■
16 0 . 5 3 A ' -
■ 17 ' "'';4
1 p -
,, . ..;0 3 E 03
-U'. 11 1 52 6E 03
. .0 ..J,259 631' 0 4 ......
_yMl3F 02 C. 10 5333E 03
0 . 5 2 9 4 1 3 E 02 0.105383E 03
n . 52 9 4 ] OF OP 0,10FAR4F .03._..... - ‘ : i
85 0.55763IE 02 0.111526E 03
86 . . 0 . 6 4 4 5 5 0 E 02 0.1289iOE 03
fl7 • n,ASA?qAF OP 0.1 4 1 PF9P. 04 '■
■ 88 0.529413E 02 '  ̂ 0.10538 3E 03
: 89 . . ' 0.556484F 02 0.111297E 03
qn n,F?Q414F op 0,I0F443F 04
91 0 . 656294E 02 0.I31259E 03
92 0.656294E 02 0.131259E 03
q-̂ n , F op 0, 1 1 1 FpAF 0 4 :
■ 94 0.557631E 02 0.111526E 03
95 0 . 5 4 5 2 7 1 E 02 0.10 9054E 03
qA n.FS7A4iF op n.lllsPAF .0 4
97 0.656294E 02 0.131259E 03
98 0.529413E 02 0. 105883E 03
qq . 0 , 8 4 P ? 71 F op 0,1 OPOFAF 03.. ..
100 0. 545271E 02 0.109054E 03
RANDOM GR ID LOC AT To N ' A L G OR IT H M
: WI FH LINEAR 1CONSTRAINTS
OPTIMUM ALLOCATION ON GRID If 1
AFTER 100 ITERATIONS
CODE AND LOCATION OF CENTRAL •FACILITIES
CODE NUMBER CARTES IAN COORDINATES -
X V
,1 1 ' 3, 9 1 A.747
■ ; J ■ = : 2 i 6 «557 3.5 73
J 3 6. 557 6.757
OPTIMUM ALLOCATION
F A C I L I T I F 5 CENTRAL 1LOCATION .DISTANCE ■TO  ̂ TRANSPORTATION
-NUMBER CARTES IAN COORDINATES COD E . CENTRAL LOC;ATI ON COSTS
Y - ■ Y
I = 1 7,1QH R.AQO 3 n ,1A]617P 01 ■ n , 7R7774F 0 1
I\3I\3
I = 2 9.070 9.940 3 7 . 0.405592E 01 0.8111B6E 0 1
I = 3 4 . 610 6.490 . 1 0.112862E 01 0.225724E 01f = 4 ' 4.Q40 .8. 2AQ 1 n ,7D6 4 p q p 01 0 , ^ 7 7 n 4 fi F 0 1
I = 5 0. 470 0. 690 2 0 .673506E 01 0. 134701E 02
Ï = 6 .6.180 3.570 2 ; 0.37668 IE 00 0.753362F 00
I = 7 1.180 q. R1 0 I 0.38733QF 01 0 - 774.677F m
I = 8 6.000 4. 3 60 ■ ■ 2 0.963703E 00 ' : 0.192740E 01
'■ .1 = 9 8.230 8.060 3 0.212102E 01 0.42 4204F 01
I = 10 q . A Q Q 9 . ? « Q 3 0 T 70 4 77 6C n 1 0 . 7006 77p m
I = 11 3.4 60 9.680 I 0.292382E 01 0.584764F 01
I = 12 2.310 Ü. 390 2 0.5307338 01 0 . 106147F 0 2
I = ] i 2.8^0 4. 579 1 n ,7 7 0 7400 oi 0.6704]4F 01
I = 14 4.440 7.990 1 0.154267E 01 ' 0.308 534E 01
I = 15 8.530 1. 490 2 ■ 0.286955e 01 0.573910F 01
I = [A 2.290 7,0 80 I rui25350F D] 0,2406999 ni
I = 17 8.830 7. 120 3 0.230? 19E 01 0 . 4 604371 01
I = 18 2.620 9.410 I 0.279968E 01 3.559936F 01
I = IQ T.npn 2.42 0 ? 1 . 7 0AQ76F 0] 0 ,4 9 7 9 4 7 F n :
I = 20 7.550 1.970 • 2 0.13B610G 01 . 0.377221F 01
TRT At n . 9 ? Q 4 1 3 F 07 0 1 n 4 0 « 7 r 97
227 - ,
RANDOM GRID LOCAT 10,N ALGORITHM
WITH LINEAR CONSTRAINTS ;
DISTRIBUTION OF TOTAL DISTANCES AMD COSTS
ITERATION SUM OF OPTIMUM SUM OF TRANSPORT j
NUMBER . DISTANCES , COSTS
1 0.625649F 02 0.125130E 03
2 0.522644E 02 0.104529E 03
3 0.635649 F 02 _ 0.127130F 03
0.55I998E 02 0.110400E 03
5 0.55B664G 02 ■ 0.111733E 03
A 0.5A5647F r,y 0.113129F 03
7 0.635649E 02 0.127130E 03'
8 0.486947E 02 0.973895F 02
9 0.585199 F 02 • 0.117040F 03
10 0.522878E 02 ■ 0.104576E 03
11 .0.631104E 02 0.136221F 03 :6..:u
1? 0.605081 F 02 0.12 1016F 0 3
13 0.603747E 02 0.1207'" I
14 Û.5 6564'7F. 02





































0. 115338e 03 



















0.592391E 02 0 . 1 1 8 4 7 8 E  03
RANDOM G R I D L O C A T I O N  A L G O R I T H M  ; X
WI T H  LINEAR CONSTRAINTS
O P T I M U M  A L L O C A T I O N  ON G R I D # 2
A F T E R 1 0 0  I T E R A T I O N S
C O D E  AND L O CATIONI OF  CENTRAL F AC I L I T I E S
C OD E  N U MB E R C A R T E S I A N  C O O R D I N A T E S
X Y
J = 1 5 . 0 3 5 2 . 7 7 7
= ' 2  \ 7 . 3 1 7  - " : ' 7 . 5 5 2 .  -
J = 3 2 . 7 5 2 7 . 5  52
O P T I M U M  A L L O C A T I O N
■ . F' A C  i  L I : T I E S ' C E N T R A L  L O C A T I O N ■ D I S T A N C E  'TO T R A N S P O R T A T I O N





T 1 7 - 1 9 0 5 . 4 9 0 ? n .  2 or-,5 4 4 r 0 1 0 . 4 1  ^ 9 8 7  F 0 1
r 2 9 . 0 7 0 9 . 9 4 0 2 0 . 2 9 6 1 6 6 F 0 1 0 . 5 9 2 3 3 2 F 0 1
I 3 4 . 6 1 0 6  .  4 9 0 3 0 . 2 1 3 9 9 1 E 0 1 0 . 4 2 7 9 8 2 E 0 1
î — - 4 4 . 9 4 0 8 .  2  5 0 3 0 . 2 2 9 6 0 1 F 01 0 . 4 5 9 2 0 2  F 0 1
I 5 0 . 4 7 0 0 . 6 9 0 1 0 . 5 0 1 9 6 4 E 0 1 0 . 1 0 0 3 9 3 E 0 2
I = 6 6 . 1 8 0 3 . 5 7 0 1 0  .  1 3 9 2 5  I E 0 1 0 . 2 7 8 5 0 2 5 0 1
I 7 1 . 1 3 0 9 .  R I O 3 0  . 2 7 R 0 0 7 F 0 1 0 . 5 5 6 0 1 5  F 01
I 8 6 . 0 0 0 4 . 3 6 0 j  ' 0 . I 8 5 3 5 2 F 0 1  : ■ : 0 . 3 7 0 7 0 4 F 0 1
I 9 3.230 8 . 0 6 0 2 a .  1 0 4 4 1 3  F 0 1 ,0.208827e 0 1
7 1 o 9  .  AOO 9 .  2 RO 0 . 2 R 6 2 R T F m 0 _ 5 7 9 5 0 6 F 0  1
I = 1 1 3 . 4 6 0 9 . 6 8 0 3 0 . 2 2 4 2 0 6 E 0 1 0 . 4 4 8 4 1 1 F 0 1
I - 12 2 . 3 1 0 0 . 3 9 0 I 0 . 3 6 2 2 9 5 E 0 1 0 . 7 2 4 5 9 0 F 0 1
I 1 3 P . A 3 0 4 . 5 7 0 R 0 . 2 0 9 0 7 9 5 0 1 0 . 5 9 8  1 5 7 F 0 1
I 1 4 4 . 4 4 0 7 . 9 9 0 3 0 .  1 7 4 3 2  9 E 0 1 0 . 3 4 8 6 5 3 E 0 1
I 15 8 . 5 3 0 1 . 4 9 0 1 0 . 3 7 2 4 6 0 E 0 1 0 .  7 4 4 9 2  l E 0 1
T l A ? . ? o n 7 .  9  3 0 • -3 ■ , n . A Q 7 7 R 9 P o n n  . 1 8  o 5  5  R F 0  1
I 1 7 8 . 8 3 0 7 .  1 2 0 2 0 .  1 5 7 3 1 2 F 0 1 0 . 3 1 4 6 2 5 F 0 1
I = 1 8 2 . 6 2 0 9 . 4 1 0 3 0 .  1 8 6 2 2 2 E 0 1 0 . 3 7 2 4 4 4 F 0 1
f — l Q 3 T M P . 4 7 9 1 r> . 1 7 A 6 5 0 F n i 0 . 7 5 9 9 n O F n i
= 20 7 . 5 5 0 1 . 9 7 0
—■ ----- --------- . ............
1
TOT AI
0 . 2 6 4 1 4 5 E  
0 . 4 6 7 8 1  I F
0 1  
0  9
0 . 5 2 8 2 9 1 E




RANDOM OR ID LOCATION ALGORITHM
WITH LINEAR CONSTRAINTS
DISTRIBUTION OF TOTAL DISTANCES AND COSTS
. _ TTFRATI ON -SUM .OF nPTTiMilM 811M 05..JLRATlR PnRT. '
ï NUMBER DISTANCES ; COSTS
1 0.556597E 02 0.111319E 03
2 0.5360I6E 02 0.107203E 03? 0. 89407?F m? 0, 118 804 F 0 7
. 4 0.758892E 02 0 . 1 5 1 7 7 3 2  03
' ' 5 . 0 . 6 3 2 1 4 4 E  02 0 . 1 2 6 4 2 9 E  03
n, 874,78? p; n? 0 ,1157/475 07
7 0.532543C 02 0.106509E 03
8 0 . 8 8 6 6 0 3 E  02 0.177321F 03
Q 0.8877788 0? 0.117554 F 07
■' 10 : 0,500512E 02 0.10G103E 03
. 0.83105BE 02 0.166212E 03. .. . . ' : 1.2. , . . .0,A 1 ?41AT 0? 0,1 9 94P7F 07 • ' . ;
13 0.632144E 02 0.1266^"-
14 0.633477E 02
............ . . . .. 1,5 .. - , , .0, 5 3924?F 0 9
16 . 0.58""-
- . 17 .




.N..3«5E 02 0 . 1 3 4 4 7 7 E 03
0 . 7 2 5 1 4 8 E  02 : : 0 . 1450 3OE 03
0.57/5A5P n ? 0 .1145 17F 07
85 0.507136È 02 0. 101427E 03
86 . . . . 0.630333E 02 0 . 1 2 6 0 7 7 E 03
8 7 n ,A73399F 0 9 0 ,174666F 07
- i :: 8 8 ' 0.54711 IE 02 0. 109422 F 03  : '
. . 8 9 - 0.765031E 02"  ̂ 0, 15300ÔE 03
qn : 0.5508518 09 0 . 1 1 91 70 F 07
91 0 . 6 1 9 6 8 7 E  02 0, 123937E 03
92 0.560851E 02 0.112170E 03
_ . .. 98 0.7948975 09 0 .144980F 07 !
' 94 0.594032E 02 0 . 1 1 8 9 0 6 2 03
, 95 0.553295E 02 0 . 1 1 0 6 5 9 2 039 A 0,579937p 0? 0.1159A8F. 07
97 0 . 5 9 4 0 3 2 E  02 0.119806E 03
98 0.846596E 02 0. 169319E 03
99 0. 5 47] ] 1 F 09 0, I 0P4?9.F_ 07
: : y  100 0 . 6 7 2 7 6 7 2  02 0 . 1 3 4 5 5 3 2 03
1
RANDOM GRID LOCATION ALGORITHM
WITH LINEAR CONSTRAINTS • J
OPTIMUM.ALLOCATION ON GRID # 3  
AFTER 100 ITERATIONS
CODE AND LOCATION OF CENTRAL F AC I L I TI ES  
CODE NUMBER CARTESIAN COORDINATES
Y V  '
-t = 1 7 . 7 7 4  « . 0 3 0
: : r J '  = ' 2 À 2.290  ■ 6.120  •
. W: J  = 3 5 . 9 4 8  2 . 3 0 0
OPTIMUM ALLOCATION
;  ■ ; , - NO











T = I 7,iqn 4, 4QO 1 O , ? A 0 A 2 7 F  01 0 . 6 7 1 2 3 4 E 01, .
row
O
V: : : : I : - 2 9 / 0  70 - 9 . 9 4 0 -  I ' :  ' ; : . 0 . 2  3 0 S 1 9 F  01 0 . 4 6 1 6 3 7 F 01
 ̂ T = 3 4 . 6 1 0 6 . 4 9 0 ■ 2x. D . 2 3 4 3 4 0 E  Cl 0 . 4 6  8679E 01
4 4.040 fl , 2 « 0 0 . ? R 4 2 3 ? F '01 o .  663Sri3E
I = 5 0 . 4 7 0 0 .  6 9 0 3 0 . 5 7 0 9 6 3 E 0 1 0 . Î 1 4 1 9 4 E 02
I = 6 6 . 1 8 0 3 . 5 7 0 3 0 . 1 2 9 I 0 2 F  01 0 . 2 5 8 2 0 3 F 01
.......... -  I = 7 ..........  1 . 1 3 0 9 . 8 1 0 . ....... . ? 0 .336934 F OI 0 ̂ 773967T .01, .. .
' 1 8 : 6 . 0 0 0 4 . 3 6 0 3  ■■ :v 0 . 2 0 6 0 6 6 E 0 1 0 . 4 1 2 1 3 1 E 0 1  , :
I . 9  . : TV 8 .  2 3 0  : ■ 8 « 0 6  0 V . 1 0 . 4 5 6 9 8 9 E 0 0 0 . P 1 3 9 7 8 E 0 0  /  V/ -
1 — , 1 0 Q , A n n ■ , 7 3 n - ] n . 2 7 1 2 8  7 F 01 n . 4 4 7 6 Y ^ F n i
I = 11 3 . 4 6 0 9 .  6 8 0 2 0 . 3 7 4 5 4 6 E 0 1 0 . 7 4 9 0 9 2 E 0 1
I 12 2 . 3 1 0 0 . 3 9 0 3 0 . 4 1 0 3 9 0 E 0 1 0 . B 2 1 7 S I F 01
I __ 1 3 2 .  6 3 Q 4 . 6 7 0 2 0 , 1 6 6 7 6 6 F 0 ] 0 . 7 1 3 6 1 3 F n 1
L  ' : i =  ' 1 4 4 . 4 4 0 7 . 9 9 0 y y - 2 0 . 2 8 4 4 9 3 E 0 1  / 0 . 5 6 8 9 8 6 E 0 1
 ̂ I = _- T 5  : : : : 8 . 5 3 0 : -  1 . 4 9 0 I.  .vv,i v:-3 ■ 0 . 2 7 0 6 0 7 E 0 1 0 . 5 4 1 . 2 1 5 F 0 1  : . V v:.
I - 1 6  • 2 , ? 9 n 7 , 0 3 0 2 0 . 9 1 0 0 2  I F n n n . i M 9 n n 4 F n  1
1 1 7 8 .  8 3 0 7 .  1 2 0 1 0 - 1 3 9 4 0 0 E 01 0 . 2 7 8 8 0 0 F 0 1
I 18 2 . 6 2 0 9 . 4 1 0 2 0 . 3 3 0 5 9 1 E 01 0 . 6 6  I 1 B 3 E 0 1
T I ‘3 3 . Q2 f \ 2 . 4 2 9 3 0 , 2 1 3  1 3 P F 0  1 n ,  4 7 6 2 - 7 6 F 0  I
I : ' ; - : " : : : '
2 0 7 . 5 5 0 ''V 1' i .  9 7 0  ■  ̂ V ,  v -  :.̂ - ■ ■ 0 . 1 6 3 5 6 4 E 0 1 0 . 3 2 7 1 2 7 E 0 1  '
TJ.JXAL 1LI-5-00..5.1.2.F- - 0-2---------- --- O.-_l-0TLl_0.3-E_ 03 . .. .
«UÜHÜM
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RANDOM GRID LOCATION ALGORITHM 
WITH LINEAR CONSTRAINTS
DISTRIBUTION OF TOTAL DISTANCES AND COSTS







0. 562535 EL 0.2_
0.131259E 03 
0.108613E 03 













0,1 26655E 03 
0.147657E 03 























0 . -I 5  2 8 8  2 F- 0-3




0.132971 E 03 
























































100 G.577034E 02 0 . 1 1 5 4 0 7 E  03
•
‘ WITH
GRID LOCAT ION ALGOR ITHM' 
LINEAR CONSTRAINTS
OPTIMUM ALLOCATION ON GRID 
AFTER 100  ITERATIONS
g 4
CODE AND LOCATION 
CODE NUMBER
OF CENTRAL F A C I L I T I E S  . 
CARTESIAN COORDINATES
' - X ■ Y
J = I 3 . 5 1 3 6 . 7 5 7
,
\2 .. V -  '
J  = 3
T.OOO - 
6 . 5 5 7
j- 1 . 9 8 2  

























9 . 0 7 0
4 . 6 1 0
4 . 9 4 0
. .. ■■■ • ■■ ;
9 . 9 4 0  
6 .  4 9 0  




0 . 6 4 0 3 9 2 2  
0 . 1 1 2 8 6 2 E  




0 .  128 0 78E 
0 . 2 2 5 7 2 4 F  










0 . 4 7 0  
,6.  180  
1 . 1 3 0
0 . 6 9 0
3 . 5 7 0





0 . I 3 9 6 1 7 E  
0 . 3 7 6 6 8 1 F  




0 . 2 7 9 2 3 5 E  
0 . 7 5 3 3 6 2 E










^ 6 . 0 0 0  
8 . 2 3 0  
9 .  f,nn
4 . 360  
8 .  0 6 0  




: 0 . 9 6 3 7 0 3 E  
0 . 4 7 8 8 5 5 E




0 .  192T40E 
0 . 9 5 7 7 0 9 E










3 . 4 6 0
2 . 3 1 0
2 . 8 3 0
9 . 6 8 0  






0 . 2 0 6 1 4 3 E




C . 5 B 4  7645
0.412296F










4 . 4 4 0  
\ 8 . 5 3 0
' 2 . 2 9 0
7 . 9 9 0
1 . 4 9 0




0 . 1 5 4 2 6 7 5
, 0 . 2 9 6 9 5 5 E




0 . 3 0 8 5 3 4 F
0 . 5 7 3 9 1 OE
n . 3 8n/ .oQF
01 








8 . 8 3 0  
2 . 6 2 0  
3 , 8 2  0
7 .  120  ' 
9 . 4 1 0




0 . 4 2 1 2 7 1 E
0 . 2 7 9 9 6 8 E




0 . R42 542E 
0 . 5 5 9 9 3 6 E




r v  . I
20 7 . 5 5 0 1 . 9 7 0 • 3
. TOTAL
0 . 1 88 6 1 0 E  
0 , 5 4 ? 8 3 2  F
01
02
0 , 3 7 7 2 ? IE





RANDOM GRID LOCATION ALGORITHM 
WITH LINEAR CONSTRAINTS
DISTRIBUTION OF TOTAL DISTANCES AND COSTS 
T TFRAT ION. GUM HF nPTTMIIM GUM OF TRANGPHRT
NUMBER DISTANCES COSTS
1 0.641018F 02 0.128204E 03
2 0.754149E 02 0.150830Ê 03
n.7G4??BF .  0 2... 0,1G034GF 03 1
:: 4 0.779967F 02 0.155994E 03
5 0.668643E 02 • . 0.133729E 03A 0.779967F- 07-- 0. 0 3
7 0.678829E 02 0.135766F 03
8 0.668584E 02 0. 133717E 03
q 0.7G4960F 0 2 • 0.1 G0992 F 03
■■■ 10 . 0.755897E 02 ^ 0.1511B0E 03 ' ""1
11 0.804386E 02 0.I60377E 0 31 9 n,H067AlF 0? ri,] 6 1 3 3 2 F 93
13 0.678399E 02 0. 13%'"
14 0.71715'IE 02
1 G n,77Q47AF O'*
16 0.7c^G
■ 17
■ 1.0  ,
,-.̂ 1 7 E 03
... - üT 16112 2 E 03
— n. 1 33 7G4F 03
UP H E 02 : ; ; y  0.151302F 03" -
0.668643E 02 0. 13.3729 E 03
. 0.8063]7F 0 2 0.16]264F 03
85 0.6Ô876BÈ 02 0,133754F 03
86 , , 0.677577E 02 0.1355I5E 03
. 8 7 ... 0.80G70GF 07 0.161141F 03
■ 8 3 0.7567262 02 ■ - O H  51345 E '03'
'■ ■■ y:'. 89 . 0.666904E 02 : 0.133781E 03.
....  90 . 0,7GG477F_. 02 0.1G10Q6F 0 3
91 0.668835E 02 0.133767E 03
92 0.668584E 02 0.133717E 03
9G 0.7G3817F 0 2 0. 1 G0763C 0 3
0.754223E 02 0.150845E 03 ' V
- ......y, 95 ■ : 0.805656E 02 0.161131E 03
■ QA 0 , 7173448 02 0,163469F 03
97 0.754223E 02 0.1508452 03
98 0.779967E 02 0. 155994E 03
99 0,7 179G.0F -02 0, 163G90F 03
■ 100 : 0.755669E 02 0.1511342 03
'  » i
RANDOM GRID L0 CATION ALGORITHM 
■ WITH LINEAR CONSTRAINTS
OPTIMUM. ALLOCATION ON GRID It 
AFTER 100 ITERATIONS
CODE AND LOCATION OF CENTRAL FAC IL I TIPS . 
CODE- NUMBER CARTESIAN COORDINATES-   V _____ ■ ' ■____ V
J .=  ̂.070



















T = ? 7 , i q n 5 ,  4 9 0 P 0 , 1 4 9 6 A 4 F  01 0 , 7 o q i ? p p  ni
rv>OJ
-P-
■ I '  = - 2 ■ 9 . 0 7 0 <) . 940 -  2 0 . 5 5 11 80 E  01 0 . 1 1 0 2 3 6 E  07 :
I = .T3%': 4 . 6 1 0 6 . 4 9 0 ,  ̂ 1 0 . 1 6 9 2 8 5 F  01 0 . 3 3 8 5 6 9 F  0 I .
T ■■=■-■'■ ' 4 6 . 9 4 0 . 8 , 2  60 1 0 . 2 1 3 ]  66F 01 ; , . . .0.4 7 6 3 1 2 F  0 1
I = 5 0 . 4 7 0 0 . 6 9 0 1 0 . 7 0 2 3 7 9 E  01 0 . 1 4 0 4 7 6 E  02
I = 6 6 . 1 8 0 3 . 5 7 0 2 0 . 2 3 0 4 2 4 E  01 0 . 4 6 0 8 4 9 E  01
I = 7 1 . 1 3 0 9 .  8 10 1 0 . 3 7 /: .8 O O P O 1 0 - f, 4 9 6 0 0 P ni
- - : - ■' I = V 8 6 . 0 0 0 ; T ■ : 4 . 3 6 0 . 2 : 0 . 2 2 9 3 9 9 F 01 . " 0 . 4 5 9 7 9 9 F  01
I = 9 V 8 . 2 3 0 8 . 0 6  0 : 2 0 . 3 6 7 7 7 4 E  01 0 .  7,1 5649E 01
I = 10 Q , A o n ■ Q . 2 p. o 2 0 . 4 9 7 1 79F 91 o . 0 9 4 2 6 8  p O1
I = 11 3 . 4 6 0 9 . 6 8 0 1 0 . 2 4 9 7 8 7 E  01 0 . 4 9  95 73F 01
I = 12 2 . 3 1 0 0 .  3 90 1 0 .  6 g 6 4 5 8 E 01 , 0 . 137292C 02
I = 1 3 7 , 6 3 0 4 .  6 70 1 o 7 4 97 7 9 P  01 0 . 6 3  9 668P O1- .
T = 14 4 . 4 4 0 7 . 9 9 0 ■ I 0 .  ?/S6833E 01  ̂ 0 . 3 1 36 67 F  01
I - 15 , 9 . 5 3 0 1.  490 2 0 . 3 0 0 2 0 1 E 01 0 , 6 0 0 4  02F  01
■ I ■ = 1 f. 3 . 7 9 0 7, (140 1 0 , 8 0 0 1 7 1 p oo 0 . 1 6 1  P,34P 01
I = 17 8 . 3 3 0 7 .  120 2 0 . 2 6 9 0 7 2 F  01 0 .  5 3 8 1 4 5 5  01.
I = 18 2 . 6 2 0 9 . 4 1 0 1 0 . 2 2 4 5 8 9 E  01 0 . 4 4 9 1 7 7 F  01
T = [Q 3 , « 7 o 7 - 420 1 0 , 4 8 4 8 4 6P n i 0 , 0 4 9 6 9 0 6  01
20 ; 7 . 5 5 0 1 .  970 2 : 0 . 2 6 2 1 1 . 7 F  01 0. 5 2 42 34 F  01
TOT Al 0.64101 8F 07 0 . 1 7A 704P 03
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VARIABLE DISCRIMINATION ALGORITHM 
AGGLOMERATION OF A LARGE SYSTEM
2^6
/ / J O B  T 
//.FOR
** R.CHAPELLE RS-02399
*IOCS(CARO, 1132 PRINTER, DISK) 
*ONE WORD INTEGERS 
«•LIST SOURCE PROGRAM
VARIABLE DISCRIMINATION ALGORITHM SPRING 1969
C AGGREGATION OF A LARGE SYSTEM OF Nl FACILITIES INTO A SET OF N2
C.; TERMINOLOGY OF VARIABLES
C R .READ/'INPUT
C W .WRITE/OUTPUT'
C Nl .NUMBER OF ORIGINAL FACILITIES
C : N2 .EXPECTED NUMBER OF CLUSTERED FACILITIES
C : NERR .ACCEPTABLE VARIATION OF N2
C.:-;' ; N . _ EFFECT IVE NUMBER OF CLUSTERED FACILITIES : ■
C DISCR' .RANGE O'F AGGLOMERAT ION, X ( 1 ) OR Y ( I) + OR - DISCR
C DÎNC .INCREMENTAL DECREASE OR INCREASE OF DISCR TO OBTAIN N IN
C THE NEIGHBORHOOD OF N2
'C X(I),Y (T).CARTESIAN COORDINATES OF FACILITIES
C XR(I) .TRANSPORT RATE ON ROUTE I
(:: : : :Xf4( i) .q u a n t i t y  to t r a n s p o r t  o n  r o u t e  i :
C NLOOP .MAXIMUM NUMBER OF TIMES WE WANT THE PROGRAM TO RUN
C THROUGH A CLUSTERING LOOP. IF N2 + OR - NERR IS NOT REACHE
C DURING THESE NLOOP, MODIFY INC OR NERR BY CHECKING BEHAVIO
C .. / . OF OUTPUT N '
C . : KN : .MAXIMUM NUMBER OF POINTS IN A CLUSTER
INTEGER R ,W
C CHANGE THE DIMENSION CARD IF MORE THAN 125 FACILITIES ARE CONSIDERED
DIMENSION X( 125),Y( 125),XR( 125),XM( 125),ISAV( 125)
_C_____ DIMENSION OF JCH=KN=(N1/N2)*5, OF JSAV=NIC=2#N1___________________________
DIMENSION JCH( 30),JSAV( 250)
READ(R,10 )N1 , N2,NERR,NLOOP,DI SCR,DINC 
10 FORMAT(4110,2F10.0)
DO 25 1 = 1 ,N1 •
READ(R,2 0 )X( I ) ,Y;( I ) ,XR( I ) ,XM( I ) 
20 FORMAT(4F15.0)
25 CONTINUE /
FIRST TABULATION. LISTING OF KNOWN VARIABLES 
WR1TE(W,30)N1
30 FORMAT(1H1, / / , 35X, 33HVARIABLE DISCRIMINATION ALGORITHM, / ,31X,
124HL0CATI0N OF THE O RI GI NAL, 1 5 , 2 X , T 0 H F A C I L I T I E S , / / , 2 4 X , 2 1 H C A R T E S I A  
: 2N COORDINATES,6X,14HTRANSP0RTRATE,3X,11HQUANTITY T 0 , / , 6 9X , 9 H T R A N S  
3P0RT,  /  , 27X , IHX , 14X , IHY , 15X , IHR , 14X , IHM, / /  ) ^
WRITECW,40) ( I , X ( I ) ,Y( I ) , XR( I  ) , X M ( I ) , 1  = 1 , N 1 )
40  FORMAT(13X,3HI = , I 5 , F 1 3 . 3 , F 1 5 . 3 , F 1 4 . 3 , F 1 6 . 3 )
SECOND TABULATION. HEADING 
.. WRITE I W, 50 ) N1 , N2 , NERR ' / v v
50 FORMAT!1 H1, 3 3 X, 33HVARIABLE DISCRIMINATION ALGORITHM,/ , 3 5 X ,
113HCLUSTERING OF, I 5 , 2X, lOHFAC IL IT l E S , / . ,  39X ,4H INTO > I 5 > 7H + OR “  , 1 5  , 
2 / 7 )
LOOP =0 
60 LOOP=LOOP+1
DO 61 1 = 1 ,N1
237
.
■ ■ • ■ ":/R. CHAPELLE RS-02399 ; PAGE C
■■61 ISAV(I)=I
C CLUSTERING OF FACILITIES 




YFIN = Y( I)+DISCR '
65

















COUNTING PROCEDURE OF CLUSTERS, UP- TO 
N=0 ; .




DO 152 IBC=1,NIC 
J5AV(IBC)=0
il 153 KN=(N1/N2)*5EXAMINATION OF EACH CLUSTER AND CHECK : DO 186 J=I»N1 .THE CHAIN LINKS ...
c
154
DO 154 KM=1,KN 
JCH(KM)=0























FORMAT!10X,69HERR0R. INCREASE DIMENSION OF JCH AND MODIFY STATEMEN
172




174 N=N+l ; ■ .■■








ReCH.APELLE . R S - 0 2 3 9 9  PAGE C
178  WRITE(W»180)
180  FORMAT(10X,3AHERR0R.  INCREASE DIMENSION FOR JSAV)
182  J S A V ( I C ) = J C H ( I N )
1 84  CONTINUE______________________________________________________________________________________
1 8 6  CONTINUE .
CHECK IF PROPER CLUSTERING HAS BEEN OBTAINED
: INCN=IABS(N2-N)  ' ' . ■ .. \ : :
I F ( INC N - NE R R 1 2 1 3 , 2 1 3 , 2 1 0  
2 1 0 ' I F ( NL O O P - L O OP ) 2 1 1 , 2 1 1 , 2 2 0  
2 11  WRITE(W,212)
212 FORMAT!31X,39HDESIRED .CLUSTERING HAS NOT BEEN REACHED,/,27X, 
146HMODIFY THE VALUES OF DISCR OR DINC ACCORDINGLY,//)
  GO TO 215 . '■ ' ' ' . . . T - .. \ ■ .. .t. . . '
213 WRITE(W,214)
214 FORMAT!33X,35HDESIRED CLUSTERING HAS BEEN REACHED,//)
215 WRITE IW,216)
216. FORMAT!21X,8HFACILITY,10X,21HCARTESIAN COORDINATES,11X,9HCLUSTERED 
1,/»2 3X»4HC0DE,15X,1HX,14X,1HY,1IX,I3HWITH FACILITY,//) 
WRITE!W,217)!J,X!J),YXJ),I5AV!J),J=T,N1)
2 1 7  FORMAT!21X,3HI = , I 5 , F 1 7 « 3 , FI  5 . 3 , 116)
I RITE!W,218)M,DISCR
218 FORMAT (//,29X,32HTOTAL NUMBER OF CLUSTERED POINTS,19,/,29X,33H0BT 
lAINED WITH À DISCRIMINATION OF,F8c3):
GO TO 250
MODIFY DISCRIMINATING POWER ACCORDING TO THE VALUE OF N 
220 IF!N2-N1230,213,240 
2 3 0  DJSCR=DISCR+OINC 
GO TO 60
; Ï 24 0  D ISCR = D I SCR-DINC 
GO TO 60 





ONE WORD INTEGERS 
IOCS
CORE REQUIREMENTS FOR 
COMMON . 0 VARIABLES 1442 PROGRAM 1 0 6 2
END OF COMPILATION
239
VARIABLE DISCRIMINATION ALGORITHM 
LOCATION OF THE ORIGINAL 125 FACILITIES
CARTESIAN COORDINATES TRANSPORT RATE QUANTITY TO 
TRANSPORT
X Y R ' M
1 0.277 28.174 1 000 ' : 2.000
2 1.074 93.066 1 000 2.000
I — 3 1.747 . 13.836 1 000 2.000
I — 4 3.334 87.345 1 000 2.000
: 5 3.673 7.112 : ; //I 000 4 2.0ÛÔ : ■ 1
6 3 . 894 ::::: 000 ..:/.:2.000:' :7 4.330 15.335 : 000 :;:2.b00.\
8 5.174 86.615 1 000 2.000
9 5.397 87.284 1 000 2.000
10 6.045 ■ 82.979 1 000 2.000
11 7.374 93,216 1 000 2.000 :
1? 7.718 56,749 v/./:i 000 ':. 2.000
13 8.870 60.205 1 000 2.000
I “ 14 9.381 24,237 1 000 2.000
15 10.700 . 96.945 1 000 2.000
16 11.709 74.970 1 000 2.000 i
17 12.191 7.668 1 000 - 2.000 ;
18 . 13.16? 4.329 000 : 2.000
19 13.912 0.331 1 000 2.000.
20 15.249 4,341 1 000 2.000
21 15.891 81.267 1 000 2.000
22 16.232 7.289 1 000 2.000
23 17.108 59.919 1 000 2.000
I — 24 ..4/ 17.914 68*586 1 000, : : 2.000
25 ' 9.045 78.228 :1 00,0 ; F 2.000::
26 19.730 61.533 1 000 2.000
I = 27 2.0.304. 32.007 1 000 2.000
28 21,146 78.281 1 000 2.000
29 21.614 48.435 1 000. : 2.000 /-I
30 22.485 51.049 1 000 2.000
31 23.155 34,308 1 000 • :̂-2 . do 0:'
32 23.984 68.045 1 000 2.000
33 24.497 7.085 1 000 2.000
34 25.401 34,796 1 000 2.000
35 26.589 38.362 1 000 2.000
36 27.013 29.532 :Æ:r-: l- 000 2.000
37 28.200 99.444 1 000 2.000 ■ #
38 29.390 71,763 1 000 2.000 1I — 39 30.697 75.686 1 000 2.000
40 31.306 65.012 1 000 2.000 1
I — ‘̂1 . 3 2.4 88 6,057 1 000 2.000 .
4.2.,:: :/: 33.522 9.0.409 1 000 2.000
...4 3.: : : ./ ::3'5:.837 53.606 1 000 f: 2 i:ooo :■
44 36.428 74.129 1 000 2.000 ‘iI — 45 ' 36.989 13.310 1 000 2.000
I = 46 37.928 59.878 1 000 2 .00.0 , V " " \
47 ' 38.122 97.961 1.000 2.000
> 4 8  : , ■ .39.000 : ; 94.343 1.000 : : 2.000
■49, ..,39.859 ,:  ; ;;X>':40.672" 00:0, ■.■,:■::, 2.00 0
:: 50.::/::' : 40.759 .: ; 30.8 72 ; 1.000 2.000
51 41.993 53.322 1.000 2.000 :
52 42,646 92.783 1.000 2.000
53 42.890 74.764 1.000 2.000
4 3.467 13.996 .1.000.: 2.000.
I =:r y::.55x:' 44.015 3.139 ■ 1.000 2.000 .
:5() ■:: .: 44.348 16.637 .V l.O O C r 2.00 0
57 45.184 61.644 1.000 2.000
58 46.254 47.356 1.000 2,000
59 46.631 60.987 1.000 2.000
60.;, : 47i 7,20. 39.2 55 : 1.000 : 2.000
61 > /:> : 48.729 54.781 ...,.v,;T:i'^.oop.::>.:L. 2.000 . :
6.2 ■ : .48.925 11.619 4 2.000
63 49.418 19.348 1.000 2.000
64 50.859 61.171 1.000 2.000
65 51.528 81.927 1.000 2.000 j
66 52,484 . 34.795 : : 1.000 i l ,  (300. 4 1
67 53.038 30.206 1.000 2.000 1
68 53,817 13 ,  795:'::::.: .;::>■: :41.000:: 2.000 ■: :
69 54.209 96.220 1.000 2.000
70 55.251 74.346 1.000 2.000
71 55.964 51.487 1.000 2.000
72 56.811 16.526 c::::.; 1.000 ' 2.000
73 . 57.471 24.759 1.000 2.000
74 ;^,>58.101 51.645 1.000 2.000 : :
75 59.486 43.301 1.000 2.000
76 60.131 20.236 1.000 2.000
77 61.636 31.000- 1.000 . 2.000
78 62.898 84.788 1.000 2 . (300
79 64.300 88.995 1.000 2.000
80 . 65.281 35.686 1.000 2 . 0CM3 X 1
81 65.936 87.652 1.000 2.000
82 67.288 79.207 1.000 2.000
83 67.849 80.892 . 1.000 2.000 :
84 68.460 32.725 1.000 2.000 :
85 69.222 60.011 1.000 2.000
86 . 70.068 ' 18.799 ' 1.ÜÜÜ 2.000
87 70.850 52.394 1.000 2.000 1
88 71.326 53.823 1.000 2.000 1
89 72.066 62.293 1.000 2.000 1
90 73.376 16.223 1.000 2.000
91 74.074 62.067 1.000 2.000
92 74.892 58.270 1.000 2.;ooo
93 75.505 10.108 1.000 2.000
94 75.616 10.442 1.000 2.000
95 76.083 18.093 1.000 ■ 2.000
96 76.792 38.968 1.000 2,000
97 77.804 10.756 1.000 2.000
98 78.551 56.747 1.000 2.000
99 78.845 7.628 1.000 . 2.000
100 79.736 91.551 1.000 2.000
101 79.853 79.402 1.000 2.000
i|






























































































































INTO: , ,50 ;
lUIN HLUVKi 1 MI'I
125 FACILITIES .





COORDINATES CLUSTERED : 
WITH FACILITY
 ̂ ■
I — 1 0.277 28.174 1
2 1.074 93.066 ;:2 :
3 1.747 13.836 Z 7
4 3.334 8 7.345 10 -
5 3.673 7.112 5
I ~ 6 3.894 1.525 6
7 4.330 15.335 3
8 5.174 . 86.615 10
I — 9 5.397 87.284 10
10 6.045 82.979 9
I — 11 7.374 93.216 15
12 7.718 - 56.749 13
13 8.870 60.205 12
14 9.381 24.237 14
15 10.700 96.945 11
16 11.709 74.970 16
17 12.191 7.668 22
I — 18 13.162 4.329 22
19 13.912 0.331 20
20 15,249 4.341 ■ 22 ■
21 15.891 . 81.267 2 5
22 16.232 7.289 2b-
23 17.108 59.919 26
24 _  . 17.914 68.586 24 i
25 19.045 78.228 28 .
26 19.730 61.533 2 3
I — 27 20.304 32,007 31
1 = 28 21.146 78.281 25
I = 29 21.614 48.435 30
30 • 22.485 51.049 29
31 23.155 34.308 36% = 32 23.984 68.045 ■ 32
33 - 24.497 7.085 33
34 25.401 34.796 35
35 26.589 38.362 34
36 27.813 29.532 31
37 28.200 99.444 ■ 37
I = 38 29.390 71.763 39
39 30.697 75.686 38
40 31.306 65.012 40
41 32.488 6.057 41
4 2 33.522 90.409 42 1
43 35.837 5 3.606 43 1
243
44 36 428 74.129 44
45 36 989 13.310 :■ 3:' 45 "
. % .:•; = ■ 46 37 928 :: 59.878 ::'4-46':4:4:; •=:■ ■. 4 7 38 12 2 : 97^961 :48 4 1! 48 39 000 94.343 52
49 39 859 40.672 49
50 40 759 30.872 ' 50
. 51\'. 41 9.93\;.:i;:{:: 53.322 ï̂: 51 1
■ : 52; 42 646 v: ; ■ 92.783 :.V'-:̂ :48.;:
5  3 . 42 890v .:r vil 74.764 V.-:. 5 3
I - 54 43 467 13.996 56 155 44 015 3.139 55 1
56 44 348 16.637 54 ]\ 2 s. 57 45 .18 4 ": 7: 4: ; : 81.644 ■ V,; ; :.5,7 ;
;:.58. : 46 254y::7;; 47.356;:1: .::y;:::58.
59 46 631 7ll::60.987:l.:l. ::::;v'-64.
60 47 720 39.255 66 1
r ' ■ 61 48 729 54.781 61 '
62 48 925 11.619 68 î63 49 418 19.34 8 63
64 50 859 61.171 59 j
65 51 528 81.927 65
66 52 484 34.795 67
67 53 038 30.206 . 66
68 53 817 13.795 72 ;
69 54 209 96.220 69
I = 70 55 251 .74.346 7 0 ';: '
71 55 964 51.487 74
?■ 72 56 811 16,526 76 1
73 57 471 24.758 76 ]
I ~ 74 . 58 101 51.645 71
7 5 59 4 86.:;::;::?: 43 301 75
' 76 60 131 20.236 73
.77 61 636 31.000 80
I = 78 62 898 84.788 83
% = 79 64 300 88.995 81
80 65 281 35.686 84
81 65 936 8 7.652 79
82 67 288 79.207 83
83 6 7 849 80.892 82
I - 84 68 460 32.72 5 80
T s 85 69 222 60.011 91
86 70 068 18.799 90
I “ 87 70 850' 52.394 ■ 88
88 71 326 53.823 92
89 72 066 . 62.293 92
90 73 376 16.223 95 !
I — 91 74 074 62.067 92
92 74 892 ■ 58.270 98 :
I “ 93 75 505 10.108 99
I — 94 75 616 ' 10.442 99 195 76 083 18.093 90
I - 96 76 792 38.968 96 l
97 77 804 10.756 99 ?!
98 78 551 56.747 . 105
244
99 78.845 7.628 97100 , ^ 7 9U736 91.551 100
101 : 7 9 , 8 5 3  : 79.402 103
102 . I;.-:,,:;, 8 0. 24 1  7̂ : - V 99.316 ; 102 :
103 80.962 76.480 101
104 8 1 , 3 9 7 4 6.533 106J 105 8 2.071 54.807 98
.106 . ?xN;:.̂ ,:8 2.304'- :%: 49.257 :• : 104
107 8 3 . 2 1 4 6 4.486 . 1 1 1  : ' . - Ï/:y 10 B 84,436:: 30.651 : 112
! 109 8 5.342 27.120 112
I ~ 110 8 5 . 7 4 4 65.825 111
I — 111 8 7. 32 5 64.317 110
112 :8 8.2 50 :■ 29.594 : 118 ■ 1113 8 9 . 0 5 8 7 5.768 . 1 1 4 I114 9.0.167, 79.096 1 1 3  .
115 9 0 . 8 2 4 31.067 118
I ~ 116 9 1 . 5 0 3 8.102 116
117 9 2 . 1 1 5 53.690 121
118 9 2.770 30.653 115 : - •■ ' !119 9 3.921 2 .857 1.1 "3 : . ■7
r 120 9 4 . 3 5 7 91.666 1 20 :!' 121 . 9 4 . 8 1 0 55.524 117
'■, 122 9 6 . 0 8 7 4 0.605 123 •
Ï- 123 9 6 . 8 1 3 4 2.783 122 J2 2Z 124 9 7. 89 1 77.267 124i 125 9 8.4 26 10.120 125 .
i[■ TOTAL n u m b e r  o f  c l u s t e r e d POINTS 75 1O B T A I N E D  W I T H  A D I S C R I M I N A T I O N  OF 5.000 Î
• - " ■ Î
. IJ
i i l î i i l l i i i i i i a ^
:-•■■■ ;.• X. . V
AT
244-
9 9  ____    7 8 , 8 4 5 __________________I±62 8___________________9_7_
1 0 0  7 9 ^ 7 3 6  9 1 . 5 5 1  100
101 7 9 , 8 5 3  . ' 7 9 , 4 0 2  - 1 0 3
1 0 2  ; 8 0 , 2 4 1  ■ ' 9 9 * 3 1 6  . . : ' ■ .. 102
103 8 0 , 9 6 2  7 6 , 4 8 0  101
104 8 1 , 3 9 7  4 6 . 5 3 3  106
1 0  5______________ 8 2 , 0 7 1 _____________ 5 4 , 8 0 7 __________________ 98
106, ; : 8 2 , 3 0 4  4 9 , 2 5 7  ■ ■ 1 0 4
107 ■ 8 3 , 2 1 4  ' 6 4 , 4 8 6  ^  H I
108 . 8 4   ̂ 3 0 , 6 5 1  . 1 1 2
109 8 5 , 3 4 2  '  2 7 , 1 2 0  112
110 8 5 , 7 4 4  6 5 , 8 2 5  H I
111 8 7 . 3 2 5  ■ 6 4 , 3 1 7  H O
112 ' :: 8 8 . 2  50 ; :: 2 9 , 5 9 4  118
113 'I 8 9 , 0 5  IB., . 7 5 , 7 6 8  1 1 4
114 : 4 9 0 , 1 6 7  : ■ , 7 9 . 0 9 6  ■ : ' ' 113
115 90.824 31,067 118
116 91.503 8,102 116
11 7 ____________ 92 ,J_15___________53,69 0 __   HJ L
;l 18 - _ ' 9 2;77(f , : 30,653 ' , ' : , 1Î3
1 1 9  . S'3.A921 : : 4 ' 2 ,6157,v: \ 1119
120 : ''1144 ■-v,:v-l,,.94,357 -::.91,666 " 4__-:_■' ' 1 20
121 . 94."810 ' "55.5'24' ' 117
122 96.087 40,605 ' 123
12 3_____________ 96.813___________42.783______ _̂_______ 122
124 97,891 ■ 77,267 ; 124
125 98,426 : , , ' :/,.,4lOol20'l 1, ' , 125
TOTAL NUMBER OF CLUSTERED POINTS 75
OBTAINED WITH A DISCRIMINATION OF 5 , 0 0 0
