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Sommaire
Dans le cadre de notre thèse, nous avons travaillé sur la production automatique
(le résumé pour le domaine juridique. Nous avons développé le système Let$um (Legal
Text Summarizer), un outil informatique en vtie d’extraire l’information pertinente sous
une forme condensée. Nous avons collaboré avec les avocats du centre de recherche en
droit public (CRDP), chargés de créer une bibliothèc1ue de droit virtuelle des décisions
judiciaires canadiennes.
Notre méthode est basée sur l’analyse manuelle (les jugements et de leurs résumés
rédigés par les résumeurs professionnels. Dans cette méthode, nous identifions d’abord
le plan d’organisation d’un jugement et ses différents thèmes discursifs qui regroupent
les phrases autour d’un même sujet. Chaciue phrase clans un thème donne des informa
tions complémentaires sur le sujet. Pour les phrases reliées à un thème, nous pouvons
interpréter les sens des phrases d’après leur contexte afin (l’en extraire les idées clés.
La création du résumé par LetSurn se fait en quatre étapes
Segmentation thématique qui clétermme l’organisation du document original et en
cadre les segments du texte associés avec un thème précis dans la jurisprudence.
Pour la structuration thématique, nous avons divisé un .iugement en sept thèmes
• DoNNÉES DE LA D1CISION donne la référence complète de la décision et la
relation entre les parties sur le plan juridique.
• INTRODUCTION qui? a fait quoi? à qui?
• CONTEXTE : recompose l’histoire du litige et l’histoire judiciaire.
• SOUMISSION : présente le point de vue d’une partie sur le problème.
• IS$UES(ou les questions de droit) t identifient le problème juridique dont le
tribunal est saisi.
• RAISONNEMENT JURIDIQUE : décrit l’analyse du juge, la détermination des
faits et l’expression des motifs de la solution retenue.
• CONCLUSION t présente la décision finale de la cour.
Filtrage qui identifie les segments qui peuvent être supprimés dans les documents,
sans perdre les informations pertinentes pour le résumé. Dans un jugement, les
citations occupent un volume important du texte soit 30% du jugement, alors
que leur contenu est moins important pour le résumé donc, nous identifions les
citations principalement pour les supprimer.
Sélection des unités textuelles candidates pour le résumé qui construit une liste
d’unités saillantes candidates pour chaque niveau structural du résumé en calcu
lant les poids pour chaque phrase dans le jugement. La sélection est basée sur
oo
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des règles sémantiques et des calculs statistiques.
Production du résumé qui choisit les unités pour le résumé final et les combine afin
de produire un résumé d’environ 10% du jugement.
L’évaluation de 120 résumés automatiques par 12 avocats du CRDP montre la
ciualité des résumés produits par LetSum qui est jugée excellente. Notre comparaison
des résumés de LetSum avec cinq systèmes de recherches ou commerciaux met en
évidence l’intérêt d’utiliser d’un système de résumé spécialisé pour le domaine juridique.
Mots-clés résumé automatique, segmentation thématique, table de résumé, cx
traction des unités, texte juridique.
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Abstract
In this thesis. we have focused 011 a problem referreci to as automatic production of
legal text summarization. We have cleveloped a summa.riza.tion system. calleci LetSum.
for produeing short summaries for legal decisions. which record the proceeding of n
court. We have collabora.ted with the lawyers of the Public Law Resea.rch Center of
Université de Montréal, clevelopmg a virtual hbrary of Canadian law.
Ouï method is hasecl on the manual analysis of the judgments hy coinpanng ma
nually written summaries and source documents to look for a match between the in
formation consiclereci important in the professional abstract and the information in the
source decisions. Ouï approach investigates the extraction of the most important units
hased on the identification of thematic structure of the document and the cletermi
nation of discursive themes of the textual units in the judgment. Each sentence in a
theme gives aciditional information on the subi ect. For the sentences connected to a.
theme, we can interpret tbe meanings of the sentences according to their context to
extract the key ideas.
The production of the surnmarv is doue in four steps
Thernatic segmentatioi detects the orga.nizational architecture of a jucigment. The
document structure is hased on the specific knowleclge of the legal field. According
to ouï analysis, we clistinguish seven themes which divide the legal decisions into
thematic segments
• DEcIsIoN DATA gives the complete reference of the decision and the relation
hetween the parties for planning the decision.
• INTRODUCTION who? did what? to whom?
• C0NTExT : recomposes the story from the facts and events between the parties
and findings of credihility on the clisputed facts.
• SuBMIs5I0N presents the point of view the parties on the prohiem.
• ISSUES : identifies the questions of law for the court.
• JuRIDIcAL ANALY5I5 descrihes the comments of the judge, finding of facts
and solution to the problem of the parties.
• CoNcLusIoN expresses the final clecision of the court.
Filtering identifies parts of the text which can he eliminated, without losing relevant
information for the summary. In a judgment, the citation units (sentence or pa
ragraph) occupy n large volume in the text, up to 30%, of the judgment, whereas
their contents are less important for the surnmary.
Selection builds n list of the best candidate nuits for each structural level of the
iv
sumrnary. Selection is based on the semantic raies anti statistical computing.
Production of the surnrnary chooses the units for the final summary and combines
them in order to procluce a summar of about 10 of the judgement.
The evaluatiolls of 120 summaries hy 12 lawyers show the quality of summaries
produced by Let$um, which are judged excellent. Ouï comparison of the summaries of
LetSum with five other research anti commercial systems brings to the light the interest
of using a system developed specifically for the summarization of legal documents.
Keywords : automatic text sumniarization, thematic segmentation, summary table.
extraction of textual unity, legals texts
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1Chapitre 1
Introduction
De jour en jour, la masse (l’information textuelle sous forme électronique ne cesse
d’augmenter, que ce soit sous forme de documents accessibles sur internet. dans les
bases de données des entreprises et (les gouvernements. Il devient de plus en pins
difficile d’accéder aux informations intéressantes sans l’aide d’outils spécifiques.
Dans ce contexte, il est nécessaire de pouvoir accéder au contenu des textes par
des moyens rapides et efficaces. C’est la fonction d’un résumé qui constitue un moyen
efficace et éprouvé pour représenter le contenu des textes, et ainsi permettre un accès
rapide à leur contenu. La technologie du résumé automaticlue qui permet de choisir un
ou plusieurs documents utilement est une réponse à ce besoin.
Le but d’un système de résumé automatique est de produire une représentation
abrégée couvrant l’essentiel du contenu d’une source d’information. Dans un contexte
d’opérationnel, il faut aussi considérer les besoins de l’utilisateur et de la tache de
mandée.
On ne peut pas imaginer dans notre vie quotidienne, une journée sans résumé,
comme le souligne lnderjeet Mani [Mani, 2001]. Les titres des journaux sont des
résumés des différents événements. Le texte d’un article de journal contient aussi un
résumé : le premier paragraphe décrit brièvement ce qui est nouveau dans l’histoire
d’un événement. Les articles scientifiques sont accompagnés de leurs résumés écrits par
leurs auteurs. Les bulletins d’informations, les prévisions météo, les tables des résultats
des compétitions sportives, les catalogues des bibliothèques, les catalogues des rabais
d’un magasin, tous sont des exemples de résumés.
L’utilisation de la technologie du résumé automatique réduit les temps de recherche
pour trouver les documents pertinents et allège le traitement des longs textes en iden
2tifiant les informations clés. Certaines techniques de filtrage d’information peuvent
produire des résumés flexibles en fonction des intérêts de l’utilisateur.
Un résumé cohérent, lisible et bien rédigé par un résumeur humain (un spécialiste
effectuant des résumés de documents) est-il toujours préférable à résumé automatique?
Pour répondre à cette question, il faut considérer plusieurs paramètres dont le volume
d’informations à traiter. Il faut souvent fouiller dans des centaines documents pour
trouver un document avec le contenu souhaité. Pour résumer un long texte, il faut
pour un humain le temps de lire le texte et l’expertise nécessaire pour fournir les
renseignements sur un sujet il faut analyser, sélectionner les segments et les re
composer en particulier pour construire un résumé. Il faut aussi tenir compte des
limites des humains pour certaines tâches répétitives, la fatigue, etc. De plus un bon
résumeur humain n’est pas toujours disponible. Tous ces facteurs augmentent le coût
d’un résumé manuel.
Pour toutes ces raisons, l’ordinateur peut parfois donner des résultats plus intéressants
qu’un humain. L’ordinateur peut être utilisé comme aide à l’organisation des connais
sances des textes et comme un outil pour les tâches de traitement de textes assisté pa.r
ordinateur.
De nombreux travaux basés sur les techniques dIntelligence Artificielle (lA) et de
Traitement Automaticiue des Langues Naturelles (TALN), ont f)roposé des méthodes
pour créer automatiquement des résumés. Plus récemment, la série de compétitions
Document Understanding Conference [DUC, 2004] a été organisée pour évaluer les
systèmes de résumé automatique. Mani [Mani, 2001] [Mani et Maybury, 1999], Marcu
[Marcu, 2000] et Minel [Minel, 2002] présentent des introductions à la situation actuelle
dans ce domaine. Ces travaux seront présentés plus en détail au chapitre 2.
La dernière rencontre annuelle sur le résumé automatique tenue lors de la conférence
ACL 2004 Text Sumrnarization Branches Ont, avait pour thème les résumés dans les do
maines spécialisés. Certaines applications exigent une analyse profonde afin de dégager
les particularités des domaines et d’identifier les aspects importants relatifs aux ap
plications. Il est de plus en plus difficile d’accepter un résumé général pour toutes
sortes de textes sans prendre en compte les connaissances spécifiques du domaine et
les besoins des utilisateurs. Lors de cette conférence, nous avons présenté le domaine
juridique comme étant un domaine ayant un grand besoin de résumés mais avec des
exigences spécifiques. Nous nous intéressons au traitement de documents de type ju
ridique en analysant les décisions des cours judiciaires du Canada. Dans cette thèse,
nous explorons la problématique du traitement des textes juridiques, nous présentons
notre méthode de production automaticjue de résumé de jugements permettant aux
3juristes de consulter rapidement les idées clés d’une décision juridique pour trouver les
jurisprudences pertinentes à leurs besoins. Nos résultats montrent que cette méthode
de production automatique de résumé juridique est efficace.
1.1 Travaux préliminaires
Avant de commencer ce projet de résumé juridique, nous avons travaillé sur deux
projets de production de résumé. Le premier est le système ContextO qui traite les
textes en français {Minel et at., 20011. Ces travaux ont été menés au sein de l’équipe
de Jean-Pierre Desclés, LaLICC (Langages, Logiques, Informatique, Cognition et Com
munication) à l’Université Paris-Sorbonne, qui utilise la méthode d’exploration contex
tuelle [Desclés et aÏ., 1991]. Le deuxième est le système SumUM développé à l’Université
de Montréal [Saggion, 2001], basé sur une méthode d’analyse sélective pour les textes
en anglais, pour lequel nous avons développé cieux extensions pour participer aux cam
pagnes d’évaluation DUC 2002 et DUC 2003.
1.2 Document Understanding Conference
Document Understanding Conference (DUC) est une série d’évaluations organisée
par le National Institute of Standards and TechnoÏogy (NIST) dans le cadre du projet
TIDES (DARFA ‘s Transtinguat Information Detection, Extraction, and Summariza
tion), dans le but de faire évaluer la technologie des résumés automatique et pour
permettre à des chercheurs de participer à des expériences à grande échelle. Dans le
cadre de DUC, l’organisateur détermine les niveaux de performance de systèmes mini
maux (basetine) pour chaque tâche dans les différents niveaux de compétition et fournit
des données de référence (docunients et résumés correspondants) pour l’entraînement
des systèmes.
Chaque année plus d’une vingtaine d’équipes participe à cette compétition. NIST
envoie le corpus de test aux participants; qui disposent d’un temps limité (envi
ron 10 jours) pour soumettre les résumés produits automatiquement au NI$T pour
l’évaluation. Depuis les trois dernières années, les organisateurs de DUC ajoutent de
nouvelles tâches et adaptent le processus d’évaluation ainsi que le haseline pour ces
tâches. Nous décrivons les compétitions de DUC 2002, 2003 et 2004 auxquelles notre
équipe (BALI) a participé.
41.2.1 DUC 2002
Pour DUC 2002 dans le cadre de 1’ACL 2002. iI y avait les trois tâches suivantes
1. Résumé automatique d’un mono document.
2. Résumé automatique de multi-documents : étant donné un ensemble de docu
ments sur un sujet unique, les participants doivent créer 4 résumés génériques de
l’ensemble avec approximativement 50, 100, 200, et 400 mots.
3. Un ou deux projets pilotes avec évaluation extrinsèque.
NIST a produit 60 ensembles de référence d’une dizaine de documents. Ces en
sembles proviennent des données de TREC utilisées dans les compétitions de ques
tions et réponses lors de TREC-9. Chaque ensemble contient des documents courts
définis selon quatre types de critères un événement simple de catastrophe naturelle,
un événement simple clans n’importe quel domaine, des événements distincts multiples
du même type, et des informations biographiques sur un même individu. NI$T a ef
fectué deux types d’évaluation des résumés : une faite par des humains pour les résumés
générés et une autre faite automatiquement pour les extraits. Pour évaluer la qualité
des résumés, NIST a utilisé douze questions qualitatives portant sur des aspects tels la
grammaticalité, la cohérence et l’organisation des résumés.
Lors du workshop DUC ri’ évaluation manuelle, NIST a utilisé une version de
SEE [Lin, 20011, qui permet de visualiser l’alignement manuel des unités de deux textes
pour comparer et calculer la similarité entre les résumés modèles et les résumés produits
afin de mesurer la couverture (coverage) c’est-à-dire la fraction du résumé modèle
exprimée dans le contenu du résumé produit par le système. Pour évaluer les aspects tels
que la grammaticalité, la cohérence et l’organisation des résumés, les douze questions
qualitatives sont utilisées. La table 1.1 montre les questions utilisées par NIST lors de
l’évaluation de DUC.
Pour cette compétition, nous avons participé avec une version modifiée de SumUM
[Farzindar et al., 2002bj, le système de génération de résumé automatique des textes,
qui avait été développé pour le résumé automatique de longs documents scientifiques
et techniques [Saggion et Lapalme, 20021. Malgré le fait qu’on avait utilisé SumUM sur
un domaine complètement différent, les résumés produits par SumUM ont été jugés
excellents par rapport à ceux produits par d’autres développés expressément pour ce
genre de données et les résultats sont parmi les meilleurs de tous les systèmes qui ont
participé à DUC 2002.
51. About how many gross capitalization errors are there?
2. About how many sentences have incorrect word order?
3. About how rnany times does the subject fail to agree in number with the verS?
4. About how many of the sentences are missing important components (e.g. the sub
ject, main verb, direct object, modifier) - causing the sentence to 5e ungrammatical,
unclear, or misleading?
5. About may times are unrelated fragments joined into one sentence?
6. About how many times are articles ta, an, the) missing or used illcorrectly?
7. About how many pronouns are there whose antecedents are incorrect, unclear,
missing, or corne only Yater?
8. For about how many nouns is it impossible to determine clearly who or what they
refer to?
9. About how times should a noun or noun phrase have heen replaced with a pro
noun?
10. About how many dangling conjunctions are there Ç’ and”, “however”...)?
11. About many instances of unnecessarily repeated information are there?
12. About how many sentences strike you as Seing in the wrong place because they
indicate a strange time sequence, suggest a wrong cause-effect relationship, or just
don’t fit in topically with lleighboring sentences?
TAB. 1.1 — Douze questions qualitatives utilisées par NIST lors de l’évaluation de DUC
1.2.2 DUC 2003
Pour DUC 2003 dans le cadre de HLT-NAACL 2003, les quatre tâches suivantes
étaient définies
1. Résumé très court (‘--‘10 mots) comme titre informatif d’un ensemble d’articles
journalistiques,
2. Résumé court (-.100 mots) pour un ensemble de multi-documents,
3. Résumé court Q-.100 mots) selon un point de vue donné,
4. Résumé court Ç—100 mots) de cet ensemble en réponse à une question, utilisant
les questions de TREC.
Nous avons participé à l’évaluation de DUC pour une deuxième fois à partir d’une
version modifiée du système SumUM, et nous avons concentré nos efforts sur le développ
ement des possibilités de millti-documents et également ajouté quelques fonctions ad
ditionnelles pour produire des résumés courts en réponse à une question [Farzindar et
Lapalme, 2003]. Nous avons proposé une approche pour le résumé de multi-documents
d’articles journalistiques en utilisant des informations contextuelles (Background) pour
produire un seul résumé pour un ensemble de documents.
6Cette méthode est le résultat de nos observations sur un corpus journalistique dans
le but de présenter une série d’événements pour les lecteurs humains. Nous avons étudié
différents types de journaux pour comprendre ce qui est considéré comme une bonne
méthode pour présenter une collection d’informations au sujet d’un concept spéciflcue
à un lecteur et comment le lecteur peut combiner la nouvelle information de l’article
courant avec l’information précédente pour parvenir à suivre une série d’événements.
Une bonne manière de suivre une succession d’événements dans une histoire est de
maintenir certaines informations de contexte (background) à propos de ce sujet et de re
chercher de nouvelles informations sur ces topiques dans un nouvel article. La figure 1.1
montre un exemple pris de la première page du journal de la Gazette de Montréal où
peut être trouvé Focus de l’événement, le Background, New et Next avec le numéro
de référence de page pour trouver plus de détails au sujet de cet événement. Cette
organisation facilite la poursuite et la compréhension d’une série de nouvelles. Avec
un background court au sujet de chaque événement, un lecteur peut facilement re
trouver l’information nécessaire dans les documents reliés. Avec le temps, un lecteur
obtient plus d’informations sur le contexte pour un nouveau document sur un concept
précis qui vont l’aider pendant la recherche de nouvelles informations tout en évitant
une certaine redondance qui apparaît nécessairement dans une série d’événements. Les
résultats d’évaluation montrent une augmentation sur la précision et le rappel par
rapport au DUC 2002.
1.2.3 DUC 2004
Pour le DUC 2004, les tâches de DUC 2003 ont étaient répétées et deux nouvelles
tâches étaient ajoutées. La première nouvelle tâche était la production des résumés
ciblés pour traiter la question de Qui est X afin de regrouper les informations essen
tielles sur un personnage.
La deuxième tâche additionnelle de DUC 2004 était le résumé translinguistique.
La tâche consistait à produire un réstimé très court en anglais d’articles journalis
tiques en arabe. Cette tâche traitait des phrases sorties d’un traducteur automatique
de l’arabe vers l’anglais. Notre équipe RALI a participé à cette tâche avec une ap
proche différente : création de résumé des documents arabes directement et traduction
automatique du résumé arabe en anglais [Douzidia $ouflane et Lapalme, 2004]. Le
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Fic. 1.1 — L’utilisation de l’information de Background pour garder la trace clans une
série d’événements clans les articles journalisticues (Montréal Gazette 19/02/2003).
Les évaluations de DUC avant 2004 étaient faites manuellement. Pour la première
fois lors de DUC 2004, l’évaluation automatique des résumés a été testée, en utili
sant un logiciel développé à ISI par Chin-Yew Lin [Lin, 2004], implantant une mesure
ROUGE (RecaÏt-Oriented Understudy for G’isting Evatuation). ROUGE est basé sur le
calcul de similarité entre des résumés modèles, écrits par des humains, et des résumés
automatiques. Nous décrirons cette évaluation en détail dans le chapitre 7.
En conclusion, il faut noter que les organisateurs de DUC ont commencé à encou
rager les recherches sur d’autres applications du résumé que celle consistant à produire
des résumés d’articles journalistiques, car ces approches sont très limitées pour trai
ter les documents dans les vraies applications. Pour l’avenir de DUC (2005 jusqu’à
2007) un guide est soumis proposant d’élargir le champ de résumé pour de nouvelles
applications.
81.3 Résumé de la thèse
La plupart des méthodes de résumé sont basées sur les articles journalistiques. Le
domaine juridique est une application intéressante pour le résumé automatique, parce
que les juristes consultent quotidiennement des milliers de documents juridiques stockés
dans des bases de données volumineuses. A l’Université de Montréal, l’équipe LexUM,
le laboratoire d’informatique juridique, est chargée de la conception et la gestion d’un
système de publication gratuite sur internet des arrêts de jugements des cours cana
diennes. Ils nous ont suggéré de travailler sur la collection de CanLil (Canadian Legal
Information Institute), la bibliothèque de droit virtuelle, qui diffuse les décisions de
tous les tribunaux judiciaires canadiens. Cette grande collection reçoit entre 10 000 et
15 000 visites par jour. Pour traiter un cas, les juristes cherchent les décisions des tribu
naux sur lesquelles s’appuyer pour obtenir un traitement équivalent, ce qu’on appelle
les précédents juridiques. L’ensemble des précédents juridiques forme la jurispru
dence. Pour une seule affaire, il faut souvent étudier des dizaines de longs jugements.
Sans l’aide d’outils informatiques, l’analyse de ces jugements demande beaucoup de
temps et d’expertise.
Nous avons effectué une recherche afin de trouver les recherches en informatique ju
ridique pouvant nous servir à compléter nos connaissances poir la création des résumés
automatiques. Lorsqu’on analyse les caractéristiques des systèmes tels que décrits dans
la littérature, on constate que la plupart des techniques calculent un poids pour chaque
phrase individuellement et ils sélectionnent les phrases les plus importantes dans le
texte. Ils ne tiennent toutefois pas compte des relations entre les phrases. Les phrases
ne tiennent pas compte du contexte, ce qui peut entraîner de mauvaises interprétations
comme nous le démontrons au chapitre 3.
Dans notre méthode, nous identifions d’abord le plan d’organisation d’un jugement
et ses différents thèmes discursifs qui regroupent les phrases autour d’un même sujet.
Chaque phrase dans un thème donne des informations complémentaires sur le sujet.
Pour les phrases reliées à un thème. nous pouvons interpréter les sens sémantiques des
phrases d’après leur contexte. Nous montrons qu’il y a certains thèmes qui contiennent
des informations importantes dans un document. Nous identifions également les seg
ments volumineux à supprimer dans le jugement qui n’apportent aucune information
pertinente pour le résumé (voir chapitre 4).
91.4 Résultats de nos travaux de recherche
Notre approche est basée sur l’exploitation de la structure thématique d’un juge
ment. L’identification de l’organisation structurelle du document nous donne la possibi
lité de catégoriser les informations et de trouver les bornes de changement thématique
dans le document afin d’en extraire les idées clés. Nous montrerons que la jurisprudence
possède une structure thématique. Les différents thèmes dans le jugement découpent
la suite des paragraphes en segments thématiques. Pour chacun, nous lui assignons
un rôle rhétorique qu’il joue dans le jugement. Dans cette thèse, nous utilisons la no
tion de thème comme équivalent au rôle rhétorique pour chaque segment thématique.
Cette étude montre l’intérêt de l’analyse des phrases dans leur contexte, ce qui per
met Fextraction des phrases les plus importantes d’après leurs thèmes {Farzinclar et
Lapalme, 2004a].
Nous avons divisé un jugement en sept thèmes (voir chapitre 5)
• DONNES DE LA DÉCISION présentent la référence complète de la décision
nom de la cour de décision, lieu de l’audience, date du jugement, numéro de
greffe, référence neutre, identification des parties, intitulé (lu jugement. autorités
et doctrines citées.
• INTRODUCTION qui? A fait quoi? À qui?
• CONTEXTE recompose l’histoire du litige et l’histoire judiciaire.
• SOUMISSION présentent le point de vue d’une partie sur le problème.
• ISSUES (ou les questions de droit) identifient le problème juridique dont le tribunal
est saisi.
• RAISONNEMENT JURIDIQUE contient l’analyse du juge, la détermination des faits
et l’expression des motifs de la solution retenue.
• CONCLuSIoN est la décision finale de la cour.
Nous proposons également une nouvelle forme de présentation de résumé à l’utilisa
teur sous une forme d’une fiche de résumé, ce qui sert à l’organisation des informations
extraites dans un format plus lisible et plus facile à. utiliser. Cette fiche permet de
présenter les informations considérées importantes associées aux thèmes précis ce qui
en facilite la lecture et la navigation entre le résumé et le jugement source. Pour chaque
phrase du résumé produit, l’utilisateur peut en déterminer le thème ce qui aide à com
prendre l’ordre des événements et le raisonnement du juge. Si une phrase semble plus
importante pour l’utilisateur et qu’il désire plus d’information sur ce sujet, on peut lui
proposer le segment thématique entier contenant la phrase sélectionnée, pour obtenir
les informations complémentaires sur le sujet.
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La constitution de la fiche de résumé se fait en quatre étapes : segmentation
thématique, filtrage des unités moins importantes comme les citations des articles des
lois, sélection des unités textuelles candidates pour le résumé et production du résumé
selon la taille demandée.
Segmentation thématique : cette étape détermine l’organisation du dodilment
original et encadre les segments du texte associés avec un thème précis dans la juris
prudence. Notre segmenteur thématique est fondé sur les connaissances sémantiques
du jugement. Afin de séparer un segment thématique et de détecter son thème, nous
avons utilisé des conditions telles que la présence des titres des sections, les positions
d’un segment, l’identification des styles direct et indirect et la présence des marqueurs
linguistiques.
Filtrage : cette étape identifie les segments qui peuvent être supprimés dans les
documents, sans perdre les informations pertinentes pour le résumé. Dans un jugement,
les citations occupent un volume important dans le texte soit 30% du jugement, alors
que leur contenu est moins important pour le résumé, donc nous les considérons comme
des exemples négatifs. Pour cette raison, à l’intérieur des segments thématiques nous
identifions les citations à supprimer. Nous supprimons aussi les soumissions des parties
et leurs points de vue sur les événements qui sont loin du sujet de l’analyse directe du
juge sur le litige.
Sélection des unités saillantes: cette étape construit une liste d’unités saillantes
candidates pour chaque niveau structural du résumé. Il calcule un poids pour chaque
phrase dans le jugement d’après les fonctions heuristiques basées sur les informations
suivantes : la position des paragraphes dans le document, la position des phrases dans
le paragraphe, les marqueurs linguistiques, les c’ue-phrases, les vocabulaires contrôlés
du domaine juridique et les fréquences des mots dans le texte et le corpus.
Production de la fiche de résumé : Une fois sélectionnées les unités candi
dates potentielles pour le résumé, cette étape choisit les unités pour le résumé final
et les combine afin de produire un résumé d’environ 10% du jugement. Le critère de
sélection des unités est basé sur la pondération du segment thématique contenant les
unités candidates. Selon nos analyses de corpus, nous avons constaté que la distribu
tion de l’information dans les résumés des arrêtistes donne la possibilité de mesurer
l’importance des segments thématiques. Lors de cette étape de sélection de la liste des
unités candidates, nous choisissons les unités du segment thématique INTRODUCTION
avec les scores plus élevés jusqu’à concurrence de 10% de la taille de résumé. Dans le
segment CoNTExTE, les unités sélectionnées occupent 24% de la longueur du résumé.
La contribution du segment RAIsoNNEMENT JURIDIQUE est 60% et les unités avec le
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rôle CONCLUSION occupent 6% du résumé.
La figure 1.2 montre un exemple de sortie de Let$um comme une fiche de résumé.
Cette fiche de résumé montre les différents thèmes identifiés dans le jugement et qui
étaient pertinents pour le résumé. Le texte de résttmé est de 10% de la taille de jugement
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FIG. 1.2 — fiche de résumé produit par LetSum, composé de 350 mots a-lors que le
jugement source avait 4500 mots
1.4.1 Évaluation de LetSum
Nous avons évalué LetSum en deux étapes : d’abord nous avons mesuré la per
formance des deux modules principaux de la segmentation thématique et du filtrage.
Après nous être assuré des fonctionnalités de ces modules, nous avons évalué les mo
dules de sélection des phrases et de production dans le cadre d’une évaluation globale
des phrases extraites du résumé.
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Nous avons évalué notre système de résumé par des évaluations intrinsèque et ex
trinsèque. Nous avons comparé différentes méthodologies de productions de résumé.
Pour l’évaluation intrinsèque, nous avons utilisé la méthode d’évaluation automatique
ROUGE [Lin, 2004] (voir chapitre 7) en utilisant les résumés manuels comme les
résumés modèles. Nous avons compté le chevauchement de n-grammes et la plus longue
souséquence commune entre les résumés automatiques et le résumé modèle.
Pour l’évaluation extrinsèque, nous avons profité de l’avis d’avocats du CRDP
comme experts du domaine juridique et utilisateurs particuliers du système en me
surant les informations pertinentes exprimées dans les résumés à l’aide de réponses à
des questions sur les points juridiques. Notre hypothèse est que si un expert juridique
est capable de répondre à une série de cfuestions sur les idées principales du jugement
en lisant le résumé alors le résumé est assez complet et il contient des informations clés
du jugement.
Nous avons aussi évalué les aspects qualitatifs du résumé comme la. lisibilité, la
cohérence, la pertinence des phrases extraites et l’acceptabilité du résumé. Les avo
cats ont évalué les résumés sans savoir lesquels avaient été rédigés par un humain et
lesquels avaient été produits par des machines et par quelles méthodes. Dans toutes
les évaluations, LetSum est lugé plus performant que les autres méthodes (expliquées
au chapitre 7 section 7.4.1). Selon les avocats, les résumés produits par LetSum sont
équivalents aux résumés rédigés par les arrêtistes des cours.
L’évaluation manuelle basée sur les jugements humains est une évaluation précise
sur les mesures de qualité de l’efficacité d’un système informatique comme un système
de résumé automatidlue, mais elle est très coûteuse en matière de temps et de ressources
humaines. Alors que les évaluations automatiques sont beaucoup moins chères. D’après
nos expériences d’évaluation, nous avons observé que l’évaluation automatique avec
ROUGE au niveau de comparaison des différents systèmes est très efficace et le résultat
obtenu par ROUGE pour ordonner les systèmes d’après leurs performances est la même
que celle que nous avons obtenue avec l’évaluation avec des juristes (voir chapitre Z).
1.5 Plan de la thèse
La thèse est organisée de la manière suivante. Dans le chapitre 1, nous avons
présenté les résultats de l’expérience de la participation à la campagne d’évaluation
DUC 2002 [farzindar et aï., 2002b][Farzindar et aï., 2002aj et DUC 2003 [farzindar
et Lapalme, 2003] lors des workshop de conférences ACL 2002 (Association for Gom
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putationat Lingnistics) et NAACL 2003 (North American chapter of the Association
for CornpntationaÏ Lingnistics). Dans le chapitre 2, nous introduisons d’abord la ter
minologie nécessaire, l’état de l’art sur la condensation automatique de texte et la
problématique ainsi que les différentes méthodes de création automatique de résumé et
évaluation de systèmes. Le chapitre 3 est consacré aux caractéristiques dti domaine et du
corpus ainsi que les travaux pertinents sur le résumé de texte juridique. Nous décrirons
différentes méthodes de production de résumé juridique utilisées actuellement par des
experts et les approches automatiques du point de vue de leur adéquation par rap
port aux textes légaux. Le chapitre 4 détaille l’analyse du corpus et l’organisation des
connaissances linguistiques pour la tâche de production des résumés. Ces travaux ont
été présentés lors de la conférence TALN-RECITAL 2004 (Le Traitement Automatique
des Langues Naturelles) [Farzindar, 20041. Le chapitre 5 décrit notre méthode pour
produire des résumés juridiques [Farzindar et Lapalme, 2004d], présenté à CLiNE 2004
(ComputationaÏ Lingnistics in the North-East). Notre article [Farzindar et aÏ., 20041
est publié dans la revue internationale Traitement Automatique des Langues (TAL),
cet automne (2004) pour la première fois, cette revue publie un numéro spécial sur
le résumé automatique pour en réunir quatre articles proposant des solutions et les
perspectives sur ce problème. Le chapitre 6 présente notre prototype appelé Let$um
(Legat text s’a’mmarizer). L’article [farzindar et Lapalme, 2004a] est publié lors de la
conférence annuelle sur le résumé automatique (dans le cadre de la conférence ACL
2004) dont le thème était les applications possibles de résumé dans les contextes de
productions. Dans cet article, nous avons proposé un nouveau domaine pour le résumé
avec un grand besoin des usagers et notre solution pour ce problème. Le chapitre Y ex
plique le problème de l’évaluation de résumés automatiques ainsi que les méthodes uti
lisées pour évaluer Let$um. [Farzindar et Lapalme, 2004e] a été présenté à la conférence
Jurix, la plus grande conférence sur l’intelligence artificielle et le droit. Dans cet article,
nous avons présenté notre système, Let$um et le résultat de l’évaluation manuelle par
les avocats sur 120 résumés de jugements. Cette évaluation montre la performance de
notre système parce que la qualité des résumés produits est très proche de celle des
résumés écrits par un humain. L’article [farzindar et Lapalme, 2004b] publié à Ca$TA
2004 (Canadian Symposium on Text AnaÏysis), présente LetSum au point de vue de sa
follctionalité dans les sciences humaines et par rapport à des utilisateurs comme nous
le découvrons au chapitre 7. [Farzindar et Lapalme, 2005], accepté à la conférences
TALN 2005, est consacré à l’évaluation de qualité et d’acceptabilité des résumés auto
matiques. Un panorama des travaux futurs est présenté au chapitre 8. finalement, le




Le but d’un système de résumé automatique est de produire une représentation
condensée d’une source d’information, où les informations importantes du contenu
original sont préservées. Une source d’information peut désigner différents genres
document multimédia, e-mail, hypertexte, etc., utilisé dans divers domaines t scienti
fique, littérature, juridique, etc. Le résumé produit par le système peut se présenter
sous différentes formes et types. Le résumé peut être produit à partir d’un seul docu
ment ou à partir de plusieurs documents reliés sur un même sujet. Les méthodes de
création de résumé de texte automatique sont classées en deux approches : extraction
et génération (abstraction). Le résumé produit par génération est le résultat d’un pro
cessus de compréhension du texte source qui exige des synthèses sur les grammaires et
les lexiques pour l’analyse syntaxique et la génération, tandis que l’extraction est un
processus de sélection des unités saillantes (mots, phrases, paragraphes, etc.) à partir
de l’entrée originale [Mani et aÏ., 2002].
Un antre critère distinguant les systèmes est le degré de généralité du contenu du
résumé : les résumés qui traitent tous les sujets d’un document avec le même degré
d’importance sont des résumés génériques, tandis que des résumés orientés par une
requête se concentrent sur les facettes spécifiques du document source qui sont reliées
au sujet spécifié par la requête [Farzindar et Lapalme, 20031.
Nos études porteront sur une forme particulière de documents de type juridique,
les décisions des cours judiciaires du Canada et les différents aspects de ce domaine
d’application. L’objectif de ce projet est de développer un système de création automa
tique de résumés courts, qui répond aux besoins des avocats, des juges et des experts
du domaine.
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La majorité des recherches sur le résumé automatique est limitée au traitement des
articles de presse. L’idée de création d’un résumé orienté par la tâche ou d’un résumé
pour des utilisateurs spécifiques d’un domaine est plus récente, en particulier au sein
des travaux futurs de la campagne DUC En 2004, la rencontre annuelle sur le résumé
automatique (Text summarization branches ont) avait pour but le thème de montrer
l’utilité du résumé automatique pour des applicatiolls telles que le domaine juridique,
le diagnostic médical ou les secours d’urgence et les besoins de santé publique dans
les désastres naturels. Par exemple le chef d’un programme d’organisation des secours
d’urgence cherche des informations spécifiques dans les textes décrivant les besoins
dans le cas d’un tremblement de terre. Notre travail est le premier système complet de
production de résumés de textes juridiques.
Dans ce chapitre, nous présentons l’état actuel des recherches et un aperçu des
systèmes de résumé de texte automatique. Nous débutons par des définitions de base
et des principes généraux du résumé. Par la suite, nous décrivons les méthodes d’ex
traction et de génération, ainsi que les approches de résumé de mono document et
multi-documents. finalement, nous situons notre recherche par rapport aux travaux
actuels et futurs de la communauté de DUC.
2.1 Types de résumés
Des nombreux types de résumé ont été identifiés [Borko et Bernier, 1975] [Crem
mins, 1996] [Spark Joues, 1999] [Hovy et Lin, 1999] selon leur longueur, leur style et
leur subjectivité
résumé indicatif qui fournit une idée du texte sans en donner le contenu spécifique,
il signale les thèmes du document et son style peut être télégraphique.
résumé informatif qui renseigne sur les informations essentielles contenues dans le
document. Les informations sont présentées dans l’ordre du document, mais leur
importance relative peut différer de celle du document.
résumé d’auteur qui donne une présentation brève du contenu d’un article par son
auteur.
résumé-synthèse qui présente les sujets principaux d’un long document.
résumé sélectif qui néglige les aspects très généraux d’un document et développe des
parties spécialisées.
‘Roadmap 2005-2007 http //www-nlpir.nist.gov/projects/duc/
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sommaire qui énumère les points principaux d’un discours.
digest ou fiche analytique qui condense un livre ou un article de journal.
résumé ciblé qui se oncentre sur les contres d’intérêt pour l’utilisateur, alors que le
résumé générique reflète plutôt le point de vue d’auteur.
2.2 Méthodes de résumé automatique
L’idée de produire des résumés automatiques n’est pas nouvelle [Luhn, 1959]. Les
approches classiques de résumé automatique incluent l’utilisation des indicateurs de
surfaces de l’information pertinente et les statistiques de corpus qui peuvent être ap
pliciuées au texte sans restriction. Les premiers travaux [Luhn, 1959] [Edmundson, 1969]
ont étudié les techniques suivantes
Position dans le texte où les phrases sont pondérées selon leur position (premier
paragraphe, ou Introduction, Conctusion ou la partie après les titres de section,
etc...).
Sélections lexicales où la présence de marqueurs linguistiques est identifiée.
Lieu où les premières (et dernières) phrases de chaque paragraphe devraient contenir
l’information sur le sujet.
Fréquence où les mots significatifs sont fréciuents dans le document alors quils ont
une fréquence faible en général.
Bien que chacune de ces approches ait une certaine utilité, elles dépendent du format
et du modèle d’écriture. La stratégie qui consiste à prendre le premier paragraphe n’est
pas universelle, elle ne fonctionne que pour les articles journalistiques. Dans d’autres
cas comme pour la production d’un résumé biographique ou d’une décision juridique,
la position des phrases n’est pas toujours un élément prépondérant. Pour élaborer
des systèmes de résumé automatique, la pitipart des chercheurs se sont penchés sur
deux types d’approches t par extraction ou par génération. Les extraits sont créés par
réutilisation directe des parties (mots, phrases, etc) du texte d’entrée, alors que les
résumés générés sont créés par regénération à partir d’une représentation abstraite du
contenu extrait.
La production du résumé comporte habituellement les processus suivants
extraction t identification des éléments importants dans le texte,
génération : reformulation du matériel extrait dans un nouveau texte cohérent,
fusion t combinaison des parties extraites,
compression : élimination ries éléments de moindre importance.
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2.2.1 Création automatique de résumé par extraction
Potir créer un résumé par extraction, il faut d’abord repérer les unités textuelles
(expressions, propositions, phrases, paragraphes) considérées comme saillantes; ensuite
le système va sélectionner les unités textuelles qui portent les idées principales du
contenu du document. Le résumé produit par extraction respecte l’ordre d’apparition
des phrases dans le document original.
Les approches d’extraction récentes emploient des techniques plus sophistiquées
pour extraire les phrases; ces techniques se fondent souvent sur Fapprentissage ma
chine pour identifier les indicateurs importants, sur l’analyse de langage naturel pour
identifier les passages pertmelits ou sur des relations entre les mots.
Nous allons présenter les approches importantes iour l’extraction des unités tex
tuelles pertinentes.
Position des phrases
À cause de la structure des textes, certaines positions dans le texte risquent de
contenir les informations importantes, donc la position relative d’une phrase dans le do
cument est un bon indicateur de l’importance de la phrase. [Baxendale. 195$] a prouvé
que les premières et dernières phrases des paragraphes sont jugées importantes dans un
corpus de 200 paragraphes, on a constaté que, dans 85% des paragraphes, la première
position contient la phrase la plus importante au paragraphe et dans 7% des para
graphes la phrase la plus importante s’est produite en dernière position. Récemment,
[Lin et Hovy, 1997] a développé des algorithmes pour l’identification automatique de
la position afin de choisir de bonnes phrases pour le résumé pour créer une liste qui
indique les positions dans le texte des phrases de contenant les topiques. La position
physique de la phrase mais également sa position logique comme membre d’une sec
tion conceptuelle particulière est importante pour l’extraction de phrase. {Saggion et
Lapalme, 2000] a montré que, dans un corpus des résumés écrits par les ahstracteurs
professionnels, plus de 70% d’information pour le résumé viennent de l’introduction, la
conclusion, les titres principaux et les titres de section du document.
Expressions prototypiques
L’approche de [Edmundson, 1969] et [Paice, 1981] utilise des expressions courantes
ou cue phrases (cet articte propose ... , en conclusion ) qui signalent l’importance
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de phrases qui les contiennent. Pour extraire ces phrases, il pondère ces expressions
par leur position, leur fréquence relative dans le corpus, etc. Les cue phrases sont
regroupées en classes positives et négatives. Dans le cas d’articles scientifiques. [Teufel
et Moens, 1997] rapporte un taux tic 54% (rappel et précision) avec l’utilisation d’une
liste de 1 423 eue phrases identifiées manuellement.
Mots des titres
Edmunclson [Edmundson, 1969] utilise cette hypothèse : si les principaux thèmes
sont véhiculés dans les titres. Les phrases importantes sont donc celles qui contiennent
les mots des titres et les scores attribués aux phrases sont fonction de l’occurrence de
mots dans les titres et de leur regroupement.
Fréquence des mots
Luhn [Luhn, 1959] utilise la loi de Zipf pour la distribution des mots (quelques mots
se produisent très souvent, peu de mots se produisent cuelques fois, et beaucoup de mots
se produisent rarement) pour développer ce critère : si un texte contient quelques mots
peu fréquents, alors les phrases contenant ces mots sont probablement importantes.
L’algorithme de Luhn filtre des mots clans le document en utilisant une liste des mots
vides. Ensuite, les mots sont normalisés par similitude orthographique une paire tic
mots (ex. similar et similarity) est assorti à chaciue position de caractère. Une fois une
disparité se produit, le nombre de lettres suivant le caractère non semblable de toutes
les deux est compté. Si ce nombre est moins de 6, ces mots sont regroupés ensemble. Les
fréquences de ces mots dans le document sont notées et les mots de basse fréquence
sont enlevés. Les phrases sont pondérées en utilisant l’ensemble résultant de termes
significatifs et d’une mesure de densité des mots. Chaque phrase est divisée en segments
encadrés par des termes significatifs. Chaque segment est pondéré en prenant le carré
du nombre de termes significatifs encadrés divisés par le nombre de termes significatifs.
Le segment possédant le score le pins élevé est pris comme poids de la phrase. Ce
qui est connu sous le nom de fréquence inverse de document (idf) a était défini par
[Spark-Jones, 1972], initialement nommé le schéma du poids de terme (term weighting
scheme). En traitant une collection des textes dans un certain domaine (par exemple.
informatique) il est probable que tous les documents partagent des termes communs
dans ce domaine (par exemple : ordinateur, algorithm) alors qu’ils sont moins fréquents
dans la collection entière (par exemple : système distribué). Dans ce cas, la pertinence
d’un terme dans le document est aussi reliée à l’inverse du nombre de documents dans
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la collection contenant le terme [$alton, 1988]. La formule normalisée pour la pertinence
de terme est tJ * idf, pour chaque mot du texte à résumer, une fois éliminer les mots
vides. La technique de pondération utilisée pour calculer du poids d’une phrase est
score(M) = flocal * log(100 * N/fgtobal)
ftocat t fréquence du mot dans le texte;
fglobal : fréquence du mot dans le corpus de référence;
N nombre de documents du corpus;
Par la suite, un score est attribué à chaque unité textuelle (ex : phrase) par ad
dition des scores de chacun des mots contenus dans celle-ci. Comme alternative à la
pertinence de terme, la pertinence de concept peut mesurer en utilisant WordNet [Lin
et Hovy, 1997] (une occurrence du concept fruit est comptée quand le mot pomme est
trouvé comme un hyperonyme de fruit).
Connexion par chaînes lexicales
Cette approche exploite des techniques de TAL, ainsi que des relations sémantiques
entre les différents mots en se basant sur la notion de concept [Hahn, 1990]. La méthode
de [Barzilay et Elhadad, 1997] identifie des chaînes lexicales entre les mots et sélectionne
les phrases par chaînes lexicales. Les mots peuvent être connectés par différents types
de relations sémantiques : synonymes, hyperonymes, coréférence, ou similarité gram
maticale ou lexicale dans les thesaurus. Des chaînes lexicales peuvent être établies entre
les phrases du document, entre le titre et le document ou la requête et le document. Les
chaînes sont alors pondérées et les phrases sont jugées significatives lorsqu’elles sont
traversées par un grand nombre de chaînes [$ilher et McCoy, 2002].
Filtrage sémantique et linguistique
La méthode d’Exploration Contextuelle [Desclés, 1988] [Desclés, 1997] vise à iden
tifier les connaissances linguistiques dans le texte en les restituant dans leurs contextes
et en les organisant en tâches spécialisées. Le but de cette approche est la classification
sémantique des phrases du document pour en extraire les informations pertinentes.
Cette méthode utilise des marqueurs de divers phénomènes linguistiques qu’il est pos
sible de repérer dans les textes [Desclés et al., 1991]. L’approche développée est fondée
sur la construction manuelle d’une base de données de marqueurs linguistiques et de
Tègles d’exploration contextuelle. Ces règles appliquées aux phrases du texte source
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vont filtrer les informations sémantiques indépendantes du domaine avec les étiquettes
sémantiques hiérarchisées comme : énoncés structurants et thématiques, définition,
causalité, soulignement, récapitulations, conclusion, etc. La stratégie de sélection des
unités saillantes est fonction des besoins des utilisateurs (filtrage d’informations). Les
segments de texte décorés avec les éticfuettes choisies pat’ l’utilisateur sont fournis en
sortie.
Dans cette approche. d’abord il faut identifier une occurrence de marciueur sous la
forme d’un indicateur répertorié et dans un deuxième temps, explorer le contexte de
cette occurrence pour rechercher d’autres indices linguistiques, sous la forme d’occur
rences d’indices complémentaires dans un espace de recherche. Un espace de recherche
est un segment textuel (proposition, phrase, paragraphe...) déterminé à partir de l’indi
cateur, l’espace dans lesquels les indices complémentaires doivent être recherchés. L’ex
ploration contextuelle est gouvernée par un ensemble de règles clui, pour un marqueur
donné, recherchent d’autres indices explicites dans un espace de recherche dlétermiHé
par la règle. par consécluent la règle déclenchée peut attribuer une étiquette sémantique
à un segment linguistique.
Cette méthode définit un langage de description qui permet au linguiste de consti
tuer sa base de données linguistiques. Le linguiste déclare soit des formes lexicales
significatives des indices ou des indicateurs qu’il organise en classes : par exemple le
mot présentons déclaré comme un indicateur ce qui est placé dans la classe iverbe
présentatif ou qui suivent déclaré comme un indice regroupé dans la classe partie
documenti, soit des combinaisons de classes. Ces combinaisons permettent de déclarer
des lexies; par exemple, la déclaration de it+etre+&importance permet au linguiste
de déclarer des lexies du type il est primordial; it est particuÏière’ment important ou
il est, ..., essentiel. Chaque règle comprend une partie Déclaration d’un Espace
de Recherche E, une partie Condition et une partie Action qui n’est exécutée que
si la partie Condition est. vérifiée. La partie Déclaration d’un Espace de Re
cherche E permet de construire un segment textuel, l’espace de recherche, en appli
quant différentes opérations sur la structure du texte construite par le moteur d’explo
ration contextuelle. La partie Condition explicite les conditions que doivent vérifier
les indicateurs et les indices complémentaires. La partie Action attribue une étiquette
à un segment textuel. La figure 2.1 présente un exemple de règle écrite dans ce lan
gage. La règle de nom t est Rthematique attribuée à la tâche Thématique et déclenchée
si un indicateur appartenant à la classe &verbe-presentatif, qui regroupe des formes
lexicales des verbes presentatifs., est présent dans l’espace de recherche El construit
avec les formes lexicales de la phrase dans lequel apparaît l’indicateur. Une première
condition exprime qu’une occurrence d’un indice de la classe partie-documentÏ et
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éllpartie-docurnent3, qui regroupe certains mots comme lignes, qui suivent, etc., doit
être présente dans la phrase et une seconde condition précise une contrainte sur l’agen
cement entre l’indicateur et l’indice, comme par exemple la présence possible d’une
incise. La partie Action indique que l’étiquette Annonce-Thematique est attribuée à
la phrase en question.
Nom de la règle: Rthematique;
Tâche déclenchante: Thématique;
Commentaire : capte un schéma du type : Dans les lignes qui suivent
... nous
présentons
Classe de l’Indicateur : JveTbe-presentatif;
E 1 : = Créer-espace (voisinage Indicateur)
Li := ôlpa’rtie-document3
L2 := partic-document1
Condition : Il-existe-un-indice x appartenant-à El tel-que
classe-de x appartient-a (Li);
Condition : Il-existe-un-indice y appartenant-à El tel-que
classe-de y appartient-a (L2);
Precede (x,y, contrainte);
Action : Attribuer(PhraseParent Annonce- Thematiq’ae)
FIG. 2.1 Un exemple de règle écrite dans le langage formel
Le système ContextO (élément du projet d’ingénierie linguistique FILTEXT [Minel
et aÏ., 2001]), conçu selon ces principes, utilise diverses classes de règles d’explora
tion pour identifier des étiquettes d’ouverture et de fermeture de thème ainsi que des
relations causales.
L’exploitation de critères plus linguistiques est aussi représentée par le système de
Lehmam [Lehmam, 19951 [Lehmam, 1997], qui s’appuie sur le repérage de marqueurs
de surface dans les phrases d’un document pour déterminer si une phrase est à retenir
pour la construction du résumé. C’est la méthode utilisée dans le système commercial
Pertinence Mining que nous utilisons au chapitre 7 de l’évaluation.
Théorie de la Structure Rhétorique (Rhetorical Structure Theory RST)
Cette approche exploite les théories de discours pour trouver les relations entre
les propositions des phrases (noyau et satellite) [Maun et Thompson, 1987], Le but
de la R$T est de décrire les textes, plutôt que les processus qui sous-tendent leur
création et leur interprétation. Elle postule un ensemble de possibilités de structures.
divers types de blocs de construction dont on peut observer les occurrences dans les
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textes. Ces blocs se situent à deux niveaux, le principal ayant trait à la nucléarité
et aux relations. Le schéma le plus fréquent : deux segments de texte sont reliés de
telle sorte que l’un d’eux joue un rôle spécifique par rapport à l’autre. Par exemple
une affirmation suivie de la. démonstration étayant cette affirmation. La RST postule
une relation de démonstration entre les deux segments. Elle considère également que
l’affirmation est plus importante pour le texte que la démonstration particulière, et
marque cette préséance en dénommant le segment d’affirmation un noyau et le segment
de démonstration un satellite.
R$T se compose d’un nombre des relations rhétoriciues qui relient des segments
de textes, et d’un certain nombre de schémas récursifs indiquant comment les textes
sont structurellement composés clans la représentation comme un arbre. La plupart
des relations sont binaires et asymétriques : elles relient un noyau (central a.u but de
l’auteur) et un satellite (moins central).
Les deux, [Ono et al., 1994] et [Marcu, 19971 se sont servi de R$T comme base
pour le résumé des textes en construisant un arbre rhétorique basé sur la présence des
marqueurs explicites de discours et en utilisant des règles heuristiques de décider du
meilleur arbre rhétorique pour un texte (lonné. Dans le cas de Marcu. l’unité minimale
de l’analyse est la clause tandis que pour Ono et al. c’est la phrase. Une fois l’arbre
obtenu, des unités des textes doivent être extraites pour le résumé. Dans l’approche
de Quo et al. des phrases sont pénalisées selon leur rôle rhétorique dans l’arbre. Un
poids de 1 est indiqué aux unités satellites et un poids de O est donné aux unités de
noyaux. Le score final d’une phrase est donné par la somme des poids de la racine de
l’arbre à la phrase. Des phrases peuvent être ordonnées en ordre croissant des poids et
être utilisées comme base pour la construction de résumé. Dans l’approche de Marcu,
chaque noeud de parent identifie ses enfants nucléaires comme saillants. en permutant
leurs enfants à leur niveau. Le processus est récursif vers le bas de l’arbre. Le poids
d’une clause est donné par son niveau obtenu après la permutation. Les poids sont
utilisés pour produire une liste ordonnée de clauses qui peuvent être utilisées comme
base pour le résumé.
Résumé par apprentissage
La méthode basée sur l’apprentissage sur un corpus, par [Kupiec et aÏ., 19951 a mis
en application un classificateur Bayesien qui calcule la probabilité d’une phrase clans
un document source d’être inclue dans le résumé. Dans cette approche. afin d’entraîner
le classificateur, on a utilisé un corpus de 188 paires de documents/résumés (écrits par
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les abstracteurs professionnels) dans des domaines scientifiques. Les caractéristiques
considérés des phrases étaient : longueur, expressions prototypiques (cue-phrases), po
sition (le la phrase dans le paragraphe, fréquences des mots de la phrase et mot en
majuscule. En utilisant cette approche probabiliste, ils ont constaté que la position
caractéristique qui donne la meilleure exécution est une combinaison de position, ex
pressions, et longueur de la phrase.
Approches mixtes : Combiner les méthodes linguistiques et statistiques
Diverses méthodes ont utilisé une combinaison de différentes fonctions. Dans le
système de [Teufel. 199$] cinq traits sont retenus : la présence des motifs lexicaux par
ticuliers, la position de la phrase dans le texte, la longueur de la phrase, la. plésence de
mots thématiques, la présence de mots clans un titre. Il construit des classes rhétoriques
de phrases en augmentant les scores en fonction des traits présents dans les phrases.
Les phrases ayant les meilleurs scores forment le résumé.
Une extension de ce modèle par [Maru et Bloedorn, 1998] est effectué, avec des
classificateurs Bayesiens, en utilisant des règles d’arbre de décision sur un corpus des
articles comprenant le résumé de l’auteur. Le but est de construire deux formes de
résumés t génériques et. orientés par utilisateur. Cette expérience a obtenu de bons
résultats sans utilisation des expressions prototypiques.
SUMMARIST [Hovy et Lin, 1999] utilise dix-huit caractéristiques différentes et leur
combinaison à l’aide de l’approche d’apprentissage par machine C4.5 [Quinlan, 1989].
Hovy et Lin se concentrent sur l’identification des topiques et la fusion pour la pro
duction du résumé. Ils décrivent un processus en trois parties : identification du to
pique (correspondant à la phase d’analyse), interprétation (correspondant à la phase
de transformation) et génération (correspondant à la phase de synthèse). Dans l’iclenti
fication du topique, ils utilisent un nouvel algorithme pour l’identification automatique
des positions de phrase comportant des topiques importants. De pius, ils combinent
manuellement la position de phrase avec d’autres caractéristiques appropriées pour
pondérer les phrases. Sur la fusion de topique, ils explorent le concept en utilisant la
base de données de WordNet, la catégorisation des textes, et le regroupement de textes
(ctnstering).
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2.2.2 Génération automatique de résumé
Jing et McKeown [Jing et IVlcKeown, 1999] montrent que des résumés humains sont
souvent construits à partir du document source par un processus de couper et coïter
(cutting a’nd pasting) de fragments de document qui sont alors combinés et regénérés
comme des phrases de résumé. Un système peut être développé par génération de
résumé, par le processus suivant réduction du texte en supprimant les fragments
sans importance, fusion et génération de l’information pour combiner les fragments
extraits, c’est-à-dire une transformation syntaxique et réordonnancement des segments
du texte. [Jing, 2002] décrit la construction d’un corpus représentant le procédé de eut
and-paste utilisé par des humains; un tel corpus peut être utilisé pour l’entraînement
d’un système de résumé automatique.
Certaines approches de génération rie résumé utilisent les patrons/schéma. Le prin
cipe de ces approches est de prédéfinir ries gabarits dont les siots spécifient les infor
mations importantes, de remplir le gabarit à partir d’informations extraites à partir du
document source et de générer le contenu du gabarit comme texte du résumé.
Le système SumUM, développé par [Saggion et Lapalme, 2002] produit de courts
résumés automatiques de longs documents scientifiques et techniques par une technique
de génération. Pour établir ce système, des résumés écrits par des professionnels ont été
manuellement alignés avec les documents originaux pour identifier le type d’information
à extraire. Étant donné la forme structurée des articles scientifiques. la majeure partie
de l’information dans les résumés a été trouvée dans la prennère section rie l’article (in
troduction) (40%) dans les titres ou les légendes (23%). À partir de ces observations, les
auteurs ont développé une approche, appelée Analyse Sélective, qui produit des résumés
indicatifs et informatifs. SumUIVI produit le résumé en deux étapes l’utilisateur reçoit
d’abord un résumé indicatif où ce dernier peut identifier les topiques du document
qui l’intéressent; le système génère ensuite un résumé informatif qui élabore les to
piques choisis par l’utilisateur. L’implémentation est basée sur une analyse syntaxique
et sémantique, l’identification conceptuelle et la régénération des textes. L’exécution
de cette méthode se fonde sur la sélection des types particuliers d’information du texte
source; l’instanciation de différents types de gabarits; la sélection des gabarits afin de
produire tin résumé indicatif; la régénération d’un nouveau texte court qui indique les
topiques du document et l’expansion du texte indicatif avec l’élaboration des topiques.
Sélection indicative : Le système considère les phrases qui ont été identifiées
comme le transport de l’information indicative. Étant donné une phrase S et un type
d’information T le système vérifie si la phrase correspond à certains des modèles as-
25
sociés au type T. Des modèles indicatifs contiennent des variables, des constructions
syntaxiques, des concepts de domaine et des relations. Les concepts sont regroupés
en catégories comme les auteurs (les auteurs de l’article, leur affiliation, chercheurs),
le travail des auteurs (le travail, l’étude), l’activité de recherche (la situation réelle,
le besoin de la. recherche, le problème, la solution, la méthode), l’article (le papier,
le composant de papier), les objectifs (l’objectif, le centre), les activités cognitives
(la présentation, l’introduction, l’argument). Les relations se réfèrent aux activités
générales de l’auteur pendant la recherche et l’écriture du travail : l’étude (examine,
étudie), le rapport du travail (le prix, le rapport), la. motivation (l’objectif, le centre),
la pensée (l’intérêt, l’avis), l’identification (définir, décrire).
Sélection informative : Pour chaque topiclue potentiel et phrase où il apparaît.
le système vérifie si la phrase contient un marqueur informatif et satisfait un critère
informatif. Si c’est le cas. on considère que c’est un sujet potentiel du document. un
gabarit informatif sera instantié et une liaison sera créée entre le sujet et le gabarit qui
fera partie du résumé informatif.
Génération Le contenu indicatif tient compte de l’information positionnelle et
de l’ordre conceptuel suivant : la situation, le problème, la solution, l’introduction
d’entité, l’information d’actualité, le but de l’entité conceptuelle, le centre d’entité
conceptuelle, des aspects méthodologiques, des inférences et l’information structurelle.
Les gabarits du même type sont regroupés s’ils sont apparus dans l’ordre clans la liste.
Les types considérés clans ce processus sont le sujet du document. le sujet des sections
et l’information de signalisation. Les gabarits triés constituent le plan du texte. Chaque
élément dans le plan du texte est employé pour produire une phrase. La structure de
la phrase dépend du type de gabarit. L’information sur la situation, le problème, le
besoin de la recherche, est reprise de l’original avec peu de modifications.
2.2.3 Résumé automatique de multi-documents
Certaines approches ont été développées pour la production de résumés de do
cuments multiples. Le but est d’identifier ce qui est commun et ce qui diffère dans
une variété de documents reliés et d’enlever les informations répétitives du résumé
[Mani, 20011.
Les trois problèmes principaux pour le résumé multi-documents décrit sont [Radev
et aï., 2002a]
s la reconnaissance des unités saillantes redondantes;
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• l’identification des différences entre les documents;
• la cohérence du résumé même quand le contenu vient de différents documents
sources.
La concaténation des résumés mono document potir chaque texte dans une collec
tion n’est pas satisfaisante, à cause des informations répétitives. Les résultats d’évalua
tion de DUC 2003 [Over et Yen, 2004] montrent que le meilleur système de production
de résumé mono document avec une méthode de concaténation simple peut donner un
résultat faible en multi-documents.
En 2002, lors d’un workshop d’ingénierie linguistique de Johns Hopkins University
une équipe de chercheurs a développé le système MEAD [Radev et aï., 2002b] pour la
production d’un résumé multi-documents. Pour chaque groupe de documeiits reliés, un
centroïde est produit spécifiant des mots-clés et leurs fréquences dans l’ensemble des
articles sources. Pour un taux de compression donné, l’algorithme choisit les phrases
avec le plus de mots-clés du centroïde. Ces phrases sont considérées comme le centre
des topiques du groupe. Les travaux les plus récents sur le système MEAD utilisent une
combinaison linéaire de trois caractéristiques pour classer les phrases des documents
sources : le score du centroïde, le score de position (plus élevé pour les phrases débutant
d’un document) et la longueur pondérant les phrases les plus longues.
En utilisant ces critères, les phrases sont triées par scores et ajoutées au résumé jus
qu’à la longueur désirée. Pour éviter la répétition et s’assurer que les phrases sélection
nées ne sont pas similaires à une autre, une métrique de cosinus est calculée pour toutes
les paires de phrases sélectionnées.
2.3 Discussion
Nous avons présenté différentes approches de construction de résumé automatique.
Le but des approches de création de résumés par extraction est de dégager des phrases
pertinentes en respectant l’ordre d’apparition des phrases dans le document, leur jux
taposition constitue le résumé. Les avantages du résumé par extraction est la simpli
cité de la méthode et l’utilisation de phrases déjà faites. Ceci évite le problème de la
compréhension et le problème de la génération de texte. Les problèmes du résumé par
extraction sont les extraits qui sont souvent incohérents dans le texte surtout quant
le contexte est omis. La majorité des systèmes basés sur cette technique ne tiennent
pas compte de la structure thématique du document. Ceci peut entraîner des ruptures
entre les différentes unités extraites et produire des résumés moins cohérents.
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Les méthodes de génération de résumés utilisent la technique de la reformula
tion ou la réduction du texte. Les avantages de ces approches sont de produire un
résumé plus cohérent avec une meilleure possibilité de compression. Mais pour ob
tenir des informations précises sur les éléments du document, par exemple pour des
articles scientifiques, la génération de texte portant sur les points importants (sujet,
but, hypothèse, méthodologie, résultats et conclusion) exige des gabarits et des patrons
complexes basés sur les connaissances du domaine.
Dans le prochain chapitre, nous décrivons les travaux en résumé de texte juridique
ainsi que les productions manuelle et automatique de résumé clans ce domaine. Nous
allons voir que ces travaux sont limités parce que les résumés manuels sont très coûteux
et les approches automatiques sont restreintes. Dans le chapitre 4, nous présentons notre
étude sur la comparaison des résumés manuels avec les textes sources afin d’étudier le
processus d’analyse manuel des jugements. Cette étude nous conduit au développement
une approche de production du résumé de textes juridiques que nous décrivons au
chapitre 6. Dans notre méthode, nous considérons d’abord l’organisation du document
afin d’en identifier la structure thématique et nous sélectionnons les phrases les plus
saillantes dépenclamment de l’importance d’un thème dans le texte. Le résumé produit
par notre approche a l’avantage d’être plus cohérent et compréhensible par rapport aux
résumés produits par des méthodes d’extractions actuelles parce que chaque phrase de
résumé est associée avec son rôle thématique représentant le contexte dans le jugement
source. Dans cette thèse, nous n’avons pas effectué de reformulation des phrases du
résumé car les juristes exigent de conserver les phrases originales afin de minimiser la
possibilité de mauvaise interprétation du texte du jugement.
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Chapitre 3
Résumé de documents juridiques
Des milliers de professionnels utilisent l’information juridique et leurs ordres pro
fessionnels sont de pius en plus intéressés à répondre à ces besoins. D’autres travaillent
à préparer ces produits d’information dans diverses maisons d’édition. D’autres encore,
au gouvernement ou dans les universités, consacrent leurs énergies à augmenter l’offre
gratuite des documents juridiques officiels.
Au Canada, le Centre de Recherche en Droit Public (CRDP) a mis sur pied le
projet CanLil (Canadian Legal Information Institute) qui a pour objectif de créer
une bihliothèciue de droit virtuelle donnant un accès internet gratuit aux décisions de
tons les tribunaux judiciaires canadiens. Le nombre de jugements rendus annuellement
est de plus de 200 000. Cette abondance de textes juridiques sous forme numérique
nécessite la création et la production d’outils informatiques performants en vue d’ex
traire l’information pertinente sous une forme condensée, avec des méthodes fiables et
peu coûteuses.
Mais pourquoi s’intéresse-t-on au traitement des décisions juridiques passées, ainsi
qu’à leurs résumés? D’abord parce que pour régler un problème juridique dont la solu
tion ne se trouve pas directement dans la loi, les avocats cherchellt de la jurisprudence
afin de trouver les cas semblables et d’analyser les solutions adoptées par les avocats
des parties et les juges dans le passé. Car chaque décision tient lieu de toi entre les par
ties et en justifie la solution. Donc une jurisprudence constitue un précédent juridique
puisqu’il est possible d’en extraire une règle de droit pouvant servir à disposer d’affaires
semblables. Pour traiter un cas juridique il faut examiner des centaines de précédents
qui sont très longs à étudier. Lire tous ces documents, pour trouver les décisions per
tinentes pour cette affaire pouvant être fastidieux, les experts et les étudiants de droit
sont demandeurs de résumés de décisions judiciaires.
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Voici un exemple d’utilisation de précédent pour déterminer un cas qui n’est di
rectement dans les lois. Les droits dans les deux premières situations suivantes sont
clairement expliqués dans la, loi mais la troisième situation est un cas pins difficile à
déterminer
• un employé quitte son emploi sans raison logique, il n’aura ias droit à l’assurance
emploi.
• une compagnie réduit le nombre de ses employés à cause de problèmes économi
ques, il y aura clans ce cas droit d’assurance emploi pour les employés.
• Si un employé quitte son emploi à cause de pro bÏèmes psychologiques clans l’en
treprise, aura-t-il droit à l’assurance emploi?
Les problèmes psychologiques ne sont pas traités explicitement dans la loi, mais les
avocats peuvent consulter la jurisprudence po’ir des cas semblables pour voir comment
le juge a analysé et décidé. Par exemple, si le problème est causé par un harcèlement
ou si le médecin recommande de changer d’emploi, les juristes peuvent déduire ciue ce
sont des raisons valables pour quitter un emploi. Dans les cas flous, le juge peut ajouter
son interprétatioll de la loi.
Le besoin d’accéder rapidement aux informations et d’extraire les idées principales
des textes longs devient de plus en plus problématique. Sur le site de la hibliothèc1ue
de droit de l’Université de Montréal clans la. rubrique Ce mois-ci à ta bibliothèque de
droit- Questions et réponses sur l’index et résumés, les éttidiants demandent souvent
la possibilité de savoir, si une décision donnée est repérable. sous forme de résumé
clans les différentes bases de données. Les journalistes demandent souvent aux juges de
publier des sommaires accompagnant leurs jugements pour faciliter les reportages par
les médias.
Étant donné que plusieurs décisions sont disponibles en texte intégral dans les
bases de données, on aunerait obtenir des résumés sous forme d’extraits condensés
automatiques pour éviter la production manuelle de résumé qui peut être très coûteuse.
Au Quéhec, le Répertoire électronique de jurisprudence du Barreau (REJB) et la
Société québécoise d’information juridique ($OQUIJ) sont deux organismes qui four
nissent des résumés manuels pour les ressources juridiques, mais le temps et l’expertise
nécessaires augmentent le coût d’utilisation de leurs services. Par exemple le prix d’un
résumé de SOQUIJ et son texte intégral (en 2004) est 10$ can. , alors que pour traiter
un seul cas il faut souvent examiner des centaines de jugements comme précédents
juridiques. Une requête sur un sujet, par exemple les langues officielles du Canada,
dans la base de données de CanLIl sur la collection des décisions de la Cour fédérale
retourne 500 jugements comme précédents juridiques, d’où l’intérêt de la production
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automatique de résumé.
La Société québécoise d’information juridique (SOQUIJ) décrit l’objectif de pro
duction de résumé par l’humain pour les ressources juridiques comme suit
Le sommaire de l’arrêtiste poursuit deux objectifs : d’abord livrer l’es
sence du jugement clairement et avec concision pour permettre une consul
tation facile et rapide; et de fournir suffisamment d’informations sur le
jugement pour permettre au lecteur de décider, en connaissance de cause,
si celui-ci peut être pertinent à sa recherche.
Une raison de la difficulté de ce travail est la complexité du domaine : des vocabu
laires spécifiques au domaine juridique et des interprétations d’expressions j ucliciaires
peuvent amener des ambiguïtés; par exemple le mot sentence en anglais peut avoir
deux sens différents t l’un est la phrase et l’autre est, dans un sens plus particulier du
domaine, la condamnation ou la peine. Un autre exemple est le mot dispositif dont le
sens courant est le mécanisme et la manière dont sont disposées les pièces d’un appareil
alors que son sens en droit signifie la partie terminale d’un jugement dans laquelle est
indiqué ce qui est décidé.
Les expériences des systèmes de résumé automatique actuels ont été essentiellement
limitées à l’étude des articles journalistiques et à quelques systèmes sur les articles
scientifiques [Saggion et Lapalme. 2002]. Il y a des différences importantes entre le
langage journalistique et le langage juridique t statisticlue des mots, mots de titre et
les relations de chaîne lexicale entre les mots du titre avec les idées clés du texte,
relations entre une phrase avec sa précédente et la suivante, il en est de même pour les
paragraphes et la structuration du texte. Pour les jugements, nous montrons dans cette
thèse qu’il est possible de définir les structures discursives pour les différentes parties de
la décision et de leur assigner des thèmes. Les articles jurnalistiques répètent souvent
le message le plus important mais, en droit, le message est répété rarement plus d’une
seule fois. Le traitement des textes juridiques demande une attention particulière et il
n’est pas facile d’adapter les techniques déjà développées pour d’autres types de textes.
En considérant ce besoin de production des résumés de textes juridiques, nous allons
élaborer une méthode de constitution automatique de fiches de résumés applicable au
domaine juridique.
Dans ce chapitre, nous introduisons d’abord les notions de base de droit ainsi que
les caractéristiques du domaine et du corpus. Par la suite nous décrivons l’état de l’art
et les travaux pertinents sur la condensation automatique de texte et la problématique
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du domaine.
3.1 Types de résumés juridiques
Voici quelques types de résumés de texte juridique, en fonction du contenu du texte,
du but spécifié pour chaque résumé, et de la tâche demandée par l’utilisateur
Résumé indicatif Le résumé d’un texte juridique mentionnant brièvement tous
les sujets contenus dans ce dernier.
Exemple Les résumés créés par le Répertoire Electronique de Jurisprudence
du Barreau (REJB) et la Société Québécoise d’Information Juridique ($0-
QUIJ). Ils reprennent les textes intégraux de décisions publiés par les différentes
cours judiciaires canadiennes comme la Cotir d’appel, la Cour suprême du
Canada, etc.
URL • Société québécoise d’information juridique http : //www. soquij qc.
ca/
• Barreau du Québec http://www.barreau.qc.ca/
Digest ou Fiche analytique Ça extrait les éléments pertinents du texte de juge
ment et les dispose d’une façon à en faciliter la lecture.
Exemple Les fiches analytiques construites par le Bureau du Commissaire à
la magistrature fédérale. Ces fiches sont des résumés des décisions intéressantes,
mais pas assez importantes pour être publiées au recueil en entier.
URL
— Recueils de la Cour fédérale : http://reports.fja.gc.ca/
Sommaire (Headnote) Le résumé des points juridiques pertinents déterminés
par une cour. Les sommaires sont écrits par les arrêtistes et permettent une
consultation rapide du jugement. Le résumé de l’arrêtiste est toujours placé en-
dessous de l’intitulé de la décision et présenté en caractères italiques.
Résumés législatifs Ils sont établis par la Direction de la recherche parlementaire
de la Bibliothèque du Parlement. Ce sont les documents explicatifs sur les projets
de loi, examinés par le Parlement. Il en existe un sur la plupart des projets de
loi. Ils sont rédigés après l’étape de la première lecture, par des analystes qui
connaissent bien le domaine des politiques ou du droit visé par le projet de loi.
URL http://www.parl .gc. ca/LEGISINFO/index.asp?Lang=F
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3.2 Ressources juridiques
Une ressource documentaire importante dans le domaine juridique est formée par
les recueils de jurisprudence. La jurisprudence (case-Ïaw) réunit un ensemble des juge
ments, arrêts, décisions et avis publiés qui interprètent et précisent le sens des textes,
les lois et règlements, par lesquelles les tribunaux supérieurs statuent sur des points
de droit. Ces recueils, qui font l’objet d’annotations, ont été publiés dans des champs
disciplinaires très divers t en matière civile, commerciale, administrative, etc. Leur
présentation est le pius souvent chronologique.
Pour ce projet de recherche, deux grands corpus de jurisprudence étaient à notre
disposition le premier est la hase des données CanLH’, clui est une ressource per
manente en droit canadien. Il diffuse des sources primaires du droit. Il est réalisé par
l’équipe LexUM du Centre de recherche en droit public (CRDP) de l’Université de
Montréal. Le deuxième est le Recueil des arTêLs de ta Cour fédé’rate2, la Cour Fédérale
applique du droit fédéral, qui est de type co’m’rnon taw, c’est-à-dire que les précédents
judiciaires- les décisions antérieures qui ont résolu un problème juridique- y jouent
un rôle important comme source de droit. Le Bureau du Commissaire à la magistra
ture fédérale (BCMf) diffuse ces décisions de Cour fédérale ainsi que les résumés de
certaines décisions.
Dans cette thèse, à la suggestion du CRDP, nous avons travaillé sur les corpus de
décisions publiés de la Cour fédérale en raison du fait que ses décisions sont suscep
tibles d’intéresser des juristes provenant de toutes les provinces. Le fa.it d’avoir déjà
des résumés modèles pour certaines décisions est aussi un avantage. Les décisions et
les jugements délivrés par la cour fédérale, en général, sont bien structurés avec une
rédaction judiciaire de bonne qualité. Ainsi, nous avons pu nons en servir comme un
corpus modèle pour notre étude.
3.3 Travaux en résumé de texte juridique
Nous présentons cieux types de création de résumé juridique: la production manuelle
et les approches automatiques.
Dans notre recherche, le résumé manuel pourrait être utilisé comme référence, c’est
pourquoi nous décrivons les résumés produits par deux organismes canadiens qui pro
‘http t //www. canlii . orgl
2http t //reports fja. gc cal
33
duisent des résumés juridiques manuellement. Dans le chapitre 4, nous présenterons
notre étude du corpus et l’alignement de résumés modèles et de textes sources pour en
retirer les informations importantes.
3.3.1 Production de résumé manuel
Jurisprudence Express
Jurisprudence Express publie le résumé de tous les jugements motivés rendus par
les cours de justice du Canada. Les résumés des décisions publiées, reprises en texte
intégral dans le recueil, lequel contient également un plan de classification, une table
de la législation citée, une table de la jurisprudence citée, une table de la doctrine citée,
une table cFinterprétation, un index, un suivi des appels ou révisions judiciaires des
décisions publiées et une table de corrélation entre l’express et le recueil.
L’arrêtiste relève dans son traitement les principales références faites dans le juge
ment à la loi et à la jurisprudence. Les coordonnées du jugement (nom des parties, nom
du juge, date, district, etc.) suivent le sommaire.
AZIMUT est la banque en ligne qui contient les résumés et les textes intégraux
des jugements rapportés au Jurisprudence Express. Comme la plupart des résumés
juridicues, l’accès aux résumés est payant. La figure 3.1 montre l’exemple d’un résumé
manuel créé par la Société Québécoise d’Information Juridique (SOQUIJ). Ce plan
contient trois rubriques. Le premier champ expose les informations sur le jugement
les parties en litige, la juridiction (nom de cour, lieu, numéro de référence), nom du
juge, date, indexation (la catégorie du sujet), et interprétation (les droits applicables
sur le cas). Le deuxième champ, le résumé comporte un extrait sur l’analyse du juge et
le troisième champ, la décision montre le résultat du jugement. Un résumé de SOQUIJ
indexé avec son texte de la jurisprudence coûte 10$ (tarification de 2004).
Fiches analytiques
Le Recueil des arrêts de la Cour fédérale rend disponibles toutes les décisions de la
Cour fédérale destinées à être publiées dans le recueil officiel, dans leur intégralité ou
sous forme de fiche analytique. Ces fiches analytiques sont des résumés des décisions
intéressantes, mais pas assez importantes pour être publiées au recueil en entier. Il
présente le contenu intégral du recueil officiel, anglais et français à compter de l’année
1993, publié dans les deux langues officielles. Ces décisions sont importantes pour des
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Résumés $OQUIJ 2001/02/06
Résumé 379 mots, jugement 1514 mots
Ï. Informations sur le jugement
Parties Gosselin c. Quéhec (Procureur général)
Juridiction Cour d’appel (C.A.), Montréal, 500-09-001092-923




Indexation SOCIAL (DROIT)- sécurité du revenu - aide sociale - bénéficiaire
de moins de 30 ans [...]
Interprétation Charte canadienne des droits et libertés dans Loi de 1982
sur le Canada (L.R.C. 1985, app. II, no 44, annexe B, partie I), art. 7 [...]
2. Résumé
Appel d’un jugement de la Cour supérieure ayant rejeté une action en nullité,
intentée par voie de recours collectif, de l’article 29 a) du Règlement sur l’aide
sociale. Rejeté, avec dissidence.
L’appelante, qui représente tous les bénéficiaires de moins de 30 ans qui ont été
assujettis à la disposition contestée entre le 17 avril 1987 et le 1er août 1989,
soutient que celle-ci est inconstitutionnelle. Cette disposition avait pour effet,
avant l’abrogation du règlement par l’adoption de la Loi sur la sécurité du revenu,
entrée en vigueur le 1er août 1989, de réduire l’aide sociale versée aux bénéficiaires
de moins de 30 ans, aptes au travail et vivant seuls. [...]
3. Décision
Mme la juge Mailhot : Le juge lacohucci, dans l’arrêt Law e. Ministre de l’Emploi
et de l’Immigration du Canada, énonce la démarche suivant laquelle il peut être
décidé d’une atteinte au droit à l’égalité. Le programme d’aide accordé, envisagé
dans sa globalité et dans son contexte, ne produit pas d’effets défavorables au
sens de l’article 15 de la charte canadienne. Dans le cas contraire, l’article 1 de
la charte rachèterait la mesure contestée. [.. .1
FIG. 3.1 — Exemple d’un résumé manuel écrit par SOQUIJ
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Fiche analytique de la Cour fédérale
Résumé 209 mots, Jugement sotirce 2 275 mots
Entre Ahi c. et Canada (Ministre de la Citoyenneté et de l’Immigration)
Dossier IMM-19$4-01
Référence neutre 2002 CFPI 479
Juge O’Keefe
Date — 26-4-02
Résumé - Demande de contrôle judiciaire d’une décision de la $SR selon laquelle le
demandeur n’était pas un réfugié au sens de la Convention- Le demandeur, un
citoyen nigérian, avait revendiqué le statut de réfugié au sens de la Convention
en se fondant sur sa religion et sur son appartenance à un groupe social, à savoir
les personnes contraintes à participer à des meurtres rituels et à des pratiques
néfastes—Le demandeur avait refusé cïassumer le poste que son père occupait à
titre de chef Oluwo Apeno, soit un culte dans le cadre duquel on se livrait à
des sacrifices humains; il avait été déshérité par sa famille et s’était converti au
christianisme-On avait dit au demandeur que son peuple serait béni pa.r les dieux
s’il était tué et si son sang était utilisé pour d’autres sacrifices—Le demandeur
s’est enfui—La SSR avait conclu qu’il n’existait aucune possibilité sérieuse ciue
le demandeur soit persécuté sil retournait a.u Nigéria et cyue l’Etat pouvait as
surer à ce dernier une protection adéquate—Demande accueillie—La Commission
a commis une erreur susceptible de révision au sujet des faits se rapportant à
la protection étatique étant donné que la preuve documentaire montrait que la
protection étatique ne pouvait pas être obtenue de la police.
FIG. 3.2 — Une fiche analyticue d’une décision de la Cour fédérale
juristes de toutes les provinces du Canada, parce qu’ils représentent un précédent pou
vant servir à disposer des cas semblables. La figure 3.2 montre un exemple du résumé
qui est construit par extraction manuelle des segments pertinents du texte de décision
de la Cours fédérale. Ce type de résumé est un bon exemple du résumé souhaité pour
les juristes qui va nous servir comme référence.
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3.3.2 Approches automatiques de production de résumé
Quelques approches sont proposées afin de fournir les outils permettant d’aider
les avocats et les juristes, comme des compagnies privées QuickLaw3 au Canada et
WE$TLAW4 et LEXISNEXIS5 aux États Unis; toutefois aucun ne satisfait complète
ment les exigences spécifiques de ce domaine d’application. Pour développer un système
de traitement du texte juridique, il faut une équipe composée d’informaticiens et de
juristes pour analyser le problème.
Dans cette section nous présentons cuelques modèles proposés pour produire auto
matiquement des résumés de textes juridiques.
FLEXICON, University of British Columbia
FLEXICON [Smith et Deedman, 1987] [Gelbart et $mith, 1991] [Smith et al.. 1995]
est un système développé pour la gestion des informations juridiques et la produc
tion du résumé qui combine le traitement du texte avec raisonnement à base de cas.
Cette approche utilise des modules d’extraction pour identifier les concepts, les cas,
les législations, les faits et leurs relations dans la décision, afin de construire un pro
fil structuré de document et produire automaticluement un sommaire (headnote). Les
concepts sont identifiés par unification des mots du texte avec une liste d’expressions
significatives, en appliquant des règles heuristiciues simples.
FLEXICON génère des représentations de structures de documents juridiques. Le
système effectue les opérations suivantes
• extraction des informations d’en-tête sur le cas (case header) les parties, la date,
la cour, la juridiction, et des juges;
• classification du sujet de la loi;
• identification des paragraphes clés contenant l’essence de l’opinion de la cour.
Pour présenter les parties importantes du texte, le système génère une liste de
quatre aspects juridiques t des concepts les pins significatifs, des faits, des cas et de
l’ensemble des lois appliquées. Il calcule les poids de cette liste par ordre décroissant. Il
extrait les paragraphes importants au complet et il élimine les paragraphes très courts
et ceux qui contiennent les citations moins importantes clans le jugement.
Pour notre travail, malgré la simplicité de cette approche, le profil du document pro
3http: //www. qui cklaw. com/
4http: //www . westlaw. com/
5http: //www. lexisnexis .com!
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posé nous intéresse, car ce système a été développé pour les textes juridiques canadiens
de type common taw qui est notre corpus de texte.
SALOMON, Katholieke Universiteit Leuven
Le projet SALOMON [Uyttendaele et aï., 1996][Moens et aÏ., 1996] produit le
résumé automatique de cas criminels belges (écrits en néerlandais). Ce système ex
trait les unités importantes des documents à partir du texte de jugement pour former
un résumé. Le but est d’identifier et d’extraire les informations importantes à partir
de la jurisprudence.
Deux méthodologies ont été utilisées pour développer SALOMON. D’abord il iden
tifie la catégorie de cas, la structure et les unités non pertinentes des textes. Ce pro
cessus est basé sur la représentation des connaissances réunie dans une grammaire de
texte. Ensuite, des données générales et fondamentales du sujet de la décision sont ex
traites. Deuxièmement, le système produit un résumé informatif des unités textuelles
de l’opinion de la cour en utilisant les techniques statistiques.
Dans ce projet les connaissances linguistiques plus profondes sont utilisées. Il extrait
les concepts et les unités textuelles saillantes grâce à l’identification des cue words,
segments indicateurs et patrons de contexte développé en néerlandais. Cette recherche
montre aussi l’intérêt d’utiliser la structure du discours des textes juridiques.
SUM, University of Edinburgh
C’est un projet en cours de développement [Grover et aÏ., 2003] [Grover et aÏ., 2004]
afin de produire les résumés des jugements de House of Lords, la cour suprême de l’An
gleterre en utilisant les informations rhétoriques des phrases. Il est basé sur l’approche
de [Teufel et Moens, 2002] proposée pour les articles scientifiques. SUIVI résume les
textes juridiques en deux étapes
• Décider quels rôles rhétoriques sont importants dans le texte source et lesquels
sont utiles dans le résumé.
• Dans une collection de textes pertinents, décider pour chaque phrase, le rôle
rhétorique qui la décrit mieux.
Un échantillon de 40 jugements de House of Lords ont été annotés comme ressources.
Pour classifier les phrases, les classificateurs statistiques comme C4.5 et SVM sont
utilisés. L’idée est de placer les phrases extraites par rapport aux sept rôles rhétoriques
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(fact, proceedings, background, fTamzng, disposat, textuat and other), ce qui peut servir
pour le résumé.
Dans cette approche, chaque phrase reçoit une étiquette comme son rôle rhétorique
mais la classification des phrases reste à la limite de surface du texte, c’est-à-dire les
phrases sont étiquetées selon leurs formes syntaxiques. La relation sémantique entre
une phrase et le segment thématique qui la contient, dans le plan organisationnel du
jugement, n’est pas considérée.
3.4 Discussion des méthodes de génération de résumé
Alors ciue nous avons le problème de grandes quantités de textes juridiques et le
besoin de les présenter sous forme d’un résumé court, notre recherche montre qu’il n’y
pas eu beaucoup de travail sur ce domaine et ciue le problème du traitement du texte
légal n’est pas encore résolu.
Différents systèmes ont été développés pour différentes langues, comme l’allemand,
le hollandais, l’anglais ou le français, mais une approche clui peut être efficace pour
identifier les indicateurs marquant les phrases importantes dans une langue ne sera
peut-être pas aussi utile pour d’autres langues avec d’autres types de styles. Il en est
de même pour l’organisation du jugement qui peut différer selon les lois et la tradition
juridique de chaque pays.
Les différentes méthodes utilisées pour traiter des textes juridiques montrent qu’une
diversité de systèmes sont utilisés pour les tâches d’indexation, de catégorisation, et de
production de résumés. La création automatique de résumé, semble la plus compliquée
et demande une étude approfondie du sujet. Les différentes approches proposées es
sayent de régler une partie du problème mais le résultat d’évaluation des systèmes et
la qualité des résumés produits n’est pas encore à un niveau satisfaisant. Au point de
vue opérationnel, les résumés produits par les systèmes ont beaucoup de problèmes
de cohérence et de lisibilité. Une des raisons de ce problème est le fait d’analyser les
phrases indépendamment de leur contexte. Dans les jugements, un paramètre très im
portant pour une interprétation correcte d’une phrase est de considérer le thème de
discours dans lequel la phrase est située. Nous allons décrire dans le chapitre suivant
notre analyse de corpus juridique afin d’identifier la structure organisationnelle des




Etude de corpus juridique
4.1 Corpus d’étude
4.1.1 Compositiort
Notre corpus est composé de 3500 documents de jurisprudences en anglais, ren
dues par la Cour fédérale du Canada du tribunal de première instance des années 2000
à 2003, qui sont disponibles en format HTML sur le site CanLil’. Nous avons ana
lysé 50 jugements et leur résumés rédigés manuellement par un arrêtiste, un résumeur
professionnel. Ces jugements ont été sélectionnés par un avocat de CanLil comme
représentatifs des différents sujets du domaine juridique avec des structures de textes
qu’on peut considérer comme standard. Un nombre limité de résumés de décisions
publiées de la Cour fédérale sont disponibles sous le nom de fiches anaÏytiques2.
Nous avons aussi étudié deux collections de documents, en français, regroupant 15
jugements et leurs résumés, produits par le Répertoire électronique de jurisprudence
du Barreau (REJB), et le Recueil des arrêts de la Cour fédérale. Contrairement au
projet SALOMON [Uyttendaele et aÏ., 1996] qui portait sur des cas criminels, notre
recherche couvre différentes catégories de jurisprudences comme: accès à l’information,
assurance-emploi, concurrence, douanes et accise, droit administratif, droit aérien, droit
d’auteur, droit constitutionnel, droits de la personne, droit maritime, enquêtes, envi
ronnement, langues officielles, télécommunications, etc.
Afin d’estimer la taille moyenne des jugements devant être considéré par notre
1http //www. canlii org
2http: //reports
. fja. gc ca
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système, nous avons calculé la distribution des mots des 3500 documents de notre
corpus. Nous observons que 75% des décisions ont entre 500 et 4000 mots (2 à $
pages). Donc dans notre travail, nous concentrons nos travaux sur les textes clans cet
intervalle de longueur; 10% des documents ont moins de 500 mots, environ une page,
et il n’est donc pas nécessaire de les résumer alors que seulement 15% des documents
comportent pins de 4000 mots.
Dans notre corpus, la taille moyenne des jugements est de 3600 mots et la taille
moyenne des résumés est 360 mots, c’est à dire un taux de réduction de 10%.
4.1.2 Structuration des textes juridiques
Dans certains domaines spécifiques comme le domaine juridique, le contexte peut
changer la valeur sémantique d’une phrase. Souvent pour interpréter une phrase. il
faut considérer sa place dans le fragment textuel et la situation clans laquelle cette
phrase est employée. Pour la tâche d’extraction des phrases pertinentes de décisions de
justice, il est aussi important de présenter les circonstances dans lesquelles les phrases
ont été prononcées. Par exemple pour obtenir une interprétation correcte de la phrase
The application is d’isrnissed, il est nécessaire de prendre en compte son contexte si
cette phrase apparaît dans la partie du texte qui explique les histoires judiciaires sur
le cas, elle signifiera une demande de révision sur une décision précédemment rendue
par une autre cour de justice, mais si cette phrase apparaît dans la partie terminale du
jugement, elle exprimera la décision finale du jugement en cours.
Pour aborder ce problème, nous avons étudié l’organisation générale de textes de
jurisprudences. D’après nos analyses, les jugements sont organisés selon une macro-
structure qui contient différents niveaux d’informations, indépendamment du domaine
de jugement. Les travaux expérimentaux de la juge Mailhot de la Cour d’appel du
Quéhec [Maiihot, 1996], utilisés pour guider les juges dans la rédaction d’un jugement,
renforcent cette idée qu’il est possible de définir une structure organisationnelle pour
ces décisions. Les jurisprudences sont organisées par le discours lui-même, ce qui permet
de les segmenter en s’appuyant sur l’organisation discursive des contenus. L’ensemble
des unités textuelles qui traitent du même sujet forme un segment thématique. Pour
chaque thème, il existe une borne qui signale un changement dans le discours ou dans
le thème du segment. Pour déterminer les bornes de segments thématiques, nous avons
étudié plusieurs éléments indicateurs comme les titres significatifs des sections, les po
sitions des fragments textuels et les expressions linguistiques que nous expliquerons en
détail dans le chapitre 6. À l’intérieur d’un segment thématique, les phrases portent
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sur un même sujet et chaque phrase est influencée par ses voisines.
Pour notre analyse de corpus, nous avons comparé les résumés modèles créés par un
humain avec les textes des jugements originaux. Nous avons identifié la structure orga
nisationnelle pour le jugement. Les paragraphes qui traitent d’un sujet sont considérés
comme membres d’un groupe thématique. Nous avons annoté les segments avec une
étiquette indiquant leurs thèmes. Nous avons aussi manuellement annoté les unités
de citation, des unités textuelles (phrase ou paragraphe) données par le juge comme
référence (par exemple à un article de loi). Les segments de citation occupent une
taille considérable dans le jugement, mais ils ne sont pas considérés importants dans le
résumé, donc ces segments seront éliminés lors des filtrages d’information.
Les unités textuelles considérées importantes par les résumeurs professionnels ont
été alignées manuellement avec un ou plusieurs éléments du texte source. La table 4.1
montre un exemple de cet alignement entre un résumé humain et le texte intégral origi
nal. Nous y cherchions les relations entre les informations considérées importantes dans
les résumés des arrêtistes et les informations dans les documents sources. Nous avons
constaté que les arrêtistes produisent un résumé par extraction des unités importantes
tout en stuvant des lignes directrices du texte. L’assemblage de ces unités sélectionnées
constitue le résumé.
L’identification des structures thématiques sépare les idées clés des détails secon
daires d’un jugement et améliore la lisibilité du résumé en produisant des textes plus
cohérents. Notre hypothèse est que, malgré la variabilité des catégories des jugements,
on peut distinguer une structure sur les informations présentées dans une jurispru
dence. Afin de repérer les thèmes du jugement, nous avons développé un segmenteur
thématique basé sur des connaissances linguistiques et juridiques. Nous en dégageons un
plan d’organisation thématique dans lequel les unités composant le discours prennent
place au fur et à mesure de leur apparition dans le jugement. Nous allons présenter
la fonctionnalité des thèmes et leur importance dans le jugement du point de vue des
idées clés et principales.
Pour la structuration thématique, nous avons divisé un jugement en sept thèmes
(table 4.2), ce qui est validée par les juristes: DoNNÉEs DE LA DÉCISION, INTRODUC
TION, CoNTExTE, SOUMISSION, ISSUES, RAIsoNNEMENT’ JURIDIQUE et CoNcLusIoN.
La présentation du résumé final respectera cette organisation afin de constituer une
fiche de résumé de décisions en sept thèmes
1. DONNÉES DE LA DÉCISION présentent la référence complète de la décision et la
relation entre les parties sur le plan juridique : nom de la cour, lieu de l’audience,
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Décisions de la Cour fédérale du Canada entre
GUIDES LTD., et JASPER NATIONAL PARK PROfESSIONAL RIVER OUTFIT
TERS ASSOCIATION, demandeurs et
LE PROCUREUR GENERAL DU CANADA, défendeur
Texte intégral Résumé de l’arrêtiste Thème
Dossier : T-1557-98 de
section
[1] This application for judicial re- Judicial review of Minister of Ca- Intro
view arises out of a. clecision (the De- nadian Heritage’s clecision to close duction
cision) announced on or about the Maljgne River in Jasper National
3Otb of June 1998 hy the Minister of Park to ail boating activity begin
Canadian Heritage (the Minister) to ning in 1999 to protect habitat of
close the Maligne River (the River) harlequin ducks
in Jasper National Park to all boa
ting activitv, heginning in 1999.
[7] The applicants offer commercial Applicants offer commercial rafting Faits
rafting trips to Park visitors in this trips on River.
area each vear from mid-June to 50-
metime in Septemher.
[10] Consequently, a further environ- 1991 environmental assessment in- Faits
mental assessment regarding com- dicating rafting having adverse im
mercial rafting on the Maligne River pact on harlequin ducks along ri
was prepared in 1991. The assess- ver.
ment indicated that rafting activity
had expanded since 1986, with an
adverse impact on Harlequin clucks
along the Maligne River.
TAB. 4.1 — Alignement des unités textuelles du texte original du jugement avec les
unités du résumé rédigé manuellement
date du jugement, numéro de greffe, référence neutre, identification des parties,
intitulé du jugement, autorités et doctrines citées.
2. INTRODUCTION contient les paragraphes explicatifs placés en tête du jugement
qui présentent le sujet. Ils décrivent brièvement la situation qui se présente au
tribunal et répondent aux questions qui? a fait quoi? à qui?.
3. CoNTEx’r contient les faits et l’histoire judiciaire et l’ensemble des circonstances
dans lesquelles s’insèrent des faits. Il recompose l’histoire du litige à partir des
faits et des événements relatés lors de la présentation de la preuve et retenus dans
le jugement.
4. SOur’iIsSJON présentent le point de vue d’une partie sur le problème.
5. IssUEs (ou les questions de droit) identifient le problème juridique dont le tribunal
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est saisi.
6. RAIsONNEMENT JURIDIQUE discute à partir des contextes et des faits du litige en
s’appuyant sur des références juridiques et des autorités afin d’en arriver à une
conclusion. L’analyse du juge comprend deux parties principales. La première
partie est la détermination des droits applicables pour le cas (potentiel). La
deuxième partie porte sur l’application des droits sur les faits (actualisation).
Il répond aux questions de droit et comporte une explication sur les motifs du
juge. Cette partie est la pins importante du résumé d’une décision, puisqu’elle
contient la justification de la décision finale de la cour et transmet la solution. Les
motifs du tribunal doivent être aussi la réponse aux questions de droit soulevées
par les parties. Après un jugement, les motifs deviennent règle de droit.
Z. CONCLUSION est la dernière partie du procès qui fait connaître la décision du
uge. Elle prononce le dispositif, la partie terminale du jugement dans laquelle
est indiqué ce qui est décidé et les montants adjugés s’ils existent. Par exemple
en droit pénal, il faut spécifier si la personne a été condamnée ou acquittée.
Dans notre corpus, nous avons identifié cette organisation textuelle sous forme de
segments thématiques. En suivant les thèmes, le lecteur est guidé de la définition du
problème en litige jusqu’à ce ciue la cour a retenu comme le résultat, qui peut soit
arriver à une solution aux problèmes entre les deux parties, soit renvoyer le dossier à.
une autre cour pour compléter le processus juridique.
4.2 D’où viennent les informations
Dans le plan d’un jugement, nous avons considéré sept thèmes principaux (table 4.2).
Il reste à déterminer parmi ces thèmes lesquels sont utiles pour le résumé avec quels
degrés d’importance.
Selon nos observations, quatre thèmes jouent les rôles principaux : INTRODUCTION,
CoNTExTE, RAIsoNNEMENT JURIDIQUE et CoNcLusioN. La présence de ces quatre
thèmes dans le jugement et dans le résumé est obligatoire. Dans la structure de résumé,
nous préservons ces quatre thèmes et nous extrayons les phrases qui appartiennent è
ces thèmes. Le thème IssuE est optionnel dans le jugement, s’il existe nous l’ajoutons
dans le résumé.
Afin de mesurer le degré de l’importance des quatre thèmes principaux du jugement
au cours de notre analyse de corpus de résumés alignés avec les textes de jurisprudences.
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Structure thématique Explications







Autorités et doctrines citées
INTRODUCTION Qui? A fait quoi? À qui?
CoNTExTE faits recompose l’histoire du litige
Histoire judiciaire
SOUMISSION Points de vue des partie sur le problème
ISSUES Questions de droit à répondre pendant le ju
gement
RAISONNEMENT JURIDIQUE Analyse du juge et détermination des faits
Expression des motifs de la solution retenue
CoNcLusEoN Décision finale de la cour
TAB. 4.2 Structure thématique d’une jurisprudence
nous avons mesuré la distribution de l’information (en nombre de mots) pour chacun
de ces thèmes. Les volumes occupés par ces champs dans le document source et le
résumé sont données à la table 4.3. On y voit l’importance et la contribution de chaque
thème de jurisprudence dans le résumé, ce qui nous servira à attribuer un score comme
valeurs sémantiques des thèmes. Ces valeurs sémantiques augmenteront ou diminueront
la chance des phrases candidates d’être sélectionnées dans le résumé final. Par exemple,
à l’étape finale de contrôle de la taille de résumé, nous préférerons plutôt une phrase du
segment RAISONNEMENT JURIDIQUE clu’une du segment CoNTExTE, car le premier
est jugé plus important à cause de sa valeur sémantique plus élevée.
Un jugement fait souvent référence à d’autres jurisprudences en les citant. Ces cita
tions peuvent être placées en plusieurs segments thématiques selon les cas. Les phrases
citées n’expriment pas les idées clés des jugements, mais les résultats retenus de ces
citations sont importants. Habituellement, les citations contiennent deux phases, la
première comporte les prétentions et arguments des parties, qui présentent le point de
vue d’une partie sur le problème. Cette partie contient les soumissions des parties et
leurs positions dans le litige que nous avons considéré comme le thème SOUMISSION.
La seconde phase, la citation des articles de lois, traite des prétentions en droits ap
plicables sur le cas. Ces segments cités sont les sections ou les paragraphes des lois,
les jurisprudences ou les doctrines que le juge utilise comme références dans son rai-
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Structures thématiques Jugement Résumé
INTRODUCTION 5% 12%
CoNTExTE 24% 20%
RAISONNEMENT JURIDIQUE 67% 60%
CoNcLUsIoN 4% 8%
Total 100% 100%
TAB. 4.3 Les pourcentages de la contribution de chaque thème dans les résumés et
les jugements originaux
sonnement. Dans plupart des cas, les citations sont considérées comme étant du thème
RAIsoNNEMENT JURIDIQUE. Dans notre système, notis identifions les phrases citées,
pour en identifier les résultats afin de les garder dans la liste des unités candidates à
extraire.
4.3 Dictionnaire de connaissances linguistiques
Nous avons construit un dictionnaire de connaissances linguistiques et de vocabu
laire spécifique au domaine juridique. Le dictionnaire contient 250 marciueurs linguis
tiques significatifs que nous avons observés dans le corpus. Ce dictionnaire est organisé
en trois catégories. La première contient des marqueurs communs à plusieurs types
de texte et elle est divisée en trois classes : les verbes, les concepts (noms, adjec
tifs et adverbes) et des indices complémentaires comme les marqueurs typographiques
(ex. deux-points dans citation), prépositions (ex. at page), numéros (ex. subsection
20), et subordonnés relatives (ex. that). La deuxième catégorie de marciueurs contient
les expressions prototypiques (eue-phrases) qui expriment les parties importantes du
discours (ex. finaÏty). La troisième catégorie contient les vocabulaires et les expres
sions spécifiques au domaine juridique qui permettent de désambiguïser les termes avec
différents sens dans un dictionnaire général mais qui ont, en droit un sens particulier,
par exemple la différence entre un appel téléphonique et un jugement porté en appet.
Nous avons écrit 50 classes des règles sémantiques afin de contrôler les conditions
sur les présences et les positions des marqueurs de notre dictionnaire. Nous expliquons
ces règles au chapitre 6.
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4.4 Conclusion
Dans ce chapitre nous avons présenté le résultat de notre analyse de corpus afin
d’identifier la structure thématique des jugements. Ceci est la base de notre méthodologie
de la construction de résumé automatique.
Notre analyse montre la difficulté d’appliquer des systèmes de production des résumés
génériques sur les domaines spécifiques comme traitement des documents juridiques.
c’est-à-dire construire les résumés sans tenir compte des besoins des utilisateurs et
des domaines d’application. Dans notre méthode, nous avons considéré la structure
thématique du jugement comme le facteur le plus important. L’importance d’une phrase
est relative à son thème.
Dans le prochain chapitre, nous décrivons notre méthodologie et la concrétisation
de notre approche afin de développer un système opérationnel, comme un outil pour la
représentation et la manipulation de la structure du document. Dans la présentation





automatique de fiches de résumé
5.1 Introduction
Notre étude de corpus, basée sur une analyse des phrases des résumés modèles
alignées manuellement avec les jugements sources, fait ressortir la structure thématique
d’un jugement. Notre approche de résumé automaticiue est fondée sur cette analyse.
Elle regroupe les paragraphes qui traitent du même sujet. ce qui conduit à détecter les
frontières entre les différents thèmes du document. Le découpage du document divise le
texte en segments thématiques. Pour chacun, nous attribuons un thème comme étant
le sujet traité par les paragraphes du segment. D’après le thème du segment, nous
extrayons des phrases saillantes qui contiennent les informations pertinentes sur ce
thème. Mais avant l’étape de sélection, un filtrage des segments cités (jugés non impor
tants) sépare les phrases essentielles du jugement aux phrases citées comme références.
L’ensemble des phrases extraites constitue le résumé.
Dans les sections suivantes, nous expliquons notre méthode de production de résumé
automatique qui repose sur l’identification de la structure thématique du jugement, en
utilisant la technique d’extraction des unités saillantes, avec une présentation du résumé
final sous forme d’une fiche contenant des rubriques homogènes d’informations. Cette
fiche présente les informations considérées importantes associées à des thèmes précis,
ce qui en facilite la lecture et la navigation entre le résumé et le jugement source.
Pour chaque phrase du résumé produit, l’utilisateur peut en déterminer le sujet en
regardant le thème associé à son segment thématique. Si une phrase semble plus im
portante pour l’utilisateur et qu’il désire plus d’information sur ce sujet, on peut lui
4$
proposer le segment thématique entier contenant la phrase sélectionnée, pour obte
nir les informations complémentaires sur le sujet. Dans notre système, II y a d’abord
un prétraitement du texte, ce clui implique la séparation du document en unités tex
tuelles (paragraphes, phrases, mots, nombres et ponctuations) et modules linguisticues
(voir chapitre implémentation section 6.4). La constitution de la fiche de résumé se
fait en quatre étapes (figure 5.1) : segmentation thématique, filtrage des unités moins
importantes comme les citations des articles des lois, sélection des unités textuelles can
clidates pour le résumé et production du résumé selon la taille demandée. L’étape de
segmentation repère le squelette structurel du texte. Chaque niveau de cette structure
a un thème particulier dans le jugement. Selon le thème, nous cherchons à identifier les
unités pertinentes dans les segments correspondants, tout en respectant la limite de la
taille du résumé.
5.2 Étapes de la constitution de la fiche de résumé
5.2.1 Analyse thématique
Dans la première étape, nous nous intéressons à déterminer l’organisation du docu
ment original et la segmentation thématique ayant pour objet le découpage des textes
en segments thématiquement homogènes.
Expérimentation
Pour la segmentation thématique, nous avons fait quelques expérimentations avec
deux segmenteurs décrits par Hearst [Hearst, 1997] le système TexTiting et le segmen
teur C99 décrit par Choi [Choi, 2000] afin d’aligner les bornes de segment sur des
frontières des découpages thématiques du texte. L’algorithme de TexT’iting fonctionne
d’après une fenêtre glissante qui se déplace sur le texte à segmenter. Pour chaque posi
tion du texte ainsi parcourue, il compare les deux parties de la fenêtre situées de part
et d’autre de cette position à l’aide d’une mesure de similarité s’appuyant sur les mots
présents dans la fenêtre. Les valeurs de cette mesure pour l’ensemble du texte per
mettent de situer les zones de faible cohésion lexicale. Celles-ci montrent les ruptures
thématiques et donnent lieu à la définition de segment thématique. Hearst a constaté
que pour des corpus de journal une fenêtre de 6 phrases, composée de 20 mots chacune,
semble optimale. La similitude parmi deux fenêtres est calculée avec une similarité de
cosinus. La valeur réelle de la similitude n’est pas utilisée pour calculer des ruptures
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thématiques, l’algorithme e considère que des différences relatives.
Dans ce travail, nous considérons également C99, un algorithme pour la segmenta
tion linéaire des thèmes. Elle diffère de TexTiting parce qu’elle prend de vraies phra.ses
comme unité de base et emploie une combinaison de la similitude (calculée parmi des
phrases) pour le grouper. Après des étapes de prétraitement (élimination des mots vides
et lemmatisation), l’algorithme calcule une matrice de similitude phrase par phrase,
basé sur la similitude habituelle du cosinus. Puis, un arrangement de poids est ap
pliqué à la matrice de similitude, afin de faire ressortir les différences dans la similitude
des phrases. Une fonction de clustering (classification) hiérarchique est finalement ap
pliquée pour diviser le document par thème.
Prétraitement
-Séparation du texte en
-Paragraphes
-Phrases













FIG. 5.1 Les étapes de la constitution de la fiche de résumé
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Les résultats de ces segmenteurs numériques ne furent toutefois pas satisfaisants
pour déterminer les structures thématiques des jugements. TexTiÏi’ng nous donnait un
segment thématique par paragraphe et C99 ne nous donnait que quelques découpages
entre les paragraphes et les citations. Dans un jugement, pour présenter une interpréta
tion juridique sur les droits applicables et en déduire les solutions possibles pour le
litige, le juge cite les références et il présente les paragraphes de lois tels qui sont docu
mentés en anglais et en français. Ceci produit un texte avec des découpages thématiques
irréguliers par rapport un texte journalistique, avec des changements de langues dans
le texte. Par exemple, clans l’analyse pour justifier sa décision, le juge cite souvent les
références; il y a donc cieux changements thématiques clans le segment : la transition
de l’analyse vers les citations et la transition de citation vers la suite de l’analyse,
alors que la sémantique du segment n’est pas changée et que le sujet est toujours le
raisonnement du juge.
Nous avons donc procédé à une segmentation thématique basée sur des connais
sances spécifiques au domaine juridique. Pour y arriver, il faut identifier les bornes de
la structure thématique pour encadrer les segments dti texte associés avec un thème
précis dans la jurisprudence.
Dans l’exploitation de la structuration du jugement, nous analysons les citations
dans les textes. La détection des citations est importante pour la prochaine étape de
filtrage d’information. Afin d’identifier les citations dans les jugements, nous avons
développé un module qui identifie les marqueurs directs et indirects de la citation.
Nous décrirons ce processus dans la section 5.2.2.
Module de segmentation thématique
Afin d’extraire les idées essentielles, nous avons cherché les thèmes dans la struc
ture d’un jugement qui désignent les valeurs sémantiques des phrases. Un thème peut
changer l’importance d’une phrase selon différentes interprétations. Par exemple, l’in
terprétation sémantique de la phrase suivante the plaintif shoutd be awarded dépend
de sa position dans le texte. Pour une même forme syntaxique de phrase il y a deux
interprétation possibles : si cette phrase est située dans le thème CoNcLusIoN alors
elle sera une phrase importante qui annonce la décision finale du jugement, mais si
elle est située dans un autre thème signifiera simplement une condition the plaintif
shoutd be awarded onty where there is a serions issue for consideration by the Court.
Pour désambiguïser des phrases et obtenir les interprétations correctes des phrases,
il est nécessaire d’identifier la structure du texte et les segments thématiques.
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Catégories des Marqueurs linguistiques Exemples des titres
titres
INTRODUCTION introduction, summary Introduction, Summary
CONTEXTE facts, background The Jact’uat background, Agreed
statement of facts
SOUMISSIONS position, argument, submis- Respondent’s position, Argu
sion ments of party, Appticant’s
submissions
ISSUES issue, question of Ïaw Issues, The questions of tom
RAISONNEMENT a’natysis, decision, discussion Anatysis and Decision of the
JURIDIQUE court
CONCLUSION conclusion, disposition, cost Conclusion and Costs
TAB. 5.1 — Les marqueurs significatifs qui se trouvent clans les titres des sections
Notre segmenteur thématique est fondé sur les connaissances sémantiques du juge
ment. Nous avons identifié les indicateurs 1inguisticues et les vocabulaires réservés du
domaine qui signalent les changements thématiques. Pour déterminer les thèmes des
segments, les marqueurs les plus importants sont
• les indicateurs linguistiques qui se trouvent dans les titres des sections
• les positions des paragraphes
• les marqueurs linguisticues et les expressions prototypiques du domaine
• l’ordre d’apparition des segments thématiques dans la progression du jugement
Pour la segmentation, nous avons écrit les règles sémantiques qui contrôlent la
présence des marqueurs linguistiques en considérant les contextes dans lesquels les
termes sont utilisés (section 6.5).,
Nons avons identifié les titres plus significatifs pour les sections qui séparent les
différentes étapes du jugement. La table 5.1 montre des exemples de marqueurs iden
tifiés dans les titres et les exemples des titres observés dans les jugements classés selon
leur thème dans le document.
Les DONNÉES DE LA DÉCISION peuvent être extraites par les informations présentées
dans la première page couverture du jugement. Dans le champ autorités et doctrznes
citées, nous gardons les références et les renvois juridiques cités dans le document. Cette
section est séparée du texte de jugement par un titre comme Reasons for order ou Rea
sons for judgment. Un exemple des informations classées sous ce thème est illustré par
la table 5.2, ce sont les données du jugement analysé présenté dans la table 5.6.
Pour la majorité des jugements des cours canadiennes, le juge commence avec une
introduction sur le sujet qui constitue les premiers paragraphes donnant des informa-
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Nom de la cour de décision t Cour fédérale du Canada
Lieu de l’audience t Ottawa
Date : 31/12/97
Numéro de greffe T-1989-96
Identification des parties : Commissaire aux langues officielles du Canada,
Requéran - et - Air Canada, Intimée
Intitulé du jugement t Langues officiels du Canada
Autorités et doctrines citées Section 78 de loi sur les langues officiels du
Canada
TAn. 5.2 — Un exemple de segment de DONNÉES DE LA DICISION dans un jugement
tions importantes sur l’affaire, le thème attribué à ce segment est INTRODUCTION. Par
exemple le segment INTRODUCTION de la table 5.6, situé au premier paragraphe du
jugement présente le problème du service bilingue de la compagnie Air Canada.
Après l’INTRODucTION, nous trouvons les informations sur les faits et l’histoire du
litige, ce segment est associé au thème CoNTExTE. Les titres de la section CoNTExTE
peuvent, par exemple, contenir Facts, The factuat backgro’und ou Agreed statement of
facts. CONTEXTE contient deux niveaux de discours t le premier concerne la présentation
des parties et leur demande, le deuxième comprend la partie narrative du jugement dans
laquelle le juge raconte les événements et les faits. Pour la présentation des parties, les
marqueurs sont t appettant, applicant, defendant, pÏaintzff respondent et interuenor sui
vis de leur identification (ex. the appÏicant is cornpany X). Pour la demande, les verbes
suivants sont utilisés advise, indicate, req’aest, daim, atiege, concern, etc.
Afin d’augmenter la précision de l’identification des parties, nous avons défini cer
taines règles qui tiennent compte de la sémantique. Par exemple, si la phrase suivante
est placée dans le segment CONTEXTE, le patron the respondent is a n’est pas une
présentation de partie On February 1, 1996, the Minister issued, pursuant to subsec
tion 70(5,) of the Immigration Act , an opinion that the respondent is a “danger to
the public”. Les règles sémantiques vérifient donc les points suivants t est-ce que cette
phrase reflète une opinion ou un point de vue spécifique? est-ce que cette phrase reflète
une définition dans un cas particulier (the person constitutes a danger to the public in
Canada is ...)? est-ce une citation?
Dans la partie narration du discours, on peut extraire ce qui s’est passé entre les
deux parties et l’histoire du problème en litige. Le texte narratif du thème CONTEXTE
peut être identifié grâce au temps des verbes exprimés au passé.
Dans certains jugements, plusieurs paragraphes, avec un titre comme Respondent ‘s
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position, Arguments ofparty ou Appticant’s submissions, expliquent la position d’une
partie devant le juge. Ce segment SOUMISSION contient les points de vue des avocats
des parties et les différents arguments présentés au juge, alors qu’ils peuvent être non
pertinents pour arriver à la soltttion du problème juridique. Normalement ce thème se
divise en deux sections afin d’exprimer la position de chaque partie en litige. L’identi
fication de ce thème par le segmenteur est importante, parce qu’il sépare les frontières
des autres thèmes. Ce segment isolé est considéré moins pertinent pour le résumé donc
il sera éliminé dans le prochain module de filtrage.
La section ISsuEs ou questions en litige comprend des questions de fait ou (le
droit auxquelles le juge doit répondre afin de déterminer le résultat du litige. Cette
section a des titres comme The issues ou The questions of ta’w. Selon le cas, le juge
peut avoir à répondre à une ou plusieurs questions, mais il arrive que ces questions rie
soient pas expressément posées par le juge clans ses motifs. Ces questions de droit sont
importantes parce qu’elles précisent le but du raisonnement du juge, le thème IssuEs
de la table 5.6 montre un exemple. Ces deux dernières sections précèdent la partie
RAISONNEMENT JURIDIQUE. Nous les avons considérées comme une borne entre cieux
thèmes CoNTExTE et RAISONNEMENT JURIDIQUE. Après avoir exposé les informations
historiques sur le sujet, le juge commence le RAISONNEMENT JURIDIQUE, au point
de vue juridique c’est la partie la plus importante dans une décision, qui amène la
lecture du CONTExTE jusquà la conclusion finale de la cour. Ce thème explique ce
que le juge retient des arguments pertinents des parties et comment il applique le
droit sur le cas. Celle-ci permet au juge de trouver une solution pour le problème en
répondant aux questions de droit et justifier sa décision. Ce segment peut avoir un titre
comme Anatysis ou Discussion. Comme mentionné dans la partie CONTExTE, dans la
plupart des jugements, deux styles différents sont présents dans la décision selon leur
position dans le texte. Dails les sections précédant le RAISONNEMENT JURIDIQUE, le
juge s’exprime avec un style narratif pour décrire les faits résultant du litige; c’est
le juge qui analyse les lois et les précédents judiciaires pour arriver à une conclusion.
Donc dans le discours du thème RAISONNEMENT JURIDIQUE le juge s’exprime par I.
Les exemples des expressions utilisées dans le RAISONNEMENT JURIDIQUE sont In
reviewing the sections No. of the Act, Pursuant to section No., As I have stated, In the
present case, The case at bar is, I am of the view that, etc.
La dernière section du jugement exprime la CONCLUSION où le juge prononce le
dispositif dans laquelle est indiqué ce qui est décidé. Habituellement, les phrases
contenant le dispositif apparaissent dans les derniers paragraphes du jugement et. leur
forme est au passif. La présence des marqueurs linguistiques afin de déterminer les
résultats du jugement est importante. Quelques exemples de phrases donnant le dis-
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positif sont : The motion is dismissed, the apptication must be granted. Nous avons
identifié une liste des marqueurs de classe des verbes qui expriment la décision de la
jurisprudence : attow, deny, dismiss, grant, refuse, award, etc.
Dans un jugement, on peut avoir une section contenant un paragraphe comme
l’ordonnance (Order), avec une ou deux phrases cfui décrivent le résultat très bref
prononcé par la cour. Cette section peut être placée au début ou à la fin du jugement
après la conclusion.
Nous avons considéré la signature du juge comme la fin du jugement avec les mar
queurs : le nom ou initiales du juge, son titre (Judge), la date et le lieu de l’audience.
Par la suite, le jugement peut être complété avec les informations sur les références
complètes de tous les articles de lois cités, les doctrines citées. etc.. qui ne sont pas
pertinents pour le résumé.
5.2.2 Filtrage
L’objectif du filtrage est d’identifier les segments qui peuvent être supprimés tians
les documents sans perdre les informations pertinentes pour le résumé. Dans les cas de
citation, comme dans l’exemple de la table 5.3, la présence des marqueurs signale un
changement thématique de la citation. Cette méthode permet de réduire la quantité
de texte à analyser.
Dans un jugement, les citations occupent un volume important dans le texte soit
environ 30% du jugement, alors que leur contenu est moins important pour le résumé,
clone nous les considérons comme des exemples négatifs. Pour cette raison, à l’intérieur
des segments thématiques, nous identifions les citations à supprimer. Les citations com
prennent deux catégories la première, les soumissions des parties sont les prétentions
et arguments des parties concernant les points de vues des parties sur le litige; la se
conde, les citations sont des prétentions en droit concernant les citations des articles
de lois applicables sur l’affaire. Nous identifions toutefois les résultats des citations à
conserver dans les unités textuelles candidates pour le résumé.
L’identification de citation est basée sur deux types de marqueurs les marqueurs
directs et indirects. La première catégorie de marqueur direct contient les indicateurs
linguistiques. La table 5.4 montre les marqueurs linguistiques identifiés en trois classes t
verbes de citation, concepts (nom. adverbe, adjectif) et indices complémentaires. Les
verbes que nous avons identifiés en anglais, concordent avec les travaux linguistiques
sur l’identification des verbes de citation par Mourad {Mourad, 2000] [Mourad, 2001]
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Intitulé du jugement l’accès d’information
Numéro de greffe T-1819-98
In support of its application the plaintif maintainecl that the Department had
erred in fact anci in law when it decided that the plant inspection reports could be
disclosed to Mr. D., since the tests for exceptions to the disclosure of documents
contained iII s. 20(l)(c) and (d) of the Act had not been met. Section 20(1) of
the Act reads as follows
20. (1) Subject to this section, the head of a government institution shah refuse to
disclose any record reciuestecÏ under this Act that contains
(a) trade secrets of a third party
(b) financial, commercial, scientific or technical information that is confidential
information supplied to a government institution hy a third party and is treated
consistently in a confidential manner by the third party.
(c) information the disclosure of which could reasonably be expected to resuit in
material financial loss or gain to, or could reasonahÏy he expected to prejudice the
competitive position of. a thirci partv.
t cl) information the disclosure of which could reasonably be expected to interfere
with contractual or other negotiations of a third partv.
TAB. 5.3 — Exemple cFune citation la ligne entre les deux paragraphes montre tin
changement thématique qui signale la présence de la citation. Les mots en gras sont les
marqueurs de citation. Cette uruté pointe vers le bloc énuméré, qu’il va aussi considérer
comme une citation parce que les phrases de ce bloc sont liées avec des intégrations
linéaires à la première unité contenant des marqueurs de citation.
effectuée sur des textes en français, des types des articles des journaux et des rapports
scientifiques.
La deuxième catégorie comprend les marcïueurs de citation indirects. Les unités
textuelles citées indirectement sont les unités voisines des phrases citées directement.
Dans la table 5.3, les marqueurs de citation directe sont les mots écrits en gras Sec
tion 20(1) of the Act reads as fottows :, mais les unités textuelles qui suivent cette
phrase sont aussi les unités citées. Nous avons donc intégré un mécanisme d’identifi
cation des intégrations linéaires entre les phrases suivantes de la première phrase citée
avec les marqueurs directs. Afin de déterminer les bornes des segments de citation, il
est important de préciser le commencement et la fin des citations. Pour chaque unité
marquée comme citation, nous avons considéré un voisinage qui contient les unités tex
tuelles (phrase ou paragraphe) situées avant ou après de l’unité marquée citation, avec
la probabilité qu’ils soient une citation. Nous avons développé des règles sémantiques
contrôlant le voisinage de l’unité citée et qui seront décrites dans la section 66 sur
l’implémentation du système.
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Classe des verbes Classe des concepts Classe des indices
con ctude, define, in- fottowing. section, Ponctuation deux-points et guille
dicate, provide, read, subsection, page, met;
reference, rejer, say, paTagraph, purs’uant, Prépositions at (page), (pursuant)
state, summarize to;
Numéros (section, page, article de
loi);
Subordonnées relatives (conj une
tion) that, as, if
TAB. 5.4 — Les marciueurs linguistiques de citation
5.2.3 Sélection des unités textuelles
La prochaine étape du traitement des segments est la sélection des unités tex
tuelles afin de construire une liste d’unités saillantes candidates pour chaque segment
thématique du résumé. Il reste à déterminer quelle information doit absolument se re
trouver clans le résumé. Pour construire une liste des phrases candidates saillantes, nous
avons utilisé des méthodes linguistiques et statisticiues. Comme méthode linguistique,
nous avons développé des règles sémantiques basées sur les marqueurs linguistiques. La
table 5.5 montre les marqueurs linguisticues utilisés dans ce module de sélection des
unités textuelles clui signalent les phrases importantes du jugement. Les marqueurs sont
classifiés d’après leurs thèmes dans le jugement. Les marqueurs de l’INTRoDucTION
identifient les unités qui signalent le problème et éventuellement les références juri
diques utilisées durant le raisonnement. Les marqueurs du CONTEXTE reconnaissent
les fragments textuels qui présentent les deux parties et le problème en litige, mais
les points de vue des parties ne sont pas pertinents pour le résumé. Les marqueurs du
RAIsoNNEMENT JURIDIQUE déterminent les fragments textuels concernant les analyses
du juge et la conclusion retenue par ces analyses. Les marqueurs de la CoNcLusIoN
indiquent les phrases du dispositif qui décrit la décision finale du juge. Les phrases
identifiées par les modules linguistiques ont une pondération plus élevée par rapport
aux phrases pondérées par les calculs statistiques.
Afin de pondérer les unités, nous avons attribué un poids à chaque phrase en nous
basant sur des fonctions heuristiques. La somme des poids permet de calculer un score
pour chaque phrase. Pour développer le module de sélection et attribuer les poids, nous
avons pris en compte les points suivants
e La position des phrases dans le paragraphe; la première phrase du paragraphe et
la dernière phrase sont plus importantes.
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Thèmes Marqueurs linguistiques
INTRODUCTION Concepts decision. motion, application, determination, order,
proceeding, against, mie, reason
Verbes : maise, strike, detemmine, descmib, dectare, date
Expressions : application for judiciat review, application to review
a decision, motion ftÏed by, Statement of Claim
CONTEXTE Concepts : Les parties (appeÏiant, apptica.nt. dejendant, interve
nor,pÏaintiff respondent) Verbes aduise, indicate, request, daim.
attege, concern
RAISONNEMENT Concepts opinion, conclusion, summary, because, cost, action,
JURIDIQUE uiew, reason, I, my
Verbes : note, accept, summarise, scmutinize, tkink, say, satisj)j,
discus, conctude, ftnd, believe, reack, indicate, persuade, agree,
sec, review, recommend, answer
Expressions in the case at bar, for ail the above reasons, in my
vie w. mg reuiew of, in view of the evidence. in tkc mes ait. ftnatty,
thus, consequently
CONcLusION Concepts motion, applzcatzon, action, les parties (appeitant. op
plicant, defendant. intervenor.piaintiff
Verbes : allom, deny, dismiss, grant, refuse, award
Expressions for (ail,) the above reasons, for ail of the foregoing
reasons
TAB. 5.5 Les marqueurs linguistiques utilisés dans le module de sélection des unités
textuelles cmi signalent les phrases importantes dans le jugement
• La position des paragraphes dans le segment thématiciue : les premier et dernier
paragraphes dans le segment ont des valeurs importantes.
• La position des paragraphes dans le document le premier et les deux derniers
paragraphes dans le document sont plus importants.
• La pondération basée sur le calcul statistique des fréquences des mots, pour les
termes individuels et les termes dans le contexte du document. Un module calcule
les fréquences des mots et un autre calcule tf * idf pour chaque phrase où tf
désigne term frequency (la fréquence du terme dans le document) et idf inverted
document frequency mesure si ce terme est discriminant ou non-uniformément
distribué dans le corpus. Un terme qui a une valeur de tf * idf élevée doit être
à la fois important dans ce document et apparaître rarement dans les autres
documents. C’est le cas quand un terme correspond à une caractéristique impor
tante et unique d’un document qui peut exprimer un topique de document. Le
tf * idf sur les mots d’une phrase donne le poids de la phrase.
• Les valeurs des marqueurs linguistiques pour les phrases qui contiennent des
marqueurs linguistiques (classe des verbe-concept-indice, expressions prototy
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piques et vocabulaires contrôlés du domaine), nous leur avons affecté une priorité
supérieure aux autres critères.
Le résultat de cette étape est une liste de phrases ayant les poids les plus élevés.
5.2.4 Production du résumé
Une fois sélectionnées les unités candidates potentielles pour le résumé, cette étape
choisit les unités pour le résumé final et les combine afin de produire un résumé d’en
viron 10% du jugement. La présentation finale du résumé est sous la forme de fiche
de résumé. Cette fiche présente les phrases importantes du jugement en indiquant les
thèmes des phrases du résumé. Pour les phrases extraites de chaque thème, selon la
structure organisationnelle du jugement. l’utilisateur peut obtenir des informations sur
l’importance d’une phrase, sa situation dans le document et son interprétation juridique
dans le jugement. Celle-ci augmente la cohérence et la lisibilité des phrases extraites
et améliore la qualité générale du résumé. Ce module contrôle les phrases candidates
pour le résumé final, il élimine les phrases candidates par module de sélection qui sont
annotées comme citations par le module de filtrage.
Le critère de sélection des unités est basé sur la pondération du segment thématique
contenant les unités candidates. Selon nos analyses de corpus présentées dans la table
4.3, la distribution de l’information dans les résumés des arrêtistes, mesure l’importance
des segments thématiques.
Lors de cette étape de sélection de la liste des unités candidates, nous choisissons
les unités du segment thématique INTRODUCTION avec les scores plus élevés jusqu’à
concurrence de 10% de la taille de résumé. Dans le segment CONTEXTE, les unités
sélectionnées occupent 24% de la longueur du résumé. La contribution du segment
RAISONNEMENT JURIDIQUE est de 60% et les unités du thème CoNcLusIoN occupent
6% du résumé.
5.3 Algorithme
Au prochain chapitre, nous décrirons l’implémentation de LetSum, notre prototype
fondé sur notre méthode de résumé automatique pour les textes juridiques. Nous rap
pelons ici les points les plus importants de notre méthodologie. L’implémentation de
notre modèle de conception de la figure 5.1 comprend les étapes suivantes
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1. Segmentation thématique : nous avons utilisé les conditions suivantes afin de
découper un segment par thème. La première condition satisfaite arrête le trai
tement.
• Présence des titres des sections et classement parmi les catégories des titres
(table 5.1) : une section avec un titre significatif va segmenter thématiquement
avec le thème identifié par son titre.
• Position absolue d’un segment : le premier paragraphe est une introduction et
les deux derniers paragraphes sont la conclusion.
• Position relative d’un segment (selon le résultat de notre étude de corpus, les
segments thématiques identifiés dans le jugement sont linéairement ordonnés)
si deux sections sont thématiquement identifiées et qu’une section entre ces
deux segments n’a pas encore une étiquette de thème, alors la position de cette
section est un marqueur.
• Présence des marqueurs linguistiques : Let$um calcule le nombre de marqueurs
de segmentation pour les paragraphes. Si une section a plus de marqueurs de
même catégorie, alors cette section va être étiquetée par rapport à la catégorie
des marqueurs qu’elle contient.
• Identification des styles narratif et direct (indicateur de la borne des segments
CONTEXTE et RAISONNEMENT JURIDIQUE) détection de deux styles typo
graphiques grâce aux temps et aspect des groupes verbaux.
2. Filtrage de citations cfui comporte quatre étapes
• Identification des marqueurs et des patrons d’unités textuelles;
• Extraction de la phrase contenant ces unités;
• Détection des marqueurs d’intégration linéaire LetSum identifie d’abord les
phrases contenant les unités énumérées, ensuite il regroupe ces phrases dans
un bloc. Le système vérifie la condition de relation de citation entre l’unité
annotée citation avec le bloc énuméré. Si l’unité de citation pointe vers le bloc
énuméré alors ce bloc sera aussi considéré comme une citation.
• Contrôle de la citation pour les voisinages (avant ou après) des unités citées
dans le cas d’absence des marqueurs d’énumération.
3. Sélection des unités saillantes: LetSum calcule un poids pour chaque phrase dans
le jugement d’après les fonctions heuristiques expliquées au chapitre 6 basées
sur les informations suivantes : la position des paragraphes dans le document,
la position des phrases dans le paragraphe, les marqueurs linguistiques, les cue
phrases, les vocabulaires contrôlés du domaine juridique. Les modules statistiques
du système calculent les fréquences des mots et calculent tf * idf pour chaque
phrase.
4. Production de la fiche de résumé : LetSum produit un résumé court en éliminant
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les unités moins importantes de la liste des unités candidates au niveau de chaque
segment thématique. Le système ne garde que les unités textuelles dans la limite
de la taille autorisée du segment, selon les statisticiues de la table 4.3. Le système
génère une fiche de résumé en assemblant les unités sélectionnées de chaque seg
ment thématiciue en indiquant le thème des fragments dans la jurisprudence.
5.4 Un exemple d’une fiche de résumé
La table 5.6 montre un exemple des fragments textuels pertinents sélectionnés par
LetSum appliqué à un jugement de la Cour fédérale du Canada (2468 mots). Les
informations dans le segment de DoNNÉEs DE LA DCJSION sont les informations
pertinentes extraites de la page de couverture du jugement et les informations clans le
champ autorités et doctrines citées sont les traces des références citées dans le jugement.
Le module de Segmentation thématique sépare le texte en segments thématiques
(les thèmes sont écrits à la partie gauche des cases clans la table 5.6). Le module de
Filtrage supprime la phrase qui signale la citation ainsi que les paragraphes cités
énumérés (paragraphe (15) mardlués Citation dans la table 5.6). Module de Sélection
choisit les unités textuelles (montré en gras dans la table 5.6) pour chaque segment
thématique. Les unités sont sélectionnées d’après leurs thèmes clans le jugement. À
partir de toutes ces informations, le module de Production contrôle la taille de résumé,
si l’ensemble des phrases sélectionnées dépasse 10% du texte source, il élimine les
certaines phrases candidates selon 1 importance des segments thématiques.
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(1) An order xvas macle by this Court on Pebruary 1,
1997 authorizing the respondent (Air Canada) to mise
prelirninary objections to the notice of an originating
motion filed by the applicant (the Coinrnissioner). As
INTRODUCTION a resuit, this motion filed by Air Canada on March
18. 1997 raises six alternative preliminary objections as—
king the Court to strike out in part the motion
made by the Commissioner on September 6, 1996
under section 78 of the Officiai Languages Act.
1. Facts
(2) The Commissioner’s originating motion.
which vas bled with the consent of the complai—
liant Paul Comeau. concerns Air fai
CONTEXTE lure to provide ground services in the French
language at the Halifax airport.
(3) The Commissioner’s motion is filed by
the complainant Paul Comeau.
(14) Do those documents filed by
the Commissioner in support of his
motion that concern similar com
IssuE plaints and relate to ah the ground
services provided by Air Canada at
the Hahifax airport exceed the scope
of the remedy provided for in the Act?
- (18) In my view, the purpose of section 79 is to
enable the Commissioner to prove to the Court
that there is a systemic problem and that it has
RAISONNEMENT existed for a number of years. Unless ail siinilar
complamts are filed in evidence, the Court cannot assess
the scope of the problem and the circumstances of the
application.
(7. Conclusion
(30) This motion to strike by Air Canada with resCoNCLusIoN
. .pect to the prehiminary objections must accordm
gly be dismissed.
TAB. 5.6 Exemple de l’analyse d’un jugement pour construire une fiche de résumé.
Le jugement source est divisé en segments thématiques. Les unités montrées en gras




Dans ce chapitre, nous décrivons LetSum. l’implantation de notre méthode de
résumé automatique basée sur les analyses syntaxicjues et sémantiques décrites au cha
pitre précédent. Le système est capable de produire un résumé court sous forme d’une
fiche de résumé. Une fiche de résumé produite par LetSurn est une table clans laquelle
les phrases importantes du document sont inscrites et associées à leur thème.
6.1 Introduction
La production du résumé automatique de LetSurn est réalisée en quatre modules
(section 5.2) dans l’environnement d’ingénierie linguistique GATE’ (Generat Archi
tecture foT Text Engineering) {Cunningham et aï., 2002]. L’entrée du système est un
document de jurisprudence qui peut avoir un des formats X1\’IL, HTML, SGML, RTF
ou un texte sans balise.
Les étapes suivantes sont effectuées
• Identification du corps du texte du jugement la séparation du début du jugement
comportant les données de la décision et l’identification de la fin comportant les
références et la sigilatllre du juge,
• Division du texte en sections, paragraphes, phrases, mots, nombres et ponctua
tions,
• Détection des sections du texte et des titres,
• Segmentation thématique du jugement,
• Identification des citations,
‘http: //gate . ac .uk/
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• Détermination des blocs de citations,
• Extraction des phrases saillantes pour chaque thème,
• Production de la fiche de résumé e transformant la sortie en format XML en
une table de résumé en format HTML.
Nous présentons d’abord l’environnement de notre implantation et nous décrivons
le développement des modules de LetSum basé sur les connaissances linguistiques ju
ridiques et les méthodes statistiques.
6.2 Architecture de GATE
Cet environnement définit une architecture permettant de construire des applica
tions à partir des modules indépendants. La version 2.2 de GATE fournit des modules
permettant d’effectuer les tâches suivantes : séparation des textes en occurrences, seg
mentation en phrases, étiquetage grammatical, reconnaissance dentités nommées et
résolution de liens de coréférence. Les modules ordonnés au besoin dans un pipeline
construisent une application fonctionnelle.
Cet environnement offre une interface graphique de développement qui permetS de
visualiser les annotations sorties de chaque module et aussi d’annoter manuellement
des documents afin de constituer un corpus de référence.
Le développement d’un nouveau module d’annotation ou la. modification des ino
dules originaux sont possibles soit en utilisant la bibliothèque de Java soit en langage
JAPE (Java Annotation Pattcrns Engine). Un module d’annotation est basé sur la
détection de certaines expressions, exécuté en deux étapes.
La première étape est l’identification des marqueurs par un gazetteer. Les marqueurs
sont stockés comme symboles terminaux dans la grammaire. La deuxième étape du
traitement est l’identification de patrons syntaxiques et sémantiques exprimés clans
le formalisme JAPE. Un transducteur exécute les patrons basés sur des expressions
régulières afin d’annoter le texte. Une grammaire de JAPE comporte tin ensemble de
phases, chaque phase étant un ensemble de règles sous forme de patron et action. Dans
une règle, si les patrons sont satisfaits alors une action (ex. attribution une étiquette
d’annotation) pourra être déclenchée. La partie droite d’une règle qui contient des
patrons doit être écrite en JAPE mais la partie gauche, ce qui contient les actions,
peut être écrite en JAPE ou en JAVA.
Pour l’annotation des unités textuelles, on peut ordonner les règles en définissant
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une fonction de priorité. Par défaut, les unités plus longues qui satisfont les conditions
auront la priorité, mais il est possible de donner une priorité d’exécution des règles. Une
règle plus prioritaire va d’abord être examinée, si toutes ses conditions sont satisfaites
alors une étiquette d’annotation sera attribuée aux unités en question et le système
arrête l’exécution des autres règles sur la même annotation.
CATE offre aussi la possibilité d’extraire certaines entités nommées (comme les
noms des personnes, dates, lieux, etc.) et tics coréférences.
6.3 Implémentation
L’implémentation de LetSum, suit le modèle de conception de la figure 5.1 avec les
étapes suivantes
1. Prétraitement qui découpe le texte en unités textuelles et identifie les entités
nommés nécessaires.
2. Segmentation thématique qui détecte la structure de document et les thèmes.
3. Filtrage qui annote les segments à supprimer pour le résumé.
4. Sélection des unités saillantes qui repère une liste des phrases candidates les
plus pertinentes du texte.
5. Production de la fiche de résumé qui supprime les certains candidates de
module de sélection annotés comme les citations par le module de filtrage. Il
contrôle aussi la taille du résumé pour les présenter dans une fiche (le résumé.
Dans ce chapitre à partir de la table 6.2 à table 6.14, pour faciliter la lecture, nous
présentons conceptuellement les règles sémantiques que nous avons implémentées en
JAPE et JAVA, en utilisant une notation inspirée de la BNF. Cette notation contient
les caractères suivants
• Un mot écrit en italique présente un terminal.
• Un terminal qui commence par une majuscule montre qu’il faut que ce mot
apparaisse au début de la phrase.
• La flèche (—‘) signifie un patron de condition/action. La partie gauche présente
les conditions du patron syntaxique. Si le patron concorde avec un segment du
texte alors une étiquette du type indiqué dans la partie droite sera attribuée à ce
segment.
• Les parenthèses ( ) regroupent un bloc des mots dans le patron.Q • L’alternative () montre une unité qui peut être choisie parmi plusieurs
• Les crochets ([1) englobent une partie optionnelle.
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• Un mot tout en MAJUSCULE est une étiquette d’annotation.
• Les guillemets Ç’ “) encadrent une entité qui doit apparaître telle quelle dans le
patron.
• Les accolades suivies de plus ({}+) englobent des entités qui peuvent être répétées
plus d’une fois.
Dans les prochaines sections nous présentons les différents composants de LetSum
à travers les règles sémantiques.
6.4 Prétraitement
Lentrée de LetSum est un jugement en anglais en format HT\1L. Afin de traiter le
document source dans la. phase de prétraitement, le système sépare les unités textuelles
à analyser. Pour cette tâche, l’exécution des sept étapes est nécessaire : clans les quatre
premières étapes nous avons utilisé les outils de GATE alors que nous avons programmé
les trois derniers.
1. TokenizeT sépare le document en occurrences et donne à chacun un numéro
d’iclelltification en distinguant les mots écrits en majuscules, minuscules, tout
en majuscules ou mixte.
2. Sentence sptitter isole ries phrases en fonction de ponctuations comme le signe
de fin de phrase. Devant un point, il vérifie le mot avec une liste d’abréviations.
Les abréviations peuvent être un titre (Mr.), une initiale (J. Baker), un nom
de compagnie, etc. Nous avons ajouté les abréviations courantes du domaine
juridique à cette liste. Notre référence pour ces abréviations est la liste fournie
par la bibliothèque de droit de l’Université de Montréal, diffusée à http: //www.
bib . umontreal . ca/DR/abrev. htm.
3. Part-of-Speech tagger ajoute une catégorie syntaxique à chaque mot selon la
technique de Hepple [Hepple, 2000]. La table 6.1 donne un exemple de l’analyse
d’une phrase par ce taggeur.
4. ANNIE (A Nearty-New Information Extraction system) de GATE retrouve les
entités nommés de nom de personne, de date et de lieu.
5. Séparation du texte en paragraphes. pour un document HTML, on utilise la balise
<P> montrant le début et la fin de paragraphe. Pour les document non HTML,
la segmentation en paragraphes se fait en utilisant les caractéristiques suivantes
2http: //gate .ac .uk/ie/aDnie .html
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Phrase For alt of the foregoing reasons, this apptication witt be disrnissed.
Analyse syntaxique For (IN) alt (DT) of (IN) the (DT) foregoing(VBG)
reasons (NN$), this (DT) application (NN) witt (IvID) be (VB) disrnissed (VBN).
Etiquettes de Fart-of-Speech utilisées dans taggeur de Hepple
NN - noun
- singular or mass
NNS
- noun - plural
VB - verb - base form





IN - preposition or suhordinatillg conjunction
MD - modal
TAB. 6.1
— Exemple d’une phrase analysée par l’analyseur syntaxique
un paragraphe commence P un mot majuscule qui suit un titre. une ligne vide
ou un marqueur cl ‘énumération.
6. Séparation du texte en sections en identifiant les titres des sections. Après avoir
identifié les titres des sections, LetSurn classifie les titres significatifs en fonc
tion des marqueurs linguistiques expliqués à la section 5.2.1. La table 6.2 montre
les règles potir catégoriser des titres des sections en six thèmes : INTRODUC
TION, CoNTExTE, ISSUE, SOUMISSION, RAISONNEMENT, CoNcLuSIoN. Nous
détectons aussi les deux titres de l’ordonnance et la dépense. Par exemple pour
déterminer un titre INTRODUCTION il faut un indicateur comme introduction ou
sumrnary dans le titre possiblement précédé d’un numéro de la section
7. LetSnm identifie le début et la fin du texte du jugement, que nous appelons le
corps du Jugement. La table 6.3 montre que pour séparer les DONNÉEs DE LA
DÉCISION, comme le nom de la cour, le lieu, la date, le numéro du dossier, les
parties et l’intimée du jugement (section 5.2.1) du corps du jugement, il faut un
titre contenant l’expression suivante reasons for decision ou judg’ment ou order
suivis par une ordonnance (and order) ou une dépense (purs’uant to cost)
Le juge met habituellement son nom ou son initiale avant le commencement
du texte. Il peut arriver que le jugement commence avec le titre prothonotary,
protonotaire qui est le fonctionnaire attaché à la juridiction et qui peut exercer
certains pouvoirs judiciaires.
La fin de la décision est la frontière de la séparation du corps du jugement avec les
informations complémentaires comme les références complètes. Les indicateurs de
la fin du jugement sont
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TITRE.JNTRODUCTION
— [NuMiRosEcTIoN] introduction summary
TITRE_CONTEXTE —* [NuMÉRo_SEcTIoN] background facts
factuat backgrouu cl
TITRE_ISSUE —* [NuMÉRo_sEcTIoN] issue[s] question[s] of taw
TITRE_SOUMISSION
‘S [NUMÉRO_SECTION] su émissions position
argument
TITRE_RAISONNEMENT
— [NuMÉR0_5EcTI0NI analysis dcci si on
discussion juridiction
TITRE_CONCLUSION
— [NUMÉRO_sEcTION] con ctusion cost disposition
TITREORDONNANCE —* [NurvIÉROsEcTIoN] order
TITREDÉPENSE —* [NUMÉROSECTION] costs
TAu. 6.2 - Identification et classification des titres significatifs par thèmes
• La signature du juge comprenant le mot signed avec le nom du juge et son
titre, par exemple J.F.C.C (judge offederal court of Canada).
• Phrase de confirmation du juge pour valider le jugement.
• Certification de la traduction du jugement. Au Canada un jugement peut être
écrit en anglais ou français et avoir une traduction officielle, dans ce cas la
traduction peut porter la phrase Certified truc translation avec le nom du
traducteur à la fin du texte.
6.5 Segmentation thématique
L’identification des thèmes est fondée sur le plan organisationnel du jugement tel
qu’il a été décrit en section 4.1.2. L’ordre des segments thématiques et leur position
sont des facteurs importants. Un jugement commence par DONNÉES DE LA DÉCISION
avec ses champs. Après avoir exposé ces données, le corps du jugement commence, selon
l’ordre suivant: INTRODUCTION, CoNTExTE, ISSUE, SOUMISSION, RAISONNEMENT
et CONCLuSIoN. Le thème ISSUE peut venir avant CoNTExTE ou après SOUMISSION.
Pour l’implantation du module de segmentation thématique de Let$um, nous avons
écrit deux types de règles sémantiques. Le premier comprend des règles qui sont basées
essentiellement sur la présence des titres significatifs, la position des segments dans le
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DIBUT_JUGEMENT —* reasons for (decision judgment order)





DATE —* combinaison de jour, mois et année
PROVINCE —* Ontario ON j autre province du Canada
VILLE
.‘ Ottawa autre ville canadienne
NOM_JUGE ‘S NOMPROPRE INITIALE
judge J.
NOMPROTFIONOTARY —* NOMPROPRE INITIALE
proliion otary
NOM_PROPRE
— prénom et nom de personne
INITIALE
— (A
— Z) [“ .“] (A — Z) [“ .“]
SIGNATURE
— Signed Sgd. Sg. S.
NOM_PROPRE INITIALE
jndge J. I J.F.O.C. I A.C.J. prothonotary
CONFIRMATION
— I agree
TRADUCTION —* Certified truc translation
TAB. 6.3 - Identification du corps du jugement
document (position absolue) et la position des segments thématiques d’après leur ordre
dans la structure de jurisprudence (position relative).
Le deuxième type contient des règles basées sur les marqueurs linguistiques, les
expressions prototypiques et les vocabulaires du domaine juridique.
Nous présentons les règles en deux parties dans les sections 6.5.1 à 6.5.6
• Conditions cherchent à trouver des bornes de début et de fin d’un segment
thématique afin d’isoler des paragraphes associés à un thème.
• Action déclenchée si les conditions sont satisfaites. Pour les règles de segmenta
tion, l’action consiste à attribuer une étiquette de thème au segment contenant
un ou plusieurs paragraphes.
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6.5.1 Identification du thème INTRODUCTION
Le thème INTRODUCTION peut être identifié grâce aux trois règles suivantes que
nous les avons présenté dans la table 6.4
Ri Cette règle annote le thème INTRODUCTION en utilisant les titres significatifs.
Si un titre TITREINTRODUCTION et un TITRE_CONTEXTE existent, alors les pa
ragraphes entre ces deux limites vont être annotés avec le thème INTRODUCTION.
Cette règle a une priorité supérieure à celle des autres règles.
R2
—_ Si le TITRE_INTRODUCTION est absent, le commencement du jugement sera le
DÉBUT_JUGEMENT (table 6.3) et pourra être suivi par le NOM_JUGE. Les para
graphes entre Dd3CT_JUGEMENT et le TITRE_CONTEXTE sont du thème INTRO
DUCTION.
R3 Si aucun titre significatif riexiste, le premier paragraphe du début du jugement
sera considéré comme INTRODUCTION.
Ri- Présence des titres
Conditions
début du segment : T1TREINTRODUCTION
fin du segment : TITRE_CONTEXTE
R2- Dans absence du titre du début du segment
Conditions
début du segment: DÉBUT_JUGEMENT [NOM_JuGEJ
fin du segment : TITRE_CONTEXTE
R3- Dans absence du titre du segment la position du segment est utilisé
Conditions
début du segment : DÉBUT_JUGEMENT [NorI_JuGE]
fin du segment : fin de premier paragraphe
Action: Attribution de l’annotation THhME INTRODUCTION aux unités textuelles
entre les deux conditions
TAB. 6.4 — Règles pour la segmentation thématique : thème INTRODUCTION
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o 6.5.2 Identification du thème ISSUE
Dans le plan du jugement, ISSUE, ou les questions de droit, se situe après le thème
CONTEXTE. Mais dans l’implémentation du module de segmentation, on identifie
d’abord le thème ISSUE parce ciue sa taille ne dépasse pas un paragraphe et ce segment,
s’il existe, peut être distingué avec cieux marqueurs (table 6.5) un TITRE_ISSUE ou le
marqueur suivant situé au début du paragraphe : The issue[s] is/are.
Ri- Présence des titres
Conditions
début du segment : TITRE_ISSUE
R2- Présence de marqueur
Conditions
début du segment paragraphe commence par the issne[s]
Action t Attribution de l’annotation THfiME ISSUE au unité textuelle qui suit le
titre
TAB. 6.5 — Règle pour la segmentation thématique t thème IssuE
o
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6.5.3 Identification du thème CONTEXTE
La reconnaissance du thème CONTEXTE est basée sur les trois règles suivantes
(table 6.6)
Ri
— Le segment commence avec un TITRE_CONTEXTE ou il suit le segment du
thème INTRODUCTION. La fin du segment peut être retrouvée à l’aide d’un
TITRE_SOUMISSION des parties.
R2 — Pour la fin du segment en l’absence de TITRE_SOUMISSION des parties. on
cherche le thème ou le titre de ISSUE.
R3 — En l’absence du thème IssuE et SOUMISSION des parties, le TITRE_RAISONNEMENT
est considéré comme la fin du segment.
Ri-
Conditions
début du segment: TITRECONTEXTE J THÈME INTRODUCTION
fin du segment : TITRE_SOUMISSION
R2-
Conditions
début du segment: TITRE_CONTEXTE J THÈME INTRODUCTION
fin du segment : TITRE_ISSUE THIvIE ISSUE
R3-
Conditions
début du segment: TITRECONTEXTE TFIME INTRODUCTION
fin du segment: TITRE_RAISONNEMENT
Action : Attribution de l’annotation THÈME CONTEXTE aux unités textuelles
entre les deux conditions
TAB. 6.6 Règles de segmentation thématique : thème CoNTExTE
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6.5.4 Identification du thème SOUMISSION
Dans la segmentation thématique, on identifie le thème SOUMISSION pour ordon
ner les segments dans le plan du document mais son contenu est moins important
pour le résumé. Ce thème va donc être supprinlé dans la phase de filtrage. Le thème
SOuMISSION peut être identifié avec deux règles (table 6.7)
Ri Le segment commence par un TITRE_SOUMISSION et il se termine avec ISSUE.
R2 Si le thème ISSUE n’existe pas, il va être limité au TITRE_RAISONNEMENT.
Ri-
Conditions
début du segment TITRE_SOUMISSION
fin du segment : TITRE_ISSUE THfiME ISSUE
R2-
CoricÏitions
début du segment : TITRE_SOUMISSION
fin du segment : TITRE_RAISONNEMENT
Actioii : Attribution de l’annotation THfiME SOUMISSION aux unités textuelles
entre les deux conditions
TAB. 6.7 Règles de segmentation thématique thème SouMIssIoN
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6.5.5 Identification du thème CONCLUSION
Nous cherchons le thème CONCLUSION avant le thème RAISONNEMENT parce qu’il
va être considéré comme borne finale de ce segment. La CoNCLusIoN est toujours
située à la fin du jugement.
La CONcLusION peut être retrouvée avec trois règles (la table 6.8)
Ri Le segment commence avec un TITRE_CONCLUSION. Les trois indicateurs sui
vants peuvent terminer ce segment : La signature du juge (FIN_JUGEMENT),
TITREORDONNANCE ou TITREDÉPENSE.
R2 - Les paragraphes contenant les quatre expressions suivantes sont considérées
comme la conclusion : for ail the above reasons, for the foregoing reasons, for alt
of the foregoing reasons, in the resutt.
R3 Si les indicateurs du début de ce thème ne sont pas retrouvés alors selon la
position de ce segment, on considère les deux derniers paragraphes comme la
CoNCLusIoN du jugement.
Ri- Présence des titres
Conditions
début du segment t TITRE_CONCLUSION
fin du segment : FIN.JUGEMENT TITRE_ORDER TITREDPENSE
R2- Présence des marqueurs
Conditions
début du segment : paragraphe commençant par
(for alt the above reasons
for [alt of] the foregoing reasons
in the resnÏt)
R3- Prendre les deux derniers paragraphes du jugement
Condition
fin du segment t FINJUGEMENT I TITREORDONNANCE I TITREDPENSE
Action : Attribution de l’annotation THfiME CONCLUSION aux unités textuelles
entre les deux conditions
TAB. 6.8 — Règles de segmentation thématique: thème CoNCLUsIoN
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6.5.6 Identification du thème RAISONNEMENT
Ce thème est le dernier thème que Let$um identifie. Parce que ce segment n’a
pas toujours un titre précis. Il faut retrouver ce thème à l’aide de sa position relative
dans le plan du document. Ce segment se situe après les thèmes CONTEXTE, ISSUE et
SOUMISSION et avant le thème CoNcLusIoN (table 6.9).
Conditions
début du segment TITRERAISONNEMENT J THfiME ISSUE
TI-LàME SOUMISSION TI-IfiME CONTExiE
fin du segment TITRE_CONCLUSION TI-IME CoNcLusION
Action : Attribution de l’annotation TFIfiI\’IE RAISONNEMENT aux unités textuelles
entre les deux conditions
TAB. 6.9 Règle pour la segmentation thématique thème RAISONNEMENT
À l’aide des règles de premier type de segmentation thématiciue, nous arrivons à
identifier les thèmes dans plus de 60% des cas (voir section 7.4). Pour les thèmes
non identifiés, LetSum les complète avec des règles de deuxième type, basées sur les
indicateurs linguistiques et les vocabulaires du domaine juridicjue.
Nous présentons les règles du deuxième type en utilisant la situation suivante les
règles sont regroupées selon un thème précis et l’unité textuelle qui va être annotée
est la phrase. Les phrases contenant les indicateurs thématiques pour ce thème sont
importantes. Donc, à l’étape de sélection des unités saillantes par Let$um, ces phrases
ont des priorités supérieures à celles des autres phrases candidates pour le résumé.
D’après ces règles, les paragraphes entre la première phrase contenant des marqueurs
du thème et la dernière phrase de ce thème (ou la première phrase du thème suivant)
recevront une annotation de segmentation thématique. Nous décrivons les indicateurs




Le module de filtrage identifie les unités moins importantes dans le jugement afin de
les supprimer. L’exécution de ce module augmente la précision d’extraction des phrases
pertinentes pour les prochains modules de LetSum.
Dans ce module, deux types d’information vont être filtrés, dahord le segment
thématique de Soumission des parties, identifié par le segmenteur thématique, ensuite
les citations des droit mentionnés dans le jugement.
6.6.1 Détection des citations
Afin de détecter les citations, chaque règle cherche des marqueurs signalant la ci
tation. La table 6.10 montre les huit règles permettant de retrouver les citations. Les
six premières règles identifient une phrase de citation, terminée par un deux-points,
qui annonce les paragraphes, parfois énumérés comprenant les éléments des articles de
lois et les droits applicables au cas. Les deux dernières règles comprennent les deux
expressions à la fin des paragraphes ou les phrases cités. Par exemple /paras. 12J qui
peut être suivi par ... réfère à un numéro de paragraphe dans l’article, le reste du texte
étant supprimé par le juge.
Pour l’identification des citations indirectes, qui ne contiennent pas les marqueurs de
citation, d’abord LetSum cherche les marqueurs d’intégration linéaire qui enchaînent
les éléments cités avec des marqueurs d’énumération. Les marqueurs d’énumération
dans les jugements ont les formats suivants
• (a) ou a) ou a.
• 20(9,) ou 20.12(9)
• [paTas. 1]
• 3(2)(a) ou 3(a)
• i. ou XII.
En l’absence d’énumération, LetSum utilise les heuristiques suivantes afin de contrôler
les voisinages des paragraphes cités
• Un paragraphe suivant une phrase citée (déterminée par les règles 1 à 6 de cita
tion) est une citation.
• Un paragraphe entre deux paragraphes cités est une citation.
Dans les jugements des cours du Canada les juges citent souvent des paragraphes
dans la langue originale qui peut différer de la langue du jugement. LetSum détermine










—* CITATIONVERBE {ÀNuMRO] fottow [PAGE]
— r’ute NOMBRE CITATION_VERBE
—* CITATION_VERBE (as if I that)
— SECTION NOMBRE CITATIONVERBE
—* pursuant to (section I subsection) NOMBRE ofact
— which CITATION_VERBE as fotÏows
—* “f” paras. NOMBRE “]“
,, r,,
—* Citation ornitted “j”
CITATION_VERBE —* concÏ’ude I define I indicate makereferenc:e I
protide rend refer I say I setout state suininarize
ÀNuMRO at NOMBRE taud to) NOMBRE
NOMBRE —* {(0—9)[:’]}+
PAGE —* page[s] poragraph[s] I p. para[s].
TAB. 6.10 — Grammaire d’identification des unités de citation
6.7 Sélection des unités saillantes
Le module de sélection des unités saillantes de Let$urn comprend deux méthodes. La
première est basée sur des indicateurs juridiques et linguisticues, la deuxième méthode
est statistique.
Les règles linguistiques élaborées manuellement sont basées sur nos analyses de
comparaison des jugements avec des résumés rédigés par les arrêtistes.
Pour chaque thème dans le jugement, nous avons identifié les marqueurs particuliers
pour un thème précis et indiquant des phrases pertinentes dans le document. Ceci
met en évidence l’importance relative d’une phrase par rapport à son thème dans le
jugement.
Nous présentons les règles de sélection des unités candidates, classifiées par thèmes,










judiciat review [of J G deCiswn [of J
—9 MOTION by
(MARQuEuRPARTIE NOMPROPRE) for
-9 MOTION is for
PLAINTIFF fited an ccpplication
to review a decision of
(PLAINTIFF MOTION) seek[s]
prendre la première phrase de ce thème
PLAINTIFF —* NOM_PROPRE I plaintif I appt’cant
MARQUEUR_PARTIE — appetiarit I apptzcant I defendant I
intervenor ptamtff responclent
NOM_PROPRE — prénom et nom dc personne
MOTION action opptication daim decision motion
TAB. 6.11 — Grammaire d’identification des phrases saillantes de INTRODUCTION
La table 6.11 présente cjuatre règles de sélection des phrases du thème INTRODUC
TION. Ce thème comprend des paragraphes au début d’un jugement, présentant une
information générale sur ses origines, son contenu ou sa structure.
Ri - repère les phrases de INTRODUCTION qui présente le sujet. Par exemple The
Appt’icant seeks judiciaÏ review of a decision rendered against the appticant,
R2
— présente la demande et la partie avec son nom propre ou son titre dans le
jugement.
R3 — mentionne la demande. Par exemple This motion is for the pretiminary deter
mination of a question of law.
R4
— montre le sujet du litige et les parties.
R5 — donne un survol de la déclaration d’une demande, The applicant seeks an order
dectaring [...].
R6 En l’absence des marqueurs linguistiques selon la position des phrases, prend




— filed a statement of daim
R2 — PLAINTIFF amended a statem eut of daim
R3 — MARQUEURPARTIE VERBE_ÊTRE
R4 —* [MARQuEuRPARTIE’ s]
MOTION CONTEXTEVERBE
R5 — [rvIARQuEuRPARTIE ‘ s]
MOTION VERBE_ÊTRE snpported by
R6 — PLAINTIFF CONTEXTEVERBE
RZ —÷ phrase commence avec une DATE précise
PLAINTIFF — NOM_PROPRE plaintif I appiicant
NOM_PROPRE —* prénom et nom de personne
MARQUEUR_PARTIE —* appettant applicant I dejendant
intervenor I plaintif I respondent
CONTEXTE_VERBE —* ad’vise J attege daim
con cern indicate I recjnest
MOTION ‘ action application. daim j dcci sion motion
DATE “ jour. mois et année
VERBE_ÊTRE is are was mere
TAR. 6.12 Grammaire «identification des phrases saillantes de CONTEXTE
La table 6.12 montre les règles de repérage des phrases du thème CONTEXTE. Ce
thème est considéré comme un ensemble d’informations précisant les parties dans le
procès et les caractéristiclues des événements ainsi que des faits.
Ri présente les prétentions.
R2 — montre une modification sur la demande par le plaignant, plaintif bas amended
bis statement of daim.
R3 -— présente une partie décrite avec te verbe être, Mr. Masunda is a citizen of Zinn
babwe who ctaimed status as a Convention refngee based on bis political opinion.
R4 décrit la nature de la demande.
R5 — présente le souhait de la demande en précisant la partie.
R6 — précise le désir du demandeur, Mr. Barrera reqnested a hnmanztarîan and com
passionate exemption in respect of bis application foT permanent residence in
Canada.
11.7 — identifie les faits et les événements selon leurs dates.
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Ri —* I RAISONNEMENTVERBE
R2 —* In my [respectfut] RAISONNEMENT_CONCEPT
R3 —‘ my RAISONNEMENTC0NCEPT TOBE
R4 —‘ consequentty finatty thus
R5 — (have has) TEMPS to
R6 —* CuE-PHRA5Es
RAISONNEMENT_VERBE —* accept I agree betieve
conciude discus j fine I
incÏzccLte note persuade I
reach revie’w satisfy say I
scTut ni ize summarise thinh
RAISONNEMENT_CONCEPT —* analysis conclusion dcci si on
finding mmd opinion I
reeicw summary view





I take this to niean that
In view of the evidence
TEMPS —* ANNÉE MOIS JOUR
TOBE —÷ is are
TAB. 6.13 Grammaire d’identification des phrases saillantes de RAISONNEMENT
La table 6.13 représente les règles de sélection des phrases du thème RAISONNE
MENT. Les phrases de ce thème sont en forme discursive consistant à mettre en propo
sitions et à résoudre le problème. Les phrases signalant l’opinion du juge et le résultat
de son analyse sont importantes.
Ri présente l’analyse du juge grâce à une liste des verbes que nous avons identifiés
R2 — présente l’opinion du juge sur le litige.
R3 montre le motif du jugement.
R4 présente les phrases conclusives sur le raisonnement du juge.
R5 identifie les unités présentant le délai donné par le juge pour les dépenses.
R6 — comprend les expressions prototypiques de ce thème.
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Ri — MARQUEURPARTIE’ S MOTION
[JoT judicial review]
(TOBE (IVIODALE be)) CONCLUSION_VERBE
[with costs]
R2 —* I CONCLUSIONVERBE MOTION
R3 — MOTION (TOBE (IvIODALE be))
CONCLUSION_VERBE {with costs]
R4 in conclusion
CONCLUSION_VERBE . award attow dismiss
grant I refuse j strike
MARQUEUR_PARTIE uppettait ctpptica’nt I defendant
plaintif respondent
MOTION —* action J application ctairn dcci si on mot
TOBE is j are
ï\IODALE
—÷ ccm. coutd a’tt woutd I shah
shoaid must may I rnight
TAB. 6.14 - Grammaire d’identification des phrases saillantes de CONCLUSION
La table 6.14 montre les règles de sélection des phrases du thème CONCLuSIoN
qu’identifie le dispositif. Les phrases relevantes de ce thème donnent des résultats de la
décision de la cour et justifient toutes les thèmes précédentes. Les marqueurs linguis
tiques suivants peuvent être précédés par l’expression for alt the above reasons ou in
the resutt.
Ri présente la décision sur la demande du plaignant en passif, Plaintif ‘s daim is
struck with costs.
R2 — montre le résultat prononcé par le juge directement.
R3 mention la décision qui peut comprend le dépense, this application for judiciaÏ
review witÏ be dismissed.
R4 présente la conclusion finale de la cour.
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6.7.1 Module de calculs statistiques
L’implémentation de la deuxième méthode de sélection est fondée sur les calculs
statistiques. LetSum calcule un poids pour chacune des phrases du document; une
phrase ayant 1111 poids plus élevé est plus importante. Le poids final de chaque phrase
est la somme de trois poids calculés par la fréquence des mots, iar la position de phrase
dans le paragraphe et par la position dans le segment thématique.
Le calcul de fréquence pour une phrase est basé sur le tJ * if pour chaque mot du
document. LetSum calcule la fréquence des mots dans le document pour la valeur de 1f.
Un mot plus fréquent dans le document est un mot plus important. Mais pour calculer
les fréquences il faut tÏ’aborcl normaliser les mots par la lemmatisation et l’élimination
des mots vides. Par exemple, le verbe dismissed et dismiss sont considérés identiques
pour le calcul de la fréquence. LetSum compare ensuite le lemme d’un mot avec une
liste de 350 mots vides, les mots sans valeurs sémantiques importantes (prépositions,
déterminants,
...). Si un mot appartient à cette liste alors on l’ignore.
Pour le calcul de idf, on regarde la fréquence inversée d’un mot par rapport au
corpus. Un mot moins fréquent, avec un idf plus élevé dans le corpus est un mot plus
spécifique pour le document. Nous avons calculé idf (inve’rted document freq’uency)
en utilisant la collection des jugements de la Cour fédérale tIn Canada, qui contient
les décisions rendues entre 1992 et 2004. La collection comporte 10317 jugements en
anglais disponibles sur la page web de CanLII3. Pour une phrase la somme des valeurs
tf * idf pour chaque mot de la phrase donne un poids pour la phrase. On conserve les
phrases avec un poids plus grand.
La position des phrases est un autre élément permettant d’augmenter le poids d’une
phrase. Selon nos observations sur le corpus, la plupart des phrases extraites dans les
résumés humains sont situées au début ou à la fin du paragraphe, il en est de même
pour la position d’un paragraphe dans le segment thématique. Le premier et le dernier
paragraphe de chaque thème sont plus importants. La somme des poids calculés pour
chaque phrase, déterminé par ces trois critères donne le score final d’une phrase,
Pour la sélection des phrases candidates, celles qui sont repérées par les règles
linguistiques sont prioritaires. Les phrases sélectionnées par les modules statistiques
complètent le résumé jusqu’à environ 10% du texte source.
3http: //www. canlii org/ca/cas/fct/
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68 Production de la fiche de résumé
Let$um produit un résumé en éliminant les unités moins importantes de la liste des
unités candidates au niveau de chaque segment thématique. Le système ne garde ciue les
unités textuelles dans la limite de la taille autorisée du segment, selon les statistiques
de la table 4.3. Ce module retire ensuite les unités annotées comme citations par le
module de filtrage. Le système génère une fiche de résumé en assemblant les unités
sélectionnées de chaque segment thématique en indiquant le thème des fragments dans
la jurisprudence.
L’implémentation de ce module est effectuée à l’aide d’une feuille de style X$LT
tra.itant la sortie de XML de GATE. Il sassure que les phrases de résumé final ne sont
pas des citations et il contrôle la taille des extraits. finalement, il affiche les l)h1ases
saillantes en les reliant avec leurs thèmes dans une fiche (le résumé.
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6.9 Sorties de Let Sum
Nous présentons un exemple de résumé produit pour un jugement de la Cour
fédérale du Canada par LetSum. Les figures montrent les étapes de génération du
résumé pour les quatre modules principaux du système segmentation thématique
(section 6.5), filtrage (section 6.6), sélection des phrases (section 6.7) et production de
la fiche de résumé (section 6.8).
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-______________
FIG. 6.1
— Sortie de module de segmentation thématique identifiant les thèmes du
jugement, sous l’interface de GATE
La figure 6.1 montre un exemple d’identification des segments thématique par Let
Sum. Ce module est expliqué à la section 6.5. L’interface de GATE permet de visuali
ser les étapes de production du résumé. Chaque thème est identifié avec des couleurs
différentes. L’interface peut également donner accès à la règle de grammaire ayant
identifié ce thème.
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FIG. 6.2
— Sortie de module de filtrage identifiant les citations, sous l’interface de GATE
La figure 6.2 montre le résnltat de l’analyse de citation par le module de filtrage,
décrit à la section 6.6. L’étiquette Citation dans la partie droite de la figure montre
les phrases annonciatrices de citation et l’étiquette OitationParagraph identifie les pa
ragraphes pointés par les marqueurs de citation. Il comprend tous les éléments cités
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Fia. 6.3 — Sortie de module de sélection identifiant les phrases importantes, sous l’in
terface de GATE
La figure 6.3 montre l’extraction des phrases saillantes par le module de sélection,
présenté à la section 6.7. Les unités soulignées sont des phrases pertinentes. Pour les
phrases sélectionnées, on a accès aux informations sur leur position dans le document et
leur valeur sémantique dans le jugement exprimée par leur thème. Par exemple pour la
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FIG. 6.4 Fiche de résumé produit par LetSum, composé de 350 mots alors que le
jugement source avait 4500 mots
La figure 6.4 présente une fiche de résumé produite par LetSum, comme décrit
à la section 6.8. Cette fiche est en format HTIVIL et elle est le résultat des modules
de création de résumé automatique, indépendamment de l’interface de CATE. Dans
cette représentation, les phrases extraites du jugement sont présentées accompagnés
des rôles thématiques qu’elles jouaient clans le jugement. Ce qui permet à l’utilisateur
de comprendre la nature de chaque phrase du résumé et les sens des phrases reliées à
leurs thèmes. Le texte source a 4500 mots (10 pages) et le résumé a 350 mots.
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6.10 Conclusion
Dans ce chapitre, nous avons présenté LetSum le système développé suivant notre
méthodologie afin de résumer des jugements canadiens. Nous avons expliqué les détails
de l’implémentation de chaque module de Let$urn ainsi que les exemples de sorties des





Evaluation des systèmes de
production de résumé
L’évaluation d’un système informatique vérifie l’état dun système afin d’en juger
le niveau de qualité et aussi de l’améliorer. Dans ce chapitre, nous décrivons d’abord
les concepts importants pour l’évaluation de résumés automatiques, les méthodologies
d’évaluation et les stratégies des campagnes d’évaluation. Pour situer notre approche
parmi les autres méthodes et mesurer la performance de LetSum, nous comparons les
différentes technologies de résumé automatique et le rapport entre les résultats obtenus
et les objectifs.
7.1 Introduction
Il faut qu’un résumé d’un texte en contienne les informations essentielles. Plusieurs
campagnes d’évaluation de systèmes de résumé comme SUMMAC [Mani et aÏ., 1998],
MUC (financé par DARPA), DUC (organisé par MST) et le travail du workshop du
Center for Language and Speech Processing de la Johns Hopkins University [Radev
et aÏ., 20025] ont montré l’importance de définir des mesures pour l’évaluation d’un
résumé.
L’évaluation de la qualité de résumés est un problème difficile, parce qu’il n’y a
pas de résumé idéal pour un texte. La comparaison avec un résumé modèle comme
référence pour des résumés automatiques est très naturelle, mais des résumés rédigés
par des personnes différentes ne sont pas toujours convergents au niveau du contenu,
La rédaction d’un résumé demande une analyse du texte pour en dégager les idées,
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O les arguments, le style et les thèmes. Les rédacteurs humains dégagent les affirmationsessentielles du document et les expriment dans leur propre style, ce qui donne lieu à
plusieurs résumés pour le même document. Il est donc difficile de définir une métrique
claire pour juger différents aspects d’un résumé comme la complétude, la thématique
et la cohérence.
Spark Jones et Cahiers [Spark-Jones et Calliers, 1995] ont proposé de diviser les
évaluations en deux types t intrinsèque et extrinsèque. L’évaluation intrinsèque
mesure les propriétés concernant la nature du sujet à évaluer et son objectif, alors que
l’évaluation extrinsèque mesure les aspects concernant les impacts et les effets de sa
fonction.
7.1.1 Évaluation intrinsèque
Dans le contexte du résumé, l’évaluation intrinsèque vérifie le système et la qualité
du résumé lui—même. Il s’agit d’examiner la pertinence des phrases à Fintérieur même du
résumé en regardant le résumé comme un objet. Pour ce genre de test, on peut comparer
le contenu du résumé automatique avec un résumé modèle écrit par un humain.
L’évaluation intrinsèque peut être mesurée avec les critères suivants $
• qualité de la langue,
• lisibilité,
• cohérence entre les segments du résumé.
L’évaluation de la sortie du système peut être effectuée en comparant le résumé
avec le texte original en termes de phrases pertinentes soit par jugement humain ou
par des mesures statistiques. On peut mesurer la pertinence des phrases d’un résumé
avec des scores ou en les comparant avec un résumé modèle.
Pour comparer un résumé machine avec un résumé modèle, on peut calculer la
précision et le rappel. La précision mesure la proportion des unités pertinentes parmi
toutes les unités produites par le système. Le rappel mesure la proportion des unités
pertinentes parmi tous les unités pertinentes. Ces mesures inspirées du domaine de
la recherche d’information peuvent être transposées dans le domaine du résumé de la
façon suivante $
P nombre de phrases non pertinentes dans le résumé;
Q — nombre de phrases pertinentes dans le résumé;
R nombre de phrases pertinentes présentes dans le résumé modèle et non trouvées
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clans le résumé automatique.
Le rappel et la précision sont alors calculés comme suit
Rappel
= Q/(Q + R)
Précision Q/(Q + P)
Les valeurs de précision et rappel sont définies entre O pottr le pire et 1 pour
le meilleur des cas. Dans le contexte du résumé automatique, un système avec une
précision plus élevée signifie que la plupart des phrases extraites dans le résumé pro
duit sont pertinentes, alors qu’un rappel élevé indique l’identification d’un nombre plus
élevé de phrases pertinentes dans le texte. Un score élevé de précision et de rappel tout
seuls ne signifie pas un meilleur système, parce qu’un système qui ne fournit aucune
phrase aura une précision de Ï et un système qui retourne toutes les phrases du docu
ment a un rappel de 1. Pour l’évaluation, il faut considérer les cieux mesures ensemble.
La F-Mesure suivante est souvent utilisée comme combinaison de précision et rappel
F-Mesure (82 + 1) (Précision + Rappel) / (42 Précision + Rappel)
Où /3 est le facteur de poids qui favorise la précision quand /3 > 1 et le rappel quand
8 <1.
La métrique la plus significative pour le résumé est le rappel. Car pour une certaine
taille on souhaite obtenir dans le résumé machine le nombre maximum de phrases du
résumé de référence. Le principal défaut de ces critères est de postuler l’existence d’un
résumé type, construit avec des phrases extraites du texte source, pouvant être utilisé
comme référence.
7.1.2 Évaluation extrinsèque
L’évaluation extrinsèque examine le résumé en relation avec son utilité dans une
tâche. Par exemple, pour un document qui contient les réponses à des questions pré-
définies, on demande à des lecteurs de répondre aux questions en utilisant plutôt le
résumé. Si les lecteurs répondent correctement aux questions demandées, le résumé est
considéré bon car il couvre les informations essentielles du document.
Lors d’une évaluation extrinsèque, on peut imaginer une liste de tâches et en mesurer
le niveau de satisfaction. Par exemple, on peut mesurer l’utilité d’un résumé répondant
à une requête, ou dans une tâche de question-réponse.
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Pour évaluer LetStim, nous avons demandé à des juristes de mesurer la pertinence
du contenu du résumé et de répondre à des questions sur la qualité du texte.
7.2 Campagnes d’évaluations
7.2.1 Évaluation de SUMMAC
Une des premières évaluations de systèmes de résumé automatique est l’évaluation
TIP$TER Text $ummarization Evaluation Conference (SUMMMAC) [Mani et al., 1998]
[Mani et aï., 2002]. Cette campagne d’évaluation a été organisée en 1998 par le gou
vernement américain avec 16 équipes participantes.
Le but de l’évaluation de SUMMAC était de juger des systèmes (le résumé en
termes de leur utilité dans des tâches spécifiques en utilisant 20 requêtes de TREC.
Cette évaluation portait sur la pertinence d’un résumé pour 1000 documents pour les
trois tâches suivantes
• recherche cl ‘information (adhoc)
• catégorisation
• question-réponse
Cette évaluation comprenait des évaluations intrinsèques et extrinsèques.
Pour l’évaluation intrinsèque, les résumés automatiques ont été comparés avec des
baselines et des documents originaux sur des critères de temps et F-mesure. Cette
évaluation tient compte de la concordance inter-juges à l’aide du coefficient Kappa
[Jean Carletta et Anderson, 19971.
Pour l’évaluation extrinsèque de la tâche adhoc, les résumés indicatifs portaient sur
les topiques essentiels des textes (utilisés en recherche d’information) à partir du critère
suivant t à quel point un humain peut-il déterminer qu’un document est pertinent pour
une reqtïête en lisant son résumé?
Dans la tâche de catégorisation, l’évaluation portait sur l’affectation d’un document
à une catégorie en fonction du résumé. Pour la tâche de question-réponse, l’évaluation




7.2.2 Évaluation de DUC
La série d’évaluation Document Understanding Conferences, financée par DARPA
(Defense Advanced Research Projects Agency) réunit chaque année les chercheurs du
domaine de résumé automatique afin de constater l’état des recherches et évaluer des
systèmes. Au cours des évaluations intrinsèques menées pour DUC 2001, DUC 2002 et
DUC 2003 les juges ont comparé manuellement les résumés produits par les machines
et les résumés écrits par les humains (voir la section 1.3) en utilisant l’interface SEE
(Surnrnary Evatuation Environrnent) [Lin, 2001] qui permet de mesurer la précision et
le rappel sur les scores donnés par les juges.
Lors du workshop DUC 2004 un outil d’évaluation automatique, appelé ROUGE est
utilisé afin d’évaluer les résumés produits pour la tâche de production d’un résumé très
court (environ 10 mots). Ce qui évalue les résumés en se basant sur la co-occurrence
statistique de n-grammes.
Évaluation automatique avec ROUGE
L’évaluation manuelle des systèmes de traitement informatique du langage natu
rel est une tâche très lourde, car elle demande de l’expertise et du temps de la part
de plusieurs évaïriateurs. Afin de trouver une alternative rapide et moins chère pour
l’évaluation, des méthodes statistiques ont été proposées. ROUGE (Recall-Oriented
Understudy for Gisting Evaluation) [Lin et Hovy, 2003] est une méthode cFévaluation
automatique de résumé qui a été utilisée pour la première fois dans la compétition
de DUC 2004 comme seule mesure de fiabilité pour certaines tâches. ROUGE, basé
sur le calcul statistique de co-occurrence de n- grammes est adaptée de BLEU [Pa
pineni et Zhu, 20011, utilisé pour la tra.duction automatique. Cette méthode dont les
résultats sont bien corrélés avec les jugements humains permet d’optimiser les systèmes
et d’accélérer leur évaluation.
ROUGE comporte deux méthodes d’évaluation. ROUGE-N, dont le score est basé
sur le nombre de n-grammes (normalement 1 n 4) communs entre le résumé
automatique est le résumé modèle. Par exemple, ROUGE-2 calcule le nombre de paires
de mots successifs communs entre les résumés candidat et modèle.
La deuxième est ROUGE-L, qui considère les phrases comme une suite de séquences
des mots. Cette évaluation calcule la plus longue sous-séquence commune de mots
C afin d’estimer la similarité entre deux résumés. La principale différence entre ROUGE
et BLEU est que BLEU est basé sur la Précision alors que ROUGE est basé sur le
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Rappel. Pour calculer la Précision dans BLEU, on mesure le chevauchement entre un
candidat de traduction et référence, en termes de pourcentage de n-grammes communs.
ROUGE compte plutôt le nombre de n-grammes communs entre le résumé machine et
la référence divise par le nombre de n-grammes clans la référence.
BLEU considère un facteur de pénalité pour une traduction plus courte que la
traduction modèle; dans ROUGE, ce facteur de pénalité est ignoré parce qu’on tronque
un résumé plus long qu’une certaine limite.
Pour l’évaluation statistique d’un résumé machine, il est important de comparer le
résumé avec plusieurs résumés modèles [Pastra et Saggion, 2003]. Pour cette raison,
lors de l’évaluation de DUC 2004, quatre versions d’un résumé écrit par un humain
étaient utilisées comme références.
7.3 Évaluation de Let$um
Nous avons mesuré la qualité des résumés de LetSum de façon intrinsèque et ex
trinsèque. Pour évaluer notre méthode, les résumés du système sont jugés en cieux
étapes:d’ahord nous avons évalué les modules du système séparément (section 7.4),
ensuite nous avons mesuré la qualité globale des résumés produits (section 7.5). Nous
avons également comparé les résumés de LetSum avec des résumés produits par quatre
autres systèmes et des résumés manuels. Pour l’évaluation des modules de Let$um,
nous avons utilisé une évaluation intrinsèque à trois niveaux la qualité des divisions
en thèmes par le segmenteur thématique, la détection correcte des citations pour le
module de filtrage, et le contenu des unités sélectionnées par le module de sélection et
production. La comparaison entre le résumé généré par LetSurn et le résumé modèle a
été faite en utilisant ROUGE.
Pour l’évaluation extrinsèque de LetSum, nous avons demandé à des utilisateurs
juristes de juger le contenu des résumés et leur acceptabilité. Pour chaque résumé, le
recouvrement du contenu et des idées clés du document a été évalué par deux avocats
7.4 Évaluation des modules de LetSum
Nous avons évalué les quatre modules de LetSum (voir section 5.2) séparément.
Les deux premiers modules, segmentation thématique (section 5.2.1) et filtrage (sec
tion 5.2.2) sont évalués séparément, alors que les deux autres modules de sélection des
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unités pertinentes (section 5.2.3) et production (section 5.2.4) ont été évalués dans le
cadre de l’évaluation des résumés finals de Let$um. Nous avons comparé les sorties de
module de segmentation thématique avec le corpus que nous avons annoté manuelle
ment (avec validation d’un avocat du CRDP).
Pour l’évaluation du module de segmentation thématique. nous avons utilisé un
corpus de test contenant 10 jugements de la cour fédérale. Ces jugements n’ont pas
été utilisés pour entraîner le système, ni servi à la construction du dictionnaire des
marqueurs. Pour l’évaluation de ce module les points considérés importants sont
• la détection des thèmes,
• le degré de pertinence d’un thème pour un segment,
• le couverture des segments théma.ticiues.
• précision des frontières entre cieux thèmes.
Nous avons obtenu une précision de 100% et un rappel de 95% soit une F-mesure de
99% en choisissant 0,5 (importance égale aux précision et rappel). Sur 40 thèmes
annotés dans le corpus, 38 thèmes ont été identifiés correctement. Dans 60% des cas,
les thèmes sont retrouvés à l’aide d’un titre significatif parmi nos classes de titres
(expliqués en section 5.2.1) et à l’aide des positions des segments thématiques dans le
jugement. 30% des thèmes sont identifiés en utilisant des marqueurs linguistiques. Pour
les 10% restants, les thèmes INTRODUCTION et CoNcLusIoN sont bien déterminés mais
le segmenteur n’arrive pas à détecter les thèmes CoNTExTE et RAISONNEMENT, Pour
régler ce problème, nous proposons une étude sur les informations temporelles que nous
proposerons comme travail futur au chapitre 8.
Pour l’évaluation du module de filtrage de citations, nous avons utilisé 15 juge
ments de la cour fédérale qui n’ont pas servi à l’apprentissage du module de filtrage.
Pour cette évaluation, nous avons utilisé un outil dans GATE, appelé AnnotaLion
Diif permettant d’évaluer les annotations de citation. Nous avons comparé les unités
de citations identifiées par le filtrage avec les citations annotées manuellement dans
les jugements. Le résultat de l’évaluation du module de filtrage est de 98% pour la
précision et 95% pour le rappel ce qui donne 96% pour la F-mesure. Sur 60 cas de
citation, 57 unités ont été identifiées correctement. Certaines citations n’étaient pas
identifiées correctement à cause de la langue de rédaction des références. Dans les juge
ments canadiens, les juges citent parfois les références de droit telles quelles peu importe
qu’elles soient en anglais ou en français. Lorsqu’il y a des marqueurs d’énumération, le
système les identifie mais en l’absence des marqueurs d’énumération, il ne peut pas les
distinguer.
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7.4.1 Évaluation de LetSum par ROUGE
Pour le module de sélection et production, il faut mesurer les topiques extraits des
documents par le système. Il est possible d’aligner automatiquement les unités de cieux
textes pour comparer la similarité entre les résumés modèles et les résumés produits
afin de calculer la fraction du résumé modèle exprimée dans le contenu du résumé
produit par le système. Pour cette évaluation des résumés de Let$um, nous avons
utilisé ROUGE en les comparant avec des résumés modèles écrits par des humains.
Nous avons travaillé sur les jugements de la Cour fédérale du Canada et les résumés
manuels. Les sommaires sont des résumés écrits par les arrêtistes de la Cour fédérale.
Les jugements sont disponibles sous le nom de Recueil des arrêts de ta Cour fédérale
du Canada sous la rubriciue fiches analytiques, comme nous l’avons cht en section 4.1.
Pour l’évaluation de LetSum avec ROUGE. nous avons comparé 60 résumés parmi
différents sujets en comparant notre système avec d’autres systèmes de résumés. Nous
avons généré des résumés automatiques avec quatre systèmes
1. Système de recherche MEAD, le système développé au de Center foT
Language and Speech Process’ing de Johns Hopkins University [Radev et al., 2002c1,
sous la direction de Dragomir R. Radev de l’Université de Michigan [Radev
et al., 2003],
2. Système de recherche et commercial français Pertinence Mining[Lehmam, 1995]
[Lehmam, 1997],
3. Système commercial de Microsoft Word (option de résumé dans MS Worcl),
4. Une méthode StartEnd que nous avons définie.
Le StartEnd est un système basé sur les positions des segments dans le document.
Nous avons mis au point cette approche suite à nos analyses du corpus des résumés
manuels. Pour définir le StartEnd nous avons fait trois expérimentations.
D’après nos études, le début du jugement situé à la fin des DONNÉES DE LA
DÉCISION (nom de la cour, lieu de l’audience, date, les références et etc.) est une partie
importante qui comprend le début du thème INTRODUCTION. Nous avons défini un ha
seline qui prend 15% du début du texte. Ce baseline couvre des thèmes INTRoDucTIoN
et CONTEXTE.
Un autre baseline prend 15% de la fin du jugement avant la signature du juge. Ce
baseline couvre les unités des thèmes RAIsoNNEMENT JURIDIQUE et CoNcLusioN
Nos expériences avec ROUGE ont montré que le score du premier haseline étaït plus
O élevé que le deuxième, ce qui signifie l’importance du commencement du document par
rapport à sa fin.
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Cette expérience, nous a conduit à définir une approche de résumé avec un taux de
compression de 15%, basé sur l’algorithme suivant
1. 8% du début du jugement et en complétant la dernière phrase si cette dernière a.
été coupée.
2. 4% de la fin du jugement en ajoutant la première phrase complète.
Cette dernière approche, que nous avons nommée StartEnd est donc assez appropriée
pour les documents de style juridique même si son implémentation est assez simple.
Nous avions pu utiliser un autre haseline prenant les N premières phrases de chaque
thème comme résumé. N dépendant du seuil de réduction du texte source. Le problème
de ce haseline est qu’il dépend de notre segmenteur thématiciue et il ne sera pas un
baseline simple et facile à implanter. Ce baseline serait intéressant avec un bon segmen
teur thématique, où justement nous voulons évaluer le module de sélection des phrases
et ce dernier extrait les phrases les pins importantes dépendamment des thèmes du
segment.
Grâce à l’évaluation automatique de ROUGE, nous avons pu rapidement nous po
sitionner par rapport aux autres systèmes. Cette évaluation reste quand même as
sez laborieuse car dû nous avons ajusté le format du texte à résumer en fonction de
chaque système. Il a ensuite fallu transformer les résumés selon format ASCII requis
par ROUGE.
Les transformations que nous avons effectuées pour chaque système en considérant
les textes sources en HTML, sont les suivantes
• La version 3.07 du système MEAD que nous avons utilisé accepte les textes en
format ASCII mais avec des balises montrant le début et la fin du document et
les balises pour séparer chaque phrase du texte. Il demande aussi de créer un
dossier pour chaque texte à résumer ou pour des plusieurs textes reliés au même
sujet dans le cas de résumé multi-document.
• Pour le système Pertinence Mining, nous avons utilisé la version d’essai gratuit
sur l’internet qui est limité à produire quelques résumés. Les résumés produits
sont en HTML et les phrases importantes sont distinguées par un surlignage.
• Pour utiliser l’option de résumé de Microsoft Word, les documents originaux
doivent être en format Word et les résumés produits aussi sont en Word.
• Pour fonctionner notre système StartEnd, nous avons éliminé des balise HTML
pour avoir des textes sans balise.
• Pour LetSum. les documents entrés sont en HTML et les résumés sont en XML.
O Les fiches de résumés produits sont en HTML que pour cette évaluation nous
avons effacé des balises HTML.
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Système ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L
LetSum 0.57500 0.31381 0.20708 0.15036 0.45185
StartEnd 0.47244 0.27569 0.19391 0.14472 0.34683
MEAD 0.45581 0.22314 0.14241 0.10064 0.32089
MsWord 0.44473 0.21295 0.13747 0.09727 0.29652
Per.Mining 0.32833 0.15127 0.09798 0.07151 0.22375
TAB. 7.1 Résultat d’évaluation intrinsèque avec ROUGE-N et ROUGE-L
• Les résumés écrits par des humains avaient aussi le format HTML, pour les
sauvegarder dans le répertoire des résumés modèles de ROUGE nous les avons
transformés en fichiers ASCII.
Nous avons comparé avec ROUGE les résumés de Let$um, Sta’rtEnd et ceux de
trois autres systèmes avec les résumés humains. Pour ROUGE, nous avons utilisé l’op
tion sopword qui prend en compte une liste de mots vicies clans la comparaison des
résumés machines et des résumés modèles, même si cette option a été ignorée pour
l’évaluation de DUC 2004. Nous avons remarqué qu’en ajoutant la liste des mots vides
à la comparaison, le résultat de ROUGE s’approchait plus du résultat de l’évaluation
manuelle, donc dans notre expérience son résultat était plus précis.
La table 7.1 montre les résultats de l’évaluation avec ROUGE. Un score plus élevé
est meilleur et indiciue un système plus performant. LetSum est classé au premier rang
avec les meilleures notes d’évaluation. D’après cette évaluation, le deuxième système
est StartEnd, ce qui montre l’importance de l’étude sur les documents des domaines
spécifiques. Cette comparaison est illustrée à la figure 7.1.
Le fait qu’une approche simple puisse dépasser des méthodes complexes de produc
tion de résumé met en évidence les différences dans l’organisation ries documents et
montre aussi l’intérêt de développer un système spécifique pour un domaine. Il est de
plus en plus difficile de produire un résumé général pour tous types d’utilisateurs sans
prise en compte du besoin des usagers et de la tâche demandée.
F
7.5 Evaluation extrinsèque de LetSum
L’objectif de cette évaluation est de mesurer l’utilité du résumé automatique par
rapport au résumé écrit par un humain et de comparer la qualité des résumés automa




Fic. 7.1 — Graphe de comparaison des résultats d’évaluation intrinsèclue avec ROUGE
7.5.1 Évaluation manuelle
L’évaluation du résumé par un humain est une démarche permettant de porter un
jugement, à partir de mesures et de critères établis, sur le contenu du résumé comme
la lisibilité du texte et la cohérence des segments textuels ou sur l’utilité du résumé
pour des tâches spécifiques. Cette évaluation manuelle comporte une mesure à la fois
qualitative et quantitative des résultats ainsi qu’un jugement de valeur concernant leur
pertinence.
Ce type d’évaluation est intéressant quand le résumé modèle n’est pas disponible
ou qu’une comparaison directe entre le résumé produit avec un résumé idéal n’est pas
possible. En évaluant le résumé par les utilisateurs potentiels du système, on obtient
une bonne mesure de la performance du système. Ce genre d’évaluation est toutefois
très coûteuse. parce qu’il demande des ressources humaines et un temps considérable.
Pour l’évaluation de LetSum, nous avons fait évaluer les résumés produits par Let$um
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o
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par des avocats afin d’en mesurer le bénéfice pour les juristes.
Deux dimensions sont prises en compte contenu et qualité. Pour l’évaluation du
contenu, nous avons défini sept points importants à retrouver dans un jugement. Si tin
lecteur peut déterminer les points en question en lisant le résumé, on en déduit que le
résumé contient suffisamment d’informations pour couvrir les idées clés d’un jugement.
Avec l’aide de M. frédéric Pelletier, avocat au CRDP, nous avons rédigé des questions
portant sur les points suivants
• l’identification des personnes physiques ou morales qui participent au sujet d’un
jugement,
• la détermination du problème en litige clans le cas,
• la précision des questions de droit soulevées dans l’affaire,
• la distinction des points sur le raisonnement du juge pour l’application ries droits
• la justification de la solution
• la conclusion finale de la décision
Pour l’évaluation du contenu dun résumé, nous avons déterminé sept questions.
L’ensemble des réponses à ces questions montre le degré de couverture des idées clés du
jugement source exprimées clans le résumé. La table 7.2 présente les cjuestions juridiques
utilisées lors de l’évaluation du contenu du résumé par les juristes.
Cette deuxième partie de l’expérience contient les valeurs qualitatives sur les résumés.
Pour évaluer la qualité d’un résumé, nous avons considéré trois critères
Lisibilité - La facilité rie distinction et de perception du contenu du résumé qui en
facilite la compréhension. Ce critère donne une appréciation globale du résumé.
On demande si le résumé est clair, assez clair, peu clair ou incompréhensible.
Cohérence
— La présence simultanée d’éléments qui correspondent au même contenu
ou qui s’accordent entre eux, qui s’harmonisent. Ce critère contient le fil conduc
teur du texte pour en assurer la continuité et la progression de l’information.
On demande si la cohérence du texte dans le résumé est très bonne, bonne,
médiocre ou très mauvaise.
Pertinence des phrases
— Caractère de ce qui est plus ou moins approprié, qui
s’inscrit dans la ligne de l’objectif poursuivi. La pertinence des phrases mesure
si les phrases du résumé contiennent un lien clair et direct avec le sujet dont il
est question. On demande si le résumé est : très pertinent, assez pertinent, peu
pertinent ou non pertinent.
L’évaluation comporte aussi une valeur d’acceptabilité sur la qualité générale du
résumé. Nous avons demandé d’attribuer une valeur d’acceptabilité entre O et 5 pour
chaque résumé (O pour un résumé inacceptable et 5 pour un texte acceptable) sur
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O la qualité du texte de résumé. Les résumés avec valeur 3 jusqu’à 5 sont considérésacceptables.
7.5.2 Évaluation par les juristes
Pour cette évaluation, nous avons évalué 120 résumés en utilisant les résumés au
tomatiques produits par cinq systèmes présentés à la section 7.4.1 et les résumés écrits
par des humains. Il faut noter que dans cette évaluation, nous n’avons considéré que
les textes du résumé. Nous n’avons pas généré le format tabulaire d’organisation du
résumé. Nous voulions aussi normaliser l’apparence de la sortie de tous les systèmes
pour ne pas influencer les juges. Ce choix pénalise toutefois LetSum car nous ne tenons
pas compte de la structure thématique extraite par notre méthodologie. Les évaluateurs
ne savaient pas quels résttmés avaient, été Prodmts par ordinateur et lesquels avaient
été écrits manuellement.
Le corpus de test contient dix jugements choisis au hasard dans différentes col
lections de jugements de la Cour fédérale du Canada. Nous avons généré 50 résumés
automaticiues et nous avons collecté 10 résumés manuels écrits par les arrêtistes de la
Cour fédérale. Pour chaque résumé, nous avons répété le test cieux fois, ceci nous donne
deux avis par résumé. Chacun des 12 avocats du CRDP a évalué 10 résumés sur une
période d’une heure.
Dans la table 7.2, nous présentons les résultats obtenus pour l’évaluation des 120
jugements où, pour chaque question, nous avons calculé le pourcentage de réponses
positives données à cette question. Une réponse positive signifie que le résumé contient
assez d’informations sur le point en question. Par exemple dans la deuxième colonne, les
résumés produits par la moyenne de toutes les méthodes ont couvert les informations
sur la présentation des parties en litige (Qi) dans 47% des cas.
Les résultats montrent que le résumé de style télégraphique rédigé par les arrêtistes,
la moyenne pour Humain dans la table 7.2, contient 80% des informations clés d’un
jugement. Pour toutes les questions, sauf les questions 1 et 4, le résumé humain contient
plus de 80% des réponses correctes. Les réponses des avocats à la première question
concernant l’identification des parties est de 55%, ce qui signifie que dans le résumé
d’un jugement, on ne cherche pas à savoir qui sont les parties mais plutôt quel est
le sujet du jugement. Le résumé de l’analyse du juge et la conclusion. La quatrième
question relative à l’application du droit aux faits par le juge est en seconde place en
importance par rapport au raisonnement du juge sur les questions de droit (question
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Qui sont les parties en litige?
Quel est le problème en litige?
Les questions de droit soulevées?
Comment le juge a appliqué le droit aux faits?
Les motifs couvrent-ils les questions de droit?
Le résumé contient-il les motifs déterminants pour arriver à la conclusion?
Le résultat final de la cour?
Résumé Qi Q2 Q3 Q4 Q5 Q6 Q7 Moyenne
Humain 55,00 90,00 90,00 70,00 80,00 85,00 95,00 $0,71
LetSum 50,00 90,00 80,00 7.5,00 75,00 85,00 85,00 77,11
StartEnd 65,00 100,00 100,00 70,00 $0,00 70,00 90,00 $2J4
IVIEAD 55,00 100,00 95,00 65,00 50,00 50,00 40,00 65,00
MsWord 30,00 80,00 85,00 60,00 45,00 45,00 60,00 57,86
Per.IVlining 25,00 65,00 55,00 35,00 35,00 35,00 45,00 42,14
Moyenne 46,67 87,50 84,17 62,50 60,83 61,67 69,17 67,50
TAB. 7.2 Questions juridiques utilisées lors de l’évaluation du contenu du résumé
par les juristes et les résultats d’évaluation extrinsèque, les pourcentages des réponses
positives pour les sept questions juridiques
5) et le motif déterminant pour arriver à la conclusion (cluestion 6).
Les quatre questions du thème (le RAIsoNNEMENT (Q4, Q5 et Q6) clans l’ana
lyse individuelle d’un jugement, selon la confirmation des juristes sont très perti
nentes, mais l’évaluation montre que pour une lecture rapide d’un résumé, ces questions
semblent moins importantes. Pour cette raison la méthode de StartEnd a donné des
bons résultats.
LetSum a donc très bien répondu aux exigences des avocats pour des résumés auto
matiques. Ses résultats sont très proches de ceux des résumés manuels et sa performance
est supérieure à celle des autres systèmes commerciaux Microsoft Word et Pertinence
Mining, y compris le système de recherche MEAD. La figure 7.2 compare les résultats
de l’évaluation extrinsèque pour les questions juridiques.
Notre méthode Startfnd, basée sur la position des segments, a également donné
de bons résultats. Notre heuristique pour les positions des segments était appropriée,
même si elle diffère du baseline utilisé normalement pour les articles journaux. Par le
comportement du système MEA D, spécialisé pour les articles des journaux, on peut




— Graphe de comparaison des résultats dévaluation extrinsèque sur les ques
tions juridiques
bien répondues alors que le recouvrement des informations clés sur les questions avec
réponses dans d’autres positions dans le texte n’est pas satisfaisant. Les systèmes com
merciaux comme Microsoft Word et Pertinence Mining ont les scores les plus faibles
dans l’évaluation, car ils produisent des résumés génériques qui ne satisfont pas vrai
ment les utilisateurs dans un domaine spécifique comme le droit.
La table 7.3 montre les résultats de l’évaluation de la qualité du résumé. Pour les
trois critères, lisibilité, cohérence et pertinence des phrases du résumé, les valeurs sont
entre O et 3 (section 7.5.1). La qualité des résumés produits par LetSum est supérieure à
celle des autres méthodes. La lisibilité du résumé de LetSum est jugée clair, la cohérence
est évaluée très bonne et les pertinences des phrases sont jugées très pertinentes pour les
besoins des avocats. Les condensés rédigés par un humain sont jugés bons en cohérence
(et non pas très bons) parce qu’ils sont en style télégraphicue alors que Let$um et tes
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Résumé Lisibilité 0-3 Cohérence 0-3 Pertinence 0-3 Acceptabilité 0-5
Humain 2,00 1,95 2,15 3,43
LetSum 2,30 2,30 2,25 3,43
StartEnd 2,40 2,20 2,10 3,68
MEAD 2,15 1,90 2,05 3,23
MsWord 1,65 1,25 1,60 2,63
Per.Mining 1,40 1,10 1,40 2,23
Moyenne 1,9$ 1,7$ 1,93 3,10
TAB. 7.3 — Résultats d’évaluation extrinsèclue selon les valeurs qualitatives entre O et
3 sur lisibilité, cohérence et pertinence des phrases, valeur d’acceptabilité est entre O
et 5 sur la qualité générale du résumé
autres systèmes font de l’extraction de phrases. La figure 7.3 montre les comparaisons
visuelles des résultats de l’évaluation pour les valeurs cjualitatives.
Du point de vue de l’acceptabilité du résumé, les résumés de LetSurn sont jugés de
niveau équivalent à celui des résumés écrits par les arrêtistes des cours. Encore une fois
la méthode de positions des phrases clans le jugement donne de très bons scores pour
ce critère d’évaluation. Cette comparaison est illustrée à la figure 7.4.
Il faut noter que dans cette partie de l’évaluation il y a peu de différence entre le
système StartEnd et Let$um, un système nettement plus élaboré. Ceci peut en partie
s’expliquer par le fait que nous n’avons pas considéré le format tabulaire produit par
LetSum basé sur l’analyse thématique du texte qui distingue notre méthode.
7.6 Résumé
Nous avons présenté deux types d’évaluation des résumés produits par LetSum
que nous avons comparés avec différentes technologies de production automatique de
résumé. Les moyennes des scores pour les phrases extraites par LetSum sont jugées
meilleures que les phrases sélectionnées par les autres systèmes. Les résumés de Let
Sum ont été jugés par les juristes de qualité comparable avec celle des résumés rédigés
manuellement par les spécialistes du domaine juridique. Ces résultats montrent l’effica
cité de notre méthode et nous encouragent à continuer de travailler sur différents types
de jugements dans le domaine juridique. Dans le prochain chapitre, nous présenterons




















FIG. 7.3 Graphe de comparaison des résultats d’évaluation pour les valeurs qualita
tives
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Fic. 7.4 — Graphe de comparaison des résultats d’évaluation pour la valeur d’accepta






Dans ce chapitre, nous proposons d’autres travaux qui pourraient êtres effectués
suite à nos travaux, de façon à produire des résumés très courts, à y intégrer des
aspects temporels et à adapter notre méthode pour la production de résumé des autres
cours de justice et aussi pour le traitement des jugements en français.
8.1 Génération de titres significatifs pour les juge-rn
ments
Edmuncison a suggéré [Edmundson, 1969] que les principaux thèmes du texte sont
véhiculés dans les titres et que les phrases importantes sont celles qui contiennent ces
mots. Donc, les scores des phrases dépendant de l’apparition de mots des titres et de
leur regroupement.
Lors de DUC 2002, [Daumé et aÏ., 2002] proposé la compression des phrases pour
la production de résumé en utilisant le canat bruité. Une extension de ce travail est
décrite pa.r [Daumé et Marcu, 2004] qui étude la possibilité de fusionner deux phrases.
Dans DUC 2003. cette idée était une tache additionnelle dans la compétition sous
forme de production de titre (headtine generation) pour les articles journalistiques
sous le nom de résumé très court (very short summary). Dorr [Dorr et al., 2003] a
expérimenté l’analyse syntaxique de la première phrase du texte, mais les résultats
de l’évaluation de DUC 2003 ont montré que le meilleur système était le système de
Chah [Chah et aÏ., 2003] qui a identifié une phrase comme étant le titre de l’article
avec le maximum de connexions lexicales [Barzilay et Elhadad, 1997] dans le segment
thématique. Afin de diviser les textes de style journalistique le segmenteur C99 a été
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utilisé [Choi, 2000].
Dans les articles journalistiques, les messages les plus importants apparaissent dans
les mots de titre. Mais dans les jugements, il n’y a pas de véritable titre pour le
document. Par contre les premiers paragraphes du jugement donnent un aperçu global
sur le cas. À partir de premier thème, ciue nous appelons Introd’uction dans la fiche
de résumé, nous pourrions générer un titre informatif pour le jugement limité à un
maximum de 15 mots. Ce titre sera u résumé très court pour le jugement.
Une application des titres significatifs est la présentation des résultats de la re
cherche d’informations. Pour une requête dans la base de données de CanLil, des
dizaines de documents peuvent être présentés avec leurs titres significatifs. En regar
dant les titres des jugements, qui montrent le but de chaque document, l’utilisateur
pourra décider rapidement de la pertinence d’une jurisprudence pour sa recherche.
Pour cette tâche, nous avons expérimenté l’analyseur syntaxique L’ink Grammar’
qui donne Farbue de l’analyse morpho-syntaxique correspondant aux phrases du texte
source. Nous avons analysé les arbres syntaxiques pour identifier les parties moins
importantes de la phrase. Nous proposons l’algorithme suivant pour conserver ou sup
primer les unités textuelles dans une phrase et pour ne garder qu’environ 15 mots. La
table 8.1 montre un exemple de cette opération.
Dans la structure syntaxique et hiérarchique des phrases,
• conserver les premiers niveaux des groupes nominaux, des unités étiquetées NP,
• conserver les premiers niveaux des groupes verbaux, des unités textuelles étiquetées
vP’
• conserver certaines subordonnées relatives, des unités textuelles étiquetées S-
BAR,
• supprimer les niveaux pins profonds des suites de mots après une préposition
étiquetés PP,
• supprimer certaines expressions temporelles,
• supprimer certains déterminants.
Au début de notre projet, nous avions expérimenté la production d’un titre signi
ficatif, mais nous avons réalisé que, sans une étude du plan thématique du jugement,
nous n’arrivions pas à de bons résultats. Nous pourrions maintenant reprendre cette
idée, parce qu’avec les connaissances sur la structure du jugement, la réalisation de
cette étape ne serait pas difficile. D’autant plus que nos partenaires de CanLIl ont
montré un grand intérêt pour ce type de very short summary.
C thttp: //www. link. es. emu.
108
Entrée : The applicant, Rogers Communications Inc., declares that Order-in
Council 1997-486 dated and registered with the clerk of the Privy Council on
Apnl 8. 1997, is invalid as heing ultra vires the Broadcasting Act.
(S (NP The applicant),
(NP Rogers Communications Inc.),
(VP declares
(SBAR that
(NP Order-in-Council 1997-486)(riD dated and registered
(PP with the clerk of the Privy Council)
(PP on April 8 , 1997)),)
(VP is invalid as beirig ultra vires the Broadcasting Act.)))
Sortie : The applicant declares tirai Order-in-Council 1997-486, is invalid as heing
ultra vires the Broadcasting Act.
TAB. 8.1 Génération d’un titre informatif pour un jugement d’environ 15 mots. Nous
conservons les premiers niveaux des groupes nominaux, qui sont des unités textuelles
étiquetées NP, les premiers niveaux des groupes verbaux, avec étiquetés VP, les subor
donnés relatives étiquetées S-BAR commençant par that.
8.2 Aspects temporels dans le résumé
Nous avons montré l’importance de l’identification de la structure thématique des
jugements, mais il serait important d’en augmenter la performance. Les marqueurs
linguistiques au niveau des sens et de leurs compositions dans le document étant limités
dans les d’informations qu’ils fournissent sur les thèmes, nous comptons aborder de
nouvelles dimensions $ le temps et l’aspect.
Pour développer LetSum, nous avons construit un dictionnaire de concepts saillants
et de règles sémantiques pour la créer des résumés; l’étape suivante sera d’élargir notre
champ de recherche à la dimension des aspects temporels dans le résumé.
Les informations temporelles ont une importance considérable dans la langue na
turelle. La. quantité des travaux de recherche pour élaborer les approches théoriques
afin de modéliser le temps et l’aspect montre la place privilégiée des informations
temporelles pour l’identification des strtictures des événements dans le traitement au
tomatique des langues (TAL). L’extraction des informations temporelles à analyser
demande des outils d’annotations automatiques pour identifier les indicateurs reliés au
temps. En nous basant sur une analyse des informations temporelles du document, nous
pourrions obtenir des informations plus précises sur la sémantique du plan thématique
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du jugement. Dans notre thèse, nous avons déjà fait ressortir le fait que dans le seg
ment CONTEXTE les événements sont décrits plutôt au passé alors que dans le thème
RAISONNEMENT JURIDIQUE les marqueurs sont au présent.
Pour l’analyse des segments thématiciues pour en extraire les informations saillantes
en fonction des besoins tics juristes. il est important «extraire les entités nommées
comme le lieu du crime ou les dates des événements. Le premier problème est que, dans
un document juridique, l’interprétation sémantique des phrases peut être changée selon
ces expressions temporelles. Ce qui conduit à l’analyse des liens entre les expressions
temporelles et les événements. Par exemple l’importance d’une date dans le résumé,
une date de naissance n’est pas équivalente avec celle de l’explosion d’une bombe qui
peut faire condamner une personne. Il est nécessaire de caractériser les expressions
temporelles pour savoir quelles sortes d’informations peuvent être extraites avec ces
expressions. En considérant ces caractéristiques, on pourrait retrouver les événements
reliés aux expressions temporelles en question.
Un autre indice important est la relation temporelle. Une fois les indicateurs annotés
de façon fiable, il faut retrouver un repère de temps permettant de situer les autres.
Ceci demande une analyse des relations entre les expressions et les événements at
tachés. Le problème est de retrouver les points de référence des expressions temporelles
indirectes (ex. dans ce mois, au début du mois) pour identifier l’ordre des événements.
L’extraction des expressions temporelles et de leurs références nous aident à retrouver
les événements les plus marquants dans tin jugement et à présenter à l’utilisateur des
événements pertinents dans l’ordre chronologique.
Dans notre thèse, nous avons utilisé la sélection des phrases du document en fonc
tion du plan thématique du jugement. La dimension temporelle peut servir comme
extension des connaissances sémantiques des textes de jurisprudence. Ces informations
peuvent augmenter la performance du segmenteur thématique de LetSum qui divise
le jugement en thèmes principaux. Dans LetSum, nous avons pondéré les phrases du
texte selon le sens des marqueurs linguistiques et des vocabtilaires juridiques, alors
que les informations temporelles permettent d’analyser les structures détaillées des
événements pour chaciue thème dans le jugement. Par exemple, le texte narratif du
thème CoNTExTE peut être analysé grâce aux caractéristiques suivantes
• présence d’une suite d’événements qui font partie d’un fait;
• présence des dates complètes des événements;
e présence de liens logiques de temps (then, foltowing day,
...);
• temps des verbes (en général au passé);
• présence des verbes d’action.
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L’analyse temporelle du document dans LetSum pourrait raffiner le filtrage d’infor
mation en fonction du profil de l’utilisateur. Pa.r exemple, la construction d’un résumé
sur un point précis dans le jugement. Pour cette tâche, il faudra regrouper les informa
tions reliées en ordre chronologique et donner priorité aux événements importants.
8.3 Production de résumé pour les autres types de
jugement
Nous avons étudié les jugements de la Cour fédérale de première instance, mais
il reste à élaborer la recherche sur d’autres types de jugement. Notre approche de la
constitution des fiches de résumés devrait rester la même pour d’autres cours de justice,
mais les détails des modules du système demanderont probablement une adaptation.
Par exemple, clans les jugements de la Cour fédérale que nous avons étudié, le thème
CONTEXTE présente les parties et leurs demandes. La détermination des faits y est im
portante. Mais dans la Cour d’Appel, le thème CONTEXTE contient plutôt le histoire
judiciaire du procès, car un jugement de la Cour d’Appel est déjà passé par plusieurs
cours de niveau inférieur. Dans les jugements de cette catégorie, le juge cite les rai
sonnements des autres juges sur le procès et leurs interprétations et, clans son analyse,
il prononce son avis par rapport aux jugements précédents. Donc il faudra ajouter les
indicateurs adaptés à ce type de phrases. Ce qu’il faut aussi ajouter à Let$um sera
dans le module de filtrage pour éliminer les segments moins importants de citation.
Dans les jugements de la Cour d’Appel, les citations portent sur les articles des lois
plus des citations des raisonnements des autres juges qui ont analysé le problème en
litige lors des cours de niveau inférieur.
8.4 Traitement des jugements en français
Notre méthodologie de création de résumés automatiques a été développée pour
les jugements en anglais, or nous souhaitons l’adapter pour les documents en français.
Les principaux composants du système devraient rester les mêmes, mais il faudrait
adapter le dictionnaire des marqueurs linguistiques. Nous avons l’avantage d’avoir un
corpus bilingue des jugements en anglais et français, ce qui nous donne la possibilité
d’aligner les textes en parallèle et d’extraire les termes français correspondant aux
termes anglais que nous utilisons actuellement. Nous développerons aussi les règles





Dans cette thèse nous avons étudié le problème de la production automatique de
résumés pour les textes juridiques. Notre approche au résumé automatique a l’avantage
de fournir des moyens de concevoir des résumés courts pour différents types d’utilisa
teurs des documents juridiques des étudiants jusq’àux avocats et aux juges.
Le domaine juridique est un vaste domaine avec un grand besoin pour le résumé
automatique. Au Canada, il y a 70 000 avocats dont un peu moins de la moitié font de la
recherche juridique. Soit environ 30 000 avocats au Canada et plus de 300 000 avocats
aux USA sont susceptibles de rechercher de la jurisprudence. Toutes les synthèses
des jurisprudences font manuellement par les juristes. Nous avons discuté avec des
avocats pratiquant dans des cabinets d’avocats au Quéhec et en Ontario sur leurs
méthodes d’analyse de jugements. Après un processus d’analyse d’un dossier un avocat
recherchiste cherche d’abord les jurisprudences potentiellement pertinentes. Le juriste
peut alors explorer CanLil pour trouver d’autres cas similaires au cas étudié.
Lors cju’un résumé est disponible, le juriste a une idée du contenu de la décision
il est plus facile de savoir si elle a un potentiel de pertinence. Chaque résumé peut
sauver, dans la consultation d’une liste de résultats de recherche, deux minutes à la
personne qui fait la recherche. Une recherche typique dans Ca.nLII donne plus de trente
résultats, on pourrait donc sauver une heure environ. Comme un avocat-recherchiste
facture au moins 100$ de l’heure à son client, et que plusieurs recherches peut être
requises par dossier, par exemple pour 20 recherches il y aura 20 heures d’économies,
donc 2 000$ sur un seul cas. Dans la deuxième étape d’analyse d’un dossier juridique.
une fois certaines jurisprudences sélectionnées, les avocats étudient manuellement le
C texte pour le diviser le jugement en différentes parties l’introduction sur le contexte
du litige, l’avis des avocats des parties, le raisonnement du juge, les droits applicables
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sur le cas et les références cités, trouver le ratio ou le motif du jugement qui est le coeur
de l’analyse du juge et qu’il conduit le litige à une solution et finalement le résulta.t de
la décision du juge.
L’analyse d’un jugement, environ 10 pages, prend des heures de travail par ce qu’il
nécessite de lire le texte, de le comprendre. de l’interprétation et de le séparer en
thèmes, de faire les liens entre les éléments mentionnés dans le jugement, de supprimer
les parties non pertinentes et de sélectionner les phrases importantes. Pour chaque
question ou problème présent dans le dossier, les avocats font la copier-coller des phrases
du jugement avec la référence du jugement et ils les présentent aux tribunaux. Ceci
est la méthode traditionnelle des analyses des dossiers en Amérique du nord pratiquée
par des milliers des juristes. Notre approche de résumé simule clans les faits cette
méthode d’analyse manuelle par les experts, car elle se hase sur l’extraction des phrases
dépendant de la structure thématique du jugement.
Dans notre recherche, nous avons considéré le domaine juridique comme un do
maine restreint mais un grand champ à explorer pour le traitement automatique des
langues. Le système judiciaire est un des pius importants organismes au niveau gouver
nemental, mais les moyens pour l’informatiser n’ont commencé que récemment. Nous
avons constaté que, malgré les limites des méthodes de TAL, nous sommes capable
de créer un outil puissant pour aider les juristes. L’utilisation des résumés automa
tiques économise du temps, des coûts et des expertises. Ces économies de ressources
protègent les intérêts du gouvernement et des peuples en tant que des clients attendant
de recevoir un service juridique.
Notre recherche est effectuée dans un contexte pratique en travaillant directement
avec les experts du domaine juridicjue. Nous avons développé une méthode pour auto
matiser la production de résumé à t.ravers une analyse fine des différents aspects d’un
jugement. Nous avons élaboré une approche de résumé fondée sur l’idée que l’impor
tance d’une phrase dépend de son thème dans le document. En nous basant sur le
plan organisationnel de jurisprudence proposé par la juge Mailhot [Mailhot, 1998] et
nos analyses de corpus, nous avons catégorisé le jugement en sept thèmes principaux
DONNÉES DE LA DÉCISION, INTRODUCTION, CONTEXTE, SOUMISSION, ISSUES, RAI
SONNEMENT JURIDIQUE et CoNcLusIoN. Nous avons également identifié les segments
de citation.
Les phrases extraites apparaissent sous la forme d’une fiche de résumé. Notre
méthode vise la cohérence dans les extraits produits automatiquement tout en aug
mentant la lisibilité. Elle se base sur des consignes fournies dans une fiche de résumé.
Cette méthode consiste à extraire du texte source une liste ordonnée et à remplir
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O les champs reliés aux thèmes du jugement avec ces extraits. LetSurn, notre prototypedéveloppé suivant cette méthodologie, a été évalué par des avocats qui sont les utili
sateurs potentiels du système. Les résultats de l’évaluation des résumés de Let$um a
montré une qualité proche des celles des résumés écrits par des humains.
Cette étude a été effectuée dans un contexte de production de résumé sur une
grande quantité de textes juridiques comme la bibliothèque numérique de droit de
CanLil. Durant notre thèse, nous avons collaboré avec les avocats pour avoir leurs
suggestions et potir valider les différents aspects de notre recherche.
Dans les différentes étapes de notre étude, nous avons cherché à maximiser la
précision de notre analyse en vue de diminuer les erreurs, car les textes de lois sotit
très précieux. L’excellente évaluation de LetSurn est le témoin de la validité de notre
approche. En faisant ressortir les points essentiels des jugements, nous espérons avoir
renclru la justice plus accessible à tous et aussi aider la société.
Il est important de mentionner qu’on est encore loin de produire ties résumés com
parables aux résumés produits par un humain mais en considérant les efforts et les
ressources nécessaires pour écrire les résumés manuels notre système peut être très
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Exemple d’une évaluation extrinsèque
Pour l’évaluation extrinsècyue, basée sur le jugement humain, nous avons fait évaluer
120 résumés des jugements. Le corpus d’évaluation était composé de dix jugements de
la Cour fédérale du Canada tirés au hasard parmi les jugements des années 2000 à
2001. Ces jugements ne faisaient pas pa.rtie du corpus d’entraïnement.
Nous avons généré des résumés pour les dix jugements avec le cinq systèmes de
production du résumé suivants
1. Let$nrn notre système de production du résumé de textes juridiques,
2. StartEnd notre méthode simplifiée de résumé basée sur la position des segments
dans les textes juridiques,
3. système de recherche MEAD LRadev et cL, 2002c] [Radev et al., 2003].
4. Système de recherche et commercial français Pertinence Mining[Lehmam, 1995]
[Lehmam, 1997],
5. Système commercial de Microsoft Word (option de résumé dans MS Word).
Nous avons ajouté les dix résumés rédigés manuellement par les résumeurs pro
fessionnels de la Cour fédérale. Nous avons fait évaluer chaque résumé par deux ju
ristes différents. Nous avons uniformisé les formats de tous les résumés pour uniformer
l’évaluation. Pour LetSum, nous n’avons utilisé que le texte du résumé sans le format
tabulaire indiquant les thèmes des extraits.
Nous avons divisé les 120 jugements en 12 paquets pour chaqun des 12 avocats de
l’équipe LexUM.
Chaque juriste a reçu une trousse d’évaluation, mais il n’était pas s’informé sur
C les méthodes de productions des résumés. Ils ont reçu les instructions présentées à la
fin de cette annexe. L’évaluation porte sur deux parties : répondre à sept questions
122
R-Méthodes Qi Q2 Q3 Q4 Q5 Q6 QZ L C P A
1. LetSum oui oui oui oui oui oui oui c th t P 5,0
2. Per.Mining non oui oui oui oui oui oui pc m ap 4,0
3. StadtEnd oui oui oui oui oui oui oui c th tp 5,0
4. Humain oui oui oui oui oui oui oui e tb tp 5,0
5. MsWorcl non oui oui oui non non oui ac h ap 3,5
6. LetSum non oui oui non non oui oui e th ap 4,0
T. MEAD non oui oui non non non non C m pp 2,5
8. Humain non oui oui non non oui oui ac m ai) 3,0
9. MEAD non oui oui oui oui oui oui ac h ap 2,5
10. PerMining oui oui oui non non non non pc m pp 2,0
TAB. 9.1 — Évaluation d’un juriste sur les résumés de la trousse d’évaluation
juridiques sur les contenus des résums, et indiquer le degré de lisibilité (L), cohérence
(C), pertinence des phrases (P) et acceptabilité (A) des résumés.
Le temps d’évaluation a été limité à une heure, mais plupart des participants ont
fini l’évaluation en 30 à 45 minutes. La discussion de la fin de l’évaluation a été très
encourageante les avocats considèrent la production de résumé automatique comme
un effort intéressant pouvant beaucoup aider les juristes dans leurs tâches de traite
ment des jurisprudences. Certains avocats disaient que certains résumés étaient très
bien écrits par des humains alors qu’ils avaient été générés automatiquement. D’autre
croyaient qu’ils n’y ava.it pas de résumés manuels alors que tous en avaient reçu deux.
Cette expérience montre que, même pour les experts de domaine juridique, les résumés
humains ne sont pas parfaits et qu’ils trouvent très utiles les résumés construits auto
matiquement.
Selon les conseils des juristes, mais aussi dans le guide de jurisprudence de la juge
Mailhot [Ma.ilhot. 19981, le thème RAISoNNEMENT JURIDIQUE le plus important. Notre
évaluation extrinsèque montre toutefois que les thèmes les plus appropriés pour le
résumé sont INTRODUCTION et CONCLUSION.
Dans les pages suivantes, nous montrons une des trousses d’évaluation contenant
les instructions, les questions juridiques et qualitatives et dix résumés.
La table 9.1 montre les résultats donnés par un des juristes. Nous indiquons aussi
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Évaluation de systèmes de résumés automatiques
Instruction
Notre recherche est concentrée sur la production de résumé automatique. Nous travaillons sur le
domaine juridique comme tine application de résumé automatique. Afin de produire un condensé,
le système extrait automatiquement les informations à partir des documents sources et il les
présente à l’utilisateur. Les documents source sont les jugements rendus par la Cour Fédérale du
Canada.
Evaluation
Nous étudions la qualité des résumés générés automatiquement. Dans cette évaluation, nous
considérons deux aspects d’abord le contenu des résumés sur les idées clés des jugements et par
la suite l’acceptabilité de résumé.
Les documents sources sont des jugements de la Cour Fédérale et les résumés ont été générés soit
par différents systèmes soit par des résumeurs professionnels.
Vous allez recevoir un formulaire qui contient des résumés et des questions à répondre. Vous ne
seriez pas informé sur les méthodes de production des résumés.
Pour évaluer chaque résumé deux dimensions sont prises en compte contenu et qualité.
Première partie de l’expérience porte sur les réponses aux questions spécifiques sur les
documents. Deuxième partie de l’expérience examine la qualité des textes des résumés:
la lisibilité , la cohérence et la pertinence. Il y a aussi une valeur d’acceptabilité sur la qualité
générale du résumé.
Première partie, évaluation sur te contenu du résumé
Pour chaque résumé, vous avez 7 questions. Si un lecteur (ou lectrice) peut déterminer les points
en questions en lisant le résumé, ça veut dire que le résumé contient suffisamment d’informations
pour couvrir les idées essentielles d’un jugement.
Nous vous demandons de lire les résumés et répondre oui ou non aux questions.
C
Deuxième partie, évaluation sur la qualité du résumé
Afin d’évaluer les textes, on vous demande d’attribuer des valeurs qualitatives pour chaque
résumé sur les critères suivants:
L Lisibilité du résumé





2. Cohérence du résumé
Ce critère concerne le fil conducteur du texte pour en assurer la continuité et la progression de





3. Pertinence des phrases du résumé
La pertinence des phrases est l’élément qui se rattache à ce que l’on veut démontrer.
Ceci mesure si les phrases du résumé contiennent un lien clair et direct avec le sujet dont il est





Nous vous demandons d’attribuer une valeur d’acceptabilité sur la qualité générale du texte de
résumé. Cette valeur est entre O et 5 pour chaque résumé (O pour un résumé inacceptable et 5
pour un texte acceptable). Les résumés avec valeur 2.5 jusqu’à 5 sont considérés acceptables.
Cette expérience ne mesure que la qualité des textes et non vous comme lecteur, d’ailleurs les
réponses sont anonymes. Les résultats de cette expérimentation seront utilisés afin de mesurer la
valeur de notre système de résumé par rapport à d’autres méthodes.
Nous vous remercions de votre participation à cette évaluation.




A,) Première partie, évaluation sur le contenu du résumé
Après avoir lu le résumé peut-on déterminer:
1. Qui sont les parties en litige? Oui Non
2. Quel est le problème en litige? Oui Non
3. Les questions de droit soulevées (issues)? Oui Non
4. Comment le jugea appliqué le droit aux faits? Oui Non
5. Les motifs couvrent-ils les questions de droit? Oui Non
6. Le résumé contient-il les motifs déterminants pour arriver à la conclusion? Oui
---- Non




3) Deuxième partie, évaluation sur la qualité dit résumé
I) Choisissez une valeur d’acceptabilité pour les critères suivants:















II) Attribuez une valeur d’acceptabilité sur la qualité générale du résumé (O pour un
résumé inacceptable et 5 pour un texte acceptable)
Commentaires :
o
oLes résumés à évaluer
[1 This is an application for judicial review of a decision of a clelegateQ of the Minister of Citizenship and Immigration (the “Minister”) dated May
6, 2002, wherein the Minister determined that the Applicant constitutes a
danger to the public in Canada pursuant to s.53(Ï) of the Immigration Act.
He was forind to 5e a stateless person by the Canadian government. In 1993
lie was declared a Convention refugee anci came to Canada. He received
permanent residence in 1995. [3] On November 7, 2000, the Applicant was
convicted of trafficking cocaine, contrary to s.5(1) of the Controlled Drugs
and Substances Act, S.C. 1996, c.19. [4] On June 5, 2002. the Applicant
received notice of the intention of Citizenship and Immigration Canada to
seek an opi ion from the Minister declaring that the Applicant is a danger
to the public in Canada. [6] The Minister’s decision In forming my opin
ion, I have considered the Ministerial Opinion Report and the documentary
eviclence presenteci hy local Immigration officials to support their recommen
dation that Tam Thanh TRAN, born June 23, 1976, citizen of Vietnam,
constitutes a danger to the public pursuant to subsections 70(5) a.nci 53(1) of
the Immigration Act , as well as the information contained in the Request for
Minister’s Opinion report datecl January 22, 2002 and Supporting material.
[13] I agree with the argument advanced by counsel for the Applicant that
the statements relied upon by the Respondent stili leave a pnrnary question
outstanding: Why was the clecision made? [14] The definition of reasons,
considered in the present context, recluires that the totality of the evidence
with respect to the Applicant 5e employed in an analytical argument justi
fying the danger decision reached. I cannot find that the cryptic contentions
statements in the ministerial reports so cyuality. [151 As a result. I find that
the Minister’s clecision was reached in error of law.
1
o
You were assesseci in the occupation of Art Director with reference to
the National Occupa.tional Classification (NOC) 5241 which sets out the
applicable employment requirements for Canada and the main duties for
each occupation.
The Applicant says that hy adopting this narrow interpretation, the Visaj
Officer had imposed an additional requirement into the NOC 1122.2 defini
tion, thereby committing an error in law.
[19] The Respondent also suhmits the Visa Officer was correct in his
interpretation of the occupational definition of NOC 1122.2 and that he did
not introduce any additional requirernents into this definition.
[27] The Applicant relies on the cÏecision in Uy, supra, in support of his
argument that a formai assessment, including the awarci of points for the
identifieci factors. must he carrieci ont in respect of his intended occupation.
I do not understancl this jurisprudence to require a visa officer to continue
an assessment in a given occupational category a.fter it lias hecome clear that
the applicant cannot obtain the required number of points to be granted
landing.
[31] However, it is clear that the Visa Officer hased his decision not to
conduct an assessment on lis determination that the Applicant lacked the
employment requirements for the position.
it may be an error to state that “is usually required” means that the
educational requirement must he met, except where there are significant
and substantial factors that persuade the visa officer that the occupational
requirernents can he overcome.
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Mr. Charles Webster (the “Applicant”) hrings this application for judiC cia! review pursuant to the Federal Court Act R.S.C. 1985 c. F-Z as amended
section 18.1. The Applicant seeks a declaration injunction and writ of pro
hibition enjoining the Minister of National Revenue (the “Minister”) from
taking any of the actions set ont in sections 225.l(1)(a) to (g) of the Income
Tax Act R.S.C. 1985 (5th $upp.) e. 1 as amended (the “Act”). The Appli
cant is a chartered accountant and a Canadian taxpayer. In his 1991 income
tax return lie claimed an addition to his “cumulative Canaclian exploration
expense” account as deflned in section 66.1(6)(a) of the Act relative to an
investment in an ou and gas exploration and development business. In his
income tax returns for 1991 1992 and 1993 he claimed certain deductions
relative to the cumulative Canaclian exploration expense account inclucling
in 1992 and 1993 deductions for interest charged on a promissary note used
to finance his investment and furtlier clecluctions for general and administra
tive expenses related to the operation of the oil and gas business. In 1995
the Minister issued Notices of Reassessment dated April 111995 in which he
was refusecl the deductions referred to above except for some minor amounts
claimed for general and administrative expenses in the 1992 and 1993 income
tax returns. The Applicant ohjected to the reassessments hy Notices of Ob
jection dated June 30 1995. In that agreement lie agreed to fie hound hy the
decision in another case. The similarity of the present case with the “test”
case was a matter to 5e agreed upon hy the Applicant and the Minister. I
agree with the Respondent that the applicable test of “similarity” is a sub
jective one; otherwise the Court would 5e reviewing an agreement between
the parties and that is not contemplated hy section 225.1(5) in my opinion.
The application is dismissed with costs to the Respondent.
3
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Application for judicial review of decision of Minister of Indian Affairs and
Northern Development withholding approval of licence issued by Nunavut
Water Board (NWB) to IVlunicipality of Iqaluit. In 1993, Governrnent of
Canada eutered into Agreement between the Inuit of the Nunavut Settie
ment Area and her Majesty the Queen in the Right of Canada. Inuit of
Nunavut exchangecl Aboriginal titie to lancis and waters in Nunavut Settie
ment Area for treaty rights set ont in Agreement. In September 2000, Mu
nicipality appliecl to NWB for renewal of water licence to expire 011 December
31, 2000. Minister not willing to approve licence as issued to Municipality.
Whether Agreement provides, expressly or by implication, licensing dcci
sions of NWB suhject to Minister’s approval. Under Agreement, negotiating
parties intended regulatory regime set ont in Northern Inland ‘Waters Act
(NPvVA) to continue except as varied by Agreement. No dispute water use
licences issued hy Northwest Territories Water Board under NIWA, North
west Territories Waters Act (NTWA) required ministerial approval. Nunavut
Waters and Nunavut Surface Rights Tribunal Act also including ministerial
approval requirement. Whether, after creation of NWB and hefore coming
into force of Nunavut Waters Act, provisions of Agreement operate to re
move requirement for ministerial approval. Agreement not intendecl to he
complete source of power, authority for NWB. NTWA continued to have
force and effect in Nunavut, before and after ratification of Agreement, cre
ation of NWB, creation of Nunavut on April 1, 1999. On face of Agreement,
art. 13.7.1 not providing for ministerial approval. Art. 13 not intencling to
describe in detail regulatory regime for water management. Requirement for
ministerial approval set out in NIWA not removed hy Agreement, continues
as provided for in NIWA. Other provisions of Agreement explicitly providing
for ministerial approval. Goal of Agreement to ensure meaningful role for
Inuit in decision-making. Requirement for ministerial approval not resulting
in inconsistency, contradiction between provisions of Agreement, applicable
Ïegislation. Minister had legal authority to withhold approval of licence is
sued by NWB. Application dismissed. Northern Inland Waters Act, R.S.C.,
1985, c. N-25. Northwest Territories Waters Act, S.C. 1992, c. 39. Nunavut
Waters and Nunavut Surface Rights Tribunal Act, S.C. 2002, c. 10.
4
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[1] This is a motion by the Defendant in a patent infringement action
for an order striking ont paragraph 25 of the Plaintiff’s amended Statement
of Claim or, alternatively, for an Orcler requiring the Plaintif to provide
further particulars with respect to said paragraph as well as with respect to
paragraph 24 of Plaintiff’s amended Statement of Claim. [2] The Defendant is
the inventor and owner of Canadian Patent No. 2,219,072 (the 072 Patent),
issned on August 22, 2000. [5] Paragraph 24 of the Pla.intiff’s amended
Statement of Claim alleges that the 072 Patent is invalid for fading to comply
with section 28.3 of the Patent Act , R.S.C., 1985, e. P-4 (the Act) in that the
suhject matter was obvions on the daim date to a person skilled in the art or
science. [7] Paragraph 25 of the Plaintiff’s arnencled Statement of Claim c
and admits that it is not relying at ail on said paragra.ph. [13] Therefore, with
respect to striking ont paragraph 25 of the Plaintif s amended Staternent of
Claim, I must sicle with the Plaintif and conclude for the above reasons
that it is not clear anci ohvious that said paragraph 25 should be struck
ont. Consequently, that portion of the Defendant’s motion is denied. [14]
I now turn to the Defenclant’s request for particulars regarcling paragraph
25 of the Plaintiff’s amended Statement of Cla.im. ancÏ in particular that the
Plaintif he requested, inter alia , to provide the basis on which the Plaintif
daims that the specification of the 072 Patent is insufficient because it fails
to descrihe the hest mode. [15] I agree with the Defendant that the Plaintif
should he ordered to answer that specific request. [17] As for the particulars
requested with respect to paragraph 24 of the Plaintiff’s arnended Statement
of Claim, I also agree with the Deferidant that the Plaintif should he ordereci
to indicate which portions of the documents listed in paragraph 24 of the
PÏaintiff’s amended Staternent of Claim are relied upon in support of the
allegation that the 072 Patent is invalid for faiiing to comply with section
28.3 of the Act.
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In fact, the plaintif is seeking judicial review of a decision by the de-
fendant dated April 28, 1994 pursuant to the $uppiementary Retirement
Benefits Act (“ the Act”). In lis application the plaintif hirnself adrnitted
that under the applicable fuies he lad until May 28, 1994 to file an applica
tion for judicial review. The defendant’s arguments were that the Act should
he applied as it stands and that it was the Act which applied at the time
the plaintif took his decisions to hack to work. I ca.n readily understand the
extent of the plaintiff’s frustration, finding himseif in a iegai dead end, wheu
he had thought le would be improving his situation by returning to work
for the Department of National Defence 20 years ago, and for the perverse
consequences of that decision to be feit at the time of his retirement, the
time when he most needed to have a reasonable pension funci, the time when
it was most difficuit for him to continue in the labour market as le was over
60 years old. At this stage, J do not have to decide the merits of the case.
but ratIer the iegitirnacy of the motion, based on what it concerns, and in
particular the existence of a serious issue to be argued in the Federal Court.
The plaintif aiso persuaded the Court that le lad a serions issue to argue
in the Federal Court and that it was in the interest of justice for him to be
hea.rd in order to assert his rights.
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[2] It is settled that the Court will generally refuse to strike out “surplusC’ statements” which are not prejudicial, and that doubt is to be resolved in
favour of permitting the pleading so that the relevant evidence in support
of the pleading may be brought before the Trial Judge; Imperial Parking
Ltd. y. Barringtou 1995 , 104 F.T.R. 132, F.C.J. No.163$ F.C.T.D. per
Prothonotary Hargrave, and Huza.r y. Canada 1997, 139 F.T.R. 81, F.C.J.
No.1556 F.C.T.D. , where Prothonotarv Hargrave held at paragraphs 13, 14
and 15 ... It must fie plainly, ohviously and heyond douht that a pleading is
futile and will not succeed hefore it will be struck ont. [3] When it is alleged
that an action is scandalous, frivolous, or vexations, under Rule 419 1 c the
test is as stringent as or even more stringent than that under Rule 419 1 a
Rule 419 is the predecessor to Rule 221
... When there are contentions or
serions issues of law, disputed points of law, or uncertain points of law, they
ought not he cletermilleci on a sumrnarv motion to strike ont, but rather left
for a clecision at Trial when ail the facts are known ... The final relevant
point of procedure is that a Court will not strike ont statements that are
merely surplus, providecl no prejudice flows from them ... In this case, the
plaintif suhmits tha,t the prior proceedings are relevant, and that the Court
in a 31-page Decision. coiisicÎered and constructed the indiviclual patents with
respect to the plaintiff’s formulation in issue. and that the federal Court of
Appeal on April 2, 2001 upheld this Decision and made a finding at paragraph
16: There can fie no infringement of the patent daims if both properties are
not present in the cefuroxime axetil that is utilized.
f
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Case management conference to explain why eight-year-old action, on
which nothing substantive happening since examina.tions for discovery in
1997, should not be dismissed for delay. Action challenging Minister’s de
cision duty oweci on importation of goods to Canada. Two approaches to
dismissal for delay, want of prosecution. Classic test set ont in (1990), 36
F.T.R. 77 (F.C.T.D.): whether inordinate delay, whether delay inexcusable,
whether defendants likely to be seriously prejudiced hy delay. Although de
cided hefore 1998 changes to Federal Court Rules, (1998), 152 F.T.R. 96
(F.C.T.D.) holding classic test applied under post-1998 Rules, reflecting r.
167 concept of dismissal for undue delay. Reasons given by defendant for
deÏay: illness, hoth jlaintiff’s own anci in family, anci death in family. While
inorclinate delav, anci delay not explained, only view of counsel for defendant
as to clifficulty in now finding witnesses. After such long delay. prejudice
often presumed. Second approach more apt in case of lay litigant. Employed
in
, [19971 1 W.L.R. 640 (H.L.): if lay litigant enga.ging in wholesaÏe disregard
for time limits provideci in rules of court, breach should be looked at not only
from viewpoint of prejudice to litigants, but also in light of abuse, prejudice
to due administration of justice. In , [1998] 1 W.L.R. 1426 (C.A.), Court of
Appeal of view such abuse of process separate ground for striking ont action,
not requiring defendant to demonstrate prejudice. Lack of reasonable plan
to bringing action to conclusion indicating plaintif having no real interest in
doing so. Action, as conducted, constituting abuse. Unfair to defendant, to
Court whose resources lirnited, to taxpayers who must pay Court’s hills, to
other litigants who look to Court for reasonahly quick resolution of disputes.
Action clismissed. Federal Court Rules, 1998. SOR/98-106. r. 167.
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o[lj I have reviewed the written suhmissions of hoth parties on costs. [2]
FACTS On Octoher 4, 2002, the plaintif made an offer to settie to the
defendants, pursuant to subsection 420 1 of the Federal Court Rules, 199$
Rules in the amount of Cdn 98,988.50 in fttll and final settiement of this
matter in principal, interest and costs.
[4] 1 Unless otherwise ordered hy the Court, where a plaintif makes
a written offer to settie that is not revoked, and obtains a judgrnent as
favourahie or more favoura.ble than the terms of the offer to settie . the
plaintif shah he entitled to party-and-party costs to the date of service of
the offer and double such costs, excluding disbursements, after that date.
[6) 13 In Felierguard Products Ltd. y. Rocky’s of B.C. Leisure Ltd.
1994 53 C.P.R. 3d 417, 1994 f.C.J. No. 2012, Stinson Taxing Officer stated
that there is an automatic triggering effect of a valid offer to settie that
cloes not require the Court’s intervention former rule 344.1 heing similar to
current rule 420 para 9
... [71 emphasis addecl 16 In Sanmammas Compania
Maritima S.A. y. The “Netuno” , 1995 102 F.T.R. 181, 1995 f.C.J. No.
1442, Tremhlay-Lamer J. followeci the reasoning of the “PRESTIGIOUS”,
supra , and decided that a doubhing of costs would he excessive since the
settiement offer was made only six days hefore trial, thereby awarding costs
from the date of the offer at 150 . [8] 15 In these circumstances, if I were to
issue special directions concerning costs after March 30, 2000, in view of the
unaccepted offer to settie, it would 5e that costs after that date, exciuding
dishursements, he awarded at 1.33 units, or 133 percent, of the units for
party-and-party costs prior to that date. [9] O R D E R 1 Therefore, the
plaintif should he entitled to party-and- party costs to the date of service of
the settiement offer, i.e. October 4, 2002 and 150 of party-and-party costs
thereafter, exciuding dishursements, after that date.
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eMarcel Charlebois’s affidavit gives a general description of the complaints
drawn to the Commissioner’s attention since the Act came into force in 1988.
It also discusses the numerous occasions on which the Comrnissioner has in
tervened with Air Canada since that date, in particular in connection with
complaints concerning the failure to provide french-language services at the
airport in question. The affidavit also describes the systemic prohiem ob
served at that airport and lists the types of ground services concerned in the
26 separate complaints received since 1990.
Do those documents flled by the Commissioner in support of his motion
that concern similar compiaints and relate to ail the ground services provided
hy Air Canada at the Halifax airport exceecl the scope of the remedy provideci
for in the Act?
Air Canada’s position is therefore that the Commissioner may only apply
for a remecly limited to facts reiating to a specific complaint, the investigation
of that complaint and the resulting reports and recommendations. On the
other hand, the following provision, section 79, states that information relat
ing to any “similar” compiaint in respect of “the saine federal institution”
may be admitted as evidence.
I therefore agree with the Commissioner”s position that the remedy is
not limited to certain types of ground services listed in Paui Comeau”s two
specific complaints but may appÏy to ail ground services provided hy Air
Canada at the Haiifax airport.
Nothing in the Act indicates that information in closed hies, nameiy files
already considered hy the Commissioner, cannot he reconsidered in reviewing
sirnilar complaints in respect of the same federal institution.
furthermore, subsection 64(2) authorizes the Commissioner to follow up
on fis recommendations where in his opinion adequate and appropriate ac
tion has not been taken thereon within a reasonahie time.
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