Abstract. Let X be a quasi-Banach space, Y a γ-Banach space (0 < γ ≤ 1) and T a bounded linear operator from X into Y . In this paper, we prove that the first outer entropy number of T lies between 2 1−1/γ T and T ; more precisely, 2 1−1/γ T ≤ e1(T ) ≤ T , and the constant 2 1−1/γ is sharp. Moreover, we show that there exist a Banach space X0, a γ-Banach space Y0 and a bounded linear operator T0 : X0 → Y0 such that 0 = e k (T0) = 2 1−1/γ T0 for all positive integers k. Finally, the paper also provides two-sided estimates for entropy numbers of embeddings between finite dimensional symmetric γ-Banach spaces.
Introduction
Entropy numbers of a bounded linear operator T provide a tool to measure the degree of compactness of T. The ideas underlying the concept of entropy numbers go back a long way to the work of Pontryagin and Schnirelmann (1932) , and Kolmogorov (1956) , on the metric entropy of compact subsets of a metric space (see [12] ). An early remarkable result was that of Kolmogorov and Tikhomirov in 1959: this concerned the embedding of C k ([0, 1] n ) in C([0, 1] n ), where k ∈ N (see [7] ). Vitushkin and Henkin (1967) applied this idea in their work on the superposition of functions related to Hilbert's thirteenth problem (see [16] ). The knowledge of entropy numbers of sets, and the corresponding idea of entropy numbers of bounded linear operators acting between Banach spaces, have been developed to such an extent that they are one of the important tools in analysis, especially in approximation theory. For the background and applications of entropy numbers, we refer to any textbooks given in the reference, especially [10, 11, 2, 4] .
For γ ∈ (0, 1], a γ-norm on a vector space X is a function · |X : X → [0, ∞) which satisfies the properties of norms, but instead of the triangle inequality, the inequality (1.1)
x + y|X γ ≤ x|X γ + y|X γ holds for any x, y ∈ X. It is clear that every β-norm is a γ-norm for 0 < γ ≤ β ≤ 1. If (1.1) is replaced by (1.2) x + y|X ≤ C( x|X + y|X )
for some constant C ≥ 1, then it is called a quasi-norm. According to the Aoki-Rolewicz theorem ( [1] and [14] ), if X is a quasi-Banach space with a constant C, then there exists γ ∈ (0, 1] (in fact, 2 1/γ−1 = C) and a γ-norm on X which is equivalent to the original quasi-norm. Let X be a quasi-Banach space, Y a γ-Banach space and T a bounded linear operator from X into Y . If Y is a Banach space, it is well-known that the first outer entropy number of T , the first inner entropy number of T and the norm of T are identical; i.e., e 1 (T ) = f 1 (T ) = T . In general, when Y is a γ-Banach space, these numbers are related by (1.3) 2 1−1/γ T ≤ e 1 (T ) ≤ T ≤ f 1 (T ) ≤ 2 1/γ−1 T (see Theorem 2 and Theorem 3). The constant 2 1/γ−1 in (1.3) is best possible. Indeed, by considering the identity map I : ℓ γ → ℓ γ , it can be demonstrated that f k (I) = 2 1/γ−1 I for all k ∈ N (see Theorem 2 below). The first aim of this paper is to show that there exist a Banach space X, a γ-Banach space Y and a bounded linear operator T : X → Y such that e k (T ) = 2 1−1/γ T for every k ∈ N (Theorem 11). This result implies that the constant 2 1−1/γ 1 in (1.3) is sharp. Next, we consider the metric injection property of entropy numbers (see Definition 14) . Adapting the results in [2] , p.125, we show that, for any k ∈ N,
where ι is a metric injection, and the constant 2 1/γ in (1.4) cannot be reduced (Proposition 15  and Example 16) . Let X be a Banach space with a symmetric basis (x i ) ∞ i=1 (see section 4 for the definition of symmetric base). A fundamental function of X, ϕ X , and a fundamental function of X * (the dual space of X),ϕ X * , are defined, respectively, by
for all m ∈ N. In 1984, Schütt (see [15] , Lemma 4) used the equation (1.6) and volume arguments to prove that if id : X → Y is the natural embedding between any n-dimensional symmetric Banach spaces X and Y, then, for k ≥ n, there are absolute constants c 1 , c 2 such that
In the last section, we prove that (1.7) is still valid if X and Y are n-dimensional symmetric γ-Banach spaces (Theorem 18). As we know that dual spaces of γ-Banach spaces might not have rich structures, to prove Theorem 18, different techniques are needed. For the sake of completeness, let us mention the case k is small (k ≤ n). If X and Y are n-dimensional symmetric Banach spaces, Schütt (see [15] , Theorem 5) also provided two-sided estimates for e k (id : X → Y ); however, they were not sharp. Later, in 1998, the sharp two-sided estimates for e k (id : X → Y ), where X and Y are n-dimensional symmetric γ-Banach spaces, were given by Edmunds and Netrusov (see [3] , Section 4, Theorem 2), but the case k ≥ n was left open. The result in the paper fills this gap (see Theorem 18).
Notations and preliminaries
In this section we collect some basic facts, conventions and definitions that will be used later. All spaces considered will be assumed to be real vector spaces. Given quasi-Banach spaces X and Y , we write B(X, Y ) for the space of all bounded linear maps from X into Y, and write B(X) if X = Y. The symbol B X stands for the closed unit ball in X.
Let T ∈ B(X, Y ) and k ∈ N. The k th (dyadic) outer entropy number e k (T ) of T is defined to be the infimum of all those ε > 0 such that T (B X ) can be covered by 2 k−1 balls in Y with radius ε. The numbers e k (T ) are monotonic decreasing as k increases, with e 1 (T ) ≤ T . Moreover, T is compact if and only if lim
(T 2 ) and e k 1 +k 2 −1 (RS) ≤ e k 1 (R)e k 2 (S), whenever T 1 + T 2 and RS are properly defined operators (see [4] , p.7). The k th (dyadic) inner entropy number f k (T ) of T ∈ B(X, Y ) is defined to be the supremum of all those ε > 0 such that there are x 1 , ..., x 2 k−1 +1 ∈ B X with T x i − T x j |Y ≥ 2ε whenever i, j are distinct elements of {1, ..., 2 k−1 + 1}. If Y is a γ-Banach space, then the outer and inner entropy numbers are related by (2.1)
These estimates were proved by Pietsch (see [10] , p.169) in the Banach space case (γ = 1); a simple modification gives us (2.1). Throughout the paper the phrase "entropy numbers" always means outer entropy numbers.
If X is an n-dimensional Banach space, it is well-known that, for any k ∈ N, 2
n , where I : X → X is the identity map (see [2] ). A simple modification gives us the following analogous result : Theorem 1. Let k ∈ N and X an n-dimensional γ-Banach space. If I : X → X is the identity map, then 2
3. Sharp estimates of entropy numbers in γ-Banach spaces
We begin this section by considering the first inner entropy numbers and proving that the constant 2 1/γ−1 in (1.3) is sharp. The following elementary theorem gives us the better result. More precisely, we show that there exist a quasi-Banach space X, a γ-Banach space Y and a bounded linear map T :
Theorem 2. Let X be a quasi-Banach space, Y a γ-Banach space and T ∈ B(X, Y ). Then f k (T ) ≤ 2 1/γ−1 T for all k ∈ N, and the constant 2 1/γ−1 is sharp.
Proof. Let I : ℓ γ → ℓ γ be the identity map. Since e i − e j |ℓ γ = 2 1/γ = 2(2 1/γ−1 ) for every distinct standard unit vectors e i and e j with i, j ∈ {1, 2, ..., 2 k−1 + 1}, it follows that f k (I) ≥ 2 1/γ−1 = 2 1/γ−1 I . Therefore, the constant 2 1/γ−1 is best possible.
Next, the sharpness of the inequality 2 1−1/γ T ≤ e 1 (T ) is considered. Note that for any a, b ≥ 0 and γ ∈ (0, 1], the following elementary inequality holds
To show that the constant 2 1−1/γ is best possible, another reasonable γ-Banach space will be constructed.
Theorem 3. Let X be a quasi-Banach space, Y a γ-Banach space and T ∈ B(X, Y ). Then 2 1−1/γ T ≤ e 1 (T ) ≤ T and the constant 2 1−1/γ is sharp.
Proof. The estimate from above is obvious. On the other hand, we suppose that T (B X ) ⊆ y + εB Y for some y ∈ Y and ε > 0. If x ∈ B X then T x = y + εz 1 and T (−x) = y + εz 2 for some z 1 , z 2 ∈ B Y , and hence
This implies that 2 1−1/γ T ≤ e 1 (T ). Next, we will prove that the constant 2 1−1/γ is best possible. Let
for all x = (x 1 , x 2 ) ∈ R 2 . We will show that ϕ is a γ-norm.
It is clear that ϕ(x) = 0 if and only if x = 0. The homogeneous property follows easily from the properties of absolute value. Next we will investigate the γ-triangle inequality. The remaining task is to verify that ϕ γ (x + y) ≤ ϕ γ (x) + ϕ γ (y). In the proof, we will distinguish the following cases:
we are done because the provided norm on G 1 ∪ G 2 is exactly the ℓ 2 γ -norm. Next, let us assume that x ∈ G 1 ∪ G 2 and y ∈ F 1 ∪ F 2 . Due to the symmetry, we may assume that x ∈ G 1 and y ∈ F 1 . Then x 1 , x 2 > 0, y 1 ≤ 0 and y 2 ≥ 0. This implies that x + y ∈ G 1 , and hence
The case x ∈ F 1 ∪ F 2 and y ∈ G 1 ∪ G 2 can be proved in the same way. Finally, we deal with the case x, y ∈ F 1 ∪ F 2 . Without loss of generality we may assume that x + y ∈ G 1 and x ∈ F 1 . Then y ∈ F 2 , so that x 1 , y 2 ≤ 0 and x 2 , y 1 ≥ 0. Consequently,
Therefore, ϕ is a γ-norm.
Since ω is obtained from ϕ by rotating through , we have that ω is also a γ-norm. Define a linear operator T : R → Y 0 by T (x) = (0, x) for all x ∈ R. One can see that T = 2 1/γ−1 . As T ([−1, 1]) = {(0, x) : −1 ≤ x ≤ 1} and it can be covered by a unit ball with the center at (1, 0) (see Figure 1 for the case γ = 2 3 ), we have e 1 ( T ) ≤ 1 = 2 1−1/γ T . Therefore, the constant 2 1−1/γ is sharp.
The following question might come to readers' mind "Is it possible to obtain the desired sharpness by using only the usual ℓ γ space?" Unfortunately, the next results tell us that the usual ℓ γ space does not work.
Proof. Without loss of generality, we assume that x i , y i ≥ 0 for all i ∈ N. Let I 1 := {i ∈ N : y i > αx i } and I 2 := {i ∈ N : y i ≤ αx i }. Since 0 < γ < 1, we have that
For any fixed a > 0, let us consider a function g a : [−a, a] → R defined by
g a (t) = g a (0) because g a is an even function. This implies that g a is decreasing on [0, a]. Using this remark, we obtain that
We note also that
It follows from (3.4), (3.5), (3.6) and (3.7) that
where A(α, β, γ) := 2
The next result is a direct consequence of the above proposition. and A(α, β, γ) is the constant defined as above.
Proof. Assume that x|ℓ γ = 1 and {−2 1/γ−1 x, 0, 2 1/γ−1 x} ⊆ y + εB ℓγ for some ε > 0. If y|ℓ γ > β, then ε > β because 0 ∈ y + εB ℓγ . On the other hand, if y|ℓ γ ≤ β, Proposition 4 implies that
where A(α, β, γ) is the constant defined in the proof of Proposition 4. The result follows.
Now we are going to show that it is impossible to obtain the sharpness of the inequality 2 1−1/γ T ≤ e 1 (T ) by considering only ℓ γ -spaces. Theorem 6. Let 0 < γ < 1 < β < α < 2 1/γ−1 and let X be any quasi-Banach space. Then there is a constant C(α, β, γ) > 2 1−1/γ such that for any bounded linear operator T : X → ℓ γ the following inequality holds e 1 (T ) ≥ C(α, β, γ) T .
Proof. The result is obvious if T is a zero operator. We suppose that T = 0. Let us fix δ > 0. Then there exists z ∈ X such that z|X = 1 and
We note that
By Corollary 5, we have ρ ≥ B(α, β, γ) > 1, where B(α, β, γ) is the constant defined as above.
, we obtain that e 1
. This implies that
Now let δ → 0, we finally get e 1 (T ) ≥ C(α, β, γ) T , where C(α, β, γ) := 2 1−1/γ B(α, β, γ).
Next, we deal with the question motivated by Theorem 3 that "Is it possible to find a Banach space X, a γ-Banach space Y and T ∈ B(X, Y ) such that 2 1−1/γ T = e k (T ) for all k ∈ N?" We note that when Y is a Banach space (γ = 1) a positive answer was provided by Hencl (see [6] ). In Theorem 11, we also give the positive answer when Y is a γ-Banach space. To prove this result, we need a few auxiliary results. First, we introduce a special type of basis which is modified for γ-Banach spaces ; it is slightly different from the definition of unconditional bases which appears in the book of Lindenstrauss and Tzafriri (see [9] ). Definition 7. Let E be an n-dimensional γ-Banach space. A basis {w 1 , ..., w n } for E is called 1-unconditional if for every α 1 , α 2 , ..., α n ∈ R the following property holds:
Let E be an n-dimensional γ-Banach space and {w 1 , ..., w n } a 1-unconditional basis for E. Let X 1 , X 2 , ..., X n be any Banach spaces. Define τ :
We note that if E is an n-dimensional Banach space, then the map τ defined as above is a norm. However, if E is an n-dimensional γ-Banach space, an additional restriction on the space E is required to ensure that τ is a γ-norm.
For each i ∈ {1, 2, ..., n}, let m i := min(u i , v i ) and
Definition 8. Let E be an n-dimensional γ-Banach space with a 1-unconditional basis. We say that E satisfies the condition (Q γ ) if for any u, v ∈ [0, ∞) n , the following estimate holds:
Proposition 9. Let E be an n-dimensional γ-Banach space with a 1-unconditinal basis. If E satisfies the condition (Q γ ), then the map τ defined in (3.10) is a γ-norm.
Proof. It suffices to show that the γ-triangle inequality holds. Let
. For each i = 1, 2, ..., n, since X i is a Banach space, we have that
Remark 10. If there are Banach spaces X 1 , X 2 , ..., X n with dim X i ≥ 2, i = 1, 2, ..., n so that τ is a γ-norm, then E will satisfy the condition (Q γ ).
Now we are ready to prove our main result.
Theorem 11. There exist a Banach space X, a γ-Banach space Y and T ∈ B(X, Y ) such that
Proof. Let E γ := (R 2 , ω), where ω is the γ-norm defined as (3.2). First, we will show that 
. These estimates and (3.13) imply that E γ satisfies the condition (Q γ ). Now, let X := ℓ p for some 1 ≤ p ≤ ∞. It is clear that e k (I : X → X) ≤ 1 for all k ∈ N. Suppose that there are k 0 ∈ N and α > 0 such that e k 0 (I : X → X) < α < 1. Let n 0 ∈ N be such that α < 2 1−k 0 n 0 . Theorem 1 implies that (3.14) 2
. This is a contradiction. Hence, e k (I :
for (ξ, x) ∈ R × X. By Proposition 9, ϑ is a γ-norm. Let Y := (R × X, ϑ) and define T : X → Y by T (x) = (0, x) for all x ∈ X. For each x ∈ B X , we have ϑ(T x) = ω(0, x|X ) = 2 1/γ−1 x|X , which implies that T = 2 1/γ−1 . Let P be the projection of Y onto X. Then,
On the other hand, since T (B X ) ⊆ (1, 0) + B Y , it turns out that e k (T ) ≤ e 1 (T ) ≤ 1. Combining with (3.16), we obtain that e k (T ) = 1 = 2 1−1/γ T .
Next we consider the metric injection and metric surjection properties of entropy numbers.
Definition 12. Let X and X be quasi-Banach spaces. A continuous linear map ς from X onto X is called a metric surjection if the image of the unit ball in X under ς is the unit ball in X.
If X, X and Y are Banach spaces, it is known that e k (T ς) = e k (T ) and f k (T ς) = f k (T ) (see [2] , p.12-13). A careful observation gives us the following similar result.
Proposition 13. Let X, X be quasi-Banach spaces and Y a γ-Banach space. Let T ∈ B(X, Y ) and ς : X → X be a metric surjection. Then, for each k ∈ N, If X, Y, Y are Banach spaces, then e k (ιT ) ≤ e k (T ) ≤ 2e k (ιT ) and f k (ιT ) = f k (T ) (see [2] , p.13). Moreover, the constant 2 cannot be reduced (see also [2] , p.125). We now consider the case that our spaces are quasi-Banach spaces. A similar result is obtained. 
Proof. It is clear that e k (ιT ) ≤ e k (T ) and
The following example which is a modification of the results in [2] , p.125, shows that the constant 2 1/γ in (3.17), in fact, cannot be reduced.
Example 16. Let T 0 : ℓ 1 → ({0} × c 0 , ϑ) and T ∞ : ℓ 1 → (R × ℓ ∞ , ϑ) be the maps defined by T 0 (x) = (0, x) and T ∞ (x) = (0, x) for any x ∈ ℓ 1 Note that ϑ is the γ-norm defined as (3.15) . First, we will show that e k (T 0 ) = 2 1/γ−1 for all k ∈ N. Let k ∈ N and ε > e k (T 0 ). Then there are z (1) , ..., z (2 k−1 ) ∈ c 0 such that
.
.., 2 k−1 } and let e N be a standard unit vector in ℓ 1 . Thus there is i 0 ∈ {1, 2, ...,
Next, we will show that
As ϑ (T ∞ (e i ) − T ∞ (e j )) = ω ((0, e i − e j |ℓ ∞ )) = 2 1/γ−1 for all standard unit vectors e i and e j with i = j, by (2.1) we have
Let I ∞ : ℓ 1 → ℓ ∞ be the natural embedding, and define
for any x ∈ ℓ ∞ . Observe that S ∞ is obtained by substituting X = ℓ ∞ of the function T in the proof of Theorem 11, so we have e m (S ∞ ) = 1 for all m ∈ N. Since e m (I ∞ ) ≤ 1 2 + 1 2 m−1 for all m ∈ {2, 3, ...} (see [2] , p.125), it follows that
for all k ∈ {2, 3, ...}. Now let ι : ({0} × c 0 , ϑ) → (R × ℓ ∞ , ϑ) be the natural embedding. Then, ιT 0 = T ∞ . If e k (T 0 ) ≤ αe k (ιT 0 ) for some α > 0, then 2 1/γ−1 ≤ α · 2 −1 , so α cannot be less than 2 1/γ .
Entropy numbers of embeddings between finite dimensional symmetric γ-Banach spaces
In this section we give estimates for entropy numbers of embeddings between finite dimensional γ-Banach spaces with symmetric bases. Recall that a basis (x i ) ∞ i=1 of a γ-Banach space X is called symmetric if for any permutation π, any ε i ∈ {±1} and any a i ∈ R,
Let n ∈ N and let X and Y be n-dimensional γ-Banach spaces with normalised symmetric bases {x i } n i=1 and {y i } n i=1 respectively. We consider the natural embedding id : X → Y given by
The following useful result which was proved by Edmunds and Netrusov can be found in [3] (Section 4, Lemma 3).
Lemma 17. Let X be an n-dimensional γ-Banach space with a symmetric basis (x i ) n i=1 . Then there is a constant c(γ), depending only on γ, such that
where ϕ X (n) = n i=1 x i |X is the fundamental function of X. Next, we are going to estimate entropy numbers of embeddings between finite dimensional symmetric γ-Banach spaces. If X and Y are Banach spaces, this result was proved by Schütt in 1984 (see [15] ).
Theorem 18. Let X and Y be any n-dimensional γ-Banach spaces with normalised symmetric bases {x i } n i=1 and {y i } n i=1 respectively. Then there are positive constants c 1 , c 2 which depend only on γ such that, for any k ≥ n,
Proof. First, let us prove the upper estimate. By Theorem 1, we have that
The desired estimate follows from (4.3) and Lemma 17. To prove the lower estimate, we again apply Theorem 1 and the upper estimate so that we have
Consequently, e k (id :
Finally, a direct consequence of Theorem 18 gives us two-sided estimates for entropy numbers of embeddings between finite-dimensional Lorentz sequence spaces. Let p ∈ (0, ∞), r ∈ (0, ∞].
Recall that a Lorentz sequence space ℓ p,r is the set of all bounded sequences x = (x i ) ∞ i=1 such that the quasi-norm is finite. Here the sequence (x * i ) ∞ i=1 is the non-increasing rearrangement of (|x i |) ∞ i=1 . The space ℓ p,p is simply the sequence space ℓ p . It is well-known that c 1 n 1/p ≤ ϕ ℓ n p,r (n) ≤ c 2 n 1/p for some constants c 1 and c 2 , depending only on p and r. The following result is immediate from Theorem 18.
Corollary 19. Let k, n ∈ N, 0 < p < q < ∞ and 0 < r, s ≤ ∞. If id : ℓ n p,r → ℓ n q,s is the natural embedding, then, for k ≥ n, there are positive constants c 1 , c 2 , independent of k and n, such that if log 2 n ≤ k ≤ n.
The Banach space case is due to Schütt (see [15] , Theorem 1). The quasi-Banach case can be found in the monograph by Edmunds and Triebel (see [4] , Proposition 3.2.2), except the lower estimate in the most interesting range log 2 n ≤ k ≤ n. This case was solved independently, with different proofs. First, we refer to a result which appeared implicitly in the paper of Edmunds and Netrusov in 1998 (see [3] , Theorem 2); in fact, their result was proved in a more general setting; i.e., they provided two-sided estimates for e k (id : X → Y ), where X and Y are ndimensional symmetric quasi-Banach spaces and k < n/2. In addition, the lower estimate of (4.5) in the case log 2 n ≤ k ≤ n. was also established by Guédon and Litvak (see [5] , Theorem 6) in 2000 and by Kühn (see [8] ) in 2001. We note that more detailed estimates of constants can also be found in [5] . Moreover, using the interpolation arguments given in [8] , the estimate (4.5) can be transferred to Lorentz space embeddings id : ℓ n p,r → ℓ n q,s whenever 0 < r, s ≤ ∞.
