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Disporre di una buona misura di rischio, ` e di fondamentale importanza in ﬁnan-
za, in quanto essa ` e una dei principali strumenti per la valutazione delle attivit` a
ﬁnanziarie, dato che essa permette il monitoraggio dei titoli e fornisce un cri-
terio per la costruzione dei portafogli. La misura che pi` u di ogni altra ` e stata
largamente utilizzata nel corso degli anni ` e la varianza.
Tra i vari metodi comunemente utilizzati per ricavare informazioni sulla va-
rianza ` e possibile adottare il modello di mercato , il quale fornisce il parametro
beta che indica la relazione esistente tra i titoli ed il rischio di mercato; questo
parametro rappresenta quindi l’esposizione dei titoli al rischio e fornisce l’in-
dicazione sulla quota di varianza nei titoli attribuibile ad esso. Inoltre tramite
questo modello ` e possibile ricavare facilmente le covarianze tra i titoli. ` E tutta-
via da considerare il fatto che il mercato potrebbe inﬂuenzare la distribuzione dei
rendimenti non solo nel valore atteso, ma anche in molti altri aspetti, ad esem-
pio aumentandone la dispersione o inducendo forme di asimmetria e curtosi.
In questi casi oltre ad essere la varianza inadatta a rappresentare efﬁcacemente il
rischio, le quantit` a stimate dal modello di mercato non sono sufﬁcienti per descri-
vere efﬁcacemente il comportamento dei titoli al variare del rischio di mercato.
In questa tesi si ` e voluto, tramite l’analisi della regressione quantile, sfruttare una
versione modiﬁcata del modello di mercato, in modo che, oltre a descrivere la
tendenza centrale dei rendimenti, sia possibile catturare l’effetto che il fattore di
rischio comporta sull’intera distribuzione di quest’ultimi. In particolare, si ` e pre-
stata attenzione all’effetto indotto sulla coda inferiore, poich` e questa rappresenta
la possibilit` a di ottenere perdite ben peggiori di quelle attese in condizioni di
mercato negative. Ne ` e conseguita la possibilit` a di considerare i coefﬁcienti otte-
nuti tramite regressione quantile come ulteriori indicazioni del rischio associato
ai titoli. La stima delle distribuzioni dei rendimenti consente, inoltre, di disporre
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di input pi` u accurati utili ad analizzare la variazione del rischio del portafoglio al
variare dei pesi associati ai titoli. In particolare tramite tramite l’analisi del com-
portamento dei coefﬁcienti di regressione quantile, ` e possibile individuare dei
portafogli ottimi, sia condizionatamente alle diverse situazioni di mercato che, in
alcuni casi migliori del portafoglio di minima varianza a prescindere dal valore
del fattore di rischio. La tesi ` e stata suddivisa in quattro capitoli con le seguenti
caratteristiche.
Nel primo capitolo vengono descritte le principali problematiche che deri-
vano dalla considerazione della varianza come unica misura di rischio nel caso
in cui i rendimenti non siano distribuiti normalmente, e di come il VaR possa
risolvere questa situazione. Viene inoltre descritto in cosa consiste questa mi-
sura di rischio, dandone una deﬁnizione matematica ed illustrando quali sono i
principali approcci utilizzati evidenziandone pregi e difetti.
Nel secondo capitolo viene discussa la quantile regression illustrando come
fornisca una panoramica pi` u ampia degli effetti delle covariate sulla variabile ri-
sposta. Dopo una breve rassegna della quantile regression in ﬁnanza, viene spie-
gato il principio su cui si basa e come da questo ` e possibile derivare la funzione
di stima. Ne vengono inoltre illustrate le propriet` a e i vari risultati asintotici,
i vari metodi di stima ed il procedimento con cui sono ottenuti gli intervalli di
conﬁdenza.
Nel terzo capitolo ` e descritta l’intuizione su cui si basa il modello di mercato, e
cosa comportano le varie assunzioni statistiche. Perch` e il modello dia dei risultati
validi tramite la regressione quantile, dev’essere modiﬁcato aggiungendo come
regressore il segno del fattore di rischio; si vedr` a come il fatto di considerare il
segno ha comunque delle motivazioni teoriche. Viene inoltre esposto come il mo-
dello di mercato classico permetta di individuare il contributo che ogni titolo por-
ta ad un eventuale portafoglio in termini di rischio beta ed in termini di varianza;
ne seguir` a la dimostrazione di come la varianza complessiva sia scomponibile
in una parte dovuta esclusivamente al fattore di rischio e in una parte dovuta
esclusivamente alle caratteristiche dei singoli titoli, parte eliminabile tramite la
diversiﬁcazione. Si vedr` a quindi, come sotto le assunzioni di normalit` a ed iden-
tica distribuzione sia possibile tramite una semplice riparametrizzazione passare
dalla varianza al VaR, espresso tramite coefﬁcienti di regressione quantile. Si evi-iii
denzia cos` ı come gli effetti della diversiﬁcazione agiscono in pari modo anche
sul VaR. Se vengono a mancare le assunzioni sulla normalit` a e sull’identica di-
stribuzione degli errori tuttavia il modello precedente non considera un’ulteriore
fonte di rischio dovuta agli effetti del fattore di rischio sulle code della distribu-
zione, che viene invece colta utilizzando la regressione quantile nel modello con
segno. Si chiarir` a, quindi, come le componenti che determinano il VaR siano an-
cora scomponibili in rischio sistematico e diversiﬁcabile, solo che in quest’ultimo
comparir` a anche la differenza tra il beta lineare e il beta dei quantili.
Nel quarto ed ultimo capitolo vengono descritti i dati che si sono utilizzati e
le principali procedure che si sono seguite nell’analisi di questi. Successivamen-
te, verranno fatte alcune considerazioni sui coefﬁcienti ottenuti dalla regressione
quantile e su come essi indichino un comportamento dei rendimenti molto pi` u
complesso di quello ipotizzato dal modello di mercato classico, ponendo l’atten-
zione su come questi possano essere utilizzati analogamente al beta di regressio-
ne lineare per descrivere in maniera pi` u accurata il rischio dei titoli. Partendo da
tutte queste informazioni ci si ` e dedicati all’analisi dei portafogli, stimando da
principio i coefﬁcienti beta e alpha quantile al variare dei pesi assegnati ai titoli,
e veriﬁcando che anche con due soli titoli si realizza un effetto di diversiﬁcazione
sul coefﬁciente beta. Tramite i coefﬁcienti stimati sono state ricostruite le curve
dei quantili al variare dei pesi del portafoglio, in differenti situazioni di merca-
to. Ci` o ha dato la facolt` a di osservare come le assunzioni classiche portino sia
a sottostimare il rischio, sia a non valutarne correttamente la variazione in base
alla composizione del portafoglio. Si ` e inoltre descritto come in alcuni casi sia
possibile ottenere dei portafogli caratterizzati sia da coefﬁcienti alpha quantile
superiori, che da coefﬁcienti beta quantile inferiori ai rispettivi coefﬁcienti nel
portafoglio di minima varianza, ottenendo quindi dei portafogli con rette di re-
gressione quantile sempre superiori alle rispettive rette nel portafoglio a minima
varianza. Per ﬁnire ` e stata applicato quanto visto in precedenza nel caso di dieci
titoli.Capitolo 1
VARIANZA E VAR
Nel 1952 Markowitz gett` o le basi di quella che oggi ` e conosciuta come “ modern
portfolio theory ”. Fino a quel momento chi si occupava di investimenti aveva
ben chiaro che la diversiﬁcazione di un portafoglio creava dei vantaggi, ma que-
sto limitatamente al fatto di possedere pi` u titoli considerati a se stanti, mentre
Markowitz nel suo articolo consider` o anche la dipendenza esistente tra di essi.
l contributo di Markovitz consistette nel dimostrare matematicamente il vantag-
gio di un portafoglio diversiﬁcato in termini di rischio e valore atteso. L’idea di
partenza ` e quella di trovare la giusta allocazione per i titoli in modo da ottenere a
parit` a di rischio il valore atteso pi` u elevato oppure minimizzare il rischio a parit` a
di valore atteso. Per realizzare ci` o ` e necessario ricondurre il concetto di rischio ad
una quantit` a misurabile, che generalmente ` e indicata come la varianza. Massi-
mizzando quindi il valore atteso dei rendimenti del portafogli per ogni livello di
varianza, ` e possibile ricostruire una curva chiamata frontiera efﬁciente, che deter-
mina il valore atteso massimo ottenibile con i titoli disponibili per la costruzione
del portafoglio relativamente ad ogni livello di rischio. Sulla frontiera efﬁciente
esiste un punto particolare chiamato portafoglio a minima varianza, la cui carat-
teristica ` e quella di individuare il portafoglio con il pi` u basso valore di varianza
possibile indipendentemente dal valore atteso. Perch` e ci` o sia possibile ` e neces-
sario conoscere la matrice di varianza e covarianza dei titoli del portafoglio, la
quale indica la rischiosit` a in termini di varianza di ciascun titolo e i comovimenti
che esistono tra i diversi asset. ` E dimostrabile che, a meno che le correlazioni tra
i titoli siano tutte pari ad uno, aumentando il numero titoli, la varianza comples-
siva del portafoglio si riduce. Il principio portante di questa operazione quindi
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` e quello di ottimizzare (cio` e ridurre) il rischio rappresentato dalla varianza del
portafoglio. Una delle maggiori critiche che si pu` o muovere a quanto appena
esposto ` e che ricondurre il rischio esclusivamente alla misura della varianza ri-
sulta ottimale solo nel caso in cui la distribuzione dei rendimenti sia normale. La
distribuzione normale gode infatti di alcune propriet` a che rendono la varianza
una misura sufﬁciente per rappresentare il rischio, in particolare quella di essere
completamente determinabile tramite i primi due momenti. ` E quindi sufﬁcien-
te conoscerne la media e la varianza per determinare qualsiasi altro punto della
distribuzione; anche assumendo altre misure di rischio come la semivarianza o
il VaR (che verr` a descritto nella prossima paragrafo), queste in caso di normalit` a
sono ricavabili direttamente come multipli della varianza.
L’altra caratteristica fondamentale della distribuzione normale ` e che una com-
binazione lineare di variabili normali ` e ancora una variabile normale, di conse-
guenza se la distribuzione dei rendimenti dei titoli ` e gaussiana, anche la distri-
buzione dei rendimenti di un portafoglio composto da essi ` e ancora gaussiana.
Per determinare la media e la varianza di un portafoglio ` e sufﬁciente conoscere
la media e la varianza dei singoli titoli e delle covarianze esistenti tra di essi.
Per questi motivi la normalit` a ` e una caratteristica molto apprezzata, poich` e
permette una soluzione in termini matematici molto semplice. Tuttavia ` e noto
come nella realt` a l’assunzione di normalit` a dei rendimenti spesso non sia veriﬁ-
cata e questo annulla la capacit` a della varianza sia di essere rappresentativa di
altre misure di rischio, sia di essere una misura adeguata a descrivere l’effetti-
va rischiosit` a degli strumenti coinvolti. In particolare essa risulta del tutto ina-
datta quando invece della normalit` a si riscontrano distribuzioni asimmetriche o
leptocurtiche.
Un esempio esplicher` a la portata di tale problematica: assumendo due titoli,
i cui rendimenti sono distribuiti normalmente con valore atteso nullo ma con il
primo che ha varianza maggiore del secondo, se si volesse valutare la rischiosit` a
del titolo in base ad un quantile della coda sinistra, poich` e la varianza del primo
` e maggiore di quella del secondo tutti i quantili della coda negativa del primo
titolo sono inferiori ai rispettivi quantili del secondo titolo. Perci` o sia in termini
di varianza, che in termini di quantili, il secondo titolo ` e preferibile; inoltre, dato
che i quantili sono dei multipli della varianza, questa contiene esattamente la3
Figura 1.1: curve di densit` a e relativo VaR (linea verticale)
stessa informazione dei quantili.
Se invece della normale si assumono due distribuzioni asimmetriche le con-
clusioni possono cambiare sensibilmente in base alla misura di rischio adottata,
ad esempio supponendo che il primo titolo abbia valore atteso nullo ed una co-
da molto lunga a sinistra, mentre il secondo sia ottenuto moltiplicando i valori
del primo per meno uno. Cos` ı facendo, entrambi i titoli hanno la stessa me-
dia e la stessa varianza, mentre il valore del τ-esimo quantile del primo titolo
corrisponde al valore dell’(1 − τ)-eismo quantile del secondo titolo moltiplicato
per meno uno. Da ci` o se ne ricava che, mentre nel primo titolo sono probabili
perdite molto elevate, nel secondo titolo sono i guadagni che possono assumere
valori molto elevati. La varianza in questo caso indicherebbe che la rischiosit` a
dei titoli ` e la medesima, quando invece valutando le possibilit` a di perdita si pu` o
concludere (anche solo guardando la forma delle distribuzioni) che il primo titolo
` e maggiormente rischioso rispetto al secondo. La rischiosit` a viceversa verrebbe
valutata correttamente se si utilizzasse al posto della varianza una misura di ri-
schio come il VaR che, indicando un quantile della coda sinistra, evidenzierebbe
immediatamente le differenze tra i due titoli.
Un esempio analogo si pu` o fare nel caso di due titoli con distribuzioni simme-
triche che abbiano uguale valore atteso ed uguale varianza, dove nel primo titolo
si riscontrino delle code pi` u grasse rispetto al secondo. ` E qui possibile notare
come il valore dei quantili nella coda sinista della distribuzione del primo tito-
lo siano inferiori ai corrispettivi quantili del secondo, perci` o nel primo titolo si
ha una maggior probabilit` a di realizzare perdite particolarmente elevate rispet-
to al secondo; Valutando i quantili il primo titolo sar` a individuato come il pi` u4 CAPITOLO 1. VARIANZA E VAR
rischioso tra i due. In questi casi quindi ` e pi` u indicato utilizzare una misura di
rischio che, invece degli scostamenti dalla media, valuti le potenziali perdite in
cui ` e possibile incorrere. Una misura adatta a tale scopo ` e certamente il VaR.
Nonostante possa cambiare la misura di rischio di riferimento L’obbiettivo
ﬁnale di Markowitz resta comunque quello di ottimizzare in maniera adegua-
ta il rischio del portafoglio. Il portafoglio a minima varianza verr` a utilizzato
comunque come confronto.
1.1 Il VaR
Come affermato in precedenza considerare la varianza come unica misura di
rischio nel caso di non normalit` a ` e limitativo.
Una misura di rischio che viene largamente utilizzata da oltre due decenni ` e
il VaR, acronimo di “Value at Risk”.
La nascita del VaR ` e da ricollegarsi al bisogno crescente delle istituzioni ﬁ-
nanziarie di gestire il rischio e quindi di poterlo misurare, a causa della sempre
pi` u complessa struttura dei mercati ﬁnanziari. In realt` a questa misura non ` e sta-
ta introdotta per arginare i limiti della varianza come misura di rischio dato che
come si vedr` a un approccio per calcolare il valore del VaR parte appunto dalle
assunzioni di normalit` a, ma per rendere pi` u facile la comprensione del rischio
racchiudendo in un unico numero il rischio complessivo di un titolo o di un por-
tafoglio di attivit` a ﬁnanziarie ed adottando un’unica metrica per tipi di rischio
diversi.
Nel contesto ﬁnanziario il VaR ` e una stima, dato un intervallo di conﬁdenza,
di quanto elevate possano essere le perdite di un titolo o di un portafoglio, in
un dato orizzonte temporale. Il VaR si concentra quindi sulla coda sinistra della
distribuzione dei rendimenti, dove sono collocati eventi a basse probabilit` a di
realizzo. Il fatto di indicare le perdite e non la dispersione dei rendimenti attorno
al proprio valore atteso la rende una misura pi` u vicina all’idea comune di rischio
rispetto alla varianza.
Dal punto di vista matematico ` e possibile deﬁnire il VaR nel seguente modo:






dove p(R) rappresenta la funzione di densit` a della variabile dei rendimenti R, la
probabilit` a di ottenere un valore inferiore a x ` e data da P(R ≤ x) = F(x). Dalle
considerazioni fatte in precedenza, ` e possibile deﬁnire il VaR come la soluzione
dell’equazione:
P(R ≤ V aRτ) = F(V aRτ) = τ
Che corrisponde a   V aR
−∞
p(R)dR = τ
La soluzione ` e data dall’inversa della funzione di ripartizione, corrisponden-
te alla funzione quantile. V aRτ = F −1(τ). Nel caso di distribuzione normale
standard verr` a utilizzata la notazione F −1(τ) = Φ(τ), dove i valori sono tabu-
lati nelle apposite tavole. ` E quindi possibile associare il VaR al quantile τ della
distribuzione dei rendimenti.
1.2 Il calcolo del VaR
Data la deﬁnizione precedente risulta inevitabile concludere che per il calcolo del
VaR ` e necessario disporre della distribuzione dei proﬁtti e delle perdite. I metodi
per il calcolo del VaR si differenziano per la modalit` a con cui questa distribuzione
viene ottenuta e per come viene ricavato il quantile. In base a queste differenze, ` e
possibile distinguere i metodi di calcolo in metodi parametrici e non parametrici,
che comprendo il metodo basato su media e varianza, su simulazione storica e
su simulazione montecarlo. ` E possibile tuttavia individuare delle fasi comuni a
tutti e tre i metodi, che consistono in:
• assumere o ricavare la funzione di ripartizione dei rendimenti per i singoli
titoli
• determinare le relazioni tra i titoli
• determinare la funzione di probabilit` a dei rendimenti del portafoglio, te-
nendo in considerazione i due punti precedenti
• determinare il VaR6 CAPITOLO 1. VARIANZA E VAR
1.2.1 Metodo media varianza e delta covarianza
L’assunzione che sta alla base di questo metodo ne ` e anche il limite fondamenta-
le, cio` e che i rendimenti siano distribuiti in modo gaussiano; il fatto di assumere
una distribuzione lo rende un metodo parametrico. La forma distributiva dei
rendimenti viene quindi scelta a priori, ed ` e sufﬁciente, data la normalit` a, cono-
scere i due parametri che la caratterizzano (media e varianza) per poterne rica-
vare i quantili; se i parametri non sono noti, andranno opportunamente stimati.
Il metodo pu` o essere utilizzato indistintamente sia per un solo titolo che per un
portafoglio di n asset. Nel caso del portafoglio sar` a sufﬁciente che i rendimenti
dei singoli titoli siano normali per garantire la normalit` a anche dei portafogli ri-
sultanti. Dato che la distribuzione gaussiana pu` o essere determinata interamente
dai parametri media e varianza, ` e possibile ricavare il VaR semplicemente come
multiplo della radice della varianza traslato per il valore della media.
V aRτ(X) = E[X] − Φ(τ)σX (1.1)
Quando invece di un solo asset si ha un portafoglio, ` e necessario conosce-
re anche le covarianze tra i titoli in modo da poter determinare la varianza del
portafoglio. In questo caso il VaR del portafoglio ` e dato da









Incasodinormalit` aquindisecondoquestoapprocciolacomplessit` a ` edatadal
fatto che, se il portafoglio ` e composto da molti titoli, sar` a necessario conoscere o
eventualmente stimare un gran numero di parametri dovuti alle covarianze. Una
possibile soluzione a questo problema ` e quella di sfruttare un modello fattoriale
che permetta di ricostruire le covarianze tramite la relazione esistente tra titoli e
fattori comuni.
Questo metodo ` e caratterizzato da una maggior facilit` a di applicazione rispet-
to agli altri due, ciononostante, sono rilevabili alcuni problemi. Il primo ` e che la
distribuzione normale costituisce un’aprossimazione della vera distribuzione di
densit` a dei titoli; nella realt` a ` e facile riscontrare distribuzioni leptocurtiche per
i rendimenti, ed essendo tali distribuzioni caratterizzate da code pi` u grasse del-
la distribuzione normale, utilizzare la normale porta a sottostimare il rischio di
coda. Esiste inoltre un problema di input, infatti se la stima della matrice di va-
rianza non ` e corretta il VaR calcolato sar` a esso stesso errato. Un altro problema1.2. IL CALCOLO DEL VAR 7
pu` o essere dovuto alla non stabilit` a dei parametri nel tempo, essendo possibile
che le relazioni tra gli asset cambino nel tempo a causa di particolari shock delle
variabili macroecomiche.
1.2.2 Metodo del VaR storico
Un modo per ovviare all’assunzione di una forma distributiva che generalmente
viene utilizzato ` e quello di servirsi di dati storici; la mancanza di assunzioni sul-
le distribuzioni lo rende un approccio non parametrico. Tramite le osservazioni
passate viene ricostruita la funzione di ripartizione empirica dalla quale si ricava
il VaR. Viene meno in questo modo il problema delle relazioni tra gli asset, in-
fatti le dipendenze, lineari e non, sono gi` a contenuti nei dati osservati. Tuttavia
per avere dei risultati sufﬁcientemente precisi, approcciarsi mediante simulazio-
ne storica presuppone che le serie storiche siano molto lunghe, con conseguenti
possibili errori dovuti alla non stabilit` a della serie storica. Non da ultimo, questo
metodo pone sul medesimo piano osservazioni effettuate in periodi temporali
lontani ed osservazioni pi` u recenti.
Esiste inoltre il problema dovuto alla sensibilit` a dalla ﬁnestra temporale scel-
ta; lo spostamento della ﬁnestra temporale pu` o far entrare o uscire dal campione
dei valori estremi che creano dei salti nella stima del VaR. Questo pu` o risulta-
re particolarmente rilevante, soprattutto nel caso in cui si dovesse assistere ad
un periodo di crisi economica, come quello del 2008, dove i dati osservati pre-
crisi risulterebbero del tutto inappropriati per ricavare un VaR utilizzabile in un
secondo momento.
L’assunto su cui si basa questo metodo ` e che quello che ` e stato gi` a osservato
in passato si ripeter` a, tuttavia, se pur di semplice comprensione, questa propo-
sizione non ` e di semplice assimilazione, soprattutto se si guarda a periodi sto-
rici particolari come quello riguardante la crisi petrolifera o quello seguente gli
attacchi dell’undici settembre.
1.2.3 Metodo Montecarlo
Il terzo metodo si basa su simulazione Montecarlo, che richiede uno sforzo com-
putazionale maggiore rispetto ai casi precedentemente analizzati. Questo meto-
do, come quello della serie storica, ha l’obbiettivo di ricostruire la distribuzio-8 CAPITOLO 1. VARIANZA E VAR
ne dei dati, con la differenza sostanziale che mentre nella serie storica vengo-
no utilizzati dei dati realmente osservati, nel metodo Montecarlo i dati vengono
simulati. Qui i valori vengono prodotti in maniera stocastica, vincolandosi ad
una distribuzione di probabilit` a scelta a priori. Una possibilit` a ` e quella di as-
sumere una distribuzione per i rendimenti dove alcuni alcuni parametri come
ad esempio il valore atteso sono determinati secondo un modello fattoriale. Il
primo passo consister` a nell’individuazione dei fattori comuni che inﬂuenzano i
rendimenti e successivamente, dopo aver scelto una distribuzione parametrica
per i rendimenti, questi ultimi vengono simulati condizionatamente al valore dei
fattori comuni. Sar` a cos` ı possibile sia avere a disposizione valori che non sono
stati gi` a osservati, sia considerare situazioni di mercato che non si sono ancora
veriﬁcate. Perch` e ci` o sia attuabile, sar` a necessario modellizzare la relazione tra
i rendimenti e le varie situazioni di mercato, e successivamente dai dati ottenuti
sar` a abbastanza immediato il calcolo del VaR. Nonostante uno degli scopi della
simulazione Montecarlo sia proprio quello di poter considerare distribuzioni di-
verse dalla normale, la difﬁcolt` a nella scelta e nella gestione di tali distribuzioni
ne ha pesantemente scoraggiato l’uso operativo.
1.3 Il VaR condizionato
Il metodo della serie storica ` e quello che permette di svincolarsi maggiormente
dalle assunzioni distributive, ed ` e quello che secondo le ricerche, ` e maggiormente
utilizzato dalle banche e dagli istituti ﬁnanziari.
Il grosso limite rimane quello di essere sensibile alla ﬁnestra utilizzata, e quin-
di di non poter includere situazioni che non sono presenti nei dati osservati.
Il limite degli altri due metodi invece ` e quello di dipendere da delle ipotesi
distributive fatte a priori.
Un passo fatto per ridurre il problema ` e stato quello di utilizzare altre forme
distributive al posto della gaussiana; distribuzioni come la t di Student permet-
tono infatti di considerare eventuali leptocurtosi, oppure utilizzare una mistu-
ra di normali permettendo di estendersi anche a forme asimmetriche. Un’ulte-
riore implementazione ` e quella di considerare le distribuzioni condizionate dei
rendimenti inserendo una varianza eteroschedastica tramite l’utilizzo di model-1.4. I LIMITE DEL VAR 9
li GARCH sia univariati che multivariati in modo da modellare direttamente le
dipendenze tra i titoli.
In questa tesi verr` a utilizzato un approccio diverso dai metodi illustrati pre-
cedentemente con la doppia ﬁnalit` a di svincolarsi da una forma parametrica pre-
impostata e di non dipendere esclusivamente dai dati osservati. L’idea ` e quella
di assumere che, sia per il comportamento dei singoli titoli, che per le relazioni
tra di essi, esista un legame con un altra variabile chiamata “rischio di mercato”
che si considera come l’unica variabile necessaria per spiegare il comportamen-
to e le dipendenze dei titoli. Questa operazione ` e realizzabile in due differenti
modalit` a: o imponendo una forma parametrica (come ad esempio la normale) e
stimarne i parametri che determinano le distribuzioni condizionate, oppure non
assumendo alcuna forma parametrica e ricavare direttamente la relazione linea-
re esistente tra i quantili dei rendimenti e il fattore di rischio. Nel primo caso
` e possibile utilizzare la regressione lineare in modo che tramite il valore atteso
condizionato e la varianza dei residui si ricavino i quantili della distribuzione dei
rendimenti per diversi valori del fattore di rischio. Questo approccio rimane sog-
getto ai problemi descritti in precedenza. Il secondo metodo ` e possibile se, invece
che utilizzare la regressione lineare, si sfrutta la regressione del quantile. Nel ca-
pitolo successivo verr` a spiegato in cosa consiste questo strumento e quali sono i
vantaggi che si ottengono rispetto alla regressione lineare se si estende l’analisi
dei rendimenti utilizzando questo nuovo metodo.
1.4 I limite del VaR
Nonostante il VaR come misura di rischio sia stato e sia tutt’oggi largamente uti-
lizzato, nel corso degli anni ` e stato pi` u volte soggetto a critiche. Uno dei proble-
mi evidenti nell’utilizzo del VaR ` e che rappresentando esclusivamente un punto
della coda, non si tiene in considerazione il restante comportamento della coda
della distribuzione inferiore al VaR stesso, e di conseguenza verrebbero consi-
derati ugualmente rischiosi due titoli con stesso VaR ma aventi comportamenti
della coda completamente diversi. Nonostante questi valori siano poco proba-
bili, con particolari distribuzioni ` e possibile raggiungere valori molto negativi.
Questo pu` o causare risultati discordanti per VaR considerati a diversi livelli di10 CAPITOLO 1. VARIANZA E VAR
conﬁdenza, dato che maggiore ` e il τ, maggiore ` e il numero dei restanti quantili
della coda che non vengono presi in considerazione. Inoltre il VaR come misura
di rischio non possiede tutti i requisiti delle misure coerenti di rischio poich` e non
soddisfa l’assioma di subaddittivit` a, il quale richiede che una misura di rischio Γ
soddisﬁ la seguente disuguaglianza:
Γ(A + B) ≤ Γ(A) + Γ(B)
Nonsoddisfarequestacaratteristicadeterminachelamisuradirischiosiscon-
tri con il principio della diversiﬁcazione, e quindi il VaR di un portafoglio di-
versiﬁcato potrebbe indicare un rischio maggiore di quello presente nei singoli
titoli.
Per questo la recente ricerca incoraggia l’utilizzo di un’altra misura di rischio
chiamata CVaR, che rispetta tutti gli assunti delle misure coerenti di rischio. Per
quanto concerne invece la scelta dei livelli di conﬁdenza l’analisi di questa tesi ` e
stata fatta prendendo tre diversi livelli di τ, e si ` e osservato come le conclusioni
possono essere diverse in base all’intervallo scelto.Capitolo 2
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Il modello di regressione lineare ha l’obbiettivo di modellare la tendenza centrale
di un fenomeno in funzione di un set di variabili che possono inﬂuenzarlo. Il
massiccio utilizzo del modello ` e dovuto alla facilit` a di applicazione e di inter-
pretazione dei parametri restituiti, tuttavia in molte occasioni considerare esclu-
sivamente la tendenza centrale risulta limitativo. Secondo questo approccio la
media condizionale descrive completamente la relazione tra la variabile rispo-
sta Y e le covariate X, implicando che esista un valore deterministico attorno al
quale si distribuiscono le ﬂuttuazioni provenienti da una componente erratica.
Quest’ultima deve avere sempre la stessa distribuzione, indipendentemente dal
valore delle covariate. ` E quindi possibile considerare questo modello come “pure
location shift model” dove si assume che l’unico effetto dei regressori sulla va-
riabile risposta sia puramente di locazione. L’assunzione fatta sulla distribuzione
dell’errore ` e generalmente quella di Gaussianit` a, ma questo avviene pi` u per as-
sicurare il raggiungimento delle propriet` a di ottimilit` a dello stimatore piuttosto
che per una reale distribuzione normale degli errori. Se ` e vero che lo stimatore
OLS ` e il migliore (in quanto ad efﬁcienza tra i non distorti), ` e possibile utilizzare
un altro modello in grado di cogliere altri aspetti che vanno oltre alla tendenza
centrale. Le covariate infatti potrebbero inﬂuenzare la distribuzione condizionata
in una moltitudine di altri modi, ad esempio espandendo la dispersione dei dati
attorno al valore centrale oppure accorciando o allungando una coda piuttosto
che un’altra.
La regressione del quantile riesce a fornire un’analisi delle relazioni tra varia-
bili molto pi` u ampia di quella ottenibile con il modello OLS. Negli anni ` e stata
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Figura 2.1: Esempi di come la regressione quantile riesce a ottenere delle infor-
mazioni aggiunte. Nel primo graﬁco la distribuzione degli errori ` e fortemente
asimmetrica mentre nel secondo caso il fattore di rischio aumenta la dispersione.
` E possibile notare come le rette rosse ottenute sotto le assunzioni della regressio-
ne lineare che indicano rispettivamente i quantili 99 95 5 e 1 non siano in grado
di rappresentarli adeguatamente. Le rette blu invece ottenute tramite regressione
quantile svolgono in maniera ottimale il compito di rappresentare i vari quantili
utilizzata come estensione del modello di regressione lineare e permette di fare
sui quantili l’anologo di ci` o che fa la regressione lineare per la media. Sfrut-
tando i parametri stimati ` e possibile stimare il valore dei quantili della variabile
risposta condizionatamente ad un set di regressori. Questo consente di conside-
rare il comportamento della variabile risposta non solo in media, ma anche nella
sua intera distribuzione, dato che variando il quantile della regressione tra zero
e uno ` e possibile ricavare l’intera distribuzione condizionata. Questa particola-
re caratteristica torna molto utile nello studio della gestione del rischio dato che2.1. L’UTILIZZO DELLA REGRESSIONE DEL QUANTILE IN FINANZA 13
la regressione lineare ` e poco efﬁcace per descrivere adeguatamente il comporta-
mento dei valori che si scostano dalla media condizionata, come ad esempio i
valori presenti nelle code, comportamento che tuttavia risulta non trascurabile
per quanto riguarda il processo decisionale di investitori e risk menagers. Non
da ultimo nei dati ﬁnanziari la presenza di asimmetrie, curtosi ed eteroschedasti-
cit` a risulta frequente e rilevante, ed in tutti questi casi lo stimatore di regressione
quantile si dimostra vantaggioso perch` e robusto a queste caratteristiche. Il fatto
di poter stimare il quantile della variabile risposta condizionato ad una variabile
indipendente permette di calcolare il VaR condizionato dei rendimenti al fattore
di rischio.
2.1 L’utilizzo della regressione del quantile in
ﬁnanza
L’utilizzo della regressione quantile in ambito ﬁnanziario ` e avvenuto in ritardo
rispetto all’applicazione di tale metodologia in altri campi.
Un primo esempio di utilizzo nel campo della ﬁnanza lo si trova nella lettera-
tura del VaR. Engle e Manganelli proposero un modello condizionato autoregres-
sivo del VaR, chiamato CAViaR. I loro risultati mostrano come le code seguano
un comportamento diverso rispetto al centro della distribuzione contraddicendo
le assunzioni del modello GARCH, il quale sostiene invece che il comportamento
nelle code e nel centro della distribuzione sia il medesimo.
Successivamente Chen e Chen condussero uno studio empirico sull’indice
Nikkei, confrontando il VaR calcolato tramite regressione quantile con quello
costruito con la varianza covarianza e mostrando come il primo metodo sovra-
performi il secondo metodo risultando particolarmente vantaggioso nel lungo
periodo.
Altre applicazioni della regressione quantile in ﬁnanza si trovano nello studio
dei mercati ﬁnanziari, Barnes e Hughes testano il CAPM tramite la regressione
del quantile in altri punti della distribuzione e non solo nella media. Basset e
Chen notarono come i forti impatti che possono subire le code possono rendere
molto meno signiﬁcativi i risultati ottenuti in media.14 CAPITOLO 2. REGRESSIONE QUANTILE
2.2 Il principio di base
Come gi` a introdotto, la regressione quantilica permette di trovare la relazione
lineare esistente tra i quantili della variabile risposta e i regressori. ` E necessario
a questo punto deﬁnire il concetto di quantile e funzione quantile. Data una
variabile casuale Y per ogni τ ∈ (0,1) ` e possibile deﬁnire il τ esimo quantile
qτ ∈ R di Y come la soluzione della disequazione:
Pr(Y < qτ) ≤ τ ≤ Pr(Y ≤ qτ)
Se la variabile Y ` e continua le probabilit` a della disequazione coincidono e quindi
la soluzione ` e unica, mentre se la variabile Y ` e discreta la soluzione appartiene ad
un intervallo chiuso e non ` e unica. Per imporre l’unicit` a si stabilisce per conven-
zione che il quantile ` e il pi` u piccolo elemento dell’insieme delle soluzioni. Se FY
` e la funzione di ripartizione di Y tale che FY(y) = Pr(Y ≤ y) la funzione quantile
QY(τ) ` e la funzione inversa della funzione di ripartizione cio` e:
QY(τ) = F
−1
Y = inf{Y |FY(y) ≥ τ}
Questa formulazione permette di scegliere il valore pi` u piccolo tra quelli possibi-
li. Una delle pi` u importati propriet` a di questa funzione ` e che:
Pr(Y ≤ QY(τ)) = Pr(h(Y ) ≤ h(QY(τ))) = τ
A livello campionario invece ` e possibile deﬁnire la funzione quantile empirica







La distribuzione di ˆ FY(y) ` e una variabile binomiale dato che la funzione somma-
toria delle funzioni identiﬁcatrici ` e modellizzabile come sommatoria di variabili
Bernoulliane indipendenti. Lo stimatore ha numerose propriet` a tra le quali la
non distorsione e la consistenza, inoltre converge in distribuzione ad una distri-
buzione gaussiana. Di conseguenza la funzione quantile empirica ` e semplice-
mente l’inversa della funzione di ripartizione campionaria. Tuttavia, nonostante
le deﬁnizioni precedenti permettano una comprensione immediata del concetto
di quantile e ne rivelino le fondamentali propriet` a, queste sono di difﬁcile utiliz-
zo in ambito di regressione. Per poter comprendere il principio di base su cui si2.2. IL PRINCIPIO DI BASE 15
basa la regressione quantilica ` e utile ricordare quello su cui si basa la regressione
lineare. La stime del modello di regressione lineare effettuate con i minimi qua-
drati vengono ottenute minimizzando una funzione di perdita, ovvero la somma
dei residui al quadrato. ` E noto infatti dalla teoria che la media ` e quel valore in
grado di minimizzare questa sommatoria. Se si riscrive la media come modello
lineare si ottiene quindi lo stimatore OLS




La cui soluzione nota ` e
cov(x,y)
var(x) . Il principio di base della regressione quantilica
` e molto simile, bisogna considerare il quantile come la quantit` a in grado di mi-
nimizzare una data funzione di perdita. ` E noto che la mediana ` e la quantit` a in
grado di minimizza i residui assoluti, ed essendo la mediana nient’altro che il
quantile centrale, ` e possibile estendere questo concetto a tutti gli altri quantili.
Riscrivendo la mediana come funzione pesata si ha:
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|yi − m| = 0.5
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Dove a Qτ si sostituisce il modello di regressione.
Qτ(Y |X) = xβ(τ) + ǫτ
Analogamente, come il modello di regressione lineare richiede E(ǫ|X) = 0 il
modello di regressione quantile richiede Qτ(ǫτ|X) = 0. Generalmente ` e possi-
bile trovare in letteratura la funzione di perdita riscritta utilizzando le funzio-





|yi − β(τ)X| + (1 − τ)
 
yi>Qτ
|yi − β(τ)X| (2.1)
alla forma
(τIǫ>0 + (1 − τ)Iǫ<0)|ǫ|
dove ǫ ` e il residuo ǫ = y − β(τ)X.16 CAPITOLO 2. REGRESSIONE QUANTILE
2.3 Propriet` a della regressione quantile
La regressione quantile gode di molte propriet` a di seguito riassunte:
• equivarianza di scala
– β(τ)(λy,x) = λβ(τ)(y,x) per λ ∈ (0,∞)
– β(τ)(−λy,x) = λβ(1 − τ)(y,x) per λ ∈ (0,∞)
• equivarianza di locazione
– β(τ)(y + ηx,x) = β(τ)(y,x)
• equivarianza di riparametrizzazione
– β(τ)(y,xA) = A−1β(τ)(y,x) per A non singolare
• propriet` a di invarianza per trasformazioni monotone non decrecenti
– ˆ (Q)τ(h(y)|x) = h( ˆ Qτ(y|x))
L’ultima propriet` a in particolare non ` e presente nella regressione lineare, in-
fatti per la disuguaglianza di Jensen il valore atteso di una funzione non lineare
non ` e pari alla funzione del valore atteso. Nel caso dei quantili invece la propriet` a
vale perch` e essi esprimono un ordine, che non pu` o cambiare quando si applica
una funzione non decrescente monotona (come ad esempio la funzione logarit-
mica o la funzione esponenziale). Questo permette di ricavare facilmente anche
il parametro β(τ) in caso di una trasformazione monotona. Un’altra importante
caratteristica della regressione del quantile ` e che ` e robusta agli outliers. Mentre
per la media ` e il valore delle osservazioni ad essere determinante per il calcolo di
questa, per determinare il quantile ` e sufﬁciente individuare il numero di osser-
vazioni minori ed il numero di osservazioni maggiori, quindi una volta stimata
la retta di regressione (o l’iperpiano nel caso multivariato) ogni osservazione so-
pra il piano pu` o essere arbitrariamente grande, ed ogni osservazione sottostante
pu` o essere arbitrariamente piccola senza inﬂuire in alcun modo sulla determina-
zione della retta. L’interpretazione dei parametri ` e simile a quella del modello
di regressione lineare. Mentre nel modello di regressione lineare il beta indica la
derivata parziale del valore atteso condizionato rispetto alla variabile esplicati-






Per le propriet` a descritte in precedenza, ` e immediato quindi ricavare il beta di
una trasformazione monotona di Y. Ad esempio se si applica una trasfomazione








` E utile inoltre fare alcune considerazioni sull’efﬁcienza dello stimatore. Se la
distribuzione della variabile fosse normale, la mediana campionaria sarebbe uno
stimatore in termini di efﬁcienza peggiore rispetto alla media campionaria, infatti
asintoticamente la varianza dello stimatore mediana ` e all’incirca il 50% maggiore
rispetto alla varianza della media campionaria. Per distribuzioni che si allonta-
nano dalla normale questo non ` e pi` u vero, e la relazione pu` o risultare invertita
permettendo alla mediana campionaria di raggiungere risultati molto migliori in
termini di efﬁcienza rispetto alla media campionaria. Per questa ragione Koen-
ker e Besset affermano che lo stimatore di regressione quantilica ` e migliore dello
stimatore OLS tutte quelle volte che la mediana risulta uno stimatore migliore
della media.
Risulta quindi pi` u prudente pagare un piccolo costo di efﬁcienza nel caso di
gaussianit` a piuttosto che permettere un eccessivo impoverimento nel caso di non
gaussianit` a. Per quanto riguarda invece la distribuzione asintotica, essa verr` a
affrontata in maniera pi` u speciﬁca nella prossima sezione.18 CAPITOLO 2. REGRESSIONE QUANTILE
2.4 Risultati asintotici
Nei risultati asintotici della regressione quantile compare la funzione “sparsity












Questa funzione indica la densit` a delle osservazioni vicino al quantile di inte-
resse. Nel caso univariato la distribuzione della stima del quantile empirico non
condizionato ` e pari a:
√
n( ˆ QY(τ) − QY(τ)) ∼ N(0,τ(1 − τ)s
2
Y(τ))
Si pu` o notare come la sparsit` a deﬁnisce la precisione dello stimatore determi-
nandone la varianza. In particolare risulta che la varianza dipende dal quantile
che si sta stimando e che questa ` e pi` u ridotta per i quantili centrali rispetto a quel-
li di coda. Le stime per i quantili delle code avranno intervalli di conﬁdenza pi` u
grandi, perch` e maggiore ` e la dispersione minore ` e la precisione dello stimato-
re. Si pu` o quindi comprendere con facilit` a come questa funzione giochi un ruolo
fondamentale nel deﬁnire la matrice di varianza e covarianza asintotica degli sti-
matori di regressione, ed ` e possibile dimostare che sotto condizioni abbastanza
deboli la distribuzione asintotica dello simatore di regressione quantilica prende
la forma a sandwich di Huber:
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Sotto l’assunzione di indipendenza e di identica distribuzione degli errori ` e
possibile sempliﬁcare la forma sandwich e ottenere la seguente distribuzione:
√





Come detto in precedenza questa ` e un’assunzione che raramente si veriﬁca nei
dati reali, ma che tuttavia pu` o essere utile come distribuzione di riferimento du-
rante la veriﬁca di ipotesi. Se infatti gli errori sono i.i.d. allora le rette di regres-
sione quantilica sono tutte parallele, di conseguenza ` e possibile utilizzare questa2.5. METODI DI STIMA 19
matrice di varianza nel caso si volesse veriﬁcare che gli effetti su differenti quan-
tili siano gli stessi. ` E evidente quindi come diventi necessario stimare in maniera
consistente la sparsity function.
2.5 Metodi di stima
Uno dei problemi evidenti della regressione quantile ` e che non ` e possibile risol-
vere analiticamente l’equazione di stima (2.1), infatti essa non ` e derivabile nello
zero. Di conseguenza ` e necessario ricorrere ad opportune procedure numeriche,
e questo ha dato luogo in letteratura ad un ampio ﬁlone di algoritmi che per-
mettono di risolvere il problema. Questi algoritmi sono basati sulla riscrittura
dell’equazione di stima in modo che le stime siano ottenibili tramite un approc-
cio di programmazione lineare e ricercando il punto di ottimo tramite il metodo
del simplesso.
Il metodo ` e computazionalmente oneroso, ma ` e stato via via migliorato crean-
do diverse versioni sempre basate sull’ottimizzazione di una funzione obbiettivo
lineare e differenziabile. Fondamentalmente il metodo va scelto in base alla nu-
merosit` a dei dati e dal numero delle esplicative. Il software R permette di utiliz-
zare l’algoritmo di Barrodale e Robert modiﬁcato utilizzato da Koenker e ’Orey.
Tale algoritmo utilizza il metodo del simplesso utilizzato per la regressione me-
diana, modiﬁcato per essere generalizzato a tutti i quantili. Questo algoritmo
risulta ottimale quando si hanno molti regressori e numerosit` a campionarie mol-
to grandi. Il secondo algoritmo disponibile ` e ottenuto adattando l’algoritmo di
Frish e Newton, che sfrutta il metodo dei punti interni.
Per quanto riguarda gli intervalli di conﬁdenza ` e possibile scegliere tra diver-
si metodi divisi in due approcci che consistono nello stimare gli standard error
asintotici degli stimatori oppure ricorrere alla forma bootstrap. La stima asintoti-
capu` otalvoltarivelarsicomplicata, tuttaviaesistonoinletteraturadeglistimatori
che possono essere dei validi candidati a risolvere il problema. I metodi vanno
scelti in base alle assunzioni sugli errori: sotto l’ipotesi di errori indipendenti e
identicamente distribuiti si ha che le fτ sono tutte uguali e quindi come visto in
precedenza la matrice di varianza di
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In questo caso la sparsity function dipende dalla funzione di ripartizione F che va
stimata. Il metodo principale ` e quello di Siddiqui che stima la sparsity function
come:
ˆ sY(τ) =
ˆ F −1(τ + hN) − ˆ F −1(τ − hT)
2hN
dove il parametro hT ` e un parametro di bandwidth che pu` o essere scelto in tre
modi diversi:




2F−1(τ))2+1 )1/3 con zα =
F −1(1−α/2) in modo che tramite α si pu` o controllare l’ampiezza dell’inter-
vallo di conﬁdenza
2. hN di Boﬁnger con hN = N−1/5(
4.5(f(F−1(τ)))4
2F−1(τ))2+1 )1/5
3. hN di Chamberlain con hN = zα
 
τ(1−τ)
N con zα che assume lo stesso signiﬁ-
cato del primo caso
Per stimare invece F −1 vengono utilizzati i residui della regressione quantilica.
Nel caso di errori i.i.d. ` e possibile utilizzare anche l’inverso dello stimatore kernel











Dove ˆ un,τ sono i residui della regressione quantilica data da ˆ un,τ = yn − ˆ Qτ(yt|x),
,mentre CN ` e una bandwidth data da CN = ρ(F −1(τ + hN) − F−1(τ − hN)), con
ρ = min(s,IQR/1.34)6, mentre hN ` e la bandwidth di Hall e Sheater. K invece ` e





1/2 se |a| ≤ 1
0 altrimenti
Nel caso invece gli errori non siano i.i.d lo la varianza ha la forma sandwitch di
Huber e quindi bisogna stimare le quantit` a J e H, gli stimatori utilizzati sono
delle forme modiﬁcate di quelli visti in precedenza. In particolare nel metodo
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I metodi utilizzati ﬁnora, chiamati metodi diretti, richiedono la stima dei parame-
tri di interesse della sparsity function. ` E possibile evitare di stimare direttamen-
te i parametri sfruttando la procedura bootstrap, che tramite ricampionamento
permette di ottenere una stima della varianza dei parametri. Tra i vari metodi
bootstrap che permettono di ottenere questo risultato si ritrovano:
1. bootstrap dei residui, che ricampiona i residui della regressione quantilica
e del regressore x, permettendo di ottenere M volte lo stimatore bootstrap
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con ¯ βτ pari alla media delle M replicazioni bootstrap. Problematica par-
ticolare di questo tipo di bootstrap ` e la necessit` a di fare attenzione ai ri-
campionamenti separati: infatti pu` o essere applicato quando i residui sono
indipendenti dalla variabile X.
2. bootstrapdellecoppie, inquesto caso siricampionadalladistribuzione con-
giuntadiyedxeperognisottocampionisiricavanolestimedeicoefﬁcienti;
anche in questo caso ricampionando M volte si pu` o ottenere la matrice di
covarianzaasintoticadescrittanelpuntoprecedente. Questaprocedurapu` o
essere usata anche nel caso gli errori non siano identicamente distribuiti.
Esistono altri metodi bootstrap che tornano utili nel caso di dipendenze parti-
colare degli errori, come ad esempio l’autocorrelazione, che tuttavia non sono
fruttuosi per il lavoro che si sta svolgendo.
• Il test ad inversione dei ranghi descritto da Koenker ad esempio funzio-
na bene nel caso di non identica distribuzione e permette di costruire gli
intervalli di conﬁdenza in questo contesto.
• Stimatore a sandwich di Hubert.
• Stimatore a sandwich di Powell.
• Bootstrap : Efron propose gi` a dal 1987 la metodologia bootstrap come va-
lida soluzione per la costruzione degli intervalli di conﬁdenza per la re-
gressione mediana. Il bootstrap nella regressione quantile trova differenti
applicazioni.22 CAPITOLO 2. REGRESSIONE QUANTILE
• Stima non parametrica della matrice di varianza e covarianza tramite me-
todo del kernel.
Il metodo ad inversione dei ranghi permette l’asimmetria degli intervalli di con-
ﬁdenza.Capitolo 3
MODELLO E DECOMPOSIZIONE DEL
RISCHIO
In questo capitolo si illustrer` a il modello fattoriale adottato per ricostruire i ren-
dimenti tramite la loro dipendenza con un particolare fattore di rischio, ovvero il
rischio di mercato. Partendo dal modello noto come “market model” utilizzato
per prevedere la media condizionata, si modiﬁcher` a la struttura di base in mo-
do da renderlo idoneo ad essere utilizzato anche per un approccio di regressione
quantile. Inﬁne verr` a mostrato come, partendo da questi modelli sia possibile
decomporre il rischio nel caso venga rappresentato dalla varianza,oppure nel ca-
so in cui venga rappresentato dal VaR. Si potr` a cos` ı esplicare quali siano i risvolti
portati ai portafogli.
3.1 Single index model
Fin da quando Markowitz propose la sua teoria,apparve evidente come l’efﬁca-
cia del suo metodo dipendesse dalla qualit` a dei dati a disposizione. Per questo
la ricerca accademica in ambito ﬁnanziario successiva al suo articolo si concen-
tr` o sopratutto sui due problemi cruciali per rendere applicabile la teoria, ovvero
su come ottenere gli input necessari per la costruzione del portafoglio e sui me-
todi computazionali necessari a calcolare il portafoglio ottimo. Uno delle aree
principali dell’analisi dei titoli ` e quella che si occupa di come poter prevedere i
valori futuri dei rendimenti, questione che generalmente si riduce a prevederne
il valore atteso ed a dare un’indicazione della dispersione attorno ad esso.
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Per la costruzione del portafoglio inoltre ` e necessario determinare le relazio-
ni di dipendenza esistenti tra i titoli, in particolare, richiedendosi la matrice di
varianza, ` e necessario ricavare una stima delle covarianze tra i vari titoli. La
matrice, in presenza di molti titoli, ha un numero considerevole di parametri da
stimare e molte volte le stime ottenute non soddisfano il requisito di positivit` a
della matrice, di conseguenza la matrice ottenuta ` e inconsistente.
Tramiteunopportunomodellolineare, ` epossibilerisolvereentrambigliobiet-
tivi precedenti, ovvero ottenere una matrice certamente positiva e diminuire lo
sforzo computazionale. Si pu` o supporre infatti che le covarianze tra i titoli sia-
no generalmente positive, dato che esistono dei fattori comuni che inﬂuenzano
i titoli nella stessa maniera, questi possono essere ad esempio, il ciclo economi-
co, i tassi d’interesse od il costo delle materie prime. Dato che tutti questi fattori
inﬂuenzano la maggioranza dei titoli, shock improvvisi di questi fattori causano
shock sui titoli e quindi sull’intero mercato.
Dall’osservazione dei prezzi dei titoli si pu` o notare come molti di essi tendano
a salire quando l’indice di mercato sale, ed a scendere quando l’indice di merca-
to decresce. La logica suggerisce l’esistenza di una relazione tra i movimenti dei
prezzi dei titoli e i movimenti del mercato e che sia quindi possibile affermare che
il valore del mercato racchiuda in s` e tutti gli effetti degli altri fattori macroecono-
mici. Oltre ai fattori di rischio comuni esistono inoltre delle altre caratteristiche
speciﬁche per ogni titolo, che ne inﬂuenzano i rendimenti senza interagire con il
resto del mercato.
Il modello a indice singolo di Sharpe, anche conosciuto come “modello di
mercato” o “modello a singolo fattore” nasce dall’esigenza di stimare la matri-
ce di varianza e covarianza tra i titoli, afﬁch` e si possa applicare la procedura
di Markowitz, esso consiste in un modello statistico utilizzato per spiegare il
comportamento dei rendimenti dei titoli.
Si pu` o riassumere quanto detto con la seguente scrittura:
ri = E[ri] + mi + ǫi
Dove m rappresenta l’apporto che da il mercato al singolo titolo. Dato che ogni
titolo presenta una propria sensibilit` a alle variazioni del mercato ` e possibile rap-
presentare quest’idea decomponendo mi come sensibilit` a del singolo titolo al
mercato βi e valore effettivo del mercato M. Poich` e conoscere in maniera esau-3.1. SINGLE INDEX MODEL 25
stiva il mercato risulta impossibile, solitamente per il fattore mercato si assume
come proxy un indice di mercato che racchiuda al suo interno un gran numero
di titolo come l’indice S&P 500. L’idea sottostante in questo modello a singolo
fattore ` e che l’indice di mercato catturi tutti i fattori macroeconomici o comuni
che inﬂuenzino i rendimenti dei titoli.
Il modello ha la forma di una semplice regressione lineare:
Ri,t = αi + βiRM + ǫi,t (3.1)
Dove Ri,t ` e il rendimento dell’asset al tempo t e rappresenta la variabile rispo-
sta, mentre RM ` e il rendimento composto dell’indice di mercato e rappresenta
il regressore. Il coefﬁciente βi indica il contributo dell’asset i alla varianza σ2
M
dell’indice di mercato. Questo tipo di rischio ` e chiamato rischio di covarianza,
rischio sistematico o rischio di mercato, ed ha come caratteristica quello di non
poter essere eliminato tramite diversiﬁcazione. Il termine ǫi,t invece rappresenta
la variabilit` a non legata al mercato ma alle cause proprie del titolo, per questo
viene denominatato rischio non sistematico o rischio idiosincratico che, come si
dimostrer` a successivamente, ` e completamente eliminabile tramite diversiﬁcazio-
ne. ` E utile a questo punto riassumere le principali caratteristiche del modello per
comprendere cosa esso comporta ed i vincoli che impone.
• Per costruzione si ha che E[ǫit] = 0, se infatti il valore atteso non fosse nullo
sarebbe comunque catturato dal parametro αi
• Per assunzione si ha cov(RM,t,ǫi,t) = 0, che signiﬁca che la deviazione otte-
nuta tra valore previsto e valore reale ` e causata dai fattori speciﬁci del titolo,
che sono incorrelati ai valori ottenuti sul mercato.
• Per assunzione si ha anche che cov(ǫi,t,ǫj,s) = 0, quindi i comovimenti tra
titoli sono dovuti esclusivamente alla loro correlazione con il fattore di ri-
schio, e la componente idiosincratica di ogni titolo non ha relazioni lineari
con quella degli altri titoli.
• var(ǫi,t) = σ2
ǫi indica l’assunzione di omoschedasticit` a, questa comporta
che la variazione attorno al valore previsto dal rischio di mercato rimane
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• ǫi,t ` e distribuito normalmente
• RM,t e Ri,t sono distribuiti secondo una normale congiunta
Tutte le assunzioni precedenti, se veriﬁcate garantiscono le seguenti caratteristi-
che:
• E[Ri,t] = αi+βiE[RM,t] = αi+βi M =  i, dove  i e  M, sono il valore atteso
del titolo i, e il valore atteso della variabile mercato.
• var(Ri,t) = σ2
i = β2




• cov(Ri,t,Rj,t) = βiβjσ2
M, di conseguenza le dipendenze lineari tra i titoli so-
no completamente spiegate dalla relazione dei singoli titoli con la variabile
mercato.
• RM ∼ N( M,σ2
M), il fattore di rischio di mercato ` e distribuito normalmente
• Ri,t ∼ N( i,σ2




Condizionando ad un valore del fattore di rischio si ha:
• Ri,t|RM,t si distribuisce normalmente
• E[Ri,t|RM,t] = α + βirM,t
• var(Ri,t|RM,t) = σ2
ǫi, la varianza dei rendimenti condizionati ` e pari alla
varianza della componente idiosincratica
• cov(Ri,t,Rj,t|RM,t) = 0, I rendimenti dei titoli condizionati al rischio di mer-
cato sono incorrelati.
Si ipotizza implicitamente che la componente idiosincratica non abbia alcun ruo-
lo nel determinare il valore atteso dei titoli, ma giochi soltanto il ruolo di disper-
dere i rendimenti reali attorno al valore atteso secondo una legge di probabilit` a.
Di conseguenza la distribuzione della componente idiosincratica determina la
distribuzione condizionata attorno al valore atteso condizionato.
` E possibile utilizzare una versione modiﬁcata del modello che tramite regres-
sione quantile individui la relazione lineare esistente tra il fattore di rischio e i3.2. IL MODELLO CON SEGNO 27
quantili dei rendimenti in modo da non limitarsi esclusivamente al legame con la
media condizionata dei rendimenti. Oltre a ottenere questa relazione ` e possibile
anche eliminare l’assunzione di normalit` a dato che se si effettuano le stime per
tutti i percentili ` e possibile ricavare la stima della distribuzione condizionata dei
rendimenti. Questo apre degli scenari che il classico modello di regressione non
riesce a cogliere.
3.2 Il modello con segno
Il modello di regressione lineare appena esaminato ` e discusso e testato da oltre
quarant’anni. Tuttavia se applicato per analizzare i quantili si osserva come co-
me i coefﬁcienti beta quantile stimati non siano statisticamente diversi dal beta di
regressione lineare. Utilizzando questo modello quindi si potrebbe dedurre che
il fattore di rischio induce sui quantili lo stesso effetto riscontrabile nella media.
Si nota per` o come le rette ricavate si adattino bene ai dati solo quando i quantili
considerati sono quelli prossimi alla mediana, mentre le rette perdono la loro ef-
ﬁcacia di adattarsi ai dati per i quantili caratterizzanti le code della distribuzione.
Nello speciﬁco le rette risultano troppo ampie quando si considerano i dati situati
attorno allo zero del fattore di rischio, mentre lasciano fuori troppe osservazioni
quando si va verso valori del fattore di rischio pi` u estremi.
Un modello cos` ı formulato non considera il fatto che il fattore di rischio possa
avereuneffettodiversosulledistribuzionicondizionatedeirendimentiaseconda
che il fattore di rischio assuma valori positivi o valori negativi. Questo aspetto
invece non ` e nuovo per la ricerca accademica, infatti ` e stato pi` u volte evidenziato
come notizie negative (associabili a valori di mercato negativi) creino degli effetti
di incertezza che inﬂuenzano la distribuzione dei rendimenti in modo diverso
rispetto a notizie pi` u favorevoli.
Perch` e il modello consideri questi aspetti ` e necessario introdurre nel modello,
come variabile esplicativa, il segno del fattore di rischio, in modo che il modello
possa considerare degli effetti che non sono esclusivamente crescenti o decre-
scenti all’aumentare del fattore di rischio, ma che considerino anche situazioni
con valori di mercato prossimi allo zero o distanti da esso. Inserendo il segno si
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` e positivo sia quando M ` e negativo. Questo comporta un avvicinamento a zero
degli alpha quantile (e quindi le rette in prossimit` a dello zero sono pi` u vicine alla
retta di regressione lineare), mentre i beta ora indicano come le distribuzioni con-
dizionate si allarghino man mano che il fattore di rischio assume valori distanti
dallo zero. Il fatto di considerare separatamente il fattore in base al segno che
assume, risulter` a utile quando si andr` a a minimizzare il rischio del portafoglio,
dato che il ruolo dei coefﬁcienti beta quantile risulta invertito nella determinazio-
ne del rischio a seconda che si condizioni a fattori positivi o negativi del mercato.
Come si vedr` a successivamente, in un modello cos` ı formulato si riscontra come
i parametri stimati, sopratutto quando i quantili sono quelli relativi alle code,
siano signiﬁcativamente diversi dal beta di regressione lineare.
3.3 Il modello a singolo fattore e il portafoglio
La costruzione del portafoglio ` e vincolata agli input che si hanno a disposizione.
Il modello lineare fornisce gli input necessari per la costruzione di un portafoglio
secondo il principio media varianza poich` e, tramite i coefﬁcienti e le assunzioni
fatte in precedenza, ` e possibile ricavare direttamente sia le stime per valori attesi,
sia, soprattutto, la stima della matrice di varianza e covarianza dei titoli. Infatti





Dove B ` e il vettore dei coefﬁcienti beta stimati per i vari titoli, mentre Iσ2
ǫ ` e la
matricediagonaledeivaloridellevarianzedeiresiduiperivarititoli. Perricavare
il portafoglio a minima varianza ` e sufﬁciente minimizzare in w la quantit` a wTΣw.
Inoltre, per qualsiasi portafoglio, si pu` o notare come i coefﬁcienti del modello
lineare possono essere ricavati analiticamente partendo da quelli stimati per i
singoli titoli. Supponendo di avere due titoli, si possono ottenere i portafogli
tramite combinazioni lineari di questi con il vincolo che i pesi siano maggiori o3.3. IL MODELLO A SINGOLO FATTORE E IL PORTAFOGLIO 29


















= αp + βpRM + ǫp
(3.2)






















` E possibile notare in particolare come il β del portafoglio corrisponda alla





Analogamente αp si ottiene dalla combinazione lineare degli alpha dei singoli
titoli. Questo ` e possibile grazie alla propriet` a dei valori attesi per cui il valore
atteso di una combinazione lineare di variabili ` e pari alla combinazione lineare
dei valori attesi.



























Il valore atteso del portafoglio ` e quindi determinato dai parametri αp ` e βp,
mentre la varianza dipende dalla sensibit` a dei titoli al mercato βp, dalla varianza
del fattore di rischio, e dalla varianza della componente idiosincratica.
La procedura appena vista su come ottenere il beta di regressione lineare del
portafoglio partendo dai beta di regressione lineare dei singoli titoli non ` e pi` u
valida per i vari beta quantile del portafoglio, dato che essi non sono pi` u relativi
al valore atteso e quindi non godono della propriet` a relative ad esso. Mentre per
determinare il valore atteso del portafoglio ` e sufﬁciente conoscere i valori attesi
dei vari titoli, per determinare i quantili ` e invece necessario conoscere l’intera
distribuzione. In questo caso anche veriﬁcata la normalit` a per i titoli, caso in cui30 CAPITOLO 3. MODELLO E DECOMPOSIZIONE DEL RISCHIO
la distribuzione ` e determinata esclusivamente da media e varianza, la varianza
del portafoglio non ` e pari alla semplice combinazione lineare delle varianze. Da
ci` o ne discende l’illogicit` a di combinare linearmente i coefﬁcienti beta quantile.
Preso atto che non ` e possibile ricavare i parametri del portafoglio partendo da
quelli dei singoli titoli, a meno che non si speciﬁchi una distribuzione a priori, (ed
anche speciﬁcandola sarebbe un’operazione, a livello matematico, molto com-
plessa), si vuole comunque di seguito illustrare come ogni titolo possa apportare
il proprio contributo nei quantili condizionati del portafoglio.
3.4 Decomposizione del rischio
Il modelli che si sono utilizzati sin qui, oltre a rivelarsi utili per ricavare gli input
necessari alla costruzione del portafoglio, ben si prestano a dimostrare come il
rischio di quest’ultimo risulti minore rispetto a quello dei singoli titoli. Partendo
dalla formulazione della decomposizione della varianza, ` e possibile estendere
tali concetti anche al VaR sia che gli errori siano identicamente distribuiti, sia che
non lo siano.
L’assunzione di incorrelazione tra il fattore di rischio e l’errore idiosincratico
permette di decomporre la varianza del titolo in maniera dicotomica, cio` e in due












Il fatto che il rischio idiosincratico sia diversiﬁcabile signiﬁca che pu` o essere
totalmente eliminato tramite diversiﬁcazione.
Nel caso di n asset ` e facile dimostrare come la varianza del termine d’erro-
re del portafoglio tenda a ridursi. Questo permette di osservare l’effetto della
diversiﬁcazione sul portafoglio, cio` e come l’errore idiosincratico del portafoglio
tenda a diminuire all’aumentare del numero di titoli incluso. Se si assume un





















Come visto in precedenza la sommatoria dei βi fratto n determina il beta del












Di conseguenza, quando n ` e sufﬁcientemente elevato il secondo addendo tende
a valori molto piccoli ﬁno ad annullarsi per n che tende ad inﬁnito, e la varianza
` e dovuta solo al primo addendo dove compare il fattore di rischio. Questo termi-
ne non dipende dalla numerosit` a dei titoli inseriti nel portafoglio ma solamente





composizione della varianza. Utilizzando la regressione quantile si pu` o sfruttare
il modello per ricavare il quantile condizionato al fattore di rischio che rappre-
senta quindi il VaR condizionato. Afﬁnch` e ci` o che verr` a proposto in seguito sia
di pi` u semplice comprensione, sar` a utile assumere come distribuzione dei ren-
dimenti condizionati la forma gaussiana e partire dalla determinazione del VaR
tramite un approccio di regressione lineare.
Riprendendo quanto gi` a analizzato in precedenza in merito ai metodi di cal-
colo del VaR, si ` e affermato come sotto l’assunzione di normalit` a il VaR sia rica-
vabile tramite la formula (1.1)
V aRτ(Y ) = E[Y ] + Φ(τ)
 
var(Y )
Di conseguenza condizionando Y al fattore di rischio, si avr` a che Il VaR con-
dizionato nel caso di normalit` a diventa:
V aRτ(Y |X) = E[Y |X] + Φ(τ)
 
var(Y |X)
Dove X rappresenta il rischio di mercato. La varianza var(Y |X) come preceden-
temente illustrato nelle propriet` a del modello di mercato ` e data esclusivamen-
te dalla varianza di ǫY. Assumendo per semplicit` a che l’alpha del modello di
regressione lineare per il titolo Y sia nullo cio` e E[Y |0] = 0, si ha




tile utilizzando i parametri della regressione qantile
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Nel caso di normalit` a ed identica distribuzione ` e possibile ottenere l’alpha della





mentre βτ = βY per ogni τ.
Il βτ pu` o essere riscritto sottraendo e sommando la stessa quantit` a βY in modo
da ottenere la forma
βτ = βY + (βτ − βY) (3.5)
Cos` ı facendo si torna ad avere nella formulazione il parametro βY presente
nella decomposizione della varianza vista in precedenza. Se l’assunto di identica
distribuzione degli errori ` e rispettato, cio` e se la variabile X ha lo stesso effetto
sia sulla media della distribuzione che sui quantili (ad esempio quando gli errori
sono normali omoschedastici), la differenza presente come terzo addendo ` e nulla
ed il rischio ` e determinato solo dalle quantit` a ατ e βp. Questo fornisce un’ulterio-
re prova che in questo caso la varianza ` e sufﬁciente a descrivere completamente
il rischio dato che con una semplice riparametrizzazione delle quantit` a ottenute
tramite regressione lineare ` e possibile passare da varianza a VaR e viceversa. Il
passaggio da varianza del portafoglio a VaR condizionato del portafoglio ` e im-













Di conseguenza si osserva come l’effetto di diversiﬁcazione agisca in modo ana-
logo alla varianza anche sul VaR dato che la quantit` a ατ del portafoglio tende a
ridursi all’aumentare di n.
Qualora il fattore di rischio avesse un effetto diverso sui quantili rispetto a
quello sulla media, la differenza tra i beta non sarebbe pi` u zero ed esisterebbe un
ulteriore fonte di rischio dovuta appunto alla non nullit` a del termine (βτ − βY).
Tuttavia, ` e possibile dimostrare come la diversiﬁcazione tenda ad azzerare anche
questo termine. Analizzando separatamente le parti, ` e possibile capire dove la
diversiﬁcazione abbia effetto e dove invece no. Tramite la scomposizione del
beta tau (3.5) ` e possibile riscrivere il VaR condizionato come:
V aRτ[Y |X] = ατ + βYX + (βτ − βY)X3.4. DECOMPOSIZIONE DEL RISCHIO 33
Si nota come ` e possibile suddividere il rischio in tre parti separate. Il βp ` e cal-
colabile come detto in precedenza (3.4) tramite combinazione lineare dei beta di
regressione lineare dei singoli titoli, e quindi l’unico modo di ridurne l’effetto ` e
quello di dare un peso elevato a titoli con β di regressione lineare basso. Questo
parametro indica quindi il rischio non diversiﬁcabile sia che il rischio sia inteso
come varianza, sia che sia inteso come VaR.
La quantit` a ατ in condizioni di normalit` a degli errori, indica un multiplo del-
la varianza degli errori (3.6), e dato che questa tende a ridursi per effetto della
diversiﬁcazione, ne consegue che anche l’ατ si riduce.
La differenza tra i beta ` e l’unica componente che non ` e direttamente ricondu-
cibile a quanto visto in precedenza, ma ` e possibile dimostrare come anche questa
tenda ad annullarsi per effetto della diversiﬁcazione.
Conoscendo la struttura della distribuzione condizionata, ` e possibile ricavare
il β per ogni quantile tramite la variazione dei quantili nelle distribuzioni condi-
zionate a due diversi valori del fattore di rischio. Come gi` a esaminato in proposi-
to alla regressione quantile, il beta indica infatti la variazione lineare che si ha per
ogni quantile della distribuzione condizionata al variare della covariata, e quin-
di se si conoscono le distribuzioni condizionate, (quindi i quantili), ` e possibile
ricavare il beta quantile come differenziale.
Si ponga di avere due titoli le cui distribuzioni condizionate si distribuiscono
normalmente e la cui deviazione standard dipende linearmente da X moltiplicata
per una costante relativa al titolo σi, per le propriet` a della normale si ha β0.5,i =
βLM per ogni titolo.
Y1|X ∼ N(βX,σ1X)
Il βτ data la formulazione (2.2) ` e dato da
Q(Y |x2) − Q(Y |x1)
x2 − x1




i, mentre x1 e x2 indicano due valori per la
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La differenza tra il beta di regressione quantile per il primo titolo e il beta di
regressione lineare ` e pari a




Supponendo di avere un altro titolo che per semplicit` a di calcolo abbia lo
stesso beta lineare del precedente e sia cos` ı distribuito
Y2|X ∼ N(βX,σ2X)




possibile inoltre ricavare il βτ per ogni quantile di un qualsiasi portafoglio otte-
nuto dalla combinazione lineare dei due titoli. Tramite l’assunzione che la cor-
relazione tra i due titoli sia dovuta esclusivamente al rischio di mercato, condi-
zionatamente ad esso i due titoli risultano incorrelati e quindi la varianza con-
dizionata del portafoglio ` e data dalla somma pesata delle varianze dove i pesi
corrispondono ai pesi assegnati ai singoli titoli elevati al quadrato.. Per la varia-
bile P = w1Y1 +(1−w1)Y2 che rappresenta un generico portafoglio di due titoli ` e
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Esprimendo la costante moltiplicativa della varianza nel secondo titolo come




1 + (1 − w2
1)c2
2 − 1)
` E sufﬁciente quindi la condizione
 
w2
1 + (1 − w2
1)c2
2 < 1 per far si che aggiun-
gendo il secondo titolo si riduca il beta quantile del portafoglio.
Se si considera un portafoglio equally weighted dove le varianze dei titoli
hanno la stessa struttura, la differenza tra il beta quantile e il beta lineare diventa:
βτ,P − β =
Φ(τ)σ
n
Per n che tende all’inﬁnito questa converge a zero.
La formula ricavata indica come la variazione dipenda dal quantile preso in
considerazione, infatti per i quantili pi` u distanti dalla mediana di ottengono va-
riazioni maggiori, dipendendo queste da Φ(τ). In caso di normalit` a per il quan-
tile mediana si ha subito che la differenza ` e sempre pari a zero e quindi tutta
l’informazione ` e contenuta nel beta di regressione lineare. La variazione delle
differenze inoltre dipende linearmente da sigma, e maggiore sar` a questa quan-
tit` a, maggiori risulteranno i beta quantili relativi ai singoli titoli, nondimeno ri-
sulter` a maggiormente elevevata la riduzione di differenza tra il beta lineare e il
beta quantile del portafoglio.
I risultati appena illustrati sono stati veriﬁcati simulando i dati da due va-
riabili con la stessa struttura di modello lineare caratterizzato da β = 1 e errori
normaliconmediazeroedeviazionestandarddeglierroricondizionatiparialva-
lore del regressore X. In questo caso per ogni singolo titolo si ottengono tramite
il risultato (3.8) i seguenti coefﬁcienti beta quantili teorici:
beta 10 beta 5 beta 1
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Stimando con R i coefﬁcienti di un portafoglio equally weighted partendo dai
duetitolisipu` oosservarenellaseguentetabellacomelestimeottenutesianomol-
to simili ai coefﬁcienti teorici ottenuti tramite la formula descritta in precedenza.
Tabella 3.1: beta per un portafoglio equally weighted teorici e stimati
delta beta 10 delta beta 5 delta beta 1
teorici 0.375 0.481 0.68
stimati 0.389 0.489 0.703
3.4.1 Con distribuzione non normale
Nella sezione precedente si ` e dimostrato come la diversiﬁcazione agisca sui beta
quantile sotto le assunzioni di distribuzioni normali eteroschedastiche, nei capi-
toli precedenti tuttavia ` e stato pi` u volte affermato come non sempre la normalit` a
dei rendimenti ` e veriﬁcata. ` E opportuno a tal punto veriﬁcare se quanto dimo-
strato in precedenza ` e valido anche in presenza di non normalit` a, in particolare
se si osservano distribuzioni leptocurtiche, asimmetriche o con entrambe le ca-
ratteristiche. In tutti questi casi esistono delle differenze sostanziali rispetto a
quanto detto in precedenza. I quantili non sono pi` u direttamente ricavabili come
multipli delle sola varianza poich` e le distribuzioni non sono pi` u completamente
caratterizzate da media e varianza.
Di conseguenza il fatto che i quantili non siano pi` u facilmente calcolabili limi-
ta anche le possibilit` a di ricavare analiticamente sia gli alpha che i beta. Il proble-
ma maggiore che viene riscontrato ` e che anche ammesso di conoscere i quantili
deisingolititoli, mentreunacombinazionedidistribuzioninormalirisultaancora
normale, combinando due distribuzioni non normali la distribuzione risultante
non appartiene pi` u alla famiglia di distribuzioni di partenza.
Data l’impossibilit` a di dimostrare analiticamente le propriet` a viste in prece-
denza si ` e ricorso ad un approccio simulativo per veriﬁcare se quanto detto sia
valido anche per distribuzioni non normali. Sono stati calcolati quindi gli alpha
e i beta di regressione quantile per τ pari a 0.1, 0.05 e 0.01 per un portafoglio
con pesi 1/n. Questo ` e stato fatto simulando rendimenti condizionati al fattore
di rischio con beta lineare pari a 1 e valutando tre diverse situazioni: errori con
distribuzione a code pesanti, errori con distribuzione con code asimmetriche e3.4. DECOMPOSIZIONE DEL RISCHIO 37
inﬁne errori con distribuzioni degli errori ottenute sommando con pesi casuali
una chiquadrato, una t di student e una normale, tutte e tre determinate da pa-
rametri estratti casualmente. Per ogni rendimento le distribuzioni condizionate
sono state moltiplicate per una costante moltiplicativa casuale e per il valore del
regressore in modo da avere dei beta diversi dal beta di regressione lineare. Il re-
gressoresi ` econsideratoesclusivamentepervalorinegativiopariazeroperpoter
avere coefﬁcienti beta quantile sempre positivi. Le tabelle 3.2, 3.3 e 3.4 mostrano
come variano gli alpha e i beta all’aumentare del numero di titoli in portafoglio
equally weighted. Si pu` o notare come seppur con velocit` a di convergenza di-
verse gli alpha tendono a zero mentre i beta a uno. Esiste tuttavia una differenza
sostanzialerispettoalcasodinormalit` a, infatticondistribuzionigaussianeanche
in presenza di eteroschedasticit` a i pesi agiscono in maniera proporzionale sugli
alpha quantile e sui beta quantile, quindi il vettore che massimizza un quantile
di coda massimizza pure tutti gli altri quantili di coda. Questo non ` e pi` u vero se
non si assume la normalit` a dei titoli.
Tabella 3.2: Con distribuzione a code pesanti
n Alpha 0.1 Beta 0.1 Alpha 0.05 Beta 0.05 Alpha 0.01 Beta 0.01
1 -0.442 1.154 -0.637 1.210 -1.178 1.362
2 -0.354 1.112 -0.479 1.148 -0.746 1.277
10 -0.167 1.053 -0.223 1.069 -0.320 1.105
50 -0.078 1.024 -0.099 1.032 -0.138 1.049
100 -0.055 1.018 -0.069 1.023 -0.102 1.032
Tabella 3.3: Con distribuzione asimmetriche
n Alpha 0.1 Beta 0.1 Alpha 0.05 Beta 0.05 Alpha 0.01 Beta 0.01
1 -0.659 1.524 -0.710 1.765 -0.916 2.224
2 -0.465 1.373 -0.607 1.494 -0.715 1.806
10 -0.220 1.164 -0.268 1.217 -0.386 1.312
50 -0.102 1.072 -0.133 1.094 -0.195 1.133
100 -0.071 1.051 -0.083 1.068 -0.106 1.099
Tabella 3.4: Con distribuzioni miste
n Alpha 0.1 Beta 0.1 Alpha 0.05 Beta 0.05 Alpha 0.01 Beta 0.01
1 -1.146 2.332 -1.546 2.714 -2.416 3.385
2 -0.704 1.649 -1.008 1.824 -1.535 2.149
10 -0.307 1.224 -0.419 1.278 -0.622 1.385
50 -0.153 1.119 -0.187 1.154 -0.260 1.224
100 -0.108 1.083 -0.145 1.106 -0.189 1.15638 CAPITOLO 3. MODELLO E DECOMPOSIZIONE DEL RISCHIO
3.5 Le caratteristiche del VaR condizionato
Tramite la regressione quantile ` e possibile utilizzare i coefﬁcienti stimati per rica-
vare le caratteristiche del VaR condizionato. Preso atto che il VaR condizionato ` e
una funzione della variabile fattore di rischio , il VaR condizionato ` e a sua volta
una variabile, di conseguenza ` e possibile calcolarne il valore atteso e la varianza.
Si ha perci` o che
E[V aRτ(Y )] = E[ατ + βτX] = ατ + βτE[X]
mentre la sua varianza ` e data da:
var(V aRτ(Y )) = var[ατ + βτX] = β
2
τvar[X]
Come si pu` o notare, ci` o che inﬂuenza la varianza del VaR ` e esclusivamente
βτ che indica la sensibilit` a alle variazioni di mercato; maggiore ` e questa quantit` a
maggiore ` e il range possibile dei valori assunti dal VaR condizionato. Tuttavia
non bisogna trascurare gli alpha quantile dato che il valore atteso del fattore di
rischio ` e molto prossimo a zero, perci` o il parametro alpha quantile risulta essere
la componente con maggior rilevanza per la determinazione del valore atteso del
VaR.
3.6 Alpha e Beta come misura del rischio di
portafoglio
` E stato discusso in precedenza come la varianza si possa decomporre in rischio
sistematico e rischio idiosincratico, caratterizzati dal parametro di regressione li-
neare beta, e dalla varianza dei residui. Si ` e inoltre analizzato come, nel caso di
normalit` a ed identica distribuzione, si possano ricavare dai beta e dalla varianza
dei residui i coefﬁcienti di regressione quantile, e viceversa. In questo caso quindi
la varianza idiosincratica ` e completamente ricavabile dal coefﬁciente alpha. Il ri-
schiobetacomegi` asihaavutomododiappurarenon ` eeliminabile, ed ` epossibile
soltanto controllarlo inserendo opportunamente i titoli. Questo tipo di rischio ` e
dovuto alla relazione esistente tra la media condizionata del portafoglio e l’indice
di mercato, e maggiore sar` a il peso dato a titoli con beta elevato, maggiore diven-
ta il rischio del portafoglio. Se si inserisse soltanto il titolo con il beta minore non3.6. ALPHA E BETA COME MISURA DEL RISCHIO DI PORTAFOGLIO 39
si controllerebbe tuttavia adeguatamente la varianza idiosincratica del portafo-
glio caratterizzato dall’alpha quantile che converge verso lo zero aumentando la
diversiﬁcazione del portafoglio. In particolare, il portafoglio di minima varianza
` e quel portafoglio che minimizza la somma tra varianza sistematica e varianza
idiosincratica.
` E possibile quindi associare ai due parametri alpha e beta dei signiﬁcati ben
precisi. Se entrambi fossero nulli la varianza del portafoglio sarebbe pari a zero
ed i rendimenti sarebbero costanti, cio` e indipendenti dal mercato. Se fosse pre-
sente solo il rischio alpha i rendimenti avrebbero come unica fonte di variabilit` a
quella dovuta al rischio idiosincratico, ma continuerebbero ad essere indipen-
denti dal comportamento del mercato. Nel caso in cui invece alpha sia nullo,
ma non lo sia beta, i rendimenti potrebbero essere perfettamente prevedibili co-
noscendo i valori del mercato, e la loro varianza sarebbe dovuta esclusivamente
dalla sensibilit` a alla varianza del fattore di rischio indicata da β2. Se fosse quindi
possibile scegliere l’alpha quantile e il beta del portafoglio, si potrebbe scegliere
esattamente in che modo esporsi ai due tipi di rischio. Il VaR in questo caso ` e pari
semplicemente alla media condizionata traslata per il parametro alpha, e quindi
le considerazioni fatte in precedenza per la varianza sono valide anche per il VaR.
Se invece le assunzioni non venissero veriﬁcate non sarebbe pi` u possibile pas-
sare, unicamente con le informazioni ottenute dai modelli, da una misura all’al-
tra, sia perch` e il parametro alpha non ` e direttamente ottenibile dalla varianza
dei residui sia perch` e compare nella formulazione del VaR condizionato anche la
differenza tra il beta di regressione lineare ed il βτ. Inoltre, nonostante il beta di
regressione lineare mantenga il signiﬁcato assunto in precedenza, ora il parame-
tro alpha quantile non rappresenta pi` u la varianza idiosincratica, ma solamente
il quantile della distribuzione dei rendimenti quando il fattore di rischio ` e pari
a zero. Il beta quantile, invece, indica quanto il quantile della distribuzione del
portafoglio possa variare a causa delle variazioni del fattore di rischio. ` E possibi-
le esempliﬁcare una situazione limite per comprendere l’enorme rischio che pu` o
comportare questo parametro: se si suppone che sia il beta lineare che la diffe-
renza tra il valore atteso e tutti gli alpha quantili di un portafoglio siano pari a
zero, mentre il valore atteso sia prossimo a zero ma comunque positivo. Non con-
siderando il beta quantile, si potrebbe considerare questo portafoglio come non40 CAPITOLO 3. MODELLO E DECOMPOSIZIONE DEL RISCHIO
rischioso ed in grado di generare costantemente piccoli rendimenti positivi, infat-
ti anche al variare del fattore di rischio i rendimenti attesi rimarrebbero costanti.
Tuttavia se i beta quantili sono particolarmente elevati, al veriﬁcarsi di forti shock
di mercato, le perdite potenziali potrebbero essere elevatissime, richiedendo un
periodo molto lungo per essere recuperate. Ovviamente, in questo caso, il mo-
dello di regressione lineare classico ingloberebbe il rischio beta quantile nella va-
rianza dei residui, senza essere per` o in grado di spiegare il reale comportamento
dei rendimenti. Il beta quantile fornisce quindi un indicazione che permette di
discriminare ulteriormente il rischio delle attivit` a ﬁnanziarie, infatti a parit` a di
beta lineare e alpha quantile, risulta meno rischiosa l’attivit` a con beta quantile
meno elevato. Inoltre se la scelta di gestione del portafoglio utilizza un ribilan-
ciamento periodico basato sul VaR, un beta quantile molto elevato comporta che
questa quantit` a sia estremamente sensibile alle ﬂuttuazioni di mercato e crea di
conseguenza il problema di dover riallocare maggiormente il portafogli rispetto
ad un portafoglio con beta quantile minore. Modiﬁcare consistentemente il por-
tafoglio pu` o portare molti svantaggi, non da ultimo l’aumento della spesa in costi
di transazione.Capitolo 4
VALUTAZIONE DEL RISCHIO E
COSTRUZIONE DI PORTAFOGLIO CON
DATI SIMULATI
I dati utilizzati si riferiscono alle componenti dell’indice Dow Jones in un inter-
vallo temporale che parte dal primo gennaio 2008 e termina il 31 dicembre 2011.
Tale periodo comprende la crisi ﬁnanziaria del 2008, elemento grazie al quale si
hanno a disposizione sia per il fattore di rischio che per i rendimenti numerosi
valori estremi difﬁcilmente riscontrabili in altri periodi. I titoli che compongo-
no l’indice sono i cosiddetti blue chips, i quali appartengono a settori industriali
anche molto diversi tra loro. Il seguente capitolo ` e diviso in due parti, la pri-
ma mostrer` a come il limitarsi ad un analisi basata sulla sola regressione lineare
possa nascondere delle informazioni rilevanti sull’effettiva rischiosit` a dei titoli
(informazioni invece ricavabili invece estendendo l’analisi alla regressione quan-
tile). La seconda parte dimostrer` a che, utilizzando le informazioni ricavate in
precedenza e sfruttando nuovamente la regressione quantile, oltre ad ottenere un
analisi pi` u completa del rischio di portafoglio, ` e possibile individuare dei vettori
di pesi che permettano di ottenere dei portafogli ottimizzati.
In particolare si osserver` a come l’effetto di diversiﬁcazione che agisce sui be-
ta quantile possa portare ad ottenere dei pesi molto diversi rispetto a quelli di
minima varianza per l’ottimizzazione del rischio.
L’obiettivo ﬁnale sar` a quello di veriﬁcare se il portafoglio di minima varianza
sia in grado di ottimizzare il rischio delle code o se invece esistano dei portafogli
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che permettono di ottenere dei risultati migliori.
Il capitolo ` e cos` ı organizzato: la prima sezione descriver` a la parte inerente
ai dati ed ai problemi di natura computazionale e di analisi dei singoli titoli e
delle procedure di ottimizzazione e di analisi del portafoglio. Tramite i coefﬁ-
cienti resistituiti dalla regressione quantile si mostrer` a come il comportamento
dei rendimenti possa essere estremamente diverso condizionatamente al fatto-
re di rischio. Successivamente verr` a mostrato come per i singoli titoli i risultati
ricavati da un semplice modello di regressione lineare sarebbero limitati e fuor-
vianti per valutare efﬁcacemente il rischio. Per quanto riguarda la costruzione
del portafoglio, inﬁne, verranno presi due esempi a modello, necessari l’uno a
considerare le differenze ottenibili assumendo normalit` a e non, e sulle quantit` a
da massimizzare ed i valori a cui condizionare, e l’altro a dimostrare cosa pu` o
comportare la diversiﬁcazione dei beta quantile. Si proceder` a inﬁne nel cercare
di ottimizzare un portafoglio costituito da dieci titoli.
4.1 Raccolta dati, modello utilizzato e problemi di
natura computazionale
I dati di partenza per l’analisi consistono nelle serie storiche dei prezzi dei tito-
li dell’indice Dow Jones, dei rendimenti del risk free e del fattore di rischio di
mercato. Le serie storiche dei prezzi sono state raccolte da “Yahoo ﬁnance” e,
successivamente, su queste sono stati calcolati i log rendimenti
ri,t = log(Pi,t) − log(Pi,t−1)
poi moltiplicati per cento, in modo da avere lo stesso ordine di grandezza del risk
free e del fattore di rischio. Per i dati inerenti ai valori del rischio di mercato e
del titolo privo di rischio sono stati utilizzati i dati disponibili sul sito di Fama e
French.
Per la stima dei coefﬁcienti di regressione quantile ` e stato utilizzato il software
R ed il pacchetto quantreg scritto da Koenker. Il pacchetto quantreg permette in
particolare di utilizzare un metodo di stima che consente di vincolare dei para-
metri. In tal modo sar` a possibile stimare un modello dove l’intercetta rimanga la
stessa sia quando il fattore di rischio ` e positivo, sia quando ` e negativo.4.1. RACCOLTA DATI, MODELLO UTILIZZATO E PROBLEMI DI NATURA
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Cos` ı facendo il segno del fattore di rischio inﬂuisce esclusivamente sul coefﬁ-
ciente angolare e non sull’intercetta come speciﬁcato dal seguente modello:
Qτ(ri|M) = ατ + (betaτ,1 + I(M < 0)betaτ,2)M
In tale modello i coefﬁcienti beta negativi saranno ricavati come somma tra il beta
positivo e la differenza tra beta negativo e beta positivo.
Variando il τ tra 0.01 e 0.99 ` e possibile calcolare i coefﬁcienti di regressio-
ne per ogni percentile e successivamente simulare la distribuzione condizionata,
approssimando la probabilit` a di osservare valori intermedi tra un percentile e
l’altro tramite una distribuzione uniforme. Nonostante questa approssimazione
` e possibile ricavare delle distribuzioni condizionate che ben si adattano ai dati.
Tramite questo metodo non ` e purtroppo possibile ricavare i valori precedenti al
primo percentile e successivi al novantanovesimo.
Ilsoftwarepermettepoialtrotipodistima: immettendocomeinputmenouno
come parametro τ si ricavano le stime dei coefﬁcienti per tutti i τ possibili date
le osservazioni. In questo modo ` e possibile avere a disposizione molti pi` u valori
stimati che tengono conto anche dei possibili valori inferiori al primo percentile.
L’ideale sarebbe ottenere una situazione in cui l’ordine delle stime per i quantili
sia esatto in qualsiasi livello del fattore di rischio, e perch` e ci` o sia possibile ` e
necessario che il valore dei beta negativi di regressione quantile sia decrescente
rispetto ai quantili , mentre deve essere crescente per i beta quantile positivi.
Per quanto riguarda il calcolo del vettore dei pesi del portafoglio di minima
varianza ` e stato utilizzato il pacchetto quadprog che permette di ricavare delle
ottimizzazioni quadratiche inserendo dei vincoli lineari come la positivit` a dei
pesi.
Nella sezione inerente il portafoglio costituito da due soli titoli sono stati sti-
mati tutti i coefﬁcienti alpha beta quantile per il primo, quinto e decimo quantile.
Tramite queste stime sono state ricostruite le curve dei quantili al variare dei pe-
si del portafoglio. Con pi` u di due titoli questo non ` e pi` u possibile dato che la
numerosit` a delle quantit` a da stimare aumenta esponenzialmente. ` E stato quin-
di utilizzato un algoritmo di ottimizzazione per la ricerca dei massimi quantili
empirici ottenibili combinando le distribuzioni condizionate stimate per i titoli
di partenza. Una volta ottenuti i pesi che massimizzano i quantili empirici sono
stati generati con questi i portafogli non condizionati su cui sono stati calcolati i44
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coefﬁcienti delle rette di regressione quantile. I pesi ottimi ricavati con i due me-
todi sono equivalenti con la sola eccezione che dato che il secondo metodo non
stima pi` u la regressione quantile sul portafoglio ma solo sui titoli iniziali, non si
avranno pi` u a disposizione le stime dei coefﬁcienti per tutti i pesi possibili, ma
solo quelli relativi ai portafogli ottimi condizionatamente ai valori del fattore di
rischio.
4.2 Analisi dei singoli titoli
Ilperiodotemporalepresoinesamesiriferisceaperiodiadelevatavolatilit` acom-
preso quello relativo alla crisi ﬁnanziaria del 2008, momento in cui molti titoli
hanno subito delle perdite considerevoli. I dati del rischio di mercato presentano
in questo lasso temporale molti valori estremi, sia positivi che negativi, che sareb-
bero impossibili da osservare in periodi di stabilit` a del mercato. La particolarit` a
di questo set di dati ` e che permette di evidenziare come le rette di regressione
quantile abbiano pendenza diversa dalle rette di regressione lineare.
Nei titoli dell’indice Dow Jones si possono riscontrare caratteristiche molto
diverse sia in termini di coefﬁcienti beta lineare (il range dei coefﬁcienti stimati
va da 0.5 a oltre 2) che in termine di varianza dei residui. ` E possibile osserva-
re come all’aumentare dell’esposizione al rischio aumenti anche la dispersione
dei residui. Estendendo l’analisi alla regressione quantile ` e possibile individua-
re ulteriori caratteristiche che comportano comportamenti differenti nelle varie
situazioni di mercato.
Generalmente, ` e possibile riscontrare come i titoli che hanno esposizioni al
rischio beta elevato presentino differenze tra beta quantili e beta lineare maggio-
ri, mentre gli alpha quantile, seppur crescendo, non sono troppo diversi dagli
alpha quantile dei titoli con esposizioni al rischio meno elevate. Da ci` o se ne ri-
cava che, condizionatamente a situazioni di stabilit` a di mercato, le differenze di
rischio tra i vari titoli sono meno accentuate di quanto l’analisi di regressione li-
neare faccia supporre, perch` e nel modello di regressione lineare la varianza dei
residui ingloba sia il rischio alpha che il rischio beta quantile, e quindi non riesce
a diversiﬁcare il rischio idiosincratico in base alle varie situazioni di mercato.
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quantile, sorgono naturali alcune considerazioni. Per tutti i titoli, la differenza
tra il beta positivo e il beta negativo per il quantile mediana non ` e mai signiﬁca-
tivamente diversa da zero e quindi ne consegue che la retta mediana ` e derivabile
sullo zero, fatto che generalmente non accade per le rette inerenti i quantili di
coda.
Il modello con segno stimato ` e in accordo quindi con il modello a singolo
fattore che non considera separatamente fattore di rischio positivo e fattore di
rischio negativo.
Nel periodo considerato si osserva per tutti i titoli un andamento crescente
all’aumentare del quantile per il coefﬁciente beta positivo, ed un andamento de-
crescente all’aumentare del tau per il beta negativo. Inoltre nonostante gli alpha
quantile indichino per alcuni titoli una distribuzione molto prossima alla norma-
le in condizioni di mercato stabili, il fattore di rischio causa come indicato dai
beta quantile un allontanamento da questa forma distributiva.
Per alcuni titoli la sensibilit` a al fattore di rischio indicata dai beta quantile
aumenta drasticamente solo per i quantili di coda, mentre per i quantili centrali
rimane molto simile a quella indicata dal beta di regressione lineare. Le differen-
ze tra i beta inerenti la coda inferiori e quelli della coda superiore indicano come
il fattore di rischio allontanandosi dallo zero possa indurre delle asimmetrie nel-
la distribuzione condizionata dei rendimenti, caratteristica che non si presenta in
condizioni di stabilit` a di mercato. Inoltre, le differenze tra i beta quantili negativi
ed il beta di regressione lineare sono maggiormente accentuate rispetto ai beta
quantili positivi e il beta di regressione lineare. Questo particolare evidenzia co-
me il fattore di rischio abbia un effetto maggiore quando assume valori negativi
e, mentre per i beta negativi le differenze con il beta di regressione lineare sono
pi` u accentuate quando i quantili considerati sono relativi alla coda sinistra, per
i beta positivi si osserva una situazione invertita mostrando differenze maggiori
per la coda destra, anche se in questo caso le differenze con il beta di regressione
lineare risultano minori. Ne consegue che per valori di mercato negativi le devia-
zioni estremamente negative rispetto alla media condizionata sono maggiori alle
deviazioni estremamente positive, mentre per valori positivi del fattore di rischio
accade l’opposto.
Nonostante tutte le parti successive siano basate sui primi quantili della di-46
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Figura4.1: Igraﬁcimostranolestimedeicoefﬁcientialphabetapositivoedelbeta
positivomenoilbetanegativoalvariaredelquantile. Ingrigiosonorappresentati
gli intervalli di conﬁdenza
stribuzione, si nota come per alcuni titoli una differenza signiﬁcativa tra i beta
quantile e il beta lineare si manifesti gi` a per valori vicini alla mediana, mentre
per altri titoli ci` o diventi signiﬁcativo solo per i quantili pi` u estremi. Si riscon-
tra poi in alcuni titoli un problema di signiﬁcativit` a dei coefﬁcienti stimati relati
ai quantili pi` u estremi, problema probabilmente dovuto alla ridotta numerosit` a
campionaria utile alla stima per questi quantili.
Tuttavia, dato che l’ordine dei quantili stimati dev’essere corretto per ogni va-
lore del fattore di rischio, il beta positivo deve essere sempre crescente, mentre il
beta negativo deve essere sempre decrescente al crescere del tau. Appurato che
nei quantili intermedi la differenza rispetto al beta di regressione lineare ` e signi-
ﬁcativa ` e possibile assumere che i quantili di coda siano almeno pari al valore dei
quantili pi` u centrali e quindi anche essi risultano diversi dal beta di regressione
lineare.
4.2.1 Analisi del rischio di due titoli
In questa sezione si illustrer` a come sia possibile valutare la rischiosit` a di due tito-
li attraverso le informazioni ricavate dalla regressione quantile. Per comprendere
al meglio l’utilit` a della regressione quantile nell’analisi del rischio e nella costru-
zione del portafoglio verranno presi in analisi i rendimenti del titolo Boeing (BA)
e del titolo The Travelers Company (TRV). I due titoli dell’indice Dow Jones ap-
partengono a settori molto diversi: infatti la prima azienda si occupa del settore
aerospaziale mentre la seconda appartiene al settore assicurativo. Valutando il
comportamento tramite regressione lineare i due titoli hanno caratteristiche mol-4.2. ANALISI DEI SINGOLI TITOLI 47
to simili; si osserva come entrambi i titoli hanno coefﬁciente beta molto pros-
simo ad uno e una varianza dei residui simili, mentre gli alpha del modello di
regressione lineare non sono signiﬁcativi in entrambi i casi.
Tabella 4.1: beta e varianza dei residui
titolo beta lineare varianza residui
BA 0.98 1.57
TRV 1.05 1.78
Di conseguenza, il rischio valutato tramite queste informazioni risulta molto
simile, dato che se si assume l’identica distribuzione e la normalit` a dei residui i
quantili delle distribuzioni condizionate nei due titoli sono sempre simili.
La particolarit` a di avere il beta e la varianza dei residui cos` ı simili, permette
di comprendere appieno l’utilit` a valutare il rischio basandosi sulla regressione
quantile invece che limitarsi esclusivamente alla regressione lineare.
Figura 4.2: Le rette rosse rappresentano le rette della regressione lineare e le rette
del quinto e novantacinquesimo quantile, assumendo errori identicamente distri-
buiti e normali. Le rette blu mostrano come le rette di regressione ottenute siano
molto vicine tra di loro e praticamente sovrapponibili.
Estendendo l’analisi alla regressione quantile invece che disporre esclusiva-
mente del beta lineare e della varianza dei residui, si ottengono gli alpha quantile
i beta quantile negativi, e i beta quantile positivi, che consentono una serie di
considerazioni aggiuntive. Ad esempio utilizzando i coefﬁcienti ottenuti per il
quinto quantile ` e possibile ricavare i graﬁci di ﬁgura 4.3, dove ` e possibile os-
servare come, relativamente al quinto quantile, il secondo titolo in condizioni di
mercato estreme risulti nettamente pi` u rishioso rispetto al primo.48
CAPITOLO 4. VALUTAZIONE DEL RISCHIO E COSTRUZIONE DI
PORTAFOGLIO CON DATI SIMULATI
Figura 4.3: Le rette rosse sono calcolate con il modello di regressione lineare as-
sumendo l’identica distribuzione degli errori, mentre le rette verdi sono calco-
late tramite i coefﬁcienti regressione quantile per il quinto e novantacinquesi-
mo quantile. Le rette blu rappresentano la proiezione delle rette di regressione
quantile del primo titolo sul secondo titolo.
Tabella 4.2: Tabella dei coefﬁcienti alpha e beta relativi al quinto quantile
titolo alpha beta M < 0 beta M > 0 delta beta M < 0 delta beta M > 0
BA -1.87 1.3 0.57 0.3 0.43
TRV -1.53 1.7 0.35 0.7 0.65
Analizzandonellospeciﬁcoicoefﬁcientiriportatiintabella4.2siosservacome
l’alpha quantile del primo titolo sia inferiore rispetto al secondo, ci` o comporta
che se il valore di mercato risulta nullo, mentre per il primo titolo il cinque per
cento dei valori veriﬁcabili sono inferiori alla soglia di -1.87, per il secondo titolo
tale soglia sale a -1.53. Se quindi si assume il quinto quantile come indice di
rischio ` e possibile affermare come condizionatamente a zero il primo titolo sia
pi` u rischioso rispetto al secondo. In questo caso, il modello di regressione lineare
restituiva un’informazione opposta dato che la varianza dei residui del primo
titolo risultava maggiore della varianza dei residui del secondo titolo. Di contro
il secondo titolo diventa maggiormente rischioso per valori di mercato negativi,
dato che il beta quantile negativo pi` u elevato porta a far decrescere la stima del
quinto quantile pi` u rapidamente di quanto avvenga per il primo titolo.
Di conseguenza la decisione su quale dei due titoli sia pi` u rischioso non ` e pi` u
scontata come poteva apparire all’inizio, ma va valutata relativamente ai valori
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Posto che i quantili stimati per i due titoli giacciono su due rette incidenti, ` e
possibile individuare un valore del rischio di mercato per cui i due titoli hanno la
stessa stima del quantile, mentre per valori inferiori a tale punto ` e maggiormente
rischioso il secondo titolo, viceversa per valori maggiori risulta maggiormente
rischioso il primo titolo.
Per quanto riguarda i valori positivi di mercato si possono fare le stesse os-
servazioni: il titolo con beta positivo minore ` e quello a cui per valori elevati del
fattore di rischio sono associati i quantili minori. La stessa analisi ` e possibile ef-
fettuarla anche per gli altri quantili di coda: le conclusioni per il primo e decimo
quantile sono simili a quelle ottenute per il quinto, cio` e per valori di mercato
prossimi a zero il secondo titolo risulta tra i due il meno rischioso, mentre per
valori estremi di mercato risulta maggiormente rischioso il secondo titolo. ´ E pos-
sibile notare (Figura 4.4) come il punto di intersezione tra le rette sia diverso
a seconda del quantile scelto, in particolare per il primo quantile l’intervallo in
cui il secondo titolo risulta meno rischioso del primo ` e decisamente pi` u ampio
dell’intervallo ottenuto considerando gli altri due titoli. Questo evidenzia come,
a causa della non normalit` a e identica distribuzione degli errori, le conclusioni
su quale titolo sia pi` u rischioso, oltre che dal valore di mercato dipendano dal
quantile analizzato.
Figura 4.4: Dai graﬁci si pu` o concludere che il primo titolo (rette rosse) ` e mag-
giormente rischioso del secondo (rette verdi) per valori di mercato molto vicini
allo zero, mentre il secondo tende a diventare pi` u rischioso quando ci si allonana
da questo valore.50
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` E possibile generalizzare le osservazioni fatte in precedenza, infatti suppo-
nendo di avere due titoli e che tra i due il secondo titolo abbia una varianza dei
residui maggiore del primo, facendo riferimento esclusivamente alla parte nega-
tiva del fattore di rischio, tramite i coefﬁcienti di regrssione quantile si possono
individuare le seguenti situazioni.
• Il secondo titolo ha sia alpha quantile che beta quantile minori rispetto a
quelli del primo titolo. In questo caso il secondo titolo risulta pi` u rischioso
del primo per valori di mercato vicini allo zero, ma le differenze si riducono
gradualmente quando il fattore di rischio assume valori sempre pi` u nega-
tivi. Esiste un punto oltre il quale il secondo titolo diventa meno rischioso
del primo.
• Il secondo titolo ha sia alpha quantile che beta quantile maggiori rispetto a
quellidelprimotitolo; inquestocasoilsecondotitolorisultamenorischioso
del primo per valori di mercato vicini allo zero, ma la differenze si riducono
man mano che il fattore di rischio assume valori sempre pi` u negativi. Esiste
un punto oltre il quale il secondo titolo diventa pi` u rischioso del primo.
• Il secondo titolo ha alpha quantile minore e beta quantile maggiore rispetto
al secondo titolo. In questo caso la retta di regressione quantile del secondo
titolo ` e sempre al di sotto della corrispondente retta di regressione quan-
tile del primo titolo, e man mano che il fattore assume valori sempre pi` u
negativi la differenza di rischio tra i due titoli aumenta.
Va posta attenzione al fatto che nei primi due casi il punto d’intersezione delle
due rette potrebbe essere un valore fortemente negativo, e quindi impossibile da
osservare nella realt` a; se cos` ı fosse varrebbero le conclusioni del terzo caso.
Per la parte positiva del fattore di rischio si possono fare delle analoghe con-
siderazioni, tenendo per` o presente che l’interpretazione dei valori beta quantile
risulta invertita. Dato che i coefﬁcienti beta positivi non dipendenti dai coef-
ﬁcienti beta negativi, ` e possibile combinare i casi per la parte positiva e i casi
per la parte negativa, ottenendo quindi (considerando che il coefﬁciente alpha
quantile se ` e maggiore per la parte positiva lo ` e anche in quella negativa), 7 situa-
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dei rendimenti dei titoli nelle diverse situazioni di mercato. I sette casi sono i
seguenti:
• il primo titolo ` e pi` u rischioso del secondo solo per valori fortemente ne-
gativi, ma per un certo valore negativo del fattore di rischio diventa meno
rischioso, e rimane tale anche per tutta la parte positiva.
• il primo titolo ` e meno rischioso del secondo solo per valori fortemente ne-
gativi, ma per un certo valore negativo del fattore di rischio diventa pi` u
rischioso, e rimane tale anche per tutta la parte positiva.
• il primo titolo ` e pi` u rischioso del secondo solo per valori fortemente ne-
gativi, ma per un certo valore negativo del fattore di rischio diventa meno
rischioso, oltre un certo valore positivo del fattore di rischio torna ad essere
pi` u rischioso del secondo
• il primo titolo ` e meno rischioso del secondo solo per valori fortemente ne-
gativi, ma per un certo valore negativo del fattore di rischio diventa pi` u
rischioso, oltre un certo valore positivo del fattore di rischio torna ad essere
meno rischioso del secondo
• il primo titolo ` e meno rischioso del secondo per tutti i livelli del fattore di
rischio negativo e per valori del fattore di rischio posivi vicini a zero, oltre
ad un certo valore positivo diventa pi` u rischioso.
• il primo titolo ` e pi` u rischioso del secondo per tutti i livelli del fattore di
rischio negativo e per valori del fattore di rischio posivi vicini a zero, oltre
ad un certo valore positivo diventa meno rischioso.
• il primo titolo ` e sempre meno rischioso del secondo
` E possibile inoltre estendere la regressione quantile a tutti i percentili in modo
da poter ricostruire l’intera distribuzione condizionata. Questo permette di avere
la completa distribuzione condizionata dei rendimenti al variare del rischio di
mercato.
Riferendosi ai due titoli analizzati in precedenza, dai graﬁci si pu` o osservare
come quando il mercato assume valori fortemente negativi la coda inferiore del52
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Figura 4.5: Curve di densit` a condizionate al rischio di mercato: in vero per M=-4,
in rosso per M=0, e in blu per M=4.
secondo titolo ` e pi` u grassa e lunga di quella del primo titolo il che rende il secon-
do titolo pi` u rischioso. Ricostruendo cos` ı l’intera distribuzione condizionata dei
rendimenti ` e possibile ricavare un’altra misura di rischio che gode di propriet` a
teoriche migliori del VaR, essendo essa subaddittiva. Quest’ultima consiste nel
valore atteso dei rendimenti al di sotto di un certo quantile, ed ` e denominata
CVaR. Il vantaggio nell’utilizzare questa misura ` e che considera la coda nella
sua interezza e non solo alcuni punti indicati dai quantili. Le situazioni possibi-
li per discriminare la rischiosit` a dei titoli permangono le medesime descritte in
precedenza.
Le distribuzioni condizionate nei vari livelli del fattore di rischio, sono inoltre
necessarie per affrontare la parte successiva. Se infatti per i singoli titoli ` e suf-
ﬁciente ottenere le stime dei coefﬁcienti alpha e beta quantile relativamente ai
quantili interessati, per poter stimare queste quantit` a nei portafogli ` e necessario
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4.3 Portafogli e regressione quantile
L’analisi appena compiuta pu` o essere utilizzata anche per il confronto dei porta-
fogli. Oltre all’analisi del rischio dei portafogli ottenuti ` e possibile utilizzare le
informazioni della regressione quantile nel procedimento di ottimizzazione del
portafoglio. In questa tesi si ` e proceduto cercando i portafogli che permettano di
massimizzare i quantili condizionati e al successivo confronto di tali portafogli
con il portafoglio di minima varianza. Il portafoglio di minima varianza ` e quel
portafoglio che garantisce il rischio minimo ottenibile in termini di varianza in-
dipendentemente dal valore atteso. ` E indispensabile sottolineare che la metodo-
logia che verr` a adottata inizialmente non tenta di massimizzare i quantili della
distribuzione di tutti i rendimenti possibili del portafoglio, ma esclusivamente
dei rendimenti condizionati ad un dato valore del fattore di rischio. Il portafo-
glio a minima varianza invece minimizza la varianza complessiva del portafo-
glio considerando il fattore di rischio come un’ulteriore variabile e non come una
costante data.
Procedendo con l’analisi verr` a mostrato come sia possibile, in alcune situa-
zioni, ricavare dei portafogli che risultano per i quantili condizionati migliori
del portafoglio a minima varianza indipendentemente dal valore del fattore di
rischio.
Nella prima parte ci si ` e concentrati esclusivamente per l’insieme negativo
del rischio di mercato perch` e questo pu` o essere tranquillamente trattata singo-
larmente anche con titoli che hanno beta di regressione lineare diversi tra di loro,
mentre come si vedr` a successivamente, massimizzare i quantili condizionando
esclusivamente ad un livello positivo del fattore di rischio pu` o portare ad esporsi
eccessivamente al rischio di mercato. Dato che nei primi due titoli analizzati in
precedenza non si riscontra questo problema, perch` e i beta lineari dei due titoli
sono molto simili, essi risultano ideali per fare un primo esempio.
L’uguaglianza dei beta di regressione lineare comporta che il portafoglio di
minima varianza, nel caso di normalit` a ed identica distribuzione degli errori, ` e
determinabile minimizzando esclusivamente la varianza idiosincratica, e quindi
pure i pesi ottimi che massimizzando i quantili risultano identici indipendente-
mente dal fattore di mercato. Adottando la regressione quantile la precedente
affermazione viene smentita.54
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Nel secondo esempio nonostante si presenti una differenza signiﬁcativa tra i
betadiregressionelineare, sipresentauneffettodidiversiﬁcazionesuibetaquan-
tile, che permette di osservare come sia possibile che il portafoglio di minima
varianza non appartenga all’insieme di portafogli che ottimizzano i quantili.
Durante l’analisi si ` e proceduto parallelamente simulando i rendimenti sia
sotto le assunzioni di normalit` a e identica distribuzione, sia simulando dalle di-
stribuzionicondizionatestimatetramiteregressionequantile. Questopermettedi
evidenziare come i risultati e le conclusioni nei due casi possano risultare anche
molto differenti.
Nonostante i risultati sotto le assunzioni di normalit` a e d’identica distribu-
zione siano ottenibili analiticamente, anche per questa modalit` a ` e stata utiliz-
zata la stessa metodologia adottata per i rendimenti simulati tramite regressio-
ne quantile; le stime ottenute risultano comunque in linea con i valori ricava
analiticamente.
Infatti, nel caso di normalit` a, le stime ottenute per i beta quantili non sono
mai signiﬁcativamente diverse dal beta di regressione lineare, mentre gli alpha
quantile coincidono con quelli calcolati tramite la varianza dei residui.
Per ottenere i coefﬁcienti dei portafogli nel caso di dati simulati dalle distri-
buzioni stimate si ` e proceduto come di seguito esposto. Per ogni titolo sono stati
stimati i coefﬁcienti di regressione quantile per tutti i percentili tra 0.01 e 0.99,
inoltre sono stati ricampionati con ripetizione cinquantamila valori del fattore
di rischio osservato nel periodo, e successivamente per ogni valore ottenuto ` e
stato estratto casualmente un valore dalla distribuzione condizionata ricostruita
utilizzando i quantili condizionati precedentemente stimati. Combinando i dati
simulati per i due titoli sono poi costruiti 101 portafogli, facendo variare il peso
del primo titolo da 0 a 1 con un passo di 0.01, mentre il peso del secondo titolo ` e
ottenuto per differenza tra 1 ed il peso del primo titolo. Per ciascun portafoglio
inﬁne sono stati calcolati il beta di regressione lineare, la varianza dei residui, i
parametri alpha, beta positivo e beta negativo per i quantili uno cinque e dieci.
Cos` ı operando ` e possibile ottenere i graﬁci dei coefﬁcienti al variare dei pesi
del portafoglio, i quali permettono di veriﬁcare come esista un effetto dovuto alla
diversiﬁcazione non solo sul rischio alpha, ma anche sul rischio beta.
Grazie ai coefﬁcienti ottenuti sono state poi costruite le curve dei quantili sti-4.4. PORTAFOGLI CON DUE TITOLI 55
mati per i portafogli condizionatamente a dei valori del fattore di rischio al varia-
re della composizione del portafoglio. Come si vedr` a in seguito sono inoltre stati
ricavati i pesi dei portafogli che permettessero la massimizzazione delle seguenti
quantit` a:
• la somma dei tre quantili di coda
• la somma dei tre quantili di coda con pesi non uguali
• la media dei rendimenti condizionati al di sotto del decimo quantile
Per poter calcolare l’ultima quantit` a ` e stato utilizzato un approccio diverso
rispetto a quello descritto in precedenza, invece di ricostruire l’intera popolazio-
ne, sono stati simulati i rendimenti condizionati a singoli valori del fattore di
rischio ed in seguito ` e stata fatta la media delle osservazioni sottostanti al decimo
quantile empirico.
Dopo aver ottimizzato i quantili condizionati a dei singoli livelli del fattore di
rischio, si sono cercate le combinazioni di pesi che massimizzassero le somme, e
le somme pesate delle stesse quantit` a precedenti ottenute per pi` u valori negativi
del fattore di rischio. Inﬁne ` e stata aggiunta anche la parte positiva in modo
da poter confrontare i pesi ottenuti con i pesi del portafoglio a minima varianza
classico.
4.4 Portafogli con due titoli
I due titoli confrontati in precedenza risultano utili per una prima osservazio-
ne sulle differenze nelle conclusioni che si trarrebbero utilizzando un approccio
basato sulla regressione lineare con assunzioni di normalit` a e identica distribu-
zione, rispetto a quelle che ` e invece possibile ottenere con la regressione quantile.
Questo perch` e dato che i beta di regressione lineare nei due titoli non sono si-
gniﬁcativamente diversi tra di loro, minimizzare la varianza consiste unicamente
nel minimizzare il rischio idiosincratico, restando il rischio sistematico pressoch` e
costante al variare della composizione del portafoglio.
In questo caso, inoltre, dato che ` e la minimima varianza non dipende dal be-
ta, il portafoglio ottenuto ` e quello che minimizza la varianza idiosincratica e di56
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conseguenza ogni quantile delle distribuzioni condizionate per ogni valore del
fattore di rischio.
Bisogna ricordare che generalmente ` e ben diverso minimizzare la varianza
della distribuzione condizionata ad uno speciﬁco valore, o costruire il portafo-
glio di minima varianza. Se l’assunzione di identica distribuzione degli errori
` e vera, minimizzare la varianza ad un dato livello signiﬁca minimizzarla condi-
zionatamente a qualsiasi livello, ma questa non ` e necessariamente la soluzione
ottimale se si considera tutto l’insieme dei valori del rischio di mercato, poich` e
se il beta fosse diverso nei due titoli va considerata anche la diversa sensibilit` a al
fattore di rischio che andr` a quindi opportunamente ottimizzata.
Utilizzando invece i dati ottenuti tramite simulazione effettuata partendo dai
coefﬁcienti di regressione quantile, la distribuzione dei dati non risulta pi` u sol-
tantotraslataalvariaredelfattoredirischio, maibetaquantilenevannoamodiﬁ-
care vari aspetti, come varianza, asimmetria e curtosi. Ci` o pu` o comportare anche
grosse differenze a livello di pesi relativi ai portafogli ottimi ricavati per valo-
ri diversi del rischio di mercato, questo nonostante il beta di regressione lineare
rimanga sempre costante.
La prima evidente differenza tra i due casi si ha quindi sui coefﬁcienti di re-
gressione quantile stimati, sia per quanto riguarda i valori ottenuti per questi, sia
per come essi varino cambiando la composizione del portafoglio.
Il graﬁco (a) di ﬁgura 4.6 ` e relativo ai beta di regressione quantile stimati sui
dati ottenuti utilizzando errori normali e identicamente distribuiti e mostra come
i valori ottenuti non siano signiﬁcativamente diversi dalle stime del beta di re-
gressione lineare. I beta stimati per ogni quantile variano linearmente tra il beta
lineare del primo titolo ed il beta lineare del secondo titolo che comunque hanno
valori molto simili. E’ riscontrabile, quindi, quanto precedentemente afferma-
to, cio` e che nel caso gli errori siano identicamente distribuiti, stimare il beta dei
quantili non aggiunge informazioni dato che essa ` e gi` a completamente inclusa
nel beta di regressione lineare.
Analizzando i beta stimati sui dati ottenuti tramite regressione quantile ` e pos-
sibile osservare come quest’ultima affermazione non risulti pi` u veritiera. Nel
graﬁco (b) di ﬁgura 4.6 sono rappresentati i beta negativi per diversi quantili, i
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differenza risulta pi` u o meno accentuata sia in base al quantile interessato, sia in
base ai pesi del portafoglio.
Quanto appena affermato, non ` e dovuto esclusivamente al fatto che i beta
quantili dei due titoli siano diversi, infatti l’andamento dei beta quantile da un
estremo all’altro non ` e pi` u lineare come in precedenza, ed esistono dei vettori
di pesi che permettono di ottenere dei beta quantili addirittura inferiori a quelli
dei singoli titoli,( caratteristica che risulta maggiormente evidente per i beta dei
quantili pi` u estremi, com’era stato dimostrato per il caso normale con varianza
eteroschedastica).
La differenza sostanziale dal caso dimostrato in condizioni di normalit` a ed
eteroschedasticit` a, ` e che il punto di minimo per i vari beta non si riscontra in cor-
rispondenza dello stesso vettore dei pesi. Il graﬁco (c) di ﬁgura 4.6 mostra come
il fenomeno si presenti anche se con minore intensit` a anche sui beta quantile po-
sitivi, dove per` o la diversiﬁcazione agisce in senso opposto, infatti si ottengono
dei vettori di pesi che hanno beta positivo maggiore rispetto ai beta positivi dei
singoli titoli. Come dimostrato in precedenza non ` e infatti il valore dei beta quan-
tili a diminuire, ma il valore assoluto della differenza tra i beta quantili e il beta
lineare, indipendentemente dal fatto i beta quantili siano riferiti ai valori positivi
o ai valori negativi del fattore di rischio. Dato un quantile inoltre il beta quan-
tile positivo non si massimizza in corrispondenza del punto di minimo del beta
quantile negativo, questo perch` e gli effetti sui rendimenti sono diversi in base al
segno del fattore di rischio.
Oltre ai graﬁci dei coefﬁcienti beta, sono riportati i graﬁci dei coefﬁcienti al-
pha (Figura 4.7), relativi al caso normale (graﬁco a) e al caso di dati simulati con
regressione quantile (graﬁco b). Nel caso di normalit` a gli alpha corrispondo a
quelli teorici ottenuti moltiplicando la radice della varianza dei residui dei vari
portafogli per i quantili della normale standard. Mentre nel caso di normalit` a gli
alpha si massimizzano tutti per lo stesso vettore dei pesi (corrispondente in que-
sto caso al portafoglio di minima varianza), nel caso di non identica distribuzione
questo non ` e pi` u vero.
Le curve degli alpha quantile inoltre non decrescono pi` u in modo simmetrico
rispetto al loro punto di massimo perch` e inﬂuenzate dalle possibili asimmetrie
nelle distribuzioni dei singoli titoli.58
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Figura 4.6: Il graﬁco (a) mostra le i coeffcienti beta di regressione quantile stima-
ti per i vari quantili nel caso di dati simulati con errori normali e identicamente
distribuiti al variare del portafogli, il graﬁco (b) mostra i coefﬁcienti beta nega-
tivi con distribuzioni non normali, mentre il graﬁco (c) mostra i coefﬁcienti beta
positivi
Figura 4.7: Nel graﬁco (a) sono rappresentati gli alpha al variare dei pesi dei
portafogli per i vari quantili nel caso di errori normali, mentre nel graﬁco (b)
sono rappresentate le stesse quantit` a ma nel caso di errori non normali
` E possibile osservare come, sopratutto in corrispondenza dei punti di massi-
mo, gli alpha nel caso di non normalit` a siano maggiori rispetto a quelli di norma-
lit` a, e quindi il rischio alpha ` e meno elevato di quanto farebbe invece supporre
la varianza dei residui della regressione lineare. Di conseguenza in condizioni di
normalit` a di mercato, un approccio basato sulla regressione lineare porta a sovra-
stimare il rischio; tale caratteristica si riscontrava anche per i singoli titoli. Causa
ne sono le differenze tra i beta quantili ed il beta lineare, e l’erronea assunzio-4.4. PORTAFOGLI CON DUE TITOLI 59
ne della normalit` a, che viene inglobata negli alpha quantile (quindi tendono ad
essere sovrastimati).
Nella tabelle 4.3 sono riportati i valori dei coefﬁcienti beta per i due titoli, e il
betaminimoottenibilecombinandoititoliconipesiassiciatiaquestoportafoglio,
mentreNellatabelle4.4sonoriportatiivalorideicoefﬁcientialphaperiduetitoli,
e l’alpha massimo ottenibile con i relativi pesi
Tabella 4.3: tabella per i beta quantile
quantile peso 0 peso 1 beta minimo pesi beta minimo
Beta lm 0.99 1.03 0.99 1
Beta 01 1.34 2.09 1.27 0.95
Beta 05 1.32 1.72 1.25 0.77
Beta 10 1.30 1.55 1.23 0.71
Tabella 4.4: tabella per gli alpha quantile
quantile primo titolo secondo titolo alpha massimo pesi alpha massimo
Alpha 01 -3.2 -2.55 -1.81 0.45
Alpha 05 -1.83 -1.62 -1.2 0.41
Alpha 10 -1.31 -1.12 -0.9 0.45
Con i coefﬁcienti appena analizzati, ` e possibile stimare i quantili condizionati
per vari valori del fattore di rischio al variare della composizione del portafoglio.
Nel caso normale, ` e veriﬁcata la situazione prevista in teoria, ovvero che il punto
dimassimopertuttiiquantilisitrovaincorrispondenzadelportafoglioaminima
varianza indipendentemente dal fattore di rischio.
Le curve si possono ricavare analiticamente, calcolando i quantili come mul-
tipli della radice della varianza dei residui traslati per la media condizionata; nei
graﬁci, infatti i quantili condizionati stimati sono identici a quelli teorici. Se ai
quantili condizionati si sottrae la media condizionata della distribuzione, le cur-
ve dei quantilicondizionatisono sovrapponibili, poich` eesse sonosemplicemente
traslate per il valore del rischio di mercato.
Nel caso di non normalit` a i risultati cambiano drasticamente; poich` e i beta
di regressione quantile dei portafogli variano sensibilmente in base alla compo-
sizione del portafoglio, ` e determinante per la scelta dei pesi il valore del fattore
di rischio. Per valori prossimi allo zero del fattore di rischio, l’alpha assume un
ruolo predominane rispetto al beta, e quindi i quantili sono massimizzati dando
al primo titolo un peso leggermente minore, via via che ci si sposta verso valori60
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sempre pi` u negativi del fattore i beta assumono un ruolo maggiore, portando a
dare sempre maggior peso al primo titolo dato che i beta di questo sono minori
rispetto a quelli del secondo.
La differenza sostanziale come si avr` a modo di appurare, consiste nel fatto
che a causa dell’effetto della diversiﬁcazione sui beta non si arriver` a mai a esclu-
dere completamente il secondo titolo perch` e come visto possono esistere delle
combinazioni di pesi che garantiscono dei beta inferiori a quelli di entrambi i
titoli.
Le curve indicano il rischio del portafoglio nelle diverse situazioni di merca-
to. Il fatto che i beta possano essere anche molto elevati per certe combinazioni di
titoli rende le curve dei quantili molto pi` u ripide di quanto ci si possa aspettare
sotto le assunzioni di normalit` a, dato che in questo caso le differenze dei pun-
ti nelle curve dipendono esclusivamente dalla variazione degli alpha quantile.
I quantili stimati in caso di normalit` a nei vari portafogli sono rappresentati dai
punti delle curve pi` u spesse in ﬁgura 4.8, mentre quelle pi` u ﬁne sono relative ai
quantili stimati sui dati simulati tramite le distribuzioni condizionate. Dato che
nel caso normale le curve possono essere perfettamente ricavate analiticamente,
ci si riferir` a a queste come le curve dei quantili teorici, mentre le altre verranno
indicate come curve dei quantili stimati. ` E possibile osservare come, tranne per
valori molto prossimi allo zero esse indichino come i quantili teorici siano net-
tamente superiori a quelli stimati. Cambia cos` ı radicalmente l’informazione sul
rischio relativo alla composizione dei portafogli. In questa tesi non ` e stata svilup-
pata una frontiera efﬁciente alla Markowitz con rischio quantile e valore atteso
ma ` e ugualmente possibile capire come il rischio se si assume la normalit` a possa
essere enormemente sottostimato, oltre che a individuare come ottimi portafogli
che in realt` a non lo sono. Inoltre per le curve dei quantili stimati, spostandosi dal
punto di massimo, la ripidit` a delle curve ` e molto pi` u accentuata che per i quantili
teorici, e ci` o espande il range dei valori possibili al variare della composizione del
portafoglio. Infatti dai graﬁci delle curve ` e possibile osservare come ad esempio
condizionando ad un rischio di mercato pari a meno 8, il range di variazione del
primo quantile stimato (curva rossa pi` u ﬁna) va da meno 20 a meno 12, mentre
quello teorico varia tra meno 12 e meno 11 (curva rossa pi` u grossa).
Un’altra caratteristica importante delle curve dei quantili stimati ` e che, poich` e4.4. PORTAFOGLI CON DUE TITOLI 61
Figura 4.8: Nel graﬁco le curve pi` u ﬁne rappresentano i quantili condizionati
stimati al variare del portafoglio sotto le assunzioni di normalit` a mentre le curve
pi` u grosse rappresentano i quantili condizionati stimati al variare del portafoglio
per i dati simulati tramite coefﬁcienti di regressione quantile
gli alpha e i beta quantili hanno dei punti di massimo per i primi, e di minimo
per i secondi, in corrispondenza di vettori di pesi diversi, allora anche le curve
non sono massimizzate tutte dallo stesso vettore di pesi. Questo differenza si
riscontra indipendentemente dal valore del fattore di rischio a cui si condiziona.
Si pu` o concludere quindi che, contrariamente a quanto ottenuto utilizzando
la sola regressione lineare, nonostante il beta lineare dei due titoli non sia signiﬁ-
cativamente diverso, la differenza tra i beta quantili rende determinante il valore
a cui si condiziona.
Nella tabelle 4.5 4.6 e 4.7 sono riassunte le principali caratteristiche delle curve
di ﬁgura 4.8, in particolare del loro valore nel caso di peso pari a zero per il primo
titolo, di peso pari a uno per il primo titolo, del valore nel punto di massimo con
relativo peso e del valore in corrispondenza del portafoglio a minima varianza.
Dopo aver analizzato le curve, considerando che esse rappresentano un ri-
schio, ` e immediato far corrispondere al vettore di pesi che le massimizza il vet-
tore di pesi che riesce a minimizzare il rischio (dato il livello del fattore), e che62
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Tabella 4.5: Quantili per vari portafogli condizionatamente a M=0
quantile peso 0 peso 1 massimo e peso nella minima varianza
ventesimo quantile stimato -0.78 -0.82 -0.58/(0.40,0.60) -0.6
ventesimo quantile teorico -1.28 -1.16 -0.86/(0.56,0.44) -0.86
decimo quantile stimato -1.12 -1.31 -0.9/(0.45,0.55) -0.92
decimo quantile teorico -1.96 -1.76 -1.31/(0.56,0.44) -1.31
quinto quantile stimato 1.61 -1.83 -1.2/(0.41,0.59) -1.24
quinto quantile teorico -2.51 -2.26 -1.68/(0.56,0.44) -1.68
primo quantile stimato -2.52 -3.2 -1.82/(0.42,0.58) -1.93
primo quantile teorico -3.55 -3.2 -2.38/(0.42,0.58) -2.38
Tabella 4.6: Quantili per vari portafogli condizionatamente a M=-4
quantile peso 0 peso 1 massimo e peso nella minima varianza
ventesimo quantile stimato -5.60 -5.5 -5.21/(0.53,0.47) -5.22
ventesimo quantile teorico -5.32 -5.19 -4.9/(0.56,0.44) -4.9
decimo quantile stimato -7.35 -6.69 -5.91/(0.62,0.38) -5.95
decimo quantile teorico -5.99 -5.8 -5.35/(0.56,0.44) -5.35
quinto quantile stimato -8.5 -7.04 -6.4/(0.69,0.31) -6.56
quinto quantile teorico -6.55 -6.3 -5.72/(0.56,0.44) -5.72
primo quantile stimato -10.92 -7.74 -7.25/(0.74,0.26) -7.62
primo quantile teorico -7.59 -7.24 -6.42/(0.42,0.58) -6.42
Tabella 4.7: Quantili per vari portafogli condizionatamente a M=-8
quantile peso 0 peso 1 massimo e peso nella minima varianza
ventesimo quantile stimato -10.44 -10.19 -9.83/(0.59,0.41) -9.84
ventesimo quantile teorico -9.36 -9.23 -8.93/(0.56,0.44) -8.93
decimo quantile stimato -13.59 -12.08 -10.86/(0.63,0.37) -10.97
decimo quantile teorico -10.37 -9.83 -9.38/(0.56,0.44) -9.38
quinto quantile stimato -8.5 -7.04 -11.45/(0.76,0.24) -11.87
quinto quantile teorico -10.59 -10.33 -9.76/(0.56,0.44) -9.76
primo quantile stimato -19.29 -12.29 -11.9/(0.87,0.13) -13.32
primo quantile teorico -11.63 -11.27 -10.54/(0.42,0.58) -10.45
quindi generer` a un portafoglio ottimo. Di conseguenza, date le osservazioni fat-
te in precedenza, esisteranno diversi portafogli ottimi, in base al quantile scelto
ed in base al valore del fattore di rischio.
Nei graﬁci in ﬁgura 4.9, ` e possibile notare come a causa della variazione del
fattore di rischio il peso che garantisce il punto di massimo (in rosso) per ogni
quantile si sposti dando peso maggiore o minore al primo titolo a seconda della
situazione di mercato.
I graﬁci nella prima riga mostrano la superﬁcie dei quantili condizionati al
variare del peso del primo titolo e al variare del fattore di rischio; poich` e il beta
lineare ` e positivo, queste tendono ad essere crescenti all’aumentare del fattore di
rischio. I graﬁci nella seconda riga esplicano invece i quantili condizionati per4.4. PORTAFOGLI CON DUE TITOLI 63
Figura 4.9: La prima riga di graﬁci mostra come cambia il VaR condizionato al
variare del fattore di rischio e al peso del primo titolo; nella seconda riga, invece,
sono rappresentati gli stessi graﬁci, in cui per` o al VaR ` e stata sottratta la media
condizionata al ﬁne di rendere evidente le possibili perdite rispetto al valore at-
teso. I punti rossi indicano il portafoglio ottimo condizionato ad ogni valore,
mentre la linea verde invece indica il fattore di rischio pari a zero. ` E possibile
osservare come in prossimit` a dello zero le perdite rispetto al valore atteso siano
pi` u contenute rispetto alla situazione in cui il fattore di rischio assume valori in
modulo elevati
ogni portafoglio a cui ` e stata sottratta la propria media condizionata. Questo
mostra come all’allontanarsi dallo zero (curva verde) del fattore di rischio indi-
pendentemente dal segno di questo, i quantili si allontanano dal valore atteso
condizionato del proprio portafoglio. ` E evidenziato come per il primo quantile
la situazione possa drasticamente peggiorare, data la ripidit` a con cui decresce
la superﬁcie se si da troppo peso al secondo titolo. Questo quindi indica come
considerare esclusivamente il VaR condizionato come indicazione di rischio pu` o
essere limitativo.
I portafogli ottimi ottenuti in precedenza raggiungono l’obbiettivo di massi-
mizzare condizionatamente ad un valore di mercato un determinato quantile.
La stima del quantile di per se ` e gi` a una misura del rischio dato che corrispon-
de al VaR dei rendimenti del portafoglio condizionatamente ad una situazione di64
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mercato, questa per` o ` e un’ottima indicazione solo quando la situazione di merca-
to si veriﬁca, mentre non d` a alcuna indicazione (a meno di non calcolare per ogni
portafoglio le stime dei quantili condizionando ad ogni valore fattore di rischio),
sulla rischiosit` a del portafoglio al variare del fattore di rischio.
Una possibile indicazione sul rischio non condizionato ` e data (come gi` a visto
per i singoli titoli) dagli alpha e dai beta quantile associati ai portafogli, i quali
permettono di capire il comportamento del quantile del portafoglio al variare
delle condizioni di mercato. Appare chiaro come il problema dell’ottimizzazione
sia tutt’altro che risolto.
Altra difﬁcolt` a ` e che, poich` e il vettore per il massimo di un quantile non corri-
sponde ai vettori per i massimi degli altri quantili, ` e necessario valutare opportu-
namentecosa comportailraggiungimentodelmassimoper unquantile suglialtri
quantili, questione che nel caso normale non si pone mai, dato che massimizzare
un quantile signiﬁca massimizzare anche tutti gli altri.
Per i due titoli ﬁnora analizzati si ottengono i risultati riportati nelle tabelle
4.8, 4.9, 4.10 e 4.11, che riportano i pesi, i coefﬁcienti e i quantili stimati condi-
zionando ad un valore particolarmente estremo (-9), e al fattore di rischio pari a
zero.
Tabella 4.8: Pesi ottimi e quantili stimati con rischio di mercato pari a -9
BA TRV varianza I quantile V quantile X quantile
min varianza 0.55 0.45 4.47 -14.8 -13.2 -12.2
max I quantile 0.86 0.14 4.87 -13 -13 -12.5
max V quantile 0.75 0.25 4.63 -13.4 -12.7 -12.1
max X quantile 0.69 0.31 4.55 -13.6 -12.7 -12.1
Tabella 4.9: Coefﬁcienti alpha e beta negativo relativi ai portafogli della tabella
4.6
min var I quant V quant X quant
alpha 01 -1.95 -2.82 -2.44 -2.26
beta 01 1.42 1.13 1.21 1.25
alpha 05 -1.24 -1.59 -1.43 -1.37
beta 05 1.32 1.27 1.25 1.26
alpha 10 -0.93 -1.18 -1.06 -1
beta 10 1.25 1.26 1.23 1.23
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Tabella 4.10: Pesi ottimi e quantili stimati con rischio di mercato pari a 0
BA TRV varianza I quantile V quantile X quantile
min varianza 0.55 0.45 4.47 -1.94 -1.24 -0.93
max I quantile 0.41 0.59 4.55 -1.86 -1.20 -0.91
max V quantile 0.40 0.60 4.57 -1.85 -1.20 -0.91
max X quantile 0.44 0.56 4.52 -1.85 -1.20 -0.91
Tabella 4.11: Coefﬁcienti alpha e beta negativo relativi ai portafogli della tabella
4.8
min var I quant V quant X quant
alpha 01 -1.95 -1.85 -1.85 -1.85
beta 01 1.42 1.62 1.62 1.57
alpha 05 -1.24 -1.2 -1.2 -1.2
beta 05 1.32 1.43 1.44 1.24
alpha 10 -0.93 -0.91 -0.91 -0.91
beta 10 1.25 1.3 1.31 1.28
Dalle tabelle risulta evidente come i portafogli che massimizzano i quantili
nello zero causino un’elevata esposizione ai rischi beta quantile, mentre riducono
ﬁno al limite possibile il rischio alpha; viceversa i portafogli che massimizzano
i quantili a meno nove riducono considerevolmente i beta penalizzando per` o il
rischio alpha.
Relativamente all’effetto che massimizzare un quantile comporta negli altri
quantili, in questo caso si osserva, a meno che non si condizioni a valori parti-
colarmente negativi, come la perdit` a rispetto ai punti di ottimo non sia partico-
larmente elevata. Per risolvere questo problema sono state comunque provate
alcune soluzioni che permettano di ottenere un portafoglio che massimizzi una
combinazione lineare dei quantili, in modo quindi da non dover pi` u scegliere
esclusivamente un quantile.
Se l’obbiettivo fosse semplicemente minimizzare il VaR, dato uno speciﬁco
livello alpha non ci sarebbe alcun problema nel decidere quale quantile massi-
mizzare, dal momento che il VaR ` e riferito ad un quantile ben preciso. Purtroppo
come visto nel primo capitolo, anche il VaR in alcuni casi pu` o risultare limitativo,
dato che non considera il resto della distribuzione precedente la soglia indicata.
Unasoluzione abbastanzasbrigativa pu` oesserequelladimassimizzarelame-
dia dei tre quantili condizionati, in modo da cercare comunque un compromes-
so tra le tre quantit` a, ma questa via non ` e correttamente percorribile, poich´ e ` e
necessario considerare che valori inferiori al primo quantile si dovrebbero pre-66
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Figura 4.10: La retta rossa ` e la retta di regressione del primo quantile per il por-
tafoglio che massimizza il primo quantile nello zero, la retta verde ` e la retta di
regressione del primo quantile per il portafoglio a minima varinza, la retta blu
` e la retta di regressione del primo quantile per il portafoglio che massimizza il
primo quantile in meno nove
sentare con una frequenza di una volta ogni cento osservazioni, mentre valori
inferiori al decimo quantile sono dieci volte pi` u frequenti; per ovviare al proble-
ma,` e possibile considerare di massimizzare una somma pesata dei tre quantili
condizionati.
Se si portasse all’estremo quest’ultimo concetto, e quindi invece di utilizzare
solo tre quantili si usassero tutti i valori inferiori ad una certa soglia, si otterrebbe
il CVaR che gode di propriet` a teoriche migliori rispetto al VaR e che lo rendo-
no una misura coerente di rischio. Questa quantit` a ` e ricavabile individuando
il quantile empirico della distribuzione condizionata corrispondente al quantile
interessato e facendo la media di tutte le osservazioni inferiori.
Restadascegliereperqualevaloredelfattoredirischiomassimizzaredatoche
i pesi che ottimizzano le quantit` a descritte in precedenza possono essere molto
diversi a seconda della condizione.
Rappresentando su un graﬁco (ﬁgura 4.10) le rette che massimizzano il pri-
mo quantile per il fattore di rischio uguale a zero, e la retta che massimizza il
primo quantile per il fattore di rischio uguale a meno nove, il problema appare
lampante.
Se quindi ` e abbastanza immediato scegliere un vettore di pesi che raggiun-
ga l’obbiettivo desiderato per un dato valore del rischio di mercato, ` e invece4.4. PORTAFOGLI CON DUE TITOLI 67
pi` u complesso scegliere un portafoglio che abbia dei quantili ottimizzati in va-
rie situazioni di mercato. Anche per questo problematica si sono cercate varie
soluzioni. Una ` e quella di massimizzare una funzione dei quantili ottenuti per
diversi fattori di rischio, operazione che si pu` o compiere con modalit` a differenti.
La somma semplice risulta troppo riduttiva considerando che i valori di mercato
hanno diverse probabilit` a di veriﬁcarsi. Il fatto di poter stimare i quantili in di-
verse situazioni di mercato permette di assegnare dei pesi a queste condizioni in
modo da attribuire pi` u o meno importanza a determinati eventi e quindi ottenere
portafogli che riducano il rischio quando il mercato va male, senza per` o penaliz-
zare troppo il rischio in situazioni normali, e viceversa. ` E possibile anche fare una
somma pesata dei quantili in base alle probabilit` a di veriﬁcarsi della condizione
di mercato.
Dall’analisi delle curvedei coefﬁcienti stimati ` e possibile ricavareuna soluzio-
ne differente, realizzabile grazie all’effetto della diversiﬁcazione sui coefﬁcienti
beta. Per spiegare questo concetto, risulta utile partire dal caso del portafoglio a
minima varianza. Si suppone di essere nel caso di normalit` a ed identica distri-
buzione degli errori e di avere a disposizione due titoli generici. Il primo titolo
` e quello con beta di regressione lineare maggiore, quindi il beta lineare del por-
tafoglio ` e linearmente crescente all’aumentare del peso assegnato al primo titolo.
La curva di un qualsiasi alpha quantile invece si ottiene moltiplicando la radice
della varianza dei residui dei portafogli ottenuti, per un fattore di scala negativo
corrispondente al quantile della normale standard.
Tutti i punti intermedi nell’intervallo tra il beta lineare minimo (situato nello
zero) ed il punto che massimizza la curva alpha sono quindi portafogli ottimi nel
senso che massimizzano i quantili per speciﬁci livelli del fattore di rischio.
Se invece il beta dei due titoli ` e uguale il portafoglio ottimo per tutto l’insie-
me del fattore di rischio corrisponde al portafoglio che minimizza la varianza dei
residui. Quando i beta dei due titoli sono diversi il portafoglio (0,1) ` e sempre
ottimo quando il fattore di rischio tende a meno inﬁnito (comuque pu` o esserlo
anche per valori sufﬁcientemente negativi), mentre il vettore di pesi che massi-
mizza gli alpha genera il portafoglio ottimo quando il fattore di rischio ` e pari a
zero. Tra questi due portafogli limite sono presenti dei vettori di pesi per i titoli
che massimizzano i quantili nelle situazioni di mercato intermedie.68
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Il portafoglio a minima varianza si trova sempre in questo intervallo ed ` e







Poich` e la curva degli alpha ` e strettamente crescente ﬁno al punto di massimo,
cos` ı come ` e crescente la retta beta tra zero e uno, qualsiasi portafoglio interno
all’intervallo tra zero e alpha massimo ha la caratteristica di non avere altri por-
tafogli che possiedano contemporaneamente sia alpha maggiore sia beta minore.
Da ci` o si deduce che, in questo intervallo, non esistono portafogli che abbiano
rette di regressione quantile con punti sempre maggiori alle rette di regressione
quantile di un altro portafoglio interno all’intervallo stesso, compreso quindi il
portafoglio di minima varianza. Dal punto di vista geometrico, invece, presi due
portafogli interni all’intervallo, le rette di regressione quantile di questi portafogli
ottimi hanno sempre un punto di intersezione a sinistra dello zero.
Si possono avere risultati diversi nel caso in cui non siano veriﬁcate le assun-
zioni normalit` a e d’identica distribuzione. Il portafoglio di minima varianza ` e
ricavato in maniera analoga e si trova nell’intervallo tra il portafoglio che mini-
mizza la varianza dei residui ed il portafoglio che include esclusivamente il titolo
a beta lineare minore.
Pu` o cambiare invece l’intervallo dei portafogli ottimi per i quantili, poiche
non solo i beta quantili non assumono gli stessi valori del beta lineare ma inoltre
a causa dell’effetto di diversiﬁcazione la curva non ha pi` u obbligatoriamente il
suo punto di minimo nel peso 0. Anche gli alpha quantile non sono necessaria-
mente massimizzati dal portafoglio che minimizza la varianza dei residui, ed in
particolare se a causa dell’effetto della diversiﬁcazione il beta quantile minimo si
trova oltre il punto che minimizza la varianza dei residui rispetto al beta lineare
minimo, gli intervalli non hanno tutti i punti in comune; mentre se anche il vetto-
re che genera l’alpha quantile massimo si trova oltre il portafoglio che minimizza
la varianza dei residui, i due intervalli non hanno pi` u nessun punto in comune.
Se ` e vero che all’interno degli intervalli ottimi esistono soltanto portafogli che
non hanno sia alpha maggiore sia beta minore rispetto agli altri portafogli interni
all’intervallo, ci` o non ` e altrettanto vero per portafogli esterni ad esso. Se quindi
esistono dei portafogli nell’intervallo dei portafogli ottimi per i quantili, che pos-4.4. PORTAFOGLI CON DUE TITOLI 69
Figura 4.11: graﬁco dei beta beta e degli alpha per il primo quantile
siedono sia un alpha maggiore sia un beta negativo minore rispetto al portafoglio
di minima varianza allora questi portafogli possiedono delle rette di regressione
quantile sempre superiori alle rispettive rette del portafoglio di minima varianza.
I portafogli che soddisfano queste caratteristiche possono essere pi` u d’uno, e si
differenziano tra di loro per il rischio beta lineare e per gli alpha e beta quantile.
A questo punto ` e sufﬁciente scegliere da quale tipo di rischio proteggersi mag-
giormente, se si preferisce avere quantili pi` u elevati per valori di mercato vicini
allo zero, si preferiranno dei portafogli con alpha maggiore, se si preferisce avere
portafogli migliori in situazioni di mercato estreme, e quindi preferire beta quan-
tile minore. In ogni caso, se un portafoglio possiede alpha quantile maggiore e
beta quantile minore, rispetto all’alpha e beta quantile del portafoglio a minima
varianza, allora la retta di regressione quantile sar` a sempre sopra a quella del
portafoglio a minima varianza.
Un esempio di quanto appena detto si pu` o osservare in maniera evidente con-
siderando i titoli “XOM” e “DIS”. Il graﬁco 4.11 mostra le curve e le linee necessa-
rie per determinare gli intervalli dei portafogli ottimi. La linea nera rappresenta il
beta al variare dei pesi del portafoglio, la curva rossa rappresenta la radice della
varianza dei residui di regressione riscalata in modo che indichi l’alpha del pri-
mo quantile sotto l’assunzione di normalit` a; la La curva verde rappresenta il beta
quantile al variare dei pesi assegnati al primo titolo, mentre la curva blu mostra
gli alpha stimati. Le linee verticali rappresentano corrispondentemente ai colori
per le curve i punti di minimo dei beta e i punti di massimo degli alpha. Inﬁne, la
linea gialla verticale pi` u spessa indica il peso del portafoglio a minima varianza.70
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Come si pu` o notare in questo caso i portafogli nell’intervallo dei portafogli ot-
timi per i quantili non sono compresi nell’intervallo dei portafogli ottimi indivi-
duabili nel caso normale, ed inoltre, tutto l’intervallo in questo caso possiede dei
beta quantili minori e degli alpha quantile maggiori del beta e dell’alpha quantile
del portafoglio a minima varianza. Di conseguenza, qualsiasi portafoglio consi-
derato in questo intervallo generer` a una retta di regressione, che sar` a per il primo
quantile, sempre superiore alla retta di regressione del primo quantile del porta-
foglio di minima varianza. Il fatto che tutti i punti dell’intervallo abbiano questa
caratteristica signiﬁca che, indipendentemente dal valore del fattore di rischio a
cui si condiziona per la massimizzazione dei quantili, i punti della retta di regres-
sione quantile del portafoglio trovato, risulteranno sempre superiori alla retta di
regressione quantile del portafoglio di minima varianza. Generalmente non si
ha questa caratteristica, ma, se il portafoglio a minima varianza, ` e esterno al-
l’intervallo, esister` a sempre almeno un portafoglio che possiede la retta quantile
superiore alla retta quantile del portafoglio di minima varianza.
Riprendendo le considerazioni fatte in precedenza sui beta e sugli alpha, ri-
sulta evidente che gli intervalli dei portafogli ottimi variano in base al quantile
preso in considerazione; infatti, se invece del primo quantile viene considerato
il quinto, la situazione si prospetta diversa, perch` e, mentre per il primo quantile
l’alpha massimo si otteneva in corrispondenza del portafoglio che minimizzava
la varianza dei residui, ora l’alpha massimo del quinto quantile si trova oltre que-
sto punto, e ci` o allarga considerevolmente l’intervallo dei portafogli ottimi per i
quantili, andando a sovrapporsi per alcuni valori all’intervallo in cui ` e compreso
il portafoglio a minima varianza. Se il portafoglio a minima varianza ` e comun-
que esterno all’intervallo dei portafogli ottimi per i quantili signiﬁca che esiste
almeno un portafoglio nell’intervallo con alpha maggiore e beta minore di esso.
Confrontando gli intervalli ottimi del primo e del quinto quantile ` e possibile
notare come questi intervalli abbiano dei punti in comune. Se il portafoglio a mi-
nima varianza ` e esterno agli intervalli ottimi allora pu` o esistere un sottoinsieme
di questi due intervalli che garantisca delle rette di regressione quantile con punti
tutti superiori alle rette di regressione quantile del portafoglio a minima varianza
sia per il primo che per il quinto quantile. Nella seguente tabella sono riportati





Si riescono quindi, dati determinati quantili, ad ottenere dei portafogli domi-
nanti rispetto a quello di minima varianza.
Se questo avviene per tutti i quantili inferiori ad un certo τ, allora in que-
sti portafogli la funzione di ripartizione a sinistra di tale τ sar` a sempre inferiore
alla funzione di ripartizione del portafoglio di minima varianza indipendente-
mente dal valore del fattore di rischio. Questa ` e una condizione sufﬁciente per-
ch` e il CV aRτ indipendentemente dal valore del mercato sia sempre superiore al
CV aRτ del portafoglio a minima varianza. Questa caratteristica si veriﬁca princi-
palmente quando vengono considerati particolari titoli che si caratterizzano per
allontanarsi dalla situazione di normalit` a.
Finora sono stati illustrati i modi per ottenere un ottimizzazione dei quantili o
comunque della coda quando il fattore di rischio ` e negativo; il portafoglio a mini-
ma varianza per` o ottimizza il rischio anche quando il fattore di rischio ` e positivo.
Di conseguenza, per poter veramente confrontare il portafoglio ottimo ottenuto
con quello di minima varianza, ` e necessario analizzarne il comportamento anche
nella parte positiva. Un piccolo guadagno nella parte negativa infatti potrebbe
comportare un netto peggioramento nella parte positiva.
Quando si massimizzano i quantili per la parte positiva ` e fondamentale pre-
stare particolare attenzione: se nel caso di fattore di rischio negativo, quando si
massimizzano i quantili o si riduce la varianza, l’ottimizzazione agisce nei due
casi allo stesso modo sulle varie quantit` a, ( e comunque il portafoglio a minima
varianza pu` o essere contenuto nell’intervallo dei portafoglio ottimi), quando si
agisce nella parte positiva l’ottimizzazione dei quantili agisce inversamente sui
beta rispetto al caso della varianza. Mentre nella parte negativa i portafogli ot-
timi nel caso normale i.i.d. sono compresi tra l’alpha maggiore e il beta minore,
nella parte positiva i portafogli ottimi sono compresi tra il beta maggiore e l’alpha
maggiore, e questo pu` o portare a sovraesporsi al rischio beta lineare.
Ad esempio, se si suppone di avere due titoli con errori normali i.i.d. con
varianza identica, ma con diverso beta lineare, nello speciﬁco, il primo titolo ha
beta pari a 1 mentre il secondo ha beta pari a 2. Se si massimizzano i quantili72
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per la parte negativa, facendo variare la condizione da zero a meno inﬁnito, si
hanno portafogli che vanno da quello che minimizza la varianza nello zero cio` e
che massimizza gli alpha, ed ` e dato da (0.5,0.5), a quello che ha minor coefﬁcien-
te beta, includendo cio` e esclusivamente il primo titolo. Il portafoglio a minima
varianza ` e nell’intervallo tra questi due portafogli. Se invece si massimizza la
parte positiva si ottiene l’effetto contrario, l’intervallo ` e compreso tra (0.5,0.5) e
1 per il secondo titolo. In quest’ultimo caso l’intervallo non comprende mai il
portafoglio a minima varianza, anzi va nella direzione opposta dato che si va a
preferire aumentando gradualmente il fattore di rischio un portafoglio che mas-
simizzi il beta, comportando per` o un enorme aumento di rischio dato che il beta
si ripercuote anche sui valori negativi.
` E per questo motivo che, tranne nel caso in cui i titoli abbiano tutti il beta li-
neare uguale tra di loro, e quindi i beta non entrano in gioco nell’ottimizzazione,
la parte positiva va ottimizzata, cercando di non compromettere negativamente
il rischio quando il mercato assume valori negativi, cio` e tenendo sempre in consi-
derazione quel che accade al rischio indicato dal beta lineare. ` E inoltre opportuno
considerare che, generalmente, si ` e disposti a guadagnare un po’ meno quando
il mercato va bene, e perdere meno quando il mercato va male (come accade nel
portafoglio a minima varianza), piuttosto che il contrario. Questo fa si che nella
ricerca dei portafogli venga data maggiore attenzione a non penalizzare ecces-
sivamente il rischio quando il fattore di rischio ` e negativo invece che avere dei
quantili elevati nella parte positiva. Anche in questo caso ` e pur sempre possibile
ottenere dei portafogli che riescano ad avere delle rette di regressione quantili
superiori alle rette del portafoglio di minima varianza sia quando il fattore di
rischio ` e positivo sia quando il fattore di rischio ` e negativo.
Perch` e ci` o accada ` e sufﬁciente che gli intervalli dei portafogli ottimi siano so-
vrapposti e che non includano il portafoglio di minima varianza. Nel graﬁco 4.12
sono stati utilizzati gli stessi due titoli esempliﬁcativi precedenti ma al beta nega-
tivo viene sostituito il beta positivo. Come era gi` a stato notato durante l’analisi
dei coefﬁcienti, l’effetto diversiﬁcativo agisce inversamente sui beta positivi, per-
mettendo l’esistenza di beta maggiori rispetto a quello dei due titoli di partenza,
dato che, in realt` a, non ` e il beta quantile a doversi ridurre, ma la differenza asso-
luta tra il beta quantile e il beta di regressione lineare. L’intervallo dei portafogli4.4. PORTAFOGLI CON DUE TITOLI 73
ottimi per il primo quantile nella parte positiva ha dei punti in comune con quella
negativa, e si pu` o quindi affermare che esistono dei portafogli con rette per la re-
gressione quantile con punti sempre superiori alle rette di regressione del primo
quantile del portafogli di minima varianza.
Figura 4.12: graﬁco dei beta beta e degli alpha per il primo quantile per parte
positiva, sotto l’intervallo dei portafogli ottimi
Questo accade anche per gli altri quantili positivi; si ha quindi una serie di
portafogli che permettono dei quantili delle distribuzioni condizionate sempre
maggiori di quelle del portafoglio a minima varianza.
` E possibile confrontare graﬁcamente il portafoglio a minima varianza con un
portafoglio scelto tra quelli individuati in precedenza, e vedere come in quest’ul-
timo l’obbiettivo di avere delle rette di regressione quantile sempre maggiori alle
rette di regressione quantile del portafoglio di minima varianza, sia stato rag-
giunto. I graﬁci in ﬁgura 4.13 mostrano quanto appena detto. I punti neri sono
relativi ai dati simulati per il portafoglio a minima varianza mentre quelli blu
rappresentano i dati simulati di un portafoglio appartenente all’intervallo otti-
mo. In rosso sono indicate le rette di regressione quantile del portafoglio a mi-
nima varianza, invece in verde le rette di regressione quantile del portafoglio
nell’intervallo ottimo. In questo caso si nota come per il decimo quantile, relati-
vamente alla parte negativa del fattore di rischio, le rette di regressione quantile
del portafoglio ottimo e del portafoglio a minima varianza sono sovrapposte ,
mentre per gli altri due quantili le rette verdi (portafoglio ottimo) stanno sem-
pre sopra a quelle rosse (portafoglio a minima varianza). Nella parte positiva il
miglioramento per i quantili ` e ancora pi` u evidente, e ci` o accade perch` e il porta-
foglio ottimo ha un beta di regressione lineare maggiore al rispetto al portafoglio74
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Figura 4.13: Valori simulati del portafoglio a minima varianza (nero), e di un
portafoglio interno all’intervallo ottimo (blu). Le rette rappresentano la retta di
regressione lineare e di regressione quantile per il decimo quinto e primo quanti-
le, per il portafoglio a minima varianza (rosso), e per il portafoglio nell’intervallo
ottimo (verde).
di minima varianza. Tuttavia essersi concentrati esclusivamente sulla coda causa
anche qualche svantaggio. I puntini aiutano a capire in cosa pu` o peggiorare il
portafoglio ottenuto rispetto al portafoglio di minima varianza. (anche se sono
aspetti che non rientravano nell’obbiettivo di ottimizzazione). Come gi` a notato si
assiste ad un incremento del beta lineare, il porta a prevedere, quando il mercato
` e negativo, dei rendimenti attesi inferiori rispetto quelli attesi per il portafoglio
di minima varianza. Inoltre, si pu` o notare come oltre alla coda inferiore sia dimi-
nuita anche la coda superiore; questo implica che, in questo caso, contenere gli
scostamenti negativi estremi rispetto alla media condizionata, provoca un accor-
ciamento anche della coda superiore delle distribuzioni condizionate. Nonostan-
te si sia cercato di controllare i quantili della coda, ci` o non garantisce (come si pu` o
notare nel cerchietto rosso), che il portafoglio ottimo generi dei valori estremi su-
periori al portafoglio di minima varianza. Inﬁne anche se sono stati ottimizzati i
tre quantili di coda, data la non normalit` a delle distribuzioni, non si ha alcun ri-
scontro per quanto riguarda i quantili pi` u centrali; ` e molto probabile, infatti, che
come sia peggiorata (se si considera la parte negativa), la media condizionata,
siano peggiorati anche i quantili pi` u prossimi alla mediana.4.5. PORTAFOGLI CON PI ` U TITOLI 75
4.5 portafogli con pi` u titoli
Un portafoglio costituito da due soli titoli permette di comprendere facilmente i
risultati ottenibili e le implicazioni che il fattore di rischio comporta sui quantili.
Tuttavia un portafoglio di due soli titoli non pu` o certo considerarsi diversiﬁcato.
In questa sezione vengono simulati i dati dei dieci titoli a varianza maggiore del-
l’indice Dow Jones per il periodo che va dal primo gennaio 2008 al 31 dicembre
2011. I titoli considerati sono caratterizzati da coefﬁcienti beta negativo quantile
particolarmente elevati, inoltre nella tabella 4.12 si pu` o osservare come i valori
possono essere anche molto diversi a seconda del quantile considerato.
Tabella 4.12: tabella dei coefﬁcienti beta quantile dei singoli titoli
Beta 01 Beta 05 Beta 10
Titolo 1 1.33 1.32 1.31
Titolo 2 1.19 1.17 1.10
Titolo 3 1.62 1.45 1.37
Titolo 4 1.94 1.72 1.51
Titolo 5 1.43 1.42 1.39
Titolo 6 1.71 1.68 1.54
Titolo 7 2.34 2.31 2.15
Titolo 8 2.76 2.28 2.21
Titolo 9 3.17 2.44 2.43
Titolo 10 4.72 4.52 2.91
Utilizzando pi` u di due titoli non ` e pi` u possibile adottare la metodologia usata
in precedenza. I pesi dei portafogli ottimi non si trovano pi` u in un intervallo
lineare ma in uno spazio di nove dimensioni, dato che il peso del decimo titolo
` e ottenuto per differenza tra uno e la somma dei primi nove. Non ` e quindi pi` u
possibile rappresentare graﬁcamente le curve dei quantili al variare dei pesi , ne ` e
pi` u possibile, data l’elevata numerosit` a, calcolare i coefﬁcienti di tutti i portafogli
possibili.
Di conseguenza invece che calcolare gli alpha e i beta e poi stimare i quan-
tili condizionati tramite i coefﬁcienti ricavati si ` e proceduto in maniera inversa
individuando solo i portafogli ottimi nelle varie situazioni di mercato.
Nella sezione precedente si ` e visto come ` e possibile individuare un intervallo
di pesi all’interno del quale si trovano i portafogli che massimizzano i quantili al
variare del fattore di rischio.76
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Gli estremi di questo intervallo sono individuati dai pesi dei portafogli che
massimizzano i quantili per un valore di mercato nullo (e quindi i portafogli che
massimizzano gli alpha), e dai pesi dei portafogli che massimizzano i quantili in
una situazione di mercato estremamente negativa (e quindi minimizzano i beta
negativi).
I portafogli che massimizzano i quantili per i valori di mercato compresi in
questo intervallo generano le coppie di alpha e beta quantile intermedie. Con i
pesi ricavati sono stati costruiti i portafogli non condizionati e su questi inﬁne
sono stati ricavati i coefﬁcienti di regressione quantile. La caratteristica di questi
portafogli ` e che non esistono altri portafogli possibili che possiedono sia beta
negativo quantile inferiore, che alpha quantile superiore. Ottenute le coppie di
coefﬁcienti ` e possibile confrontarle con i coefﬁcienti del portafoglio di minima
varianza.
I portafogli sono stati calcolati sia a partire dai dati simulati con errori normali
e identicamente distribuiti, sia tramite le informazioni ottenute dalla regressione
quantile. Mentre nel caso di normalit` a ` e ininﬂuente la scelta del quantile dato che
massimizzare un quantile equivale a massimizzare tutti i quantili inferiori alla
mediana, nel caso di errori non normali si ` e proceduto alla ricerca dei portafogli
ottimi per i tre quantili di coda utilizzati ﬁnora. I seguenti graﬁci mostrano come
variano i pesi ottenuti al variare del fattore di rischio tra 0 e -9 con un decremento
di 0.5.
` E possibile notare come condizionando a zero i pesi ottenuti non sono nulli
per nessun titolo, in questo caso quindi, anche il titolo che ha varianza pi` u eleva-
ta pu` o comunque contribuire a massimizzare gli alpha quantile. Il graﬁco mostra
come i pesi associati al decimo e al nono titolo risultino maggiori quando l’obiet-
tivo ` e massimizzareil primo quantilerispetto a quanto i quantili damassimizzare
sono gli altri due o a quando si assume la normalit` a degli errori.
Il primo graﬁco rappresenta le variazioni dei pesi nel caso si assuma che i beta
di regressione quantile siano tutti identici al beta di regressione lineare. In questo
caso, via via che il valore del fattore di rischio diventa maggiormente negativo,
i pesi relativi ai titoli con beta di regressione lineare elevato diminuiscono ﬁno
ad annullarsi. Questo accade anche anche nel caso i beta di regressione quantile
siano diversi, tuttavia si pu` o osservare come i pesi ﬁnali siano ripartiti in ma-4.5. PORTAFOGLI CON PI ` U TITOLI 77
Figura 4.14: Pesi per i portafogli ottimi al variare del fattore di rischio nel ca-
so di distribuzioni normali e nel caso di distribuzioni dei titoli stimate tramite
regressione quantile
niera differente rispetto al caso di normalit` a e identica distribuzione. Ora oltre
ai beta di regressione lineare diventa determinante per la massimizzazione dei
quantili l’intera distribuzione dei singoli titoli, determinata tramite gli alpha e i
beta quantile dei singoli titoli.
La differenza pi` u evidente ` e la ripartizione dei pesi tra il primo e il secondo
titolo. Le stime di regressione lineare individuano come il primo titolo abbia un
beta minore rispetto al secondo titolo, di conseguenza, man mano che il fattore
di rischio assume valori negativi si tender` a ad assegnare pi` u peso al primo titolo
rispetto al secondo.
Estendendo l’analisi alla regressione quantile si pu` o osservare come il primo
titolo abbia dei coefﬁcienti beta quantile che sono superiori al secondo, e ci` o porta
a un assegnazione di pesi invertita rispetto al caso di normalit` a. Questo effetto,
anche se in maniera meno evidente, si presenta anche per gli altri titoli, e titoli che
per determinati livelli del fattore di rischio sarebbero esclusi dalla formazione del
portafoglio sotto le assunzioni di normalit` a e identica distribuzione, continuano
anche se con pesi molto piccoli a essere considerati per ottimizzare il portafoglio.
In particolare questo accade per il titolo cinque. Si pu` o notare come, se i rendi-
menti fossero distribuiti normalmente, per valori del fattore di rischio inferiori a78
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meno 4 il titolo 5 verrebbe completamente escluso dal portafoglio, mentre con i
dati simulati tramite regressione quantile questo non si veriﬁca, e il peso associa-
to al titolo cresce via via che il quantile da massimizzare considerato diventa pi` u
piccolo.
Una volta individuato che i pesi risultano differenti in base al quantile consi-
derato, ` e opportuno confrontare gli alpha e i beta dei portafogli ottenuti con gli
alpha e beta calcolati per il portafoglio di minima varianza. In tal modo ` e possibi-
le individuare l’eventuale esistenza di portafogli con rette di regressione quantile
sempre superiori alle rispettive del portafoglio a minima varianza.
Nella tabella 4.13 vengono riportati gli alpha e i beta quantile dei vari por-
tafogli, in particolare ` e possibile osservare come gli alpha e i beta risultino cre-
scenti rispetto al fattore di rischio e come non esistano tra i portafogli ottimi ot-
tenuti, portafogli che abbiano contemporaneamente sia alpha quantile maggiore
che beta quantili minore agli altri. Esistono invece dei portafogli che possiedono
sia beta quantile minore che alpha quantile maggiore rispetto a quelli relativi al
portafoglio di minima varianza.
Tabella 4.13: tabella dei coefﬁcienti dei portafogli ottimi ottenuti al variare del
fattore di rischio
fattori di rischio Alpha 01 Beta 01 Alpha 05 Beta 05 Alpha 10 Beta 10
0.0 -0.84 1.47 -0.61 1.37 -0.47 1.32
-0.5 -0.87 1.36 -0.62 1.28 -0.49 1.25
-1.0 -0.89 1.32 -0.65 1.24 -0.51 1.20
-1.5 -0.95 1.29 -0.69 1.22 -0.55 1.17
-2.0 -0.99 1.26 -0.72 1.19 -0.55 1.17
-2.5 -1.03 1.25 -0.74 1.17 -0.57 1.16
-3.0 -1.07 1.24 -0.76 1.17 -0.59 1.15
-3.5 -1.12 1.22 -0.78 1.16 -0.61 1.14
-4.0 -1.21 1.20 -0.80 1.16 -0.64 1.14
-4.5 -1.24 1.20 -0.81 1.16 -0.68 1.13
-5.0 -1.29 1.19 -0.82 1.16 -0.69 1.13
-5.5 -1.30 1.19 -0.83 1.16 -0.70 1.13
-6.0 -1.36 1.18 -0.83 1.15 -0.71 1.12
-6.5 -1.40 1.18 -0.85 1.15 -0.74 1.12
-7.0 -1.40 1.18 -0.89 1.15 -0.74 1.12
-7.5 -1.41 1.18 -0.89 1.15 -0.74 1.12
-8.0 -1.44 1.18 -0.92 1.14 -0.74 1.11
-8.5 -1.49 1.17 -0.92 1.14 -0.75 1.11
-9.0 -1.49 1.16 -0.92 1.14 -0.76 1.11
minima varianza -1.26 1.22 -0.86 1.17 -0.66 1.144.5. PORTAFOGLI CON PI ` U TITOLI 79
I pesi dei portafogli evidenziati nella tabella 4.13 sono riportati nella tabella
4.14 (dal titolo 7 in poi il peso associato ` e zero e di conseguenza non sono stati ri-
portati), e corrisponono per colore. Nonostante il guadagno in termini di alpha e
Tabella 4.14: tabella dei pesi dei portafogli con alpha quantile maggiore e beta
quantile minore rispetto al portafoglio di minima varianza
Titolo 1 Titolo 2 Titolo 3 Titolo 4 Titolo 5 Titolo 6
MV 0.34 0.28 0.15 0.17 0 0.06
1Q 0.22 0.31 0.19 0.1 0.09 0.09
0.23 0.36 0.17 0.09 0.07 0.08
0.23 0.38 0.16 0.08 0.07 0.08
5Q 0.20 0.31 0.19 0.13 0.08 0.09
0.22 0.32 0.17 0.12 0.08 0.09
0.23 0.34 0.16 0.11 0.07 0.09
0.23 0.36 0.15 0.11 0.07 0.08
0.24 0.36 0.15 0.1 0.07 0.08
0.25 0.36 0.14 0.1 0.07 0.08
0.24 0.39 0.12 0.1 0.07 0.08
0.23 0.39 0.14 0.1 0.06 0.08
0.23 0.41 0.13 0.09 0.06 0.08
10Q 0.25 0.36 0.15 0.14 0.05 0.05
0.28 0.35 0.15 0.12 0.05 0.05
beta, questo non risulta particolarmente elevato rispetto al portafoglio di minima
varianza. Si riscontra comunque per tutti i portafogli ottenuti un netto miglio-
ramento in termini di beta quantile, rispetto ai titoli di partenza. Nonostante i
coefﬁcienti dei portafogli risultino molto simili al portafoglio di minima varianza
i pesi sono signiﬁcativamente diversi, differenza che si riscontra nella varianza.Capitolo 5
CONCLUSIONI
In questa tesi ` e stata analizzata la relazione esistente tra il rischio di mercato e
la distribuzione dei rendimenti e le implicazioni che tale relazione comporta a
livello di valutazione del rischio dei rendimenti e dei portafogli. Tramite la re-
gressione quantile si ` e veriﬁcato come il fattore di rischio, oltre ad determinare il
valore atteso dei rendimenti dei titoli, agisce su di essi modiﬁcandone anche la
forma distributiva. In particolare si ` e osservato come a valori estremi del rischio
di mercato siano associate distribuzioni dei rendimenti che presentano forme di
asimmetria e curtosi non riscontrabili in situazioni di stabilit` a del mercato.
Tramite il modello adottato ` e stato individuato un effetto signiﬁcativamente
diverso a seconda che il fattore di rischio assuma valori positivi o negativi, in par-
ticolare quando il mercato assume valori estremamente negativi la coda inferiore
risulta essere pi` u spessa e lunga di quella superiore.
In questi casi il modello di mercato, nonostante continui a fornire una valida
indicazione sul valore atteso, non ` e pi` u in grado di descrivere il reale comporta-
mento dei rendimenti, mentre la varianza risulta inadatta come misura di rischio.
` E stato visto come sfruttando la stessa regressione quantile, sia possibile ottenere,
oltre alle informazioni necessarie per modellizzare in modo pi` u accurato il com-
portamento dei rendimenti, anche un indicazione aggiuntiva sul comportamento
delle code al variare del rischio di mercato riassunta dai parametri beta quantile.
I coefﬁcienti restituiti permetto di distinguere il comportamento dei titoli nelle
varie situazioni di mercato, inoltre tramite i beta e gli alpha dei quantili di coda
` e possibile una stima del VaR svincolandosi da forme parametriche preimposta-
te. Si ` e potuto osservare quindi come il VaR stimato tramite la regressione dei
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quantili, indichi delle perdite possibili nettamente superiori a quello ipotizzabili
dal VaR calcolato sotto le assunzioni di normalit` a, sopratutto quando il mercato
assume valori estremi.
Questa caratteristica diventa maggiormente rilevante nell’analisi dei portafo-
gli, dato che le variazioni del rischio al variare della composizione del portafoglio
sono molto pi` u elevate di quanto ipotizzabile sotto le assunzioni di normalit` a.
Inoltre ` e stato dimostrato come attraverso la diversiﬁcazione sia possibile ridurre
i beta quantili, caratteristica che ` e stata veriﬁcata anche in un portafoglio di due
titoli. Grazie all’effetto di diversiﬁcazione in alcuni casi ` e possibile individuare
dei portafogli che possiedono delle rette di regressione quantile sempre superiori
a quelle del portafoglio di minima varianza, in questo caso quindi i portafogli
individuati risultano migliori a livello di VaR condizionato sia quando il mer-
cato ` e in una situazione di stabilit` a, sia quando si veriﬁcano particolari valori
estremi. Data la non normalit` a dei rendimenti, il portafoglio di minima varian-
za risulta inefﬁciente nell’ottimizzare il rischio di perdite elevate, in particolare
quando il vettore di pesi non ` e compreso nell’insieme dei portafogli ottimi indi-
viduati per i quantili. Nonostante non sia stato trattato in questa tesi, il fatto che
il portafoglio di minima varianza sia escluso dall’insieme dei portafogli ottimi
porta a ipotizzare che l’intera frontiera efﬁciente, basata sul rischio VaR, possa
essere caratterizzata da pesi differenti rispetto a quella ricavata tramite l’approc-
cio media varianza. Un altro possibile sviluppo ` e quello di valutare se oltre al
rischio di mercato i rendimenti siano inﬂuenzati da altri fattori di rischio, come
quelli proposti da Fama e Franch, infatti nonostante questi possano essere non si-
gniﬁcativi in un analisi di regressione lineare, potrebbero diventare rilevanti nel
determinare altri aspetti della distribuzione.BIBLIOGRAFIA
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