Abstract. In this paper we discuss the new stochastic integral in [1] in terms of the Itô isometry. We prove the Doob-Meyer decomposition theorem for near-submartingales in the classes (D) and (DL). Moreover, we introduce a stochastic integral by a near-martingale as an application of the decomposition theorem.
Introduction
A new stochastic integral was introduced in [1] . The Itô isometry based on the new integral for special processes was discussed in [10] . The Doob-Meyer decomposition theorem for continuous near-submartingales was also discussed in [3] . This stochastic integral has been studied from different points of view [2, 4, 7, 8, 9] and references cited therein.
Let (Ω, F, P ; F t ) a≤t≤b be a basic probability space with a filtration {F t } a≤t≤b ,
and B = {B(t); a ≤ t ≤ b} a {F t }-Brownian motion on (Ω, F, P ). A stochastic process g = {g(t); a ≤ t ≤ b} is called to be instantly independent of {F t } if g(t)
is independent of F t for all t ∈ [a, b] . A stochastic process g = {g(t); a ≤ t ≤ b} is called to be in L (1) g = {g(t); a ≤ t ≤ b} is instantly independent of {F t }.
a. e. In this article we discuss the new stochastic integral through the Itô isometry. In Section 2 we discuss the stochastic integral by the Brownian motion B for processes in L 2 ind ([a, b] × Ω) through the Itô isometry with its properties. In Section 3 we extend the stochastic integral to that on a class L ind (Ω, L 2 [a, b]) which is larger than the space in Section 2. In Section 4 we give the proof of the Doob-Meyer decomposition theorem for near-submartingales in the classes (D) and (DL). This theorem is important to discuss the new integral in [1] for its extension. In the last section we introduce a stochastic integral by a near-martingale as an application of the decomposition theorem. This is a formulation of the new integral in [1] from the point of view of the stochastic integral by the near-martingale.
Stochastic Integrals on L
Then g is called to be an instantly independent step process if there exist a partition a = t 0 < t 1 < · · · < t n = b and instantly independent random variables η i , i = 1, 2, . . . , n with E[η
We denote the set of all instantly independent step processes by
Step
Then we have the following.
Lemma 2.1. For any g, h ∈
Step ind ([a, b] × Ω) and a, b ∈ R, it holds that
Lemma 2.2. For any g ∈
Step ind ([a, b] × Ω), the following equalities hold.
Proof. Let g be a function in
Step ind ([a, b] × Ω) given as (2.1).
(1): Since, for any 1
By Lemmas 2.1, 2.2 and 2.3, we have
Thus we can define the stochastic integral
as an element of L 2 (Ω). This is well-defined. In fact, assume that there exist
Then we can see that
has the following properties:
holds.
Proof. By Theorem 2.4, we have
On the other hand, we get
Consequently, we obtain
is an instantly independent process of {F t }.
Stochastic Integrals on
Proof. For any n ∈ N, we set
holds, where τ n (ω) = inf
Proof. For any c > 0, we define g c (t, ω) by
for any ϵ > 0 and c > 0, we have
By the Chebyshev inequality, we obtain
For any n, applying Lemma 2.3 to h n , there exists
Therefore, by the Chebyshev inequality,
for all ε > 0. Consequently, we obtain
for all ε > 0. This means the assertion:
Then by Lemma 3.2, for any ε > 0,
Hence, since there exists N ∈ N such that
for all n ≥ N by Lemma 3.3, it holds that
for all n, m ≥ N. Consequently, for any ϵ > 0 there exists N ∈ N such that
for all n, m ≥ N. This implies that {J (g n )} converges in probability. Thus we define the stochastic integral
This is well-defined. In fact, suppose that there exist sequences {g n (t)} ∞ n=0 and
Then by Lemma 3.2, for any ε > 0, we have
.
By Lemma 3.3, for any ϵ > 0, there exist N 1 ∈ N and N 2 ∈ N such that
Therefore, putting N = max{N 1 , N 2 }, we have
for all n, m ≥ N. Consequently,
holds for all n ≥ N. Thus, we obtain lim
The Doob-Meyer Deomposition by the Near-martingale
Let (Ω, F, P ; F t ) a≤t≤b be a basic probability space with a filtration {F t } a≤t≤b . A stochastic process {X(t); a ≤ t ≤ b} is called to be the near-martingale with filtration {F t } a≤t≤b if it satisfies the following conditions:
(
|F s ] for all s < t holds instead of the condition (2), the stochastic process {X(t); a ≤ t ≤ b} is called to be the near-submartingale with the filtration {F t } a≤t≤b .
Theorem 4.1. ([5]) Let X = {X(t); n ∈ N} be a near-submaritngale. Then, there exist a near-martingale N = {N (n); n ∈ N} and an increasing process
A = {A(n); n ∈ N} such that X(n) = N (n) + A(n), n ∈ N,
where A is called to be the increasing process if it satisfies the following conditions:
Theorem 4.2. Let X(t) = ∫ b t g(s)dB(s) for any a ≤ t ≤ b and g ∈ L 2 ind ([a, b]×Ω). Then the stochastic process {X(t); a ≤ t ≤ b}is a near-martingale with {F
where η i , i = 0, 1, 2, · · · , n, are random variables which independent to F ti safisfying E[η
Next we prove the theorem in the case of
Then {X (n) (t); a ≤ t ≤ b} is a near-martingale for each n ∈ N from above argument. For any s < t, we have
E[X(t) − X(s)|F
and by taking subsequence of {X (n) (t)}, we get
Similarly, we have
This implies E[X(t)|F
From now on, we assume that the submartingale and the near-submartingale are right-continuous. Let {F t ; t ≥ 0} be a right-continuous filtration and set
The Doob decomposition theorem for the near-submartingale is proved in [11] . In [3] the Doob-Meyer decomposition theorem is proved for the continuous nearsubmartingale. In this section we prove the Doob-Meyer decomposition theorem for the right-continuous near-submartingale. 
Definition 4.3. Let X = {X(t), t ∈ R + } be a near-submartingale (respectively, near-martingale). Suppose there exists an F ∞ -measurable and integrable random variable X(∞) such that

E[X(t)|F t ] ≤ E[X(∞)|F t ], (respectively, E[X(t)|F t ] = E[X(∞)|F t ]) for all t ∈ R + (≡ [0, ∞)). Then we call {X(t), t ∈ R
Definition 4.5. An integrable increasing process A is called a natural increasing process if it satisfies the equality
for all bounded martingales X.
Let X = {X(λ); λ ∈ Λ}be a system of integrable random variables on a probability space (Ω, F, P ). If X satisfies 
X(t) = N (t) + A(t), ∀t ∈ R +
for some near-martingale N and natural increasing process A.
Lemma 4.6. Let A, B be natual increasing processes. Then, if A − B is a nearmartingale, for any bounded (F t )-adapted process f = {f (t); t ≥ 0}, the equality
Proof. Let N (t) = A(t) − B(t) for all t ∈ R + . Take a partition of [0, t] :
Then since N is a near-martingale, we get
Therefore,
Consequently, by |δ| → 0 and the left-continuity, we obtain
] .
Lemma 4.7. (cf.[5]) Let A be an integrable increasing process. Then A is natural if and only if E[X(t)A(t)]
holds for any bounded martingale X.
Theorem 4.8. The Doob-Meyer decomposition of a near-submartingale is uniquely determined if it exists.
Proof. Let X = {X(t), t ∈ R + } be a near-submartingale. Suppose that both of X = M + A and X = N + B are the Doob-Meyer decompositions. Then since A − B is a near-martingale and by Lemma 4.6, for any bounded martingale {Y (t); t ∈ R + }, we have
Since A, B is natural increasing and by Lemma 4.7, we have
For any bounded random variable Y, we define
Then, Y is a (F t ) t∈R+ -martingale, and therefore, we have
E[Y A(t)] = E[E[Y A(t)|F t ]] = E[Y (t)A(t)] = E[Y (t)B(t)] = E[E[Y B(t)|F t ]] = E[Y B(t)].
Consequently, putting Y = 1 Λ for all Λ ∈ F, we obtain P (A(t) = B(t)) = 1 for each t ∈ R + . This implies
by the right-continuity of A(t) and B(t).
Let T be the set of stopping times and set Proof. It is enough to prove the theorem in the case of a near-submartingale 
For an arbitrarily fixed δ n , we denote t (n) j by t j simply. For each n, we define an increasing process A n (t), t ∈ δ n by
Then by Lemma 4.9, A n (∞) is uniformly integrable. Therefore, there exist some subsequence A n ℓ (∞), ℓ = 1, 2, · · · and an integrable random variable
Then A is a (F t )-adapted process. Since
We next prove that A is a natural increasing process. Take s and t with s < t in ∪ n δ n . Then since s, t ∈ δ n ℓ for a large n ℓ ∈ N, by Theorem 4.1, we have
Taking n ℓ → ∞, we get
Hence, A(s) ≤ A(t).
Since ∪ n δ n is dense in R + , we obtain A(s) ≤ A(t) for all s < t. This implies that A is an increasing process. For any bounded closed martingale Z, we can see that
On the other hand, since
by taking conditional expectations under F s in (4.1), we have
Therefore, it holds that
Taking n → ∞, we obtain
This implies that A is natural. Since
the near-maritingale part of X is given by X − A. (C([a, b]) ). For any (F (t )-adapted process g = {g(t); a ≤ t ≤ b} we consider
A Stochastic Integral by a Near-martingale
Then, g is an instantly independent process of (F t ) and N = {N (t); a ≤ t ≤ b} is a near-martingale and also an instantly independent process of (F t ). Since g(t) is
can be expressed in the form
for some B (C([a, b]) for all a ≤ t ≤ b.
Proof. Let t > s > a and f ∈ C([a, b]).
Then for any partition
we can see that
where f k−1 := f (B(t k−1 )), and ∆ k N (t) := N (t k ) − N (t k−1 ) for k = 1, 2, . . . , n. By Corollary 2.5 and Theorem 2.6, we have
Therefore, we get
