ABSTRACT Fault diagnosis usually requires lots of data that are collected through sensors mounted on some locations in the system. Performance of a diagnostic system is largely dependent upon the number and locations of sensors. Accordingly, optimization of sensor placement has a significant influence on the efficiency of fault diagnosis. In this paper, a novel sensor placement based on a system reliability criterion is proposed, which aims to deal with the failure dependence and epistemic uncertainty. Specifically, it develops a dynamic fault tree (DFT) model to describe the dynamic failure behaviors based on failure mode and effects analysis and uses the interval numbers to express the failure rates of components. Furthermore, an indicator of sensor placement, named diagnostic importance factor (DIF), is calculated by mapping a DFT into a dynamic evidential network, and a sorting method based on the relative superiority degree is used to determine the potential locations according to DIF of components. In addition, the failure probability of the top event is considered as the criterion for sensor placement optimization and all scenarios of sensor placement are prioritized based on the criterion. Finally, the effectiveness of the proposed method is demonstrated via application to a real braking system. INDEX TERMS Sensor placement, dynamic fault tree, dynamic evidential network, epistemic uncertainty, reliability criterion.
I. INTRODUCTION
Recent advances in technology have led to a continuously increasing in the complexity of modern systems. The failures within these systems can cause disruption to the operational functionality. Fault diagnosis has therefore been a hot research in engineering applications. Effective diagnostic approaches, which bring systems back as quickly as possible, can decrease downtime and consequently enhance operational functionality. An efficient diagnosis system should be developed at the design stage. Obviously, sensors, used for monitoring components in these systems, can improve greatly the efficiency of fault diagnosis. Besides, the performance of a diagnostic system highly depends on the number and locations of sensors. Consequently, optimal sensor placement is significant for the fault diagnosis of these systems [1] . Sensor placement problem is to establish an objective function based on some special criteria together with some constraint conditions of sensor resources, and use some algorithms to optimize the objective function to obtain effective sensor distribution. Of course, the objective function and constraints should be reasonable, feasible and easy to quantify [2] . At present, researches about sensor placement mainly focus on such issues. (1) Fault models to describe cause-effect behaviors of systems. (2) Reasonable optimization criteria to meet design requirements. (3) Efficient algorithms for solving the optimization problems. Fault models are used to describe the causal behaviors and to determine some variables related to the fault. These models mainly include bond graph, directed graph, symbol directed graph, structural analysis method, fault tree and so on. Usually, observability, resolvability, reliability and diagnosability are used for sensor optimization criteria [3] . Sensor optimization algorithms such as random research, heuristic search and genetic algorithms, are developed to solve the objective function of systems.
Aiming at these three issues, many researchers have put forward lots of effective theories and methodologies.
Raghuraj et al. [4] introduced the concepts of sensor observability and fault resolution, and used a directed graph to infer the propagation behaviors when different faults occurred. An efficient greedy algorithm was proposed to solve sensor placement problem based on these criteria. However, this approach failed to take account of the failure probability and the cost of sensor. On this basis, an optimal sensor placement was present based on the reliability criterion [5] - [7] , which took into account the quantitative information such as the failure probability of sensor and sensor cost. Furthermore, it could handle various constraints. Duan et al. [8] proposed a method for identifying the optimal locations of sensors based on the expected cost specifications. It took the minimal expected diagnosis cost as the objective function for the sensor optimization when the number of sensors is certain. However, fault tree analysis is based on the assumption that the failure rates of the basic events are expressed in crisp values, and so this method fails to deal with the epistemic uncertainty. Kim et al. [9] proposed an effective independence (EFI) method for sensor placement based on the A-optimality criterion. Potential locations of sensors were determined based on the maximal linear independency of the target mode shape matrix. An FIM-based optimal sensor placement method was proposed for the question of modal identification by Kammer [10] . Information theory measures, based on scalar measures of the Fisher information matrix (FIM) [11] , [12] and information entropy [13] - [15] , were extended and applied to modal identification [16] . Papadimitriou [17] proposed an optimal sensor placement design for modal identification based on FIM. A signed digraph based strategy was presented to design the optimal sensors networks on the basis of qualitatively predicted fault evolution sequences. In order to achieve a maximum level of resolution and, at the same time, to ensure observability, the corresponding design problems were formulated as integer programs [18] . Sarrate et al. [19] proposed an algorithm for sensor placement based on formulating a mixed integer optimization problem. Its disadvantage was that all analytical redundancy relations should be designed in advance and were very difficult to obtain all the analytical redundancy relations. For this reason, a bond graph model was used to select the locations of sensors [20] , [21] . This method did not design analytical redundancy relations and had some advantages such as high practicability, easy modeling and feasibility, which was widely used in fault diagnosis. Based on the initial locations of sensors and measurement data, the Bayesian network approach for fault diagnosis was proposed to construct the diagnostic model [22] . In addition, given the desired number of sensors, the node-based mutual information was used to evaluate the diagnostic capabilities of the sensor set. Stephan [23] effectively solved the redundancy of information between sensors by introducing information redundancy measures. Pourali and Mosleh [24] provided a Bayesian Belief Network based sensor placement optimization methodology. The functional topology of the system, the physical model of the sensor information, the Bayesian inference technique and some constraints were used to determine the locations of sensors. Li and Kiureghian [26] proposed the robust sensor placement for aimed at operational modal identification based on the maximum expected utility theory and a Bayesian linear model. To avoid nonlinear relations between modal parameters and measured responses, sensor locations relative to identifying modal responses were also optimized. An optimal sensor placement, used for efficient fault in condition monitoring process was developed in [27] . A sensor placement index was introduced to determine the potential locations of sensors. However, this method used an AND gate to model the failure between a sensor and a component and ignored the sequence of sensor failure and component failure. For this purpose, priority AND (PAND) gates were introduced to evaluate the effect of time dependencies between sensors failure and components failure on the sensors placement [28] . Nevertheless, the probability of a top event was calculated based on a Monte Carlo algebraic approach and could not deal with the epistemic uncertainty. Furthermore, this optimal sensor placement was based on the single attribute decision making. So, Salehpour-Oskouei and Pourgol-Mohammad [29] proposed a sensor placement determination based on dual information risk and uncertainty criteria. However, system failure model was also analyzed by Monte Carlo simulation, which failed to deal with the uncertainty. Motivated by the problems motioned above, this paper proposes an optimal sensor placement based on system reliability criterion considering epistemic uncertainty as shown in Fig. 1 . A DFT is used to establish the system fault model to capture the dynamic fault characteristics. Interval numbers are used to describe the failure rates of components to deal with the epistemic uncertainty. Furthermore, a DFT is converted into a DEN to calculate the DIF, which is used to determine the potential locations of sensors. In addition, PAND gates are added to DFT between all sensors and their corresponding components to develop the failure model of each sensor placement scenario. Consequently, the failure probabilities of the top event for all scenarios are obtained and all scenarios are ranked according to the top even failure 57062 VOLUME 6, 2018 probabilities in ascending order. Finally, a case study is given to demonstrate the efficiency of this proposed method.
The rest of this article is organized as follows. Section II presents the DFT model construction and quantitative analysis of DFT based on DEN. A new sensor model is introduced and added to DFT to evaluate the effect of time dependencies between sensors failure and components failure in Section III. An optimal sensor placement based on the system reliability criterion is also proposed in Section III. Section IV provides a practical example to verify the effectiveness of the proposed method. Some conclusions are given in the final section.
II. RELIABILITY ANALYSIS OF COMPLEX SYSTEMS A. MODEL CONSTRUCTION OF DFT
Fault tree is a deductive method to decide the potential causes that may cause the occurrence of a predefined undesired event, generally denoted as a top event. DFT extends a static fault tree to model the dynamic failure behaviors such as time-dependent events, spares, and priorities of failure events. Dynamic gates in DFT mainly include the PAND gate, the functional dependency gate, the sequence enforcing gate, the cold, hot, and warm spare gates. The process to design a fault tree model, a top-down procedure, usually requires an in-depth knowledge of the system and its events. It often consists of two parts: the construction of a network topology and the estimation of the failure rates of the basic events. The former can resort to fault mode and effects analysis and the latter needs to obtain enough fault data, which is almost impossible to estimate precisely the failure rates of the basic events in the practical engineering application. In this paper, interval numbers are used to describe the failure rates of the basic events based on the expert judgment and some data sheet at the stage of product design.
B. QUANTITATIVE ANALYSIS OF DFT BASED ON DEN
DFT, widely used to evaluate reliability of complex systems, is introduced to represent dynamic failure behaviors by Dugan et al. [30] , and quantitative analysis of DFT is based on Markov chains which has a bad state space explosion. However, this method is ineffective in solving large DFT. A discrete-time Bayesian network (DTBN) is used for quantitative analysis of DFT and dynamic logic gates are mapped into DTBN to calculate some reliability parameters [31] , [32] . Nevertheless, this method is an approximate solution and faces an awkward dilemma that its accuracy contradicts the computation complexity. To address these difficulties, Monte Carlo simulation-based approach is proposed to solve DFT [27] , [33] . An improved sequential binary decision diagrams method is presented to analyze the coupled DFT where dynamic gates often coexist and interact by repeated events [34] . In order to deal with stochastic dependencies among events, dynamic logic gates are converted into generalized stochastic Petri nets to perform quantitative evaluation [35] .
However, traditional DFT assumes that the failure rates of the basic events are expressed in crisp values and is inadequate to deal with epistemic uncertainty. For this reason, the failure rates of the basic events in DFT are considered as interval numbers in this paper and a new DFT solution is proposed to calculate some reliability results by mapping a DFT into a DEN.
In evidence theory, = {W i , F i } is the knowledge framework of the component i and the focal elements are defined by
where {W i } and {F i } denote the working state and failure state respectively. The state of {W i , F i } corresponds to the epistemic uncertainty. A belief function, denoted as Bel, defines the lower bound of the probabilities that the focal element exists, and a plausibility function, denoted as Pl, defines the upper bound of the probabilities that the focal element exists. The basic belief assignment on the system state expresses an epistemic uncertainty, where Bel and Pl measures are not equal and bound the system reliability. Therefore, the basic probability assignment (BPA) of component i can be computed as:
If a component i follows the exponential distribution with the interval failure rate [λ,λ], the interval failure probability of component i at a mission time T can be calculated as follows:
where P i (x) and P i (x) denote respectively the lower failure probability of the component and the corresponding upper failure probability. Presumably, the upper and lower bounds of the component's failure probability is equivalent to the BPA of component i in the DEN:
where Bel({F i }) = P i (x) and Pl({F i }) = P i (x).
1) MAPPING A STATIC LOGIC GATE INTO A DEN
Static logic gates mainly include three gates, AND gate, OR gate and voting gate. This section takes an OR gate as an example and provides the schemes to convert an OR gate into a DEN. If any of the input components X i (i = 1, . . . , n) fails, the output of the gate fails too. Fig. 2 shows an OR gate and the equivalent DEN. Table 1 gives the conditional probabilities of node A(T + T ) in the DEN. Equation (5) gives the conditional probabilities of output node E(T + T ). A more detailed description of this work can be found in [36] .
2) MAPPING A DYNAMIC LOGIC GATE INTO A DEN Some dynamic logic gates are introduced to model the functional and sequential in a DFT. These logic gates include PAND gate, the functional dependency gate, the sequence enforcing gate and spare gates. A PAND gate will be used to describe how the dynamic logic gate is mapped into a DEN. A PAND gate includes several input events, and the output event will only occur when all input events occur in a specific sequence. For example, a PAND gate includes two input events A and B. if both events A and B occur and the event A occurs before the event B, the output event will occur. If neither of the two input events occurs, or event B occurs before event A, the output event does not occur. According to the timing logic relation of the PAND gate, it is necessary to add a node FS. When FS is in a state {F}, it indicates that A occurs before B; FS = {W } indicates that A does not occur before B. Fig. 3 shows a PAND gate and its DEN. Table 3 and Table 4 show the conditional probabilities of the node A(T + T ), FS(T + T ) and E(T + T ) respectively.
3) CALCULATING SOME RELIABILITY PARAMETERS
After a model of DFT is built, we can convert the DFT into an equivalent DEN based on the proposed method. So the structure of the DEN can be determined and the probability tables of nodes are filled. In this paper, Netica software is used to build the original network and the original network can be expanded into a dynamic network under the condition of the mission time T . Furthermore, the initial state of all basic events at t = 0 should be set as follows.
Now, we can calculate some reliability parameters such as the failure probability of a top event and importance measures using the DEN inference algorithm. The failure probability of a top event S can be computed by
where [Bel({F S }), Pl({F S })] represents the failure probability of a top event S.
III. OPTIMAL SENSOR PLACEMENT BASED ON SYSTEM RELIABILITY CRITERION A. DIF
Importance measures refer to the degree to which system performance is affected when a single or multiple components fail. And they are a function of component's reliability parameters and system architecture and are usually used to obtain the weak links within the system in order to improve the overall system reliability. As an important indicator for fault diagnosis, DIF is a cornerstone of the fault diagnosis method based on reliability analysis. Different components in the systems are distinguished from the perspective of diagnosis. In general, components with a larger DIF are more important from a diagnostic point of view. Therefore, this paper uses DIF as an important indicator of sensors placement. DIF is usually defined as the probability that a component has occurred given that the top event has also occurred [37] . The DIF of a component i is given by:
TABLE 2. The conditional mass distribution tables of FS(T + T ).
where i is a component in the system S; P(i|S) is the probability that the component i has occurred given the top event has occurred.
TABLE 3. The conditional mass distribution tables of A(T + T ).
Ranking all components in the system based on DIF, some important components can be obtained. And these components are regarded as the candidates of potential locations. According to the sensor quantity which is specified based on placement constraints, number of potential locations will be considered. If the number of potential locations is more than sensors quantity the optimal sensors placement will be important.
B. SORTING METHOD BASED ON THE RELATIVE SUPERIORITY DEGREE
Aiming at the issue of the epistemic uncertainty, a DEN is used to analyze a DFT with the failure rates of components expressed in interval numbers. And DIFs of components are interval numbers too. Potential locations of sensors should be determined by important components which can be obtained based on DIFs. Nevertheless, these interval values are not sufficient to sort components and should be converted to a relative superiority degree. Assuming that there are two interval numbers a = [a − , a + ] and b = [b − , b + ], the relative superiority degree of a > b is defined as follows.
where ρ is a constant and ρ > 1.
Sorting method based on the relative superiority degree not only elaborates the description of the comparison between the two interval numbers but also reduces the loss of decision information to avoid the wrong decision. A ranking method based on the relative superiority degree includes the following steps.
Step 1: For a set of interval numbers
, compare them with each other, and then the corresponding possibility p ij = p(a > b) can be obtained. So we can establish the probability matrix P = (p ij ) n×n . VOLUME 6, 2018
TABLE 4. The conditional mass distribution tables of E (T + T ).
It is given by:
Step 2: Calculate the ranking value of each interval number ω i given by:
Step 3: Sort ω i in a descending order and the final ranking result can be obtained.
C. CONSTRUCTION OF SENSOR MODEL
In the condition monitoring process, sensors are used to detect some specific characteristics of components in complex systems. If the monitored characteristic exceeds a default threshold, the corresponding sensor will give an alarm. This alarm will notify the maintenance staff to take some actions in order to prevent the occurrence of main failure. Consequently, if a component fails and its sensor works properly, the component will be replaced because of the sensor alarm. On the contrary, if the sensor fails before the related component, the main failure is occurred. So the failure sequence between a component and corresponding sensor should be taken into account in system failure analysis. For modeling this sequential failure, a PAND gate is used and placed between a component and a related sensor, shown in Fig. 4 . 
D. DETERMINING THE SCENARIOS OF SENSOR PLACEMENT
Taking into account the cost of sensors and constraints on some components, the potential locations of sensors can be determined. The number of potential locations is usually greater than the number of sensors allowed. Different scenarios of sensor placement can be obtained according to the number of sensors. Assuming that the number of sensors is p and the number of potential locations that can be placed is m (m > p), the number of scenarios C(p, m) can be obtained by the following equation.
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E. OPTIMAL SENSOR PLACEMENT CRITERION
Based on the sensor model and some constraints, all scenarios of sensor placement can be obtained. Furthermore, the updating DFT with the sensor model is analyzed using the proposed method in section II, and the failure probability of the top event is calculated for each scenario. The failure probability of the top event is an important index for evaluating the VOLUME 6, 2018 efficiency of each scenario from reliability point of view. The configuration with a less failure probability of the top event is regarded as the optimal sensor placement scenario.
F. INTRODUCTORY EXAMPLE
An example from [28] is used to demonstrate the effectiveness of the proposed method. The simplified failure tree model of a steam turbine is shown in Fig. 5 . And Table 5 and Table 6 give the failure rates of components in steam turbine and the failure rates of sensors. The interval failure rates of components are determined using the formula [0.8λ, 1.2λ].
Assume that there are three sensors and four potential locations can be placed shown in Fig. 5 , all scenarios of sensor placement are shown in Table 7 . The failure tree model of steam turbine is extended into a DFT owing to the addition of PAND gates, and this corresponding DFT is mapped into a DEN to calculate the failure probability of the top event. Assume that a mission time T is 4000 hours, the failure probability of the top event for different scenarios is listed in Table 8 . A sorting method based on the relative superiority degree is used and the ranking value of different scenarios is also shown in Table 8 . According to Table 8 , Scenario 2 is the optimal sensor placement. Assume that the epistemic uncertainty is ignored and the failure rates of all components are expressed in crisp numbers, the failure probabilities of the top event for different scenarios, calculated using the method in [28] , are between the lower bound and upper bound, which verify the accuracy of results. In addition, the results in Table 8 show that Scenario 2 is the optimal sensor placement when the epistemic uncertainty is ignored, which can validate the effectiveness of the proposed method.
IV. A CASE STUDY
The micro-computer controlled straight electro-pneumatic braking system is one of the critical parts of urban rail transit as its failure will cause some incidents and eventually affect the safe operation of urban rail transit. The braking system is an electro-mechanic control system and coordinates electrical circuit part and air circuit part to achieve its function. It consists of four parts: braking instruction generating and transmitting unit, braking control unit, braking execution unit and air supply unit. Braking instruction generating and transmitting unit includes braking controller, logic controller and braking instruction line, which generates some braking instructions and transmits them into the braking control units in the vehicles. Braking control unit receives braking signals, calculates service braking force and monitors the state of braking system. It consists of microcomputer braking control unit (MBCU) and pneumatic braking control unit (PBCU). MBCU, including CPU board, AD board, relay controlling board and other boards, controls air braking and sends the regenerative braking instructions to the traction control unit. PBCU, made up of EP braking valves, EP releasing valves and other valves, converts the signals of MBCU into pressure signals and amplifies them to execute air braking. Braking execution unit implements braking and air supply unit offers air for braking system. Some redundancy techniques are used to improve the reliability of the braking system. High coupling degree and complex logic relationships exist in these modules. The main functional failure modes of the braking system can be obtained by its functional analysis and failure mechanism analysis, which include braking control failure, air supply unit failure, braking control output failure and braking execution unit failure. The ''service braking failure'' has been chosen as the top event and DFT of the braking system is built and shown in Fig. 6 . The meanings of the notations in Fig. 6 are shown in Table 9 .
Assume all components obey the exponential distribution or two-parameter Weibull distribution. For the components with the exponential distribution, expert evaluation is used to obtain the interval failure rates of components in the braking system. For the components with the two-parameter Weibull distribution, the general accelerated life test is adopted to collect the interval life of components and the interval failure rates are calculated using the coefficient of variation method [38] . In the DFT of the braking system, X2 follows a two-parameter Weibull distribution and its interval life [t R−0.95 , t R−0.5 ] is [2100,4200]. Other components follow the exponential distribution and the interval failure rates of components are shown in Table 10 [39] . Suppose that the mission time T is 1500 hours and T is 500 hours. Following the process described in section II, we can map the DFT into the equivalent DEN, and DIFs of components are calculated as shown in Table 11 . A sorting method based on the relative superiority degree is used and the ranking value of different scenarios is also shown in Table 11 . From Table 11 , X1, X18 and X26 are potential locations of sensors. Table 12 gives the interval failure rates of sensors. It is assumed that there are only two sensors used in the condition monitoring process. All possible scenarios of sensor placement are as follows.
Scenario 1: Sensor 1 (monitor X26) and sensor 2 (monitor X18) Scenario 2: Sensor 1 (monitor X26) and sensor 3 (monitor X1) Scenario 3: Sensor 2 (monitor X18) and sensor 3 (monitor X1)
As discussed before, some PAND gates are added between sensors and the corresponding components, which develops a new DFT model of the braking system. Based on the proposed method for DFT analysis in Section II, the failure probabilities of the top event for three scenarios are presented in Table 13 . Similarly, a sorting method based on the relative superiority degree is used and the ranking values of different scenarios are also shown in Table 13 . From Table 13 , it is concluded that Scenario 1 is the optimal sensor placement and Scenario 3 is the weakest sensor placement.
V. CONCLUSION
Diagnostic data are collected mainly through sensors mounted on some locations in the system. Optimization of sensors networks has a significant influence on the reliability of system health prognostics process. Performance of a diagnostic system highly depends on the number and locations of sensors. Consequently, optimal sensor placement has a significant influence on the efficiency of fault diagnosis. In this paper, a novel sensor placement based on reliability criterion is proposed, which aims to deal with two crucial issues that arise in engineering applications, such as failure dependency among components and epistemic uncertainty originated from insufficient data. For the issue of the failure dependency, the use of DFT helps to describe the dynamic failure behaviors such as time-dependent failure, redundancy in the system and priorities among events. For the issue of the epistemic uncertainty, expert judgment is used to evaluate the failure rates of components in complex systems with some interval numbers. Besides, a DFT is converted into a DEN to calculate some reliability results which are used for sensor placement. Furthermore, a sensor model is presented to model the failure sequence between a component and its corresponding sensor and a PAND gate is placed between a component and the related sensor. For determining the potential locations, DIF is introduced to be an important indicator of sensor placement and a sorting method based on the relative superiority degree is utilized to rank components. In addition, the failure probability of the top event is considered as the criterion for sensor placement optimization and all scenarios of sensor placement are prioritized based on the criterion. Finally, the effectiveness of the proposed method is demonstrated via application to a real braking system.
The main contribution of this research is that the optimal scenario of sensor placement is determined by considering the epistemic uncertainty, sensors failure, and failure sequence between a component and its corresponding sensor. The proposed method takes full advantages of DFT for modeling and DEN for the uncertainty inference, which is especially suitable for the optimal sensor placement for complex systems. In the future work, we will focus on the optimization of sensor placement based on the multi-attribute information.
