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Abstract
We consider the noncolliding Brownian motion (BM) with N particles starting from the
eigenvalue distribution of Gaussian unitary ensemble (GUE) of N ×N Hermitian random ma-
trices with variance σ2. We prove that this process is equivalent with the time shift t→ t+ σ2
of the noncolliding BM starting from the configuration in which all N particles are put at the
origin. In order to demonstrate nontriviality of such equivalence for determinantal processes, we
show that, even from its special consequence, determinantal expressions are derived for the en-
semble averages of products of characteristic polynomials of random matrices in GUE. Another
determinantal process, noncolliding squared Bessel process with index ν > −1, is also studied
in parallel with the noncolliding BM and corresponding results for characteristic polynomials
are given for random matrices in the chiral GUE as well as in the Gaussian ensembles of class
C and class D.
Keywords Characteristic polynomials of random matrices, Noncolliding diffusion processes,
Determinantal processes, Brownian motions and squared Bessel processes
1 Introduction
We consider N -particle systems of the one-dimensional standard Brownian motions (BMs), X(t) =
(X1(t),X2(t), . . . ,XN (t)), t ≥ 0, and of the squared Bessel processes (BESQ) with index ν > −1,
X(ν)(t) = (X
(ν)
1 (t),X
(ν)
2 (t), . . . ,X
(ν)
N (t)), t ≥ 0, both conditioned never to collide with each other,
N ∈ N ≡ {1, 2, 3, . . . }. The former process, which is called the noncolliding BM [27], solves the
following set of stochastic differential equations (SDEs)
dXj(t) = dBj(t) +
∑
1≤k≤N,k 6=j
dt
Xj(t)−Xk(t)
, 1 ≤ j ≤ N, t ≥ 0, (1.1)
with independent one-dimensional standard BMs {Bj(t)}Nj=1, and the latter process, the noncollid-
ing BESQ [30], does the following set of SDEs
dX
(ν)
j (t) = 2
√
X
(ν)
j (t)dB˜j(t) + 2(ν + 1)dt
+4X
(ν)
j (t)
∑
1≤k≤N,k 6=j
dt
X
(ν)
j (t)−X(ν)k (t)
, 1 ≤ j ≤ N, t ≥ 0, (1.2)
1
where {B˜j(t)}Nj=1 are independent one-dimensional standard BMs different from {Bj(t)}Nj=1 and,
if −1 < ν < 0, the reflection boundary condition is assumed at the origin. (See [16, 10, 35, 32, 42,
48, 26, 49, 46, 37, 44, 43, 38] for related interacting particle systems.) Let R be the collection of
all real numbers and R+ = {x ∈ R : x ≥ 0}, and consider subsets of the N -dimensional real space
R
N , WAN = {x = (x1, x2, . . . , xN ) ∈ RN : x1 < x2 < · · · < xN}, and W+N = {x = (x1, . . . , xN ) ∈
R
N
+ : x1 < · · · < xN}. The former is called the Weyl chambers of types AN−1. We can prove
that, provided X(0) ∈WAN and X(ν)(0) ∈W+N , then the SDEs (1.1) and (1.2) guarantee that with
probability one X(t) ∈ WAN , and X(ν)(t) ∈ W+N for all t > 0. In both processes, at any positive
time t > 0 there is no multiple point at which coincidence of particle positions Xj(t) = Xk(t) or
X
(ν)
j (t) = X
(ν)
k (t) for j 6= k occurs. It is the reason why these processes are called noncolliding
diffusion processes [31]. We can consider them, however, starting from initial configurations with
multiple points. An extreme example is the initial configuration in which all N particles are put
at the origin. In order to describe configurations with multiple points we represent each particle
configuration by a sum of delta measures in the form ξ(·) =∑Nj=1 δxj(·), where with given y ∈ R,
δy(·) denotes the delta measure such that δy(x) = 1 for x = y and δy(x) = 0 for x 6= y. Note
that, by this definition, for A ⊂ R, ξ(A) = ∫A ξ(dx) = ∑1≤j≤N :xj∈A 1 = the number of particles
included in A. (The above mentioned example is then expressed by ξ(·) = Nδ0(·), which means
that the origin is the multiple point with all N particles.) For a given total number of particles
N ∈ N, we write the configuration spaces as MN = {ξ(·) =
∑N
j=1 δxj (·) : xj ∈ R, 1 ≤ j ≤ N}
and M+N = {ξ(·) =
∑N
j=1 δxj(·) : xj ∈ R+, 1 ≤ j ≤ N}. We consider the noncolliding BM and the
noncolliding BESQ as MN -valued and M
+
N -valued processes and write them as
Ξ(t, ·) =
N∑
j=1
δXj(t)(·), Ξ(ν)(t, ·) =
N∑
j=1
δ
X
(ν)
j (t)
(·), t ≥ 0,
respectively. The probability law of Ξ(t, ·) starting from a fixed configuration ξ ∈ MN is denoted
by Pξ and that of Ξ(ν)(t, ·) from ξ ∈ M+N by Pξν , and the noncolliding diffusion processes specified
by initial configurations are expressed by (Ξ(t), t ∈ [0,∞),Pξ) and (Ξ(ν)(t), t ∈ [0,∞),Pξν), ν > −1,
respectively. We set MN,0 = {ξ ∈ MN : ξ({x}) ≤ 1 for any x ∈ R}, and M+N,0 = {ξ ∈ M+N :
ξ({x}) ≤ 1 for any x ∈ R+}, which denote collections of configurations without any multiple
points.
In order to dynamically simulate the random matrix ensemble called the Gaussian unitary
ensemble (GUE), Dyson considered the N × N Hermitian matrix-valued BM and showed that
its eigenvalue process satisfies the SDEs given by (1.1) [14]. This eigenvalue process is called
Dyson’s BM model with parameter β = 2 or simply Dyson’s model [47, 29]. The equivalence
between Dyson’s model and the noncolliding BM, (Ξ(t), t ∈ [0,∞),Pξ), implies that the random
matrix theory [40, 15] is useful to classify and analyze noncolliding diffusion processes [25, 31]. In
particular, if the initial configuration is given by ξ = Nδ0, this equivalence concludes that, for any
t > 0, the particle distribution of Ξ(t) is equal to the eigenvalue distribution of N × N random
matrices in the GUE with variance t. (Note that in the usual GUE the mean is set to be zero.)
Here the probability density function (pdf) of the GUE eigenvalues with variance σ2 is given by
µN,σ2(ξ) =
σ−N2
CN
exp
(
−|x|
2
2σ2
)
hN (x)
2, (1.3)
ξ =
∑N
j=1 δxj ∈MN , x1 ≤ x2 ≤ · · · ≤ xN , where CN = (2π)N/2
∏N
j=1 Γ(j) with the gamma function
2
Γ(z) =
∫∞
0 e
−uuz−1du, |x|2 =∑Nj=1 x2j , and
hN (x) =
∏
1≤j<k≤N
(xk − xj). (1.4)
The expectation of a measurable function F of a random variable Ξ ∈MN with respect to (1.3) is
given by
EN,σ2 [F (Ξ)] =
∫
WA
N
F (ξ)µN,σ2(ξ)dx =
1
N !
∫
RN
F (ξ)µN,σ2(ξ)dx (1.5)
with setting ξ =
∑N
j=1 δxj ,x = (x1, . . . , xN ), where dx =
∏N
j=1 dxj .
Assume ν ∈ N0 ≡ N ∪ {0} and let M(t) be the (N + ν)×N complex matrix-valued BM. Then
the N × N matrix-valued process L(t) = M(t)†M(t), t ≥ 0, where M(t)† denotes the Hermitian
conjugate of M(t), is called the Laguerre process or the complex Wishart process [11]. The matrix
L(t) is Hermitian and positive definite, and Ko¨nig and O’Connell proved that the eigenvalue process
of L(t) satisfies the SDEs given by (1.2) [35]. Again by the random matrix theory [40, 15], this
equivalence concludes that the particle distribution of (Ξ(ν)(t), t ∈ [0,∞),PNδ0ν ) at any given time
t > 0 is equal to the distribution of squares of singular values of (N + ν) × N complex random
matrices in the chiral Gaussian unitary ensemble (chGUE) with index ν ∈ N0 and variance t. Here
the pdf of squares of singular values in chGUE with index ν ∈ N0 and variance σ2 is given by
[51, 50]
µ
(ν)
N,σ2
(ξ) =
σ−2N(N+ν)
C
(ν)
N
N∏
j=1
(xνj e
−xj/2σ2)hN (x)2, (1.6)
ξ =
∑N
j=1 δxj ∈M+N , 0 ≤ x1 ≤ · · · ≤ xN , where C(ν)N = 2N(N+ν)
∏N
j=1 Γ(j)Γ(j+ν). The expectation
of a measurable function F of a random variable Ξ ∈M+N with respect to (1.6) is given by
E
(ν)
N,σ2
[F (Ξ)] =
∫
W
+
N
F (ξ)µ
(ν)
N,σ2
(ξ)dx =
1
N !
∫
RN+
F (ξ)µ
(ν)
N,σ2
(ξ)dx (1.7)
with setting ξ =
∑N
j=1 δxj ,x = (x1, . . . , xN ).
Let H(2N) be the space of 2N × 2N Hermitian matrices and sp(2N,C) and so(2N,C) be the
spaces of 2N×2N complex matrices representing the symplectic Lie algebra and the orthogonal Lie
algebra, respectively. Altland and Zirnbauer introduced the Gaussian random matrix ensembles
for the elements in HC(2N) = sp ∩ H(2N) and in HD(2N) = so ∩ H(2N), which are called the
Gaussian ensembles of class C and class D, respectively. The eigenvalues of matrices both in the
class C and class D ensembles are given by N pairs of positive and negative ones with the same
absolute value. The pdfs of the squares of N positive eigenvalues are given by (1.6) with ν = 1/2
for the class C ensemble and with ν = −1/2 for the class D ensemble, when the variances are
σ2 [2, 3]. If we consider the HC(2N)-valued BM and HD(2N)-valued BM, the squares of each N
positive eigenvalues satisfy the SDEs (1.2) with ν = 1/2 and ν = −1/2, respectively [25]. See also
[10, 32, 42, 6, 36].
In the present paper, we consider the noncolliding BM whose initial configuration is distributed
according to the pdf (1.3), denoted by (Ξ(t), t ∈ [0,∞),PµN,σ2 ), and the noncolliding BESQ starting
from the distribution (1.6) with not only ν ∈ N0 but with ν > −1 generally, denoted by (Ξ(ν)(t), t ∈
[0,∞),Pµ
(ν)
N,σ2 ). We prove that for any N ∈ N, σ2 > 0 the following equalities are established,
(Ξ(t), t ∈ [0,∞),PµN,σ2 ) f.d.= (Ξ(t+ σ2), t ∈ [0,∞),PNδ0),
(Ξ(ν)(t), t ∈ [0,∞),Pµ
(ν)
N,σ2
ν )
f.d.
= (Ξ(ν)(t+ σ2), t ∈ [0,∞),PNδ0ν ), ν > −1, (1.8)
3
where
f.d.
= denotes the equivalence in finite dimensional distributions (see Theorem 2.1 and Remark
1). We would like to emphasize that these equalities are highly nontrivial and in order to demon-
strate it we show in this paper that, even from very special consequence of (1.8), determinantal
expressions of ensemble averages of products of characteristic polynomials of random matrices are
derived. See [8, 17, 41, 9, 18, 19, 1, 7] for extensive study of characteristic polynomials of random
matrices, especially in the connection with the Riemann zeta function [33, 34, 21].
We write the expectations of measurable function F of N × N random matrices {H} in the
GUE, of (N+ν)×N random matrices {M} in the chGUE with ν ∈ N0, of 2N×2N random matrices
{HC} in the class C, and of 2N × 2N random matrices {HD} in the class D as 〈F (H)〉GUE(N,σ2),
〈F (M)〉chGUE(N,ν,σ2), 〈F (HC)〉classC(2N,σ2), and 〈F (HD)〉classD(2N,σ2), respectively, where σ2 denote
the variances of these four kinds of Gaussian ensembles. Then for m ∈ N, α ∈ Cm the ensemble
averages of m-product of characteristic polynomials of random matrices are defined as
MGUE(m,α;N,σ
2) ≡
〈
m∏
n=1
det(αnIN −H)
〉
GUE(N,σ2)
=
〈
m∏
n=1
N∏
j=1
(αn − λj)
〉
GUE(N,σ2)
, (1.9)
M
(ν)
chGUE(m,α;N,σ
2) ≡
〈
m∏
n=1
det(αnIN −M †M)
〉
chGUE(N,ν,σ2)
=
〈
m∏
n=1
N∏
j=1
(αn − κ2j)
〉
chGUE(N,ν,σ2)
, ν ∈ N0, (1.10)
and for ♯ = C and D
Mclass♯(m,α; 2N,σ
2) ≡
〈
m∏
n=1
det(αnI2N −H♯)
〉
class♯(2N,σ2)
=
〈
m∏
n=1
N∏
j=1
(αn − εj)(αn + εj)
〉
class♯(2N,σ2)
=
〈
m∏
n=1
N∏
j=1
(α2n − ε2j )
〉
class♯(2N,σ2)
, (1.11)
where Iℓ denotes the ℓ× ℓ unit matrix, (λ1, . . . , λN ) are the eigenvalues of H, (κ21, . . . , κ2N ) are the
eigenvalues of M †M , (ε1, . . . , εN ,−ε1, . . . ,−εN ) are the eigenvalues forming “particle-hole pairing”
of H♯, ♯ = C or D. For (1.10) remark that eachM in chGUE has such a singular value decomposition
that M = U †KV , where U ∈ U(N + ν), V ∈ U(N),
K =
(
K̂
O
)
with K̂ = diag{κ1, κ2, · · · , κN}, (κ1, . . . , κN ) ∈W+N
and O is the ν ×N zero matrix. The diagonal elements (κ1, . . . , κN ) of K̂ are called the singular
values of rectangular matrix M . Since M †M = V †KTKV , the eigenvalues of M †M are squares of
singular values (κ21, . . . , κ
2
N ) [20].
We use the convention such that∏
x∈ξ
f(x) = exp
{∫
R
ξ(dx) log f(x)
}
=
∏
x∈supp ξ
f(x)ξ({x})
4
for ξ ∈MN and a function f on R, where supp ξ = {x ∈ R : ξ({x}) > 0}. Then (1.9) is given by
MGUE(m,α;N,σ
2) = EN,σ2
[
m∏
n=1
∏
X∈Ξ
(αn −X)
]
(1.12)
with (1.5). And if we define
M (ν)(m,α;N,σ2) = E
(ν)
N,σ2
[
m∏
n=1
∏
X∈Ξ
(αn −X)
]
(1.13)
with (1.7) for ν > −1, (1.10) and (1.11) are given as
M
(ν)
chGUE(m,α;N,σ
2) =M (ν)(m,α;N,σ2), ν ∈ N0, (1.14)
MclassC(m,α; 2N,σ
2) =M (1/2)(m,α〈2〉;N,σ2), (1.15)
MclassD(m,α; 2N,σ
2) =M (−1/2)(m,α〈2〉;N,σ2), (1.16)
where for α = (α1, . . . , αm) ∈ Cm, α〈2〉 ≡ (α21, . . . , α2m) ∈ Cm.
We will show that, from the equalities (1.8), two sets of determinantal expressions are derived
for (1.12), (1.14)-(1.16).
2 Preliminaries and Main Results
We define
p(t, y|x) =

1√
2π|t| exp
{
−(x− y)
2
2t
}
, t ∈ R \ {0},
δ(y − x), t = 0,
(2.1)
for x, y ∈ C. For z ∈ C, ν > −1, we define zν to be exp(ν log z), where the argument of z is given
its principal value;
zν = exp
[
ν
{
log |z|+√−1arg(z)
}]
, −π < arg(z) ≤ π.
For ν > −1, y ∈ C, we set
p(ν)(t, y|x) =

1
2|t|
(y
x
)ν/2
exp
(
−x+ y
2t
)
Iν
(√
xy
t
)
, t ∈ R \ {0}, x ∈ C \ {0},
yν
(2|t|)ν+1Γ(ν + 1)e
−y/2t, t ∈ R \ {0}, x = 0,
δ(y − x), t = 0, x ∈ C,
(2.2)
where Iν(z) is the modified Bessel function of the first kind defined by [52, 4]
Iν(z) =
∞∑
n=0
1
Γ(n+ 1)Γ(n+ 1 + ν)
(z
2
)2n+ν
.
The following equality holds,∫
R
dy p(s, z|y)p(t, y|x) = p(s+ t, z|x), (2.3)∫
R+
dy p(ν)(s, z|y)p(ν)(t, y|x) = p(ν)(s+ t, z|x) (2.4)
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for s, t ≥ 0, x, z ∈ C. The former is confirmed just performing the Gaussian integral and the latter
is proved by using Weber’s second exponential integral of the Bessel functions [52] with appropriate
analytic continuation [30]. When t ≥ 0, x, y ∈ R, p(t, y|x) gives the transition probability density
of the one-dimensional standard BM from x to y during time period t, and when t ≥ 0, x, y ∈ R+,
p(ν)(t, y|x) gives that of the BESQ with index ν > −1 from x to y during time period t (if −1 <
ν < 0, a reflection wall is put at the origin). The equalities (2.3) with x, z ∈ R and (2.4) with
x, z ∈ R+ are the Chapman-Kolmogorov equations of these one-dimensional diffusion processes
[45]. The extended versions of Chapmann-Kolmogorov equations, i.e., (2.3) with x ∈ C \ R and
(2.4) with x ∈ R\R+ will have probability-theoretical interpretations related with martingales [24].
We introduce the Karlin-McGregor determinants [23]
f(t,y|x) = det
1≤j,k≤N
[p(t, yj|xk)], x,y ∈WAN ,
f (ν)(t,y|x) = det
1≤j,k≤N
[p(ν)(t, yj|xk)], x,y ∈W+N , ν > −1, (2.5)
t ≥ 0.
For given ξ ∈MN , N ∈ N, we write ξ(·) =
∑N
j=1 δaj (·) with a1 ≤ a2 ≤ · · · ≤ aN . Then we set
ξ0(·) ≡ 0 and ξn(·) =
n∑
j=1
δaj (·), 1 ≤ n ≤ N.
For t > 0, x ∈ C, we define [5, 29]
φ(+)n (t, x; ξ) =
1
2πi
∮
C(ξn+1)
ds p(t, x|s) 1∏
a∈ξn+1(s − a)
, (2.6)
φ(−)n (t, x; ξ) =
∫
R
ds p(−t, is|x)
∏
a∈ξn
(is − a), ξ ∈MN , (2.7)
and [12, 30]
φ(ν,+)n (t, x; ξ) =
1
2πi
∮
C(ξn+1)
ds p(ν)(t, x|s) 1∏
a∈ξn+1(s− a)
, (2.8)
φ(ν,−)n (t, x; ξ) =
∫
R−
ds p(ν)(−t, s|x)
∏
a∈ξn
(s− a), ξ ∈M+N , (2.9)
n = 0, 1, . . . , N − 1, where i = √−1, for ζ ∈ Mℓ, ℓ ∈ N, C(ζ) denotes a closed contour on the
complex plane C encircling the points in supp ζ on the real line R once in the positive direction,
and R− = {x ∈ R : x ≤ 0}. And for t ≥ 0, let
h
(±)
N (t,y; ξ) = det1≤j,k≤N
[φ
(±)
j−1(t,yk; ξ)], y ∈WAN , ξ ∈MN ,
h
(ν,±)
N (t,y; ξ) = det1≤j,k≤N
[φ
(ν,±)
j−1 (t,yk; ξ)], y ∈W+N , ξ ∈M+N . (2.10)
Since φ
(−)
n (t, x; ξ) and φ
(ν,−)
n (t, x; ξ) are monic polynomials of x of degree n,
h
(−)
N (t,y; ξ) = h
(ν,−)
N (t,y; ξ) = hN (y), (2.11)
6
which are independent of t and ξ. On the other hand, the following equalities are proved (Lemma
3.1 in [29] and Lemma 3.4 in [30]). For any t ≥ 0,y ∈ WAN , ξ =
∑N
j=1 δxj ∈ MN with x1 ≤ x2 ≤
· · · ≤ xN ,
f(t,y|x)
hN (x)
= h
(+)
N (t,y; ξ), (2.12)
and for any t ≥ 0,y ∈W+N , ξ =
∑N
j=1 δxj ∈M+N with 0 ≤ x1 ≤ x2 ≤ · · · ≤ xN ,
f (ν)(t,y|x)
hN (x)
= h
(ν,+)
N (t,y; ξ), (2.13)
where, if some of the xj ’s coincide, the LHS of (2.12) and (2.13) are interpreted by using l’Hoˆpital’s
rule.
For any M ∈ N and any increasing time-sequence 0 < t1 < · · · < tM < ∞, the multitime
probability density of (Ξ(t), t ∈ [0,∞),Pξ) is given by
pξ(t1, ξ
(1); . . . ; tM , ξ
(M))
= h
(−)
N (tM ,x
(M); ξ)
M−1∏
m=1
f(tm+1 − tm,x(m+1)|x(m))h(+)N (t1,x(1), ξ) (2.14)
with ξ =
∑N
j=1 δaj ∈MN , a1 ≤ a2 ≤ · · · ≤ aN for the initial configuration and ξ(m) =
∑N
j=1 δx(m)j
∈
MN,0, x
(m) = (x
(m)
1 , . . . , x
(m)
N ) ∈ WAN for configurations at times tm, 1 ≤ m ≤ M [29]. Similarly,
the multitime probability density of (Ξ(ν)(t), t ∈ [0,∞),Pξν) is given by
pξν(t1, ξ
(1); . . . ; tM , ξ
(M))
= h
(ν,−)
N (tM ,x
(M); ξ)
M−1∏
m=1
f (ν)(tm+1 − tm,x(m+1)|x(m))h(ν,+)N (t1,x(1); ξ) (2.15)
with ξ =
∑N
j=1 δaj ∈ M+N , 0 ≤ a1 ≤ a2 ≤ · · · ≤ aN for the initial configuration and ξ(m) =∑N
j=1 δx(m)j
∈M+N,0, x(m) = (x(m)1 , . . . , x(m)N ) ∈W+N for configurations at times tm, 1 ≤ m ≤M [30].
By definitions (2.6) and (2.7), we can see that
φ(+)n (t, x;Nδ0) = t
−(n+1)/2 2
−n/2
n!
√
2π
Hn
(
x√
2t
)
e−x
2/2t,
φ(−)n (t, x;Nδ0) = t
n/22−n/2Hn
(
x√
2t
)
, 0 ≤ n ≤ N − 1, (2.16)
where Hn(x) is the Hermite polynomial of degree n,
Hn(x) = n!
[n/2]∑
k=0
(−1)k (2x)
n−2k
k!(n − 2k)!
= 2n/2
∫
R
dy
e−y
2/2
√
2π
(iy +
√
2x)n =
n!
2πi
∮
C(δ0)
dz
e2zx−z
2
zn+1
,
(2.17)
7
where [r] denotes the largest integer that is not greater than r ∈ R+, and by definitions (2.8) and
(2.9),
φ(ν,+)n (t, x;Nδ0) = t
−(n+1)(−1)n 2
−(n+ν+1)
Γ(n+ ν + 1)
(x
t
)ν
e−x/2tLνn
( x
2t
)
,
φ(ν,−)n (t, x;Nδ0) = t
n(−1)n2nn!Lνn
( x
2t
)
, (2.18)
where L
(ν)
n (x) is the Laguerre polynomial of degree n with index ν,
Lνn(x) =
n∑
k=0
(−1)k Γ(n+ ν + 1)x
k
Γ(k + ν + 1)(n − k)!k!
=
1
2πi
∮
C(δ0)
e−xu(1 + u)n+ν
un+1
du. (2.19)
Then we can prove the following.
Theorem 2.1 For any N,M ∈ N, any increasing time-sequence 0 < t1 < · · · < tM <∞, and any
σ2 > 0,
EN,σ2 [p
Ξ(t1, ξ
(1); . . . ; tM , ξ
(M))] = pNδ0(t1 + σ
2, ξ(1); . . . ; tM + σ
2, ξ(M)) (2.20)
with ξ(m) ∈MN,0, 1 ≤ m ≤M , and
E
(ν)
N,σ2
[pΞν (t1, ξ
(1); . . . ; tM , ξ
(M))] = pNδ0ν (t1 + σ
2, ξ(1); . . . ; tM + σ
2, ξ(M)) (2.21)
with ξ(m) ∈M+N,0, 1 ≤ m ≤M .
Remark 1. When M -time probability density of a process is given for any M ∈ N and any time
sequence 0 < t1 < · · · < tM , it is said that the finite dimensional distributions of the process is
determined [45]. Eq.(2.20) (resp. Eq.(2.21)) means that the processes (Ξ(t), t ∈ [0,∞),PµN,σ2 ) and
(Ξ(t + σ2), t ∈ [0,∞),PNδ0) (resp. (Ξ(ν)(t), t ∈ [0,∞),PµN,σ2ν ) and (Ξ(ν)(t+ σ2), t ∈ [0,∞),PNδ0ν ))
are equivalent in finite dimensional distributions for any σ2 > 0, which is the fact expressed by
(1.8).
For x(m) = (x
(m)
1 , . . . , x
(m)
N ) ∈ WAN or x(m) ∈ W+N with ξ(m)(·) =
∑N
j=1 δx(m)j
(·) and N ′ ∈
{1, 2, . . . , N}, we put x(m)N ′ = (x(m)1 , . . . , x(m)N ′ ) ∈ WAN ′ or x(m)N ′ ∈ W+N ′ , 1 ≤ m ≤ M . For a
sequence (Nm)
M
m=1 of positive integers less than or equal toN , we define the (N1, . . . , NM )-multitime
correlation functions of (Ξ(t), t ∈ [0,∞),Pξ) and (Ξ(ν)(t), t ∈ [0,∞),Pξν) by
ρξ(t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
=
∫
∏M
m=1 R
N−Nm
M∏
m=1
N∏
j=Nm+1
dx
(m)
j p
ξ(t1, ξ
(1); . . . ; tM , ξ
(M))
M∏
m=1
1
(N −Nm)! ,
ρξν(t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
=
∫
∏M
m=1 R
N−Nm
+
M∏
m=1
N∏
j=Nm+1
dx
(m)
j p
ξ
ν(t1, ξ
(1); . . . ; tM , ξ
(M))
M∏
m=1
1
(N −Nm)! , (2.22)
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respectively. In the previous papers we have shown that for any fixed initial configuration ξ the
noncolliding BM and the noncolliding BESQ with finite numbers of particles are determinantal
processes in the sense that any multitime correlation function is given by a determinant [29, 30]
ρξ(t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
) = det
1≤j≤Nm,1≤k≤Nn
1≤m,n≤M
[Kξ(tm, x
(m)
j ; tn, x
(n)
k )]
ρξν(t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
) = det
1≤j≤Nm,1≤k≤Nn
1≤m,n≤M
[Kξν(tm, x
(m)
j ; tn, x
(n)
k )], ν > −1. (2.23)
Here the correlation kernels are given by
K
ξ(s, x; t, y) =
N−1∑
n=0
φ(+)n (s, x; ξ)φ
(−)
n (t, y; ξ)− 1(s > t)p(s − t, x|y)
=
∫
R
ξ(dx′)
∫
R
dy′p(s, x|x′)Φ(ξ;x′, iy′)p(−t, iy′|y)
−1(s > t)p(s− t, x|y), ξ ∈MN,0, (2.24)
K
ξ
ν(s, x; t, y) =
N−1∑
n=0
φ(ν,+)n (s, x; ξ)φ
(ν,−)
n (t, y; ξ) − 1(s > t)p(ν)(s− t, x|y)
=
∫
R+
ξ(dx′)
∫
R−
dy′p(ν)(s, x|x′)Φ(ξ;x′, y′)p(ν)(−t, y′|y)
−1(s > t)p(ν)(s− t, x|y), ξ ∈M+N,0, ν > −1, (2.25)
where
Φ(ξ, x, z) =
∏
a∈ξ∩{x}c
z − a
x− a, (2.26)
and 1(ω) = 1 if ω is satisfied and 1(ω) = 0 otherwise (Proposition 2.1 in [29] and Theorem 2.1 in
[30]). The function Φ(ξ, x, z) is an entire function of z ∈ C expressed by the Weierstrass canonical
product with genus 0, whose zeros are given by supp ξ ∩ {x}c [39, 28].
As direct consequences of Theorem 2.1, we have the following equalities for multitime correlation
functions;
EN,σ2 [ρ
Ξ(t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)] = ρNδ0(t1 + σ
2,x
(1)
N1
; . . . ; tM + σ
2,x
(M)
NM
) (2.27)
with x
(m)
Nm
∈WANm, 1 ≤ m ≤M , and
E
(ν)
N,σ2
[ρΞν (t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)] = ρNδ0ν (t1 + σ
2,x
(1)
N1
; . . . ; tM + σ
2,x
(M)
NM
) (2.28)
with x
(m)
Nm
∈W+Nm , 1 ≤ m ≤M , for any M ∈ N, 0 < t1 < · · · < tM <∞. Therefore, infinite systems
of equalities between determinants of correlation kernels are obtained as a corollary of Theorem
2.1.
Corollary 2.2 For any N,M ∈ N, 0 < t1 < · · · < tM < ∞, Nm ∈ {1, 2, . . . , N}, 1 ≤ m ≤ M ,
σ2 > 0,
EN,σ2
 det
1≤j≤Nm,1≤k≤Nn
1≤m,n≤M
[KΞ(tm, x
(m)
j ; tn, x
(n)
k )]

= det
1≤j≤Nm,1≤k≤Nn
1≤m,n≤M
[KNδ0(tm + σ
2, x
(m)
j ; tn + σ
2, x
(n)
k )], (2.29)
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E
(ν)
N,σ2
 det
1≤j≤Nm,1≤k≤Nn
1≤m,n≤M
[KΞν (tm, x
(m)
j ; tn, x
(n)
k )]

= det
1≤j≤Nm,1≤k≤Nn
1≤m,n≤M
[KNδ0ν (tm + σ
2, x
(m)
j ; tn + σ
2, x
(n)
k )]. (2.30)
In particular, as M = 1, N1 = L ≤ N ,
EN,σ2
[
det
1≤j,k≤L
[KΞ(t, xj ; t, xk)]
]
= det
1≤j,k≤L
[KNδ0(t+ σ2, xj ; t+ σ
2, xk)], (2.31)
E
(ν)
N,σ2
[
det
1≤j,k≤L
[KΞν (t, xj ; t, xk)]
]
= det
1≤j,k≤L
[KNδ0ν (t+ σ
2, xj ; t+ σ
2, xk)] (2.32)
hold for any t > 0, σ2 > 0.
The proof of Theorem 2.1 is given in Sect. 3.1.
The main purpose of the present paper is to show that the equalities in Corollary 2.2 are
nontrivial even in the special cases given by (2.31) and (2.32), and from them the determinantal
expressions for the ensemble averages of 2n-products of characteristic polynomials of random ma-
trices are derived for any n ∈ N. We show two sets of determinantal expressions. The first one is
given by the following theorem.
Theorem 2.3 For any N,n ∈ N, α = (α1, α2, · · · , α2n) ∈ C2n, σ2 > 0,
MGUE(2n,α;N,σ
2) =
γN,2nσ
n(2N+n)
hn(α1, · · · , αn)hn(αn+1, · · · , α2n)
× det
1≤j,k≤n
[
1
αj − αn+k
∣∣∣∣∣ HN+n(αj/
√
2σ2) HN+n(αn+k/
√
2σ2)
HN+n−1(αj/
√
2σ2) HN+n−1(αn+k/
√
2σ2)
∣∣∣∣∣
]
(2.33)
with
γN,2n = 2
−n(2N+2n−1)/2
n∏
ℓ=2
(N + n− ℓ)!
(N + n− 1)! , (2.34)
and for ν > −1
M (ν)(2n,α;N,σ2) =
γ
(ν)
N,2n(2σ
2)n(2N+n)
hn(α1, · · · , αn)hn(αn+1, · · · , α2n)
× det
1≤j,k≤n
[
1
αj − αn+k
∣∣∣∣ LνN+n (αj/2σ2) LνN+n (αn+k/2σ2)LνN+n−1 (αj/2σ2) LνN+n−1 (αn+k/2σ2)
∣∣∣∣] , (2.35)
with
γ
(ν)
N,2n = (−1)n
(
(N + n)!
Γ(N + n+ ν)
)n−1 n−1∏
ℓ=1
Γ(N + ν + ℓ)
n+1∏
m=1
(N +m− 1)!. (2.36)
By setting ν ∈ N0, ν = 1/2 and ν = −1/2 in (2.35), the determinantal expressions are given for
M
(ν)
chGUE,MclassC and MclassD through (1.14)-(1.16).
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Proof is given in Sect. 3.2. The above expressions can be simplified by using the following iden-
tity, which was given by Ishikawa et al.[22]. For n ≥ 2,x = (x1, . . . , xn),y = (y1, . . . , yn),a =
(a1, . . . , an), b = (b1, . . . , bn) ∈ Cn,
det
1≤j,k≤n
[
1
yk − xj
∣∣∣∣ 1 aj1 bk
∣∣∣∣]
=
(−1)n(n−1)/2∏n
j=1
∏n
k=1(yk − xj)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 · · · xn−11 a1 a1x1 · · · a1xn−11
1 x2 · · · xn−12 a2 a2x2 · · · a2xn−12
· · · · · ·
1 xn · · · xn−1n an anxn · · · anxn−1n
1 y1 · · · yn−11 b1 b1y1 · · · b1yn−11
1 y2 · · · yn−12 b2 b2y2 · · · b2yn−12
· · · · · ·
1 yn · · · yn−1n bn bnyn · · · bnyn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.37)
Remark 2. For n ∈ N, p, q ∈ N0 satisfying p + q = n, and x,a ∈ Cn, denote by V p,q(x;a) the
n× n matrix with j-th row
(1, xj , · · · , xp−1j , aj , ajxj, · · · , ajxq−1j ).
If q = 0, then p = n and V n,0(x;a) = V n,0(x) = (xk−1j )1≤j,k≤n is the Vandermonde matrix and its
determinant detV n,0(x) is equal to the product of differences of n variables, hn(x), given by (1.4).
As a generalization of the Cauchy determinant
det
1≤j,k≤n
(
1
xj + yk
)
=
hn(x)hn(y)∏n
j=1
∏n
k=1(xj + yk)
,
x,y ∈ Cn, Ishikawa et al. [22] proved the following equalities involving the generalized Vander-
monde determinants V p,q. Let n ∈ N, p, q ∈ N0. For x = (x1, · · · , xn),y = (y1, · · · , yn),a =
(a1, · · · , an), b = (b1, · · · , bn) ∈ Cn and z = (z1, · · · , zp+q),C = (c1, · · · , cp+q) ∈ Cp+q
det
1≤j,k≤n
[
1
yk − xj detV
p+1,q+1(xj , yk,z; aj , bk,C)
]
=
(−1)n(n−1)/2∏n
j=1
∏n
k=1(yk − xj)
detV p,q(z,C)n−1 detV n+p,n+q(x,y,z;a, b,C). (2.38)
When p = q = 0, detV 0,0(z,C) = 1 and
detV 1,1(xj , yk; aj , bk) =
∣∣∣∣ 1 aj1 bk
∣∣∣∣ .
Then as a special case of (2.38), (2.37) is obtained.
For σ2 > 0 define
Ĥℓ(α;σ
2) =
(
σ2
2
)ℓ/2
Hℓ
(
α√
2σ2
)
, α ∈ R, (2.39)
L̂νℓ (α;σ
2) = (−2σ2)ℓℓ!Lνℓ
( α
2σ2
)
, α ∈ R+, (2.40)
ℓ ∈ N0, which are both monic polynomials of α with order ℓ. By using the identity (2.37) and
recurrence relations of Hermite polynomials and Laguerre polynomials, we can prove the following
second set of determinantal expressions.
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Theorem 2.4 For any N,n ∈ N,α = (α1, α2, · · · , α2n) ∈ C2n, σ2 > 0,
MGUE(2n,α;N,σ
2) =
1
h2n(α)
det
1≤j,k≤2n
[
ĤN+j−1(αk;σ2)
]
, (2.41)
M
(ν)
chGUE(2n,α;N,σ
2) =
1
h2n(α)
det
1≤j,k≤2n
[
L̂νN+j−1(αk;σ
2)
]
, ν ∈ N0, (2.42)
MclassC(2n,α; 2N,σ
2) =
1
h2n(α〈2〉)
det
1≤j,k≤2n
[
L̂
1/2
N+j−1(α
2
k;σ
2)
]
=
1
h2n(α〈2〉)
∏2n
j=1 αj
det
1≤j,k≤2n
[
Ĥ2N+2j−1(αk;σ2)
]
, (2.43)
and
MclassD(2n,α; 2N,σ
2) =
1
h2n(α〈2〉)
det
1≤j,k≤2n
[
L̂
−1/2
N+j−1(α
2
k;σ
2)
]
=
1
h2n(α〈2〉)
det
1≤j,k≤2n
[
Ĥ2(N+j−1)(αk;σ2)
]
. (2.44)
The determinantal expressions (2.41)-(2.44) can be obtained from the general formula given by
Bre´zin and Hikami as Eq.(14) in [8]. (See also [17, 41, 18, 19] and Sect.22.4 in [40].) Since our
new expressions (2.33) and (2.35) are independently derived in the present paper, if we combine
the present result and that of Bre´zin and Hikami [8], the special case of identity (2.37) of Ishikawa
et al. [22] is concluded.
Remark 3. In this paper, we derive the ensemble averages of products of characteristic polynomials
of random matrices from the equalities (2.31) and (2.32). As stated in Corollary 2.2, these equalities
are special cases with M = 1 of the systems of equalities (2.29) and (2.30). It will be an interesting
problem to clarify all the information involved in (2.29) and (2.30) (see [13]).
3 Proofs of Theorems
3.1 Proof of Theorem 2.1
By (2.16) and the fact that Hn(x/2) is a monic polynomial of order n ∈ N0 and thus
det
1≤j,k≤N
[Hj−1(xk/2)] = hN (x),
we obtain the equality
h
(+)
N (σ
2,x;Nδ0) =
µN,σ2(ξ)
hN (ξ)
, ξ =
N∑
j=1
δxj ∈MN,0,x ∈WAN . (3.1)
Combining this with (2.12) gives the equality
f(t1,x
(1)|x)h(+)N (σ2,x;Nδ0) = h(+)N (t1,x(1); ξ)µN,σ2(ξ) (3.2)
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for any t1 > 0, ξ =
∑N
j=1 δxj ∈MN ,x(1) ∈WAN . Then (2.14) with ξ = Nδ0 gives
pNδ0(σ2, ξ; t1 + σ
2, ξ(1); . . . ; tM + σ
2, ξ(M))
= h
(−)
N (tM + σ
2,x(M);Nδ0)
M−1∏
m=1
f(tm+1 − tm;x(m+1)|x(m))f(t1,x(1)|x)h(+)N (σ2,x;Nδ0)
= h
(−)
N (tM ,x
(M); ξ)
M−1∏
m=1
f(tm+1 − tm;x(m+1)|x(m))h(+)N (t1,x(1); ξ)µN,σ2(ξ)
= µN,σ2(ξ)p
ξ(t1, ξ
(1); . . . ; tM , ξ
(M)), (3.3)
where (2.11) was used. Integrating the both sides with respect to ξ over MN according to (1.5),
(2.20) is obtained. Similarly, the equality
f (ν)(t1,x
(1)|x)h(ν,+)N (σ2,x;Nδ0) = h(ν,+)N (t1,x(1); ξ)µ(ν)N,σ2(ξ) (3.4)
is established for any t1 > 0, ξ =
∑N
j=1 δxj ∈M+N , ξ(1) ∈W+N , and then we have
µ
(ν)
N,σ2
(ξ)pξν(t1, ξ
(1); . . . ; tM , ξ
(M)) = pNδ0ν (σ
2, ξ; t1 + σ
2, ξ(1); . . . ; tM + σ
2, ξ(M)). (3.5)
Integrating the both sides with respect to ξ over M+N according to (1.7), (2.21) is obtained.
3.2 Proof of Theorem 2.3
First we derive the expression (2.33) from (2.31). We observe that the LHS of (2.31) is written as
follows.
Lemma 3.1 For any σ2 > 0, t > 0, 1 ≤ L ≤ N,xL = (x1, . . . , xL) ∈WAL ,
EN,σ2
[
det
1≤j,k≤L
[KΞ(t, xj ; t, xk)]
]
=
∫
RL
du
∫
RL
dw e−|u|
2/2σ2
L∏
j=1
p(t, xj |uj)p(−t, iwj |xj) σ
−L(2N−L)
(2π)L/2
∏L
ℓ=1(N − ℓ)!
×hL(u)hL(iw)MGUE(2L, (u1, . . . , uL, iw1, . . . , iwL);N − L, σ2). (3.6)
Proof Assume that ξ =
∑N
j=1 δaj with a = (a1, . . . , aN ) ∈WAN . Then
ρ(t,xL) = det
1≤j,k≤L
[Kξ(t, xj ; t, xk)]
= det
1≤j,k≤L
 N∑
q=1
p(t, xj|aq)
∫
R
dw p(−t, iw|xk)
∏
1≤ℓ≤N,ℓ 6=q
iw − aℓ
aq − aℓ

= L!
∑
1≤q1<···<qN≤N
∫
RL
dw
L∏
j=1
p(−t, iwj |xj) ∏
1≤ℓj≤N,ℓj 6=qj
iwj − aℓj
aqj − aℓj
 det1≤j,k≤L[p(t, xj |aqk)],
where multilinearlity and antisymmetry property of determinant have been used. Let IN =
{1, 2, . . . , N}, IL = {1, 2, . . . , L}. For a given ordered set of indices qL = {q1, q2, . . . , qL}, 1 ≤
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q1 < · · · < qL ≤ N , we see
hN (a)
2
L∏
j=1
∏
1≤ℓj≤N,ℓj 6=qj
iwj − aℓj
aqj − aℓj
= (−1)L(L−1)/2hN−L((aj)j∈IN\qL)
×
∏
k∈IL
∏
j∈IN\qL
(aqk − aj)(iwk − aj)×
∏
k∈IL
∏
j∈IL,j 6=k
(iwk − apj ).
We also note that
σ−N2
N !CN
=
σ−(N−L)2
(N − L)!CN−L ×
σ−L(2N−N ′)
(2π)L/2
∏L−1
n=0(N − n)!
.
Then the LHS of (3.6) becomes∫
RN
da
σ−N2
N !CN
e−|a|
2/2σhN (a)
2ρξ(t,xL)
=
(−1)L(L−1)/2σ−L(2N−L)
(2π)L/2
∏L−1
n=0(N − n)!
L!
∑
1≤q1<···<qL≤N
∫
RL
dw
L∏
j=1
p(−t, iwj|xj)
L∏
k=1
∫
R
daqk e
−a2qk/2σ
2
×
∏
ℓ∈IL
∏
m∈IL,m6=ℓ
(iwℓ − aqm) det
1≤j,k≤L
[p(t, xj |aqk)]EN−L,σ2
∏
k∈IL
∏
j∈IL\qL
(aqk − aj)(iwk − aj)

=
(−1)L(L−1)/2σ−L(2N−L)
(2π)L/2
∏L
n=1(N − n)!
∫
RL
dw
L∏
j=1
p(−t, iwj |xj)
∫
RL
dv e−|v|
2/2σ2
L∏
k=1
∏
1≤j≤L,j 6=k
(iwk − vj)
× det
1≤j,k≤L
[p(t, xj |vk)]MGUE(2L, (v1, . . . , vL, iw1, . . . , iwL);N − L, σ2),
where we have replaced the integral variables (aq1 , . . . , aqL) by (v1, . . . , vL) ≡ v. By definition
det
1≤j,k≤L
[p(t, xj |vk)] =
∑
τ∈SL
sgn(τ)
L∏
j=1
p(t, xj |vτ(j)),
where SL denotes the collection of all permutation of (1, 2, . . . , L). For each τ ∈ SL, set vτ(j) =
uj , 1 ≤ j ≤ L, that is, vj = uτ−1(j), 1 ≤ j ≤ L. Then the above equals
(−1)L(L−1)/2σ−L(2N−L)
(2π)L/2
∏L
n=1(N − n)!
∫
RL
du
∫
RL
dw e−|u|
2/2σ2
L∏
j=1
p(t, xj |uj)p(−t, iwj |xj)
×
∑
τ∈SL
sgn(τ)
L∏
k=1
∏
1≤j≤L,j 6=k
(iwk − uτ−1(j))
×MGUE(2L, (uτ−1(1), . . . , uτ−1(L), iw1, . . . , iwL);N − L, σ2).
By definition (1.9), MGUE(m,α;N,σ
2) is symmetric in α, and thus
MGUE(2L, (uτ−1(1), . . . , uτ−1(L), iw1, . . . , iwL);N − L, σ2)
=MGUE(2L, (u1, . . . , uL, iw1, . . . , iwL);N − L, σ2).
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We can confirm that for any n ≥ 2,x,y ∈ Rn
∑
κ∈Sn
sgn(κ)
n∏
k=1
∏
1≤j≤n,j 6=k
(xk − yκ(j)) = (−1)[n/2]hn(x)hn(y).
We can see that [L/2] + L(L− 1)/2 is even for any L ∈ N. Then (3.6) is obtained.
Then we consider the RHS of (2.31). By the first expression of (2.24) and the fact (2.16), we
have the Hermite kernel [40, 15]
K
Nδ0(t+ σ2, x; t+ σ2, y) =
e−x2/2(t+σ2)√
2π(t+ σ2)
N−1∑
n=0
1
2nn!
Hn
(
x√
2(t+ σ2)
)
Hn
(
y√
2(t+ σ2)
)
, (3.7)
t > 0, σ2 > 0, x, y ∈ R. By the extended version of Chapman-Kolmogorov equation (2.3), the
following integral formulas are derived.
Lemma 3.2 For t > 0, σ2 > 0, n ∈ N0, x, y ∈ R∫
R
du p(t, x|u)Hn
(
u√
2σ2
)
e−u
2/2σ2 =
(
σ2
t+ σ2
)(n+1)/2
Hn
(
x√
2(t+ σ2)
)
e−x
2/2(t+σ2),
(3.8)∫
R
dv Hn
(
iv√
2σ2
)
p(−t, iv|x) =
(
t+ σ2
σ2
)n/2
Hn
(
x√
2(t+ σ2)
)
, (3.9)
K
Nδ0(t+ σ2, x; t+ σ2, y) =
1
2N (N − 1)!√π
∫
R
du
∫
R
dv e−u
2/2σ2p(t, x|u)p(−t, iv|y)
× 1
u− iv
∣∣∣∣∣ HN(u/
√
2σ2) HN (iv/
√
2σ2)
HN−1(u/
√
2σ2) HN−1(iv/
√
2σ2)
∣∣∣∣∣ . (3.10)
Proof Since the equality ∫
R
du p(t, x|u)p(σ2, u|s) = p(t+ σ2, x|s)
holds for t > 0, σ2 > 0, x ∈ R, s ∈ C, (2.6) gives∫
R
du p(t, x|u)φ(+)n (σ2, u; ξ) = φ(+)n (t+ σ2, x; ξ),
n ∈ N0, t > 0, σ2 > 0, x ∈ R. If we set ξ = Nδ0 and use the fact (2.16), we obtain (3.8). Similarly,
by the equality ∫
R
dv p(−σ2, is|iv)p(−t, iv|x) =
∫
R
dv p(σ2, s|v)p(t, v| − ix)
= p(t+ σ2, s| − ix) = p(−(t+ σ2), is|x),
t > 0, σ2 > 0, x ∈ R, and by the definition (2.7), we see∫
R
dv φ(−)n (σ
2, iv; ξ)p(−t, iv|x) = φ(−)n (t+ σ2, x; ξ).
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If we set ξ = Nδ0 and use the fact (2.16), we obtain (3.9). Inserting (3.8) and (3.9) into the RHS
of (3.7), we have
K
Nδ0(t+ σ2, x; t+ σ2, t) =
1√
2πσ2
∫
R
du
∫
R
dv e−u
2/2σ2p(t, x|u)p(−t, iv|y)
×
N−1∑
n=0
1
2nn!
Hn
(
u√
2σ2
)
Hn
(
iv√
2σ2
)
.
Here we use the Christoffel-Darboux formula (see, for example, [4]),
N−1∑
n=0
1
2nn!
Hn(x)Hn(y) =
1
2N (N − 1)!(x− y)
∣∣∣∣ HN (x) HN (y)HN−1(x) HN−1(y)
∣∣∣∣ ,
and then (3.10) is obtained.
The RHS of (2.31) is thus written as follows.
Lemma 3.3 For any σ2 > 0, t > 0, 1 ≤ L ≤ N,xL = (x1, . . . , xL) ∈WAL ,
det
1≤j,k≤L
[KNδ0(t+ σ2, xj ; t+ σ
2, xk)]
=
∫
RL
du
∫
RL
dw e−|u|
2/2σ2
L∏
j=1
p(t, xj |uj)p(−t, iwj |xj)
× 1
(2N (N − 1)!√π)L det1≤j,k≤L
[
1
uj − iwk
∣∣∣∣∣ HN (uj/
√
2σ2) HN (iwk/
√
2σ2)
HN−1(uj/
√
2σ2) HN−1(iwk/
√
2σ2)
∣∣∣∣∣
]
.
(3.11)
Proof By definition of determinant, the LHS of (3.11) is given by
1
(2N (N − 1)!√π)L
∑
τ∈SL
sgn(τ)
∫
RL
du
∫
RL
dv e−|u|
2/2σ2
×
L∏
j=1
{
p(t, xj |uj) 1
uj − ivj
∣∣∣∣∣ HN (uj/
√
2σ2) HN(ivj/
√
2σ2)
HN−1(uj/
√
2σ2) HN−1(ivj/
√
2σ2)
∣∣∣∣∣ p(−t, ivj |xτ(j))
}
.
Note that for each permutation τ ∈ SL
L∏
j=1
p(−t, ivj|xτ(j)) =
L∏
j=1
p(−t, ivτ−1(j)|xj).
We set vτ−1(j) = wj, 1 ≤ j ≤ N , that is, vj = wτ(j), 1 ≤ j ≤ N . Then the above equals
1
2NL((N − 1)!)LπL/2
∫
RL
du
∫
RL
dw e−|u|
2/2σ2
L∏
j=1
{p(t, xj |uj)p(−t, iwj |xj)}
×
∑
τ∈SL
sgn(τ)
L∏
j=1
{
1
uj − iwτ(j)
∣∣∣∣∣ HN(uj/
√
2σ2) HN (iwτ(j)/
√
2σ2)
HN−1(uj/
√
2σ2) HN−1(iwτ(j)/
√
2σ2)
∣∣∣∣∣
}
,
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which is the RHS of (3.11).
Proof of Eq.(2.33) in Theorem 2.3 Since the equality (2.31) in Corollary 2.2, holds for any
t > 0, σ2 > 0, Lemmas 3.1 and 3.3, imply that the integrand of multiple Gaussian integral in
the RHS of (3.6) is equal to that in the RHS of (3.11). By replacing L and N − L by n and N ,
respectively, and (u1, . . . , uL, iw1, . . . , iwL) by (α1, . . . , αn, αn+1, . . . , α2n) = α ∈ C2n, we obtain
(2.33).
Next we prove (2.35). The LHS of (2.32) is written as follows.
Lemma 3.4 For any σ2 > 0, t > 0, 1 ≤ L ≤ N,xL = (x1, . . . , xL) ∈W+L ,
E
(ν)
N,σ2
[
det
1≤j,k≤L
[KΞν (t, xj ; t, xk)]
]
=
∫
RL+
du
∫
RL
−
dw
L∏
j=1
uνj e
−uj/2σ2p(ν)(t, xj |uj)p(ν)(−t, wj |xj) (2σ
2)−L(2N−L+ν)∏L
ℓ=1 Γ(N + ν + 1− ℓ)(N − ℓ)!
×hL(u)hL(w)M (ν)(2L, (u1, . . . , uL, w1, . . . , wL);N − L, σ2). (3.12)
Since we can prove this lemma in the similar way to Lemma 3.1, we omit the proof.
Then we consider the RHS of (2.32). By the first expression of (2.25) and the fact (2.18), we
have the Laguerre kernel [15]
K
Nδ0
ν (t+ σ
2, x; t+ σ2, y)
=
xνe−x/2(t+σ
2)
{2(t+ σ2)}ν+1
N−1∑
n=0
n!
Γ(n+ ν + 1)
Lνn
(
x
2(t+ σ2)
)
Lνn
(
y
2(t+ σ2)
)
, (3.13)
t > 0, σ2 > 0, x, y ∈ R+. By the extended version of Chapman-Kolmogorov equation (2.4), the
following integral formulas are derived.
Lemma 3.5 For t > 0, σ2 > 0, n ∈ N0, x, y ∈ R+∫
R+
du p(ν)(t, x|u)Lνn
( u
2σ2
)
uνe−u/2σ
2
=
(
σ2
t+ σ2
)n+ν+1
Lνn
(
x
2(t+ σ2)
)
xνe−x/2(t+σ
2),
(3.14)∫
R−
dv Lνn
( v
2σ2
)
p(ν)(−t, v|x) =
(
t+ σ2
σ2
)n
Lνn
(
x
2(t+ σ2)
)
, (3.15)
K
Nδ0
ν (t+ σ
2, x; t+ σ2, y)
= − N !
(2σ2)νΓ(N + ν)
∫
R+
du
∫
R−
dv uνe−u/2σ
2
p(ν)(t, x|u)p(ν)(−t, v|y)
× 1
u− v
∣∣∣∣ LνN (u/2σ2) LνN (v/2σ2)LνN−1(u/2σ2) LνN−1(v/2σ2)
∣∣∣∣ . (3.16)
Proof Since the equality∫
R+
du p(ν)(t, x|u)p(ν)(σ2, u|s) = p(ν)(t+ σ2, x|s)
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holds for t > 0, σ2 > 0, x ∈ R+, s ∈ C, (2.8) gives∫
R+
du p(ν)(t, x|u)φ(ν,+)n (σ2, u; ξ) = φ(ν,+)n (t+ σ2, x; ξ),
n ∈ N0, t > 0, σ2 > 0, x ∈ R+. If we set ξ = Nδ0 and use (2.18), we obtain (3.14). Similarly, by the
equality ∫
R−
dv p(ν)(−σ2,−w|v)p(ν)(−t, v|x) =
∫
R+
du p(ν)(σ2, w|u)p(ν)(t, u| − x)
= p(ν)(t+ σ2, w| − x) = p(ν)(−(t+ σ2),−w|x),
t > 0, σ2 > 0, x, w ∈ R+, and by the definition (2.9), we see∫
R−
dv φ(ν,−)n (σ
2, v; ξ)p(ν)(−t, v|x) = φ(ν,−)n (t+ σ2, x; ξ).
If we set ξ = Nδ0 and use (2.18), we obtain (3.15). Inserting (3.14) and (3.15) into the RHS of
(3.13), we have
K
Nδ0
ν (t+ σ
2, x; t+ σ2, t) =
1
(2σ2)ν+1
∫
R+
du
∫
R−
dv uνe−u/2σ
2
p(ν)(t, x|u)p(ν)(−t, v|y)
×
N−1∑
n=0
n!
Γ(n+ ν + 1)
Lνn
( u
2σ2
)
Lνn
( v
2σ2
)
.
Here we use the Christoffel-Darboux formula [4]
N−1∑
n=0
n!
Γ(n+ ν + 1)
Lνn(x)L
ν
n(y) = −
N !
Γ(N + ν)(x− y)
∣∣∣∣ LνN (x) LνN (y)LνN−1(x) LνN−1(y)
∣∣∣∣ .
Then (3.16) is obtained.
The RHS of (2.32) is thus written as follows.
Lemma 3.6 For any σ2 > 0, t > 0, 1 ≤ L ≤ N,xL = (x1, . . . , xL) ∈W+L ,
det
1≤j,k≤L
[KNδ0ν (t+ σ
2, xj ; t+ σ
2, xk)]
=
∫
RL+
du
∫
RL
−
dw
L∏
j=1
uνj e
−uj/2σ2p(ν)(t, xj |uj)p(ν)(−t, wj |xj)
×
(
− N !
(2σ2)νΓ(N + ν)
)L
det
1≤j,k≤L
[
1
uj − wk
∣∣∣∣ LνN (uj/2σ2) LνN (wk/2σ2)LνN−1(uj/2σ2) LνN−1(wk/2σ2)
∣∣∣∣] .
(3.17)
Proof of Eq.(2.35) in Theorem 2.3 Since the equality (2.32) in Corollary 2.2, holds for any
t > 0, σ2 > 0, Lemmas 3.4 and 3.6, imply that the integrand of multiple Gaussian integral in
the RHS of (3.12) is equal to that in the RHS of (3.17). By replacing L and N − L by n and
N , respectively, and (u1, . . . , uL, w1, . . . , wL) by (α1, . . . , αn, αn+1, . . . , α2n) = α ∈ C2n, we obtain
(2.35).
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3.3 Proof of Theorem 2.4
First we prove that (2.41) is equal to (2.33). Since
1
αj − αn+k
∣∣∣∣∣ HN+n(αj/
√
2σ2) HN+n(αn+k/
√
2σ2)
HN+n−1(αj/
√
2σ2) HN+n−1(αn+k/
√
2σ2)
∣∣∣∣∣
= HN+n−1
(
αj√
2σ2
)
HN+n−1
(
αn+k√
2σ2
)
× 1
αn+k − αj
∣∣∣∣∣ 1 HN+n(αj/
√
2σ2)/HN+n−1(αj/
√
2σ2)
1 HN+n(αn+k/
√
2σ2)/HN+n−1(αn+k/
√
2σ2)
∣∣∣∣∣ ,
we can apply the identity (2.37) and obtain the following,
det
1≤j,k≤n
[
1
αj − αn+k
∣∣∣∣∣ HN+n(αj/
√
2σ2) HN+n(αn+k/
√
2σ2)
HN+n−1(αj/
√
2σ2) HN+n−1(αn+k/
√
2σ2)
∣∣∣∣∣
]
=
n∏
j=1
{
HN+n−1
(
αj√
2σ2
)
HN+n−1
(
αn+k√
2σ2
)}
(−1)n(n−1)/2∏n
j=1
∏n
k=1(αn+k − αn)
×V n,n
(α1, . . . , αn), (αn+1, . . . , α2n);
(
HN+n(
αj√
2σ2
)
HN+n−1(
αj√
2σ2
)
)n
j=1
,
(
HN+n(
αn+j√
2σ2
)
HN+n−1(
αn+j√
2σ2
)
)n
j=1

=
(−1)n(n−1)/2∏n
j=1
∏n
k=1(αn+k − αn)
det[AN+n−1 AN+n],
where Aℓ is the 2n × n rectangular matrix whose (j, k)-element is given by αk−1j Hℓ(αj/
√
2σ2),
1 ≤ j ≤ 2n, 1 ≤ k ≤ n. Here we use the recurrence relation of Hermite polynomials
Hn+1(x) = 2xHn(x)− 2nHn−1(x). (3.18)
Then we find that
αk−1HN+n−1
(
α√
2σ2
)
= (2σ2)(k−1)/2
k−1∏
ℓ=1
(N + n− ℓ)HN+n−k
(
α√
2σ2
)
+linear combination of
{
Hℓ(α/
√
2σ2) : N + n− k < ℓ < N + n+ k − 1
}
,
αk−1HN+n
(
α√
2σ2
)
=
(
σ2
2
)(k−1)/2
HN+n+k−1
(
α√
2σ2
)
+linear combination of
{
Hℓ(α/
√
2σ2) : N + n− k < ℓ < N + n+ k − 1
}
,
for k = 2, 3, . . . . Therefore, by the multilinearlity of determinant,
det[AN+n−1 AN+n] = σn(n−1)
n∏
ℓ=2
(N + n− 1)!
(N + n− ℓ)! det[B C],
where B and C are 2n× n rectangular matrices whose (j, k)-elements are given by
HN+n−k
(
αj√
2σ2
)
and HN+n+k−1
(
αj√
2σ2
)
,
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respectively. Since det[B C] = (−1)[n/2] det1≤j,k≤2n[HN+k−1(αj/
√
2σ2)], (−1)[n/2]+n(n−1)/2 = 1 for
any n ∈ N, and
hn(α1, . . . , αn)hn(αn+1, . . . , α2n)
n∏
j=1
n∏
k=1
(αn+k − αj) = h2n(α1, . . . , α2n), (3.19)
proof of the equivalence of (2.33) and (2.41) is completed.
Next we prove that (2.35) is equal to
Γ(N + ν + n)
(N + n)!
1
h2n(α)
det
1≤j,k≤2n
[
L̂νN+j−1(αk;σ
2)
]
(3.20)
for any ν > −1. By applying the identity (2.37), we have
det
1≤j,k≤n
[
1
αj − αn+k
∣∣∣∣ LνN+n(αj/2σ2) LνN+n(αn+k/2σ2)LνN+n−1(αj/2σ2) LνN+n−1(αn+k/2σ2)
∣∣∣∣]
=
(−1)n(n−1)/2∏n
j=1
∏n
k=1(αn+k − αn)
det[A˜N+n−1 A˜N+n],
where A˜ℓ is the 2n × n rectangular matrix whose (j, k)-element is given by αk−1j Lνℓ (αj/2σ2), 1 ≤
j ≤ 2n, 1 ≤ k ≤ n. Here we use the recurrence relation of Laguerre polynomials
(n+ 1)Lνn+1(x) = (−x+ 2n+ ν + 1)Lνn(x)− (n+ ν)Lνn−1(x). (3.21)
Then we find that
αk−1LνN+n−1
( α
2σ2
)
= (−2σ2)k−1
k−1∏
ℓ=1
(N + n+ ν − ℓ)LνN+n−k
( α
2σ2
)
+linear combination of
{
Lνℓ (α/2σ
2) : N + n− k < ℓ < N + n+ k − 1
}
,
αk−1LνN+n
( α
2σ2
)
= (−2σ2)k−1
k−1∏
ℓ=1
(N + n+ ℓ)LνN+n+k−1
( α
2σ2
)
+linear combination of
{
Lνℓ (α/2σ
2) : N + n− k < ℓ < N + n+ k − 1
}
,
for k = 2, 3, . . . . Therefore, by the multilinearlity of determinant,
det[A˜N+n−1 A˜N+n] = (2σ2)n(n−1)
(
Γ(N + n+ ν)
(N + n)!
)n−1 n−1∏
ℓ=1
(N + n+ ℓ)!
Γ(N + ν + ℓ)
det[B˜ C˜],
where B˜ and C˜ are 2n× n rectangular matrices whose (j, k)-elements are given by
LνN+n−k
( αj
2σ2
)
and LνN+n+k−1
( αj
2σ2
)
,
respectively. Since det[B˜ C˜] = (−1)[n/2] det1≤j,k≤2n[LνN+k−1(αj/2σ2)], and (3.19), the equivalence
of (2.35) and (3.20) is proved for ν > −1. For ν ∈ N0, (2.42) is immediately obtained. The first
expressions in (2.43) and (2.44) are obtained by setting ν = 1/2 and ν = −1/2 in (3.20) and by
20
applying the relations (1.15) and (1.16). For the second expressions in (2.43) and (2.44), we use
the following relations between the Hermite polynomials and Laguerre polynomials with ν = ±1/2,
xL1/2n
(
x2
2
)
=
(−1)n
22n+1/2n!
H2n+1
(
x√
2
)
, (3.22)
L−1/2n
(
x2
2
)
=
(−1)n
22nn!
H2n
(
x√
2
)
. (3.23)
Then the proof of Theorem 2.4 is completed.
Acknowledgements The present author would like to thank N. Minami for giving him an opportunity
to publish this paper in the RIMS Koˆkyuˆroku.
References
[1] Akemann, G., Vernizzi, G.: Characteristic polynomials of complex random matrix models. Nucl. Phys.
B 660 [FS], 532-556 (2003)
[2] Altland, A., Zirnbauer, M. R.: Random matrix theory of a chaotic Andreev quantum dot. Phys. Rev.
Lett. 76, 3420-3424 (1996)
[3] Altland, A., Zirnbauer, M. R.: Nonstandard symmetry classes in mesoscopic normal-superconducting
hybrid structure. Phys. Rev. B 55, 1142-1161 (1997)
[4] Andrews, G. E., Askey, R., Roy, R.: Special functions. Cambridge: Cambridge University Press, 1999
[5] Bleher, P. M., Kuijlaars, A. B.: Integral representations for multiple Hermite and multiple Laguerre
polynomials. Ann. Inst. Fourier. 55, 2001-2014 (2005)
[6] Borodin, A., Ferrari, P.L., Pra¨hfer, M., Sasamoto, T., Warren, J.: Maximum of Dyson Brownian motion
and non-colliding systems with a boundary. Elect. Comm. Probab. 14, 486-494 (2009)
[7] Borodin, A., Strahov, E.: Averages of characteristic polynomials in random matrix theory. Comm.
Pure. Appl. Math. 59, 161-253 (2006)
[8] Bre´zin, E., Hikami, S.: Characteristic polynomials of random matrices. Commun. Math. Phys. 214,
111-135 (2000)
[9] Bre´zin, E., Hikami, S.: Characteristic polynomials of real symmetric random matrices. Commun. Math.
Phys. 223, 363-382 (2001)
[10] Bre´zin, E., Hikami, S., Larkin, A. I.: Level statistics inside the vortex of a superconductor and symplectic
random-matrix theory in an external source. Phys. Rev. B 60, 3589-3602 (1999)
[11] Bru, M. F.: Wishart process. J. Theoret. Probab. 3, 725-751 (1991)
[12] Desrosiers, P., Forrester, P. J.: A note on biorthogonal ensembles. J. Approx. Theory 152, 167-187
(2008)
[13] Delvaux, S.: Average characteristic polynomials in the two-matrix model. J. Math. Phys. 52, 013513
(2011)
[14] Dyson, F. J.: A Brownian-motion model for the eigenvalues of a random matrix. J. Math. Phys. 3,
1191-1198 (1962)
[15] Forrester, P. J.: Log-gases and RandomMatrices. London Mathematical Society Monographs, Princeton
University Press, Princeton (2010)
[16] Forrester, P.J., Nagao, T., Honner, G.: Correlations for the orthogonal-unitary and symplectic-unitary
transitions at the hard and soft edges. Nucl. Phys. B 553 [PM], 601-643 (1999)
21
[17] Forrester, P. J., Witte, N. S.: Application of the τ -function theory of Painleve´ equations to random
matices: PIV, PII and the GUE. Commun. Math. Phys. 219, 357-398 (2001)
[18] Fyodorov, Y. V., Strahov, E.: On correlation functions of characteristic polynomials for chiral Gaussian
unitary ensemble. Nucl. Phys. B 647 [FS], 581-597 (2002)
[19] Fyodorov, Y. V., Strahov, E.: An exact formula for general spectral correlation function of random
Hermitian matrices. J. Phys. A: Math. Gen. 36, 3203-3213 (2003)
[20] Hua, L.: On the theory of functions of several complex variables. I. tr. L. Ebner and A. Kora´ni, Amer.
Math. Soc., Province, RI (1963)
[21] Hughes, C. P., Keating, J. P., O’Connell, N.: Random matrix theory and the derivative of the Riemann
zeta function. Proc. R. Soc. A 456, 2611-2627 (2000)
[22] Ishikawa, M., Okada, S., Tagawa, H., Zeng, J.: Generalizations of Cauchy’s determinant and Schur’s
Pfaffian. Adv. in Appl. Math. 36, 251-287 (2006)
[23] Karlin, S., McGregor, J.: Coincidence probabilities. Pacific J. Math. 9, 1141-1164 (1959)
[24] Katori, M.: Determinantal martingales and noncolliding diffusion processes. Stochastic Process. Appl.
124, 3724-3768 (2014)
[25] Katori, M., Tanemura, H.: Symmetry of matrix-valued stochastic processes and noncolliding diffusion
particle systems. J. Math. Phys. 45, 3058-3085 (2004)
[26] Katori, M., Tanemura, H.: Infinite systems of noncolliding generalized meanders and Riemann-Liouville
differintegrals. Probab. Theory Relat. Fields 138, 113-156 (2007)
[27] Katori, M., Tanemura, H.: Noncolliding Brownian motion and determinantal processes. J. Stat. Phys.
129, 1233-1277 (2007)
[28] Katori, M., Tanemura, H.: Zeros of Airy function and relaxation process. J. Stat. Phys. 136, 1177-1204
(2009)
[29] Katori, M., Tanemura, H.: Non-equilibrium dynamics of Dyson’s model with an infinite number of
particles. Commun. Math. Phys. 293, 469-497 (2010)
[30] Katori, M., Tanemura, H.: Noncolliding squared Bessel processes. J. Stat. Phys. 142, 592-615 (2011)
[31] Katori, M., Tanemura, H.: Noncolliding processes, matrix-valued processes and determinantal processes.
Sugaku Expositions 24, 263-289 (2011)
[32] Katori, M., Tanemura, H., Nagao, T., Komatsuda, N.: Vicious walk with a wall, noncolliding meanders,
chiral and Bogoliubov-de Gennes random matrices. Phys. Rev. E 68, 021112/1-16 (2003)
[33] Keating, J. P., Snaith, N. C.: Random matrix theory and ζ(1/2+it). Commun. Math. Phys. 214, 57-89
(2000)
[34] Keating, J. P., Snaith, N. C.: Random matrix theory and L-functions at s = 1/2. Commun. Math.
Phys. 214, 91-110 (2000)
[35] Ko¨nig, W., O’Connell, N.: Eigenvalues of the Laguerre process as non-colliding squared Bessel process.
Elec. Comm. Probab. 6, 107-114 (2001)
[36] Ko¨nig, W., Schmid, P.: Random walks conditioned to stay in Weyl chambers of type C and D. Elect.
Comm. Probab. 15, 286-296 (2010)
[37] Kuijlaars, A. B., Mart´ınez-Finkelshtein, A., Wielonsky, F.: Non-intersecting squared Bessel paths and
multiple orthogonal polynomials for modified Bessel weight. Commun. Math. Phys. 286, 217-275 (2009)
[38] Kuijlaars, A. B., Mart´ınez-Finkelshtein, A., Wielonsky, F.: Non-intersecting squared Bessel paths:
critical time and double scaling limit. Commun. Math. Phys. 308, 227-279 (2011)
[39] Levin, B. Ya.: Lectures on Entire Functions. Translations of Mathematical Monographs, vol.150. Amer.
Math. Soc., Providence (1996)
22
[40] Mehta, M. L.: Random Matrices, 3rd edn. Elsevier, Amsterdam (2004)
[41] Mehta, M. L., Normand, J. M.: Moments of the characteristic polynomial in the three ensembles of
random matrices. J. Phys. A 34, 4627-4639 (2001)
[42] Nagao, T.: Dynamical correlations for vicious random walk with a wall. Nucl. Phys. B 658 [FS], 373-396
(2003)
[43] Olshanski, G.: Laguerre and Meixner symmetric functions, and infinite-dimensional diffusion processes.
J. Math. Sci. 174, 41-57 (2011)
[44] Rambeau. J., Schehr, G.: Extremal statistics of curved growing interfaces in 1+1 dimensions. Europhys.
Lett. 91, 60006/1-6 (2010)
[45] Revuz, D., Yor, M.: Continuous Martingales and Brownian Motion. 3rd edn. Springer, Now York (1998)
[46] Schehr, G., Majumdar, S. N., Comtet, A., Randon-Furling, J.: Exact distribution of the maximal height
of p vicious walkers. Phys. Rev. Lett. 101, 150601/1-4 (2008)
[47] Spohn, H. : Interacting Brownian particles: a study of Dyson’s model. In: Hydrodynamic Behavior and
Interacting Particle Systems, G. Papanicolaou (ed), IMA Volumes in Mathematics and its Applications,
9, Berlin: Springer-Verlag, 1987, pp. 151-179
[48] Tracy, C. A., Widom, H.: Differential equations for Dyson processes. Commun. Math. Phys. 252, 7-41
(2004)
[49] Tracy, C. A., Widom, H.: Nonintersecting Brownian excursions. Ann. Appl. Probab. 17, 953-979 (2007)
[50] Verbaarschot, J.: The spectrum of the Dirac operator near zero virtuality for Nc = 2 and chiral random
matrix theory. Nucl. Phys. B 426 [FS], 559-574 (1994)
[51] Verbaarschot, J. J. M., Zahed, I.: Spectral density of the QCD Dirac operator near zero virtuality.
Phys. Rev. Lett. 70, 3852-3855 (1993)
[52] Watson, G. N.: A Treatise on the Theory of Bessel Functions. 2nd edn. Cambridge University Press,
Cambridge (1944)
23
