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Abstract
In this paper, the gradient estimate and the log-Harnack inequality for
the stochastic partial differential equation with reflection and driven by mul-
tiplicative noises are mainly investigated. To our purposes, the penalization
method and the comparison principle for stochastic partial differential equa-
tions are adopted. We also apply the log-Harnack inequality to the study of
the strong Feller property, uniqueness of invariant measures, the entropy-cost
inequality, and some estimates of the transition density relative to its invariant
measure.
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1 Introduction
Consider the following reflected stochastic partial differential equation (SPDE) on
the bounded interval [0, 1] driven by a space-time white noise:


∂u
∂t
(t, x) =
1
2
∂2u
∂x2
(t, x) + b(u(t, x))
+ σ(u(t, x))W˙ (t, x) + η(dtdx), t > 0, x ∈ (0, 1),
u(t, 0) = u(t, 1) = 0, t ≥ 0,
u(0, x) = h(x), x ∈ [0, 1],
u(t, x) ≥ 0, t > 0, x ∈ [0, 1] a.s.,
(1.1)
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where the initial value h is a non-negative, continuous function defined on the inter-
val [0, 1] with h(0) = h(1) = 0, the coefficients b and σ are measurable real-valued
functions defined on R, {W˙ (t, x) : t ≥ 0, x ∈ [0, 1]} denotes the space-time white
noise on a complete probability space (Ω,F ,P) with a filtration (Ft)t≥0, and η de-
notes a positive random measure on [0,∞) × [0, 1]. In this paper, without loss
of generalization, we consider the filtration (Ft)t≥0 generated by W˙ (t, x), that is,
Ft := σ(W (s, x) : s ∈ [0, t], x ∈ [0, 1]) ∨ N , where N denotes the family of P-null
sets.
The problem (1.1) is one kind of random parabolic obstacle problems and is also
regarded as an infinite-dimensional Skorokhod problem. It is initially proposed by
D. Nualart and E. Pardoux [15] in 1992 for additive noises (i.e. σ ≡ 1) and then it is
generalized to the case of multiplicative noises by C. Donati-Martin and E. Pardoux
[9] in 1993. About nine years later, T. Funaki and S. Olla [10] in 2001 proved that
the fluctuation of a ∇φ-interface model on a hard wall weakly converges to the
stationary solution of the reflected SPDE driven by additive noises, which is known
as a famous and interesting application of reflected SPDEs. In addition, various
important properties, such as reversible measures [10, 29] and hitting properties [4],
of the solution to reflected SPDE (1.1) driven by additive noises were studied.
However, for the general case of the reflected SPDE (1.1), the study of it becomes
more difficult. In fact, even for the uniqueness of its solution is left open in [9] for
very long time and at last it is successfully solved in [27] until 2009. After that, the
strong Feller property and the large deviation principle of the Freidlin-Wentzell type
relative to the solution were also investigated, see [27, 31] and references therein. For
more information on the research of random obstacle problems, we also like to refer
the readers to the monograph [30] authored by L. Zambotti in 2017 and references
therein.
The main purpose of this paper is to investigate the log-Harnarck inequality, a
weak type of the dimension-free Harnack inequality, with respect to the Markov semi-
group generated by the solution of (1.1). The dimension-free Harnack inequality is
initially introduced in [21] by F.-Y. Wang to study the log-Sobolev inequality of a dif-
fusion process on Riemannian manifolds and then it becomes as a very powerful and
effective tool to the study of various important properties of diffusion semigroups,
such as, Li-Yau type heat kernel bound [2], hypercontractivity, ultracontractivity
[18], strong Feller property, estimates on the heat kernels [22] and Varadhan type
small time asymptotics [1, 31]. Generally speaking, the dimension-free Harnack in-
equality for the Markov semigroup (Pt)t≥0 relative to a Markov process with values
in a Banach space E is formulated as
ψ(PtΦ(x)) ≤
(
Pt(ψ(Φ))(y)
)
exp{Ψ(t, x, y)}, x, y ∈ E, 0 ≤ Φ ∈ Bb(E), t > 0, (1.2)
where ψ : [0,∞)→ [0,∞) is convex, Ψ is a non-negative function defined on [0,∞)×
E × E with Ψ(t, x, x) = 0, and Bb(E) denotes the family of all measurable and
bounded functions defined on E. In particular, for the special case ψ(r) = rp, p > 1,
(1.2) is reduced to
(PtΦ(x))
p ≤ (Pt(Φp)(y)) exp{Ψ(t, x, y)}, x, y ∈ E, 0 ≤ Φ ∈ Bb(E), t > 0,
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which is called the Harnack inequality with power p and for ψ(r) = er, (1.2) is called
the log-Harnack inequality, which is equivalent to
Pt log Φ(x) ≤ logPtΦ(y) + Ψ(t, x, y), x, y ∈ E, 0 ≤ Φ ∈ Bb(E), t > 0.
Here, we would also like to refer the readers to the monograph [23] by F.-Y. Wang
for more information of the dimension-free Harnack inequality.
Recently, such dimension-free Harnack inequalities have been actively studied and
applied to the field of stochastic partial differential equations. For example, we refer
the readers to [6, 12, 11, 22, 24, 31] for the study of the Harnack inequality with
power and respectively to [19, 25, 26] for the study of the log-Harnack inequality. In
particular, in [31], T.-S. Zheng studied the Harnack inequality with power relative to
the solution of (1.1) driven by additive noises by the coupling method with the help
of the Girsanov theorem and then applied it to the study of strong Feller property,
hyperbound property and others.
However, most of the works listed above studied the SPDEs with additive (colored
or white) noise and monotonic drifts. In this paper, we devote to the study of the
dimension-free Harnack inequality relative to (1.1) with multiplicative noises and
Lipschitz continuous coefficients. In this general case, it seems that the Harnack
inequality with power is not available, see [19, 23] for more explanations. Hence,
instead of the Harnack inequality with power, for this general case, we will investigate
the log-Harnack inequality to the solution of (1.1) under the assumptions A1)-A3)
below. The log-Harnack inequality relative to SPDEs driven by multiplicative noises
is first studied in [19] for a special case of the coefficient σ and then it is generalized
in [26] to the general coefficient σ. All of these works deal with the SPDEs without
reflection term η. It is valuable to point out that their results obtained in [19] and
[26] can not be applied to reflected SPDEs (1.1), see Remark 4.1 for details. This is
one of the main motivations of this paper. To investigate the log-Harnack inequality
relative to the solution u(t, x) of (1.1), the estimate of the Gradient estimate of
the solution is studied by the approach of penalization and a comparison principle
of SPDEs. We finally point out that SPDEs with two reflections, in particular,
the existence and uniqueness of solutions, invariant measures and large deviation
principles, are also actively studied, see for example, [16] for the case of additive
noises and [28, 32, 33] for that of multiplicative noises. In fact, the method used in
this paper can also be applied to the study of Harnack type inequalities for SPDEs
with two reflections, which is now in progress [14].
Let us introduced some notations, which will be used throughout this paper.
Let H = L2(0, 1) and denote its scalar inner product and norm by 〈·, ·〉 and | · |
respectively, that is
〈h, h˜〉 =
∫ 1
0
h(x)h˜(x)dx and |h| = 〈h, h〉 12 , h, h˜ ∈ H.
Let K0 := {h ∈ H : h(x) ≥ 0, x ∈ [0, 1]}, the family of all non-negative functions
h ∈ H . It is known that K0 is the closed subset set of H , and in particular it
is Polish. Furthermore, we denote by Ck0 (0, 1) the class of all k-th continuously
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differentiable functions h defined [0, 1] with h(0) = h(1) = 0. For simplicity, we
write C0(0, 1) for C
0
0 (0, 1).
Let us now formulate the definition of (1.1) according to the initial introduction
in [9], see also [27] and [31].
Definition 1.1. Suppose the initial value h ∈ K0 ∩C0(0, 1). A pair (u, η) is said to
be a solution of the reflected SPDE (1.1) if the following are satisfied.
(i) The process {u(t, x) : t ≥ 0, x ∈ [0, 1]} is non-negative and continuous on [0,∞)×
[0, 1]. Moreover, (u(t, ·))t≥0 is Ft-adapted.
(ii) η is a positive random measure on [0,∞)× [0, 1] such that
(a) η({t} × (0, 1)) = 0, t ≥ 0;
(b)
∫ t
0
∫ 1
0
x(1− x)η(dsdx) <∞, t ≥ 0;
(c) η is Ft-adapted, that is, for any Borel set B ⊂ [0, t]× [0, 1], η(B) is Ft-
measurable.
(iii) For any φ ∈ C20 (0, 1), the following stochastic integral equation is fulfilled.
〈u(t), φ〉 = 〈h, φ〉+ 1
2
∫ t
0
〈u(s), φ′′〉ds+
∫ t
0
〈b(u(s)), φ〉ds
+
∫ t
0
∫ 1
0
σ(u(s, x))φ(x)W (dsdx) +
∫ t
0
∫ 1
0
φ(x)η(dsdx), t ≥ 0 a.s.,
where u(t) := u(t, ·) and the first term in second line is understood in the sense
of Itoˆ’s integral, see [20].
(iv) The support of η is a subset of {(t, x) : u(t, x) = 0, t ≥ 0, x ∈ [0, 1]}, that is,∫ ∞
0
∫ 1
0
u(t, x)η(dtdx) = 0 a.s.
Remark 1.1. It is clear that (c) in (ii) is equivalent to the following:
the stochastic process
∫ t
0
∫ 1
0
φ(s, x)η(dsdx), t ≥ 0 is Ft-measurable for any measur-
able function φ : [0,∞)× [0, 1]→ [0,∞).
Based on the researches of [9] and [27], let us formulate the existence and unique-
ness of the solution of (1.1) under the following assumptions on b and σ.
A1) b : R → R is globally Lipschitz continuous, that is, there exists a constant
Lb > 0 such that for any u, v ∈ R
|b(u)− b(v)| ≤ Lb|u− v|.
A2) σ : R → R is globally Lipschitz continuous, that is, there exists a constant
Lσ > 0 such that for any u, v ∈ R
|σ(u)− σ(v)| ≤ Lσ|u− v|.
To clarify the relations between our results and the Lipschitz constants of b and σ
as below, we described the above assumptions separately.
Let us now formulate the result of the existence and uniqueness of the solution
to the reflected SPDE (1.1).
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Theorem 1.1. Suppose the assumptions A1) and A2) are satisfied. Then for each
h ∈ K0 ∩ C0(0, 1), the reflected SPDE (1.1) has a unique solution (u, η) such that
for any T > 0 and p ≥ 1
E
[
sup
(t,x)∈[0,T ]×[0,1]
|u(t, x)|p
]
<∞.
Remark 1.2. (i) We refer the readers to Theorem 3.1 [9] and Theorem 2.1 [27] for
the proof of Theorem 1.1. For the case of multiplicative noises, the uniqueness of
the solution is more difficult. In fact, although in 1993, C. Donati-Martin and E.
Pardoux [9] succeeded in the construction a solution of (1.1) by the approach of
penalization and showed that it is minimal, the uniqueness of the solution is left as
an open problem. It is at last solved by T.-G. Xu and T.-S. Zhang [27] until 2009 .
(ii) The Ho¨lder continuity of u(t, x) is also studied in [5]. It is proved that u(t, x) is
Ho¨lder continuous with the index (1
4
−, 1
2
−) on [0, T ]× [0, 1], which is same as that
of the solution to its penalized equation, see (4.1) below.
Throughout this paper, we will sometimes make use of the notations u(t), u(t, x; h)
or u(t; h) instead of u(t, x) according to our purposes. For example, whenever we are
going to emphasize its initial value h and regard the solution u(t, x) as an H-valued
process, we will use the notation u(t; h).
This paper is organized as follows: In Section 2, the main results, including
the gradient estimate and the log-Harnack inequality for the solution of (1.1), are
formulated. In addition, some applications of the log-Harnack inequality are stated
with brief proofs. From Section 3, we devote to the proofs of the main results. In
Section 3, we give a brief proof of Proposition 2.1, which shows that the solution
is continuous in its initial value. The proofs of the gradient estimate and the log-
Harnack inequality relative to the solution are stated in Section 4 by the penalization
method and a comparison theorem principle, and then as another application of the
gradient estimate, the proof of Theorem 2.4 is described in last section.
2 Main Results
In this section, we first state the continuity of the solution u(t; h) on its initial
data. After that, we formulate the main results of this paper including the gradient
estimate and the log-Harnack inequality for the solution u(t; h) of (1.1) and finally
state some applications of the log-Harnack inequality with their brief proofs.
Proposition 2.1. Suppose assumptions in Theorem 1.1 are satisfied and let the pair
(u(t; h1), η1) and respectively (u(t; h2), η2) denote the unique solutions of (1.1) with
initial data h1 and h2 ∈ K0 ∩ C0(0, 1). Then for each p ≥ 1 and T > 0, there exists
a constant K = K(T, p) > 0 such that
E
[
sup
(t,x)∈[0,T ]×[0,1]
|u(t, x; h1)− u(t, x; h2)|p
]
≤ K|h1 − h2|p∞, (2.1)
where |h|∞ = supx∈[0,1] |h(x)| for h ∈ C0(0, 1).
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From now on, we will formulate the main theorems of this paper. Let us here
introduce some notations. Let Bb(H) (respectively Cb(H)) denote the class of all
bounded and measurable real-valued functions (respectively bounded and continuous
real-valued functions) defined on H . Similarly, we will use the notations Bb(K0)
and Cb(K0). By considering the natural projection Π from H to K0, we can identify
Bb(K0) (respectively Cb(K0)) with a subspace of Bb(H) (respectively Cb(H)) by
means of the injection: Bb(K0) ∋ Φ 7→ Φ(Π) ∈ Bb(H), see Section 2 [29] for details.
Let us define Pt by
PtΦ(h) = E[Φ(u(t; h))], t ≥ 0, h ∈ Bb(K0).
It is shown that (Pt)t≥0 forms a Markov semigroup [31]. To study the gradient
estimate and the log-Harnack inequality relative to Pt, we will further suppose the
following assumption A3).
A3) There exist two constants 0 < κ1 < κ2, such that for u ∈ R,
κ1 ≤ |σ(u)| ≤ κ2.
Throughout this paper, for any function Φ defined on H , we denote by |∇Φ|(h) the
local Lipschitz constant of Φ at h ∈ H , i.e.,
|∇Φ|(h) = lim sup
|h˜−h|→0
|Φ(h˜)− Φ(h)|
|h˜− h| .
To state the main results, let us introduce the constant M = M(Lb, Lσ) > 0 and
the function ζ(t), t ≥ 0 as below.
M = max
{
3,
9L2σ√
π
,
8L2b
L4σ
,
144L2b
L2σ
√
π
,
864L2b√
π
}
, (2.2)
and
ζ(t) = t
1
2 +
9L4σ
4
t +
3L2b
2
t2 +
18L2bL
2
σ
5
√
π
t
5
2 , t ≥ 0. (2.3)
It is important to see that the constant M and the coefficients of ζ(t), t ≥ 0 depend
only on Lb and Lσ. The first main theorem is the gradient estimate of Pt, which
plays a key role to the log-Harnack inequality.
Theorem 2.2. Suppose the assumptions A1)-A3) are satisfied. Then we have that
for any Φ ∈ C1b (K0),
|∇PtΦ|2 ≤ 2M exp{ζ(t)}Pt|∇Φ|2, t ≥ 0. (2.4)
According to the approaches used in [19] and [26], the log-Harnack inequality of
Pt can be obtained based on Theorem 2.2.
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Theorem 2.3. Under the assumptions of Theorem 2.2, the log-Harnack inequality
holds for Pt, t > 0. More precisely, for any strictly positive Φ ∈ Bb(K0),
Pt log Φ(h1) ≤ logPtΦ(h2) + M |h1 − h2|
2
κ21
∫ t
0
exp{−ζ(s)}ds, h1, h2 ∈ K0, t > 0, (2.5)
where κ1 is the constant in A3).
By Theorem 2.2, we can also obtain a estimate for PtΦ
2−(PtΦ)2 and the Lipschitz
continuity of PtΦ as below.
Theorem 2.4. Under the assumptions of Theorem 2.2, we have that
(i) For any Φ ∈ C1b (K0),
PtΦ
2 − (PtΦ)2 ≤ 2Mk22Pt|∇Φ|2
∫ t
0
exp{ζ(s)}ds, t ≥ 0, (2.6)
where κ2 is the constant in A3).
(ii) For any Φ ∈ Bb(K0),
|∇PtΦ|2 ≤ 2M
k21
∫ t
0
exp{−ζ(s)}ds{PtΦ
2 − (PtΦ)2}, t > 0. (2.7)
In particular, PtΦ is Lipschitz continuous for each Φ ∈ Bb(K0) and t > 0.
From now on, let us formulate some applications of the log-Harnack inequality of
Pt. Let us first study the entropy-cost inequality. To formulate it, let us introduce
the definition of L2-Wasserstein distance between two probability measures. For any
two probability measures ν and µ on K0, we denote by W2(ν, µ) the L
2-Wasserstein
distance between them with respect to the cost function (h1, h2)→ |h1 − h2|, i.e.,
W2(ν, µ) = infP∈C(ν,µ)
{∫
K0×K0
|h1 − h2|2P(dh1, dh2)
} 1
2
,
where C(ν, µ) denotes the family of all couplings of ν and µ. It is also called L2-
transportation cost between ν and µ.
Under the assumptions A1)-A3), it follows from Theorem 2.1 [28] that the re-
flected SPDE (1.1) has an invariant probability measure π on K0∩C0(0, 1) and then
we can regard π as the invariant measure of Pt on K0.
As the application of Theorem 2.3, we have the following entropy-cost inequality
for the adjoint operator of Pt in L
2(π).
Corollary 2.5. Let π be one invariant measure of Pt and let P
∗
t be the adjoint
operator of Pt in L
2(π). Then for any non-negative Φ ∈ Bb(K0) with π(Φ) = 1, we
have the following entropy-cost inequality:
π
(
(P ∗t Φ) logP
∗
t Φ
) ≤ MW2(Φπ, π)2
κ21
∫ t
0
exp{−ζ(s)}ds, t > 0,
where κ1 is the constant in A3).
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The relation between the log-Harnack inequality and the entropy-cost inequality
is initially observed in Corollary 1.2 [19] and then it is described for different frame-
works [25, 26]. This corollary can be easily shown by analogy from Corollary 1.2
[19]. Simply speaking, it is enough to apply (2.5) to P ∗t Φ in stead of Φ and then
make use of the invariance of π. The details are omitted here.
In the end, let us apply the log-Harnack inequality to the study of the uniqueness
of invariant measures of (1.1), and then some entropy inequalities relative to the
transition density of the transition semigroup Pt with respect to its invariant measure
π.
Corollary 2.6. The Markov semigroup (Pt)t≥0 is strong Feller, that is, for any
Φ ∈ Bb(K0),
lim
|h˜−h|→0
PtΦ(h˜) = PtΦ(h), h ∈ K0, t > 0,
and Pt is irreducible, i.e., for any open set ∅ 6= A ⊂ K0, Pt1A(h) > 0 for all h ∈ K0.
In particular, the invariant measure of Pt is unique and is fully supported on K0,
which will be still denoted by π in the following.
Moreover, for each t > 0, Pt is absolutely continuous with respect to its unique
invariant measure π with a strictly positive transition density pt(h˜, h) and the fol-
lowing estimates relative to the transition density pt(h˜, h) are satisfied.
(i) The log-Harnack inequality (2.5) is equivalent to the heat kernel entropy inequality∫
K0
pt(h1, h) log
pt(h1, h)
pt(h2, h)
π(dh) ≤ M |h1 − h2|
2
k21
∫ t
0
exp{−ζ(s)}ds, h1, h2 ∈ K0, t > 0.
(ii) For any h1 ∈ K0,
∫
K0
pt(h1, h) log pt(h1, h)π(dh) ≤ − log
∫
K0
exp
{
−M |h1 − h|2
k21
∫ t
0
exp{−ζ(s)}ds
}
π(dh), t > 0.
(iii) For any h1, h2 ∈ K0,
∫
K0
pt(h1, h)pt(h2, h)dπ(h) ≥ exp
{
− M |h1 − h2|
2
k21
∫ t
0
exp{−ζ(s)}ds
}
, t > 0.
Proof. The above results are well-known as the applications of the log-Harnack
inequality. Let us only state the proof of the irreducibility of Pt and refer the
readers to Theorem 1.4.2 (2) [23] for the proof of (i) and for the others, to Theorem
1.4.1 [23] for the abstract results and to [19, 25, 26] for different frameworks. For
irreducibility, it is enough to show that Pt1A(h) > 0, t > 0 with A = A(h˜) := {h :
|h˜− h| < γ} for any h˜ and γ > 0. By the continuity of u(t, x) on [0,∞)× [0, 1], for
each γ > 0, there exists t˜ > 0 such that Pt1A(h˜) = P(|u(t; h) − h| < γ) > 12 . By
contradiction, we assume there exists h0 ∈ K0 such that Pt1A(h0) = 0. Applying
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(2.5) to 1 + n1A, n ∈ N, we have logPt(1 + n1A)(h0) = 0 and then for t < t˜ and all
n ∈ N,
1
2
log(1 + n) ≤ Pt log(1 + n1A(h˜)) ≤ M |h˜− h0|
2
κ21
∫ t
0
exp{−ζ(s)}ds,
which is impossible, because of the boundedness of the last term. Therefore, for any
t ≤ t˜, Pt is irreducible and then for all t > 0 by the Markov property of Pt.
Remark 2.1. The uniqueness of invariant measures of (1.1) is also established in
[28] by using the coupling approach, which is initially introduced to the study of
uniqueness of invariant measures of SPDEs by C. Mueller [13]. We would also like to
refer the reader to [3] and references therein for another approaches. In this paper,
the uniqueness of invariant measures is proved as the application of the log-Harnack
inequality and some properties of the transition density are also studied.
3 Proof of Proposition 2.1
Let v(t, x) be a continuous function defined on [0,∞) × [0, 1] such that v(0, x) =
h(x) ∈ K0 ∩ C0(0, 1) and v(t, 0) = v(t, 1) = 0, t ≥ 0. Then by Theorem 4.1 [15] and
its proof, we have the following lemma.
Lemma 3.1. (1) There exists a unique pair (z, η) such that:
(i) z(t, x) is continuous on [0,∞)× [0, 1] such that z(0, x) = 0, x ∈ [0, 1], z(t, 0) =
z(t, 1) = 0 and z(t, x) + v(t, x) ≥ 0.
(ii) η is a positive measure on [0,∞)× [0, 1] with η([0, T ]× (ǫ, 1− ǫ)) <∞ for all
ǫ ∈ (0, 1
2
) and each T > 0.
(iii) For any t ≥ 0 and φ ∈ C20 (0, 1),
〈z(t), φ〉 = 1
2
∫ t
0
〈z(s), φ′′〉ds+
∫ t
0
∫ 1
0
φ(x)η(dsdx).
(iv)
∫∞
0
∫ 1
0
(
z(t, x) + v(t, x)
)
η(dtdx) = 0.
(2) Let v1(t, x) and v2(t, x) be two functions which satisfy the same assumptions as
those of v(t, x) in (1). If (z1, η1) and (z2, η2) are the unique pairs determined in (1)
with respect to v1(t, x) and respectively v2(t, x), then for each fixed T > 0
|z1 − z2|T,∞ ≤ 2|v1 − v2|T,∞.
Hereafter, |z|t,∞ := sup(s,x)∈[0,t]×[0,1] |z(s, x)|, t > 0 for a continuous function z(t, x)
defined on [0,∞)× [0, 1].
Using the above lemma, let us describe the proof of Proposition 2.1 briefly.
Proof of Proposition 2.1: To show this proposition, it is enough to prove that
there exists a p0 > 1 such that for any p > p0
E
[|u(t; h1)− u(t; h2)|pT,∞] ≤ C|h1 − h2|p∞ (3.1)
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holds for a constant C = C(T, p) > 0. In fact, if this is true, then (2.1) can be easily
proved by Jensen’s inequality.
Let vi(t, x), i = 1, 2 be defined by
vi(t, x) =
∫ 1
0
p(t, x, y)hi(y)dy +
∫ t
0
∫ 1
0
p(t− s, x, y)b(ui(s, y; hi))dsdy
+
∫ t
0
∫ 1
0
p(t− s, x, y)σ(ui(s, y; hi))W (dsdy).
Hereafter, the function p(t, x, y) denotes the fundamental solution of the linear part
of (1.1). Then it is well-known that vi(t, x), i = 1, 2 satisfy all of the assumptions in
Lemma 3.1. Set
zi(t, x) = ui(t, x; hi)− vi(t, x), t ≥ 0, x ∈ [0, 1], i = 1, 2.
From the proof of Theorem 2.1 [27], it follows that (zi, ηi) is the unique pair which
satisfies all the conditions (i)-(iv) in Lemma 3.1 for i = 1, 2. Hence by Lemma 3.1,
we have
|z1 − z2|T,∞ ≤ |v1 − v2|T,∞
and then
|u1 − u2|T,∞ ≤ 2|v1 − v2|T,∞,
which in particular implies that
E[|u1 − u2|pT,∞] ≤ 2pE[|v1 − v2|pT,∞], p > 1. (3.2)
From the definitions of vi, i = 1, 2, it follows that for any p > 1
E
[|v1 − v2|pT,∞]
≤3p−1 sup
(t,x)∈[0,∞)×[0,1]
∣∣∣∣
∫ 1
0
p(t, x, y)(h1(y)− h2(y))dy
∣∣∣∣
p
+ 3p−1E
[∣∣∣∣
∫ ·
0
∫ 1
0
p(· − s, ·, y)
(
b(u1(s, y; h1))− b(u2(s, y; h2))
)
dsdy
∣∣∣∣
p
T,∞
]
+ 3p−1E
[∣∣∣∣
∫ ·
0
∫ 1
0
p(· − s, ·, y)
(
σ(u1(s, y; h1))− σ(u2(s, y; h2))
)
W (dsdy)
∣∣∣∣
p
T,∞
]
=:3p−1
(
I1 + I2(T ) + I3(T )
)
.
By the property of p(t, x, y), it is easy to know that
I1 ≤ |h1 − h2|p∞, t ≥ 0.
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Using the ideas used in the proof of Theorem 2.1 [27], see also the proof of Theorem
3.1 [9], and by the assumptions A1)-A2), we have that for each p > 20 =: p0, there
exists a constant C1 = C1(T, p) > 0 such that
I2(T ) + I3(T ) ≤ C1(Lpb + Lpσ)
∫ T
0
E[|u1(·; h1)− u2(·; h2)|pt,∞]dt.
Combining the above estimates with (3.2), we have that there exists a constant
C2 = C2(T, p, Lb, Lσ) > 0 such that
E[|u1 − u2|pT,∞] ≤ C2|h1 − h2|p∞ + C2
∫ T
0
E[|u1(·; h1)− u2(·; h2)|pt,∞]dt.
Consequently, using Gronwall’s inequality, we can conclude the proof of (3.1), which
completes the proof. 
4 Proofs of Theorem 2.2 and Theorem 2.3
We will adopt the approach of penalization initially introduced in [9] for our pur-
pose. The main idea to prove Theorem 2.2 is enlightened by the paper [31] and the
comparison principle for SPDEs plays a very important role.
Let en(x) =
√
2 sin(nπx), x ∈ [0, 1]. Then it is easy to see that
d2
dx2
en(x) = −n2π2en(x), n ∈ N
and {en(x)}n∈N forms a complete orthonormal basis of H .
Set
D(A) =
{
h ∈ H :
∞∑
n=1
n4〈h, en〉2 <∞
}
and
Ah = −1
2
∞∑
n=1
n2π2〈h, en〉en, h ∈ D(A).
Then the operator A with its domain D(A) is the closure in H of 1
2
d2
dx2
on C20(0, 1).
Remark that D(A) coincides with the Sobolev space H2(0, 1) ∩H10 (0, 1).
Let
B(u)(x) = b(u(x)), x ∈ [0, 1], u ∈ H,
and
Σ(u)[h](x) = σ(u(x))h(x), x ∈ [0, 1], u, h ∈ H.
Then, A1) gives that B is a Lipschitz continuous mapping from H to H . By A3),
we know that Σ : H → L(H), where L(H) denotes the class of all bounded linear
operators on H . However, we point out that A2) does not implies the Lipschitz
continuity of Σ on H , which is different from B. Define wn(t) by
wn(t) =
∫ t
0
∫ 1
0
en(x)W (dsdx), t ≥ 0.
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It is easy to know that {wn(t), t ≥ 0}n∈N is a sequence of independent standard
one-dimensional Brownian motions. Set
W (t) =
∞∑
n=1
wn(t)en, t ≥ 0.
Then, the stochastic process (W (t))t≥0 is a cylindrical Brownian motion on H , and
moreover we have that∫ t
0
∫ 1
0
σ(u(s, x))W (dsdx) =
∫ t
0
Σ(u(s))dW (s),
where the stochastic integral in the right hand side is understood in the sense of
Itoˆ’s integral with respect to a cylindrical Brownian motion on H , see [7, 8].
Let f : R → [0,∞) be a non-increasing and Lipschitz continuous function such
that
f(u) ≡ 0, u ≥ 0 and f(u) > 0, u < 0.
For example, we can take f(u) = u− := max{−u, 0} or f(u) = arctan((u ∧ 0)2). In
particular, f(u) = arctan((u∧0)2) is twice continuously differentiable and bounded.
Let us consider the following penalized SPDE, which is used to construct the
minimal solution of (1.1) in [9]. For each ǫ > 0 and h ∈ H , let us consider the
SPDE 

∂uǫ
∂t
(t, x) =
1
2
∂2uǫ
∂x2
(t, x) + b(uǫ(t, x)) +
1
ǫ
f(uǫ(t, x))
+ σ(uǫ(t, x))W˙ (t, x), t > 0, x ∈ (0, 1),
uǫ(t, 0) = uǫ(t, 1) = 0, t ≥ 0,
uǫ(0, x) = h(x), x ∈ (0, 1).
(4.1)
In the following to emphasize the coefficients b, f and σ, we will sometimes denote
this equation by SPDE(b, f, σ). Under our assumptions, it is known that for each
ǫ > 0, (4.1) has a unique mild solution uǫ(t, x; h), which forms a Markov process on
H .
Moreover, it is proved that uǫ(t, x) ≥ uǫ′(t, x) a.s. for ǫ < ǫ′ and for any p ≥ 1,
lim
ǫ↓0
E
[|u− uǫ|pT,∞] = 0, T > 0,
where u(t, x) denotes the solution of the reflected SPDE (1.1), see Theorem 4.1 [9]
or Theorem 2.1 [27]. In particular, we have
lim
ǫ↓0
sup
t∈[0,T ]
E
[|u(t)− uǫ(t)|2] = 0, T > 0. (4.2)
Therefore, to prove Theorem 2.2 and Theorem 2.3, it is important to show similar
results hold for P ǫtΦ, where
P ǫtΦ(h) = E [Φ(u
ǫ(t; h))] , Φ ∈ Bb(H).
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Introduce
F (u)(x) = f(u(x)), x ∈ [0, 1], u ∈ H.
Then it is easy to know that (4.1) can be written in its abstract form.
 du
ǫ(t) =
(
Auǫ(t) +B(uǫ(t)) +
1
ǫ
F (uǫ(t))
)
dt+ Σ(uǫ(t))dW (t),
uǫ(0) = h.
(4.3)
Let us now state the estimate of |∇P ǫtΦ|2 for t ≥ 0 and Φ ∈ C1b (H).
Theorem 4.1. Under the assumptions of A1)-A3), we have that for all ǫ > 0, the
following holds.
|∇P ǫtΦ|2 ≤ 2M exp{ζ(t)}P ǫt |∇Φ|2, Φ ∈ C1b (H), t ≥ 0, (4.4)
where M > 0 is the constant defined by (2.2) and ζ(t), t ≥ 0 is the function defined
by (2.3).
Proof. The proof will be divided into two steps.
Step 1: In this step, let us further assume that b and σ are differentiable such that
sup
u∈R
|b′(u)| ≤ Lb and sup
u∈R
|σ′(u)| ≤ Lσ. (4.5)
Combining the assumptions A1)-A3) with the assumptions on f , we easily know
that the operators B,F and Σ appeared in (4.3) satisfy all of the conditions in
Theorem 5.4.1 (i) in [8]. Hence, we have that uǫ(·; h) is continuously differentiable
in its initial data h. Let ∇kuǫ(t; h) denote the directional derivative of uǫ(t; h) along
the direction k ∈ H , that is,
∇kuǫ(t; h) = lim
δ↓0
uǫ(t; h+ δk)− uǫ(t; h)
δ
.
We claim that the following estimate holds for all ǫ > 0 and h ∈ H :
E[|∇kuǫ(t; h)|2] ≤M |k|2 exp{ζ(t)}, t ≥ 0, (4.6)
where the constant M > 0 and the function ζ(t), t ≥ 0 are same as those stated in
this theorem.
By Theorem 5.4.1 (i) in [8], we also know that its directional derivative ∇kuǫ(t; h)
along k ∈ H is the unique solution of the SPDE

d∇kuǫ(t; h) =
(
A∇kuǫ(t; h) +DB(uǫ(t); h) · ∇kuǫ(t; h)
)
dt
+
1
ǫ
DF (uǫ(t); h) · ∇kuǫ(t; h)dt
+DΣ(uǫ(t); h) · ∇kuǫ(t; h)dW (t), t ≥ 0,
∇kuǫ(0; h) =k,
(4.7)
13
where DB,DF and DΣ denote the Fre´chet derivatives of B,F and Σ. Clearly, (4.7)
can be rewritten as

∂
∂t
∇kuǫ(t, x; h) =1
2
∂2
∂x2
∇kuǫ(t, x; h) + b′(uǫ(t, x); h)∇kuǫ(t, x; h)
+
1
ǫ
f ′(uǫ(t, x; h))∇kuǫ(t, x; h)
+ σ′(uǫ(t, x); h)∇kuǫ(t, x; h)W˙ (t, x), t > 0, x ∈ (0, 1),
∇kuǫ(t, 0; h) =∇kuǫ(t, 1; h) = 0, t ≥ 0,
∇kuǫ(0, x; h) =k(x), x ∈ [0, 1].
(4.8)
Let us first assume k is non-negative, i.e., k ∈ K0. By the linearity of (4.8), we
know that if k(x) ≡ 0, x ∈ [0, 1], then ∇kuǫ(t, x; h) ≡ 0 is the unique solution of
(4.8). Hence, by using the comparison theorem of SPDEs, see Theorem 2.1 [9] for
example, we have the solution ∇kuǫ(t, x; h) of (4.8) is almost surely non-negative
for any k(x) ∈ K0, that is,
∇kuǫ(t, x; h) ≥ 0, t ≥ 0, x ∈ [0, 1] a.s. (4.9)
On the other hand, by the non-increasing property of f , we have that
f ′(u) ≤ 0, u ∈ R.
Hence, by the non-negativity of the solution (4.8), see (4.9), and using the compar-
ison theorem of SPDEs again, we have that
0 ≤ ∇kuǫ(t, x; h) ≤ vǫ(t, x) a.s., (4.10)
where vǫ(t, x) denotes the unique solution of

∂vǫ
∂t
(t, x) =
1
2
∂2vǫ(t, x)
∂x2
+ b′(uǫ(t, x; h))vǫ(t, x)
+ σ′(uǫ(t, x; h))vǫ(t, x)W˙ (t, x), t > 0, x ∈ (0, 1),
vǫ(t, 0; h) =vǫ(t, 1; h), t ≥ 0,
vǫ(0; h) =k(x), x ∈ [0, 1].
In the following, we use the mild solution of vǫ(t, x), that is,
vǫ(t, x) =
∫ 1
0
p(t, x, y)k(y)dy +
∫ t
0
∫ 1
0
p(t− s, x, y)b′(uǫ(s, y; h))vǫ(s, y)dsdy (4.11)
+
∫ t
0
∫ 1
0
p(t− s, x, y)σ′(uǫ(s, y; h))vǫ(s, y)W (dsdy), t ≥ 0 a.s.
=:I1(t) + I2(t) + I3(t).
Firstly, the property of p(t, x, y) gives easily that
|I1(t)| ≤ e−π
2
t
2 |k|, t ≥ 0.
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Secondly, using Cauchy-Schwarz’s inequality and (4.5), we can easily obtain that
E[|I2(t)|2] ≤ L2bt
∫ t
0
e−π
2(t−s)
E[|vǫ(s)|2]ds, t ≥ 0.
Finally, Itoˆ’s isometric property gives that
E[|I3(t)|2] =
∫ t
0
∫ 1
0
∫ 1
0
p2(t− s, x, y)E[|σ′(uǫ(s, y); h)vǫ(s, y)|2]dsdxdy
≤ L2σ
∫ t
0
∫ 1
0
∫
R
q2(t− s, x− y)E[|vǫ(s, y)|2]dxdsdy
= L2σ
∫ t
0
∫ 1
0
1
2
√
π(t− s)E[|v
ǫ(s, y)|2]dsdy
=
L2σ
2
√
π
∫ t
0
1√
t− sE[|v
ǫ(s)|2]ds, t ≥ 0,
where q(t, x) denotes the density of the Gaussian distribution with mean 0 and
variance t, the assumption (4.5) and p(t, x, y) ≤ q(t, x − y) have been used for the
second line. Therefore, by the above estimates and (4.11), we obtain that
E[|vǫ(t)|2] ≤3|k|2 + 3L2bt
∫ t
0
E[|vǫ(s)|2]ds (4.12)
+
3L2σ
2
√
π
∫ t
0
1√
t− sE[|v
ǫ(s)|2]ds, t ≥ 0.
Let ψǫ(t) = E[|vǫ(t)|2], t ≥ 0. Using the relation (4.12), we have∫ t
0
1√
t− sψ
ǫ(s)ds ≤6|k|2t1/2 + 3L2b
∫ t
0
∫ s
0
s√
t− sψ
ǫ(θ)dθ
+
3L2σ
2
√
π
∫ t
0
∫ s
0
1√
t− s√s− θψ
ǫ(θ)dθds
≤6|k|2t1/2 +
{
6L2bt
3/2 +
3L2σ
√
π
2
}∫ t
0
ψǫ(θ)dθ,
where
∫ t
θ
1√
t−s√s−θds = π has been used for the second inequality.
Inserting this estimate to the last part of (4.12), we see that
ψǫ(t) ≤
{
3 +
9L2σ√
π
t1/2
}
|k|2
+
{
9L4σ
4
+ 3L2bt+
9L2bL
2
σ√
π
t3/2
}∫ t
0
ψǫ(s)ds
:=α(t)|k|2 + β(t)
∫ t
0
ψǫ(s)ds, t ≥ 0.
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Note that α(t) and β(t) do not depend on ǫ. Owing to the generalized Gronwall
inequality, see Lemma 4.2 below, we deduce that for all ǫ > 0,
ψǫ(t) ≤ α(t)|k|2 + β(t)
∫ t
0
α(s)|k|2 exp
{∫ t
s
β(θ)dθ
}
ds, t ≥ 0.
Since α(t) is increasing in t ∈ [0,∞) and β(t) ≥ 9L4σ
4
for all t ≥ 0, we have
ψǫ(t) ≤ α(t)|k|2 + α(t)β(t)|k|2
∫ t
0
exp
{∫ t
s
β(θ)dθ
}
ds
≤ α(t)|k|2 + 4
9L4σ
α(t)β(t)|k|2
∫ t
0
β(s) exp
{∫ t
s
β(θ)dθ
}
ds
= α(t)|k|2 + 4
9L4σ
α(t)β(t)|k|2
[
exp
{∫ t
0
β(θ)dθ
}
− 1
]
.
Using the relation β(t) ≥ 9L4σ
4
for all t ≥ 0 again, the above estimate gives that
ψǫ(t) ≤ 4α(t)β(t)
9L4σ
|k|2 exp
{∫ t
0
β(θ)dθ
}
, t ≥ 0. (4.13)
By the definitions of α(t) and β(t), it is easy to check that
4α(t)β(t)
9L4σ
≤M
{
1 + t1/2 +
t
2!
+
t3/2
3!
+
t2
4!
}
≤M exp{t 12}, t ≥ 0;
recalling that M is the constant defined by (2.2).
Combining this estimate with (4.13), we obtain that
ψǫ(t) ≤M |k|2 exp
{
t1/2 +
∫ t
0
β(s)ds
}
, t ≥ 0.
Therefore, by the definition of β(t) and recalling the definition of ζ(t), see (2.3), we
easily obtain the relation
E[|vǫ(t)|2] ≤M |k|2 exp{ζ(t)}, t ≥ 0.
As a consequence of the above estimate and the relation (4.10), we have for all
h ∈ H and k ∈ K0,
E[|∇kuǫ(t; h)|2] ≤M |k|2 exp{ζ(t)}, t ≥ 0. (4.14)
From now on, let us consider the general k ∈ H . In this case, we have
k(x) = k+(x)− k−(x), x ∈ [0, 1],
where k+(x) = max{k(x), 0} and k−(x) = max{−k(x), 0}. On the other hand, we
also have that
∇kuǫ(t; h) = ∇k+uǫ(t; h)−∇k−uǫ(t; h).
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Therefore, using (4.14), we have that
E[|∇kuǫ(t; h)|2] ≤ 2{E[|∇k+uǫ(t; h)|2] + E[|∇k−uǫ(t; h)|2]}
≤ 2M(|k+|2 + |k−|2) exp{ζ(t)}
= 2M |k|2 exp{ζ(t)}, t ≥ 0,
which is the desired result (4.6).
Step 2: Let us formulate the proof of (4.4) under the assumptions of this theorem.
To do that, let φ ∈ C0(R) denote a symmetric and positive mollifier and set
φn(x) = nφ(nx), n ∈ N.
Let us now construct approximating sequences bn, fn and σn, n ∈ N for b, f and σ
as below.
bn(u) = b ∗ φn(u), fn(u) = f ∗ φn(u) and σn(u) = σ ∗ φn(u), u ∈ R,
where ∗ denotes the convolution of two functions. From the properties of the mol-
lifier, it is easy to know that bn, fn and σn are smooth, and as n → ∞, bn, fn and
σn converge to b, f and σ respectively. In addition, by Rademacher’s Theorem, A1)
and A2), we have that
sup
n∈N,u∈R
|b′n(u)| ≤ Lb and sup
n∈N,u∈R
|σ′n(u)| ≤ Lσ. (4.15)
Moreover, by the assumptions of f , we know that
f ′n(u) ≤ 0, u ∈ R.
Therefore, bn, fn and σn satisfy all of the assumptions used in Step 1. Let u
ǫ,n(t, x; h)
denote the solution of SPDE(bn, fn, σn) (4.1) and ∇kuǫ,n(t, ; h) denote its directional
derivative along k ∈ H . By (4.15) and the estimate (4.6) established in Step 1, we
have that for all ǫ > 0, n ∈ N and h ∈ H , the following holds.
E[|∇kuǫ,n(t; h)|2] ≤ 2M |k|2 exp{ζ(t)}, t ≥ 0. (4.16)
Owing to (4.15) and the proof of (4.6), it is easy to know that M and ζ(t), t ≥ 0
are independent of ǫ and n and are same as those in (4.6). Set
P
ǫ,n
t Φ(h) = E[Φ(u
ǫ,n(t; h))], Φ ∈ Bb(H).
By Cauchy-Schwarz’s inequality and (4.16), we have
|∇kP ǫ,nt Φ(h)|2 = E[〈∇Φ(uǫ,n(t; h)),∇kuǫ,n(t; h)〉]
≤ P ǫ,nt |∇kΦ|2(h)E
[|∇kuǫ,n(t; h)|2]
≤ 2M |k|2 exp{ζ(t)}P ǫ,nt |∇kΦ|2(h).
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Noting now that
|∇P ǫ,nt Φ(h)| = sup{∇kP ǫ,nt (h) : k ∈ H with |k| = 1},
we easily obtain that
|∇P ǫ,nt Φ|2 ≤ 2M exp{ζ(t)}P ǫ,nt |∇Φ|2, Φ ∈ C1b (H). (4.17)
On the other hand, we can easily show that
lim
n→∞
sup
t∈[0,T ]
E[|uǫ,n(t; h)− uǫ(t; h)|2] = 0,
see, for example, Theorem 7.1 [8] or Theorem A.1 [17]. Consequently, we can obtain
the desired result (4.4) by letting n→∞ in (4.17).
Let us formulate the following generalized Gronwall inequality, which is used in
the proof of Theorem 4.1 and state its brief proof for the reader’s convenience.
Lemma 4.2. Suppose functions ψ(t), α(t), β(t) and γ(t) are non-negative and locally
integrable on [0,∞). If the function ψ(t) satisfies the relation
ψ(t) ≤ α(t) + β(t)
∫ t
0
γ(s)ψ(s)ds, t ≥ 0, (4.18)
then we have
ψ(t) ≤ α(t) + β(t)
∫ t
0
α(s)γ(s) exp
{∫ t
s
β(θ)γ(θ)dθ
}
ds, t ≥ 0.
Proof. The proof is very easy. In fact, let
φ(s) = exp
{
−
∫ s
0
β(θ)γ(θ)dθ
}∫ s
0
γ(θ)ψ(θ)dθ, s ≥ 0.
Noting that
φ′(s) = γ(s) exp
{
−
∫ s
0
β(θ)γ(θ)dθ
}{
ψ(s)− β(s)
∫ s
0
γ(θ)ψ(θ)dθ
}
,
by the relation (4.18), we easily know that
φ(t) ≤
∫ t
0
α(s)γ(s) exp
{
−
∫ s
0
β(θ)γ(θ)dθ
}
ds.
Hence, by the definition of φ above, we have that∫ t
0
γ(s)ψ(s)ds = φ(t) exp
{∫ t
0
β(θ)γ(θ)dθ
}
≤
∫ t
0
α(s)γ(s) exp
{∫ t
s
β(θ)γ(θ)dθ
}
ds.
Consequently, inserting the above estimate into the right hand side of (4.18), we
can easily obtain the desired relation.
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Theorem 4.3. Suppose the assumptions A1)-A3) are satisfied. Then, the log-
Harnack inequality holds for P ǫt . More precisely, for any strictly positive Φ ∈ Bb(H),
P ǫt log Φ(h1) ≤ logP ǫt Φ(h2) +
M |h1 − h2|2
k21
∫ t
0
exp{−ζ(s)}ds, h1, h2 ∈ H, t > 0, (4.19)
where M and ζ(t), t ≥ 0 are same as those in Theorem 4.1.
Proof. As we saw in the proof of Theorem 4.1, without loss of generality, we assume
b, f and σ are twice differentiable with bounded derivatives. Let us first claim that
for each Φ ∈ C2b (H) and ǫ > 0
P ǫs logP
ǫ
t−sΦ(h) (4.20)
= logP ǫtΦ(h)−
1
2
∫ s
0
P ǫθ |Σ(h)∗D logP ǫt−θΦ(h)|2dθ, s ∈ [0, t].
To prove this assertion, let An be the Yosida approximation of A, that is,
An = nA(n−A)−1
and let Πn be the orthogonal projection from H to span{e1, e2, · · · , en}, n ∈ N.
Consider the following approximating stochastic partial differential equation for the
penalized SPDE (4.3):
 du
ǫ
n(t) =
(
Anu
ǫ
n(t) +B(u
ǫ
n(t)) +
1
ǫ
F (uǫn(t))
)
dt+ Σ(uǫn(t))ΠndW (t),
uǫ(0) = h.
(4.21)
It is known that for each ǫ > 0 and n ∈ N, this equation has a unique strong solution
(see Section 7.4 [7]) and moreover,
lim
n→∞
sup
t∈[0,T ]
E
[|uǫn(t)− uǫ(t)|2] = 0. (4.22)
Moreover, the solution (uǫn(t))t≥0 of (4.21) can be represented by the stochastic
equation
uǫn(t) =h +
∫ t
0
(
Anu
ǫ
n(s) +B(u
ǫ
n(s)) +
1
ǫ
F (uǫn(s))
)
ds
+
∫ t
0
Σ(uǫn(s))ΠndW (s) a.s.
Let us introduce the Markov semigroup
P ǫn,tΦ(h) = E [Φ(u
ǫ
n(t; h))] , Φ ∈ Bb(H), t ≥ 0.
Then, by Theorem 5.4.2 [8], for each Φ ∈ C2b (H), it is known that
P ǫn,tΦ(h) ∈ C1,2b ([0,∞)×H).
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Define the operator L on C2b (H) by
LΦ(h) =
〈
An(h) +B(h) +
1
ǫ
F (h), DΦ(h)
〉
+
1
2
Tr
[
D2Φ(h)(Σ(h)Πn)(Σ(h)Πn)
∗] , h ∈ H.
Applying Itoˆ’s formula (for example, see Theorem 4.32 [7]) to the solution uǫn(s) and
logP ǫn,t−sΦ(h), s ≤ t, we have that
d logP ǫn,t−sΦ(u
ǫ
n(s)) =∂s logP
ǫ
n,t−sΦ(u
ǫ
n(s)) + L logP ǫn,t−sΦ(uǫn(s)) (4.23)
+
〈
D logP ǫn,t−sΦ(u
ǫ
n(s)),Σ(u
ǫ
n(s))ΠndW (s)
〉
=− 1
2
|(Σ(uǫn(s))Πn)∗D logP ǫn,t−sΦ(uǫn(s))|2
+
〈
D logP ǫn,t−sΦ(u
ǫ
n(s)),Σ(u
ǫ
n(s))ΠndW (s)
〉
,
where for the second equation, the relation
L logP ǫn,t−sΦ(uǫn(s))
=
L logP ǫn,t−sΦ(uǫn(s))
logP ǫn,t−sΦ(uǫn(s))
− 1
2
|(Σ(uǫn(s))Πn)∗D logP ǫn,t−sΦ(uǫn(s))|2
has been used. Noting the last term in (4.23) is a martingale, integrating of both
sides of (4.23) from 0 to s and then taking expectation, we have that
E
[
logP ǫn,t−s(u
ǫ
n(s))
]
= logP ǫn,tΦ(h)−
1
2
∫ s
0
E
[|(Σ(uǫn(θ))Πn)∗D logP ǫn,t−θΦ(uǫn(θ))|2] dθ, s ∈ [0, t].
Using the notation of the Markov semigroup P ǫn,t, we can rewrite the above equality
as the following.
P ǫn,s logP
ǫ
n,t−s(h)
= logP ǫn,tΦ(h)−
1
2
∫ t
0
P ǫn,θ|(Σ(h)Πn)∗D logP ǫn,t−θΦ(h)|2dθ, s ∈ [0, t].
Recalling (4.22), we can conclude the proof of (4.20) by letting n→∞ in the above
equation.
From now on, let us formulate the proof of (4.19) based on the main ideas used
in Theorem 1.1 [19] and Proposition 3.2 [26]. Define α(s) by
α(s) =
∫ s
0
exp{−ζ(θ)}dθ∫ t
0
exp{−ζ(θ)}dθ , s ∈ [0, t].
Then, it is easy to know that α(s) ∈ C1([0, t]) is increasing in s and α(0) = 0, α(t) =
1. For any h1, h2 ∈ H , define h(s) ∈ H by
h(s) = h1α(s) + (1− α(s))h2, s ∈ [0, t].
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It is clear that h(0) = h2 and h(t) = h1. Using (4.20) and the relation
P ǫt log Φ(h1) = logP
ǫ
tΦ(h2) +
∫ t
0
d
ds
{(
P ǫs logP
ǫ
t−sΦ
)
(h(s))
}
ds,
we have that
P ǫt log Φ(h1)− logP ǫtΦ(h2)
=− 1
2
∫ t
0
P ǫs |Σ(·)∗D logP ǫt−sΦ|2(h(s))ds
+
∫ t
0
α′(s)〈DP ǫs logP ǫt−sΦ(h(s)), h1 − h2〉ds.
Noting that the assumption 0 < κ1 ≤ |σ(u)|, see the assumption A3), we have
κ1 ≤ |Σ(h)| for all h ∈ H . Therefore, Theorem 4.1, we obtain that
P ǫt log Φ(h1)− logP ǫtΦ(h2)
≤− κ
2
1
2
∫ t
0
P ǫs |D logP ǫt−sΦ|2(h(s))ds
+
∫ t
0
α′(s)|h1 − h2||DP ǫs logP ǫt−sΦ|(h(s))ds
≤− κ
2
1
4
∫ t
0
exp{−ζ(s)}
M
|∇P ǫs logP ǫt−s|2(h(s))ds
+
∫ t
0
α′(s)|h1 − h2||∇P ǫs logP ǫt−sΦ|(h(s))ds
≤M |h1 − h2|
2
κ21
∫ t
0
exp{ζ(s)}(α′(s))2ds
=
M |h1 − h2|2
κ21
∫ t
0
exp{−ζ(s)}ds,
where the Young inequality |ab| ≤ 2−1δa2 + (2δ)−1b2, a, b ∈ R, δ > 0 and the defini-
tion of α(s) have been used for the third inequality and the last equality respectively.
Consequently, the proof of this theorem is completed.
Based on Theorem 4.1 and Theorem 4.3, we can easily describe the proofs of
Theorem 2.2 and Theorem 2.3.
Proof. (Proofs of Theorem 2.2 and Theorem 2.3): Noting the relation (4.2)
and letting ǫ ↓ 0 in (4.4), we can obtain (2.4) and then complete the proof of
Theorem 2.2.
Let us turn to the proof of Theorem 2.3. By the relation (4.2) and letting ǫ ↓ 0
in (4.19), we can easily see that (2.5) holds for any Lipschitz continuous function Φ
and it can been extended for all Φ ∈ Bb(K0) by the monotone class theorem. Thus,
the proof of Theorem 2.3 is completed.
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Remark 4.1. Noting that f is Lipschitz continuous with the Lipschitz constant 1,
under the assumptions A1)-A3), we can easily testify that for any h1, h2 ∈ H and
t > 0, the following are fulfilled.∣∣∣∣Tt
(
B(h1) +
1
ǫ
F (h1)
)
− Tt
(
B(h2) +
1
ǫ
F (h2)
)∣∣∣∣
2
≤
(
Lb +
1
ǫ
)2
|h1 − h2|2,
‖TtΣ(h1)− TtΣ(h1)‖2HS ≤ 2L2σ|h1 − h2|2
∞∑
n=1
exp{−n2π2t},
where Tth(x) =
∫ 1
0
p(t, x, y)h(y)dy, h ∈ H . Therefore, for each ǫ > 0, according to
Theorem 1.1 and Theorem 4.1 [26], we can easily obtain that
|∇P ǫtΦ|2 ≤ 61+
t
t0(ǫ)P ǫt |∇Φ|2, Φ ∈ C1b (H) (4.24)
and the log-Harnack inequality holds for P ǫt , i.e., for all 0 ≤ Φ ∈ Bb(H),
P ǫt log Φ(h1) (4.25)
≤ logP ǫt Φ(h2) +
3 log 6
κ21t0(ǫ) (1− 6−t/t0(ǫ))
|h1 − h2|2, h1, h2 ∈ H, t > 0,
where
t0(ǫ)
:= sup
{
t > 0 :
(
Lb +
1
ǫ
)2
t
π2
(1− exp{−π2t}) + 2L
2
σ
π2
∞∑
n=1
1− exp{−n2π2t}
n2
≤ 1
6
}
.
However, it is clear that t0(ǫ) > 0 converges to 0 as ǫ→ 0. Consequently, we can not
deduce our many results in Theorem 2.2 and Theorem 2.3 from (4.24) and (4.25).
5 Proof of Theorem 2.4
As in Section 4, let us first show the following results for the Markov semigroup P ǫt
relative to the solution of the penalized SPDE (4.1).
Theorem 5.1. Suppose the assumptions A1)-A3) are satisfied. Then, we have
(i) For any Φ ∈ C1b (H),
P ǫtΦ
2 − (P ǫtΦ)2 ≤ 2Mk22P ǫt |∇Φ|2
∫ t
0
exp{ζ(s)}ds, t > 0. (5.1)
(ii) For any Φ ∈ Bb(H),
|∇P ǫtΦ|2 ≤
2M (P ǫtΦ
2 − (P ǫtΦ)2)
k21
∫ t
0
exp{−ζ(s)}ds , t > 0. (5.2)
22
Proof. The main idea to prove this theorem is similar to that used in Theorem
4.3. We assume that the coefficients b, f and σ are twice continuously differentiable
with bounded derivatives and use the same notations introduced in the proof of
Theorem 4.3. Considering the same approximating equation (4.21) as we did and
then applying Itoˆ’s formula, we have that
d(P ǫn,t−sΦ)
2(uǫn(s)) =∂s(P
ǫ
n,t−sΦ)
2(uǫn(s)) + L(P ǫn,t−sΦ)2(uǫn(s))
+ 〈D(P ǫn,t−sΦ)2(uǫn(s)),Σ(uǫn(s))ΠndW (s)〉
=|(Σ(uǫn(s))Πn)∗DP ǫn,t−sΦ)(uǫn(s))|2
+ 〈D(P ǫn,t−sΦ)2(uǫn(s)),Σ(uǫn(s))ΠndW (s)〉, s ∈ [0, t].
Then, integrating both sides of the above equation from 0 to s ≤ t and then taking
expectation, we obtain that
P ǫn,s(P
ǫ
n,t−sΦ)
2(h) = (P ǫn,tΦ)
2(h) +
∫ s
0
Pn,θ|(Σ(·)Πn)∗DP ǫn,t−θΦ)(·)|2(h)dθ.
In particular, let s = t in the above equation and then let n→∞, we have
P ǫt Φ
2(h) = (P ǫtΦ)
2(h) +
∫ t
0
P ǫs |Σ(·)∗∇P ǫt−sΦ)(·)|2(h)ds, t > 0. (5.3)
Then we can easily complete our proofs. Let us first prove (i) by using this relation.
In fact, since for all u ∈ R, |σ(u)| ≤ κ2, from (5.3) and Theorem 4.1, it follows that
P ǫtΦ
2(h) ≤ (P ǫtΦ)2(h) + κ22
∫ s
0
P ǫs |∇P ǫt−sΦ|2(h)ds
≤ (P ǫtΦ)2(h) + 2Mκ22
∫ t
0
P ǫsP
ǫ
t−s|∇Φ|2(h) exp{ζ(t− s)}ds
= (P ǫtΦ)
2(h) + 2Mκ22P
ǫ
t |∇Φ|2(h)
∫ t
0
exp{ζ(s)}ds, t > 0,
which completes the proof of (i).
Finally, let us briefly formulate the proof of (ii). By (4.4) and the assumption
A3), we have that
P ǫs |Σ(·)∗∇P ǫt−sΦ|2(h) ≥ κ21P ǫs |DP ǫt−sΦ|2(h)
≥ κ
2
1 exp{−ζ(s)}
2M
|∇P ǫtΦ|2(h), s ∈ [0, t].
Inserting this into the right hand side of (5.3), we have
P ǫtΦ
2(h) ≥ (P ǫtΦ)2(h) +
κ21
∫ t
0
exp{−ζ(s)}ds
2M
|∇P ǫtΦ|2(h),
which gives the desired result (5.2).
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In the end, let us conclude this paper with the proof of Theorem 2.4.
Proof. (Proof of Theorem 2.4): It is easy to show this theorem by using Theorem
5.1. In fact, as the proof of Theorem 2.3, by the monotone class theorem, it is enough
to show (2.6) holds for any Lipschitz continuous function Φ on K0. However, noting
(4.2), they can be easily obtained by letting ǫ ↓ 0 in (5.1). On the other hand,
(2.7) can be obtained by letting ǫ ↓ 0 in (5.2). Thus the proof of this theorem is
completed.
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