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BOUNDARIES OF COARSE PROXIMITY SPACES AND
BOUNDARIES OF COMPACTIFICATIONS
PAWEL GRZEGRZOLKA AND JEREMY SIEGERT
Abstract. In this paper, we introduce the boundary UX of a coarse prox-
imity space (X,B,b). This boundary is a subset of the boundary of a certain
Smirnov compactification. We show that UX is compact and Hausdorff and
that every compact Hausdorff space can be realized as the boundary of a coarse
proximity space. We then show that many boundaries of well-known compacti-
fications arise naturally as boundaries of coarse proximity spaces. In particular,
we give 4 natural coarse proximity structures whose boundaries are the Higson,
Freudenthal, Gromov, and Visual boundary, respectively.
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1. Introduction
The field of coarse geometry (occasionally called coarse topology) can be pur-
sued using two different, but by no means mutually exclusive perspectives. The
first perspective is one we may call “geometry going to infinity” in which one typ-
ically takes notions and concepts such as uniformly bounded families and scales
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as primitives and pursues large scale properties of spaces (metric or otherwise)
by considering properties of uniformly bounded families at ever growing “scales.”
Examples of structures well-suited to this perspective are metric spaces, coarse
spaces (see [15]), and large scale spaces (see [4]). Coarse properties that exem-
plify the utility of this perspective are asymptotic dimension originally defined by
Gromov in [6] (and expanded to more general structures in [15] and [4]), Property
A defined by Yu in [17], and amenability (see for example [15]). The first two of
these properties are particularly well-known for their relationship to the Coarse
Baum-Connes and Novikov conjectures (see [17]). The other perspective may be
called “geometry at infinity.” This perspective takes unboundedness and asymp-
totic disjointness as primitives. The pursuit of large-scale properties of spaces is
then conducted by considering how unbounded sets interact with each other “at
infinity.” Typically, this is done by assigning a topological space to an unbounded
space (metric, coarse, or large scale) and considering how the large-scale proper-
ties of the base space are reflected in this topological space. The chief example in
coarse geometry of such an assignment is the Higson corona (see [15]) assigned to
a proper metric space. Another such assignment is the Gromov boundary assigned
to hyperbolic metric spaces (see [3]). Techniques for studying these spaces include
the use of asymptotic neighbourhoods [2], coarse neighbourhoods [5], asymptotic
resemblance spaces [10], and coarse proximity spaces [7]. The natural line of in-
quiry is then to determine how compatible these two perspectives are with one
another. One result showing significant overlap of the two perspectives is a result
of Dranishnikov which says that if X is a proper metric space with positive and
finite asymptotic dimension then the covering dimension of the Higson corona of X
is equal to the asymptotic dimension of X (see [2]). The question of whether there
is a proper metric space of infinite asymptotic dimension whose Higson corona
has finite covering dimension is still open (see [2]). Other questions relating di-
mensional invariants of a proper metric space with dimensional invariants of the
corresponding Higson corona can be found in [2].
In this paper, we will be exclusively concerned with the “geometry at infinity”
perspective. Specifically, we will task ourselves with providing a “common lan-
guage” with which one can speak of coarse invariants such as the Higson corona of
proper metric spaces and the Gromov boundary of hyperbolic metric spaces. We
will show how to assign a certain boundary space to each coarse proximity space.
These boundaries are compact Hausdorff spaces that arise as the boundaries of
certain small-scale proximity relations naturally induced by coarse proximities. In
section 2, we will review the basic definitions and concepts surrounding coarse
proximity spaces, as found in [7] and [8]. Likewise, in section 3 we review the
Smirnov compactification of a separated (small-scale) proximity space and associ-
ated concepts. Then in section 4 we introduce the discrete extension of a coarse
proximity to define the boundary of a coarse proximity space. After exploring a
few basic properties of boundaries of coarse proximity spaces, we show that the
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assignment of the boundary to a coarse proximity space makes up a functor from
coarse proximity spaces to compact Hausdorff spaces. In section 5, we show that
the construction of the boundary of a coarse proximity space through the discrete
extension can be generalized to any compatible small-scale proximity. in section
6, we show the breadth of this invariant introduced in section 4 by proving that
every compact Hausdorff space can be realized as the boundary of a coarse prox-
imity space, similar to the main results of Mine and Yamashita in [12]. Finally,
in sections 7, 8, 9, and 10 we describe the coarse proximity structures on proper
metric, locally compact Hausdorff, proper hyperbolic metric, and complete proper
Cat(0) spaces whose boundaries are the Higson corona, the Freudenthal boundary,
the Gromov boundary, and the visual boundary, respectively.
2. Coarse Proximities
In this section we recall the needed definitions and theorems from [7] and [8].
The reader familiar with coarse proximities may want to skip to section 3 and refer
to this section when necessary.
Definition 2.1. A bornology B on a set X is a family of subsets of X satisfying:
(1) {x} ∈ B for all x ∈ X,
(2) A ∈ B and B ⊆ A implies B ∈ B,
(3) If A,B ∈ B, then A ∪B ∈ B.
Elements of B are called bounded and subsets of X not in B are called un-
bounded. If X /∈ B, then we call the bornology proper.
Definition 2.2. Let X be a set equipped with a bornology B. Let A,B, and C
be subsets of X . A coarse proximity on a set X is a relation b on the power set
of X satisfying the following axioms:
(1) AbB implies BbA,
(2) AbB implies A /∈ B and B /∈ B,
(3) A ∩ B /∈ B implies AbB,
(4) (A ∪ B)bC if and only if AbC or BbC,
(5) Ab¯B implies that there exists a subset E such that Ab¯E and (X \E)b¯B,
where Ab¯B means “AbB is not true.” If AbB, then we say that A is coarsely
close to (or coarsely near) B. Axiom (4) will be called the union axiom and
axiom (5) will be called the strong axiom. A triple (X,B,b) where X is a set, B
is a bornology on X , and b is a coarse proximity relation on X, is called a coarse
proximity space.
Example 2.3. Let (X, d) be a metric space with the bornology consisting of all
the metrically bounded sets. Define two subsets A and B of X to be coarsely close
if and only if there exists ǫ < ∞ such that for all bounded sets D, there exists
a ∈ (A \D) and b ∈ (B \D) such that d(a, b) < ǫ. Then this relation is a coarse
proximity, called the metric coarse proximity.
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Definition 2.4. Let (Y,B,b) be a coarse proximity space and X ⊆ Y any subset.
Then the subspace coarse proximity structure on X is given by the bornology
BX = {B ∩X | B ∈ B}
and the binary relation bX defined by: AbXC if and only if AbC as subsets of Y .
Notice that if X is bounded in Y, then the subspace coarse proximity relation
is empty.
Definition 2.5. Let X be a set and φ an equivalence relation on the power set of
X satisfying the following property:
AφB and CφD =⇒ (A ∪ C)φ(B ∪D).
Then we call φ a weak asymptotic resemblance. If AφB, then we say that A
and B are φ related.
Any coarse proximity naturally induces a weak asymptotic resemblance, as in
the following theorem:
Theorem 2.6. Let (X,B,b) be a coarse proximity space. Let φ be the relation on
the power set of X defined in the following way: AφB if and only if the following
hold:
(1) for every unbounded B′ ⊆ B we have AbB′,
(2) for every unbounded A′ ⊆ A we have A′bB.
Then φ is a weak asymptotic resemblance that we call the weak asymptotic
resemblance induced by the coarse proximity b.
Proof. See [7]. 
Notice that if φ is the relation defined in Theorem 2.6 and A and B are bounded,
then they are always φ related. If A is bounded and B unbounded, then they are
not φ related. If A,B and C are any subsets of X such that AφB, then AbC if and
only if BbC. If φ is induced by the metric coarse proximity, then for nonempty
subsets φ is the relation of having finite Hausdorff distance. For the proofs of the
above statements, see [7].
Definition 2.7. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let
f : X → Y be a function. Then f is a coarse proximity map provided that the
following are satisfied for all A,B ⊆ X :
(1) B ∈ B1 implies f(B) ∈ B2,
(2) Ab1B implies f(A)b2f(B).
Definition 2.8. Let X be a set and (Y,B,b) a coarse proximity space. Two
functions f, g : X → Y are close, denoted f ∼ g, if for all A ⊆ X
f(A)φg(A),
where φ is the weak asymptotic resemblance relation induced by the coarse prox-
imity structure b.
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Definition 2.9. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. We
call a coarse proximity map f : X → Y a proximal coarse equivalence if there
exists a coarse proximity map g : Y → X such that g◦f ∼ idX and f ◦g ∼ idY .We
say that (X,B1,b1) and (Y,B2,b2) are proximally coarse equivalent if there
exists a proximal coarse equivalence f : X → Y.
The collection of coarse proximity spaces and closeness classes of coarse proxim-
ity maps makes up the category CrsProx of coarse proximity spaces. For details,
see [7].
3. Clusters in Proximity Spaces and the Smirnov Compactification
In this section, we recall necessary definitions and theorems related to the
Smirnov compactification from [13]. For an introduction to the subject, see [13].
Definition 3.1. Let X be a set. A proximity on a set X is a relation δ on the
power set of X satisfying the following axioms for all A,B,C ⊆ X,
(1) AδB implies BδA,
(2) AδB implies A 6= ∅ and B 6= ∅,
(3) A ∩ B 6= ∅ implies AδB,
(4) (A ∪ B)δC if and only if AδC or BδC,
(5) Aδ¯B implies that there exists a subset E such that Aδ¯E and (X \ E)δ¯B,
where Aδ¯B means “AδB is not true.” If AδB, then we say that A is close to (or
near) B. A proximity space is a pair (X, δ) where X is a set and δ is proximity
on X as defined above.
Definition 3.2. Let (X, δ) be a proximity space and σ a collection of subsets of
X . Then σ is called a cluster if the following hold:
(1) if A,B ∈ σ, then AδB,
(2) if AδB for all B ∈ σ, then A ∈ σ,
(3) if (A ∪ B) ∈ σ, then either A ∈ σ or B ∈ σ.
A cluster in a proximity space is called a point cluster if {x} ∈ σ for some x ∈ X .
In this case, we denote the point cluster by σx.
Notice that if X is a separated proximity space, then no cluster contains more
than one point {x}. Consequently, point clusters are distinct for distinct points.
Definition 3.3. Let (X, δ) be a proximity space. Define X to be the set of all
clusters in X. Let A ⊆ X. We say that a subset A ⊆ X absorbs A if A ∈ σ for
all σ ∈ A.
The following theorem introduces the construction of the Smirnov compactifi-
cation.
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Theorem 3.4. Let (X, δ) be a separated proximity space and X the corresponding
set of all clusters in X. For two subsets A,B ⊆ X, define:
Aδ∗B ⇐⇒ AδB for all A,B ⊆ X that absorb A and B, respectively.
The relation δ∗, called the Smirnov proximity, defines a separated proximity
on X that induces a compact Hausdorff topology on X. The mapping f : X → X
defined by x 7→ σx is a dense proximity embedding. The space (X, δ
∗) is called the
Smirnov compactification of (X, δ). It is the unique (up to δ-homeomorpism)
compact Hausdorff space into which X proximally embeds as a dense subspace.
Proof. See Section 7 in [13]. 
It is customary to identify X with its image in X. We are going to follow that
practice. Consequently, given A ⊆ X, one can think of A as a subset of X. It is
then easy to show that
A = {σ ∈ X | A ∈ σ},
where A denotes the closure of A in X. In other words,
A ∈ σ ⇐⇒ σ ∈ A.
The following proposition, corollary, and lemma are used to show that every
proximity map extends uniquely to a proximity map between the Smirnov com-
pactifications.
Proposition 3.5. Let (X, δ1) and (Y, δ2) be proximity spaces. Let f : X → Y be
a proximity map. Then to each cluster σ1 in X, there corresponds a cluster σ2 in
Y such that
σ2 := {A ⊆ Y | Aδ2f(B) for all B ∈ σ1}.
Proof. See Theorem 5.17 in [13]. 
Notice that in the setting of the above proposition, it is immediate that the
image of any set in σ1 is in σ2 i.e., f(σ1) ⊆ σ2.
Corollary 3.6. If X is a subspace of a proximity space (Y, δ), then every cluster
σ in X is a subclass of a unique cluster σ′ in Y , and
σ′ = {A ⊆ Y | AδB for all B ∈ σ}
Proof. Immediate from Proposition 3.5. For uniqueness, see Theorem 5.16 in [13].

Lemma 3.7. If (X, δ) is a proximity space and A,B ⊆ X are such that Aδ¯B, then
there are sets D,C ⊆ X such that Aδ¯(X \D), Bδ¯(X \ C), and Cδ¯D.
Proof. See Lemma 3.3 in [13]. 
Theorem 3.8. Let (X, δ1) and (Y, δ2) be separated proximity spaces and (X, δ
∗
1)
and (Y, δ∗2) the respective Smirnov compactifications. Let f : X → Y be a proxim-
ity map. Then f extends to a unique proximity map f¯ : X→ Y.
BOUNDARIES OF COARSE PROXIMITY SPACES 7
Proof. Let f : X → Y be given. For each cluster σ1 ∈ X define f¯(σ1) = σ2 where
σ2 := {C ⊆ Y | Cδf(A) for all A ∈ σ1}
as in Proposition 3.5. Then f¯ : X → Y is a well defined function. It is also clear
that f¯ maps a point cluster in X to a point cluster in Y . Specifically, if {x} ∈ σ1,
then {f(x)} ∈ f¯(σ1). Thus f¯ agrees with f on X (up to the inclusion map of X
into X).
Now let A,B ⊆ X be such that Aδ∗1B, where δ
∗
1 is the proximity on X. We wish
to show that f¯(A)δ∗2 f¯(B) in Y. Let A and B be subsets of Y that absorb f¯(A)
and f¯(B), respectively. We wish to show that Aδ2B. If this is not the case, then
be Lemma 3.7 we know that there are C,D ⊆ Y such that
Aδ¯2(Y \ C), Bδ¯2(Y \D), and Cδ¯2D
Note that because A is close to the image of every set contained in an element
of A, we must have that C intersects f(X) nontrivially as otherwise we would
have that f(X) ⊆ Y \ C, but Aδ2f(X). This contradicts Aδ¯2(Y \ C). Therefore
C ∩ f(X) 6= ∅. Similarly D intersects f(X) nontrivially. Because A absorbs f¯(A),
we must have that Y \C is not contained in any element of f¯(A). Similarly, Y \D
is not contained in element of f¯(B). Consequently, we must have that neither is
X \ f−1(C) in any element of A nor is X \ f−1(D) in any element of B. This
implies that f−1(C) is an absorbing set for A and f−1(D) is an absorbing set for
B. Note that because f−1(C) and f−1(D) are nonempty absorbing sets for A and
B respectively, we must have that f−1(C)δ1f
−1(D) in X . Because f is a proximity
map this implies that ff−1(C)δ2ff
−1(D) in Y , which in turn gives Cδ2D, which is
a contradiction. Therefore, f¯ is a proximity map. Uniqueness of f¯ follows from the
fact that Y is Hausdorff, X is dense in X, and f can be thought of as a continuous
map from X to Y that extends to a continuous map from X to Y. 
Definition 3.9. Given a separated proximity space (X, δ) and its corresponding
Smirnov compactification (X, δ∗), the Smirnov boundary of X is the subspace
X \X (with the subspace proximity inherited from X), where X is identified with
the point clusters in X.
Now we investigate a few basic properties of the Smirnov boundary.
Proposition 3.10. Let (X, δ) be a separated proximity space, X the corresponding
Smirnov compactification, and σ an element of X \X. Then σ does not contain a
compact subset K of X.
Proof. Let σ ∈ X \X be given and assume towards a contradiction that K ⊆ X
is a compact set such that K ∈ σ. If B is a subset of X, denote the closure of B
in X by B¯. Identify K with the corresponding set of point clusters. If B ⊆ X
absorbs K and k ∈ K, then {k}δB (since {k} is an element of σk and B absorbs
σk). Consequently, K ⊆ B¯. Then, given any A ∈ σ we must have that AδK by
the definition of a cluster. Since K ⊆ B¯ for any absorbing set B of K, we must
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have that AδB¯. Consequently we have that AδB for any A ∈ σ and any set B
absorbing K. This yields that {σ}δ∗K in X. However, because K is closed in X
we must have that σ ∈ K, which is to say that σ is a point cluster based at some
point of K. This contradicts σ being an element of X \X . 
Proposition 3.11. Let (X, δ) be a separated proximity space, X the corresponding
Smirnov compactification, and σ ∈ X\X. Then for every A ∈ σ and every compact
K ⊆ X, we have that (A \K) ∈ σ.
Proof. This follows immediately from axiom (3) in the definition of a cluster and
Proposition 3.10. 
Proposition 3.12. Let (X, δ) be a separated proximity space and A,B ⊆ X such
that AδB. Then there is a cluster σ in X that contains both A and B.
Proof. See Theorem 5.14 in [13]. 
4. Discrete Extensions and Boundaries of Coarse Proximity Spaces
In this section, we introduce discrete extensions of coarse proximities and use
them to define the boundaries of coarse proximity spaces. We then prove a few
properties of such boundaries. In particular, we show that every such boundary
is compact and Hausdorff. Finally, we show the existence of a functor from the
category of coarse proximity spaces (with closeness classes of coarse proximity
maps) to the category of compact separated proximity spaces (with proximity
maps). To learn more about the category of coarse proximity spaces, the reader is
referred to Section 7 in [7].
The following definition has been inspired by the definition of the Higson prox-
imity of a proper metric space (see Definition 7.1).
Proposition 4.1. Let (X,B,b) be a coarse proximity space. Define a binary
relation δ on the power set of X by
AδB ⇐⇒ A ∩ B 6= ∅ or AbB.
Then δ is a separated proximity on X. We will call that proximity the discrete
extension of b and the space (X, δ) the discrete extension of (X,B,b).
Proof. All the axioms besides the strong axiom are immediate. To prove the strong
axiom, let Aδ¯B. Then A ∩ B = ∅ and Ab¯B. Consequently, there exists E ⊆ X
such that Ab¯E and (X \ E)b¯B. Since A ∩ E is bounded, E ′ := E \ A is disjoint
from A and we still have Ab¯E ′ and (X \ E ′)b¯B. Since B is contained in E ′ up
to a bounded set, (B \ E ′) is bounded. Consequently, E ′′ := E ′ ∪ (B \ E ′) is still
disjoint from A (we added a subset of B, which does not intersect A) and we still
have that Ab¯E ′′ and (X \E ′′)b¯B. Also, by construction E ′′ fully contains B, i.e.,
X \ E ′′ does not intersect B. In conclusion, we found E ′′ such that A ∩ E ′′ = ∅,
Ab¯E ′′, (X \E ′′)∩B = ∅, and (X \E ′′)b¯B. This means that Aδ¯E ′′ and (X \E ′′)δ¯B,
which completes the proof of the strong axiom. 
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Now we are ready to define boundaries of coarse proximity spaces.
Definition 4.2. Let (X,B,b) be a coarse proximity space and δ the discrete
extension of b. Let X be the corresponding Smirnov compactification. Define
UX ⊆ X to be the set of clusters in (X, δ) that do not contain any bounded
sets. In particular, UX ⊆ X \ X. The space UX (equipped with the subspace
proximity inherited from X) is called the boundary of the coarse proximity
space (X,B,b).
To show that the boundary of a coarse proximity space is compact and Hausdorff,
we need the following lemmas.
Lemma 4.3. Let (X,B,b) be a coarse proximity space and δ the discrete extension
of b. Let σ be an arbitrary element of UX. Then for any A,B ∈ σ, we have AbB.
Proof. Since A and B are in σ, we know that AδB. Then A ∩ B 6= ∅ or AbB. If
A ∩ B is unbounded, then clearly AbB. If A ∩ B is bounded, then by axiom 3 of
a cluster, we know that A \ (A ∩ B) is in σ or A ∩ B is in σ. However, A ∩ B is
bounded, so it cannot belong to σ. Thus, it has to be that A \ (A ∩ B) is in σ.
But then (A \ (A ∩ B))δB (since A \ (A ∩ B) is in σ and B is in σ). Since these
sets are disjoint, this means that (A \ (A ∩ B))bB. Since A ∩ B is bounded, this
in turn implies that AbB. 
Lemma 4.4. Let (X,B,b) be a coarse proximity space and δ the discrete extension
of b. Then every element of UX is closed under the φ relation, i.e., if A ∈ σ ∈ UX,
then for every B such that AφB, we have B ∈ σ.
Proof. Let σ be an element of UX, A an element of σ, and B a subset ofX such that
AφB. We need to show that B ∈ σ. Notice that since AφB and A is unbounded,
we know that B is unbounded. We are going to utilize axiom 2 of a cluster. Let
C be an arbitrary element of σ. We want to show that BbC, and consequently
BδC. We know that AδC (because A and C belong to the same cluster σ). By the
previous lemma, this means that AbC. Since A and B are φ related, they are close
to the same subsets of X (see Corollary 6.18 in [7]). Thus, it has to be true that
BbC, and consequently, BδC. Thus, we have shown that for an arbitrary element
C of σ, we have BδC. By axiom 2 of a cluster, this shows that B is in σ. 
Proposition 4.5. For every coarse proximity space (X,B,b), the space UX is
compact and Hausdorff.
Proof. First note that if X is bounded, then UX is empty. Otherwise, let δ be the
discrete extension of b. Because X is a compact Hausdorff space and UX ⊆ X it
will suffice to show that UX is closed in X. That is, it will suffice to show that
if σ ∈ X \ UX, then {σ} is not close to UX . If σ /∈ UX, then by definition there
is some bounded set B ⊆ X such that B ∈ σ. Since B is bounded, (X \ B)φX.
By Lemma 4.4, every element of UX is closed under the φ relation. Because X is
an element of each cluster of X we have that the set X \ B is an element of each
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element of UX . Then because Bδ¯(X \B), B absorbs {σ}, and X \B absorbs UX
we have that {σ} is not close to UX in the Smirnov compactification. Therefore,
UX is closed in X, and is consequently compact and Hausdorff. 
The following definition (and notation) will be used for the rest of this section.
Definition 4.6. Let (X,B,b) be a coarse proximity space and UX its boundary.
For any subset A ⊆ X, define the trace of A, denoted A′, to be clX(A) ∩ UX
where clX(A) is the closure of A in the Smirnov compactification of the discrete
extension of b.
What follows are some basic facts regarding the boundary of a coarse proximity
space.
Proposition 4.7. Let (X,B,b) be a coarse proximity space, UX its boundary,
and A ⊆ X. Then
(1) A′ = ∅ if A is bounded,
(2) A′ 6= ∅ if A is unbounded.
Proof. Let δ be the discrete extension of b and δ∗ the corresponding proximity on
the Smirnov compactification X of (X, δ). To see (1), let A be bounded. Then
A ∈ σ for any σ ∈ clX(A) (it is because clX(A) = {σ ∈ X | A ∈ σ}). Consequently,
clX(A) ∩ UX = ∅. To see (2), notice that for each D ∈ B, we have that A \D is
unbounded. The collection A = {clX(A\D) | D ∈ B} is the collection of nonempty
closed sets in X that trivially has the finite intersection property, and thus
⋂
A 6= ∅.
Let σ be a point in this intersection. Clearly σ ∈ clX(A) = clX(A \ ∅). Also, σ
must be an element of UX. To see that, for contradiction assume that there exists
C ∈ B such that C ∈ σ. Since σ ∈ clX(A \D) for each D ∈ B, we must have that
A\D ∈ σ for each D ∈ B. Consequently, Cδ(A\D) for each D ∈ B. In particular,
Cδ(A \ C). However, this is a contradiction, since C is bounded and A \ C is
unbounded (and thus Cb¯(A \ C)) and C ∩ (A \ C) = ∅. Therefore, A′ 6= ∅. 
The following proposition explains the intuitive notion of coarse proximities
capturing “closeness at infinity.” In particular, it shows that two subsets of a
coarse proximity space are coarsely close if and only if they are “close at the
boundary.”
Proposition 4.8. Let (X,B,b) be a coarse proximity space. Let A and B be
subsets of X. Then AbB if and only if A′ ∩B′ 6= ∅.
Proof. The proposition is clearly true if at least one of the subsets is bounded, so
let us assume that both A and B are unbounded. Let δ be the discrete extension of
b and X the corresponding Smirnov compactification with proximity δ∗. To prove
the forward direction, assume AbB. Consequently, we have that (A\D1)b(B \D2)
for all D1, D2 ∈ B. This implies that (A\D1)δ(B\D2) for all D1, D2 ∈ B. Because
X is compact we have that clX(A \D1) ∩ clXB 6= ∅ for all D1 ∈ B. We then have
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that the collection C := {clX(B)} ∪ {clX(A \D) | D ∈ B} is a collection of closed
sets in X that has the finite intersection property. To see this, notice that for any
bounded sets D1, . . . , Dn ∈ B, we have

n⋂
i=1
clX(A \Di)

 ∩ clX(B) ⊇ clX(A \


n⋃
i=1
Di

) ∩ clX(B) 6= ∅.
The compactness of X then tells us that
⋂
C 6= ∅. Let σ ∈
⋂
C. The proof of
Proposition 4.7 gives us that σ ∈ UX. Moreover, it is clear that σ ∈ clX(A) and
σ ∈ clX(B). Thus, σ ∈ A
′ and σ ∈ B′, which shows that A′ ∩ B′ 6= ∅.
To see the converse, assume that A′ ∩ B′ 6= ∅. Let σ ∈ A′ ∩ B′. Then A,B ∈ σ
and σ ∈ UX, and thus Lemma 4.3 gives us that AbB. 
Proposition 4.9. Let (X,B,b) be a coarse proximity space and φ the correspond-
ing weak asymptotic resemblance. If A,B ⊆ X, then AφB if and only if A′ = B′.
Proof. If A and B are bounded, then clearly AφB and A′ = B′ = ∅. If only one of
the sets is bounded, then clearly Aφ¯B and A′ 6= B′. So assume that A and B are
unbounded. To prove the forward direction, assume AφB. Let σ ∈ A′. This means
that A ∈ σ and σ ∈ UX. Then Lemma 4.4 implies that B ∈ σ, i.e., σ ∈ clX(B).
Since σ ∈ UX as well, this shows that σ ∈ B′. Thus, A′ ⊆ B′ and by symmetry
of the argument it follows that A′ = B′. To prove the converse, assume A′ = B′.
Let C ⊆ A be an unbounded subset. For contradiction, assume that Cb¯B. Then
C∩B ∈ B.We then have that C0 := (C\(C∩B)) is an unbounded subset of A such
that C0b¯B. Because C0 ⊆ A we trivially have that C
′
0 ⊆ A
′ = B′. Proposition
4.7 tells us that C ′0 6= ∅. Thus, C
′
0 ∩ B
′ 6= ∅. Proposition 4.8 implies then that
C0bB, a contradiciton. Thus, CbB. One can similarly show that if C ⊆ B is an
unbounded set, then CbA. Therefore, AφB. 
The next proposition shows that the clusters that make up the boundary of a
coarse proximity space can be defined purely in terms of the coarse proximity.
Proposition 4.10. Let (X,B,b) be a coarse proximity space and UX its boundary.
Let σ be a collection of subsets of X that contains only unbounded sets. Then σ
belongs to UX if and only if all of the following hold:
(1) if A,B ∈ σ, then AbB,
(2) if AbB for all B ∈ σ, then A ∈ σ,
(3) if (A ∪B) ∈ σ, then either A ∈ σ or B ∈ σ.
Proof. Let δ denote the discrete extension of b. If σ is a cluster in UX, then
property (1) is the statement of Lemma 4.3. If AbB for all B ∈ σ, then in
particular AδB for all B ∈ σ. Since σ is a cluster in UX, this shows that A ∈ σ,
proving (2). Finally, (3) follows from the fact that σ is a cluster.
Conversely, let σ satisfy properties (1), (2), and (3). We will show that σ is a
cluster in X. Let A,B ∈ σ. Then by (1), AbB, and consequently AδB. Now assume
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that AδB for all B ∈ σ. We claim that this implies that AbB for all B ∈ σ. If that
is not the case, then there exists a B ∈ σ such that Ab¯B and A ∩ B 6= ∅. Clearly
C := A ∩ B is a bounded set. Thus, B \ C is an unbounded set that by property
(3) belongs to σ. Since Ab¯B, it is true that Ab¯(B \ C) as well. Thus, we have
(B \ C) ∈ σ such that Ab¯(B \ C) and A ∩ (B \ C) = ∅. This contradicts the fact
that AδB for all B ∈ σ. Thus, it has to be that AbB for all B ∈ σ. By (2), this
shows that A ∈ σ. Finally, property (3) is the last property needed to be satisfied
for σ to be a cluster in X. Since σ contains only unbounded sets, it is a cluster in
UX. 
For the remainder of this section we will focus on the construction of the afore-
mentioned functor (from the category of coarse proximity spaces to the category
of compact Hausdorff spaces).
Proposition 4.11. Let f : (X,B1,b1) → (Y,B2,b2) be a coarse proximity map,
δ1 and δ2 the respective discrete extensions, and UX and UY the respective bound-
aries. Then f : (X, δ1) → (Y, δ2) is a proximity map. Moreover, if σ1 is in UX,
then the associated cluster σ2 in Y, as described in Definition 3.5, is in UY.
Proof. That f is a proximity map is clear from the fact that coarse proximity maps
preserve b and all sets functions preserve nontrivial intersections. Now let σ1 be
a cluster in X that does not contain any unbounded sets. By definition 3.5, the
associated cluster σ2 in Y is given by
σ2 = {A ⊆ Y | ∀C ∈ σ1, Aδ2f(C)}.
For contradiction, assume that B ⊆ Y is a bounded set such that B ∈ σ2. Then
for all C ∈ σ1, we have that Bδ2f(C). Since B is bounded and f(C) is unbounded,
this shows that for all C ∈ σ1, we have that B ∩ f(C) 6= ∅. Consequently, f
−1(B)
is a bounded set that intersects all C ∈ σ1. Thus, f
−1(B) ∈ σ1, a contradiction to
σ1 ∈ UX. Thus, σ2 ∈ UY.

Corollary 4.12. Let f : (X,B1,b1) → (Y,B2,b2) be a coarse proximity map,
f : (X, δ1) → (Y, δ2) the corresponding proximity map on the respective discrete
extensions, and UX and UY the respective boundaries. Then the unique extension
f¯ : X→ Y between Smirnov compactifications maps UX to UY .
Proof. Follows immediately from Theorem 3.8 and Proposition 4.11. 
Definition 4.13. The map f¯ in Corollary 4.12 restricted in domain and codomain
to UX and UY will be denoted by Uf .
Proposition 4.14. Let f, g : (X,B1,b1) → (Y,B2,b2) be close coarse proximity
maps, δ1 and δ2 the respective discrete extensions of b1 and b2, and UX and UY
the respective boundaries. Then Uf = Ug.
BOUNDARIES OF COARSE PROXIMITY SPACES 13
Proof. Let σ1 be an element of UX. Let σ2 and σ
′
2 be the clusters in UY corre-
sponding to the images of σ1 under f and g, respectively. Let A ∈ σ2. Then for all
C ∈ σ1, we have that Aδ2f(C). Since f(C)φg(C), this shows that Aδ2g(C). Since
C was an arbitrary element of σ1, this implies that A ∈ σ2. Thus, σ2 ⊆ σ
′
2. The
opposite inclusion follows similarly. 
Proposition 4.15. Let f : (X,B1,b1) → (Y,B2,b2) and g : (Y,B2,b2) →
(Z,B3,b3) be coarse proximity maps. Let δ1, δ2, and δ3 be the respective discrete
extensions of b1,b2, and b3. Let UX,UY, and UZ be the respective boundaries.
Then the following are true:
(1) UidX = idUX ,
(2) U(g ◦ f) = Ug ◦ Uf .
Proof. Recall that given any proximity space and any clusters σ and σ′ in that
proximity space, then σ ⊆ σ′ implies σ = σ′. Keeping that in mind, (1) is imme-
diate. To see (2), let σ1 be an element of UX, σ2 the associated cluster in UY
(through f), and σ3 the associated cluster in UZ (through g), i.e.,
σ2 = {B ⊆ Y | ∀A ∈ σ1, Bδ2f(A)},
σ3 = {C ⊆ Z | ∀B ∈ σ2, Cδ3g(B)}.
Let σ′3 be the associated cluster in UZ (through g ◦ f), i.e.,
σ′3 = {C ⊆ Z | ∀A ∈ σ1, Cδ3(g ◦ f)(A)}.
Let C be any element of σ3. Then Cδ3g(B) for any B in σ2. Since f(A) is in σ2
for any A in σ1, this in particular shows that Cδ3g(f(A)) for any A in σ1. Thus,
C is in σ′3. Consequently, σ3 ⊆ σ
′
3, and thus σ3 = σ
′
3. 
Theorem 4.16. The assignment of the compact separated proximity space UX to
the coarse proximity space (X,B,b) together with the assignment of the proximity
map Uf to a closeness class of coarse proximity maps [f ] : (X,B1,b1)→ (Y,B2,b2)
makes up a functor from the category CrsProx of coarse proximity spaces with
closeness classes of coarse proximity maps to the category CSProx of compact
separated proximity spaces with proximity maps.
Proof. This is immediate from Corollary 4.12, Proposition 4.14, and Proposition
4.15. 
Corollary 4.17. If f : (X,B1,b1)→ (Y,B2,b2) is a proximal coarse equivalence,
then Uf is a proximity isomorphism. In particular, if (X,B1,b1) and (Y,B2,b2)
are proximally coarse equivalent, then UX and UY are homeomorphic.
Proof. Immediate from Theorem 4.16. 
Corollary 4.18. Let (X,B,b) be a coarse proximity space and Y ⊆ X a nonempty
subset. If (Y,BY ,bY ) is equipped with the subspace coarse proximity structure, then
the inclusion map ι : Y → X induces an embedding Uι : UY → UX. Moreover,
the image of Uι is precisely Y ′.
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Proof. If Y is bounded, then the corollary is trivially true, so let us assume that Y
is unbounded. Let δY and δ be the discrete extensions of bY and b, respectively.
The inclusion map ι : Y → X is trivially a coarse proximity map, and thus by
Theorem 4.16 gives a continuous map Uι : UY → UX . To show that this map
is also injective, let σ1, σ2 ∈ UY be clusters with identical image. Recall from
Proposition 3.5 that this image is given by
Uι(σ1) = {A ⊆ X | ∀B ∈ σ1, Aδι(B)} = {A ⊆ X | ∀B ∈ σ2, Aδι(B)}.
Because ι(B) = B for all B ⊆ Y and Uι(σ1) = Uι(σ2) we have that for all B1 ∈ σ1
and B2 ∈ σ2, B1, B2 ∈ Uι(σ1). Hence, B1δB2, and subsequently B1δYB2. Thus, if
B1 ∈ σ1 then B1δYC for all C ∈ σ2. Therefore B1 ∈ σ2. Similarly one show that
if B2 ∈ σ2, then B2 ∈ σ1. Therefore, σ1 = σ2 from which we conclude that Uι is
an embedding.
To see that the image of Uι is Y ′, let Uι(σ) be an arbitrary element of Uι
for some σ ∈ UY. It follows from Corollary 4.12 that Uι(σ) ∈ UX. To see that
Uι(σ) ∈ clX(Y ), notice that for all B ∈ σ, we have that Y bι(B) (it is because
ι(B) = B and B ∩ Y is unbounded, since B is unbounded and B ⊆ Y ). Thus,
Y ∈ Uι(σ), i.e., Uι(σ) ∈ clX(Y ). Consequently, Uι(σ) ∈ Y
′. Conversely, let σ ∈ Y ′.
In particular, Y ∈ σ. Then by Theorem 5.16 in [13], there exists a unique cluster
σ′ in (Y, δY ) contained in σ, namely
σ′ := {A ⊆ Y | A ∈ σ}.
Notice that σ′ ∈ UY (otherwise σ would contain a bounded set, since bounded
sets in Y are bounded in X). Consider Uι(σ′). It is a cluster in UX. We will show
that σ = Uι(σ′), which will finish the proof. Let A ∈ σ. Notice that any element
of σ′ is also an element of σ. Consequently, for all B ∈ σ′ we have that AδB.
In other words, Aδι(B) for all B ∈ σ′, i.e., A ∈ Uι(σ′). Thus, σ ⊆ Uι(σ′), which
shows that σ = Uι(σ′), as desired. 
In light of this corollary, we may identify the boundary of a subspace Y of a
coarse proximity space (X,B,b) with its trace Y ′.
5. Compatibility of Proximities and Coarse Proximities
In the previous section, we showed that given a coarse proximity space, one
can consider a discrete proximity on that space (i.e., AδB iff A ∩ B 6= ∅), and
consequently induce a proximity defined by Aδ1B iff (AδB or AbB), which we
called the discrete extension proximity. In this section we extend this result to
any compatible (small-scale) proximity. In fact, we show that constructing the
Smirnov compactification from the closeness relation given by “A and B are close
iff (they are close or coarsely close)” and then taking the set of all the clusters
that do not contain any bounded set gives a space proximally isomorphic to the
boundary of the original coarse proximity space.
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Definition 5.1. Let X be a set with a bornology B. Let δ be a proximity on X
and let b be a coarse proximity on X (with respect to the bornology B). Then δ
and b are said to be compatible if the following hold for all A,B,C ⊆ X :
(1) Aδ¯B and Ab¯B implies that there exists a subset E such that Aδ¯E, Ab¯E,
(X \ E)δ¯B, and (X \ E)b¯B,
(2) AδB and Ab¯B implies that there exists D ∈ B such that (A \D)δ¯(B \D).
(3) B ∈ B implies that there exists D ∈ B such that:
• B ⊆ D,
• CδB implies C ∩D 6= ∅.
Roughly speaking, a proximity and a coarse proximity are compatible if and
only if their strong axioms are “compatible” and the (small-scale) proximity does
not affect the behavior at the boundary.
Example 5.2. Let (X, d) be a metric space, B the collection of metrically bounded
sets, δ the metric proximity (i.e., AδB if and only if d(A,B) = 0) and b the metric
coarse proximity. Then δ and b are compatible.
Proof. To see (1) from Definition 5.1, let E := {x ∈ X | d(x,B) < d(x,A)}.
Properties (2) and (3) are evident. 
Example 5.3. Let (X,B,b) be a coarse proximity space. Let δ be the discrete
(small-scale) proximity (i.e., AδB if and only if A ∩ B 6= ∅). Then δ and b are
compatible.
Proof. Property (1) from Definition 5.1 was shown in Proposition 4.1. Properties
(2) and (3) are evident. 
Proposition 5.4. Let (X,B,b) be a coarse proximity space. Let δ be a proximity
on X that is compatible with b. Then the relation δ2 on the power set of X defined
by
Aδ2B if and only if AδB or AbB
is a (small-scale) proximity on X, which we will call the extension proximity
of b with respect to δ. Also, δ2 is separated if and only if δ is separated.
Proof. Straightforward. Strong axiom follows from property (1) of Definition 5.1.
Property (2) or (3) of Definition 5.1 are not utilized here. 
Example 5.5. Let (X,B,b) be a coarse proximity space. Then the discrete ex-
tension proximity is the extension proximity of b with respect to the discrete
proximity on X.
The following theorem shows that to construct the boundary of a coarse prox-
imity space, one could use any compatible proximity instead of using the discrete
extension proximity.
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Lemma 5.6. Let (X,B,b) be a coarse proximity space. Let δ be a separable
proximity compatible with b. let δ2 be the extension proximity of b with respect to
δ. Let X2 be the Smirnov compactification of (X, δ2). Let UX2 be the set of clusters
that do not contain any bounded sets. Then given an arbitrary element σ2 ∈ UX2
and any A,B ∈ σ2, we have that AbB.
Proof. Since A and B are in σ2, we know that Aδ2B. Then AδB or AbB. If Ab¯B,
then AδB, and by property (2) of Definition 5.1, there exists a bounded set D such
that (A\D)δ¯(B \D). By axiom 3 of a cluster, we know that (A\D), (B \D) ∈ σ2
(because σ2 does not contain any bounded sets). However, (A \D)δ¯(B \D) and
(A \D)b¯(B \D) (because if (A \D)b(B \D), then AbB, a contradiction to the
assumption). Thus, (A\D)δ¯2(B \D), a contradiction to (A\D), (B \D) ∈ σ2. 
Theorem 5.7. Let (X,B,b) be a coarse proximity space. Let δ be a separable
proximity compatible with b. Let δ1 be the discrete extension proximity of b and let
δ2 be the extension proximity of b with respect to δ. Let X1 and X2 be the respective
Smirnov compactifications. Let UX1 and UX2 be the respective set of clusters that
do not contain any bounded sets. Then the identity map ι : (X, δ1) → (X, δ2)
induces a proximal isomorphism Uι : UX1 → UX2.
Proof. It is clear that the identity map ι : (X, δ1) → (X, δ2) is a proximity map.
Thus, by Theorem 3.8, we know that this identity map extends to a unique prox-
imity map from X1 to X2. Now let σ1 be a cluster in UX1. By Proposition 3.5, the
associated cluster σ2 in Y is given by
σ2 = {A ⊆ X | Aδ2ι(C) for all C ∈ σ1} = {A ⊆ X | Aδ2C for all C ∈ σ1}.
To see that σ2 ∈ UX2, for contradiction assume that σ2 contains a bounded set B.
Then Bδ2C for all C ∈ σ1. Since C is unbounded and B is bounded, this means
that BδC for all C ∈ σ1. By property (3) of Definition 5.1, there exists a bounded
set D such that C ∩D 6= ∅ for all C ∈ σ1. Consequently, D ∈ σ1, a contradiction
to σ1 ∈ UX. Thus, σ2 ∈ UX2, i.e., Uι is well-defined.
To see that Uι is injective, let σ′1 ∈ UX1 be another cluster whose image is also
σ2. In other words,
σ2 = {A ⊆ X | Aδ2C for all C ∈ σ1} = {A ⊆ X | Aδ2C for all C ∈ σ
′
1}.
We will show that σ1 ⊆ σ
′
1. Let A ∈ σ1. Then since ι is a proximity map, clearly
Aδ2C for all C ∈ σ1. Thus, A ∈ σ2. For the same reason, any set C ∈ σ
′
1 is also an
element of σ2. By Lemma 5.6, this implies that AbC for all C ∈ σ
′
1. In particular,
Aδ1C for all C ∈ σ
′
1, i.e., A ∈ σ
′
1. Thus, σ1 ⊆ σ
′
1, which implies that σ1 = σ
′
1.
Finally, let us show that Uι is surjective. Let σ be an arbitrary element of UX2.
Consider the following collection of subsets of X :
σ′ := {A ⊆ X | AbC for all C ∈ σ}.
To see that σ′ is a cluster in UX1, first notice that σ
′ = σ as sets. Thus, σ′ only
contains unbounded sets. To see that σ′ is indeed a cluster in X1, let A,B ∈ σ
′.
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Then A,B ∈ σ. Since σ is a cluster in UX2, Lemma 5.6 implies that AbB. Thus,
Aδ1B. To prove the second axiom of a cluster, assume that Aδ1C for every C ∈ σ
′.
Since σ = σ′, this means that Aδ1C for every C ∈ σ. This implies that Aδ2C for
all C ∈ σ. Thus, A ∈ σ, which implies that A ∈ σ′. To see the third axiom of a
cluster, let A ∪ B ∈ σ′. Then A ∪ B ∈ σ. Since σ is a cluster, A ∈ σ or B ∈ σ.
Consequently, A ∈ σ′ or B ∈ σ′.
Finally, to see that Uι(σ′) = σ, recall that
Uι(σ′) = {A ⊆ X | Aδ2C for all C ∈ σ
′} = {A ⊆ X | Aδ2C for all C ∈ σ},
where the second equality follows from σ = σ′. Given A ∈ Uι(σ′), we know that
Aδ2C for all C ∈ σ. Thus, A ∈ σ. Consequently, Uι(σ
′) ⊆ σ, and thus Uι(σ′) = σ.

6. Compact Hausdorff Spaces as Boundaries of Coarse Proximity
Spaces
In this section, we show that any compact Hausdorff space is a boundary of
some coarse proximity space. Let us first introduce notation and definitions that
we are going to use throughout this section (up to Theorem 6.7). Let
X := compact Hausdorff space with a compatible proximity δ,
X¯ := X × [0, 1] equipped with the product topology,
Y := X × [0, 1),
B := {B ⊆ Y | there exists t ∈ [0, 1) such that B ⊆ X × [0, t]}.
Notice that B is a bornology on Y . For any set A ⊆ Y, let cl(A) denote the closure
of A in X¯. Let
A′ := cl(A) ∩ (X × {1}).
Notice that A is bounded if and only if A′ is empty. Finally, for any A,B ⊆ Y,
define
AbB ⇐⇒ A′δB′.
Since any compact Hausdorff space has a unique proximity compatible with the
given topology given by: two sets are close if and only if their closures intersect,
the above can be translated to
AbB ⇐⇒ A′ ∩ B′ 6= ∅.
That is, AbB if and only if their closures in X¯ intersected with the top copy of X
intersect each other.
We are going to show that b is a coarse proximity on Y and that the induced
boundary of that coarse proximity space is homeomorphic to X.
Proposition 6.1. The triple (Y,B,b) is a coarse proximity space.
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Proof. We prove the strong axiom and leave the proof of other axioms as an easy
exercise. Let A,B ⊆ Y be such that Ab¯B. If A is bounded, then the set E := X\A
is the desired set. If B is bounded, then the set E := B is the desired set. So let us
assume that A and B are both unbounded. Because Ab¯B we have that A′δ¯B′ and
because δ is a proximity on X (identified with X × {1} in X¯) we know that there
exists some E ⊆ X such that A′δ¯E and (X \E)δ¯B′. Without loss of generality we
can assume that E is closed in X (because in any proximity space, any two sets
are close if and only if their closures are close). We then have that E1 := E× [0, 1)
is the set such that Ab¯E1 and (Y \ E1)b¯B. 
Since Y is a coarse proximity space, we can equip Y with the associated discrete
extension proximity (denoted δ1). Consequently, we have the associated Smirnov
proximity δ∗1 on the set of all the clusters of Y.
Proposition 6.2. For every x ∈ X, the set
xσ := {A ⊆ Y | (x, 1) ∈ A
′}
is a cluster in Y (with the discrete extension proximity δ1).
Proof. It is immediate from the definition of xσ that if A,B ∈ xσ, then Aδ1B.
Also, if (A ∪ B) ∈ xσ, then (x, 1) must be in A
′ or B′, i.e., A ∈ xσ or B ∈ xσ.
Finally, let C ⊆ Y be such that Cδ1A for all A ∈ xσ. In particular, Cδ1I, where
I := ({x}× [0, 1)). Notice that I ′ = {(x, 1)}. For contradiction, assume that Cb¯I,
i.e., C ′ ∩ I ′ = ∅. Then D := C ∩ I is nonempty and bounded. But then I \D is
disjoint from C and since I ′ = (I \ D)′ = {(x, 1)} it has to be that Cδ¯1(I \ D),
a contradiction to the definition of C, since (I \ D)′ contains (x, 1). Thus, CbI.
Consequently, (x, 1) ∈ C ′, which gives us that C ∈ xσ. 
In what follows, we are going to use the following notation:
X˜ := {xσ | x ∈ X} equipped with the Smirnov proximity δ
∗
1 .
Proposition 6.3. X˜ is homeomorphic to X.
Proof. Define f : X → X˜ by f(x) = xσ. It is clear that f is surjective. If xσ = yσ
for some x, y ∈ X such that x 6= y, then for I := {x} × [0, 1) and J := {y}× [0, 1)
we have that I, J ∈ xσ, but I
′ = {(x, 1)} 6= {(y, 1)} = J ′ and I and J are disjoint.
Thus, Iδ¯1J, contradicting the fact that xσ is a cluster. Thus, f is injective. Now
let A and B subsets of X such that AδB, i.e., clX(A) ∩ clX(B) 6= ∅, where clX(A)
denotes the closure of A in X. Notice that
f(A) = {xσ | x ∈ A}
f(B) = {xσ | x ∈ B}
Let C and D be subsets of Y that absorb f(A) and f(B), respectively. We claim
that this implies that clX(A)×{1} ⊆ C
′ and clX(B)×{1} ⊆ D
′. To see this, note
that C absorbing f(A) implies that C ∈ aσ for all a ∈ A, which by definition means
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that (a, 1) ∈ C ′ for all a ∈ A. Because A ⊆ X this gives us that A × {1} ⊆ C ′.
Since C ′ is closed in X×{1}, we have that clX(A)×{1} ⊆ C
′. A similar argument
shows that clX(B) × {1} ⊆ D
′. Because clX(A) × {1} ⊆ C
′, clX(B) × {1} ⊆ D
′,
and clX(A) ∩ clX(B) 6= ∅ we have that C
′ ∩D′ 6= ∅. This implies that CbD, and
consequently we have that Cδ1D. Since C and D were arbitrary absorbing sets,
this shows that f(A)δ∗1f(B). Thus, f is a bijective proximity map from a compact
space to a Hausdorff space, which shows that f is a homeomorphism. 
In light of the above proposition, to show thatX is homeomorphic to the bound-
ary of some coarse proximity space, it is enough to show that UY = X˜.
Proposition 6.4. For every x ∈ X, the cluster xσ contains only unbounded sets
in Y . In other words, X˜ ⊆ UY.
Proof. For any set A in Y, if A is bounded, then A′ is empty. Thus, A′ does not
contain (x, 1), i.e., A is not an element of xσ. 
Proposition 6.5. If σ is a cluster in Y that contains only unbounded subsets,
then σ = xσ for some x ∈ X. In other words, UY ⊆ X˜.
Proof. Let σ be a cluster in Y that contains only unbounded sets, i.e., σ ∈ UY.
Notice that X˜ is closed in the Smirnov compactification of Y (because X˜ is home-
omorphic to X, which is compact). Consequently, X˜ is close to a singleton cluster
σ (close in the Smirnov proximity) if and only if X˜ contains σ. Thus, if {σ} /∈ X˜
then X˜ and σ are not close in the Smirnov proximity. Thus, there exists two sets
A and B in Y such that A absorbs σ, B absorbs X˜, and Aδ¯1B. But this means
that A ∈ σ, B absorbs X˜, and A′ ∩ B′ = ∅. However, note that since B is an
absorbing set for X˜, then (x, 1) ∈ B′ for all x ∈ X . That is, X × {1} = B′. Since
A′ ∩ B′ = ∅, this means that A′ ie empty, i.e., A is bounded. But A is in σ, so it
has to be unbounded, a contradiction. Therefore σ ∈ X˜ . 
Theorem 6.6. UY is homeomorphic to X.
Proof. The above two propositions show that UY = X˜ . By Proposition 6.3, X˜ is
homeomorphic to X. Thus, UY is homeomorphic to X. 
Now we are going to generalize the above construction. Since the generalized
construction does not utilize the interval [0, 1], in the following theorem we are not
going to use the notation introduced at the beginning of this section.
Theorem 6.7. Let X be a compact Hausdorff space and Y ⊆ X an open dense
subset. Define B to be the set of all subsets B ⊆ Y for which there is a compact
K ⊆ Y such that B ⊆ K ⊆ Y . For any set A in X, let clX(A) denote the closure
of A in X, and define
A′ := (X \ Y ) ∩ clX(A).
Define the relation b the power set of Y by
AbC ⇐⇒ A′ ∩ C ′ 6= ∅.
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Then the following are true:
(1) B is a bornology on Y,
(2) (Y,B,b) is a coarse proximity space,
(3) UY is homeomorphic to X \ Y.
Proof. Showing (1) straightforward. To show (2), we are going to verify the strong
axiom and we are going to leave the verification of other axioms as an easy exercise.
Let A,C ⊆ Y be such that Ab¯C. This means that A′ and C ′ are disjoint and
closed subsets of X \ Y. In particular, they are disjoint and closed subsets of X.
Since X is normal and Hausdorff, there exist open sets U1 and U2 of X such that
A′ ⊆ U1, C
′ ⊆ U2 and clX(U1) and clX(U2) are disjoint. Define E = U1∩Y . Notice
that E is nonempty, since U1 is open in X and Y is dense in X. We claim that
Ab¯(Y \ E) and Cb¯E. The second of these follows from
E ′ ⊆ U ′1 ⊆ clX(U1) and C
′ ∩ clX(U1) = ∅.
Likewise, Ab¯(Y \ E) follows from
(Y \E)′ = (Y \ U1)
′ ⊆ (X \ U1)
′ ⊆ clX(X \ U1) = X \ U1 and A
′ ∩ (X \ U1) = ∅.
This establishes the strong axiom for b.
To prove (3), let δ denote the subspace proximity on X \ Y, let δ1 denote the
discrete extension of b on Y , and let δ∗1 denote the associated Smirnov proximity
on the set of all clusters of Y. We are going to show the following:
(i) xσ := {A ⊆ Y | x ∈ A
′} is a cluster of Y for all x ∈ X \ Y,
(ii) X˜ := {xσ | x ∈ X \ Y }, (equipped with the Smirnov proximity δ
∗
1) is homeo-
morphic to X \ Y,
(iii) UY = X˜.
To show (i), notice that the only axiom that is not clear is that if Cδ1A for all
A ∈ xσ, then C ∈ xσ. However, if C /∈ xσ, then by definition C
′ ∩ {x} = ∅. In
particular, x is disjoint from clX(C). Since X is compact Hausdorff, we can find
an open set U in X such that x ∈ U and clX(U) is disjoint from clX(C). Consider
U ∩ Y. Since U is open and Y is dense in X, U ∩ Y is a nonempty subset of Y.
Also, U ∩ Y is in xσ. Finally, since clX(U) is disjoint from clX(C), we know that
Cδ¯1(U ∩ Y ), a contradiction to Cδ1A for all A ∈ xσ. This shows (i).
To show (ii), define f : (X\Y )→ X˜ by f(x) = xσ. It is clear that f is surjective.
To show that f is injective, let x and y be elements of X \ Y such that x 6= y.
Consequently, there exist two open sets U1 and U2 of X such that x ∈ U1, y ∈ U2
and clX(U1) is disjoint from clX(U2). Thus, U1∩Y and U2∩Y are nonempty subsets
of Y whose closures in X don’t intersect and (U1 ∩ Y ) ∈ xσ and (U2 ∩ Y ) ∈ yσ.
In particular, since the closures of U1 ∩ Y and U2 ∩ Y in X don’t intersect, they
cannot be in the same cluster. Thus, xσ 6= yσ. To see that f is a proximity map,
let A and B subsets of X \Y such that AδB, i.e., clX\Y (A)∩ clX\Y (B) 6= ∅. Notice
that
f(A) = {xσ | x ∈ A}
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f(B) = {xσ | x ∈ B}
Let C and D be subsets of Y that absorb f(A) and f(B), respectively. We claim
that this implies that clX\Y (A) ⊆ C
′ and clX\Y (B) ⊆ D
′. To see this, note
that C absorbing f(A) implies that C ∈ aσ for all a ∈ A, which by definition
gives us that a ∈ C ′ for all a ∈ A. Because A ⊆ X \ Y this gives us that
A ⊆ C ′. Since C ′ is closed in X \ Y, we have that clX\Y (A) ⊆ C
′. A similar
argument shows that clX\Y (B) ⊆ D
′. Because clX\Y (A) ⊆ C
′, clX\Y (B) ⊆ D
′,
and clX\Y (A) ∩ clX\Y (B) 6= ∅ we have that C
′ ∩D′ 6= ∅. This implies that CbD,
and consequently we have that Cδ1D. Since C and D were arbitrary absorbing
sets, this shows that f(A)δ∗1f(B). Thus, f is a bijective proximity map from a
compact space to a Hausdorff space, which shows that f is a homeomorphism.
This shows (ii).
To show (iii), notice that for any x ∈ X \ Y, we have that xσ contains only
unbounded sets (for if xσ contains a bounded set A, then A
′ is empty, and thus
cannot contain x). Thus, X˜ ⊆ UY. To see the opposite inclusion, we can either
use the same argument as in Proposition 6.5, or we can show that X˜ is dense
in UY. Showing that X˜ is dense in UY is sufficient, since X˜ is homeomorphic to
X \ Y, and consequently it is compact (and thus closed) in UY. Being a dense
closed subset of UY, X˜ will have to equal UY. To show that X˜ is dense in UY, let
σ ∈ UY and assume that {σ}δ¯∗1X˜ . Then there are absorbing sets C for σ and A
for X˜ such that C ′ ∩ A′ = ∅. Because A′ must equal X \ Y (since A is in xσ for
all x ∈ X \ Y ), this implies that C ′ = ∅, which implies that C is bounded. But
this cannot be, since C is in σ and σ by definition contains only unbounded sets.
Thus, by contradiction it has to be that {σ}δ∗1X˜. Since σ was an arbitrary element
of UY, this shows that X˜ is dense in UY , which shows (iii) and finishes the proof
of the theorem. 
Corollary 6.8. Let X be a compact Hausdorff space and let (Y,B,b) be as de-
scribed above. If Z ⊆ Y is closed when given the subspace coarse proximity struc-
ture, then UZ ∼= Z ′. 
Theorem 6.7 has two main uses. The first is that it provides a way of moving
from compactifications of locally compact Hausdorff spaces to coarse proximity
structures on those spaces. The other use is that, in light of Proposition 4.8,
Theorem 6.7 provides us with a means of verifying that binary relations on certain
bornological spaces are coarse proximities. In particular, if X is a locally compact
Hausdorff space and B is the bornology of all precompact sets in X (that is B
contains subsets ofX whose closures inX are compact), then a binary relation b on
X is a coarse proximity relation if and only if there is some some compactification
X of X such that for all A,B ⊆ X one has that AbB if and only if A,B /∈ B and
(clX(A) ∩ (X \X)) ∩ (clX(B) ∩ (X \X)) 6= ∅,
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where clX(A) denotes the closure of A in X . Also, that coarse proximity structure
agrees with the compactification in the sense that the discrete extension of b in-
duces the Smirnov compactification homeomorphic to the original compactification
X.
7. The Higson Boundary
In the next 4 sections, we are going to show how many boundaries of well-
known compactifications can be realized as boundaries of coarse proximity spaces.
To show the reader different approaches to constructing the appropriate coarse
proximity structures, in this as well as in the next section we show an internal
description of a coarse proximity relation whose boundary is the given well-known
boundary (the Higson Corona and the Freudenthal Boundary, respectively), with-
out utilizing Theorem 6.7. However, in the subsequent 2 sections (The Gromov
Boundary and the Visual Boundary), the full strength of Theorem 6.7 is used.
In this section, we show how the Higson corona of a proper metric space is a
boundary of a particular coarse proximity space (whose underlying base space is
that proper metric space).
Recall that a metric space (X, d) is called proper if all its closed bounded sets
are compact. Also, (X, d) is called k-discrete if there exists some k > 0 such that
for any x, y ∈ X, we have d(x, y) ≥ k.
Theorem 7.1. Let (X, d) be a proper metric space and δ a binary relation on the
power set of X defined by:
AδB ⇐⇒
(
d(A,B) = 0
)
or
(
∃x0 ∈ X, lim
t→∞
d(A\B(x0, t), B\B(x0, t)) <∞
)
,
where d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B}. Then δ is a separated proximity
that is compatible with the topology on X. We will call that proximity the Higson
proximity associated to the metric space (X, d).
Proof. Straightforward. 
In other words, two subsets A and B of a proper metric space X are close via the
Higson proximity if the distance between them is 0 or if they are not asymptotically
disjoint. If B ⊆ X is bounded and A ⊆ X is any set, then BδA if and only if
d(A,B) = 0. If (X, d) is a k-discrete proper metric space for some k > 0, then the
condition d(A,B) = 0 can be replaced with A∩B 6= ∅. Thus, when the k-discrete
proper metric space is equipped with the metric coarse proximity b, the Higson
proximity is the discrete extension of b.
Definition 7.2. Let (X, d) be a proper metric space and δ its corresponding Higson
proximity. The Higson compactification of X , denoted hX , is the Smirnov
compactification of (X, δ). The Higson corona (i.e., Higson boundary) is the
corresponding Smirnov boundary hX \X and is denoted νX .
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The equivalence of the above definition with the standard way of constructing
the Higson compactification (see [15] or [16] for the standard construction) has
been given in [2].
Proposition 7.3. Let (X, d) be a proper k-discrete metric space for some k > 0
and let δ be the corresponding Higson proximity with the corresponding Smirnov
compactification hX. Then a cluster σ ∈ hX is an element of hX \X (the Higson
corona νX) if and only if σ doesn’t contain any bounded set.
Proof. Bounded sets in X are necessarily compact by the propriety and the k-
discreteness of X . Consequently, the forward direction follows from Proposition
3.10. Conversely, if σ ∈ hX does not contain any bounded set, then clearly σ 6= σx
for any x ∈ X. Thus, σ ∈ hX \X. 
Theorem 7.4. If (X, d) is a proper metric space equipped with its metric coarse
proximity structure, then UX is homeomorphic to the Higson corona νX.
Proof. If (X, d) is a proper metric space, then it is well-known that X is coarsely
equivalent to a 1-discrete proper subset X ′ of itself. Because the discrete extension
of the metric coarse proximity on X ′ is equal to the Higson proximity on X ′,
Proposition 7.3 tells us that UX ′ is the Higson corona of X ′. We also know that
• coarsely equivalent spaces have homeomorphic Higson coronas (see Corol-
lary 2.42 in [15]),
• UX is homeomorphic to UX ′ (coarsely equivalent metric spaces are proxi-
mally coarse equivalent by Corollary 7.5 in [7], and thus by Corollary 4.17
their boundaries are homeomorphic).
Thus, if ≈ denotes a homeomorphism, we have that
UX ≈ UX ′ = νX ′ ≈ νX
which shows that UX is homeomorphic to the Higson corona of X. 
8. The Freudenthal Boundary
In this section, we explicitly construct (without using Theorem 6.7) a coarse
proximity structure on a locally compact Hausdorff space such that the boundary
of that coarse proximity space is the Freudenthal Boundary. Throughout this
section, whenever X is a locally compact Hausdorff space and A a subset of X, A¯
denotes the closure of A in that topology.
Definition 8.1. Let X be a topological space and A and B two subsets of X. We
say that A and B are separated by a compact set if there exists a compact set
K of X such that
(1) X \K = U1 ∪ U2 for some open sets U1, U2 ⊆ X,
(2) U1 ∩ U2 = ∅,
(3) A ⊆ U1 and B ⊆ U2.
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The following proximity characterization of the Freudenthal compactification of
a locally compact Hausdorff space comes from [9].
Definition 8.2. If X is a locally compact Hausdorff space, then the Freudenthal
compactification ofX is the Smirnov compactification of the separated proximity
δ on X defined by
Aδ¯B ⇐⇒ A and B are separated by a compact set.
We will denote the Freudenthal compactification of X by FX . We will refer to
the proximity on a locally compact Hausdorff space that gives the Freudenthal
compactification as the Freudenthal proximity.
Recall that Lemma 3.10 tells us the elements of FX \ X do not contain any
compact sets. Thus, if a bornology on X consists of all precompact sets, then
elements of FX \ X do not contain any bounded sets (since clusters are closed
under taking supersets).
Proposition 8.3. Let X be a locally compact Hausdorff space. Define B to be
the set of all subsets A of X for which there is some compact K ⊆ X for which
A ⊆ K. Define the relation b on the power set of X by:
Ab¯B if and only if there are compact sets D,K ⊆ X such that (A\D) and (B \D)
are separated by K.
Then (X,B,b) is a coarse proximity space.
Proof. The only axiom that is not clear is the strong axiom. Let A,B ⊆ X be
such that Ab¯B. Then by definition there are compact sets D and K such that
there are disjoint open sets U, V ⊆ X that are disjoint from K, cover X \K, and
contain A \D and B \D, respectively. Then V is a subset of X such that Ab¯V
and (X \ V )b¯B. Thus, the triple (X,B,b) is a coarse proximity space. 
Notice that with the notation from Definition 8.2 and Proposition 8.3, we have
that
AbB ⇐⇒ (A \D)δ(B \D) for all bounded sets D.
Definition 8.4. For a locally compact Hausdorff space X, the coarse proxim-
ity structure (X,B,b) defined in Proposition 8.3 will be called the Freudenthal
coarse proximity structure on X and b will be called the Freudenthal coarse
proximity.
Our goal is to show that FX \ X is homeomorphic to UX. The two following
lemmas are used to prove Proposition 8.7, which says that clusters in FX \X are
exactly those in UX.
Lemma 8.5. Let X be a locally compact Hausdorff space with the Freudenthal
proximity δ. If A,B ⊆ X are sets such that A,B ∈ σ for some σ ∈ FX \X, then
AbB.
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Proof. Since A,B ∈ σ, Lemma 3.11 implies that both A and B are unbounded.
For contradiction, assume that Ab¯B. Then there is a compact set D ⊆ X such
that (A\D)δ¯(B \D). However, by Lemma 3.11, (A\D) and (B \D) are elements
of σ, which in particular means that (A \D)δ(B \D), a contradiction. 
Lemma 8.6. Let X be a locally compact Hausdorff space with the Freudenthal
proximity δ, and the Freudenthal coarse proximity structure (X,B,b). Let A and
B be susbets of X. Then
(AδB and Ab¯B) =⇒ A¯ ∩ B¯ is compact.
Proof. Since Ab¯B, there exist compactD and compactK such thatX\K = U1∪U2
for some open sets U1 and U2 that are disjoint and A \D ⊆ U1 and B \D ⊆ U2. If
we show that A¯ ∩ B¯ ⊆ K ∪D, then A¯ ∩ B¯ is a closed subset of a compact space,
and consequently is compact. To see that A¯ ∩ B¯ ⊆ K ∪D, let x be an element of
A¯ ∩ B¯. For contradiction, assume that x /∈ K ∪ D. Since x /∈ K, without loss of
generality we can assume that x ∈ U. Since X is regular, let V1 and V2 be open
sets such that x ∈ V1, K ∪ D ⊆ V2, and V1 ∩ V2 = ∅. Then x belongs to an open
set V1 ∩U1 that is disjoint from B (since B \D does not intersects U1 and D does
not intersect V1). This contradicts the fact that x is in the closure of B. 
Proposition 8.7. Let X be a locally compact Hausdorff space, δ1 the corresponding
Freudenthal proximity, (X,B,b) the Freudenthal coarse proximity structure, and
δ2 the corresponding discrete extension. Then σ is an element of FX \X if and
only if σ is an element of UX.
Proof. Let σ ∈ FX \ X be given. We will show that σ is a cluster in UX. By
Lemma 8.5, we have that if A,B ∈ σ then AbB, which shows that Aδ2B. To
prove the second axiom of a cluster, notice that
Aδ2B ∀B ∈ σ ⇐⇒ ∀B ∈ σ,A ∩B 6= ∅ or AbB
⇐⇒ ∀B ∈ σ,A ∩B 6= ∅ or (A \D)δ1(B \D) ∀D ∈ B
=⇒ ∀B ∈ σ,A ∩B 6= ∅ or Aδ1B
=⇒ ∀B ∈ σ,Aδ1B
=⇒ A ∈ σ.
The last axiom of a cluster is obviously true. Since by Lemma 3.11 σ does not
contain any bounded sets, σ ∈ UX.
Conversely, if σ ∈ UX, then σ does not contain any compact sets. Thus, if
σ is a cluster in FX, then it clearly is a cluster in FX \ X. To see that σ is a
cluster in FX, we need to check two things. First, if A,B ∈ σ then Aδ1B. To see
this we note that if Aδ¯1B, then A and B can be separated by a compact set. In
particular, they are disjoint and Ab¯B. But this is a contradiction to Aδ2B. Thus,
Aδ1B. Next we need to check that if C ⊆ X is such that Cδ1A for all A ∈ σ,
then C ∈ σ. Let such a C be given. For contradiction, assume that C /∈ σ. Then
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there has to exist B ∈ σ such that Cδ¯2B (otherwise, since σ is a cluster in UX
it would imply that C ∈ σ by the second axiom of a cluster). In particular, this
implies that Cb¯B. Since we have that Cδ1B and Cb¯B, Lemma 8.6 tells us that
W := A¯∩ B¯ is compact. Since X is also locally compact, we can find a finite open
cover U1, ..., Un of W such that each element in that cover has compact closure.
Define
W ′ =
n⋃
i=1
Ui.
It is clear that W ⊆W ′ and W ′ is compact. We claim that C¯ ∩ (B \W ′) = ∅. To
see that, for contradiction assume that there exists x such that x ∈ C¯ ∩ (B \W ′).
Then notice that C¯∩(B \W ′) ⊆ C¯∩B¯. But we are going to show that (B \W ′) is
disjoint from C¯ ∩ B¯, a contradiction. To see that (B \W ′) is disjoint from C¯ ∩ B¯,
notice that
C¯ ∩ B¯ = W ⊆ int(W ′) ⊆ X \ (B \W ′),
where int(W ′) denotes the interior of W ′.
Since B ∈ σ and W ′ is compact, B \W ′ ∈ σ. Consequently, by our first assump-
tion Cδ1(B \W
′). Proposition 3.12 implies then that there exists a cluster σ2 in
FX that contains both C and B \W ′. We claim that σ2 is not a point cluster,
i.e., σ2 ∈ FX \X. To see that, for contradiction assume that there exists x ∈ X
such that {x} ∈ σ2. If x ∈ C¯, then since C¯ ∩ (B \W ′) = ∅, by regularity we can
find an open set V that contains x and whose closure is disjoint from B \W ′.
Then the boundary of V is a separating compact set for x and B \W ′. In other
words, {x}δ¯1B \W ′. But this is a contradiction, since both x and B \W ′ are in
σ2 and thus should be δ1-close. Consequently, x /∈ C¯. Similarly one can show that
x /∈ B \W ′. Thus, x is in neither C¯ nor B \W ′, i.e., x ∈ X \ (C¯ ∪ (B \W ′)). But
since (C¯∪(B \W ′)) is closed, by the same argument we can show that this implies
that {x}δ¯1(C¯ ∪ (B \W ′)), a contradiction (since C¯ is in σ2, (C¯ ∪ (B \W ′)) is in
σ2, and consequently (C¯ ∪ (B \W ′)) should be δ1-close to x). Thus, it has to be
that σ2 is not a point cluster, i.e., σ2 ∈ FX \X.
Since both C and B \ W ′ belong to a cluster σ2 ∈ FX \ X, by Lemma 3.11
we have that both C \ K and (B \ W ′) \ K belong to σ2 for any compact set
K. This implies that (C \K)δ1((B \W
′) \K) for any compact K, which implies
that (C \K)δ1(B \K) for any compact set K. Consequently, CbB, which is the
desired contradiction. Thus, C ∈ σ, finishing the proof that σ is an element of
FX \X. 
Theorem 8.8. Let X be a locally compact Hausdorff space, δ1 the corresponding
Freudenthal proximity, (X,B,b) the Freudenthal coarse proximity structure, and
δ2 the corresponding discrete extension. Then UX is homeomorphic to FX \X.
Proof. In light of Proposition 8.7 it will be enough to show that the identity map
id : UX → FX \ X is continuous. As both of these spaces are compact and
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Hausdorff, we will simply show that the identity map is a proximity map. Let
A, C ⊆ UX be such that Aδ∗2B where δ
∗
2 is the proximity relation of UX . We wish
to show that Aδ∗1B where δ
∗
1 is the proximity on FX . Let A,B ⊆ X be absorbing
sets for A and B, respectively. Since Aδ∗2B, we know that Aδ2B, i.e., A ∩ B 6= ∅
or AbB. Since both of these conditions imply Aδ1B, we have that Aδ
∗
1B, which
shows that id is a proximity map and therefore a homeomorphism. 
9. The Gromov Boundary
In this section, we will briefly review the construction of the Gromov boundary
of hyperbolic metric spaces. The results and definitions outlining the construction
are as they appear in [3] and [11]. As the Gromov boundary of a hyperbolic metric
space X compactifies X, we may treat it as the boundary of a compactification.
This allows us (by using known characterizations of the Gromov boundary and the
results of the previous sections) to describe the natural coarse proximity structure
on a hyperbolic metric space whose corresponding boundary is homeomorphic to
the Gromov boundary of that space.
Definition 9.1. Let (X, d) be a metric space and x, y, p ∈ X . The Gromov
product of x and y with respect to p is
(x, y)p :=
1
2
(d(x, p) + d(y, p)− d(x, y)).
Definition 9.2. Let (X, d) be a metric space. Then X is said to be δ-hyperbolic
for some real number δ <∞ if for all x, y, z, p ∈ X,
(x, y)p ≥ min{(x, z)p, (y, z)p} − δ.
We note that this definition of hyperbolicity for a metric space is compatible
with an alternative characterization of hyperbolicity within geodesic metric spaces
due to Rips (see [15] or [14]).
For the remainder of this section, let (X, d) be an arbitrary δ-hyperbolic metric
space with a fixed based point p.
Definition 9.3. A sequence (xn) in X is said to converge at infinity if
lim
(m,n)→∞
(xm, xn)p =∞.
Definition 9.4. Two sequences (xn) and (yn) in X converging at infinity are said
to be equivalent, denoted (xn) ∼ (yn), if
lim
n→∞
(xn, yn)p =∞.
The relation ∼ is an equivalence relation on sequences in X that converge at
infinity. We denote the equivalence class of a sequence (xn) in X converging at
infinity by [(xn)] and the set of all equivalence classes of such sequences in X by
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∂X. We will proceed to define a topology on ∂X and X ∪ ∂X that makes both
∂X and X ∪ ∂X into compact Hausdorff spaces.
To do that, identify the points of x with the set of sequences in X that converge
to x. Then, extend the Gromov product on X to X ∪ ∂X in the following way:
for η = [(xn)] ∈ ∂X and ξ = [(yn)] ∈ ∂X, define:
(η, ξ)p = inf lim inf
(m,n)→∞
(xm, yn)p,
where the infimum is taken over all representative sequences. If y ∈ X, then define
(η, y)p = inf lim inf
n→∞
(xn, y)p
These products can be written most generally for x, y ∈ X ∪ ∂X by writing
(x, y)p = inf{lim inf
i→∞
(xi, yi)p},
where the infimum is taken over all representative sequences for x and y.
The topology on X ∪ ∂X , called the Gromov topology, is given by equipping
X with its metric topology and defining a neighbourhood basis at each η ∈ ∂X
by defining the sets,
Uη,R := {x ∈ X ∪ ∂X | (η, x)p > R}.
This leads to the fact that a sequence (xn) in X ∪ ∂X converges to some η ∈ ∂X
if and only if
lim
n→∞
(xn, η)p =∞.
In particular we have the following:
Lemma 9.5. A sequence (xn) in X converges to η ∈ ∂X if and only if (xn)
converges at infinity and [(xn)] = η.
Proof. See Lemma 11.101 in [11]. 
The topology on ∂X andX∪∂X are such thatX∪∂X and ∂X are both compact
Hausdorff spaces (see [3] or [11] for details). Since we identified the points of x with
the set of sequences in X that converge to x, we can thought ofX as a dense subset
of X ∪ ∂X. Consequently, we will call X ∪ ∂X the Gromov compactification
of X and ∂X the Gromov boundary. Putting all of the above together, we get:
Theorem 9.6. Given a δ-hyperbolic metric space X with the Gromov boundary
∂X, a sequence (xn) in X converges to a point η ∈ ∂X if and only if (xn) converges
at infinity and [(xn)] = η. 
Note that X ∪∂X equipped with the Gromov topology is first countable. Thus,
if A ⊆ X and A′ := clX∪∂X(A) \ A, then we have that η ∈ A
′ if and only if there
is a sequence (xn) in A that converges at infinity and [(xn)] = η.
The above characterization of the intersection of the closure of A in X ∪ ∂X
with the Gromov boundary suggests the definition of a coarse proximity structure.
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Definition 9.7. Let (X, d) be a proper δ-hyperbolic metric space and B the set
of all metrically bounded sets. Then for any two sets A,B ⊆ X, define AbB if
and only if there are sequences (xn) in A and (yn) in B that converge at infinity
and are equivalent via the relation ∼.
Proposition 9.8. The triple (X,B,b) as described in Definition 9.7 is a coarse
proximity space.
Proof. This is an immediate consequence of Theorem 6.7 and Theorem 9.6. 
Definition 9.9. For a proper δ-hyperbolic metric space X , the coarse proximity
structure (X,B,b) as described in Definition 9.7 will be called theGromov coarse
proximity structure on X and b will be called theGromov coarse proximity.
Theorem 9.10. If (X, d) is a proper δ-hyperbolic metric space and (X,B,b) is
the corresponding Gromov coarse proximity structure, then UX is homeomorphic
to ∂X.
Proof. This is an immediate consequence of Theorem 6.7 and Theorem 9.6. 
10. The Visual Boundary
Our final example of a boundary of a coarse proximity space will be the visual
boundary assigned to a proper and compete Cat(0) metric space. Our very brief
introduction to the visual boundary is as found in [1]. A more experienced reader
may be benefited by simply reviewing the content of Proposition 10.9 and Remark
10.8 and then proceeding to Theorem 10.10, which is the main theorem of this
section.
Definition 10.1. A geodesic ray in a metric space (X, d) is a map c : [0,∞)→ X
such that d(c(t), c(t′)) = |t− t′| for all t ∈ [0,∞). The geodesic ray c is said to be
based at x0 if c(0) = x0.
Definition 10.2. Let (X, d) be a metric space and a, b, c ∈ X any three points. A
comparison triangle for the triple (a, b, c) is another triple of points (a¯, b¯, c¯) such
that a¯, b¯, c¯ ∈ R2 (with the usual Euclidean metric) and d(a, b) = d(a¯, b¯), d(b, c) =
d(b¯, c¯), and d(a, c) = d(a¯, c¯).
Definition 10.3. Given a geodesic metric space (X, d), a geodesic triangle in
X consists of three vertices a, b, c ∈ X and three geodesic segments between the
three possible pairs of distinct vertices.
Definition 10.4. Let (X, d) be a geodesic metric space. We say thatX is aCat(0)
space if given a geodesic triangle ∆ ⊆ X with comparison triangle ∆ ⊆ R2, we
have that for all x, y in ∆, d(x, y) ≤ d(x¯, y¯).
Definition 10.5. Two geodesic rays c and c′ in a metric space (X, d) are said to be
asymptotic if there is a constant K such that d(c(t), c′(t)) ≤ K for all t ∈ [0,∞).
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In what follows we will assume that (X, d) is a Cat(0) space with a complete
metric. We will also denote the equivalence class of a geodesic ray γ in X by [γ],
the set of all such equivalence classes ∂X , and denote X ∪ ∂X by X .
Given a point x0 in X, there is a bijection from X to the inverse limit of closed
balls around x0, denoted lim←−
B(x0, r). The bijection is defined by mapping an
equivalence class [γ] to the geodesic ray in [γ] that begins at x0 and maps a point
x ∈ X to the map cx : [0,∞)→ X whose restriction to [0, d(x0, x)] is the geodesic
segment joining x0 to x and whose restriction to [d(x0, x),∞) is the constant map
at x. We will denote the topology for which this bijection is a homeomorphism by
T (x0) and refer to it as the cone topology on X .
Remark 10.6. If X is a complete Cat(0) space, then the cone topology on X is
independent of the basepoint chosen. That is, if x0, x
′
0 are distinct points in X ,
then the cone topologies T (x0) and T (x
′
0) onX are homeomorphic. For full details,
see [1].
Definition 10.7. Let X be a complete Cat(0) space, x0 ∈ X , and let X = X∪∂X
be given the cone topology based at x0. Then ∂X equipped with the subspace
topology inherited from X¯ is called the visual boundary of X.
A basis for the topology on X is the collection of all open metric balls about
points in X , together with neighbourhoods centered on points in ∂X defined in the
following way: given x0 ∈ X , a geodesic ray η starting at x0, and given positive real
numbers r, ǫ > 0, let ρr : X¯ = lim←−B(x0, r)→ B(x0, r) be the standard projection
and then define the neighborhood as
U(η, r, ǫ) := {x ∈ X | d(x, η(0)) > r, d(ρr(x), c(r)) < ǫ}
Remark 10.8. IfX is a proper and complete Cat(0) space with visual boundary ∂X,
then the space X equipped with the cone topology (defined using any basepoint)
is a compact, first countable, Hausdorff space. Moreover, in such a case the visual
boundary ∂X is also compact.
In light of the previous remark, we may view the cone topology on X as a com-
pactification of X with boundary. This will allow us to define a coarse proximity
on X using Theorem 6.7. With the help of the next proposition, we will define the
visual coarse proximity structure on any proper and complete Cat(0) space.
Proposition 10.9. Let X be a proper complete Cat(0) space, x0 ∈ X, and let
X = X ∪ ∂X be given the cone topology based at x0. A sequence (xn) in X (with
X viewed viewed as a subspace of X) converges to a point [η] ∈ ∂X if and only if
the geodesics joining x0 to xn converge (uniformly on compact sets) to the geodesic
ray that begins at x0 and belongs to the equivalence class of η.
Proof. See Chapter II.8 in [1]. 
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Theorem 10.10. Let (X, d) be a proper and complete Cat(0) space, ∂X its visual
boundary, and let X = X ∪ ∂X be given the cone topology defined using any
basepoint. Let B be the set of all precompact sets in X. Define a relation b on
(X,B) by defining for all A,B ⊆ X :
AbB ⇐⇒ ∃(xn) ⊆ A, (yn) ∈ B, [η] ∈ ∂X, lim xn = lim yn = [η]
⇐⇒ ∃(xn) ⊆ A, (yn) ∈ B, [η] ∈ ∂X, [lim[x0, xn]] = [lim[x0, yn]] = [η]
where [a, b] denotes a geodesic from a to b. The triple (X,B,b) is a coarse proximity
space whose boundary UX is homeomorphic to the visual boundary ∂X.
Proof. This is an immediate consequence of the first countability of X , Proposition
10.9, and Theorem 6.7. 
The coarse proximity structure described above is called the visual coarse
proximity on the proper and complete Cat(0) space X .
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