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ABSTRACT 
 
 
YANGGUANG LIU. Study of CO2 injection at Citronelle Oil Field using lumped mass 
modeling and field data validation. (Under the direction of DR. SHEN-EN CHEN) 
 
 
Carbon sequestration in geological formation is an ongoing effort of the research 
community to address the issue of curbing excessive anthropogenic CO2 emissions. This 
dissertation focuses on the development of a theoretical framework in establishing the 
criteria for geophysical monitoring using passive seismic method. The theoretical 
framework is established via modeling geological formation using a multi-degree of 
freedom model. Three main aspects are introduced in this dissertation: 1) the DoReMi 
passive sensing technique used to monitor CO2 injection at Citronelle Oil Field in 
Alabama; 2) the multi-physical MDOF lumped mass model employed to simulate wave 
propagation in an oil field in both linear and nonlinear conditions; and 3) comparisons of 
the shear wave velocity obtained from the experimental data and numerical simulation 
results. 
Field test results show that shear wave velocity of the strata in the reservoir and 
the stress changes are consistent. Stress change at oil bearing layer and calcite strata in 
inverse relationship. 
The proposed MDOF model accounts for the influence of stiffness of the 
geomaterial, which include oil-bearing layer and calcite and saline sand stones.  The 
geological formation of Citronelle Oil Field is used in the numerical simulation. A fourth 
order Runge-Kutta method is employed for the time integration and a Matlab program 
was developed for this study. The wave response from the MDOF lumped mass model 
iv 
are changing with the changing properties of CO2 storage layer and overburden layers 
(calcite and saline sand layer).  
In linear condition, as the stiffness of oil bearing layer changes, spectral amplitude 
percentage difference (SAPD) value change is frequency dependent and higher frequency 
experienced larger changes than lower frequency amplitudes. ∆𝑉/𝑉 (velocity changes) 
derived from the simulation results show that the changes varied with depth are 
detectable. As the stiffness of calcite and saline layer increases, ∆𝑉/𝑉 has significant 
changes on the magnitude (as large as 0.35) and similar to the ∆𝑉/𝑉 obtained from 
experimental results. 
In nonlinear condition, as the stiffness of oil bearing layer changes is controlled 
by positive or absolute displacement, simulation results show some frequency modes are 
more sensitive than other frequencies. However, nonlinear phenomenon is not fully 
understood and need further investigation. 
Tripartite spectral plots (TSP) show good visual differences for site condition 
changes in both linear and nonlinear conditions, but are too complicated to interpret. 
The study of the research provided a theoretical understanding of the wave 
phenomena involved in a typical oil field that is undergoing CO2-EOR process, and the 
modeling technique can be used to guide the design of geophysical monitoring scheme in 
the oil field with different geological conditions. 
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CHAPTER 1: INTRODUCTION 
 
 
1.1. Background 
This study originated from the research project: “Carbon-Dioxide-Enhanced Oil 
Production from the Citronelle Oil Field in the Rodessa Formation, Southern Alabama”, 
which is funded by the U.S. Department of Energy (US DOE), National Energy 
Technology Laboratory. The goal of the research project is to demonstrate the feasibility 
of enhanced oil recovery (EOR) using carbon dioxide (CO2) at the Citronelle Oil Field in 
Mobile County, Alabama.  
Global CO2 emission from the consumption of energy, including petroleum, 
natural gas, coal, electricity and renewables, from 1980 to 2011, is shown in FIGURE 
1.1, which indicates CO2 emission has increased rapidly in recent years. Geological CO2 
sequestration has been recognized by the US DOE and many parts of the world (i.e. 
Europe, Australia) as the most viable technique for reducing greenhouse gas (GHG) 
emissions (Bachu 2008; Holloway 2005; Plasynski et al. 2009; Reichle et al. 1999; 
Webre 2012; White et al. 2003). However, CO2 capture and storage is an expensive 
process. To add cost benefit to the process, CO2 injection has been suggested to enhance 
oil recovery in depleted oil fields (Blunt et al. 1993; Esposito et al. 2008; Gaspar 
Ravagnani et al. 2009; Lake 1989). This technique is called CO2-EOR. There are 
currently, several well-known commercial CO2-EOR projects in the U.S. including the 
Permian Basin of Texas and New Mexico, the Williston Basin of Saskatchewan, and the 
2 
Gulf of Mexico Basin of Mississippi (Esposito et al. 2008). A recent EOR practice survey 
shows that there are about 114 active commercial CO2-EOR projects in the U.S. and 
produced total over 280,000 BOPD (barrels of oil per day) by injecting over 2 billion 
cubic feet of CO2 (OGJ 2010).  
 
FIGURE 1.1: Total CO2 emission from the consumption of energy (EIA 2014) 
 
Geophysical testing, using seismic measurements, plays an important role in 
detecting changes in the presence and migration of CO2 during and after injection 
(Chadwick et al. 2009; McKenna et al. 2003; White 2009). The success of geophysical 
testing in monitoring CO2 migration in the oil reservoir can prevent possible leakage of 
CO2 back into the atmosphere; hence reduce its environmental impacts. 
While no CO2 leakage has been reported at any injection site, it is important to 
install careful monitoring programs for such practices. Recent studies of remote sensing 
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data indicated that some of the injection sites may have experienced surface uplift: Using 
satellite SAR data, Rutqvist et al. (2010), Morris et al. (2011) and Onuma et al. (2011) 
were able to detect surface uplifts at the InSalah, Algeria injection site. Surface uplifting 
may have significant geomorphic implications at the injection site and should be carefully 
monitored. An effective monitoring program is therefore necessary at the injection sites 
in order to detect changes in geomorphology and the migration of CO2 within the storage 
reservoir (Arts et al. 2004; Chadwick et al. 2009; Giese et al. 2009; Hoversten et al. 2002; 
White 2009). 
Most geophysical techniques used to monitor the storage of CO2, are field 
applications without strong theoretical validation, because it is very difficult to determine 
the exact field conditions. Site specific geology, topography and project financing often 
limit the application of specific techniques to other regions or geologies. Therefore, it is 
necessary to obtain a theoretical understanding of the wave phenomena involved in the 
seismic monitoring of a typical oil field that is undergoing CO2-EOR process. 
Passive seismic sensing is proposed because the field of study, the Citronelle, has 
several wells located on private properties. Therefore, it is prohibitive to perform active 
seismic investigations near residences. These conditions required us to find an 
unconventional monitoring method to study the influence of CO2 injection, sequestration 
and oil production. Pumps commonly used in petroleum production include downhole 
power oil pump, electric submersible pump (ESP), etc; and mechanical vibrations will 
occur when the downhole pumping unit is operating (Kirby et al. 2005). These vibration 
waves propagate through the subterranean layers can be monitored using passive sensing. 
4 
However, there are no detailed studies that show the effects of vibration caused by ESP 
for a CO2-EOR field to date.  
1.1.1 Problem Statement 
The goal of this research is to provide a theoretical understanding of passive wave 
propagation phenomena involved in a simulated oil field that is undergoing the CO2-EOR 
process. The theoretical understanding can help determine the sensitivity requirements of 
geophysical testing method, which is essential for an effective monitoring scheme using 
passive seismic sensing. In addition, uncertain strata information in the Citronelle Oil 
Field to the depth of 5,500 ft (1,676.4 m) needs through-depth (full-field) detection by 
using a reliable geophysical testing. With reliable geophysical monitoring method, site 
condition changes related to the CO2-EOR process may be detected. In this study, the site 
conditions at the Citronelle Oil Field will be simulated and used for the theoretical wave 
propagation process modeling. 
Previous works on seismic sensing at oil fields have demonstrated the 
effectiveness in using geophysical testing to detect the change in strata stress due to CO2 
injection (Chen and Liu 2011; Qi 2010), the migration path of gas-oil displacement 
(Angerer et al. 2002; Chadwick et al. 2009; White 2009) and the temporal transition of 
oil field conditions (Chadwick et al. 2009). The complex multi-physical problem of 
mechanical waves propagating through a porous media is originally proposed by Biot 
(1956a, 1956b). However, the poromechanics principles are extremely difficult to expand 
to global monitoring techniques. In particular, the interaction of supercritical CO2 under 
high pressure with the in situ pore fluid, which is likely a mix of oil, gas and water, and 
wave propagation, is not yet fully understood. Hence, detailed simulation is very 
5 
challenging to perform without exact site parameters, which are typically required of 
commercial geophysics simulators. 
In this study, a simple numerical simulation assuming lumped mass models is 
proposed. Multiple Degree of Freedom (MDOF) models are widely used in numerical 
analysis of complex dynamic problems, such as structural seismic responses (Ching and 
Glaser 2001), and wave propagations (Newmark 1959; Smith and Newmark 1958). The 
method simplifies the dynamic system into a series of discrete points (lumped masses) 
that satisfy the requirements of the equations of motion. Here, the suggested MDOF 
model is used to simulate the wave propagation at the Citronelle Oil Field. With 
sufficient discretization, it can provide an approximation of the propagating waves that 
travel through the media where CO2 injection and oil production occur. 
1.1.2 Significance of the Research 
This research will gain a theoretical understanding of the basic wave propagation 
mechanism as a result of CO2 injection in the oil extraction process. With the injected 
CO2 pressure increase, the properties of CO2 storage layer will change and reflect in the 
wave responses of the suggested MDOF dynamic model. According to the outcomes of 
the wave propagation in the oil field, the sensor sensitivity requirements for geophysical 
testing is then determined. The proposed study can then be developed into a methodology 
that can be used to guide geophysical detection in the oil field with different geological 
conditions. 
Even though the MDOF dynamic model may be archaic, it provides a simple, first 
order explanation of the otherwise complex physical phenomenon, which can be 
simulated with relative ease. 
6 
1.2. Scope of Work 
The proposed research involves first a statistical analysis of the field data to 
understand the monitoring outcomes at Citronelle. Second, Matlab program for the 
MDOF model simulates wave propagation through the Citronelle Oil Field is developed.  
Several assumptions about the oil field will be made to generate the model parameters 
including discrete, lumped mass, stiffness and damping terms. As a validation, shear 
wave profiles derived from numerical simulation will be used to compare to the field 
results. 
The input excitation to the MDOF model is assumed to come from pumping units 
at the wells, which is assumed to be ESPs (downhole pump). The MDOF model will be 
used to study the following issues: 
(1) Effect of discreteness to wave phenomena using MDOF technique 
(2) Effect of stiffness change on the model 
(3) Sensor sensitivity 
(4) Effect of nonlinearity and linearity 
(5) Time scale issues 
1.3. Research Objectives and Methodology 
The primary objectives of this research are: 1) using lumped mass modeling to 
investigate, the wave propagation and the sensitivity requirement of geophysical seismic 
testing during CO2 injection monitoring; 2) to determine accuracy of the lumped mass 
model by comparing to the field results; and 3) to investigate approaches (indices) that 
can reflect on the change of conditions. 
7 
Based on the field seismic test results collected at the Citronelle Oil Field and the 
pressurization history at the site, statistical (covariance) analysis is performed on the field 
geophysics data. New understanding of the wave responses from field injection is then 
applied to the numerical modeling technique. The research mainly discusses the 
geophysical method used to monitoring CO2 injection, but the methodology developed 
can also be extended to the inquisition of many other engineering and environmental 
problems, such as soil and ground water pollution, etc. This is especially relevant in the 
21st century where we see more peaceful times and the global population and economic 
growth are resulting in unprecedented impacts on the environments, particularly, on 
climatic changes (Pielke et al. 2008; Ranger and Niehörster 2012). A detailed discussion 
of the applied methodology to other applications is included in the dissertation (Chapter 
6). 
 The research methodology then proceeds to develop an analytical tool to simulate 
the wave propagation and compare the simulation data with the experimental results. 
Numerical simulation is performed by using 1-D MDOF lumped mass model. The 
variable stiffness values of oil bearing layer are used in both linear and nonlinear 
conditions. In addition, the variable stiffness values of Saline and Calcite layers are also 
performed by the MDOF model. Finally, the study continues to observe and investigate 
the simulation results from the MDOF model including the development of new approach 
for data interpretation. 
 
 
8 
1.4. Anticipated Outcomes and Contributions 
The outcomes of the research include: 
(1) A substantially improved understanding of the wave propagation in the 
reservoir at Citronelle Oil Field, including the effects of phase change in the oil bearing 
layer. 
(2) A recommendation for sensor sensitivity for geophysical testing sensor 
selection.  
(3) An application software for simulation of wave propagation through the oil 
field with fluid injection project. A MatlabTM simulator, DeepCO2MDOF, is developed 
for this study. The structure of the software is shown in FIGURE 1.2. 
1.5. Dissertation Structure 
This dissertation composed of nine chapters: Chapter 2 is related to limited 
literature review on numerical simulation and field monitoring of geophysical methods in 
CO2-EOR and CO2 sequestration, general application of geophysical method and the 
lumped mass modeling methods to engineering and environmental problems; Chapter 3 
describes the Citronelle field monitoring works and presents the experimental results of 
the more than three years of monitoring of CO2 and water injections; Chapter 4 describes 
lumped mass modeling, assumptions made and the numerical analysis approach. The 
parametric study of the MDOF model is also listed in this chapter. Chapter 5 describes 
the simulation of the MDOF linear model and the corresponding results. Chapter 6 
documents the analysis of the simulation results of the MDOF nonlinear model and 
discussion there upon. Chapter 7 presents detailed comparisons of the different indices. 
Chapter 8 presents the conclusions of the research. Finally, Chapter 9 describes 
9 
recommendations for future studies. The main parts of the dissertation are shown in 
FIGURE 1.3. 
 
 
FIGURE 1.2: Software structure 
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CHAPTER 2: LITERATURE REVIEW 
 
 
2.1. Introduction 
CO2-EOR is viable for sequestering CO2 and increasing oil production at oil 
fields. However, injection of CO2 into geological formations may have negative 
environmental implications. For example, high pressure CO2 injection may lead to the 
formation pressure rising over a large area (Mutschler et al. 2009). Stress in the 
surrounding geological formation may affect the structural stability in a CO2 reservoir 
(Hawkins et al. 2007). Therefore, it is necessary to monitor CO2 storage reservoir before, 
during and after CO2 injection. Large-scale geological storage of CO2 is being monitored 
at several sites around the world, for example, Sleipner (North Sea), Weyburn (Canada) 
and In Salah (Algeria) (Chadwick et al. 2009). The geophysical techniques are typically 
performed to monitor CO2 movement during sequestration and to determine the potential 
of possible geological changes that may occur due to the injection of CO2. 
2.2. Geophysical Methods Used in CO2 Storage Reservoir 
Chadwick et al. (2009) showed that several geophysical sensing methods, such as 
gravity, active seismic, electrical, and electromagnetic methods, can be used to observe 
changes due to CO2 migration.  
3D surface seismic method is the most powerful geophysical sensing technology 
in subsurface imaging for oil prospecting and seismic liquefaction prediction, etc 
(Chadwick et al. 2009). McKenna et al. (2003) found that the method can generate 
12 
reasonable seismic data for monitoring CO2 if the storage reservoir has good injection 
and storage characteristics. However, the seismic technique is difficult to use to image 
the location of CO2 in reservoirs with low porosity and low permeability. Time-lapse 3D 
(also known as 4D) seismic monitoring surveys were conducted at the Weyburn-Midale 
field, Canada, from 2000-2007, the monitoring results showed the spread of CO2 in the 
reservoir (White 2009). Passive seismic monitoring surveys have also been conducted at 
the Weyburn-Midale field to detect microseismic events (Verdon 2012; Verdon et al. 
2010; White 2011): less than 100 events occurred over 5 years of microseismic 
monitoring at Weyburn indicated that the location is not undergoing large geomechanical 
deformation in the reservoir. Similar studies have been performed at the Sleipner West 
field in the Norwegian North Sea for carbon capture and storage (CCS) in saline aquifers 
(Arts et al. 2004). 
For the passive seismic technique, any small movement near the reservoir can be 
regarded as a microseismic event, which can be considered as seismic source. These 
microseismic events can be produced by the creation of new fractures accompanied by 
the high pressure CO2 injection within a storage reservoir. These microseismic events can 
also be influenced by pre-existing faults and structures, and natural seismicity. Passive 
seismic method uses no active or human controlled excitation source; therefore, it can be 
performed at any time. Passive seismic monitoring method has been successfully used in 
the oil and gas industry (Maxwell et al. 2010; Maxwell and Urbancic 2001; Verdon et al. 
2010). The Derivative of Refraction Microtremor (DoReMi) geophysical testing method 
was reported by Qi (2010) for site monitoring at the Citronelle Oil Field in Mobile, 
Alabama. Subsequent monitoring during CO2 injection conducted by Chen and Liu 
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(2011) and (Liu 2012) showed evidence of strata pressurization in the form of increased 
shear-wave velocity. Other seismic methods include the multicomponent (MC) seismic 
method, which has been successfully performed to detect CO2 floods at the Vacuum Field 
in Texas (Angerer et al. 2002) and at the Weyburn Field in Saskatchewan (Davis et al. 
2003).  
The basic principle of electromagnetic (EM) method is that an EM field generated 
by a sender will send through the media, and the conductive material in the ground will 
produce a secondary EM field which can be detected by a receiver. Because CO2 is 
resistive in nature and is displacing the conductive formation waters in the reservoir, the 
EM method has the potential for monitoring CO2 storage in saline formations (Chadwick 
et al. 2009). Cross-hole EM method has been used for monitoring CO2 migration in an 
EOR flood in the U.S. (Hoversten et al. 2002). Giese et al. (2009) indicated that the 
electrical resistivity tomography can be used to track the CO2 plume between monitoring 
wells at Ketzin, Germany. Numerical simulation has been performed to simulate 
borehole-to-surface EM (BSEM) survey (Zhdanov et al. 2013). Research conducted by 
Vilamajó et al. (2013) show that the a deep EM source provided useful information for 
monitoring CO2 storage in the Hontomín storage site.  
Gravity method is used for measuring the gravitational acceleration due to mass 
distribution within the Earth. The CO2 sequestration and its accumulation in shallow 
overburden traps may cause surface deformation; therefore, the gravity method offers the 
potential to detect the gravitational field changes in the CO2 storage reservoir. Gravity 
method has been shown to detect the volumes of CO2 in reservoirs (Gasperikova and 
Hoversten 2008; Hoversten and Gasperikova 2003; Sherlock et al. 2006). A gravity 
14 
response can detect more than 2 million tons (4.41 billion pounds) of injected CO2 within 
a shallow storage reservoir (Chadwick et al. 2009). The gravity method will most likely 
be useful for monitoring CO2 storage if its depth is on the order of 1 Km (Hoversten and 
Gasperikova 2003). 
Well logging, also known as borehole logging, is most common for recording 
detailed information for the geologic formations penetrated by a borehole. Well logging 
is widely conducted in areas of mineral resource, geothermal, oil and gas exploration, and 
the related environmental and geotechnical studies. The technique can be used to obtain 
rock properties, through downhole measurements including resistivity, sonic velocity, 
neutron porosity, pressures, and temperatures. Geophysical logs were conducted prior to, 
during, and post CO2 injection at Nagaoka, Japan (Sato et al. 2009). The monitoring 
results show that the logging method can detect the presence of CO2 in the injected 
formation and there are no signs of leakage at the storage reservoir. 
2.3. Use of Seismic Sensing Data for Condition Detection 
To determine condition changes, various interpretation techniques of seismic 
monitoring results may be implemented. The most common use of seismic data for CO2 
sequestration studies is the detection of CO2 “chimney” or “plume” migration. For 
example, using 3D seismic tomography, Chadwick et al. (2006) detected migration 
process of CO2 chimney based on spatial pattern of wave speed. Duncan and Eisner 
(2010) used multiple geophones and relative amplitude to establish microseismic events 
for reservoir characterizations. Rutqvist et al. (2010) described the use of seismic moment 
to quantify the seismic event magnitude.  
15 
Geophysical testing has been applied to projects similar to the Citronelle field 
study for the purposes of determining production induced stress changes (Barkved and 
Kristiansen 2005; Hatchell et al. 2003; Hawkins et al. 2006) and site anisotropy changes 
(Herwanger and Horne 2009). These high resolution detections are typically performed 
with controlled excitations such as explosions or gun shots. The results indicate possible 
monitoring of the migration of injected fluids. However, interpretations of strata stress 
changes based on wave speed changes are inherently challenging. Finally, Hatchell et al. 
(2003) and Hawkins et al. (2007) described the use of wave speed differential ratio 
(∆𝑉/𝑉) for detection of stress changes in subterranean materials. 
2.4. MDOF Lumped Mass Model 
The lumped (or concentrated) mass modeling is widely used to study specific 
vibration problems in the areas of medical research  (Williams 1987), civil structures 
(Hadid and Afra 2000), marine structures (Driscoll et al. 2000), mechanical systems 
(Mooi and Huibers 2000), aerospace structures (Abu-Saba et al. 1992) and earthquake 
effects (Ching and Glaser 2001). The method has also been known to provide reasonable 
accuracy in modeling of complex problems, such as rail-wheel interactions (Knothe and 
Grassie 1993). 
The theory and application of lumped-mass models of voice speech were 
reviewed by Erath et al. (2013), who demonstrated that the viscoelastic tissue properties 
can be simulated as lumped masses, springs and dampers. This approach is the most 
common modeling conception in voiced speech investigations (Erath et al. 2013). 
Driscoll et al. (2000) used a one-dimensional finite-element lumped mass model 
of a vertically tethered caged remotely operated vehicle (ROV) system to simulate the 
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motion of the cage and tension in the tether under specific input motions. The lumped 
mass approach was also used to represent a discretized cable system (Kamman and 
Huston 2001; Masciola et al. 2011). For dynamic problems, this method is more efficient 
than finite element derivation, and provides better accuracy (Kamman and Huston 2001). 
Lumped mass model was used by Cha and Chen (2011) to study the suitability for 
quenching vibration along a supported elastic structure during harmonic excitations. 
Numerical experiments show that it is possible when the excitation frequency of the 
harmonic system is low. 
For pipeline segments, Hadid and Afra (2000) analyzed sensitivity of site effects 
on dynamic response of buried pipelines. The connections of two pipe segments and soil-
pipeline were represented by different springs and damping. The former one is modeled 
by a joint spring and a joint dashpot, while the latter is represented by a soil spring and a 
soil damping. 
The problem of stability influenced by lumped masses and friction effects in 
elastically supported pipes conveying fluid has been studied by Chen and Fan (1987). It 
was found that the lumped masses, fluid pressure and friction have destabilizing effects 
on the mass transport system, while the elastic support may have stabilizing or 
destabilizing effect due to its stiffness and location. 
The suitability of lumped masses for elastic wave propagation problems in beams 
was investigated by Belytschko and Mindle (1980). They found that the performance of 
Euler-Bernoulli lumped mass in flexural wave propagation problems is quite poor when 
the rotational inertia factor is increased; but when shear correction is included in the 
element, its performance is quite good. 
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Smith and Newmark (1958) employed a mass-spring model to study 1D stress 
wave propagation in soil with different physical properties for axially symmetric 
problems. The response of the lumped mass system was computed by using β-integration 
method (Newmark 1952). An idealized layered model can be formed by three 
assumptions: only vertically propagating shear waves in the earthquake ground motion, 
soils are horizontal layered media, and soil is homogenous within each layer (Ching and 
Glaser 2001). Glaser and Baise (2000) used a simple lumped mass model to represent the 
soil system and estimate soil damping and stiffness at the Lotung earthquake site. It 
should be mentioned that the soil damping estimated by Glaser and Baise (2000) in this 
study are greater than the values used by Seed and Idriss (1970) for forward modeling. 
Hashash and Park (2001) developed a new non-linear 1-D site response analysis 
model to study the problem of vertical propagation of horizontal shear waves through 
horizontally layered soil deposits. In the analysis, the geologic layers of the studied area 
are considered as horizontal layers and are discretized using a MDOF lumped parameter 
model as shown in FIGURE 2.1 (Hashash and Park 2001; Matasovic 1993). The soil and 
rock properties of the geologic material are represented by stiffness and damping. 
Kuhlemeyer and Lysmer (1973) found that consistent mass matrix gives a better 
accuracy than the lumped mass matrix in P-wave propagation problem. The finding is in 
opposite with a conclusion stated by Clough (1969), who showed that the lumped mass 
formulation obtained reliable results in any wave propagation problem. The disagreement 
of the two studies may be related to the different numerical schemes used in solving the 
differential equation of motion (Kuhlemeyer and Lysmer 1973). For these two kinds of 
18 
mass matrixes,  Wu (2006) proved that under certain smooth solutions, the displacement, 
velocity and the energies may have the same convergence rates. 
 
FIGURE 2.1: Multi-degree-of freedom lumped parameter model representation of 
horizontally layered soil deposit shaken at the base (Hashash and Park 2001; Matasovic 
1993) 
  
Lumped mass method was used by Lysmer (1970) to analyze generalized 
Rayleigh waves in multilayer elastic media system. Velocities of Rayleigh waves 
obtained by Lysmer (1970) from lumped mass models showed good agreement with a 
previous study conducted by Stoneley (1955), who obtained group velocities by 
numerical differentiation of the wave velocities. Seismic body wave propagation 
problems have been studied by using finite element method (Smith 1975). The finite 
element results have good agreement with a previous research using finite difference 
method (Boore 1972). 
Methods of analysis of seismic response of horizontal soil layers have been 
presented by Idriss and Seed (1968b). Several methods including linear elastic analyses 
(close-form solution and lumped-mass solution), a bilinear analysis and an equivalent 
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linear analysis have been studied (Idriss and Seed 1967). The assumptions made in 
adopting these methods are: soil deposits are composed of several horizontal layers, soil 
or rock properties of any sublayer are constant along horizontal plane, and the seismic 
excitation is horizontal. In such cases, the deposit may be considered as a one-
dimensional shear beam. Analysis of seismic responses at four sites during the 1957 San 
Francisco earthquake were made by Idriss and Seed (1968a), who utilizing an equivalent 
linear lumped mass method. They found that several parameters (i.e. the maximum 
amplitudes of ground motions) for both the computed and recorded ground accelerations 
have reasonably agreements. 
Idriss and Seed (1970) proposed a new analytical procedure to calculate seismic 
response of horizontal soil deposits: the equivalent linear moduli and damping ratios. 
They compared its results with the evaluation using a constant damping solution. The 
comparisons show that the variable damping solution is better than constant damping 
solution for the analysis of seismic response of soil deposits. 
Multi-degree-of-freedom one dimensional lumped parameter soil system model 
was used by Matasovic (1993) to study seismic response of composite horizontal layered 
soil deposits, which consists of either (i) layers of sand, (ii) layers of clay or (iii) a 
combination of layers of sand and clay. The simulation results showed that the simplified 
models are well able to predict he observed response behavior of the composite 
horizontal layered soil deposits. 
Seed and co-authors (Seed et al. 1986; Seed and Idriss 1970) proposed a simple 
relationship of the dynamic shear moduli and damping factor for sands and gravels. Shear 
moduli and damping factors of soils are affected by several factors, the primary factors 
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are strain amplitude, effective mean principal stress, void ratio, number of cycles of 
loading, and degree of saturation for cohesive soils (Hardin and Drnevich 1972). They 
provide a useful guideline for choosing soil characteristics for dynamic response analysis 
of soil. The research conducted by Seed and Idriss (1969) show that responses of ground 
surface motion during earthquakes can vary with soil conditions. 
Travers and Shepherd (1973) found that the lumped mass model is only be used to 
calculate the upper level motion from a known base motion and the energy is considered 
to be lost by internal viscous dampers.  
Lumped element models are effective in modeling deformable objects: Provot 
(1995) used a mass-spring model to study the behavior of deformable cloth objects. 
Lumped models can also be used in flexible system, for example, robots and space 
structures are represented by lumped models (O'Connor 2007). Lumped mass model can 
also be used to estimate responses of a car-to-car collision. An over simplified two-mass-
spring model was adopted by Mooi and Huibers (2000) to determine kinetics and 
dynamics of car-to-car crashes. The lumped mass-spring model of the fracturing 
specimens can be to analyze dynamic effects in fracture problems (Williams 1987). Abu-
Saba et al. (1992) used the lumped mass models to simulate aircraft structures and 
conduct dynamic analysis for these structures. For the numerical simulation of large-
number-of-elements models, the researchers found that the lumped mass system is more 
efficient than the finite element model. 
Lumped mass method was used to analyze the overburden motion during 
explosive blasting events (Schamaun 1981). In the numerical simulation, the overburden 
zone was divided into a series of one degree of freedom masses and represented by them. 
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The simulation results show that the lumped mass method is a useful tool in the 
experimental blasting studies of oil shales (Schamaun 1981). Lisa and DeCapua (1974) 
used linear lumped mass modeling techniques to study the rigid body soil-structure 
interaction and the dynamic response of a buried building in a nuclear blast environment. 
At the micro level, lumped-mass method was also used to study the band structure 
of two-dimensional phononic crystals (Wang et al. 2004). The researchers found that the 
method is suitable to compute the sharp variation of elastic constants inside the phononic 
crystals. 
Dupac et al. (2002) modeled an electromagnetically levitated (ELM) flexible 
droplet as a mechanical system with lumped masses, elastic springs, and rigid massless 
rods. Lumped masses, springs and links were used to model and analyze the levitated 
droplet in mechanical engineering (Dupac 2005). 2D and 3D systems were studied for the 
flexible droplet; the results of the study provide more information for the dynamic 
response of droplet.  
Finally, Verdon et al. (2012) described 1D velocity model for down well 
simulation of wave, it was called the layer lake model. But they did not extend the model 
to the entire oil field. 
2.5. Summary 
Lumped mass models are widely used in numerical simulation of dynamic 
problems; several numerical methods were employed by the past researchers to solve the 
dynamic equations. Partial applications of lumped mass method are summarized in 
TABLE 2.1. The application can basically differentiate into modeling and wave motion 
approximation.  
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TABLE 2.1: Partial applications of lumped mass method 
 
 Application References 
Structure 
problems 
Quenching vibration along an 
supported elastic structure 
(Cha and Chen 2011) 
Pipe conveying fluid (Chen and Fan 1987) 
Vertically tethered caged remotely 
operated vehicle system 
(Driscoll et al. 2000; Kamman and 
Huston 2001; Masciola et al. 2011) 
Medical science, e.g. viscoelastic tissue 
properties 
(Erath et al. 2013) 
Dynamic response of deformable 
objects 
(Mooi and Huibers 2000; O'Connor 
2007; Provot 1995) 
Dynamic response of buried pipeline (Hadid and Afra 2000) 
Mechanical fracture problems (Williams 1987) 
Band structure of phononic crystals (Wang et al. 2004) 
Electromagnetically levitated flexible 
droplet in mechanical engineering 
(Dupac 2005; Dupac et al. 2002) 
Aircraft structures (Abu-Saba et al. 1992) 
Wave 
problems 
Elastic wave propagation in beams (Belytschko and Mindle 1980) 
Seismic ground motion prediction (Ching and Glaser 2001) 
Wave propagation through soil (Glaser and Baise 2000) 
Seismic response of horizontal soil 
layer 
(Hashash and Park 2001; Idriss and 
Seed 1967; Idriss and Seed 1968a; 
Idriss and Seed 1968b; Idriss and 
Seed 1970; Matasovic 1993; Seed 
et al. 1986; Seed and Idriss 1969; 
Seed and Idriss 1970) 
P-wave propagation (Clough 1969; Kuhlemeyer and 
Lysmer 1973; Wu 2006) 
Rayleigh wave (Lysmer 1970; Stoneley 1955) 
Seismic body wave (Smith 1975) 
Soil-structure interaction (Lisa and DeCapua 1974; 
Newmark 1959; Schamaun 1981; 
Wolf 1985) 
 
To the best of the writer’s knowledge, a detailed study of a P-wave propagating in 
an oil field using MDOF lumped mass has not been previously attempted. In this 
dissertation, MDOF models will be used to determine the effect of oil field change on 
wave propagation in an oil field. The basic observation to be presented herein should be 
beneficial for performing CO2-EOR commercial projects. 
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The lumped mass method is not useful for analyzing the detailed CO2 migration 
characteristics, but will provide an approximate solution for wave propagation induced by 
the input pressure. 
 
CHAPTER 3: CO2-EOR MONITORING AT CITRONELLE OIL FIELD USING 
PASSIVE SEISMIC MONITORING 
 
 
3.1. Background 
Denbury Onshore Co. and its partners begun working in CO2 injection for a pilot 
study of possible CO2-EOR for the highly heterogeneous and discontinuous sandstone 
reservoir of the Citronelle Oil Field since 2007. The Citronelle Oil Field is a mature oil 
reservoir and an ideal site for CO2-EOR and sequestration, from both reservoir 
engineering and geological perspectives (Esposito et al. 2010; Esposito et al. 2008; 
Kovscek 2002).  The Citronelle Oil Field is located about 50 km north of Mobile, 
Alabama, USA. This domestic giant oil field is located on the crest of the Citronelle 
Dome, which is a giant salt-cored anticline in the eastern Mississippi Interior Salt Basin 
(FIGURE 3.1). The field covers an area of 16,400 acres. The Citronelle Dome forms an 
elliptical, four-way structural closure, which is considered naturally stable for CO2-EOR 
and CO2 sequestration. In 1955, oil was first discovered by the Gulf Oil Company in the 
Zack Brooks Drilling Company No. 1 Donovan well. Since then, over 500 wells have 
been drilled and cumulative oil production has exceeded 169 million barrels (Esposito et 
al. 2008). 
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This chapter reports the use of a geophysical testing method to monitor the effects 
of CO2 injection into the Citronelle Unit B-19-10 #2 well (Permit No. 3232). The goal of 
the geophysical testing is to monitor the CO2 injection process, in particular, the detection 
of possible relationship between shear-wave velocity profiles and the static stress 
distribution before, during and after the injection. Such relationships may be helpful in 
understanding the field performance and establishing monitoring criteria for future 
decision making. To date, ten geophysical tests have been conducted. 
3.2. Experimental Methodology and Materials 
3.2.1 Geophysical Testing Technique 
Passive seismic monitoring is non-intrusive testing method gathering information 
about the storage reservoir, migration of CO2, and subsurface geomechanics (Verdon 
2012; Verdon et al. 2010).  It has been successfully applied to address specific issues in 
the oil and gas industry (Maxwell et al. 2010; Maxwell and Urbancic 2001; Verdon et al. 
2010). The basic principle of passive seismic monitoring is that any small movement can 
be regarded as microseismic events that can be recorded near the reservoir. Seismic 
energy can be emitted by movement on preexisting faults and structures; it can also be 
produced by the creation of new fractures both within and around a reservoir. The main 
advantage of passive monitoring is that it can be carried out at any time, and it does not 
require application of an active or controlled excitation source. The disadvantage of 
passive sensing is the uncertainty introduced due to the lack of controlled energy input, 
which can result in both poor data sensitivity and detection accuracy. 
Citronelle Oil Field has several wells located on private properties, which makes 
it difficult to perform active seismic investigation (i.e. controlled explosion, seismic 
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vibrator truck) at the location which is near concentrated population. Therefore, passive 
sensing is the choice to study the influence of the CO2 injection, sequestration and oil 
production in the oil field. 
A modified passive sensing Refractive Microtremor (ReMi) technique, DoReMi 
(Derivative of ReMi), is used at the Citronelle Oil Field, Alabama (Chen and Liu 2011; 
Chen et al. 2011). To improve mobility and avoid cumbersome wiring, wireless triaxial 
Micro-Electro-Mechanical System (MEMS) accelerometers from MicroStrain (2007) 
have been modified for the field study (FIGURE 3.2). The MEMS sensor is encased in a 
hard metal box and buried at depth into the ground. Coupling of the sensor to the 
surrounding soil is extremely important. Sensors were buried about 1 ft (0.3 m) at 
specified locations during monitoring. The wireless sensor unit can record seismic energy 
in three Cartesian directions (vertical and two horizontal directions). Signals obtained by 
the wireless accelerometer are acceleration time histories, which have amplitudes in g’s 
and time unit in seconds. The information received from the vertical direction has been 
used in data processing for this study.  
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FIGURE 3.2: Wireless sensor used in DoReMi method (Chen et al. 2011) 
 
3.2.2 Monitoring at Citronelle Oil Field 
To monitor the response of the reservoir before, during, and after CO2 injection, 
two linear arrays with 24 pickup points each were deployed at the Citronelle Oil Field. As 
shown in FIGURE 3.3, the direction of survey line 1 is from north to south, while survey 
line 2 is from northeast to southwest. Survey line 1 covered approximately 30,102 ft 
(9,175 m) span with 1,309 ft (399 m) for typical sensor spacing, while survey line 2 
covered approximately 25,603 ft (7,804 m) span with 1,113 ft (339 m) for typical sensor 
spacing. The CO2 injection well, B-19-10 #2, is located near the intersection of the two 
survey lines, in the northeast corner of the Field. The wireless sensor was buried near the 
well at each well site. A total of six sets were recorded at each point, and the recording 
duration for each set was set at 39.06 seconds. The sampling frequency is therefore 512 
Hz. 
 
(1) 
(2) (4) 
(5) 
(1) Seal box 
(2) Antenna 
(3) Battery 
(4) Wireless sensor 
(5) Data acquisition base station 
(3) 
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FIGURE 3.3: The testing lines at the Citronelle Oil Field (modified from (Chen and Liu 
2011)) 
 
Background measurement was deployed in October 2008, January 2009 and June 
2009, prior to the start of CO2 injection in the field. It should be noted that water injection 
at the well has been conducted since 2007 to restore the pressure in the well to a level 
suitable for production. CO2 injection began in December 2009 in well B-19-10 #2 at the 
30 
rate of 46.5 tons/day. Injection of CO2 was stalled between the periods from 30 
December 2009 to 26 January 2010, because of some problems with the triplex pump. 
The average injection rate of CO2, including maintenance time for equipment, was 
stabilized at 31.5 tons/day. The history of CO2 injection, from December 2009 to 
September 2010, is shown in FIGURE 3.4. A total of 8,036 tons of CO2 (7,500 tons plus 
cushion) had been injected into the pilot well at the end of the injection. The record of 
well head stress at Well B-19-10 #2 from the beginning of CO2 injection to the end of the 
injection is shown in FIGURE 3.5.  
In the first month of CO2 injection, the well head pressure increased from 2,400 
psig to 3,800 psig. After CO2 injection was resumed on 27 January 2010, the range of 
well head is between 3,800 psig and 4,200 psig. Passive tests were conducted at the 
Citronelle Oil Field in December 2009 with the start of significant CO2 injection, and 
during steady CO2 injection in March 2010, May 2010 and September 2010, respectively. 
Water injection was switched back on immediately after CO2 injection finished. In 
addition, measurements were made after CO2 injection in November 2010, March 2011 
and May 2011, respectively. A summary of the monitoring history at the Citronelle Oil 
Field is shown in TABLE 3.1. The monitoring results are presented in section 3.3 in the 
form of shear wave velocity profiles. 
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FIGURE 3.4: Record of CO2 injection during Phase II at Well B-19-10#2.  
 
 
FIGURE 3.5: Well head stress at Well B-19-10#2 during CO2 injection 
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TABLE 3.1: Summary of monitoring history at the Citronelle Oil Field 
Test No. Injection Monitoring Date 
1 Water 8-10 October 2008 
2 Water 21-22 January 2009 
3 Water 15-16 June 2009 
4 CO2 9-10 December 2009 
5 CO2 11-12 March 2010 
6 CO2 18-19 May 2010 
7 CO2 8-9 September 2010 
8 Water 17-18 November 2010 
9 Water 16-17 March 2011 
10 Water 17-18 May 2011 
 
3.2.3 Statistical Analysis Model 
Because the monitoring involved all three stages of the injection process, namely, 
water injection (pressure building), CO2 injection, and post injection, it is of interest to 
interpret the results at different stages. For each stage, at least three monitoring tests were 
performed. For a first order analysis, basic statistical parameters will be used to study the 
effect of pressure building at the field. 
Statistical analysis is conducted by finding the average shear velocities at 
different depths for each test group along the two test lines. The average values, ?̅?, were 
determined as (Davis 1986; Rétháti 1988) 
1
1 N
i
i
v v
N =
= ∑   (1) 
where 𝑣𝑖 represents the speed data at the corresponding depth for each test group, and 𝑁 
represents the total number of tests in each group. After calculating the average shear 
wave velocities, the standard deviations of the corresponding data are given by 
2
1
1 ( )
N
i
i
v v
N
σ
=
= −∑   (2) 
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The average and standard deviation values were then used to compute the 
coefficient of variation (COV): 
vc v
σ
=   (3) 
The COV illustrates how far a set of numbers approximate the average value for 
the statistical distribution between the three tests of data in each group. The lower the 
COV, the data points at the corresponding depth for each test group tend to be closer to 
the average value. The entire project represents a continuous pressure building process at 
the oil field. The pressure built-up will slowly dissipate throughout the oil bearing layer. 
Due to the presence of an anhydrate layer, the CO2 remains within the oil bearing rock. 
As long as the anhydrate retains its integrity, the pressure in the oil layer will be higher 
than in the strata layers. 
3.3. Results and Discussion 
3.3.1 Shear-Wave Velocity Determination 
Each sensor line has 24 survey points, and is referred to as 24 channels in data 
processing. The channel number of survey line 1 increases as the position of the wells 
from north to south, while survey line 2 increases from northeast to southwest. The data 
collected from each survey line were divided into seven groups: Channel 1 to Channel 18 
as Group 1, Channel 2 to Channel 19 as Group 2, Channel 3 to Channel 20 as Group 3, 
Channel 4 to Channel 21 as Group 4, Channel 5 to Channel 22 as Group 5, Channel 6 to 
Channel 23 as Group 6, and Channel 7 to Channel 24 as Group 7. 
The data of shear wave velocity profiles were computed using SeisOpt ReMi 
software (Optim 2006): First, wavefield transformation data processing (ReMi Vspect 
module) was used to process the time domain data acquired in the field. Secondly, an 
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interactive Rayleigh-wave dispersion-modeling was performed to generate a 1-D model 
of shear-wave velocity for each set of traces. In data processing, dispersion curves were 
picked from the p-f results (Louie 2001). The shear-wave velocity curve for each test line 
was obtained from an averaging of the seven data groups. Typical average shear-wave 
velocity profile versus depth measured from survey line 1 is shown in FIGURE 3.6. The 
generated profile has a total of 14 strata. Measurements of shear-wave velocity to depths 
around 12,500 ft (3,810 m) (oil bearing Donovan Formation) were achieved. As 
discussed previously, most of the injection pressures were retained within the oil layer 
around 12,500 ft (3,810 m). If the anhydrite barrier maintained its leak-prevention, a 
pressurization of the strata above the oil bearing layer may be expected. 
 
FIGURE 3.6: Average shear-wave velocity profiles versus depth from survey line 1, 8-9 
September 2010. 
 
In order to compare the changes of the shear-wave velocity obtained from the 
geophysical tests, the data were divided into three groups:  before CO2 injection, during 
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CO2 injection, and after CO2 injection. Test results of shear wave velocity versus depth 
curves along the two survey lines are shown in FIGURE 3.7 through FIGURE 3.12. Error 
bars were used to indicate the deviation of shear-wave velocity in the measurements. 
FIGURE 3.7 and FIGURE 3.8 show the test results of average shear-wave velocity 
versus depth curve between test 1, 2 and 3 for survey line 1 and 2, respectively. FIGURE 
3.9 and FIGURE 3.10 show the test results for test 4, 5, 6 and 7, for survey line 1 and 2 
respectively. Wave speed results of the last four layers shown in FIGURE 3.9 and 
FIGURE 3.10 are higher than the corresponding results shown in FIGURE 3.7 and 
FIGURE 3.8. The increase in shear-wave velocity is associated with CO2 injection, which 
caused an increase in the effective stresses in layers above the injection zone 
(pressurization). Notice that the pressures at the oil layer for tests 4, 5, 6 and 7 are slightly 
lower than during CO2 injection. Also note that the pressures at the oil bearing layer in 
FIGURE 3.11 and FIGURE 3.12 are lower than in FIGURE 3.9 and FIGURE 3.10. This 
is interpreted as the injection pressure is mobilizing the migration of oil. The deviations 
on the graphs shown in FIGURE 3.11 and FIGURE 3.12 are significantly smaller 
indicating that the strata pressurization has stabilized. A reduction of the strata pressure 
(shear-wave velocity) could mean a likely leak occurring within the system. 
The shear wave velocities at the Donovan and the well head stress at CO2 
injection well have been normalized, as shown in FIGURE 3.13. Assuming the shear 
wave velocity is a good representation of the stress level within the oil bearing stratum. 
The well-fitting of the two kinds of data represents the shear-wave velocity and stresses 
within the reservoir have been consistent through the injection process. 
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FIGURE 3.7: Average shear-wave velocity profile versus depth from survey line 1 before 
CO2 injection, average of test 1, test 2 and test 3. 
 
 
FIGURE 3.8: Average shear-wave velocity profile versus depth from survey line 2 before 
CO2 injection, average of test 1, test 2 and test 3. 
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FIGURE 3.9: Average shear-wave velocity profile versus depth from survey line 1 during 
CO2 injection, average of test 4, test 5, test 6 and test 7. 
 
 
FIGURE 3.10: Average shear-wave velocity profile versus depth from survey line 2 
during CO2 injection, average of test 4, test 5, test 6 and test 7. 
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FIGURE 3.11: Average shear-wave velocity profile versus depth from survey line 1 after 
CO2 injection, average of test 8, test 9 and test 10. 
 
FIGURE 3.12: Average shear-wave velocity profile versus depth from survey line 2 after 
CO2 injection, average of test 8, test 9 and test 10. 
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FIGURE 3.13: Normalized well head pressure at well B-19-10#2 during CO2 injection 
with geophysical test data. 
 
3.3.2 Statistical Analysis and Interpretation 
In order to understand the pressurization history of the Citronelle injection 
experiment, an evaluation of the statistics of the field geophysics data is performed. The 
statistics were computed based on results presented in section 3.2.3. The measured well 
head stresses during CO2 injection from February to September 2010, were also 
evaluated by statistical analysis. The COV value of the well head stresses is 0.019. 
Before CO2 injection, average shear-wave velocities for survey line 1 were found 
ranged from 1,329.8 to 12,392.1 ft/s (405.3 to 3,777.1 m/s). The standard deviations of 
the data ranged from 70.9 to 1,133.3 ft/s (21.6 to 345.4 m/s). The COV of the recorded 
velocities varied with depth from 0.04 to 0.17. Before CO2 injection on survey line 2, the 
average shear-wave velocities are ranged from 1,334.0 to 12,667.2 ft/s (406.6 to 3,861.0 
m/s). The standard deviations of the data ranged from 74.4 to 492.1 ft/s (22.7 to 150.0 
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m/s). The COV of the recorded velocities varied with depth from 0.03 to 0.08. The 
statistical data calculated in before CO2 injection on both survey line 1 and 2 are shown 
in TABLE 3.2, and graphically presented in FIGURE 3.7 and FIGURE 3.8, respectively. 
During CO2 injection, average shear-wave velocities for survey line 1 were found 
ranged from 1,339.4 to 11,365.0 ft/s (408.2 to 3,464.1 m/s) and increased with depth. The 
standard deviations of the data ranged from 38.5 to 755.0 ft/s (11.7 to 230.1 m/s). The 
COV of the recorded velocities varied with depth from 0.03 to 0.15. During CO2 
injection on survey line 2, the average shear-wave velocities are ranged from 1,338.0 to 
11,570.3 ft/s (407.8 to 3,526.6 m/s). The standard deviations of the data ranged from 89.2 
to 660.3 ft/s (27.2 to 201.3 m/s). The COV of the recorded velocities varied with depth 
from 0.03 to 0.20. The statistical data calculated in during CO2 injection on both survey 
line 1 and 2 are shown in TABLE 3.3, and presented in FIGURE 3.9 and FIGURE 3.10, 
respectively. 
After CO2 injection on survey line 1 found average shear-wave velocities that 
ranged from 1,378.9 to 11,108.8 ft/s (420.3 to 3,386.0 m/s) and increased with depth. The 
standard deviations of the data ranged from 15.5 to 109.2 ft/s (4.7 to 33.3 m/s). The COV 
of the recorded velocities varied with depth from 0.002 to 0.03. After CO2 injection on 
survey line 2, found average shear-wave velocities ranged from 1,416.6 to 11,235.8 ft/s 
(431.8 to 3,424.7 m/s). The standard deviations of the data ranged from 15.8 to 289.1 ft/s 
(4.8 to 88.1 m/s). The COV of the recorded velocities varied with depth from 0.001 to 
0.07. The statistical data calculated in after CO2 injection on both survey line 1 and 2 are 
shown in TABLE 3.4 and are presented in FIGURE 3.11 and FIGURE 3.12, respectively.  
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The two monitoring lines performed to help determine possible directional effects 
at the oil field: the first line indicated likely north-east direction pressurization, and the 
second line indicated likely northeast-southwest direction pressurization. The direction 
selection is constrained by available monitoring locations. Comparing the average 
velocity at the oil bearing layer indicated that it reached 12,392.1 ft/s (3,777.1 m/s) 
during water injection, 11,365.0 ft/s (3,464.1 m/s) during CO2 injection, and slightly 
dropped to 11,108.8 ft/s (3,386.0 m/s) post CO2 injection. Whereas for survey line 2, the 
velocity reached 12,667.2 ft/s (3,861.0 m/s) during water injection, 11,570.3 ft/s (3,526.6 
m/s) during CO2 injection and dropped to 11,235.8 ft/s (3,424.7 m/s) post CO2 injection. 
The drop in velocity (pressure) may be an indication of possible mobilization of the oil, 
hence may be an indication of increased oil production. Comparing survey line 1 and 2, it 
may be concluded that the pressure build ups are almost identical in both directions 
indicating uniform build-up of pressures at all directions. 
The COV value of the wave speed at the oil bearing layer is used as an indication 
of the stabilization of the strata pressurization process: as the oil bearing layer pressure is 
building up, a larger COV value is expect. A latter drop in COV indicates stable and 
sustained pressure in the oil bearing rock. This is shown in FIGURE 3.7 through 
FIGURE 3.12 for both survey line 1 and 2. It is especially notable for the post CO2 
injection stage, where the COV values are shown to be 0.01 for survey line 1 and 0.001 
for survey line 2. This contrasts to initial water injection stage, where COV values are 
0.07 for survey line 1 and 0.03 for survey line 2. The COV values for the strata pressures 
above the oil bearing layer also showed similar behaviors of reduced values due to 
pressure build up. However, it is also noticed that strata pressure above the oil bearing 
45 
layer is increased as contrast to the drop in pressure within the oil bearing layer. For 
survey line 1, the pressure immediately above the oil bearing layer increased from 
8,144.6 ft/s (2,482.5 m/s) initially, to 9,512.9 ft/s (2,899.5 m/s), and finally, to 9,963.7 
ft/s (3,036.9 m/s). For survey line 2, the pressure immediately above the oil bearing layer 
increased from 8,207.6 ft/s (2,501.7 m/s), to 9,664.0 ft/s (2,945.6 m/s), and finally, to 
9,935.8 ft/s (3,028.4 m/s). This observation may be an indication that the oil pressure is 
stressing (possible lifting) the above-strata and resulting in wave speed increase. 
COV values for before and after CO2 injection stages, for both survey line 1 and 2 
are not consistent indicating the pressure distribution at Citronelle at the time of injection 
study is directional. COV values obtained from before and during CO2 injection are 
larger than the COV of well head stresses (0.019). The COV values from after CO2 
injection stage are similar as the COV values of well head stresses, indicates the effective 
stresses inside the reservoir are stabilized during after CO2 injection. 
3.4. Summary 
The proposed passive DoReMi technique was shown to detect the strata wave 
speed changes successfully. Being passive, the method relies on consistent input sources 
and usually focuses on low frequency band width signals. With only two survey lines, 
current study does not have the resolution to establish the migration of CO2 through the 
oil field, which can be accomplished with additional data pick ups. Steiner et al. (2008) 
has successfully used synchronized measurement to localize microtremors. The COV 
value analysis has shown to indicate velocity change at different stages of injection and 
may further develop into index such as  ∆𝑣 𝑣⁄ . 
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Carbon sequestration through injection into Citronelle Oil Field is an effective 
method to reduce atmospheric CO2. A proper monitoring technique is necessary to 
monitoring the CO2 injection process and to provide information about the geomechanic 
stability of the storage reservoir.  
The ability of the passive DoReMi technique to monitor the CO2 sequestration 
process in the heterogeneous oil reservoir, Citronelle Oil Field, has been explained and 
demonstrated through the wave speed profiles. The technique is a novel and cost-
effective surface Rayleigh wave monitoring method and is deemed able to provide 
information on the pressure response of the reservoir. The shear wave velocities are for 
before, during, and after CO2 injection in the field, with notable changes of the shear 
wave velocity indicating that the reservoir pressure has gradually influenced the Rodessa 
oil bearing layers. The results can be used to indicate the total stress distribution at 
Citronelle, which is an important factor to prove significant geomechanical deformation 
has not occurred. 
Finally, the COV value of the shear wave velocity change is observed to drop 
during the CO2 injection experiment and can be used as an indication of oil field stability 
during the CO2 injection operation. The proposed passive DoReMi and COV value of 
shear wave velocity changes have the potential for long term monitoring of the strata 
stress change throughout the field operations.  
 
CHAPTER 4: METHODOLOGY 
 
 
4.1. Introduction 
In this chapter, the MDOF dynamic linear models used to simulate wave 
propagation in a simulated geo-media are described. The strata profile of the Citronelle 
Oil Field was divided into several layers of simulated lumped mass-spring-dashpots with 
assumptions made about the spring constant, mass and damping. The MDOF modeling is 
shown in FIGURE 4.1 and the experimental design is shown in TABLE 4.1. The 
excitation source is the vibration of an ESP, which is commonly used in petroleum 
production. The status of the CO2 may be a multi-phase blend with in-situ oil-in-place 
and injection water under certain temperature and pressure at depth. As a result, instead 
of pure CO2, the model was assumed multiphase, gas/water/oil mixtures with in-situ 
pressure, which is simplified into layer stiffness amplification. 
 
TABLE 4.1: Experimental design 
 
Multi-harmonic 
Excitation 
 
Material properties 
Linearity Nonlinearity 
Soft 
Hard 
Hard 
Multiphase (K, 1.2K, 1.4K, 
1.6K, 1.8K and 2.0K) 
Soft 
Hard 
Hard 
Multiphase (K, 1.2K, 1.4K, 1.6K, 
1.8K and 2.0K) 
Oil bearing phase 
transition Gas ↔ Liquid → Solid 
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Shale/Residuum
Salt Mountain
Saline/Sand
Calcite/Sand
Rock
Oil bearing
Excitation 
source: ESP
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FIGURE 4.1: The MDOF Model and its Free Body Diagrams 
 
Runge-Kutta method was employed to solve the equations of motion for the 
MDOF model. Commercial software, Matlab, was used to develop the program to 
conduct numerical simulation and the software structure as shown in FIGURE 1.2. The 
results of the numerical simulation were analyzed in both time domain and frequency 
domain. 
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4.2. Lumped Mass Modeling Assumptions and Algorithm 
4.2.1 The Equations of Motion 
For the MDOF model shown in FIGURE 4.1, the masses are constrained to move 
only vertically, and there is no horizontal motion. With the assumption that soil layers 
can be modeled as concentrated masses, the equations of motion can be established by 
Newton’s Second Law. In FIGURE 4.1, the masses are numbered as 𝑚11, 𝑚22, …, 𝑚𝑛𝑛 
from top to bottom; similarly, the damping coefficients, 𝐶1, 𝐶2, …, 𝐶𝑛, and the layer 
stiffnesses, 𝐾1, 𝐾2, …, 𝐾𝑛, are also named from top down. The equation of motion for the 
system in dynamic equilibrium can be written as: 
 uF Q D M− − =  (4) 
where F is the applied external force and Q is the spring force due to the stiffness of the 
lumped mass and D is the damping force. These forces are acting on the mass M, with 
resulting acceleration of the mass, ?̈?. Equations of motion for adjacent layers would be 
coupled reactions as a result of the layer interactions. For the lumped masses and spring 
model shown in FIGURE 4.1, the equations of motion for all layers can be written as: 
 
1 1
1 1 1 2 1 1 1 2 1 1
1 1 1 1 1 1 1 1
1 1 1 2 1 2
( )
( ) ( ) 0
( ) ( ) 0
( )
n n n n n n n n n n n
n n n n n n n n n n n n n n n n
i i i i i i i i i i i i i i i i
u
u
u
M C u C u K u K u F t
M C u C C u C u K u K K u K u
M C u C C u C u K u K K u K u
M C C u C uu
− −
− − − − − − − − − −
− + + + − + + +
+ − + − =
− + + − − + + − =
− + + − − + + − =
+ + −


  
   
   
  2 1 2 1 2 2( ) 0K K u K u+ + − =
(5) 
where 𝑖 denotes the element number and 𝑛 is the total number of degrees of freedom. 𝐾𝑖 
is the stiffness coefficient and 𝐶𝑖 is the damping coefficient. 𝐹𝑛(𝑡) is the applied external 
force at layer n, which is a time-dependent function. Equation (5) can be rewritten in 
matrix form: 
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 [ ] { } [ ] { } [ ] { } { }M C u K uu F⋅ + ⋅ + ⋅ =   (6)     
where 
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where [ ]M , [ ]C  and [ ]K are the mass matrix, the damping matrix and stiffness matrix, 
respectively, and they are 𝑛 × 𝑛 matrices; [ ]u , [ ]u , [ ]u and [ ]F  are displacement, 
velocity, acceleration and external force functions, respectively, and they are vector 
arrays of 𝑛 entries. 
Equation (5) is a set of simultaneous equations, which can be solved once for each 
time step using numerical methods (e.g. Runge-Kutta method and Linear-Acceleration 
method, etc.) and will be presented next. 
4.2.2 Numerical Analysis 
According to the mathematical treatments of differential equations of motion, the 
numerical methods for solving such equations can be classified into two types: implicit 
and explicit. The fundamental differences in explicit and implicit solutions for dynamic 
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problems are that explicit solvers solve one step at a time and implicit solvers address the 
entire process simultaneously. As a result, implicit schemes require assemblies of large 
matrices and can be hard on computation time.  In order to make the convergence of the 
mathematical equations, very small time steps are needed in the explicit methods. 
Therefore, the explicit methods take longer solution time to solve the problems than the 
implicit methods. Even though time consumption is the disadvantage of explicit method, 
the explicit method is more suitable for dealing with partial differential equations that 
need special treatments. 
Several numerical methods for solving the differential equations of motion were 
introduced in Berg (1989). The methods include the linear-acceleration method, the 
Adams-Stoermer method, special linear-acceleration method, the Newmark Beta method, 
Runge-Kutta method, and Milne Predictor-Corrector method. In order to check the size of 
numerical error, the author examined the solutions of two specific problems by some of 
the numerical methods and compared them with the exact analytical solutions. It can be 
shown that Runge-Kutta gives the best accuracy, with maximum error decreasing as ℎ4, 
where ℎ is a time step.  
Runge-Kutta method is a stable algorithm, very efficient and easy to program, 
because the main calculation processes of the method are matrix multiplication and 
addition. The accuracy of the fourth order Runge-Kutta method for solving differential 
equation depends on the step size used. The local truncation error involved in the fourth 
order Runge-Kutta method is 𝑶(ℎ5), while the final global error is on the order of 𝑶(ℎ4) 
(Mathews and Fink 2004). Runge-Kutta method was widely used in numerical 
simulations (Rezaiguia et al. 2010; Smith 1975; Tu et al. 2001). 
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Runge-Kutta Method, which is an explicit method based on step-by-step direct 
integration, may be adopted in solving the differential equations of motion for the 
dynamic problems (Berg, 1989). The number of simultaneously solved equations is 
proportional to the degrees of model. The equation of motion for each layer can be 
expressed by its acceleration as: 
 ( , , )i i if u u tu =   (14)  
Equation (14) shows that the acceleration is a function of the velocity and the 
displacement of each mass. Because the equations of the two adjacent masses are 
ordinarily coupled, these equations for MDOF model must be assembled and solved 
simultaneously.  The detailed form of Equation (14) is written as, 
 , , 1, , 1, , 1, 1, , 1, , 1, , 1, 1,,
( ) ( )i t i t i t i t i t i t i t i t i t i t i t i t i t i t i t
i t
i
F K u K K u K u C u C C u C u
M
u − + + + − + + +
− + + − − + + −
=
  
 (15) 
Equation (15) shows that the acceleration of the lumped mass can be determined 
by its resultant force divided by its mass. 𝐹𝑖,𝑡 is the total applied force acting on each 
mass, and the stiffness coefficient and the damping coefficients of the lumped masses are 
time-dependent parameters in Equation (14), which is simplified as: 
 i i ii
i
F Q D
M
u − −=  (16) 
The procedure of Runge-Kutta method is to determine the weighted averages of 
acceleration through trial calculation at each time step. The fourth-order Runge Kutta 
method is employed and four evaluations of the function 𝒇 per time step are needed. The 
calculation of the Fourth-Order Runge Kutta Method in each time step is as follows: 
1. Compute four trial changes in velocity: 
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where ℎ is the time step. Trial stages 𝑘1, 𝑘2, 𝑘3 and 𝑘4 will be used as average factors to 
project the displacement and velocity at the end of each time interval. 
2. Compute displacement at a subsequent time: 
 1 2 3, 1 , ,( )6i p i p i p
k k ku u h u+
+ +
= + +  (18) 
(Subscript 𝑝 represents each time step) 
3. Compute velocity at the subsequent time: 
 ( )1 2 3 4, 1 ,
2
6i p i p
k k k k
u u+
+ + +
= +   (19) 
4. Compute acceleration at subsequent time using Equation (5). 
The fourth-order Runge-Kutta method flow chart is shown in FIGURE 4.2: 
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FIGURE 4.2: Fourth-order Runge-Kutta method flow chart 
 
4.2.3 Mass, Stiffness and Damping for Each Layer 
FIGURE 4.3 shows an example of idealized horizontal layered soil profile, 
consists of 𝑛 sublayers having different material properties. The soil profile is composed 
of a series of lumped masses and connected by springs and dashpots.  
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FIGURE 4.3: Idealized horizontal layer soil profile 
 
For an element in the assumed MDOF model, the cross-sectional area of the 
element is assumed to be unity, then, the axial stiffness of the ith layer is 
 /i i ik E h=  (20) 
where iE  is the elastic modulus of the i
th layer; ih  is the thickness of the i
th layer. 
Similarly, for an element in the assumed MDOF model, the mass of the ith layer is 
 /i i i i im h h gρ γ= =  (21) 
where iρ  is the density of the i
th layer; iγ is the unit weight of the i
th layer. 
Damping of each layer in the lumped mass model is typically related to the mass 
and stiffness of the corresponding layer. Rayleigh damping was first proposed by 
Rayleigh in 1877 (1945, reprint) and later expanded for damped linear and nonlinear 
dynamic systems (Caughey 1960; Caughey and O’Kelly 1965; Hashash and Park 2002; 
Idriss and Seed 1970; Park and Hashash 2004; Phillips and Hashash 2009). The general 
formulation of traditional damping matrix is given as: 
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 0 1] ][][[C a M a K= +  (22) 
where 𝑎0 and 𝑎1 are damping coefficients. 
Considering the radial energy dissipation, in our model, the damping coefficient 
of each layer is expressed as: 
 ii i i i i i i i
i
Ec v E M kρ ρ ρ
ρ
= = = =  (23) 
where 𝑐𝑖 is the damping coefficient of layer 𝑖; 𝑣𝑖 is the longitudinal wave velocity of the 
ith layer. The general formulation of damping matrix is given as: 
 [ ] iC c=  (24) 
When a P-wave ray is incident on an interface with acoustic impedance contrasts, 
reflected and refracted P-waves are generated. Additionally, some of the energy of P-
wave is converted into reflected and transmitted S-wave rays, the detail introduction can 
be found in Kearey et al. (2002). In our model, the reflection and refraction of waves are 
ignored and are truncated by reduced sampling time. 
In summary, once the geometry and material properties of the rock layers are 
known, the mass and stiffness of each layer can be obtained by using Equations (20) and 
(21). Then, according to the details of the equations of motion, the mass, stiffness and 
damping coefficient matrices of the lumped mass system can be determined. When the 
input motion at the bottom are known, and the evaluation of the dynamic response of the 
MDOF lumped model can be solved by the Runge-Kutta method. 
4.2.4 Time Domain and Spectral Domain Analyses 
Since time domain analysis is conducted in the MDOF model, we can simulate 
the sequence of wave propagating through the rock layers. In general, the frequency of 
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the wave may change when it crosses different mass media. However, the changes of the 
frequencies are not easily identifiable in time domain. In order to obtain the frequency 
response of signal received on the ground, Fourier transformation should be conducted on 
the time domain signals. 
An algorithm of Fast Fourier Transformation (FFT) is used to compute the 
Discrete Fourier Transform (DFT) and its inverse, and the FFT will be employed for 
frequency spectrum analyses. The DFT of a finite discrete signal  ( )x n ,  0,1, , 1 n N= … −
is defined as: 
 ( )
1
2 /
0
( )  
N
j kn N
n
X k x n e π
−
−
=
=∑  (25) 
where  0,1, , 1 k N= … − ,  ( )x n is the displacement versus time obtained from the MDOF 
model, and ( ) X k  is the transformed frequency spectrum of the  ( )x n . 
Frequency spectra of the signals received on the ground surface were obtained 
from the Fourier transform. The frequency range of the simulation can be used to guide 
the sensor selection in actual geophysical testing in oil field. Spectral analysis of stress 
wave propagations is conducted to delineate wave components and at the same time, 
establish the spectral amplitude ratios.   
4.2.5 Sensitivity Effects of the MDOF Model 
First of all, the influence of the layer number of the MDOF model was studied. 
The sensitivity analysis was performed by using the same parameters of rocks and 
changing the number of layers. A best suitable layer number for the proposed model was 
determined. 
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We define sensitivity as the amplitude ratio between the vibration level at the 
excitation source layer and the top layer, where sensor is placed.  The amplitude ratio 
represents sensitivity requirement and the value is then used to establish the required 
geophone sensitivity requirement.  
A result of the assumption about field condition change is that the 
acceleration/velocity/displacement correlations may change during CO2 injection as a 
result of rock stress and pore fluid pressure change. To demonstrate this effect, different 
variables are derived from the spectral data and observed for possible correlations to 
condition changes. Numerical sensitivity analysis of the MDOF model on dynamic 
response of input motion, for different CO2 injection phases and oil bearing layer’s 
parameters, will be presented in Chapter 5. 
4.3. Condition Change Using Dynamic Modeling and Micro-Seismic Measurements 
For a single degree of freedom (SDOF) model, the frequency of the model is 
influenced by the mass and elastic modulus. FIGURE 4.4 show the frequency increases 
of SDOF model due to the increases of stiffness (all parameters normalized). This 
phenomenon forms the basis of this study where the geomedia is assumed to be made up 
of layers of different rock formations. The interactions between the injected CO2 flow, 
the porous rock matrix, residual oil and fluid resulted from previous water flood during 
secondary production, are assumed to be reflected in the stiffness change.  There may be 
a chance that the interactions may change the damping effect of the material, however, 
damping is a very complex phenomenon and material damping changes will not be 
considered in this study.  The effects of stiffness change for MDOF system are more 
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complex than the SDOF system, the simulation results should reflect on the overall 
property changes of the propagating waves. 
 
FIGURE 4.4: Frequency shift due to stiffness reduction 
 
As CO2 injected into oil bearing layer, the pump vibration can be considered as a 
vibrator. Wave caused by the vibration will propagate through geo-media in all 
directions. One direction is along the well body; these kinds of waves are not studied, 
because they are relatively high frequency and do not carry the information of 
overburden strata. Hence, during the field study, the sensors were placed away from the 
well head (larger than 10 ft or 3 m) and collected information about the ground vibration. 
Due to the dense hard rock, the oil may migrate or may not migrate in the oil 
bearing layer. When the oil migrates in the oil layer, pressure at the producing layer will 
decrease slightly resulting in the stiffness of oil bearing layer decrease. When no oil 
migrates in the oil bearing layer, the stress of the oil bearing layer and the overburden 
layers will increase. Therefore, the numerical MDOF model will simulate the changing 
stiffness of both oil bearing layer and overburden strata. 
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The simulated strata formation of Citronelle Oil Field is shown in TABLE 4.2. 
The corresponding parameters, including elastic modulus, density and thickness of layer, 
of MDOF model for the site are also summarized in the table.  
TABLE 4.2: Parameters of the strata formation 
 
Part 
# 
Thickness 
(m) 
# of 
Layers Type 
Mass Density 
(kg/m3) 
Modulus of 
Elasticity 
(kN/m2)  
Stiffness 
(kN/m) 
1 609.6 10* Shale/Residuum 2701 3275332 4992* 
2 304.8 5* Salt Mountain 2701 10921900 16645* 
3 914.4 15* Rock 2701 22289592 33969* 
4 304.8 5* Saline/Sand 2501.5 28098195 42822* 
5 1097.28 18* Calcite/Sand 2501.5 34887636 53169* 
6 243.84 4 Oil bearing 2501.5 38557605 58762* 
7 … … Source Rock … … … 
* Considered variable in parametric study. 
The nodes of the MDOF model are named from top to bottom, respectively. The 
vibration time of the input signal (FIGURE 4.5) is 1 second with sampling time at 0.0005 
second and is applied at the last node. The computation time of the numerical simulation 
is 10 seconds. The input signal is composed of 20 sinusoids with different frequencies, 
including 1, 1.5, 3, 7, 9, 11, 15, 19, 28.5, 29, 31, 34, 38, 43, 45, 53, 57, 58, 58.5 and 60 
Hz. The frequencies are randomly selected. The magnitude of applied force is assumed in 
the range of ± 675 lb (3,000 N) (This is established based on the assumption that the ESP 
pump stroke and its fixity with the surrounding rock resulted in a vertical motion that 
generates a cyclic force). Typical ESP provides consistent pump speed of around 60 Hz. 
The frequency domain of the input signal was obtained by taking FFT, as shown in 
FIGURE 4.6. Due to several frequency values closely spaced, only sixteen peaks are 
observed in this figure. 
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FIGURE 4.5: Time history of input signal 
 
FIGURE 4.6: Frequency domain of input signal 
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CHAPTER 5: SIMULATION RESULTS IN LINEAR CONDITION 
 
 
5.1. Introduction 
In the oil bearing injection scenario, it is critical to recognize that high fluid 
pressure (5 ksi or 34.5 MPa) is typically used, hence, we can simulate the stiffening of 
the layer due to pressurization. Prior geostability analysis indicated that field test results 
are consistent with the effective stress model, which is influenced by the injection 
pressure in the porous media (Chen and Qi 2009). When oil is displaced by water or gas, 
the mass of the layer will decrease only slightly. This is the basis of the Biot (1956a, 
1956b) condition. In numerical simulation, we will use stiffness changes for different 
combination of gas/solid/liquid phases. 
The physical properties of each layer may be changed due to CO2 injection and oil 
production, which will affect the wave propagating through the geomedia. The change of 
conditions will be modeled by effective stiffness change using a decoupled stiffness term 
 effective martix fluidK K K= +  (26) 
where 𝐾𝑚𝑎𝑡𝑟𝑖𝑥 accounts for the change in rock matrix, and 𝐾𝑓𝑙𝑢𝑖𝑑 will account for the 
pore fluid pressure. 
A very important observation in Biot’s reports is the presence of the low 
frequency and high frequency waves. Even though the MDOF model does not model 
directly the two waves, the two stiffness terms effectively includes two separate 
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conditions (the pore fluid pressure and the rock matrix changes) on the propagating 
waves. 
This chapter reports the observations of a series of numerical simulations using 
the proposed MDOF model in linear conditions only. To demonstrate the effect of 
parameter changes, we also propose to present the results in the form of tripartite spectral 
plots (TSP). The results of numerical simulation will be presented in the following forms: 
(1) Top nodes displacement, velocity and acceleration time series; 
(2) Top nodes spectral spectra; and 
(3) Top nodes TSP; 
5.2. Layer Assumption (Discretization Effect) Analysis 
In order to study the effect of layer number on the MDOF model, the model layer 
number was varied consistently from which 57 to 534, which represents layer thickness 
ranging from 200 ft (60.96 m) to 20 ft (6.096 m). 20 ft (6.096 m) is smaller than most 
microseismic wave lengths. The detailed information is summarized in TABLE 5.1. The 
total effective stiffnesses of the different layer models were kept constant, and the 
detailed derivation of the effective stiffness is discussed in Appendix A.  The input signal 
used in the linear model is described in previous chapter (shown in FIGURE 4.5). The 
plots of time histories of displacement, velocity and acceleration at Node 1 for the 
simulation models with ten different layers are shown in FIGURE 5.1, FIGURE 5.2, and 
FIGURE 5.3, respectively. The time history plots at Node 1 showed that the arrival time 
of the 534 layers model is longer than the 57 layers model. The frequency domains of the 
corresponding figures are shown in FIGURE 5.4, FIGURE 5.5 and FIGURE 5.6, 
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respectively, which showed that the higher frequencies were received at Node 1 when the 
thickness of the layer decreases.  
Twelve modes were selected from the frequency domain of displacement 
(FIGURE 5.7); the magnitude of different modes is plot with the layer numbers of 
MDOF model in FIGURE 5.7, which showed the displacement amplitude is converging 
when the layer number exceeds 300. Similar results were obtained from the frequency 
domain of both velocity and acceleration plots (FIGURE 5.8 and FIGURE 5.9). 
Therefore, the 534 layer model will be used for conducting the numerical simulation in 
both linear and nonlinear conditions. In this model, the thickness of sublayer for oil 
bearing layer is 200 ft (60.96 m), while 20 ft (6.096 m) for other sublayers. 
 
TABLE 5.1: Layer numbers of MDOF model 
Case # 1 2 3 4 5 6 7 8 9 10 
Total layers 57 110 163 216 269 322 375 428 481 534 
Thickness of 
sublayer (m) 60.96 30.48 20.32 15.24 12.192 10.16 8.709 7.62 6.773 6.096 
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FIGURE 5.1: Displacement time histories of Node 1 for models of different layer 
numbers 
 
FIGURE 5.2: Velocity time histories of Node 1 for models of different layer numbers 
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FIGURE 5.3: Acceleration time histories of Node 1 for models of different layer numbers 
 
FIGURE 5.4: Frequency domain of Node 1 displacement (corresponding to FIGURE 5.1) 
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FIGURE 5.5: Frequency domain of Node 1 velocity (corresponding to FIGURE 5.2) 
 
FIGURE 5.6: Frequency domain of Node 1 acceleration (corresponding to FIGURE 5.3) 
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FIGURE 5.7: Displacement amplitude of selected frequency modes for different layer 
numbers 
 
FIGURE 5.8: Velocity amplitude of selected frequency modes for different layer 
numbers 
0 100 200 300 400 500 600
0
0.2
0.4
0.6
0.8
1
1.2
x 10-5
Layer Number of MDOF Model
|D
is
pl
ac
em
en
t (
m
)|
 
 
0.12Hz
0.37Hz
0.55Hz
0.85Hz
1.16Hz
1.34Hz
1.53Hz
1.71Hz
1.83Hz
2.20Hz
2.62Hz
3.48Hz
0 100 200 300 400 500 600
0
0.5
1
1.5
2
2.5
3
3.5
4
x 10
-5
Layer Number of MDOF Model
|V
el
oc
ity
 (m
/s
)|
 
 
0.12Hz
0.37Hz
0.55Hz
0.85Hz
1.16Hz
1.53Hz
1.83Hz
2.20Hz
2.56Hz
3.78Hz
3.91Hz
4.21Hz
70 
 
FIGURE 5.9: Acceleration amplitude of selected frequency modes for different layer 
numbers 
 
5.3. Model Validation 
534 layers MDOF model selected from previous section was used to study the 
model in linear condition. In the linear model, the maximum displacement amplitude of 
Node 1 of each model is expected to increase with increasing loading magnitude. Seven 
loading amplitudes ranging from 675 lb (3,000 N) to 1,350 lb (6,000 N) were applied to 
the model and denoted as Case I through Case VII respectively. The design parameters of 
the numerical simulation are shown in TABLE 5.2. 
TABLE 5.2: Cases of MDOF models with different loading amplitudes 
Case # I II III IV V VI VII 
Unit (lb) 675 787.5 900 1,012.5 1,125 1,237.5 1,350 
Unit (N) 3,000 3,500 4,000 4,500 5,000 5,500 6,000 
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The displacement time histories of Node 1 are plotted in FIGURE 5.10, which 
indicated that as the loading force increases, the absolute amplitudes of displacement also 
increase. It is especially true for the absolute peak amplitudes. The maximum 
displacement amplitudes of the seven models in FIGURE 5.10 were selected to plot 
against the loading magnitudes shown in FIGURE 5.11, which shows that as the loading 
magnitude increases, the maximum displacement amplitude increases linearly. It 
indicates the MDOF model is good to perform numerical simulation in linear condition. 
Loading magnitude of 675 lb (3,000 N) was used for all model studies in later sections. 
 
 
FIGURE 5.10: Displacement time histories of Node 1 of Cases I to VII 
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FIGURE 5.11: Maximum displacement amplitude versus loading in linear MDOF model 
 
5.4. Baseline MDOF Model 
A Matlab script has been developed to compute the time domain response of the 
MDOF model. In the analysis of the 534 layer MDOF model, we establish the baseline 
response by using the parameters provided in TABLE 4.2. FIGURE 5.12 shows the 
displacement response of selected nodes from the model. 
The frequency domain of the corresponding plot shown in FIGURE 5.12 was 
computed by FFT and is shown in FIGURE 5.13 (up to 5 Hz). FIGURE 5.13 indicates 
that most high frequency signals have died out and only waves up to 4 Hz are transmitted 
to the top layer. The velocity and acceleration time histories of Node 1 of the baseline 
MDOF model are shown in FIGURE 5.14 and FIGURE 5.16, respectively. Frequency 
3000 3500 4000 4500 5000 5500 6000
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
x 10-5
Loading Magnitude (N)
M
ax
im
um
 D
is
pl
ac
em
en
t A
m
pl
itu
de
 (m
)
73 
domain responses of selected nodal velocity and acceleration time histories of the 
baseline MDOF model are shown in FIGURE 5.15 and FIGURE 5.17, respectively. 
 
 
FIGURE 5.12: Displacement time histories of selected nodes of baseline model 
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FIGURE 5.13: Frequency domain of selected nodes displacement (corresponding to 
FIGURE 5.12) 
 
FIGURE 5.14: Velocity time histories of selected nodes of baseline model 
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FIGURE 5.15: Frequency domain of selected nodes velocity (corresponding to FIGURE 
5.14) 
 
FIGURE 5.16: Acceleration time histories of selected nodes of baseline model 
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FIGURE 5.17: Frequency domain of selected nodes acceleration (corresponding to 
FIGURE 5.16) 
 
5.5. Oil Bearing Layer Effects 
5.5.1 Sensitivity to Oil Bearing Layer Stress Changes 
As CO2 is injected into the oil bearing layer, oil may not migrate resulting an 
stress increase in the oil bearing layer. The multi-physical phase change at the oil bearing 
layer is simplified into stiffness increase in the MDOF model. In order to study the 
influence of effective stiffness changes at the oil bearing layer, the term 𝐾𝑚𝑎𝑡𝑟𝑖𝑥 in 
Equation (26) has been kept as constant, while the term 𝐾𝑓𝑙𝑢𝑖𝑑 in Equation (26) has been 
increased to 0%, 20%, 40%, 60%, 80% and 100% of original stiffness of 𝐾𝑚𝑎𝑡𝑟𝑖𝑥. The 
corresponding simulations are defined as L Cases I-0 to I-5, respectively. This is a 
0 1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x 10-3
Frequency (Hz)
|A
cc
el
er
at
io
n 
(m
/s2
)|
 
 
Node 1
Node 101
Node 151
Node 301
Node 351
Node 531
Node 534
77 
significant simplification of the actual oil-water-gas-rock-pore pressure interactions, 
which is too complex to capture using the lumped massed model.  
The displacement time histories of Node 1 in the model are shown in FIGURE 
5.18. The corresponding frequency domain is shown in FIGURE 5.19 (up to 4 Hz). 
Frequency amplitude is used to indicate the effect of stiffness change. Spectral amplitude 
percentage difference (SAPD) is defined as: 
   0
 0
100%Case I i Case I
Case I
A A
A
− −
−
−
×  (27) 
where 𝐴𝐶𝑎𝑠𝑒 𝐼−𝑖 represents the frequency amplitude in 𝑖𝑡ℎ cases, 𝐴𝐶𝑎𝑠𝑒 𝐼−0 represents the 
frequency amplitude in the baseline model. 
 The SAPD for Node 1 displacement data due to the five stiffness increase 
scenarios are shown in TABLE 5.3. The SAPD represents the effect of stiffness increase 
at oil layer on the wave components at different frequencies. FIGURE 5.19 shows that as 
the oil bearing layer increases its stiffness, the displacement amplitude reduces for 
different frequency components. This is especially true for modes at 0.55, 0.85, 1.16, 
1.34, 1.53, 1.71, 1.83, 2.56 and 2.81 Hz. 
The velocity and acceleration time histories of Node 1 in the MDOF model are 
shown in FIGURE 5.20 and FIGURE 5.22, respectively, with the corresponding 
frequency spectra shown in FIGURE 5.21 and FIGURE 5.23, respectively. It is noted that 
there are some differences in the frequency domain, especially for the frequency signals 
ranged from 2.5 Hz to 3 Hz. The exact differences of the corresponding amplitude are 
shown in TABLE 5.4 and TABLE 5.5, for Node 1 velocity and acceleration data, 
respectively. 
78 
   It is noted that the energy distribution is not consistent throughout all 
frequencies, indicates SAPD changes are frequency dependent. In general, the SAPD 
difference of higher frequency is larger than the difference of lower frequency, which 
means the higher mode frequencies are being attenuated more than the lower frequencies. 
This observation is consistent with our understanding of wave propagation phenomenon.   
 
FIGURE 5.18: Displacement time histories of Node 1 of L Cases I-0 to I-5 
 
0 2 4 6 8 10
-8
-6
-4
-2
0
2
4
6
8
10
x 10-6
Time (Second)
D
is
pl
ac
em
en
t (
m
)
 
 
L Case I-0
L Case I-1
L Case I-2
L Case I-3
L Case I-4
L Case I-5
79 
 
FIGURE 5.19: Frequency domain of Node 1 displacement (corresponding to FIGURE 
5.18) 
 
FIGURE 5.20: Velocity time histories of Node 1 of L Cases I-0 to I-5 
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FIGURE 5.21: Frequency domain of Node 1 velocity (corresponding to FIGURE 5.20) 
 
FIGURE 5.22: Acceleration time histories of Node 1 of L Cases I-0 to I-5 
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FIGURE 5.23: Frequency domain of Node 1 acceleration (corresponding to FIGURE 
5.22) 
 
TABLE 5.3: SAPD for Node 1 displacement signal of L Cases I-0 to I-5 
Case # 
Stiffness 
of oil 
bearing 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
L Case I-0 100% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
L Case I-1 120% -0.97 -0.23 -0.81 -1.68 -2.15 -1.84 -3.79 -1.52 0.62 -0.94 -1.68 
L Case I-2 140% -1.69 -0.35 -1.40 -2.81 -3.96 -3.25 -5.98 -3.61 -0.33 -3.44 -3.30 
L Case I-3 160% -2.28 -0.66 -2.02 -3.77 -4.36 -4.28 -7.11 -6.12 0.47 -5.16 -5.32 
L Case I-4 180% -2.40 -0.90 -2.54 -4.54 -4.46 -5.28 -8.40 -8.24 -0.17 -6.70 -6.53 
L Case I-5 200% -2.36 -1.02 -2.89 -5.21 -4.70 -6.24 -8.67 -9.81 -0.76 -8.81 -7.65 
 
TABLE 5.4: SAPD for Node 1 velocity signal of L Cases I-0 to I-5 
Case # 
Stiffness 
of oil 
bearing 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
L Case I-0 100% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
L Case I-1 120% -2.51 -0.20 -1.18 -1.52 -2.23 -1.94 -2.03 -3.71 0.80 -1.53 -1.27 
L Case I-2 140% -3.98 -0.36 -1.95 -2.63 -3.90 -3.47 -3.62 -6.51 0.75 -3.85 -2.98 
L Case I-3 160% -5.08 -0.48 -2.56 -3.58 -5.03 -4.75 -4.92 -8.74 0.24 -6.19 -4.60 
L Case I-4 180% -5.71 -0.62 -2.99 -4.31 -5.93 -5.79 -5.89 -10.43 -0.32 -8.36 -6.15 
L Case I-5 200% -6.12 -0.69 -3.37 -4.91 -6.51 -6.62 -6.60 -11.89 -1.06 -10.20 -7.51 
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TABLE 5.5: SAPD for Node 1 acceleration signal of L Cases I-0 to I-5 
Case # 
Stiffness 
of oil 
bearing 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
L Case I-0 100% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
L Case I-1 120% -3.44 -0.36 -1.08 -1.55 -2.23 -1.98 -2.00 -3.60 0.88 -1.64 -1.40 
L Case I-2 140% -6.35 -0.69 -1.82 -2.75 -3.78 -3.56 -3.55 -6.39 0.85 -4.03 -3.17 
L Case I-3 160% -8.63 -0.97 -2.36 -3.69 -4.90 -4.82 -4.75 -8.56 0.45 -6.41 -4.89 
L Case I-4 180% -10.39 -1.20 -2.76 -4.45 -5.74 -5.84 -5.70 -10.28 -0.08 -8.57 -6.45 
L Case I-5 200% -11.76 -1.39 -3.08 -5.06 -6.40 -6.68 -6.47 -11.67 -0.65 -10.46 -7.81 
 
 
The lumped mass model provides an approximate solution for wave propagation 
induced by the assumed input signal in the CO2-EOR project and also demonstrated that 
the change in condition due to carbon injection can be detected using surface wave 
monitoring technique. 
5.5.2 Influence of Oil Producer Stiffness Reduction 
As CO2 injected into oil bearing layer, oil may migrate, it means the stress of the 
oil bearing layer may decrease slightly, and resulting in decreased stiffness. To simulate 
the effect, stiffness has been decreased by 50% of its original stiffness. The 
corresponding simulations are described as L Case 50. We also present the result of 
stiffness increase by 50% and denote as L Case 150. The first case is used to simulate the 
oil migration in the oil bearing layer, the stress and stiffness of the oil bearing layer is 
decrease; the second case is used to simulate where no oil migration in the oil bearing 
layer and the stress and stiffness of the oil bearing layer are increased. 
Time histories of displacement, velocity and acceleration at Node 1 are shown in 
FIGURE 5.24, FIGURE 5.26 and FIGURE 5.28, respectively. The corresponding 
frequency domains are shown in FIGURE 5.25, FIGURE 5.27 and FIGURE 5.29, 
respectively, which show the differences of spectral amplitudes at higher frequencies are 
83 
more obvious for velocity and acceleration plots than the displacement plot. This 
observation is significant because it implies the sensor type selection is important, at least 
in theory. 
 
 
FIGURE 5.24: Displacement time histories of Node 1 of L Cases 50 to 150 
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FIGURE 5.25: Frequency domain of Node 1 displacement (corresponding to FIGURE 
5.24) 
 
FIGURE 5.26: Velocity time histories of Node 1 of L Cases 50 to 150 
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FIGURE 5.27: Frequency domain of Node 1 velocity (corresponding to FIGURE 5.26) 
 
FIGURE 5.28: Acceleration time histories of Node 1 of L Cases 50 to 150 
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FIGURE 5.29: Frequency domain of Node 1 acceleration (corresponding to FIGURE 
5.28) 
 
5.6. Influence of the Saline and Calcite Layers 
An important observation made at the Citronelle field study is the significant 
effect of CO2 injection to the stress changes in the above oil producing strata. In order to 
study the influence of stiffness changes of the Saline and Calcite layers, stiffness of 
Nodes 301 to 530 have been increased from 100%, 120%, 140%, 160%, 180% and 200% 
of its original stiffness. The corresponding simulations are defined as L Cases II-0, II-1, 
II-2, II-3, II-4 and II-5, respectively. 
The displacement, velocity and acceleration time histories of Node 1 are plotted 
in FIGURE 5.30, FIGURE 5.32 and FIGURE 5.34, respectively, which show as the 
stiffness of the Saline and Calcite layers increased, there is a general time shift to the 
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overall waveform. This is interpreted as the stiffness changes in the Saline and Calcite 
layers resulted in overall attenuation. The corresponding frequency domains are shown in 
FIGURE 5.31, FIGURE 5.33 and FIGURE 5.35, respectively, which show that the 
frequency modes of each case are different with one another, it is especially true when 
the frequency modes greater than 1 Hz. Due to the frequency modes are not consistent for 
different cases, SAPD for Node 1 displacement, velocity and acceleration signals were 
not computed. 
 
 
FIGURE 5.30: Displacement time histories of Node 1 of L Cases II-0 to II-5 
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FIGURE 5.31: Frequency domain of Node 1 displacement (corresponding to FIGURE 
5.30) 
 
FIGURE 5.32: Velocity time histories of Node 1 of L Cases II-0 to II-5 
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FIGURE 5.33: Frequency domain of Node 1 velocity (corresponding to FIGURE 5.32) 
 
FIGURE 5.34: Acceleration time histories of Node 1 of L Cases II-0 to II-5 
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FIGURE 5.35: Frequency domain of Node 1 acceleration (corresponding to FIGURE 
5.34) 
5.7. Results of Tripartite Spectral Plots 
The response spectrum method is commonly used for specifying the earthquake 
loading in earthquake engineering (Gupta 1992). Response spectra give the maximum 
response values of a SDOF system based on a given vibration accelerogram; it also 
indicates the frequency distribution of the vibration energy of a given vibration signal. 
The response of the SDOF system is typically amplified when the vibration energy is 
close to its natural frequency. The response spectrum represents the response of an actual 
dynamic motion of a structure or machine; it shows the correlation between 
displacement, velocity and acceleration spectral data.  
The tripartite spectrum is proposed as a means to compare simultaneously the 
spectral acceleration/velocity/displacement. The vertices of each case shown in FIGURE 
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5.21 and FIGURE 5.33 are connected to obtain tripartite response spectrum for the data 
of Nodes 1 for L Cases I-0 to I-5 and L Cases II-0 to II-5, as shown in FIGURE 5.36 and 
FIGURE 5.37, respectively. These figures show interesting deviation of different 
frequency components as wave propagates to the ground surface. The response spectrums 
of Node 1 of L Cases I-0 to I-5 almost coincide with each other, except the differences at 
vertices of each plot. FIGURE 5.36 also shows the differences of the cases increased as 
the frequency modes increased (greater than 5 Hz). The response spectrums in FIGURE 
5.37 have obvious differences due to stress changes in Saline and Calcite layers. 
 
 
FIGURE 5.36: Response spectrum of velocity at Node 1 of L Case I-0 to I-5 
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FIGURE 5.37: Response spectrum of velocity at Node 1 of L Case II-0 to II-5 
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CHAPTER 6: SIMULATION RESULTS IN NONLINEAR CONDITION 
 
 
As the injection pressure at oil bearing layer increases, at some point, the rock 
may fracture and result in significant change in stiffness. However, effect of rock fracture 
on pressurized porous material is uncertain; hence, this study is largely based on the 
following assumption: In the nonlinear model, the effective stiffness (𝐾𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒) value is 
composed of stiffness caused by pore pressure (𝐾𝑓𝑙𝑢𝑖𝑑) and stiffness of rock properties 
(𝐾𝑚𝑎𝑡𝑟𝑖𝑥). The effective stiffness is given by Equation (26). 𝐾𝑓𝑙𝑢𝑖𝑑 is controlled by 
velocity of node in the nonlinear model, while 𝐾 𝑚𝑎𝑡𝑟𝑖𝑥 is controlled by displacement of 
node. Hence, the nonlinear condition is defined as: 
For Nodes 531 to 534, 𝐾𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 𝐾𝑚𝑎𝑡𝑟𝑖𝑥 = 𝐾 and 𝐾𝑓𝑙𝑢𝑖𝑑 = 0; 
If 𝑢(531: 534) > 0.0006 𝑓𝑡, 𝐾𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = (1 + 𝑘)𝐾, while 𝐾𝑚𝑎𝑡𝑟𝑖𝑥 = 𝐾 and 
𝐾𝑓𝑙𝑢𝑖𝑑 = 𝑘𝐾; 
where 𝑢(531: 534) is the displacement of Nodes 531 to 534, 𝑘 = 0.2, 0.4, 0.6, 0.8 𝑜𝑟 1.0. 
The control displacement is 0.0006 ft (0.00018 m), because it is close to the 
limitation of rock fracture. Two cases will be studied in nonlinear condition: one case is 
the positive displacement of the oil bearing layer controlled by its stiffness change; 
another case is absolute displacement values controlled by its stiffness change. 
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6.1. Positive Displacement Control Influence of Oil Bearing Layer’s Stiffness 
The displacement time history of selected nodes in baseline MDOF model is 
shown in FIGURE 6.1, which shows that the maximum of displacement of the selected 
nodes in 10 seconds is about 0.0009 ft (0.00027 m). 
 
 
FIGURE 6.1: Displacement time histories of selected nodes of baseline model 
 
In the nonlinear model, the displacement value of Nodes 531 to 534 was 
considered to control the stiffness value of the layer. Assume the effective stiffness value 
of layers 531 to 534 in the baseline MDOF model is 𝐾, the effective stiffness value is 
changed by 20%, 40%, 60%, 80% and 100% of its original stiffness, respectively, when 
nonlinear condition is met. Those cases are named as NL Case I-0 to I-5, respectively, as 
shown in TABLE 6.1. 
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TABLE 6.1: Parameters of effective stiffness in nonlinear model 
Nodes NL Case I-0 NL Case I-1 NL Case I-2 NL Case I-3 NL Case I-4 NL Case I-5 
531:534 𝐾 1.2𝐾 1.4𝐾 1.6𝐾 1.8𝐾 2.0𝐾 
 
The displacement, velocity, and acceleration time histories of Node 1 of NL Case 
I-0 to I-5 are shown in FIGURE 6.2, FIGURE 6.4 and FIGURE 6.6, respectively. The 
corresponding frequency spectra for the displacement, velocity, and acceleration time 
histories are shown in FIGURE 6.3, FIGURE 6.5 and FIGURE 6.7, respectively. These 
figures show that it is easy to distinguish the plot of NL Case I-0 from other cases in both 
time domain and frequency domain. However, it is difficult to distinguish NL Cases I-1 
to I-5 from one another. The simulation results in frequency domain show that there are 
several frequencies are sensitive to nonlinear condition. 
SAPD is another parameter introduced to show the effect of different assumptions 
of K increase. The percentage differences of displacement, velocity and acceleration of 
NL Cases I-1 to I-5 to NL Case I-0 are shown in TABLE 6.2, TABLE 6.3 and TABLE 
6.4, respectively, which show the changes of percentage difference to NL Case I-0 at 
eleven frequency modes. TABLE 6.2, TABLE 6.3 and TABLE 6.4 also show that the 
percentage differences of six frequency modes (1.16 Hz, 1.34 Hz, 1.53 Hz, 1.71 Hz, 1.83 
Hz and 2.20 Hz) exceeding 10% indicating that these six frequency modes are more 
sensitivity than other five frequency modes. 
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FIGURE 6.2: Displacement time histories of Node 1 of NL Cases I-0 to I-5 
 
FIGURE 6.3: Frequency domain of Node 1 displacement (corresponding to FIGURE 6.2) 
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FIGURE 6.4: Velocity time histories of Node 1 of NL Cases I-0 to I-5 
 
FIGURE 6.5: Frequency domain of Node 1 velocity (corresponding to FIGURE 6.4) 
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FIGURE 6.6: Acceleration time histories of Node 1 of NL Cases I-0 to I-5 
 
FIGURE 6.7: Frequency domain of Node 1 acceleration (corresponding to FIGURE 6.6) 
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TABLE 6.2: SAPD for Node 1 displacement signal of NL Cases I-0 to I-5 
Case # 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
NL Case I-0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
NL Case I-1 -2.78 1.09 3.85 10.93 12.19 12.68 12.74 15.81 18.52 1.20 -0.28 
NL Case I-2 -3.12 1.26 4.36 12.42 13.89 14.53 14.62 18.14 20.95 1.15 -0.54 
NL Case I-3 -3.14 1.23 4.33 12.39 13.87 14.54 14.64 18.17 20.75 1.00 -0.68 
NL Case I-4 -3.15 1.22 4.31 12.37 13.86 14.55 14.65 18.18 20.65 0.92 -0.74 
NL Case I-5 -3.25 1.29 4.50 12.88 14.43 15.16 15.27 18.95 21.55 0.96 -0.78 
 
 
TABLE 6.3: SAPD for Node 1 velocity signal of NL Cases I-0 to I-5 
Case # 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
NL Case I-0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
NL Case I-1 -2.16 1.08 3.91 10.62 13.45 12.35 13.79 16.48 16.87 0.88 0.02 
NL Case I-2 -2.40 1.24 4.43 12.07 15.32 14.14 15.81 18.91 19.08 0.79 -0.21 
NL Case I-3 -2.43 1.22 4.39 12.04 15.29 14.16 15.83 18.94 18.88 0.65 -0.36 
NL Case I-4 -2.45 1.21 4.38 12.02 15.28 14.16 15.84 18.95 18.78 0.57 -0.44 
NL Case I-5 -2.51 1.27 4.57 12.52 15.91 14.76 16.51 19.76 19.60 0.60 -0.46 
 
TABLE 6.4: SAPD for Node 1 acceleration signal of NL Cases I-0 to I-5 
Case # 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
NL Case I-0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
NL Case I-1 6.37 0.90 4.04 10.52 13.56 12.42 13.58 16.34 16.75 0.70 -0.13 
NL Case I-2 7.29 1.03 4.59 11.95 15.45 14.23 15.59 18.75 18.95 0.58 -0.38 
NL Case I-3 7.25 1.00 4.55 11.91 15.43 14.24 15.62 18.78 18.74 0.43 -0.54 
NL Case I-4 7.22 0.99 4.53 11.90 15.42 14.24 15.63 18.80 18.64 0.36 -0.61 
NL Case I-5 7.55 1.05 4.73 12.39 16.06 14.84 16.29 19.59 19.46 0.38 -0.64 
 
6.2. Absolute Displacement Control Influence of Oil Bearing Layer’s Stiffness 
Section 6.1 discussed the case of rock fracture is influenced by compression only; 
however, rock fracture can also be influenced by tension. Simulation of displacement 
responses due to absolute displacement control is shown in FIGURE 6.8. 
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FIGURE 6.8: Displacement time histories of selected nodes of baseline Model 
 
In second consideration of nonlinearity, the absolute amplitudes of displacement 
value of Nodes ranged from 531 to 534 were considered to control the stiffness value of 
the layer. Assume the stiffness value of the oil bearing layer in the linear model is 
changed by 20%, 40%, 60%, 80% and 100% of its original stiffness when the absolute 
amplitude of displacement value of corresponding oil bearing layer exceeds 0.0006 ft 
(0.00018 m). Those cases are named as NL Case II-0 to II-5, respectively, as shown in 
TABLE 6.5. 
 
TABLE 6.5: Parameters of stiffness in nonlinear model 
Nodes NL Case II-0 NL Case II-1 NL Case II-2 NL Case II-3 NL Case II-4 NL Case II-5 
531:534 𝐾 1.2𝐾 1.4𝐾 1.6𝐾 1.8𝐾 2.0𝐾 
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The displacement, velocity, and acceleration time histories of Node 1 of NL Cases 
II-0 to II-5 are shown in FIGURE 6.9, FIGURE 6.11 and FIGURE 6.13, respectively. 
The corresponding frequency domain for the displacement, velocity, and acceleration 
time histories are shown in FIGURE 6.10, FIGURE 6.12 and FIGURE 6.14, respectively, 
which show that nonlinear cases can be distinguished. The detailed differences will be 
discussed in terms of SAPD in the following paragraph. 
The SAPD values of displacement, velocity and acceleration of NL Cases II-1 to 
II-5 to NL Case II-0 are shown in TABLE 6.6, TABLE 6.7 and TABLE 6.8.  Notably, 
different frequencies have different sensitivities to the nonlinear condition. The most 
sensitive frequencies are different between displacement, velocity and acceleration 
SAPDs. 
 
FIGURE 6.9: Displacement time histories of Node 1 of NL Cases II-0 to II-5 
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FIGURE 6.10: Frequency domain of Node 1 displacement (corresponding to FIGURE 
6.9) 
 
FIGURE 6.11: Velocity time histories of Node 1 of NL Cases II-0 to II-5 
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FIGURE 6.12: Frequency domain of Node 1 velocity (corresponding to FIGURE 6.11) 
 
FIGURE 6.13: Acceleration time histories of Node 1 of NL Cases II-0 to II-5 
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FIGURE 6.14: Frequency domain of Node 1 acceleration (corresponding to FIGURE 
6.13) 
 
TABLE 6.6: SAPD for Node 1 displacement signal of NL Cases II-0 to II-5 
Case # 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
NL Case II-0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
NL Case II-1 -5.42 -1.50 11.81 -1.97 6.80 8.74 28.32 5.12 50.58 -11.76 -9.47 
NL Case II-2 -6.02 -1.62 13.55 -2.46 7.64 10.46 32.69 5.60 58.17 -13.87 -11.04 
NL Case II-3 -6.47 -2.07 15.20 -5.15 6.52 9.96 35.95 4.04 64.49 -16.41 -12.84 
NL Case II-4 -6.30 -1.90 14.46 -4.02 6.99 10.18 34.53 4.74 61.41 -15.41 -12.08 
NL Case II-5 -6.88 -2.33 16.67 -6.76 6.14 10.58 39.34 3.04 71.53 -18.87 -14.59 
 
TABLE 6.7: SAPD for Node 1 velocity signal of NL Cases II-0 to II-5 
Case # 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
NL Case II-0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
NL Case II-1 -9.19 -0.91 11.71 -1.60 6.02 9.03 29.07 4.85 48.75 -11.41 -7.85 
NL Case II-2 -10.18 -0.95 13.42 -2.03 6.73 10.77 33.57 5.28 56.06 -13.48 -9.34 
NL Case II-3 -11.46 -1.28 15.04 -4.58 5.17 10.39 36.75 3.58 62.34 -15.91 -10.74 
NL Case II-4 -10.95 -1.16 14.31 -3.50 5.83 10.56 35.35 4.34 59.28 -14.94 -10.28 
NL Case II-5 -12.30 -1.45 16.50 -6.10 4.55 11.06 40.19 2.51 69.21 -18.32 -12.20 
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TABLE 6.8: SAPD for Node 1 acceleration signal of NL Cases II-0 to II-5 
Case # 
Frequency (Hz) 
0.37 0.55 0.85 1.16 1.34 1.53 1.71 1.83 2.20 2.56 2.81 
NL Case II-0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
NL Case II-1 0.31 -1.64 11.96 -1.77 6.27 9.36 28.74 5.05 49.82 -11.65 -8.17 
NL Case II-2 0.47 -1.79 13.71 -2.22 7.01 11.15 33.22 5.51 57.29 -13.75 -9.70 
NL Case II-3 -0.83 -2.22 15.36 -4.78 5.48 10.81 36.38 3.87 63.81 -16.19 -11.13 
NL Case II-4 -0.34 -2.07 14.61 -3.70 6.13 10.96 35.00 4.61 60.64 -15.22 -10.65 
NL Case II-5 -1.22 -2.48 16.84 -6.32 4.88 11.53 39.81 2.85 70.87 -18.63 -12.63 
 
 
6.3. Results of Tripartite Spectral Plots 
The time history of velocity at Nodes 1 of NL Case I-0 to I-5 is shown in 
FIGURE 6.4. The detail frequency content of obtained signal at Node 1 can be presented 
by conducting FFT, as shown in FIGURE 6.5. The corresponding tripartite response 
spectrum of Nodes 1 of NL Case I-0 to I-5 is shown in FIGURE 6.15. The plot of Node 1 
of NL Case I-0 can be distinguished from the other four plots. The plots of Node 1 of NL 
Case I-1 to I-5 are almost coincide with each other, indicates little differences of the 
obtained signal between the four cases.  
The tripartite response spectrum derived from the time history of velocity at 
Nodes 1 of NL Case II-0 to II-5 is shown in FIGURE 6.16. The plots of Node 1 of NL 
Case II-0 to II-5 can be distinguished from one another, especially in the vertices of the 
plots. 
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FIGURE 6.15: Response spectrum of velocity at Node 1 of NL Case I-0 to I-5 
 
FIGURE 6.16: Response spectrum of velocity at Node 1 of NL Case II-0 to II-5 
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CHAPTER 7: ANALYSIS AND DISCUSSION 
 
 
7.1. Introduction 
CO2 is a greenhouse gas, and the relationship between global warming and 
greenhouse gases has become more and more of concerns to the scientific community 
(Balat et al. 2003; Halmann and Steinberg 1999; Zhong and Haigh 2013). Carbon capture 
and geologic storage is a promising method for reducing the concentration of CO2 in the 
atmosphere (Bachu 2008; Holloway 2005; Plasynski et al. 2009; Reichle et al. 1999; 
Webre 2012; White et al. 2003). The process usually involves injecting supercritical CO2 
at high pressure into the storage reservoir, which must meet stringent geological 
requirements including anticline, porosity, permeability, void volume, pressure limits, 
neighboring groundwater aquifers, seepage characteristics and cap rock characteristics. 
Using underground oil reservoirs as CO2 storage sites may have the additional benefits of 
EOR, which provides the economic incentives for CO2 sequestration (Blunt et al. 1993; 
Esposito et al. 2008; Gaspar Ravagnani et al. 2009; Lake 1989).  Currently there are 
several hundreds of oil field injection sites worldwide and in the US (Hosa et al. 2011; 
OGJ 2010).   
The ability of the passive seismic testing technique to monitor the injection and 
storage process at Citronelle Oil Field has been demonstrated in detail. 1-D MDOF 
lumped mass model was used to simulate wave propagation in an assumed layered 
model.   
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7.2. Application of Seismic Monitoring for Various Geologic, Mineral Extraction and 
Environmental Studies 
The seismic technique introduced in this study not only can be used to monitor the 
CO2 sequestration process in an oil reservoir, but also can be used in many other 
environmental and engineering investigations, including compressed air energy storage 
(CAES), earthquake potential, ground water breakthrough in land void, underground gas 
leak, land void subsidence (i.e. sinkhole), tidal wave effect on coastal ground water 
fluctuation, foundation problems and underground waste storage. Stress wave detected by 
seismic technique can be generated actively by using an impact source (i.e. 
sledgehammer) or passively by natural (i.e. winds and tidal motion) and anthropogenic 
(i.e. traffic) activities.   
The basic principle of the geophysical techniques is to find the response signature 
differences from the site geological or geotechnical properties of the subsurface. 
Therefore, an accurate subsurface model is very important to study any related problems.  
7.3. Model Validation against Field Results 
To study the wave propagation in the MDOF model and compare the simulation 
results with geophysical tests, several rock layers are considered. The depth of each layer 
is considered from the top of the layer. P-wave speed of the selected layers can be 
determined by calculating the distance between two adjacent layers and the travel time of 
the wave. The wave velocity 𝑉𝑝 is determined by 𝑉𝑝 = 𝐿 𝑡⁄  , where 𝐿 is the distance 
between adjacent layers and 𝑡 is the travel time of the wave from one layer to another 
layer. Then, the shear wave velocity can be determined by assuming 𝑉𝑠 = 𝑉𝑝 1.73⁄ . The 
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relationship between 𝑉𝑠 and 𝑉𝑝 may vary slightly when waves across different materials, 
however, the coefficient is simplified to 1.73 in this study. 
In the 534 layer MDOF model, the vertical distance between two adjacent layers 
is determined. The key is to determine the arrival time for the selected layers. There are 
several methods for determining wave arrival time, such as first arrival time and first 
peak to peak time. First arrival time (𝑡0) of the wave is defined as the first major 
deflection of the received signal. There are different viewpoints regarding how to 
determine the first arrival point: some researchers determined first arrival time by first 
deflection point of output signal, while others determined first arrival using first reversal 
point of the output signal. 
In this study, first arrival time is determined by point A, as shown in FIGURE 7.1. 
The corresponding shear wave velocity can be computed using the first arrival time. The 
data of displacement, velocity and acceleration time history obtained from the numerical 
simulation will be used to determine wave’s travel time of the adjacent layers.  
 
FIGURE 7.1: First arrival time method 
 
The plots of computed shear wave velocity from the baseline MDOF model and 
average shear wave velocity from geophysical tests are plotted together in FIGURE 7.2. 
The curve represents closeness of fit between the simulation results and the experimental 
A
Output
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data. Shear wave velocity computed from the data of displacement time history ranged 
from 1,671.4 to 10,343.8 ft/s (509.4 to 3,152.8 m/s) and increased with depth. Shear wave 
velocity computed from the data of velocity time history ranged from 1,981.8 to 13,648.0 
ft/s (604.1 to 4,159.9 m/s) and increased with depth. Shear wave velocity computed from 
the data of acceleration time history ranged from 2,134.3 to 17,239.6 ft/s (650.5 to 
5,254.6 m/s) and increased with depth. The simulation results also show that wave speed 
obtained from acceleration data is highest among the three data group, the second highest 
wave speed is obtained from velocity data and the lowest speed obtained from 
displacement data. The velocity difference obtained from the three different data group 
increased with depth. 
 
FIGURE 7.2: Comparison of shear wave velocity obtained from the baseline simulation 
data and averaged experimental tests 
 
Velocity changes, ∆𝑣 𝑣⁄ , has been used by several researchers (Hatchell et al. 
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explain the stress changes. Hence, if different sensors were used other than the 
velocimeter (geophone), then the data can be transformed to velocity. 
∆𝑣 𝑣⁄  can be defined differently, in this case it is defined as: 
   
 
( ) ( )
( )
( )
simulation result i experimental data i
i
experimental data i
v vv
v v
−∆
=  (28) 
where 𝑖 denotes 𝑖𝑡ℎ layer of the rock profile, 𝑣𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 represents average shear 
wave velocity obtained from geophysical tests, 𝑣𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑢𝑙𝑡 represents shear wave 
velocity obtained from the baseline MDOF model, including displacement, velocity and 
acceleration time histories. 
∆𝑣 𝑣⁄  of simulation data are compared with the average value from experimental 
results and are plotted in bar chart, as shown in FIGURE 7.3. ∆𝑣 𝑣⁄  for simulation 
displacement data and averaged experimental results varied with depth from -0.28 to 
0.24. ∆𝑣 𝑣⁄  for simulation velocity data and averaged experimental results varied with 
depth from -0.24 to 0.47. ∆𝑣 𝑣⁄  for simulation acceleration data and averaged 
experimental results varied with depth from -0.21 to 0.86. ∆𝑣 𝑣⁄  values for simulation 
data and average experimental results are also summarized in TABLE 7.1.  
The acceleration curves introduced the highest errors, than velocity and followed 
by the displacement. This is especially true because of the skew at the last layer. The 
theoretical wave speed value would be significant depending on the sensor type: 
accelerometer, velocimeter or displacement sensors. But this has no bearing to the 
interpretation of the results, because velocity is directly related to stiffness of a layer. 
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FIGURE 7.3: ∆𝑉/𝑉 computed from the baseline simulation data and averaged 
experimental tests 
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TABLE 7.1: ∆𝑉/𝑉 values for the baseline simulation data and averaged experimental 
data 
Layer Thickness, ft (m) 
∆𝑉/𝑉 
Displacement Velocity Acceleration 
1 240 (73.15) 0.23 0.46 0.58 
2 260 (79.25) 0.24 0.28 0.35 
3 300 (91.44) 0.03 0.06 0.09 
4 440 (134.11) -0.17 -0.13 -0.09 
5 500 (152.40) -0.28 -0.24 -0.21 
6 500 (152.40) -0.15 -0.13 -0.09 
7 500 (152.40) -0.02 0.04 0.07 
8 760 (231.65) 0.14 0.16 0.19 
9 1000 (304.80) 0.08 0.12 0.15 
10 1240 (377.95) -0.06 -0.02 0.01 
11 1500 (457.20) -0.10 -0.06 -0.01 
12 2260 (688.85) -0.08 -0.02 0.05 
13 1700 (518.16) 0.12 0.47 0.86 
 
In order to demonstrate the changes of velocity in the actual field tests, ∆𝑣 𝑣⁄  is 
employed to compute their differences. As mentioned in Chapter 3, the experimental tests 
in the Citronelle Oil Field can be categorized into three groups: before, during and after 
CO2 injection. The average shear wave velocities from the three corresponding groups 
were used to compute velocity changes.  
The procedures of the computation as follows: the wave speed of the before CO2 
injection is used as base velocity, the comparisons with the velocities of during and after 
CO2 injection are then performed separately. Here, we define ∆𝑣 𝑣⁄  as 
 
( ) ( )
( )
( )
iDuring Before i
i
Before i
v vv
v v
−∆
=  (29) 
 
( ) ( )
( )
( )
iAfter Before i
i
Before i
v vv
v v
−∆
=  (30) 
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where 𝑖 denotes 𝑖𝑡ℎ layer of the soil profile, 𝑣𝐵𝑒𝑓𝑜𝑟𝑒, 𝑣𝐷𝑢𝑟𝑖𝑛𝑔 and 𝑣𝐴𝑓𝑡𝑒𝑟 represents 
average shear wave velocity of before, during and after CO2 injection, respectively.  
The wave speed of the during CO2 injection is also used as base velocity, then a 
comparison with the velocity of after CO2 injection is given by 
 
( ) ( )
( )
( )
iAfter During i
i
During i
v vv
v v
−∆
=  (31)  
where 𝑖 denotes 𝑖𝑡ℎ layer of the soil profile, 𝑣𝐷𝑢𝑟𝑖𝑛𝑔 and 𝑣𝐴𝑓𝑡𝑒𝑟 represents average shear 
wave velocity of during and after CO2 injection, respectively.  
∆𝑣 𝑣⁄  of the experimental data of before, during and after CO2 injection are 
plotted in bar charts, as shown in FIGURE 7.4 and FIGURE 7.5, for both survey line 1 
and 2, respectively. FIGURE 7.6 shows the velocity changes of during versus after CO2 
injection. ∆𝑣 𝑣⁄  for survey line 1 of before versus during CO2 injection varied with depth 
from -0.08 to 0.17. ∆𝑣 𝑣⁄  for survey line 1 of before versus after CO2 injection varied 
with depth from -0.10 to 0.22. ∆𝑣 𝑣⁄  for survey line 2 of before versus during CO2 
injection varied with depth from -0.09 to 0.18. ∆𝑣 𝑣⁄  for survey line 2 of before versus 
after CO2 injection varied with depth from -0.11 to 0.21. ∆𝑣 𝑣⁄  for survey line 1 of during 
versus after CO2 injection varied with depth from -0.11 to 0.06. ∆𝑣 𝑣⁄  for survey line 2 of 
during versus after CO2 injection varied with depth from -0.08 to 0.11. ∆𝑣 𝑣⁄  values for 
experimental data of before, during and after CO2 injection are shown in TABLE 7.2.  
115 
 
FIGURE 7.4: ∆𝑉/𝑉 computed from the shear wave velocity of survey line 1 of before, 
during and after CO2 injection. 
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FIGURE 7.5: ∆𝑉/𝑉 computed from the shear wave velocity of survey line 2 of before, 
during and after CO2 injection. 
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FIGURE 7.6: ∆𝑉/𝑉 computed from the shear wave velocity of survey line 1 and 2 of 
during and after CO2 injection. 
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TABLE 7.2: ∆𝑉/𝑉 values for experimental tests of before, during and after CO2 injection 
Layer Thickness, ft (m) 
Before Vs. During Before Vs. After During Vs. After 
survey 
line 1 
survey 
line 2 
survey 
line 1 
survey 
line 2 
survey 
line 1 
survey 
line 2 
1 250 (76.20) 0.01 0.00 0.04 0.06 0.03 0.06 
2 250 (76.20) 0.04 0.05 -0.03 -0.02 -0.07 -0.07 
3 300 (91.44) 0.15 0.07 0.05 -0.01 -0.08 -0.08 
4 450 (137.16) 0.07 0.03 0.01 -0.03 -0.06 -0.06 
5 500 (152.40) 0.05 0.03 -0.01 -0.03 -0.06 -0.05 
6 500 (152.40) 0.02 0.07 -0.07 0.01 -0.09 -0.06 
7 500 (152.40) 0.01 0.04 -0.09 -0.03 -0.09 -0.07 
8 750 (228.60) 0.04 -0.02 -0.07 -0.07 -0.11 -0.05 
9 1000 (304.80) 0.13 -0.06 0.01 -0.09 -0.11 -0.03 
10 1250 (381.00) 0.10 -0.09 0.05 -0.04 -0.04 0.06 
11 1500 (457.20) 0.12 -0.05 0.17 0.05 0.05 0.11 
12 2250 (685.80) 0.16 0.09 0.22 0.15 0.06 0.06 
13 2000 (609.60) 0.17 0.18 0.22 0.21 0.05 0.03 
14 1000 (304.80) -0.08 -0.09 -0.10 -0.11 -0.02 -0.03 
 
7.4. Shear-Wave Velocity Profiles Influenced by Oil Bearing Layer Change 
7.4.1 Sensitivity to Oil Bearing Layer Stress Changes 
The pressure in the oil bearing layer will slowly built up during the CO2 injection. 
The MDOF model influenced by the oil bearing layer was discussed in section 5.5. The 
shear wave velocity profiles derived from displacement, velocity and acceleration signal 
of the simulation results and averaged experimental data are shown in FIGURE 7.7 
through FIGURE 7.9. The MDOF shear wave velocity plots indicated that the wave 
speeds increased consistently as the pressure at the oil bearing layers are increasing. It is 
especially true in the layers of Calcite and oil bearing. It should be noted that the shear 
wave velocity plots derived from displacement, velocity and acceleration time histories 
yield slight different results, the last layer effect is more pronounced for velocity and 
acceleration derived shear wave velocity plots than for displacement derived plots. 
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The wave speeds of the L Case I-0 as base velocity, the comparisons with the 
velocity of L Cases I-1 to I-5 are performed respectively. The equation of ∆𝑣 𝑣⁄  in this 
case is given by 
  Case I-j  Case I-0
 Case I-0
,
( ) ( )
( )
( )
L L
i
iL
i i
j
v vv
v v
−∆
=  (32) 
where 𝑖 denotes 𝑖𝑡ℎ layer of the rock profile, 𝑗 denotes 𝑗𝑡ℎ simulation case. 𝑣𝐿 𝐶𝑎𝑠𝑒 𝐼−𝑗 
represents shear wave velocity obtained from 𝑗𝑡ℎ simulation case, 𝑣𝐿 𝐶𝑎𝑠𝑒 𝐼−0  represents 
shear wave velocity obtained from the baseline MDOF model.  
∆𝑣 𝑣⁄  of the simulation results of L Cases I-0 to I-5 are plotted in bar charts, as 
shown in FIGURE 7.10, FIGURE 7.11 and FIGURE 7.12, for displacement, velocity and 
acceleration signal, respectively. The magnitude of ∆𝑣 𝑣⁄   is in the order of 0.03, hence, 
change is not obvious, but detectable. The ∆𝑣 𝑣⁄  values for displacement, velocity and 
acceleration signal of L Cases I-0 to I-5 are shown in TABLE 7.3, TABLE 7.4 and 
TABLE 7.5, respectively. 
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FIGURE 7.7: Shear wave velocity derived from displacement signal of simulation results 
and experimental data 
 
FIGURE 7.8: Shear wave velocity derived from velocity signal of simulation results and 
experimental data 
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FIGURE 7.9: Shear wave velocity derived from acceleration signal of simulation results 
and experimental data 
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FIGURE 7.10: ∆𝑉/𝑉 computed from shear wave velocity derived from displacement 
signal of L Cases I-0 to I-5 
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FIGURE 7.11: ∆𝑉/𝑉 computed from shear wave velocity derived from velocity signal of 
L Cases I-0 to I-5 
-0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02
1
2
3
4
5
6
7
8
9
10
11
12
13
La
ye
r 
N
um
be
r
∆V/V
 
 
L Case I-1
L Case I-2
L Case I-3
L Case I-4
L Case I-5
124 
 
FIGURE 7.12: ∆𝑉/𝑉 computed from shear wave velocity derived from acceleration 
signal of L Cases I-0 to I-5 
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TABLE 7.3: ∆𝑉/𝑉 values for displacement signal of L Cases I-0 to I-5 
 
Layer Thickness, ft (m) 
Displacement Signal 
L Case I-1 L Case I-2 L Case I-3 L Case I-4 L Case I-5 
1 240 (73.15) 0.012 0.012 0.012 0.012 0.012 
2 260 (79.25) 0.000 0.000 0.000 0.000 0.000 
3 300 (91.44) 0.000 -0.014 0.000 0.000 0.000 
4 440 (134.11) 0.009 0.009 0.009 0.009 0.009 
5 500 (152.40) 0.000 0.000 0.000 0.000 0.000 
6 500 (152.40) -0.011 0.000 -0.011 -0.011 -0.011 
7 500 (152.40) 0.014 0.014 0.014 0.014 0.029 
8 760 (231.65) -0.012 -0.012 0.000 0.000 -0.012 
9 1000 (304.80) 0.010 0.010 0.010 0.010 0.010 
10 1240 (377.95) 0.000 0.000 0.000 0.000 0.000 
11 1500 (457.20) 0.000 0.000 0.000 0.000 0.000 
12 2260 (688.85) 0.000 0.000 0.006 0.006 0.012 
13 1700 (518.16) 0.011 0.022 0.022 0.033 0.033 
 
 
TABLE 7.4: ∆𝑉/𝑉 values for velocity signal of L Cases I-0 to I-5 
 
Layer Thickness, ft (m) 
Velocity Signal 
L Case I-1 L Case I-2 L Case I-3 L Case I-4 L Case I-5 
1 240 (73.15) -0.014 -0.014 -0.014 -0.014 -0.014 
2 260 (79.25) 0.000 0.016 0.016 0.016 0.016 
3 300 (91.44) 0.014 0.000 0.000 0.000 0.000 
4 440 (134.11) 0.000 0.010 0.010 0.010 0.010 
5 500 (152.40) 0.000 0.000 0.000 0.000 0.000 
6 500 (152.40) 0.000 0.000 0.000 0.000 0.012 
7 500 (152.40) 0.000 0.000 0.000 0.000 -0.015 
8 760 (231.65) 0.000 0.000 0.000 0.000 0.000 
9 1000 (304.80) 0.000 0.011 0.011 0.011 0.011 
10 1240 (377.95) 0.000 -0.009 0.000 0.000 0.000 
11 1500 (457.20) 0.000 0.008 0.000 0.008 0.008 
12 2260 (688.85) 0.006 0.006 0.013 0.006 0.013 
13 1700 (518.16) 0.000 0.000 0.000 0.014 0.014 
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TABLE 7.5: ∆𝑉/𝑉 values for acceleration signal of L Cases I-0 to I-5 
 
Layer Thickness, ft (m) 
Acceleration Signal 
L Case I-1 L Case I-2 L Case I-3 L Case I-4 L Case I-5 
1 240 (73.15) 0.016 0.016 0.016 0.016 0.016 
2 260 (79.25) -0.017 -0.017 -0.017 -0.017 -0.017 
3 300 (91.44) 0.015 0.015 0.015 0.015 0.015 
4 440 (134.11) 0.000 0.000 0.000 0.000 0.000 
5 500 (152.40) 0.000 0.000 0.009 0.009 0.009 
6 500 (152.40) 0.000 0.000 -0.012 0.000 0.000 
7 500 (152.40) 0.000 0.000 0.000 0.000 0.000 
8 760 (231.65) 0.000 0.000 0.013 0.000 0.000 
9 1000 (304.80) 0.011 0.011 0.011 0.011 0.022 
10 1240 (377.95) 0.000 0.000 0.000 0.000 0.000 
11 1500 (457.20) -0.008 0.000 0.000 0.000 0.000 
12 2260 (688.85) 0.007 0.007 0.000 0.007 0.007 
13 1700 (518.16) 0.000 0.000 0.018 0.018 0.018 
 
 
7.4.2 Influence of Oil Producer Stiffness Reduction 
When CO2 injected into oil bearing layer, the oil may migrate and result in stress 
decrease in the oil bearing layer. Section 5.5.2 describes the simulation of stiffness of the 
oil bearing layer decreased by 50% and increased by 50% of its original stiffness. The 
former is to simulate oil migration in the oil bearing layer resulting in the stiffness of the 
oil bearing layer decreased; the latter is to simulate no oil migration in the oil bearing 
layer, stiffness of the oil bearing layer is increased with CO2 injection. Shear wave 
velocity profiles derived from displacement, velocity and acceleration signal of the 
simulation results are shown in FIGURE 7.13, FIGURE 7.14 and FIGURE 7.15, 
respectively. The results of L Cases 50, 100 and 150 are consistent with the simulation 
results of L Cases I-0 to I-5 discussed in Section 7.4.1.  
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The wave speeds of the L Case 100 as base velocity, the comparisons with the 
velocity of L Cases 50 and 150 are performed respectively. The equations of ∆𝑣 𝑣⁄  in this 
case are defined as: 
  Case 50  Case 100
 Case 100
( ) ( )( )
( )
i i
i
L L
L i
v vv
v v
−∆
=  (33) 
  Case 150  Case 100
 Case 100
( ) ( )( )
( )
i i
i
L L
L i
v vv
v v
−∆
=  (34) 
where 𝑖 denotes 𝑖𝑡ℎ layer of the rock profile, 𝑣𝐿 𝐶𝑎𝑠𝑒 50,  𝑣𝐿 𝐶𝑎𝑠𝑒 100 and 𝑣𝐿 𝐶𝑎𝑠𝑒 150 
represent shear wave velocity obtained from L Case 50, baseline MDOF model, and L 
Case 150, including data of displacement, velocity and acceleration time histories. 
∆𝑣 𝑣⁄  of the simulation results of L Cases 50 and 150 are plotted in bar charts, as 
shown in FIGURE 7.16, FIGURE 7.17 and FIGURE 7.18, for displacement, velocity and 
acceleration signal, respectively. The simulation results are consistent with the discussion 
in Section 7.4.1. The magnitude of ∆𝑣 𝑣⁄   is in the order of 0.03, hence, change is not 
obvious, but detectable. The ∆𝑣 𝑣⁄  values for displacement, velocity and acceleration 
signal of L Cases I-0 to I-5 are shown in TABLE 7.6. 
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FIGURE 7.13: Shear wave velocity derived from displacement signal of L Cases 50, 100 
and 150  
 
 
FIGURE 7.14: Shear wave velocity derived from velocity signal of L Cases 50, 100 and 
150  
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FIGURE 7.15: Shear wave velocity derived from acceleration signal of L Cases 50, 100 
and 150  
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FIGURE 7.16: ∆𝑉/𝑉 computed from shear wave velocity derived from displacement 
signal of L Cases 50, 100 and 150 
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FIGURE 7.17: ∆𝑉/𝑉 computed from shear wave velocity derived from velocity signal of 
L Cases 50, 100 and 150 
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FIGURE 7.18: ∆𝑉/𝑉 computed from shear wave velocity derived from acceleration 
signal of L Cases 50, 100 and 150 
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TABLE 7.6: ∆𝑉/𝑉 values for displacement, velocity and acceleration signal of L Cases 
50, 100 and 150 
 
Layer Thickness, ft (m) 
Displacement Velocity Acceleration 
L Case 
50 
L Case 
150 
L Case 
50 
L Case 
150 
L Case 
50 
L Case 
150 
1 240 (73.15) -0.012 0.012 -0.028 0.000 0.000 0.016 
2 260 (79.25) 0.000 0.000 0.000 0.000 -0.017 0.000 
3 300 (91.44) -0.014 -0.014 0.000 0.014 0.000 0.015 
4 440 (134.11) 0.009 0.019 0.000 0.000 -0.010 -0.010 
5 500 (152.40) -0.008 0.000 -0.009 0.000 0.000 0.009 
6 500 (152.40) -0.011 -0.011 0.000 0.012 0.000 0.000 
7 500 (152.40) 0.000 0.014 -0.015 -0.015 -0.015 0.000 
8 760 (231.65) 0.000 0.000 0.000 0.000 0.000 0.000 
9 1000 (304.80) 0.000 0.000 0.000 0.011 0.000 0.011 
10 1240 (377.95) -0.008 0.000 -0.009 0.000 0.000 0.000 
11 1500 (457.20) -0.008 0.000 0.000 0.000 -0.008 0.000 
12 2260 (688.85) -0.006 0.006 -0.006 0.013 -0.007 0.007 
13 1700 (518.16) -0.021 0.022 -0.028 0.000 0.000 0.000 
 
7.5. Shear-Wave Velocity Profiles Influenced by the Saline and Calcite Layers Change 
When CO2 is injected into the oil bearing layer, the pressure will slowly built up 
in the oil bearing layer. If the oil production is limited by porosity of the rock, then the 
pressurization may result in elastic deformation of the rock formation. However, 
depending on the overbearing material weight and rigidity, the deformation may be 
constrained.  
The MDOF model influenced by the Saline and Calcite layers was discussed in 
Section 5.6. The shear wave velocity profiles derived from displacement, velocity and 
acceleration signal of the simulation results and experimental data are shown in FIGURE 
7.19 through FIGURE 7.21. 
Recent observations of land uplift at CO2 injection sites indicated that the effect 
of overbearing material may be critical to the containment of CO2 underground. In the 
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Citronelle field study, we also observed likely pressurization of the Saline and Calcite 
layers above the oil bearing layer. 
To study the stiffening of the Saline and Calcite layers due to pressurization of oil 
bearing layer, it is assumed that the spring constants at these layers are modeled as 
increasing. The reconstructed shear wave velocity plots indicate that the wave speeds 
consistently increased as the pressure at these layers are increasing. 
Nonetheless, the derived shear wave speed is higher for acceleration 
measurements than velocity measurements, and finally displacement measurements. This 
observation may indicate the sensor type appropriate for detection. 
The wave speeds of the L Case II-0 as base velocity, the comparisons with the 
velocity of L Cases II-1 to II-5 are performed respectively. The equation of ∆𝑣 𝑣⁄  in this 
case is given by 
  Case II-j  Case II-0
 Case II-
,
0
( ) ( )
( )
( )
L L
iL
i i
i j
v vv
v v
−∆
=  (35) 
where 𝑖 denotes 𝑖𝑡ℎ layer of the rock profile, 𝑗 denotes 𝑗𝑡ℎ case of the simulation. 
𝑣𝐿 𝐶𝑎𝑠𝑒 𝐼𝐼−𝑗 represents shear wave velocity obtained from 𝑗𝑡ℎ case of the simulation, 
𝑣𝐿 𝐶𝑎𝑠𝑒 𝐼𝐼−0  represents shear wave velocity obtained from the baseline MDOF model, 
including data of displacement, velocity and acceleration time histories. 
∆𝑣 𝑣⁄  of the simulation results of L Cases II-0 to II-5 are plotted in bar charts, as 
shown in FIGURE 7.22, FIGURE 7.23 and FIGURE 7.24, for displacement, velocity and 
acceleration signal, respectively. The magnitude of ∆𝑣 𝑣⁄   is in the order of 0.35, hence, 
change is obvious. The observation is similar as the results of ∆𝑣 𝑣⁄  derived from 
experimental data; the magnitude of ∆𝑣 𝑣⁄  is in the order of 0.25, discussed in Section 
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7.3. The ∆𝑣 𝑣⁄  values for displacement, velocity and acceleration signal of L Cases I-0 to 
I-5 are shown in TABLE 7.7, TABLE 7.8 and TABLE 7.9, respectively. 
 
 
FIGURE 7.19: Shear wave velocity derived from displacement signal of simulation 
results and experimental data  
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FIGURE 7.20: Shear wave velocity derived from velocity signal of simulation results and 
experimental data 
 
 
FIGURE 7.21: Shear wave velocity derived from acceleration signal of simulation results 
and experimental data 
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FIGURE 7.22: ∆𝑉/𝑉 computed from shear wave velocity derived from displacement 
signal of L Cases II-0 to II-5 
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FIGURE 7.23: ∆𝑉/𝑉 computed from shear wave velocity derived from velocity signal of 
L Cases II-0 to II-5 
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FIGURE 7.24: ∆𝑉/𝑉 computed from shear wave velocity derived from acceleration 
signal of L Cases II-0 to II-5 
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TABLE 7.7: ∆𝑉/𝑉 values for displacement signal of L Cases II-0 to II-5 
 
Layer Thickness, ft (m) 
Displacement Signal 
L Case II-1 L Case II-2 L Case II-3 L Case II-4 L Case II-5 
1 240 (73.15) 0.025 0.025 0.025 0.025 0.025 
2 260 (79.25) 0.000 0.000 0.000 0.000 0.000 
3 300 (91.44) -0.014 0.000 0.000 0.000 0.000 
4 440 (134.11) 0.019 0.009 0.019 0.019 0.019 
5 500 (152.40) 0.000 0.008 0.008 0.008 0.008 
6 500 (152.40) -0.011 -0.011 -0.011 0.000 0.000 
7 500 (152.40) 0.014 0.029 0.029 0.014 0.029 
8 760 (231.65) 0.000 -0.012 0.000 0.000 0.000 
9 1000 (304.80) 0.010 0.021 0.010 0.021 0.021 
10 1240 (377.95) 0.000 0.000 0.008 0.008 0.017 
11 1500 (457.20) 0.075 0.142 0.206 0.265 0.303 
12 2260 (688.85) 0.083 0.166 0.234 0.300 0.363 
13 1700 (518.16) 0.067 0.118 0.173 0.218 0.267 
 
 
TABLE 7.8: ∆𝑉/𝑉 values for velocity signal of L Cases II-0 to II-5 
 
Layer Thickness, ft (m) 
Velocity Signal 
L Case II-1 L Case II-2 L Case II-3 L Case II-4 L Case II-5 
1 240 (73.15) 0.000 0.000 0.014 0.014 0.000 
2 260 (79.25) 0.016 0.000 0.016 0.016 0.016 
3 300 (91.44) 0.000 0.014 0.000 0.014 0.014 
4 440 (134.11) 0.010 0.010 0.020 0.010 0.020 
5 500 (152.40) 0.000 0.009 0.009 0.009 0.009 
6 500 (152.40) 0.012 0.012 0.012 0.024 0.024 
7 500 (152.40) 0.000 0.000 0.015 0.015 0.015 
8 760 (231.65) 0.000 0.013 0.000 0.013 0.013 
9 1000 (304.80) 0.011 0.021 0.032 0.021 0.032 
10 1240 (377.95) 0.009 0.009 0.018 0.027 0.036 
11 1500 (457.20) 0.069 0.138 0.204 0.265 0.305 
12 2260 (688.85) 0.089 0.169 0.233 0.293 0.359 
13 1700 (518.16) 0.059 0.108 0.161 0.220 0.263 
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TABLE 7.9: ∆𝑉/𝑉 values for acceleration signal of L Cases II-0 to II-5 
 
Layer Thickness, ft (m) 
Acceleration Signal 
L Case II-1 L Case II-2 L Case II-3 L Case II-4 L Case II-5 
1 240 (73.15) 0.016 0.016 0.032 0.032 0.032 
2 260 (79.25) -0.017 0.000 0.000 0.000 0.000 
3 300 (91.44) 0.030 0.015 0.015 0.030 0.030 
4 440 (134.11) 0.000 0.010 0.010 0.010 0.010 
5 500 (152.40) 0.009 0.019 0.019 0.028 0.028 
6 500 (152.40) 0.000 0.000 0.012 0.012 0.025 
7 500 (152.40) 0.000 0.016 0.016 0.016 0.016 
8 760 (231.65) 0.013 0.013 0.026 0.026 0.026 
9 1000 (304.80) 0.022 0.022 0.033 0.033 0.045 
10 1240 (377.95) 0.009 0.028 0.028 0.047 0.047 
11 1500 (457.20) 0.063 0.135 0.192 0.242 0.311 
12 2260 (688.85) 0.088 0.155 0.231 0.296 0.342 
13 1700 (518.16) 0.056 0.118 0.163 0.213 0.267 
 
 
 
 
CHAPTER 8: CONCLUSION 
 
 
The following are conclusions from the study: 
● The outcomes of the DoReMi monitoring at the Citronelle Oil Field are shear-
wave velocity profiles that are correlated to the static stress distribution at different 
injection stages. It is noticed that the pressures in the oil production layer and overburden 
strata at the time of water injection and CO2 injection have already been built up in the 
entire monitored region. Injection history interpretation using the stress wave monitoring 
indicates that CO2 injection resulted in the stressing of the overbearing strata. The 
changes of COV value, obtained by a closer evaluation of the statistics of the 
experimental data, indicate that shear wave velocity change at different stages of 
injection at Citronelle Oil Field. The results of the geophysical monitoring for the pilot 
injection will aid oil field operators in decision making for the future commercial-scale 
reservoir management strategies. 
● COV of the shear wave speed has been computed for field data and 
observations are: 
– Survey line 1, COVbefore > COVduring > COVafter  
– Survey line 2, COVduring > COVbefore > COVafter  
This means the pressure distribution at Citronelle at the time of injection study is 
directionally differentiable. 
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● COV of before and during CO2 injection is larger than COV of well head 
pressure which means the DoReMi method is capable of detecting site condition change. 
● COV of after CO2 injection is very similar to COV of well head pressure, 
indicate stable pressure in the reservoir. 
● ∆𝑉/𝑉 has been used for all studies and is most complete, ∆𝑉/𝑉 for field data 
shows order of magnitude between -0.15 to 0.25, which is in the same order with the 
simulation of Saline and Calcite layer stress change.  
● In linear and nonlinear modeling, the MDOF lumped-mass model was used to 
simulate the propagation of P-wave during static phase change during CO2 injection in a 
multilayered elastic media. When no oil migrates at the oil bearing layer, the multi-
physical phase change at the layer is simplified into stiffness increase in the model. 
Studies were performed with the stiffness of oil bearing layer increased by 20%, 40%, 
60%, 80% and 100% of its original stiffness. When oil migrates at the oil bearing layer, 
the multi-physical phase change at the layer was simplified into stiffness decrease by 
50% of its original stiffness. The simulation results show that higher mode frequencies 
are being attenuated more than the lower frequencies and the energy distribution is not 
consistent throughout all frequencies. This indicates that vertical wave responses can be 
used for monitoring of condition changes at the oil bearing layer and time frequency 
analysis can be used to detect the changes in wave signals. 
● The responses of the MDOF model confirmed that it can reflect changes in both 
oil bearing and Saline and Calcite layer changes. As the stiffness of oil bearing layer 
increases, shear wave velocities of the Calcite and oil bearing layer are also increased. 
Likewise the stiffness of Saline and Calcite layer increased while the stiffness of the oil 
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bearing layer are kept as constant: Shear wave velocities of the Saline, Calcite and the oil 
bearing layer are also strongly influenced by these layer changes.   
● Because signal changes are amplitude based, TSP is suggested as an indicator to 
present the signal changes obtained from different MDOF models in both linear and 
nonlinear conditions. The results show interesting deviation of different frequency 
components as wave propagates to the ground surface. TSP represents an effective 
approach to present the multi-frequency response deviations and may be able to project 
multi-layer stress changes. TSP data can provide good visual differences for site 
condition changes, but is too complicated to interpret. 
● The index method of ∆𝑉 𝑉⁄  (commonly used in oil production geophysical 
monitoring) is also discussed and is used to express stress changes by comparing 
simulation results with the averaged experimental data. The bar charts of the ∆𝑉 𝑉⁄  
obtained from displacement, velocity and acceleration time histories, and averaged 
experimental data show that shear wave velocity obtained from acceleration time history 
demonstrated the highest errors, then velocity and followed by the displacement results. 
This may indicate possible sensitivity of acceleration-based sensing units can be more 
effective in monitoring site condition changes for seismic methods. 
● For the simulation of sensitivity to oil bearing layer stress changes, SAPD value 
change is frequency dependent and higher frequency experienced larger changes than 
lower frequency amplitudes. 
● For the simulation of sensitivity to oil bearing layer stress changes, ∆𝑉/𝑉 is in 
the order of 0.03 (displacement) and 0.02 (velocity and acceleration), hence the change is 
detectable. 
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● When oil migrates in oil bearing layer, both pressure and stiffness of the layer 
are decreased. When oil not migrates in oil bearing layer, both stress and stiffness of the 
layer are increased. But the layer responses are not uniform. 
● For the simulation of Saline and Calcite layer stress change (stiffness increase), 
∆𝑉/𝑉 has significant changes on the magnitude order as large as 0.35 (displacement, 
velocity and acceleration). 
● In this study, the effects of oil bearing layer stress change and the above strata 
(Saline and Calcite layers) are decoupled in the numerical simulation. 
● Finally, this study show that MDOF lumped mass modeling can replicate field 
conditions and can represent oil bearing layer stress change and Saline and Calcite strata 
stress change. In actual study, ∆𝑉/𝑉 and COV seem to be good indicators of stress 
changes in layers. ∆𝑉/𝑉 and COV are layer sensitive but not frequency dependent. On 
the other hand, SAPD and TSP can show changes in frequency domain, because they are 
frequency dependent. 
In conclusion, this study presents a simple yet effective theoretical model to 
demonstrate the stress (velocity) changes during CO2 injection processes in an oil field. 
Comparisons to actual experimental data indicate that the passive seismic sensing method 
can be used for field monitoring of CO2-EOR process in deep formations (circa 12,000 
ft).   
 
CHAPTER 9: FUTURE STUDIES 
 
 
DoReMi technique was employed to monitor CO2 storage at Citronelle Oil Field 
before, during and after CO2 injection along two linear arrays running from north - south 
and from northeast - southwest. The monitoring points are too limited to acquire the 
whole site information from the reservoir. It is suggested to perform three dimensional 
explorations by using the DoReMi technique with a reasonable sensor layout for 
monitoring CO2 storage at Citronelle Oil Field. This may replicate the 4D seismic 
measurements and can detect CO2 plume movements.  
Physical model experiment is another method to check the accuracy of the 
application of the DoReMi method. We can construct certain scaled physical models with 
different layer properties, and obtain the responses of the DoReMi method. Then, 
compare the experimental results with the actual properties of the model. 
In the current numerical simulation study, the lumped mass method was employed 
to study wave propagation problem in one-dimensional model. The physical condition 
changes of the whole CO2 storage reservoir during CO2 injection is very complex. The 
condition changes would be very helpful to determine the CO2 storage and avoid 
geomechanical hazards in and around the reservoir. It is recommended that future studies 
be expended to two or three-dimensional model. 
Another issue in the current numerical simulation study is that the physical 
parameters of soil layers are assumed based on general information for soils and rocks. 
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Further studies on the parameters selection is recommended to do more field work in the 
research area, for example, get more soil and rock samples through drilling in different 
depths and obtained their physical properties (e.g. density, Young’s Modules, etc.) by 
performing laboratory tests. 
Nonlinear phenomenon is not fully understood and need further investigation. 
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APPENDIX A: EFFECTIVE STIFFNESS 
 
 
For an idealized horizontal layer soil profile, assume the elastic modulus of a 
certain layer is E, the thickness of the layer is H. In the study of the influence of the layer 
changes, the layer was divided into 𝑁𝑡ℎ sublayers with equal thickness. 
The thickness of the sublayer is given by 
ℎ = ℎ𝑖 =
𝐻
𝑁
 
where 𝑖 =  1, 2,⋯ ,𝑁. 
 The stiffness of the sublayer is given by 
𝑘𝑖 =
𝐸
ℎ𝑖
 
or 
𝑘 = 𝑘𝑖 =
𝑁𝐸
𝐻
 
The effective stiffness of the layer: 
𝑘𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =
1
∑ 1𝑘𝑖
𝑁
𝑖=1
=
1
𝑁
𝑘
=
𝑘
𝑁
=
𝐸
𝐻
 
The above equation shows that no matter how many sublayers with equal 
thickness were divided, the effective stiffness of the layer is a constant. 
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APPENDIX B: MATLAB CODES 
 
 
A.1 Linear MDOF Program 
 
clc; clear all; 
tic 
gravity = 32.2; % ft/s2 
  
load('inputsignal.mat') % input signal, 20 sinusoid 
A = 0.675; % Loading magnitude, kips - 3000 N 
tend = 10; % The end time of computation 
t1 = 1; % The end time of the force 
h = 0.001; % Time step 
kFactor = 1.0; % kFactor = 1.0,1.2,1.4,1.6, 1.8 or 2.0 
indexNum = [1 13 26 41 63 88 113 138 176 226 288 363 476 534];  
matrixDisp = zeros(10001,length(indexNum)+1); 
matrixDisp(:,1) = 0:h:tend; 
matrixVel = matrixDisp; 
matrixAcc = matrixDisp; 
thickness = 20; 
thicknessSubLayer = [thickness thickness thickness thickness thickness 200];  
% thickness of sublayer, ft 
thicknessLayer = [2000 1000 3000 1000 3600 800]; % thickness of main layer, ft 
elasticModulusLayer = [68421680 228158494 465629580  ... 
 586971294 728802725 805468363]; % unit is psf 
unitWeightLayer = [168.6153 168.6153 168.6153 168.6153 156.16356 156.16356]; % unit is pcf  
nLayer = round(thicknessLayer./thicknessSubLayer); 
dof = sum(nLayer); 
 stiValue = elasticModulusLayer./thicknessSubLayer/1000; 
massValue = unitWeightLayer.*thicknessSubLayer/1000; 
sti = [stiValue(1)*ones([1,nLayer(1)]) ... 
    stiValue(2)*ones([1,nLayer(2)]) ... 
    stiValue(3)*ones([1,nLayer(3)]) ... 
    stiValue(4)*ones([1,nLayer(4)]) ... 
    stiValue(5)*ones([1,nLayer(5)]) ... 
    stiValue(6)*ones([1,nLayer(6)])]; 
  
mass = [massValue(1)*ones([1,nLayer(1)]) ... 
    massValue(2)*ones([1,nLayer(2)]) ... 
    massValue(3)*ones([1,nLayer(3)]) ... 
    massValue(4)*ones([1,nLayer(4)]) ... 
    massValue(5)*ones([1,nLayer(5)]) ... 
    massValue(6)*ones([1,nLayer(6)])]; 
  
dam = ones([1,dof]); % Each layer's damping force is assumed to 1 kips/(ft/sec) 
  
for i = 1:dof 
    dam(i) = sqrt(sti(i)*mass(i)/gravity); %Damping Coefficient of each layer, kips/(ft/sec) 
end 
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 sti(531:534) = kFactor*sti(531:534); % Stiffness of the oil bearing layer 
  
stiff = zeros(dof); 
damp = zeros(dof); 
  
t = 0; 
u = zeros([1,dof]); 
v = zeros([1,dof]); 
k = zeros([4,dof]);         
    damp(1,1) = dam(1)+dam(2); 
    damp(1,2) = - dam(2); 
    for j = 2:dof-1 
        damp(j,j) = dam(j) + dam(j+1); 
        damp(j,j-1) = - dam(j); 
        damp(j,j+1) = - dam(j+1);         
    end 
    damp(dof,dof-1) = - dam(dof); 
    damp(dof,dof) = dam(dof); 
     
    stiff(1,1) = sti(1) + sti(2); 
    stiff(1,2) = - sti(2); 
    for j = 2:dof-1 
        stiff(j,j) = sti(j) + sti(j+1); 
        stiff(j,j-1) = - sti(j); 
        stiff(j,j+1) = - sti(j+1);         
    end 
    stiff(dof,dof-1) = - sti(dof); 
    stiff(dof,dof) = sti(dof); 
         
[acc,applied_force] = acceleration_L(dam,damp,sti,stiff,v,u,gravity,mass,dof,... 
    t,t1,A,inputsignal,h); 
[acc,u,v,matrixDisp,matrixVel,matrixAcc] = runge_kutta_L(dof,t,t1,tend,h,u,v,k,dam,damp,... 
    
sti,stiff,gravity,mass,acc,A,applied_force,inputsignal,nLayer,matrixDisp,matrixVel,matrixAcc,ind
exNum); 
  
toc 
 
 
function [ acc,u,v,matrixDisp,matrixVel,matrixAcc ] = 
runge_kutta_L(dof,t,t1,tend,h,u,v,k,dam,damp,sti,stiff,gravity,mass,acc,... 
    A,applied_force,inputsignal,nLayer,matrixDisp,matrixVel,matrixAcc,indexNum) 
  
oldu = zeros(1,dof); 
oldv = zeros(1,dof); 
  
num = 1; 
while t <= tend 
    num = num + 1; 
    t = t + h/2.0; 
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    % Step 1 
    for i = 1:dof 
        oldu(i) = u(i); 
        oldv(i) = v(i); 
        k(1,i) = acc(i) * h; 
        u(i) = oldu(i) + h*(oldv(i)/2.0 + k(1,i)/8.0); 
        v(i) = oldv(i) + k(1,i)/2.0; 
    end 
    [acc,applied_force] = 
acceleration_L(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h); 
    % Step 2 
    for i = 1:dof 
        k(2,i) = acc(i) * h; 
        v(i) = oldv(i) + k(2,i)/2.0; 
    end 
    [acc,applied_force] = 
acceleration_L(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h);     
    % Step 3 
    t = t + h/2.0; 
    for i = 1:dof 
        k(3,i) = acc(i) * h; 
        u(i) = oldu(i) + h*(oldv(i) + k(3,i)/2.0); 
        v(i) = oldv(i) + k(3,i); 
    end 
    [acc,applied_force] = 
acceleration_L(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h);     
    % Step 4 
    for i = 1:dof 
        k(4,i) = acc(i) * h; 
        u(i) = oldu(i) + h*(oldv(i) + (k(1,i) + k(2,i) + k(3,i))/6.0); 
        v(i) = oldv(i) + (k(1,i)+2*(k(2,i) + k(3,i)) + k(4,i))/6.0; 
    end 
    [acc,applied_force] = 
acceleration_L(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h); 
         
    matrixDisp(num,2:end) = u(indexNum); 
    matrixVel(num,2:end) = v(indexNum); 
    matrixAcc(num,2:end) = acc(indexNum); 
      
end 
  
    xlswrite('Disp_Time_History.xlsx', matrixDisp) 
    xlswrite('Vel_Time_History.xlsx', matrixVel) 
    xlswrite('Acc_Time_History.xlsx', matrixAcc) 
end 
 
 
function [acc,applied_force] = 
acceleration_L(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h) 
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acc = zeros(1,dof); 
applied_force = zeros(1,dof); 
  
for i = 1:dof 
    if (i == dof && t <= t1) 
        value = int64(2*t/h + 1); 
        f = A*inputsignal(value); 
    else 
        f = 0; 
    end 
  
    d =0.0; 
    q = 0.0; 
     
    for j = 1:dof 
        d = d + damp(i,j) * v(j); 
        q = q + stiff(i,j) * u(j);         
    end 
  
    acc(i) = (f - d - q) * gravity / mass(i); 
end 
  
end 
 
 
A.2. Nonlinear MDOF Program 
 
clc; clear all; 
tic 
gravity = 32.2; % ft/s2 
  
load('inputsignal.mat') % input signal, 20 sinusoid 
A = 0.675; % Loading magnitude, kips - 3000 N 
tend = 10; % The end time of computation 
t1 = 1; % The end time of the force 
h = 0.001; % Time step 
  
indexNum = [1 13 26 41 63 88 113 138 176 226 288 363 476 534];  
matrixDisp = zeros(10001,length(indexNum)+1); 
matrixDisp(:,1) = 0:h:tend; 
matrixVel = matrixDisp; 
matrixAcc = matrixDisp; 
  
thickness = 20; 
thicknessSubLayer = [thickness thickness thickness thickness thickness 200];  
% thickness of sublayer, ft 
thicknessLayer = [2000 1000 3000 1000 3600 800]; % thickness of main layer, ft 
elasticModulusLayer = [68421680 228158494 465629580 586971294  ... 
 728802725 805468363]; % unit is psf 
unitWeightLayer = [168.6153 168.6153 168.6153 168.6153 156.16356 156.16356]; % unit is pcf 
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nLayer = round(thicknessLayer./thicknessSubLayer); 
dof = sum(nLayer); 
stiValue = elasticModulusLayer./thicknessSubLayer/1000; 
massValue = unitWeightLayer.*thicknessSubLayer/1000; 
sti = [stiValue(1)*ones([1,nLayer(1)]) ... 
    stiValue(2)*ones([1,nLayer(2)]) ... 
    stiValue(3)*ones([1,nLayer(3)]) ... 
    stiValue(4)*ones([1,nLayer(4)]) ... 
    stiValue(5)*ones([1,nLayer(5)]) ... 
    stiValue(6)*ones([1,nLayer(6)])]; 
  
mass = [massValue(1)*ones([1,nLayer(1)]) ... 
    massValue(2)*ones([1,nLayer(2)]) ... 
    massValue(3)*ones([1,nLayer(3)]) ... 
    massValue(4)*ones([1,nLayer(4)]) ... 
    massValue(5)*ones([1,nLayer(5)]) ... 
    massValue(6)*ones([1,nLayer(6)])]; 
  
dam = ones([1,dof]); % Each layer's damping force is assumped to 1 kips/(ft/sec) 
  
for i = 1:dof 
    dam(i) = sqrt(sti(i)*mass(i)/gravity); %Damping Coefficient of each layer, kips/(ft/sec) 
end 
  
stiff = zeros(dof); 
damp = zeros(dof); 
  
t = 0; 
u = zeros([1,dof]); 
v = zeros([1,dof]); 
k = zeros([4,dof]); 
         
    damp(1,1) = dam(1)+dam(2); 
    damp(1,2) = - dam(2); 
    for j = 2:dof-1 
        damp(j,j) = dam(j) + dam(j+1); 
        damp(j,j-1) = - dam(j); 
        damp(j,j+1) = - dam(j+1);         
    end 
    damp(dof,dof-1) = - dam(dof); 
    damp(dof,dof) = dam(dof);     
     
[acc,applied_force] = 
acceleration_NL(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h); 
  
[acc,u,v,matrixDisp,matrixVel,matrixAcc] = runge_kutta_NL(dof,t,t1,tend,h,u,v,k,dam,damp,... 
    
sti,stiff,gravity,mass,acc,A,applied_force,inputsignal,nLayer,matrixDisp,matrixVel,matrixAcc,ind
exNum); 
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    xlswrite('Disp_Time_History.xlsx', matrixDisp) 
    xlswrite('Vel_Time_History.xlsx', matrixVel) 
    xlswrite('Acc_Time_History.xlsx', matrixAcc) 
  
toc 
 
 
function [ acc,u,v,matrixDisp,matrixVel,matrixAcc ] = 
runge_kutta_NL(dof,t,t1,tend,h,u,v,k,dam,damp,sti,stiff,gravity,mass,acc,... 
    A,applied_force,inputsignal,nLayer,matrixDisp,matrixVel,matrixAcc,indexNum) 
  
oldu = zeros(1,dof); 
oldv = zeros(1,dof);     
  
num = 1; 
while t <= tend 
    num = num + 1; 
    t = t + h/2.0; 
    % Step 1 
    for i = 1:dof 
        oldu(i) = u(i); 
        oldv(i) = v(i); 
        k(1,i) = acc(i) * h; 
        u(i) = oldu(i) + h*(oldv(i)/2.0 + k(1,i)/8.0); 
        v(i) = oldv(i) + k(1,i)/2.0; 
    end 
    [acc,applied_force] = 
acceleration_NL(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h); 
    % Step 2 
    for i = 1:dof 
        k(2,i) = acc(i) * h; 
        v(i) = oldv(i) + k(2,i)/2.0; 
    end 
    [acc,applied_force] = 
acceleration_NL(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h);     
    % Step 3 
    t = t + h/2.0; 
    for i = 1:dof 
        k(3,i) = acc(i) * h; 
        u(i) = oldu(i) + h*(oldv(i) + k(3,i)/2.0); 
        v(i) = oldv(i) + k(3,i); 
    end 
    [acc,applied_force] = 
acceleration_NL(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h);     
    % Step 4 
    for i = 1:dof 
        k(4,i) = acc(i) * h; 
        u(i) = oldu(i) + h*(oldv(i) + (k(1,i) + k(2,i) + k(3,i))/6.0); 
        v(i) = oldv(i) + (k(1,i)+2*(k(2,i) + k(3,i)) + k(4,i))/6.0; 
    end 
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    [acc,applied_force] = 
acceleration_NL(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h); 
     
    matrixDisp(num,2:end) = u(indexNum); 
    matrixVel(num,2:end) = v(indexNum); 
    matrixAcc(num,2:end) = acc(indexNum);         
    
end 
end 
 
function [acc,applied_force] = 
acceleration_NL(dam,damp,sti,stiff,v,u,gravity,mass,dof,t,t1,A,inputsignal,h) 
  
acc = zeros(1,dof); 
applied_force = zeros(1,dof); 
kFactor = 1.0; % kFactor = 1.0,1.2,1.4,1.6, 1.8 or 2.0 
for i = 1:dof 
    if (i == dof && t <= t1) 
        value = int64(2*t/h + 1); 
        f = A*inputsignal(value); 
    else 
        f = 0; 
    end 
  
    d =0.0; 
    q = 0.0; 
     
        stiff(dof,dof) = sti(dof); 
        stiff(dof,dof-1) = -sti(dof);  
  
    for j = 2:dof-1 
        stiff(j,j) = sti(j) + sti(j+1);     
        stiff(j,j-1) = - sti(j); 
        stiff(j,j+1) = - sti(j+1);        
    end  
     
        stiff(1,1) = sti(1) + sti(2); 
        stiff(1,2) = - sti(2);         
             
    for j = dof-3:dof 
        if u(j)*100 >= 0.06 %Displacement control 
        stiff(j,j) = stiff(j,j)*kFactor; 
        end     
    end 
         
    for j = 1:dof 
        d = d + damp(i,j) * v(j); 
        q = q + stiff(i,j) * u(j);         
    end 
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    acc(i) = (f - d - q) * gravity / mass(i); 
end 
  
end 
 
 
B.3. Time histories, frequency domain, spectral amplitude percentage difference, and 
tripartite spectral plot 
 
clear all;clc; 
  
node1Case10 = xlsread('Vel_Time_History_WholeOilBearingLayer_1.0.xlsx'); 
% Case I-0: Linear  
node1Case11 = xlsread('Vel_Time_History_WholeOilBearingLayer_1.2.xlsx'); 
% Case I-1: 1.2stiff 
node1Case12 = xlsread('Vel_Time_History_WholeOilBearingLayer_1.4.xlsx'); 
% Case I-2: 1.4stiff 
node1Case13 = xlsread('Vel_Time_History_WholeOilBearingLayer_1.6.xlsx'); 
% Case I-3: 1.6stiff 
node1Case14 = xlsread('Vel_Time_History_WholeOilBearingLayer_1.8.xlsx'); 
% Case I-4: 1.8stiff 
node1Case15 = xlsread('Vel_Time_History_WholeOilBearingLayer_2.0.xlsx'); 
% Case I-5: 2.0stiff 
ft2m_factor = 0.3048; % Convert ft to meter 
%%%%%%%%%%%% Velocity time histories of Node 1 %%%%%%%%%%%%% 
figure; 
plot(node1Case11(:,1),ft2m_factor*node1Case10(:,2),'color', [0.5 0.5 0.5]); hold on 
plot(node1Case11(:,1),ft2m_factor*node1Case11(:,2),'r'); 
plot(node1Case11(:,1),ft2m_factor*node1Case12(:,2));  
plot(node1Case11(:,1),ft2m_factor*node1Case13(:,2),'m');  
plot(node1Case11(:,1),ft2m_factor*node1Case14(:,2),'g');  
plot(node1Case11(:,1),ft2m_factor*node1Case15(:,2),'k');  
set(gca,'FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
xlim([0 10]) 
xlabel('Time (Second)','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
ylabel('Velocity (m/s)','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
legend('NL Case I-0','NL Case I-1','NL Case I-2','NL Case I-3','NL Case I-4','NL Case I-5') 
%% 
%%%%%% Frequency domain of Node 1 velocity %%%%%%%% 
T = 0.001;   % Sample time 
Fs = 1/T;     % Sampling frequency 
L = length(node1Case11(:,1));   % Length of signal 
t = (0:L-1)*T;% Time vector 
  
NFFT = 2^nextpow2(L); % Next power of 2 from length of y 
f = Fs/2*linspace(0,1,NFFT/2+1); 
Ycase0 = fft(ft2m_factor*node1Case10(:,2),NFFT)/L; 
ycase0 = 2*abs(Ycase0(1:NFFT/2+1)); 
Ycase1 = fft(ft2m_factor*node1Case11(:,2),NFFT)/L; 
ycase1 = 2*abs(Ycase1(1:NFFT/2+1)); 
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Ycase2 = fft(ft2m_factor*node1Case12(:,2),NFFT)/L; 
ycase2 = 2*abs(Ycase2(1:NFFT/2+1)); 
Ycase3 = fft(ft2m_factor*node1Case13(:,2),NFFT)/L; 
ycase3 = 2*abs(Ycase3(1:NFFT/2+1)); 
Ycase4 = fft(ft2m_factor*node1Case14(:,2),NFFT)/L; 
ycase4 = 2*abs(Ycase4(1:NFFT/2+1)); 
Ycase5 = fft(ft2m_factor*node1Case15(:,2),NFFT)/L; 
ycase5 = 2*abs(Ycase5(1:NFFT/2+1)); 
  
figure; 
plot(f,ycase0,'color', [0.5 0.5 0.5]); hold on 
plot(f,ycase1,'r'); 
plot(f,ycase2);  
plot(f,ycase3,'m');  
plot(f,ycase4,'g');  
plot(f,ycase5,'k');  
set(gca,'FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
legend('NL Case I-0','NL Case I-1','NL Case I-2','NL Case I-3','NL Case I-4','NL Case I-5') 
xlabel('Frequency (Hz)','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
ylabel('|Velocity (m/s)|','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
xlim([0 4]) 
  
%% 
%%%%%%%%%% Spectral Amplitude Percentage Difference %%%%%%%%%%% 
hp = peakLocation(ycase0); 
freq = f(hp(1:12)); 
ycase0Amplitude = ycase0(hp(1:12)); 
ycase1Amplitude = ycase1(hp(1:12)); 
ycase2Amplitude = ycase2(hp(1:12)); 
ycase3Amplitude = ycase3(hp(1:12)); 
ycase4Amplitude = ycase4(hp(1:12)); 
ycase5Amplitude = ycase5(hp(1:12)); 
  
AmplitudeDifference = zeros(5, 12); 
AmplitudeDifference(1,:) = 100*(ycase1Amplitude-ycase0Amplitude)./ycase0Amplitude; 
AmplitudeDifference(2,:) = 100*(ycase2Amplitude-ycase0Amplitude)./ycase0Amplitude; 
AmplitudeDifference(3,:) = 100*(ycase3Amplitude-ycase0Amplitude)./ycase0Amplitude; 
AmplitudeDifference(4,:) = 100*(ycase4Amplitude-ycase0Amplitude)./ycase0Amplitude; 
AmplitudeDifference(5,:) = 100*(ycase5Amplitude-ycase0Amplitude)./ycase0Amplitude; 
  
xlswrite('AmplitudeData_velocity_diff_SI.xlsx', AmplitudeDifference) 
  
%% 
%%%%%%%% Tripartite Response Spectrum %%%%%%%%%%%%%%%%%% 
hpcase0 = peakLocation(ycase0); 
hpcase1 = peakLocation(ycase1); 
hpcase2 = peakLocation(ycase2); 
hpcase3 = peakLocation(ycase3); 
hpcase4 = peakLocation(ycase4); 
hpcase5 = peakLocation(ycase5); 
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freqcase0 = f(hpcase0); 
freqcase1 = f(hpcase1); 
freqcase2 = f(hpcase2); 
freqcase3 = f(hpcase3); 
freqcase4 = f(hpcase4); 
freqcase5 = f(hpcase5); 
ycase0Amplitude = ycase0(hpcase0); 
ycase1Amplitude = ycase1(hpcase1); 
ycase2Amplitude = ycase2(hpcase2); 
ycase3Amplitude = ycase3(hpcase3); 
ycase4Amplitude = ycase4(hpcase4); 
ycase5Amplitude = ycase5(hpcase5); 
  
figure; 
loglog(freqcase0,ycase0Amplitude,'color', [0.5 0.5 0.5]); hold on 
loglog(freqcase1,ycase1Amplitude,'r'); 
loglog(freqcase2,ycase2Amplitude);  
loglog(freqcase3,ycase3Amplitude,'m');  
loglog(freqcase4,ycase4Amplitude,'g'); 
loglog(freqcase5,ycase5Amplitude,'k');  
  
set(gca,'FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
legend('L Case I-0','L Case I-1','L Case I-2','L Case I-3','L Case I-4','L Case I-5') 
xlabel('Frequency (Hz)','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
ylabel('|Velocity (mm/s)|','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
xlim([0.1 10]) 
 
function [ NewLocation ] = peakLocation( input_vector ) 
  
A = input_vector; 
Len = length(A); 
Location = zeros(1,Len); 
  
if A(1) > A(2) 
Location(1) = 1; 
end 
  
for i = 2:Len-1 
    if A(i)>A(i-1) && A(i)>A(i+1) 
        Location(i) = i; 
    end 
end 
  
if A(Len) > A(Len-1) 
Location(Len) = Len; 
end 
  
NewLocation = Location(Location~=0); 
  
end 
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 B.4 Shear Wave Velocity Calculation 
 
clear all;clc; 
  
%% Velocity Time History 
Velocity = xlsread('Vel_Time_History_Saline_Calcite_1.2.xlsx'); 
Velocity = round(Velocity*1e6)/1e6; 
ft2m_factor = 0.3048; % Convert ft to meter 
  
%% First Arrival Method 
thickness = 20; 
LayerIndex = [1 13 26 41 63 88 113 138 176 226 288 363 476 534];  
  
timeDiffFirst = zeros([1 length(LayerIndex)-1]); 
LayerDiffFirst = zeros([1 length(LayerIndex)-1]); 
indexDispFirst = zeros([1 length(LayerIndex)-1]); 
threshold = 1e-6; 
for i = 1:length(LayerIndex) 
    indexDispFirst(i) = find(Velocity(:,i+1)>=threshold,1); 
end 
dispTimeFirst = (indexDispFirst-1)*0.001; 
for i = 1:length(LayerIndex)-1 
    timeDiffFirst(i) = dispTimeFirst(i) - dispTimeFirst(i+1); 
    LayerDiffFirst(i) = LayerIndex(i+1) - LayerIndex(i);         
end 
    
distanceFirst = LayerDiffFirst.*thickness; 
distanceFirst(end) = (LayerDiffFirst(end)-3)*thickness + 3*200; 
velocityPwaveFirst = distanceFirst./timeDiffFirst; 
velocitySwaveFirst = velocityPwaveFirst/1.73; 
VelSwaveLineFirst = velocitySwaveFirst(ones(1,2),:); 
VelSwaveLineFirst = VelSwaveLineFirst(:).'; 
depthPeak = cumsum(distanceFirst); 
depthLine = zeros([1,2*length(depthPeak)]); 
depthLine(2:2:end) = depthPeak; 
depthLine(3:2:end) = depthPeak(1:end-1); 
  
figure 
set(gcf, 'position', [100 100 650 400], 'paperpositionmode', 'auto'); 
plot(VelSwaveLineFirst,depthLine,'k') 
xTLabel = get(gca,'XTick'); 
set(gca,'XTickLabel',sprintf('%3.0f|',xTLabel)) 
set(gca, 'ydir', 'reverse', 'fontsize', 10, 'xaxislocation', 'top','FontName','Times New Roman'); 
xlabel('Shear-Wave Velocity, ft/s','FontName','Times New 
Roman','FontSize',12,'FontWeight','bold') 
ylabel('Depth, ft','FontName','Times New Roman','FontSize',12,'FontWeight','bold') 
title('First Arrival Time Method','FontName','Times New 
Roman','FontSize',12,'FontWeight','bold') 
WaveSpeed_FirstArrival_Vel_Saline_Calcite_120 = VelSwaveLineFirst
 
