The phase relaxation caused by scattering off spin wave excitations in disordered ferromagnetic films is considered. In the case that the spin wave spectrum is gapped, it is shown that the corresponding phase relaxation rate at temperatures above the gap follows a linear dependence in both two and three dimensions, similar to what has been found previously for clean systems. In the absence of the gap the behavior is controlled by the spin wave damping characteristics, typically leading to fractional power laws in temperature. The effect of finite external magnetic field is considered and shown to affect the prefactor of the linear T law.
Introduction
The transport properties of thin metallic disordered ferromagnetic films show quantum corrections at low temperatures, studied in detail in recent experiments. 1, 2 In particular a weak localization contribution to both the longitudinal and the Hall conductivity has been identified. This may seem surprising at first sight, since a magnetic field (as applied in these experiments), spin flip scattering or spin-orbit scattering may be expected to limit the phase coherence in these systems to short length scales. While it is certainly true that the above mechanisms severely limit the phase relaxation time (the corresponding rate may be estimated to be of order 1K), at higher temperatures T > 5K a temperature dependent contribution to the phase relaxation rate appears to be visible in the data. It has been proposed some time ago that scattering of electrons off spin waves plays an important role in transport in thin ferromagnetic films.
3,4
In a clean system (without disorder) at low temperatures T , the inelastic scattering rate due to spin-waves (τ ϕ ) −1 has been obtained, 3 within a simple self-energy approximation, to be proportional to T /Δ , where Δ is the gap in the spin-wave excitation spectrum. This result has been used to argue 1 that while the phase relaxation rate from the electron-electron interaction is too small for weak localization effects to be observable in thin ferromagnetic films, the much larger contribution obtained from the scattering off spin waves provides a window of temperature where weak localization effects are experimentally accessible. In particular, it is the phase relaxation length which determines whether a film is effectively in two or three dimensions at a given disorder and temperature. Since the spin-wave contribution dominates in a ferromagnetic film, it is important to know the disorder as well as temperature dependence of (τ ϕ ). However, a calculation of (τ ϕ ) −1 in the diffusive limit does not exist yet. In this work we will calculate (τ ϕ )
for both two and three dimensions, in the clean as well as the diffusive limits. We will show that in all different cases, (τ ϕ ) −1 has a linear dependence on temperature T , except in the clean 3D limit where the dependence is T ln T . Note that in case of thin films, the internal magnetic field is equal to the external field since the magnetization inside is cancelled by surface polarizations.
3 Thus in the absence of an external field, the Zeeman splitting B = 0. In considering the anomalous Hall effect which is measured in the presence of a large magnetic field, one needs to keep a finite B.
The Model
The Hamiltonian we will consider is given as
where the annihilation and creation operators c k , c + k refer to electrons and a q , a + q refer to spin-waves, J is the effective spin exchange interaction and B is the Zeeman splitting. The impurity scattering is modelled by the April 1, 2010 9:9
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potential V . The spin wave has a dispersion relation ω q = Δ + Aq 2 , where Δ is the spin-wave gap and A is the spin stiffness. The spin-wave propagator in Matsubara representation is
where ω l = 2πlT is the bosonic Matsubara frequency, and γ(q) is a phenomenological damping parameter that depends on q as some power q α with α ≥ 2. The spin-wave mediated effective electron interaction is then given by
which is attractive. Here n is the density of conduction electrons.
Inelastic Scattering Time from Self Energy: Known Result
We will first reproduce the results of Ref.
[ 3 ] where the inelastic scattering is obtained simply from the imaginary part of the self energy. Fig. 22 .1 shows the diagram for the self energy, corresponding to the expression
where we approximated the spin wave spectrum by ω q Δ and the summation on ω l has been done by contour integration. We now use the properties of the Bose function,
Converting the integration on q into an integration over energy, which may be performed by contour integration, this becomes
In the limit n → 0, and using f (Δ) + b(Δ) = 1/ sinh(βΔ), where β = 1/T (we will use units such that the Boltzmann constant k B = 1), we get finally
where N 0 is the density of states at the Fermi level. At high temperatures T >> Δ this gives a linear T dependence as found in Ref. [ 3 ] . The result for the energy relaxation rate 1/τ 0 found here might not be appropriate for use as the cut off energy for weak localization. Rather, it is necessary to calculate the dephasing rate appearing in the Cooperon propagator. This will be done in the next section.
Phase Relaxation Time of Weak Localization: B = 0
The phase relaxation time τ ϕ limiting phase coherence in a weak localization situation appears in the particle-particle diffusion propagator C(q, ω) (Cooperon) in the form
Here N 0 is the density of states at the Fermi level, τ is the elastic scattering time and
F τ is the diffusion coefficient, where d is the dimensionality and v F is the Fermi velocity. We have used ω l = 2πlT as the Matsubara frequency. If we label the Cooperon propagator in the absence of interactions as C 0 , then we can write
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where the interaction vertex K contains self energy as well as vertex corrections due to both interactions and disorder. It then follows that 1/τ ϕ is given by
(22.4)
We will evaluate the diffusion propagator diagrammatically, in the presence of spin-wave mediated electron-electron interactions, both in the clean and in the diffusive limits, in two and three dimensions, in the absence or presence of Zeeman splitting. An approximate diagrammatic calculation of the inelastic scattering time for electron-electron (e-e) interactions was performed by Fukuyama and Abrahams (FA) 5 who obtained 1/τ ϕ ∝ T ln T . A later exact calculation by Altshuler and Aronov (AA) 6 gave 1/τ ϕ ∝ T . However, the AA method can not be easily adapted for spin-wave interactions. On the other hand, as we will see, in the diffusive limit including the spin-wave interaction, 1/τ ϕ does not acquire a ln T term that rendered the perturbative result in the ee-case less reliable. 7 We will therefore follow the method of FA to calculate diagrammatically the leading temperature and disorder dependence of the inelastic scattering time. Fig. 22 .3 shows the vertex K to be calculated, in the absence of disorder. Note that compared to the e-e interaction, there are only self energy corrections and no vertex correction because the spin wave operator creates a down spin from an up spin on one vertex but an up spin from a down spin on the other. This will exist only if the two initial spins are not of the same type. Since vertex corrections were argued to be negligible in the e-e case, we can essentially use the FA results with e-e interactions replaced
Diagrams for inelastic lifetime due to scattering off spin waves by the spin-wave interactions. For definiteness, we will consider only two initial up spins.
Clean limit: finite spin-wave gap
The presence of a spin-wave gap provides a natural low-frequency cut-off, which makes the calculation of τ ϕ simpler. In the absence of Zeeman splitting and in the clean limit, FA obtain the following result:
In d = 2, 3 dimensions we get
The inelastic scattering time is then given by
The integral over q is from 0 to some upper limit q 0 determined essentially by the lattice spacing. Using the spin-wave dispersion relation ω q = Δ + Aq 2 , we can approximate the integral in the regime where T Δ as
This gives us
Thus, in the clean limit, the leading temperature dependence of the inelastic scattering rate is given by
The 2D result agrees in its temperature dependence with Ref.
[ 3 ].
Diffusive limit: finite spin-wave gap
In the diffusive limit the quantum corrections are given by the diagrams depicted in Fig. 22 .2. Again we can copy the results from FA with spin-wave interaction replacing the screened Coulomb interaction. The result is that the q-integral has an extra particle-particle propagator and the inelastic scattering rate is given by
In the presence of a spin-wave gap the integrals are convergent and if 1/τ ϕ < Δ we can neglect the 1/τ ϕ inside the integral. The q-integral then becomes
For small Δ T , we then get,
where we have extended the upper limit to infinity since the main contribution to the integral comes from small q. The inelastic scattering rate is given, in this limit, by
Thus the temperature dependence remains linear in both two and three dimensions. The disorder dependence for large D is 1/D. In the opposite limit 1/τ ϕ > Δ the cutoff at low q is provided by 1/τ ϕ rather than Δ, which leads to a self consistency relation for 1/τ ϕ , with the solution
(22.10)
Diffusive limit: zero spin-wave gap
The above results for 1/τ ϕ break down when the spin-wave gap goes to zero. In that case we can no longer approximate the imaginary part of the interaction function as sum of two delta functions, but must use the actual spin-wave interaction with a finite damping term. Using the interaction given in Eq. 22.2, we have
Note that γ is a function of q, which goes to zero for small q as q α , the precise exponent depending on the model. Because of the presence of the 1/ sinh(βω) term, the major contribution to the frequency integral comes from the small ω region and we can put ω = 0 everywhere in the denominator of Im [v] . Thus we use the approximate form
Using this form, the inelastic scattering rate becomes
The integral may be estimated as follows:
For b T , the first term gives 2T , while the second term is approximately T . For b T , the first term is estimated as ∝ T 2 /b and the second term is negligible. Inserting these results we get
The result now depends sensitively on the exponent α in γ ∝ q α . Assuming α = 4, in three dimensions one finds
In two dimensions a larger exponent, α > 4, is required to give a finite result for 1/τ ϕ .
Phase Relaxation Time at Finite Magnetic Field
For finite Zeeman splitting B, the Green's functions G σ for σ =↑, ↓ have different energies. The particle-hole and particle-particle propagators Γ ph σ,σ , Γ pp σ,σ with incoming electrons of the same spin type remain the same, but for propagators with different incoming spins the diffusion pole will be cut off by the Zeeman energy. We choose the energies k↑ = k↓ + B. Explicitly, the equation for the particle-hole propagators is given by
B).
Here Γ 0 is the impurity potential correlator with 2πN 0 τ Γ 0 = 1. To solve the equation for the particle-hole propagator we use the expansion of G for small q and ω l (ωτ 1, qv F τ 1):
We use the results
where we have defined (the superscript star denotes complex conjugation) Here broken and double broken lines are particle hole and particle-particle propagators, respectively. The dotted line with a cross is an impurity scattering and the wavy line is the spin-wave propagator. There are similar diagrams with the spin-wave propagator in the lower line.
to get
The expression for the p-h propagator then becomes
It is easy to see that switching the spin indices ↑ → ↓ in effect switches B → −B, andτ →τ * . The p-p propagator is obtained in a similar way as
(22.14)
The diagrams contributing to K are shown in Fig. 22 .4, with energy labels similar to Fig. 22.3 . We will choose for definiteness n+ > 0. Then dominant contributions to K come from the regions with n < 0 for all four diagrams and with n+ − ω l < 0 for figures (a) -(c) and n+ − ω l > 0 for figure (d). The contribution of diagrams (a)-(c) can be written in the form
and
To these, we need to add the diagramsā,b,c,d, where the interaction lines are at the lower Greens functions. Details of the evaluation may be found in Appendix A.1. The total contribution to N from all diagrams can be written as
where
In the limit ω λ very small, we use
and rewrite
where we defined
Note that using Eqs. (22.13) and (22.14), we have
The spin-wave mediated interaction v(q, ω l ) is given in Eq. (22.2). We now consider the sum over the frequency in Γ 1 and Γ 2 . Note that while Γ 2 includes summation over ω l = 0, Γ 1 excludes it. Since the bosonic frequency ω l will include the Bose function which is singular at ω l = 0, the dominant contribution will come from Γ 2 which includes the sum over zero frequency. Thus we will only consider Γ 2 . The summation can be done by analytic continuation to the complex plane, as shown in Appendix A.2. We obtain
20) where now we have taken the limit ω λ = 0.
Limit of large B
In order to do the integral in Eq. (22.20) for Γ 2 in the large B limit we will consider a spin-wave spectrum with a gap smaller than T , i.e. ω q = Δ+Aq 2 with Δ < T . Note that we also have an integral over q to do. The major contributions to the ω and q integrals come from the small ω regime because of the factor n(ω), and from the small q regime because of the damping parameter γ(q). In this limit of small ω and q, and for Bτ 1, we can neglect the ω dependence of Γ p (q) defined in Eq. (22.19) and write
where we defined a ≡ (ω
Since the dominant contribution comes from small x, we use sinh(βx) ≈ βx and cut off the integral at an upper limit 1/β. We then get
Here we defined
where we have used Ref.
[ 8 ] with Q ≡ ω 2 q + γ 2 and sin α ≡ 2γωq ω 2 q +γ 2 . In the limit ω q T , this gives
Note that in this limit the logarithm gives a small correction term ω q /T . In the opposite limit ω q T , we get
.
We are left with doing the q-integral. In the limit T ω q , we have small q such that q (T − Δ)/A. Then for Bτ 1, using Eq. (22.19), we obtain
which is independent of q. Thus we get
This finally leads to a linear T dependence for the relaxation rate,
(22.21)
Note that for finite spin wave gap, the q-integral is finite. Since γ(q) ∼ q α , the integral contributes most for small q.
Limit of small B
More generally, for ω T and B > T , we can still neglect the ω dependence of Γ p defined in Eq. (22.19), with
The T dependence is still the same, but the disorder and B dependence would be different. For B → 0, the frequency integral has to be done with the ω dependent diffuson.
Summary and Conclusion
In ferromagnetic metals phase relaxation, in the sense of weak localization, may take place by excitation of spin waves. In the above we have calculated the phase relaxation rate 1/τ ϕ in leading order in the interaction of electrons with spin wave excitations. For a clean system the inelastic scattering rate (imaginary part of the self energy) had been determined before, in the case when the spin wave spectrum is gapped. Here we extend this result to finite disorder and a finite magnetic field and to vanishing spin wave gap, including vertex corrections. We employed a diagrammatic approach for calculating the effects of interaction on the Cooperon propagator. As a result we find that the phase relaxation rate is a linear function of temperature in both two and three dimensions, provided the spin wave spectrum is gapped. In the absence of a spin wave gap the result depends on the spin wave damping in the limit of zero wave vector. The dependence on disorder is given by a factor D/(D 2 +A 2 ), where D is the diffusion constant and A is the spin wave stiffness. In the limit of high magnetic field, Zeeman splitting B >> 1/τ where τ is the elastic relaxation rate, we find 1/τ ϕ ∼ 1/B 2 .
Consider the expression for N (a+b+c) given in Eq. (22.15). We can write
Using the small (ω l , q) expansion for G − k−q ( n − ω l ) similar to Eq. (22.12), and the results
for (a) and similar results for (b) and (c) we obtain, for small q and ω l , .
If we neglect the last term in F , then
Note that while Γ ph ↑↓ (q, ω l ) is evaluated at the same frequency as v(q, ω l ), Γ pp ↓↑ (q, ω l + ω λ ) is evaluated at a shifted frequency where n+ = + ω λ defines the shift.
To this, we add the diagramsā,b,c,d, where the interaction lines are at the lower Greens functions. Since switching + → − makes G → G * , we find that
Thus finally, the total contribution to N from all diagrams can be written as sum N = N (a+b+c+d) + N (ā+b+c+d) , giving Eq. (22.16).
Appendix A.2: Evaluation of Γ 2
We now consider the sum over the frequency in Γ 2 given by Eq. (22.18). The summation can be done by analytic continuation to the complex plane,
where the contour C includes all the bosonic poles ω l on the imaginary axis such that ω l > − n − ω λ . In this case, v(q, ω l ) has a branch cut at ω l = 0
