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Abstract 
The hot-tempered development of hassle on big data processing make obligatory an intense load on computation, storage and  
networking in data centres.  We suggested an approach of data centre node clustering for an efficient data placement and data 
retrieval which is unlike the routine in centralised architecture. The main objective for the proposed system is the shortcomings 
present in the conventional centralised server which is mainly the assumption that a single head is in the connectivity range of all 
other nodes. We proposed Hit Rate Geographical Locations Analysis Algorithm (HIRGLAA) for the dynamic election of cluster 
head based on the periodic hit rate analysis performance. We suggested candidate cluster heads containing redundant routing 
information to ensure data storage backup. Thus the proposed system  assures  Quality of Services (QoS) such as increased 
reliability, robustness, an energy efficient remote access and its efficiency can be validated by extensive simulation based studies. 
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1. Introduction 
 The recent development of Information and Communication Technology (ICT) has contributed to an 
explosive growth in the volume of data. Big data comprises large amount of volume, velocity, veracity and  variety 
of information assets, which are difficult together, store, and process by using the available technologies. The 
functionality of multifaceted big-data system provided with five segments in the data centre storage system life 
cycle. These segments are Data Generation (DG), Data Acquisition (DAC), Data Storage (DS) and Data Analytics 
(DA). In addition, Data Visualization (DV) is used  to do data analysis in it. In DG segment, the mega datasets (i.e.) 
Terabytes (TB) are generated from geographically distributed data sources such as sensors, video, audio, click 
streams and other existing digital sources. In this paper, we spotlight on well-known dataset infrastructure such as 
business, Internet and scientific research. The technical challenges like collection, process and analyse these dataset    
during the latest improvement in the ICT domain. In the DAC segment, the acquired information is subdivided into 
data collection, data transmission and data pre-processing. The collected datasets might contain hollow data leads to 
increase the amount of storage space unreasonably. This have an effect on the subsequent data analysis. The data 
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compression techniques need to remove redundancy in the collected datasets. The data pre-processing operations 
have to perform for an efficient data storage and its mining. 
 The persistent data stored in DS segment is to manage large-scale datasets. The data storage system 
consists of  two components such as hardware infrastructure and data management. In the hardware infrastructure, 
the scalable shared resource pool of  ICT performs high performance computing tasks based on end users 
requisition. It is easy to reconfigure dynamically in order to adapt application situations. The Data management 
software is located on top of the hardware infrastructure to sustain large-scale datasets. Also, it is consists of 
interfaces to analyse the stored data, quick retrieval of uncertainty and other programming models. The diagnostic 
method present in the Data analysis segment is helpful to scrutinize, make over and represent data in order to dig out 
accurate value with the less amount of time. The profuse data and domain-specific logical methods in the relevance 
area is to derive the anticipated impact. The six significant methodological areas such as structured data analytics, 
text analytics, multimedia analytics, web analytics, network analytics, and mobile analytics in the up-and-coming 
big data analytics. Such type of categorisation leads to emphasize the important data characteristics in the respective 
areas. The objective of this paper  is to manage a big data infrastructure which is geographically located in a 
federated cloud data centre. The gathered data from these data centre is analysed in such a way to reduce storage 
cost,  to minimize access time, to minimize energy consumption of storage, to reduce disk storage space and to put 
together better  production resolution. The rest of this paper is organised as follows. The related works are discussed 
in section 2. In section 3, the proposed system was explained. In section 4, we demonstrated the performance 
evaluation of the proposed system. Finally, we discussed conclusion and future work in section 5. 
2.  Related Works 
     . The difficulties in collecting big data set are capture, form, store, manage, share, analyse and  visualize 
through traditional database tools. This is one of the challenging research area in the densely distributed sensor 
network are discussed in [1]. The big data infrastructure management is to process and manipulate data in the data 
centre itself. Also, it supports very high throughput in order to handle huge amount of data processing and to handle 
a huge diversity of data formats (i.e.) from unstructured to structured one are discussed in [2]. 
 In [3], the big data and its task assignment, scalability in data centre size and steering to diminish on the 
whole operational cost in large-scale geo-distributed data centers for big data applications are discussed. The energy 
efficient optimal data centre can be find out by the intersection of two matrices such as cost Vs  location matrix and 
performance Vs availability matrix are discussed in [4].These two matrices gives the best price for the homogeneous 
service and also gives the availability of the data centre to improve the task execution response time.  
 In [5], the business models are captured into keywords as in search engines and as requirements gathered in 
terms of the construction companies. This leads to different means of data placement in the nodes are discussed. A 
dynamic allocation in a cluster with a periodic head election helps in reducing the dependency on the centralized 
system framework. A mixture of big data definition, concepts and its challenges are discussed in [6]. A systematic 
framework such as Hadoop is to decompose big data system and to form a big data value chain.  A comprehensive 
analysis move towards big data and its method to access, store data optimally from  the research and the business 
group of people is also discussed in it. In the cloud computing data centre, load balancing  technique is used to select 
data centre for servicing the request received from the client and also to manage the virtual machine load in it. The 
improved Round Robin service broker algorithm is implemented to select the data centre in such away to minimize 
the response time at the client side are given in [7]. The load balancing algorithm is implemented to minimize 
overhead, migration time and  to improve the high performance in the data centre with different service broker 
policies are studied in [8]. 
3. System Model 
 In the proposed system,  the increase in scalability and reliability of big data systems by means of 
clustering the geographically distributed data centres. The clustering based on their location and proximity The 
dynamic election of data centre cluster heads from a predetermined set of candidate cluster heads using HIRGLAA 
algorithm. The set of Candidate Cluster Heads (CCH) contain copies or redundant data on routing information. This 
concept increase the reliability of the system, because even if one of the CCH or the head of the data cluster (which 
is also a CCH) crashes or encounters data corruption or any other kind of failure, the other CCH can take over its 
functionality. Thus the system is unperturbed despite the failure of a CCH thereby increasing reliability of the 
system. The figure 1 shows the proposed system model. 
 The candidate nodes are chosen for each cluster. The number of candidate nodes chosen depends on the 
number of nodes in the cluster. The basic proportion of choosing candidates is in the ratio 3:100 which is choosing 
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three candidates from a cluster of hundred candidates, or choosing six candidates from a cluster of two hundred and 
so on. In general the candidates are chosen in such a way that they have higher storage capacity, faster processing 
speed and lower hit rates.  
 
Figure 1 Proposed System Model 
These characteristics enable the CCH to perform its operations required for a head with minimum delay and 
maximum through put. If and when the data centre workload exceeds 70% as threshold for a head node, the next 
possible node is chosen from the table of choice and work is delegated to it. The CCH once elected, remain constant 
and the Hit rates are monitored according to the period dynamically. This way, the head election is performed by 
considering the hit rate alone. 
_________________________________________________ 
Algorithm: Hit Rate Geographical Locations Analysis  
                      Algorithm (HIRGLAA) 
__________________________________________________ 
1. Input    : RegionSet, DCSet, HR,SC,PS, TP is 1 sec. 
2. Output : Head Election  
3. Begin   
4.   Initialize cluster_id=0 
5.   //Data centre cluster formation 
6.       For DCi in DCSet Do 
7. For each  regionj in RegionSet  Do 
8.                      If Location of DCi € regionj Then 
9.                     Assign cluster_id of regionj 
10.            End If 
11.          End For 
12.    End For 
13.  //S3 calculation based on Hit rate, Storage and Speed 
14.    For each regionx in RegionSet Do 
15.        For each DCy in regionx Do 
16.           S3y=(HRy*100)/ (SCy*PSy)                                
17.           End For 
18.    End For 
19.   //Create CCH set based on S3 value in each cluster  
20. AA :  For each clusterIdi from clusterIdList Do 
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21.                   Compute number of CCH of clusterIdi 
22.                   Pick least 3 of S3(node of clusterIdi)   
                        and declare them as CCH set 
23.                End For 
24.            For each CCHkfrom CCHList  Do 
25.  If  HRk  is the least Then 
26.       Declare CCHk as CH 
27.  EndIf 
28.             End For 
29.    //Load balancing and Fault tolerance in CCH  
30. If CH exceeds 70% of DCload Then 
31.            Load Balance(CH) by moving   
              the functions to Data center in CH Table of Choice                                 
32.         End If  
33.        Goto  AA  after TP 
34.    End 
 The Geo-Cluster Data Node Creation, Candidate Cluster Head Estimation, Selection of candidate cluster 
heads (CCH), Initialization of CCH, Dynamic election of cluster head from CCH and Load Balanced Fault Tolerant 
Clusters are explained using HIRGLAA algorithm mentioned as above. In the Geo-Cluster Data Node Creation, 
clustering of data centres sited in the different geographical location based on considering the different parameters 
such as hit rate, processing speed, storage capacity and energy consumed by the data centres load. The parameter hit 
rate is used to denote the total collection of hits or query for information encountered by each data node. The storage 
capacity parameter of the data node refers to the space available in GB for storage in the particular node. The 
processing speed describes the current rate at which client requests are handled by each node. 
            The Candidate Cluster Head Estimation is used to find out the number of CCH nodes in the cluster, which is 
vary according to the cluster size. These selected CCH are considered constant throughout the lifetime of the system 
and require the back up and redundant storages. The data in rest of the data centres in the concerned cluster is stored 
by all the CCH nodes. Thereby, we ensure redundant storage and the parameters needed for monitoring the cluster 
and  the periodic change in the access patterns. The selection of  candidate cluster heads CCH based on the data 
nodes having higher memory capacity to ensure faster processing speed and also more storage capacity. The  data 
node is said to be head node which is least recently queried or used (i.e.) lower hit rates. Also, we considering the 
data node consuming less amount of energy to be a head node. Thereby calculate S3 constant value by considering 
Hit Rate/Strike Rate of the current data centre, its Storage Capacity in terabytes and its Processing Speed is million 
instructions per second (mips). 
 The CCH contains a variable called Table of choice which contains a priority sorted list of the other CCH 
in the cluster. The values stored in this variable are of vital importance in load balancing functions.  The CCH also 
has a variable to hold redundant data. This variable holds copies of the data present in other CCH. This variable is a 
critical element of fault tolerance and ensures reliability of the system. Once CCH are ready to elect the head of the 
cluster which will be entrusted the responsibility of managing the entire cluster. The candidate cluster heads with 
redundant information of all the data centres in the cluster is to ensure that even in case of a failure, the remaining 
CCH can take up the roles and administer the cluster operations. Thus the cluster heads are elected dynamically 
using HIRGLAA algorithm as mentioned above and its cluster head election process  takes place dynamically in the 
frequent interval of time. The elected cluster head is monitored for load balancing and fault tolerance occurrences to 
maintain threshold values. When threshold values are exceeded beyond the specified limit, the control automatically 
passes to the next priority CCH in the Table of choice of the head. Similarly, the process is repeated if the head of 
cluster crashes or encounters any irrevocable fault. 
4.Performance Evaluation 
 The  proposed system was demonstrated using cloudsim tool to simulate cloud computing development. It 
demonstrate the creation of variety of components such as data centres, virtual machines, applications, users, 
computational resources, and scheduling and provisioning strategies. All these things are collective together for 
users to appraise new approach in the exploitation of Clouds like policies, scheduling algorithms, mapping and load 
balancing policies etc. The strategy efficiencies are evaluated based on  different point of view and from cost/profit 
to accelerate application implementation time. It is also suitable for the  estimation of Green IT policies to improve 
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the energy consumption of cloud computational, storage and network resources. 
 In our experiment, there are four number of clusters (c1,c2,c3and c4) are created based on region in a geo-
federated data centres. The number of data centres in each cluster vary dynamically. Thereby, cluster size is not 
same in each region and  we achieve scalability in each region. The Geo-cluster data node is created using 
cloudsim as shown in the Figure 2. 
               
  Figure 2 Geo-cluster data node                                                        Figure 3 Candidate Cluster Head Set Selection 
  The CCH set is selected from each created cluster based on the S3 values (Strike,Storage and 
Speed). The number of CCH set vary depends on the cluster size. The minimum number of set in our experiment is 
considered to be three and its given in the figure 3. In our experimental setup, the three data nodes such as 14,13 
and 0 are selected as CCH set. Since three nodes have the least value of selection constant (i.e.) S3.The dynamic 
election of CCH from its set is demonstrated in the figure 4 using proposed algorithm HIRGLAA. The dynamic 
head election based on the least value of selected constant S3. Among three datanodes(14,13 and 0), data node 14 
having the least value and its considered to be head. 
 
Figure 4 Dynamic election of Candidate Cluster Head            
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         Figure 5 Periodic Election of Cluster Head 
 The dynamic election of cluster head takes place periodically which is shown in figure 5. In this, the cluster 
head changes from data node 14 to data node 13. The data are redundantly stored in all CCH set to ensure fault 
tolerance. If there is any fault occurs due to hardware and software failure, the next least CCH in the set is 
considered to be head for the cluster. Similarly, if there is overhead occurs in the head, then the cloudlets consuming 
more resources are migrated to the next CCH in the Table of Choice of the head. The figure 6 shows the load 
balancing in the cluster head.  
 
Figure 6 Load Balancing in Data Node                            
 
Figure 7 Fault Occurs in the Cluster Head 
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 The cloudlets consuming more resources are migrated from data node 13 to data node 14 due to overload 
occurs in data node 13 as shown in the figure 6. The figure 7 shows fault occurs in the cluster head 13. This can be 
handle by the next cluster head 14 due to redundant data in it. The figure 8 shows the cluster formation and also 
demonstrates the number of data nodes in each cluster. We  showcase that there are four clusters such as 1,2,3 and 4 
are created. In the cluster 1and 3, the number of data node is seven. The five data nodes are combined to form 
cluster 2 whereas in the cluster 4, the six data nodes are clustered together. The figure 9 demonstrates selection of 
CCH in each cluster. In our experiment, the four CCHs are selected in cluster1and 3. The three CCHs are selected in 
cluster 2 and 4. 
 
           
                      Figure 8 Cluster Formation                                Figure 9 Candidate Cluster Head Selection in clusters 
  
5.  Conclusion and Future Work 
 In this paper, the clusters are created based on hit rate, storage capacity and processing speed. The CCH set 
is selected based on the S3 value in each cluster and head node is elected dynamically using proposed algorithm. 
The fault tolerance and load balancing  in each cluster is demonstrated. Thus we examined the rigorous concern 
related to the gathering of big data breed by geographical location. The future work may consider migration and 
consolidation of underutilized resource. 
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