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We prove that if m is odd then a partial m-cycle system on n vertices can be embedded in an 
m-cycle system on at most m((m - 2)n(n - 1) + 2n + 1) vertices and that a partial weak 
Steiner m-cycle system on n vertices can be embedded in an m-cycle system on m(2n + 1) 
vertices. 
1. Introduction and notation 
Let V(G) and E(G) denote the vertex and edge sets of a graph G respectively. 
Let Z, = (0, 1, . . . , n - l}. Let K,, be the complete graph on n vertices. An 
m-cycle is a simple graph with m vertices, say uo, . . . , u,__~ in which the only 
edges are uou,_i and the edges joining ui to Ui+l (for 0 s i 6 m - 2). We 
represent this cycle by (uo, . . . , u,_J or (uo, u,_~, u,_~, . . . , ul) or any cyclic 
shift of these. A (partial) m-cycle system is an ordered pair (V, C(m)) where 
C(m) is a set of edge-disjoint m-cycles which partition (a subset of) the edge set 
of the complete graph with vertex set V. 
A partial m-cycle system (Z,, C,(m)) is embedded in an m-cycle system 
(Z,, C,(m)) if C,(m) G C,(m). A natural problem then is to find as small a value 
of v as possible so that every partial m-cycle system on n vertices can be 
embedded in an m-cycle system on v vertices. The best result to date is Wilson’s 
theorem [ll] which shows that all partial m-cycle systems can be finitely 
embedded, but the size v of the m-cycle system is an exponential function of n. 
(Of course, Wilson’s result is proved for the embedding of partial graph 
decompositions in general, not just for m-cycle systems.) The only other results 
related to this problem deal with the particular case when m = 3. A 3-cycle 
system is more commonly known as a Steiner triple system. Originally, a finite 
embedding of a partial Steiner triple system on n vertices in a Steiner triple 
system on u vertices was found by Treash [lo], but v is an exponential function of 
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n. Gradually over the years, several results [l, 61 have culminated in reducing v 
to at most 4n + 1. 
In this paper we show that if m is odd then any partial (Z,,, C,(m)) can be 
embedded in a (Z,, C,(m)) where v 6 m((m - 2)n(n - 1) + 2n + 1). Apart from 
partial Steiner triple systems, even if C(m) is replaced by a set of edge-disjoint 
copies of any graph G, the results we prove here are the only known embeddings 
in which v is a polynomial function of n. The techniques that we use are 
generalizations of the techniques used in the 6n + 3 embedding of partial Steiner 
triple systems [6]. The construction of m-cycle systems that we use has proved to 
be extremely versatile, lending itself to the solution of nesting and almost 
resolvability of m-cycle systems [5, 7, 81 in addition to the embedding results that 
we obtain in this paper. 
We can dramatically improve upon our result if the partial m-cycle system 
satisfies one further property. A (partial) weak Steiner m-cycle system is a 
(partial) m-cycle system in which for each pair of vertices there exists (at most) 
one m-cycle in which the two vetices are distance [m/2] from each other (so m is 
odd). A Steiner m-cycle system is an m-cycle system in which, for, 1~ 1 d [m/2], 
every pair of vertices is distance 1 apart in exactly one m-cycle. So if m is 3 or 5 
then a weak Steiner m-cycle system is a Steiner m-cycle system. (For some results 
on Steiner 5-cycle systems, otherwise known as Steiner pentagon system, see [9].) 
Here we prove that a partial weak Steiner m-cycle system on n vertices can be 
embedded in an m-cycle system on v vertices where v = m(2n + 1). We then use 
this result to embed partial m-cycle designs in general. 
Let AK,, denote the graph on n vertices in which each pair of vertices is joined 
by exactly A edges. Some results have been obtained on the generalized 
embedding problem when K, is replaced by AK,. However is has been proved [3] 
that if there is a “small” embedding when r3. = 1 then there is also a “small” 
embedding for all J. > 1, so the case when 3L = 1 is clearly of most interest. 
All graphs in this paper are simple. See [2] for any graph theoretical terms that 
are not defined. Throughout the rest of this paper we shall assume that m is odd 
and at least 3. Let [x] denote the greatest integer less than or equal to X. 
2. Preliminary results 
For the purpose of this paper (see also [5, S]), define the m-nesting sequence 
(d,, d1, . * * , d,,,,& by di s (-l)i[(i + 1)/2] (mod m), di E Z,,, for 0 s i s [m/2]. 
So, for example, (0,4,1) and (0,6,1,5) are 5 and 7-nesting sequences respec- 
tively. Then for 1s i < [m/2], exactly one of i and -i (mod m) can be expressed 
as dj - dj_l for some i, 1 si d [m/2]. 
Most of the m-cycles in the embeddings in the next section are of the form 
depicted in Fig. 1 (the vertices are ordered pairs of integers); we denote such an 
m-cycle by (x, y, 2; do,&, . . . , d,,& 
Two partial m-cycle systems (Z,, C,) and (Z,, C,) are mutually balanced if for 
all ij E E(K,), ij is in a cycle in C1 if and only if ij is in a cycle in C,. In this 




(xv &n/z,-J (Y, d,m/+,) 
(2, d,mn,) 
Fig. 1. The m-cycle denoted by (x, y, r; d,, d,, . . , d(,,,,). 
section we define two pairs of mutually balanced partial m-cycle systems which 
will be used in the embedding procedures described in the next section. 
Let (do, dI, . . . , d,,,& be an m-nesting sequence. Definite two partial m-cycle 
designs (2, x Z,, B,(m)) and (Z, x Z,, B,(m)) as follows. 
Bl(m) = {(i, 1+ i, [m/2] + 1 + i; do +j, d, + j, . . . , 
d,,,,,+j)~0~i~m-1and0=%j~m-1}, 
where all numbers are reduced modulo m. B,(m) is the union of the following 
sets of m-cycles: 
1. {((O,j),(l,j),...,(m-l,j))IO~j~m-1}, 
2. {((i, 0), (i + 1, k), (i + 2, 2k), . . . , (i + (m - l), (m - 1)k)) IO S i C 171 - 1, 
1 s k srn - 1 and k C# {[m/2], [m/2] + l}}, and 
3. {((i, O), (i + [m/2], k), . . . , (i + (m - l)[m/2], (m - 1)k)) IO G i cm - 1, 
[m/2] s k G [m/2] + l}, 
where all numbers are reduced modulo m. (Notice that since [m/2] and m are 
relatively prime, i, i + [m/2], . . . , i + (m - l)[m/2] are all distinct and so B,(m) 
is indeed a set of m-cycles.) The following result is clear from the definitions. 
Lemma 2.1. (Z, x Z,, B,(m)) and (Z, X Z,, B,(m)) are mutually balanced 
partial m-cycle systems. 
Example 2.2. Let (do, dI, d2) = (0, 4, 1). Then 
B,(5) = (((0, O), (1, O), (0, 4), (3, I), (1, 4)) ((1, O), (2, O), (1, 4), (4, I), (2, 4)), 
((2, O), (3, O), (2>4), (0, I), (3,4)), ((3, O), (4, 0), (3, 4), (1, I), (4,4)), 
((4, O), (0, 0)) (4, 4), (2, I), (0,4))] + (0, j) 
for 0 c j s 4, where X + (0, j) denotes the set formed by adding (0, j) to each 
vertex in each cycle in X. Also, 
W) = {((O, 0)) (1, (9, (2, O), (3, O), (4, 0))) 
+ (0, i) U {(CA (9, (1, I), (2, 2), (3, 3), (4, 4)), 
((0,4)? (17 0)7 (2, I), (3>2)7 (4?3))7 ((0, (9, (27% (4, 4), (1, l), (3, 3)), 
((O,O), G3), (4, I), (1, 4), (3, 2))) + (i, O), 
for OSiS4 and Osj64. 
276 C. C. Lindner et al. 
Define the second par of mutually balanced partial m-cycle systems (Zm x 
Zm-r, Al(m)) and (Z, X Z,,--l, A,(m)) as follows. 
AI(~) = (((0, O), (1, O), . . . , (m - l,(O)) U {((i, I), (i, 9, . . . , (i, m - 9, 
(i + 1, 0), (i + 1, 1) IO S i G m - l}, 
and 
A,(m) = (((0, I), (1, I), . . . , (m - 1, 1))) U (((6 O), (i, l), . . . , (i, m - 3, 
(i+l,O))IOGi<m-l}, 
where all number are reduced modulo m. Then the following result is clear from 
the definitions. 
Lemma 2.3. (Zm X Zm-l, AI(m)) and (Z, x Zm-l, A,(m)) are mutually balanced 
partial m-cycle systems. 
Example 2.4. 
A,(5) = (((0, 01, (1, O), (2,0), (3, 01, (4, O)), ((0, 11, C&2), (0, 3), (1, O), (1, I)), 
((1, 11, (1,2), 0,3), (2,0), (2, l)), ((2, 11, c&2), (2, 31, (3,0), (3, I)), 
((3, 11, (39% (3931, (4, O), (4, I)), ((4, 11, (4,2), (4, 31, (0, 01, (0, 1))). 
A,(5) = {((‘A 11, (1, 11, (2, 11, (3, 11, (4, I)), ((0, 01, (0, 11, (0,2), (0, 3), (1, O)), 
((1, 01, (1, 11, 09% (1,3), (2, O)), (GO), (2, 11, (2721, (2,317 (3, O)), 
((3, (0, (3, 11, (39% (3,3), (4, O)), ((49% (4, I), (4,217 (4,3), (090))). 
We now present two ingredients that we need for our basic construction of 
m-cycle systems that is defined in Lemma 2.8. The first is the following m-cycle 
system. 
Theorem 2.5 [2]. There exists an m-cycle system (Z,, C(m)) (that is, a humil- 
toniun decomposition of K,). 
Secondly, a quusigroup (Q, 0) is a set Q with a binary operation 0 such that for 
all a, b E Q, there is exactly one x and one y such that a ox = b and you = b; 
(Q, 0) is a partial quasigroup if the condition exactly one is relaxed to at most 
one. (Q, 0) is idempotent if for all x E Q, x0x =x and is symmetric if xoy =y ox 
for all x, y E Q. We shall use Cruse’s theorem. 
Theorem 2.6 [4]. A partial symmetric idempotent quusigroup on n symbols can be 
embedded in a symmetric idempotent quusigroup on t symbols for any odd t, 
t32n + 1. 
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Cruse’s theorem is relevant here because it is possible to form a symmetric 
idempotent quasigroup from a partial weak Steiner m-cycle system (Z,, C(m)). 
This is done by defining the product i oj if the edge ij is in a cycle in C(m), and 
defining it to be the vertex on the opposite side of the cycle. More formally, for 
each cycle (u,,, . . . , u,_,) E C(m), define ui~ui+l = ~~~~~~~~~~ = ui+,oui for 0 G 
i s m - 1, reducing the subscripts modulo m, and define ioi = i for 0 < i s n - 1. 
Notice that the definition of this product is independent of the representation 
(u0, . . . 9 u,_J of the cycle. 
Example 2.7. Define the partial weak Steiner 5-cycle system ({ 1,2,3,4,5,6,7}, 
C(5)) by C(5) = ((1, 2, 3, 4, 5), (2, 7, 6, 3, 5), (1, 7, 5, 6, 4)). Then the associated 
partial quasigroup is 
.l 2 3 4 5 6 7 
Having defined a symmetric idempotent quasigroup, it is then possible to use it 
to construct an m-cycle system, as the following shows. Let (V(x), H(m, x)) be 
an m-cycle system with V(x) = {x} X (0, 1, . . . , m - l} (see Theorem 2.5), and 
let H(m) = U:Ik H(m, x). 
Lemma 2.8. Let (Z,, 0) be a symmetric idempotent quasigroup and let 
(d,,, . . . , d,,,,) be an m-nesting sequence. Let 
C(m)={(X,y,xOy;do+i,di+i,...,d,m,2]+j)IO~x<y 
et-l,O<jcm-l}UH(m). 
Then (Z, x Z,, C(m)) is an m-cycle system. 
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Proof. Consider an edge (ai, b,)(ua, b2). We consider 4 cases. 
1. Let a, = u2 = a. Then (a, b,)(a, b2) is in an m-cycle in H(m, a) G H(m). 
2. Let bI = b2 = b. Then (ai, b)(uz, b) is in the m-cycle (ai, u2, a, ou2; d,, + b, 
dI + b, . . . , dImnl + b), since do = 0. 
3. Suppose that a, #a, and that bI - b2 .$ (0, [m/2], [m/2] + l}. 
Then there exists an s such that d,,, - d, (modm) = bi - b2 or d,,, -d, 
(modm) = bZ- bI (but not both); then (aI, bl)(uz, b2) is in the m-cycle 
( al, a27 a1 OU2, 1 d,+j, d,+j,. . . , dEmf2, + j) where j = b2 - d, (mod m) or j = 6, - 
d, (mod m) respectively. 
4. Suppose that a, #a2 and that b1 - b2 (mod m) E {[m/2], [m/2] + l}. 
Then d,,,,,21 - dr,nl_l (mod m) E {b, - b2, b2 - b,}; we shall assume that d,m,21 - 
dIm,21_I =b2 - bI (the other case follows similarly). Let c E Z, such that uioc = a,. 
Then (ai, bl)(u2, b2) is in the m-cycle (a,, c, U,OC = u2; do + j, . . . , d,,121 + j) 
where j = b, - d, (mod m). 0 
3. Embedding results 
In this section we prove two embedding results, one for partial weak Steiner 
m-cycle systems and then one for partial m-cycle systems. 
Theorem 3.1. Let (Z,, C,(m)) be a partial weak Steiner m-cycle system. For any 
odd t 3 2n + 1, (Z,, C,(m)) can be embedded in an m-cycle system (Zl x 
Z,, C2tm)). 
Proof. Let (Z,, 0) be the partial symmetric idempotent quasigroup associated 
with (Z,, G(m)) ( as d escribed in Section 2). Using Theorem 2.6, embed (Z,, 0) 
in a symmetric idempotent quasigroup of order t, say (Z,, 0). 
Let (& di, . . . , dIm12$ be an m-nesting sequence. For 0 <x 6 t - 1 let 
(V(x), H(m, x)) and H(m) be as defined in Section 2. From Lemma 2.8, we can 
construct an m-cycle system (Z, x Z,, C,(m)) where 
C3(m)={(x,y,XOy;do+j,dl+j,...,d,,,zl+j)( 
OGx<yGt-l,O<j<m-l}UH(m). 
For each m-cycle u = (u,,, . . . , u,-~) of (Z,, C,(m)), u~ou~+~ = ui+l+lm121 for 
0 G i cm - 1 (reducing the subscript modulo m). Therefore, by replacing each 
vertex (i, j) with (ui, j) in the partial m-cycle system (Z, x Z,, B,(m)) defined in 
Section 2, it is clear that (Zm x Z,, Bl(m)) is isomorphic to the partial m-cycle 
system 
B,(m, u) = ({uO, . . . , u,-~} X (0, 1, . . . , m - l}, 
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Also it is clear that all the m-cycles in B,(m, U) are also m-cycles in C,(m). Now 
for each m-cycle u = (u,,, . . . , u,_J of (Z,,, C,(m)) let B,(m, u) be the partial 
m-cycle system formed by replacing each vertex (i, j) of (Z,,, x Z,, B,(m)) with 
(ui, j). Then by Lemma 2.1, BI(m, u) and B,(m, U) are mutually balanced. 
Therefore, from (Zr X Z,, C,(m)) we can form another m-cycle system (Z, x 
Z,, C,(m)) as follows: from C,(m), for each m-cycle u = (u,,, . . . , u,_J E 
C,(m), remove the m-cycles in Br(m, U) and replace them with the m-cycles in 
&(m, u). 
By considering the cycles of type 1 in the definition of B,(m), it is clear 
that if u = (z+,, . . . , u,,-J E c,(m) then ((uo, 01, . . . , (u,-~, 0)) E G(m), thus 
completing the proof. 0 
Corollary 3.2. Any partial weak Steiner m-cycle system on n vertices can be 
embedded in an m-cycle system on v vertices where v = (2n + 1)m. 
Finally, we use Theorem 3.1 to obtain a small embedding for partial m-cycle 
systems. 
Theorem 3.3. Let (Z,, C,(m)) be a partial m-cycle system. For any odd 
t s2(m - 2)m ICI(m)1 + 2n + 1, (V,, C,(m)) can be embedded in an m-cycle 
system (Z, X Z,, C,(m)). 
Proof. The difficulty in the proof of this theorem as opposed to the proof of 
Theorem 3.1 is that if (Z,, C,(m)) is not a partial weak Steiner m-cycle system, 
then we cannot define the associated symmetric idempotent quasigroup. We get 
around this by adding vertices and m-cycles to (Z,, C,(m)) to form a partial 
m-cycle system (Z,, C,(m)), where x = n + (m - 2)m ICI(m)l, which is mutually 
balanced with a partial weak Steiner m-cycle system, (Z,, C,(m)). By Theorem 
3.1, (Z,, C,(m)) can then be embedded in an m-cycle system (Z, x Z,, C,(m)), 
for any odd t 3 2x + 1. Finally, the desired embedding (Z, x Z,, C,(m) is 
obtained by removing the cycles in C,(m) from C,(m) and replacing them with 
the cycles in C,(m) to form C,(m). Then clearly C,(m) c C,(m), since C,(m) E 
C,(m). Therefore, to prove this theorem, it remains for us to produce C,(m) and 
G(m). 
For each cycle u = (uO, . . . , u,__~) E C,(m) use (m - 2)m new vertices together 
with the vertices un, . . . , u,_~ to form a vertex set V(u), and construct a partial 
m-cycle system (V(u), A ( 1 m, u)) that is isomorphic to (Z, x Zm--l, AI(m)) 
defined in Section 2; do this in such a way that under the isomorphism, 
(U”, . . . , u,_,) is mapped to the m-cycle ((0, 0), (1, 0), . . . , (m - 1, 0)) in 
AI(m). Similarly, for each u E C,(m) construct a partial m-cycle system 
(V(u), Az(m, u)) that is isomorphic to (Zm X Zm_-l, A,(m)) (of course, the same 
isomorphism from V(u) to Z, x Z,_, is used to form (V(u), A,(m, u)) and 
(V(u), A,(m, u)). Then by Lemma 2.3, (V(u), A,(m, u)) and (V(u), A*(m, u)) 
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are mutually balanced. Now define 
V = ,,L& V(u), G(m) = utgcmj Mm, u) and C&r) = ,,L& A& u). 
Then clearly C,(m) E C,(m) and IV1 = n + (m - 2)m ICi(m)l. Also, (V, C,(m)) 
and (V, G(m)) are mutually balanced partial m-cycle systems. It is also evident 
that (V, C&r)) is a partial weak Steiner m-cycle system, since each pair of 
vertices occurs together in at most one m-cycle in C,(m). Therefore C,(m) and 
C,(m) have been constructed as required. 0 
Corollary 3.4. Any partial m-cycle system (Z,, C(m)) can be embedded in an 
m-cycle system on 21 vertices where 21 G m((m - 2)n(n - 1) + 2n + 1). 
Proof. Clearly m IC(m)l =S lIZ( = n(n - 1)/2. The result follows from 
Theorem 3.3. Cl 
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