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Abstract
In this paper, we study the asymptotic stability of the zero solution of third-order linear delay differential equations
of the form
y′′′(t) = p1y′′(t) + p2y′′(t − ) + q1y′(t) + q2y′(t − ) + v1y(t) + v2y(t − ),
where p1, p2, q1, q2, v1 and v2 are certain constants. Here > 0 is a constant delay. In proving our results we make
use of Pontryagin’s theory for quasi-polynomials.
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1. Introduction
The aim of this paper is to study the asymptotic stability of the zero solution of the delay differential
equation
y′′′(t) = p1y′′(t) + p2y′′(t − ) + q1y′(t) + q2y′(t − ) + v1y(t) + v2y(t − ), (1.1)
where > 0, p1, p2, q1, q2, v1 and v2 are constants. In a previous paper [6], we considered Eq. (1.1) with
q2 = 0 and v1 = 0 which arose from a robotic model with damping and delay. There are no practical
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stability criteria of the zero solution of (1.1). For studies of asymptotic stability of restricted special
cases of (1.1) see [7–9,19,20]. For stability and oscillation of certain third- and fourth-order equations
(see [16,18,21,22]). One can transform (1.1) into a system of a ﬁrst order (see [10–14]); unfortunately
work on systems does not yield practical stability criteria of (1.1). It is clear that with six independent
parameters of (1.1) one cannot expect to get a region of stability. Our goal is to derive both efﬁcient and
robust stability tests for certain coefﬁcients.
In this paper, we derive a far reaching necessary condition for the asymptotic stability of the zero
solution of (1.1)—namely, that v1 + v2 < 0 and q1 + q2 + v1 < 0. This will be instrumental in deriving
a reasonably simple characterization of asymptotic stability when p1 = v1 = q2 = 0. In the pure delay
case (i.e., p1 = v1 = q1 = 0), we obtain an algorithmic test. That is, we reduce the criteria for asymptotic
stability to inﬁnitely many conditions, and demonstrate how they can be reduced to a ﬁnite number of
conditions. These can in turn be checked by a computer. Finally, we give a robust algorithmic test for all
cases. This later comes at a considerable cost in efﬁciency, and our examples will reveal this.
Our view is that part of the second derivative term of the equation
y′′′(t) = Py′′(t) + Qy′(t) + Vy(t) (1.2)
is delayed and the remaining part is not, also part of the derivative term is delayed and the remaining part
is not, and similarly occurrence persists for the function term. Note that with  = 0 the zero solution of
(1.1) or (1.2) is asymptotically stable if and only if
P = p1 + p2 < 0, Q = q1 + q2 < 0, V = v1 + v2 < 0 (1.3a)
and
PQ> − V . (1.3b)
We will demonstrate some cases when stability occurs with > 0 and conditions (1.3a) and (1.3b) are not
valid. In other words we expose some rare cases where the delay can stabilize Eq. (1.1).
The authors have previously applied Pontryagin’s principles to various cases of delay equations—ﬁrst-
order complex coefﬁcients, systems, and second order (see [2–5]). Our results and approaches are some-
what different than those in the ﬁrst-order complex coefﬁcients, and systems cases. To some extent, we
employ the same approach as for the second-order cases, but we also obtain some strong simpliﬁcations.
Particularly, Lemma 3.1 and Theorem 3.1 provided a signiﬁcant departure and improvement from that in
(see [4,5]).
This paper is organized as follows. In Section 2, we present the tools used in our asymptotic stability
analysis, and we provide some special cases. In Section 3 we give our main results. In Section 4 we
present some examples.
2. Background
In this section, we identify the characteristic function of (1.1) in order to study the asymptotic stability
of the zero solution. We also state the main results of Pontryagin related to the asymptotic stability [17]
and the applications of Pontryagin’s results [1, 13.7–13.9].
The characteristic function of (1.1) is given by
Ĥ (s) = s3 − p1s2 − p2s2e−s − q1s − q2se−s − v1 − v2e−s. (2.1)
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Multiplying (2.1) by es yields
esĤ (s) = ess3 − p1s2es − p2s2 − q1ses − q2s − v1es − v2. (2.2)
Letting s = z/, we examine the zeros of
H(z) = 3ezĤ
(z

)
= z3ez − Az2ez − Bzez − Cez − Dz2 − Ez − M , (2.3)
where
A = p1, B = 2q1, C = 3v1, D = p2, E = 2q2 and M = v23. (2.4)
Theorem 2.1. In order that all solutions of (1.1) approach zero as t → ∞ it is necessary and sufﬁcient
that all zeros of (2.1), or equivalently (2.3), have negative real parts.
See [11,15]. The function (2.3) is a special function, usually called an exponential polynomial or a
quasi-polynomial. The problem of analyzing the distribution of the zeros in the complex plane of such
functions has received a great deal of attention.
Deﬁnition 2.1. Let h(z,w) be a polynomial in the two variables z and w (with complex coefﬁcients),
h(z,w) =
∑
m,n
amnz
mwn (m, n nonnegative integers).
We call the term arszrws the principal term of h(z,w) if ars = 0, and for each term amnzmwn with
amn = 0, we have rm and sn.
Note that H(z) = h(z, ez) where
h(z,w) = wz3 − (Az2 + Bz)w − Cw − Dz2 − Ez − M . (2.5)
It is clear from Deﬁnition 2.1 that h(z,w) of (2.5) has principal term z3w.
We now cite two theorems of Pontryagin (see [1,17]).
Theorem 2.2. Let H(z) = h(z, ez), where h(z,w) is a polynomial with a principal term. The function
H(iy) is now separated into real and imaginary parts; that is,we set H(iy) = F(y) + iG(y). If all the
zeros of the function H(z) lie in the open left half-plane, then the zeros of the functions F(y) and G(y)
are real, are interlacing, and
D(y) = G′(y)F (y) − G(y)F ′(y)> 0 (2.6)
for all real y. Moreover, in order that all the zeros of the function H(z) lie in the open left half-plane, it
is sufﬁcient that one of the following conditions be satisﬁed:
(a) All the zeros of the functionsF(y) andG(y) are real and interlace, and the inequality (2.6) is satisﬁed
for at least one value of y.
(b) All the zeros of the function F(y) are real and for each of these zeros y = y0 condition (2.6) is
satisﬁed; that is, F ′(y0)G(y0)< 0.
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(c) All the zeros of the function G(y) are real and for each of these zeros the inequality (2.6) is satisﬁed;
that is, G′(y0)F (y0)> 0.
In our case,
H(iy) = (iy)3eiy − (A(iy)2 + B(iy) + C)eiy − (D(iy)2 + E(iy) + M) (2.7)
or
H(iy) = y3 sin y + By sin y + Ay2 cos y − C cos y + Dy2 − M
+ i(−y3 cos y − By cos y − Ey + Ay2 sin y − C sin y)
=F(y) + iG(y), (2.8)
where
F(y) = y3 sin y + By sin y + Ay2 cos y − C cos y + Dy2 − M (2.9)
and
G(y) = −y3 cos y − By cos y − Ey + Ay2 sin y − C sin y. (2.10)
In order to study the location of the zeros ofH(z) one has to study the zeros of F and G. To do so, we need
the following result which is useful in determining whether all roots of F and G are real. Let f (z, u, v)
be a polynomial in z, u, and v, which we write in the form
f (z, u, v) =
∑
m,n
zm(n)m (u, v), (2.11)
where(n)m (u, v) is a polynomial of degree n, homogeneous in u and v, and let zr(s)r (u, v) be the principal
term of f (z, u, v), and let ∗(s)(u, v) denote the coefﬁcient of zr in f (z, u, v), so that
∗(s)(u, v) =
∑
n s
(n)r (u, v).
Also we let
∗(s)(z) = ∗(s)(cos z, sin z).
Theorem 2.3. Let f (z, u, v) be a polynomial with principal term zr(s)r (u, v). If  is such that ∗(s)(+
iy) = 0 for all real y, then in the strip−2k+x2k+, z=x+iy, the functionF(z)=f (z, cos z, sin z)
will have, for all sufﬁciently large values of k, exactly 4sk + r zeros. Thus, in order for the function F(z)
to have only real roots, it is necessary and sufﬁcient that in the interval −2k + x2k + , it has
exactly 4sk + r real roots for all sufﬁciently large k.
Note that the functions F(y) and G(y) in (2.9) and (2.10) have principal terms y3 sin y and −y3 cos y,
respectively. We will use Theorems 2.2 and 2.3 to study the asymptotic stability of (1.1).
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3. Main results
In this section, we present the main results of this paper. We ﬁrst describe the asymptotic behavior of
the zeros of G. Throughout this paper for x real and a > 0, [x]a denotes the unique real number in the
interval [0, a) for which x − [x]a is an integer multiple of a. We will use a =  and 2.
Lemma 3.1. For n sufﬁciently large, the interval (n, (n + 1)) contains exactly one zero rn of G and
limn→∞[rn] = /2.
Proof. From (2.10), y = 0 is zero of G, and G(n) = −n[(−1)n((n)2 + B) + E] = 0 if and only if
n2 = ((−1)nE − B)/2 or n = 0. Thus there can be at most ﬁve zeros of G that are multiples of . All
other zeros of G are the roots of the equation.
w(y) = (y), (3.1)
where
w(y) = (y2 + B) cot y + E csc y (3.2)
and
 = Ay − C
y
. (3.3)
For n sufﬁciently large, w resembles the cotangent function on (n, (n+1)) in that w(n+)=−w((n+
1)−) = ∞, and thus (n, (n + 1)) contains at least one root of (3.1). Here w(a+) and w(a−) denote
the right- and left-hand limits of w at a, respectively (see Fig. 1 for the graph of a w function). Now (3.1)
yields
cos y = −E + (Ay − C/y) sin y
y2 + B . (3.4)
Fig. 1. w function.
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It follows from (3.4) that
lim
G(y)=0
y→∞
cos y = 0
and so
lim
G(y)=0
y→∞
[y] = /2.
For n sufﬁciently large, it is easily seen that w′(y)< ′(y) for all y ∈ (n + /4, n + 3/4), and
uniqueness of the zero rn of G now follows.
We now give a far reaching necessary condition for the asymptotic stability of the zero solution of
(1.1).
Theorem 3.1. If the zero solution of (1.1) is asymptotically stable, then B +C +E< 0 and C +M < 0.
Proof. Assume the zero solution of (1.1) is asymptotically stable. From Theorems 2.1 and 2.2 and Eqs.
(2.9) and (2.10)
D(0) = (B + C + E)(C + M)> 0. (3.5)
It follows fromTheorems 2.1–2.3, thatG has all real zeros and for k sufﬁciently large [−2k, 2k] contains
precisely 4k + 3 zeros of G. Since y = 0 is a zero of G and G is odd, (0, 2k) contains precisely 2k + 1
zeros r1 <r2 < · · ·<r2k+1 of G where k is sufﬁciently large. By Lemma 3.1, r2k ∈ ((2k−2), (2k−1))
and [r2k]2 → /2 as k → ∞. From (2.9) it follows that F(r2k)> 0 for k sufﬁciently large. By Theorems
2.1 and 2.2, the zeros of F and G interlace, and thus it follows that F(0)= −C −M and F(r2k) have the
same sign. Thus −C − M > 0, or equivalently C + M < 0, and by (3.5), B + C + E< 0. The proof is
complete. 
Evidently if B + C + E0 or C + M0, then the zero solution of (1.1) is not asymptotically stable.
This observation yields the following.
Corollary 3.1. If p1, p2, q1, q2, v1, and v2 are nonnegative (or, equivalently A,B,C,D,M are non-
negative), then the zero solution of (1.1) is not asymptotically stable.
When the coefﬁcients are all positive, a counting proof of Corollary 3.1 can be given that shows that
G has nonreal zeros.
We state the next result which was given in [6] and in turn was a rediscovery of a result in [20].
Theorem 3.2. Assume that A=C =E = 0 and D = 0. Then the zero solution of (1.1) is asymptotically
stable if and only if M < 0, B < 0, there exists k ∈ Z+ such that
2k + /2<√−B < (2k + 1) + /2 (3.6)
and
− M <min(−(2k + /2)((2k + /2)2 + B), ((2k + 1) + /2)((2k + 1) + /2)2 + B)).
(3.7)
In this paper Z+ denote the set of all nonnegative integers. In the next theorem we allow D> 0.
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Theorem 3.3. Assume that A = C = E = 0 and D> 0. Then the zero solution of (1.1) is asymptotically
stable if and only if M < 0, B < 0, there exists k ∈ Z+ such that
2k + /2<√−B < (2k + 1) + /2 (3.8)
and
− M <min{y2k+1(y22k+1 + B) − Dy22k+1,−(y0(y20 + B) + Dy20),−(y2k(y22k + B) + Dy22k)},
(3.9)
where yn = n + /2 (n ∈ Z).
Proof. For A = C = E = 0, (2.9) and (2.10) yield
G(y) = −y(y2 + B) cos y, (3.10)
G′(y) = −(3y2 + B) cos y + (y3 + By) sin y (3.11)
and
F(y) = y(y2 + B) sin y + Dy2 − M .
We ﬁrst prove necessity and establish sufﬁciency in pieces. By Theorem 3.1, B < 0 and M < 0. The zeros
of G are y = 0, y = ±√−B and yn = n + /2(n ∈ Z). If y is a zero of G, then
D(y) = F(y)G′(y) = [y(y2 + B) sin y + Dy2 − M][−(3y2 + B) cos y + (y3 + By) sin y].
(3.12)
In particular,
D
(
−√−B
)
=D
(√−B)= −2[DB + M] [B cos√−B] . (3.13)
Since DM +B < 0,D(√−B)> 0 if and only if cos√−B < 0, or equivalently, (3.8) holds. At this stage,
it is evident that the conditions B < 0, M < 0, and (3.8) are sufﬁcient for G to have all real zeros and the
determinant D to be positive at the zeros 0 and ±√−B of G. At the points yn (n ∈ Z), (3.12) yields
D(yn) = yn(y2n + B)(yn(y2n + B) + (−1)n(Dy2n − M)). (3.14)
Case 1: Let n2k + 1. Then y2n + B > 0, and from (3.14)
D(yn)> 0.
if and only if
yn(y
2
n + B) + (−1)n(Dy2n − M)> 0. (3.15)
For n even (3.15) is clearly true. When n is odd, (3.15) becomes
−M <yn(y2n + B) − Dy2n (3.16)
and in particular for n = 2k + 1, (3.16) becomes
−M <y2k+1(y22k+1 + B) − Dy22k+1. (3.17)
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For sufﬁciency, if (3.17) holds (in addition to B < 0, M < 0 and (3.8)), y2k+1 is larger than the positive
zero of the quadratic function y2 −Dy +B which is increasing on ((D +√D2 − 4B)/2,∞). It follows
that (3.16) holds for all odd n2k + 1, and (3.15) holds for all n2k + 1.
Case 2: Let 0n2k. Then y2n + B < 0, and D(yn)> 0 if and only if
yn(y
2
n + B) + (−1)n(Dy2n − M)< 0. (3.18)
If n is odd, (3.17) is clearly true. When n is even (3.18) reduces to
yn(y
2
n + B) + Dy2n <M (3.19)
and in particular for n = 0 and n = 2k,
y30 + Dy20 + By0 <M and y32k + Dy22k + By2k <M . (3.20)
For sufﬁciency suppose (3.20) holds in addition to other conditions in Theorem 3.3. Now the cubic
function y3 + Dy2 + By is convex on (0,∞) (as its second derivative is positive there). For 0n2k
and n even, y3n +Dy2n +Byn is less than or equal to a convex combination of the left-hand sides in (3.20)
and thus is less than M.
For sufﬁciency, we have proven that D(yn)> 0 for n0. For n negative, no additional analysis is
needed since D is even. This proof is now complete. 
Remark 3.1. Notice that (3.9) yields the following condition on D
0<D<min{−(y20 + B)/y0,−(y22k + B)/y2k), (y22k+1 + B)/y2k+1}. (3.21)
The case when D< 0 is more complicated. We ﬁrst identify necessary conditions that follow from
Theorem 3.1 and Eq. (3.13).
Lemma 3.2. Assume that A = C = E = 0 and D< 0. Necessary for the zero solution of (1.1) to be
asymptotically stable are M < 0, B < 0, and DB + M = 0.
Theorem 3.4. Assume that A = C = E = 0 and D< 0. Further suppose that M < 0, B < 0, and DB +
M > 0. Then the zero solution of (1.1) is asymptotically stable if and only if there exists k ∈ Z+ such that
(2k − 1) + /2<√−B < 2k + /2 (3.22)
and
max{M1, N1}< − M <min{M2, N2}, (3.23)
where
M1 = − min
kj L
{y2j+1(y22j+1 + B) + Dy22j+1}, (3.24)
B. Cahlon, D. Schmidt / Journal of Computational and Applied Mathematics 188 (2006) 319–335 327
where L is the smallest integer for which y2L >max(y2k, (−D +
√
D2 − 3B)/3)
M2 = y2k+1(y22k+1 + B) − Dy22k+1, (3.25)
N1 =
{
max{(y1(y21 + B) − Dy21, y2k−1(y22k−1 + B) − Dy22k−1} if k1,−∞ if k = 0, (3.26)
N2 =
{−max1j k−1{y2j (y22j + B) + Dy22j } if k2,∞ if k = 0 or 1, (3.27)
where yn = n + /2 (n ∈ Z).
Proof. From the hypothesis DB + M > 0 and (3.13), D(√−B)> 0 if and only if cos√−B > 0, or
equivalently, (3.22) holds for some nonnegative integer k. At the points yn =n+/2 (n ∈ Z+) we have
from (3.14)
D(yn) = yn(y2n + B)(yn(y2n + B) + (−1)n(Dy2n − M)). (3.28)
We distinguish two cases for n0.
Case 1: n2k. In this case, y2n + B > 0, and D(yn)> 0 if and only if
yn(y
2
n + B) + (−1)n(Dy2n − M)> 0. (3.29)
If n is odd, (3.28) reduces to
yn(y
2
n + B) − Dy2n > − M (3.30)
or
yn(y
2
n − Dyn + B)> − M . (3.31)
For sufﬁciency, if (3.30) holds for n= 2k + 1, then since −M > 0, y2k+1 is greater than the positive zero
of y2 −Dy +B, and since y2 −Dy +B is increasing on ((D + √D2 − 4B)/2,∞), (3.30) holds for all
odd n2k + 1. Thus the condition −M <M2 arises.
If n is even, then (3.28) reduces to
yn(y
2
n + B) + Dy2n >M (3.32)
or
y3n + Dy2n + Byn >M . (3.33)
Now w = y3 + Dy2 + By is increasing on ((−D + √D2 − 3B)/3,∞), and if (3.33) holds for n =
2k, 2k + 2, . . . , 2L, where L is the smallest integer for which y2L >max(y2k, (−D +
√
D2 − 3B)/3),
then (3.33) holds for all even n2k. Thus −M >M1 arises.
Case 2: n2k − 1. The cases for n even or odd are straightforward or similar to part of the proof of
Theorem 3.2, and we omit the proof. We note, however, that when k = 0, there are no conditions in this
case, and when k = 1 there are no conditions when n is even. The proof is complete noting that D(y) is
an even function. 
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Theorem 3.5. Assume that A=C =E = 0, and D< 0. Further suppose that M < 0, B < 0, and DB +
M < 0. Then the zero solution of (1.1) is asymptotically stable if and only if there exists k ∈ Z+ such that
2k + /2<√−B < (2k + 1) + /2 (3.34)
and
max{M1, N1}< − M <min{M2, N2},
where M2 is given by (3.25), N1 is given by (3.26),
M1 = − min
k+1j L{y2j (y
2
2j + B) + Dy22j }, (3.35)
where L is the smallest integer for which 2L+/2 max((2k+2)+/2, (−D+√D2 − 3B)/3) and
N2 = − max
0j k
{y2j (y22j + B) + Dy22j }, (3.36)
where yn = n + /2 (n ∈ Z)
Proof. The proof is similar to the proof of Theorem 3.4. We omit it.
In the next result we consider the pure delay case
Lemma 3.3. Suppose that A=B =C = 0. Necessary for the zero solution of (1.1) to be asymptotically
stable is that E< 0,M < 0,D < 0 and −E/y2 = cos y has two roots r1, r2 in (0, /2) (or equivalently,
−E< 0 · 5497740250).
Proof. When A = 0, B = 0, and C = 0, (2.9) and (2.10) yield
F(y) = y3 sin y + Dy2 − M , (3.37)
G(y) = −y3 cos y − Ey. (3.38)
From Lemma 3.1, a necessary condition for the zero solution of (1.1) to be asymptotically stable is that
D(0) = EM > 0. Thus E = 0. The zeros of G are y = 0 and the solutions of
cos y = −E
y2
. (3.39)
Suppose E> 0. Because of the concavity of cos y on each interval [−/2+n, /2+n], n= 1, 2, . . .,
and the concavity of −E/y2, the maximum number of real zeros of G in [−2k, 2k] is 4k+ 1, and from
Theorems 2.2 and 2.3 the zero solution of (1.1) is not asymptotically stable. Thus it is necessary that
E< 0, and therefore it is necessary that M < 0. For the function G to have all real and distinct zeros it
is necessary and sufﬁcient that cos y and −E/y2 agree at two distinct points in the interval (0, /2) (or
equivalently, −E< 0 · 5497740250). In this case, G has 4k + 3 zeros in [−2k, 2k] for all k. 
Remark 3.2. From (3.37) the zeros of F are the solutions of
sin y = M − Dy
2
y3
= (y). (3.40)
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It is easy to see that if
√
M/D/2, then F can have no zeros in (0, /2) and interlacing of the zeros
of F and G fails. Thus
√
M/D< /2 is necessary for the zero solution to be asymptotically stable. This
condition is of interest and will appear in our subsequent test for stability.
Remark 3.3. We see that G has all real zeros if conditions of Lemma 3.3 hold. Denote the positive zeros
of G as rj (j = 1, 2 . . .). In the interval (0, /2) the function G has r1 <r2 < /2. From the equation
−E/y2 = cos y, G has one zero r2j+1 ∈ (2j − /2, 2j) and one zero in r2j+2 ∈ (2j, 2j + /2).
Because of the monotonicity of −E/y2 we have [r2j ]2 ↑ /2 while [r2j+1]2 ↓ 3/2. (Recall that [x]2
is the number in [0, 2) so that x − [x]2 is multiple of 2).
Theorem 3.6. Suppose that A=B =C = 0. Necessary and sufﬁcient for the zero solution of (1.1) to be
asymptotically stable is that the conditions in Lemma 3.3 hold and (−1)nF (rn)> 0 (n = 1, 2, . . .).
Proof. Necessity follows from Lemma 3.2 and Remark 3.2 as the interlacing of zeros of F andG and
the fact F(0) = −M > 0 yield these signs. We prove sufﬁciency. From Lemma 3.3, G has all real zeros
and for k sufﬁciently large, G has 4k + 3 zeros in [−2k, 2k]. Now the zeros of F are the solutions of
(3.38). By hypothesis, F has a zero between each pair of successive zeros of G. Now the zeros of F in
(r2n+1, r2n+2) ⊆ (2n − /2, 2n + /2) approach 2 (modulo 2) because (y) → 0 as y → ∞. The
count of zeros of F (one between successive zeros of G) yields there 4k + 3 zeros in [−2k+ , 2k+ ]
for > 0.
F has all real zeros and they interlace with the zeros of G. 
Algorithmic stability test I. Suppose thatA=B=C=0.Moreover assume that the necessary conditions
of Lemma 3.3 are satisﬁed and that
√
M/D< /2
1. If F(r2l) > 0 for l = 1, 2, . . . , n and r2n sin r2n + D> 0, then F(r2l) > 0 for all l = n + 1, . . . .
2. If F(r1)< 0, then F(r2j+1)< 0 for all j = 1, 2, 3, . . . .
Proof. The proof is based on the observation that for Case 1 [r2j ] ↑ /2 and r2n+2 sin r2n+2 + D>r2n
sin r2n +D> 0 and thus F(r2n+2)>F(r2n)> 0. For (1.2), note that sin √M/D< /2, Dr22j+1 −M < 0
and sin r2j+1 < 0 for all j = 1, 2, 3, . . . . From (3.36), F(r2j+1)< 0 for j = 1, 2, . . . . 
Our next discussion results in a robust algorithmic stability test that applies to all cases of (1.1). It
comes at a cost in that it is not as sharp the development of Algorithmic Stability Test I. Particularly,
the condition for G to have all real zeros is not as straightforward as Lemma 3.3. In addition, stopping
criterion is not as sharp. Nevertheless, it can be implemented and applies to all cases.
Theorem 3.7. The zero solution of (1.1) is asymptotically stable if and only if
1. C + M < 0, B + C + E< 0,
2. G has all real zeros,
3. (−1)nF (rn)> 0, (n = 1, 2, . . .),
where r1 <r2 <r3 < · · · are the positive zeros of G.
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Proof. Necessity of 1 and 2 follow from Theorem 3.1 and Theorems 2.1 and 2.2. Between consecu-
tive zeros of G, G′ must properly change sign. Since G′(0) = −(B + C + E)> 0, G′(rn) has sign
(−1)n for n = 1, 2, . . ., and now 3 follows from Theorems 2.1 and 2.2c. Sufﬁciency follows in the same
fashion. 
Lemma 3.1 reveals that for n sufﬁciently large (n, (n+ 1)) contains exactly one zero of G and these
zeros tend to /2 modulo . The next lemma gives conditions under which there is exactly one zero r of
G in this interval and /4< [r] < 3/4.
Lemma 3.4. Let n ∈ Z+. If
n max
{
1 + √1 + 4(|A| + |B| + |C| + |E|)
2
,
|A|

+ 4|B|
2
+ 16|C|
3
+ 4
√
2|E|
2
− 1
4
}
(3.41)
then the interval (n, (n + 1)) contains exactly one zero r of G and /4[r]3/4.
Proof. If y ∈ (n, (n + 1)), then
y >
1 + √1 + 4(|A| + |B| + |C| + |E|)
2
(3.42)
and thus y > 1. Every zero of G in (n, (n + 1)) is a root of (3.1), and for y ∈ (n, (n + 1)),
w′(y) − ′(y) = y sin 2y − E cos y − B − y
2
sin2y
− A − C
y2

−y2 + y + |A| + |B| + |C| + |E|
sin2y
. (3.43)
By (3.41), y is greater than the larger zero of the quadratic function −y2 +y +|A|+ |B|+ |C|+ |E|, and
thus by (3.42) w′(y) − ′(y)< 0. It follows that (3.1) can have at most one root in (n, (n + 1)). Now
w(n + /4) − (n + /4)
= (n + /4)2 + B + E(−1)n√2 − A(n + /4) + C
n + /4
(n + /4)
{
n + /4 − |A| − 4|B|

− 16|C|
2
− 4
√
2|E|

}
> 0
by (3.42). Similarly, w(n + 3/4) − (n + 3/4)< 0. The proof is now complete. 
Theorem 3.8 (General algorithmic stability test). Let
N >max
{
1 + √1 + 4(|A| + |B| + |C| + |E|)
4
,
1
2
(
|A|

+ 4|B|
2
+ 16|C|
3
+ 4
√
2|E|
2
− 1
4
)
,
√
2

(|A + |B| + |C| + |D| + |M|)
}
. (3.44)
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The zero solution of (1.1) is asymptotically stable if and only if
1. C + M < 0, B + C + E< 0.
2. G has 2N + 1 distinct zeros r1 <r2 < · · ·<r2N+1 in (0, 2N).
3. (−1)nF (rn)> 0 (n = 1, . . . , 2N + 1).
Proof. Necessity follows immediately from Theorem 3.7. By (3.42) and Lemma 3.4, G has all real and
distinct zeros. Now let r2N+2 <r2N+3 < · · · be the remaining positive zeros of G. Consider r2j when
j >N . By Lemma 3.4, [r2j ]2 ∈ [/4, 3/4], and note that r2j > 1. By (2.9),
F(r2j )> r
3
2j
1√
2
− |B|r2j − |A|r22j − |C| − |D|r22j
−M = r32j
(
r2j√
2
− |A| − |B| − |C| − |M|
)
> 0. (3.45)
Similarly, for 2j + 1> 2N + 1, F(r2j+1)< 0. Sufﬁciency now follows from Theorem 3.7. 
4. Examples
Example 4.1. Consider (1.1)
y′′′(t) = p2y′′(t − ) + q2y′(t − ) + v2y(t − ), (4.1)
where
D = p2 = −1.3,
E = 2q2 = −0.4458922940, M = v23 = −1.3/3. (4.2)
Note that
√
M/D< /2.
In this example we apply Algorithmic Stability Test I, we found that r1 = 0.8, r2 = 1.306512838,
r3 = 4.73200938 and r4 = 7.846739688. Also F(r1)=−0.0313803482, F(r2)= 0.367018347, F(r4)=
403.5120930 also r4 sin r4 +D= 6.546533925> 0, and therefore, the zero solution of (4.1) is asymptot-
ically stable (see Fig. 2). In this example and other examples all calculations were done with Maplesoft
and 10 digits arithmetic.
Example 4.2. Consider
y′′′(t) = p2y′′(t − ) + q2y′(t − ) + v2y(t − ) (4.3)
with D = −3, M = −2 and E = −4.
In this example r1=0.6036578891 and r2=1.421853991 whileF(r1)=2.651146599> 0 andF(r2)=
3.214523415 and by Theorem 3.3. the zero solution of (4.2) is not asymptotically stable and if we replace
E to be E = −1 then condition 2 of Lemma 3.2 is not satisﬁed and the zero solution of (4.2) is not
asymptotically stable.
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Fig. 2. Solutions of cos y = −E/y2.
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Fig. 3. Region of stability (shaded area).
Example 4.3. Consider (1.1)
y′′′(t) = p2y′′(t − ) + q1y′(t) + v2y(t − ) (4.4)
with B = −4. In this example we apply Theorem 3.3. When B = −4 then k = 0 and Remark 3.1 yields
that D< − (y20 + B)/y0, y0 = /2 the region of stability is given by the set of the linear inequalities
(see Fig. 3):
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1. 0<D< − (y20 + B)/y0,
2. −M <y1(y21 + B) − Dy21,
3. −M < − (y0(y20 + B) + Dy20.
Example 4.4. Consider (1.1)
y′′′(t) = p1y′′(t) + p2y′′(t − ) + q1y′(t) + q2y′(t − ) + v1y(t) + v2y(t − ) (4.5)
with
A = −5 = p1, B = 1 = 2q1, C = −2 = 3v1 > 0, D = −4.4 = p2,
E = −1 = q22 and M = −1 = 3v2.
In this example we apply the General Algorithmic Stability Test (Theorem 3.8). Here N = 7, condition 1
is obvious and condition 2 is also satisﬁed since G has 14 zeros in (0, 14) which are: r1 = 0.61106628,
r2 = 2.513231586, r3 = 5.45556655, r4 = 8.37152982, r5 = 11.41159447
r6 = 14.46344716, r7 = 17.55810286, r8 = 20.65483534, r9 = 23.7704980,
r10 = 26.8857034, r11 = 30.01106143, r12 = 33.13540124 r13 = 36.26593097,
r14 = 39.39540017, r15 = 42.52898956.
Moreover, condition 3 is also satisﬁed since F(r1) = −0.0525, F (r2) = 7.948, F (r3) = −352.875,
F(r4) = 382.15, F (r5) = −2204 and F(r14)>F(r12)>F(r10)>F(r8)>F(r6)>F(r4) = 382.15),
and F(r15)<F(r13)<F(r11)<F(r9)<F(r7)<F(r5) = −2204 therefore the zero solution of (4.5) is
asymptotically stable. With M =−6 we have F(r1)=4.947461126> 0 and therefore the zero solution is
not asymptotically stable. It is clear that in this example G always has real zeros with certain parameters
of M and D the zero solution can be asymptotically stable or not and only has to check the 15 values of
F for any given M and D.
Example 4.5. Consider (1.1)
y′′′(t) = p1y′′(t) + p2y′′(t − ) + q1y′(t) + q2y′(t − ) + r1y(t) + r2y(t − ) (4.6)
with
A = −100 = p1, B = −1 = 2q1, C = −300 = 3v1 > 0,
D = −3 = p2, E = −1.5 = q22 and M = −5 = 3v2.
In this example we apply the General Algorithmic Stability Test (Theorem 3.8). Here N = 7, condition
1 is obvious and condition 2 is also satisﬁed since G has N = 201 zeros in (0, 200) which are r1 =
0.2827289873 and r2 =3.103523081 and the rest of the zeros are one zero in each (n, (n+1)) interval
334 B. Cahlon, D. Schmidt / Journal of Computational and Applied Mathematics 188 (2006) 319–335
for n = 1, 2, . . . we will list just few of them:
r[3] := 6.2202, r[4] := 9.3279, r[5] := 12.4421, r[6] := 15.5514,
r[7] := 18.6647, r[8] := 21.7751, r[9] := 24.8886, r[10] := 28.0001,
r[11] := 31.1141, r[12] := 34.2268, r[13] := 37.3416, r[14] := 40.4555,
r[15] := 43.5713, r[16] := 46.6864, r[17] := 49.8033, r[18] := 52.9197,
r[19] := 59.1556, r[20] := 62.2748, r[21] := 65.3938, r[22] := 68.5143,
r[23] := 68.5143, r[24] := 71.6346, r[25] := 74.7562, r[26] := 77.8778,
r[27] := 84.1233, r[28] := 87.2471, r[29] := 90.3710, r[30] := 90.3710,
r[31] := 93.4959, r[32] := 96.6209, r[33] := 99.7468, r[34] := 105.9996,
r[35] := 105.9996, r[36] := 109.1265, r[37] := 112.2542, r[38] := 118.5106,
r[39] := 121.6392, r[40] := 124.7685, r[41] := 127.8979, r[42] := 131.0280,
r[43] := 134.1581, r[44] := 137.2888, r[45] := 140.4195, r[46] := 143.5509,
r[47] := 146.6823, r[48] := 149.8142, r[49] := 152.9462, r[50] := 156.0786,
r[51] := 159.2111, r[52] := 162.3441, r[53] := 165.4771, r[54] := 168.6105,
r[55] := 171.7440, r[56] := 174.8778, r[57] := 178.0117, r[58] := 181.1460,
r[59] := 184.2802, r[60] := 187.4149, r[61] := 190.5495, r[62] := 193.6845,
r[63] := 196.8195, r[64] := 199.9548, r[65] := 203.0902, r[66] := 206.2258,
r[67] := 209.3614, r[68] := 212.4973, r[69] := 215.6332, r[70] := 218.7694,
r[71] := 221.9056, r[72] := 225.0420, r[73] := 228.1784, r[74] := 231.3151,
r[75] := 234.4517, r[76] := 237.5886, r[77] := 240.7255, r[78] := 243.8625.
r[79] := 246.9996, r[80] := 250.1369 ,
The values of F at rj , j = 1, 2, . . ., are
−0.055873216 634.2067963 −212, 482.0500 233, 720.9034
−284, 241.8865 308, 160.7832 −369, 095.2428 395, 801.1176
−468, 210.4192 497, 844.7541 −582, 822.6297 615, 555.0706
−714, 221.6224 750, 244.4996 −863, 741.0879 903, 264.8122
We notice that F(r2j+2)>F(r2j )>F(r2) = 634.2067963 and also F(r2j+3)<F(r2j+1)<F(r1) =
−0.055873216 for j = 1, . . . , N and by the General Stability Test (Theorem 3.8) the zero solution of
(4.5) is asymptotically stable
Example 4.6. Consider (1.1)
y′′′(t) = p2y′′(t − ) + q1y′(t) + v2y(t − ) (4.7)
withB=−10=2q1 andD=−1=p2. In this examplewe applyTheorem3.5.WhenB=−10, k=1 and
the zero solution of (4.7) is asymptotically stable for allM=−v23 when 258.409<−M < 1104.860613.
Without the delay PQ = p2q1 < − v2 = −V , and the zero solution of (4.7) is not asymptotically stable.
As demonstrated by the examples above, our stability criteria for (1.1) are easy to implement. It is also
interesting to notice in Example 4.3, that the zero solution is not asymptotically stable without the delay.
The same persists with Example 4.6 since PQ= 257.5 while V = −305 and PQ>− V is not satisﬁed.
Results on system of delay differential equations cannot be applied to our examples. Generally, there
are sufﬁcient conditions. This paper give the ﬁrst comprehensive study of (1.1). The authors intend to
consider higher order equations of type (1.1).
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