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Abstract
In this paper the asymptotic behavior of Szász operators for locally bounded functions f is studied
at points x where f (x+) and f (x−) exist. An asymptotic estimate of this type approximation is
obtained by using some techniques and results of probability theory. The estimate essentially is the
best possible for continuous points of f .
 2004 Elsevier Inc. All rights reserved.
1. Introduction
For a function f defined on [0,1], the Bernstein operators Bn are defined by
Bn(f, x) =
n∑
k=0
f
(
k
n
)
pnk(x), pnk(x) =
(
n
k
)
xk(1 − x)n−k.
✩ Project supported by NSFC 19871068 and Fujian Provincial SFC A0210004.
* Corresponding author.E-mail addresses: xmzeng@jingxian.xmu.edu.cn (X.M. Zeng), piriou@math.unice.fr (A. Piriou).
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.11.012
434 X.M. Zeng, A. Piriou / J. Math. Anal. Appl. 307 (2005) 433–443For a function f defined on [0,∞), Szász operators Sn are defined by
Sn(f, x) =
∞∑
k=0
f
(
k
n
)
qnk(x), qnk(x) = e−nx (nx)
k
k! . (1)
The operators Sn were introduced by Szász [7] in 1950 as a generalization of Bernstein
operators Bn to infinite interval.
Both operators Bn and Sn are the operators of probabilistic type. It is well known that
Bernstein basis functions pnk(x) correspond to binomial distribution and Szász basis func-
tions qnk(x) correspond to Poisson distribution. Approximation properties of Bernstein
operators Bn have been extensively studied before. For rate of convergence of Bernstein
operators Bn for various function types, refer to [1,2,8] for a survey.
In 1984 Cheng [3] estimated the rate of convergence of Szász operators Sn for func-
tions belonging to BVloc[0,∞) = {f | f is bounded variation in every finite subinterval of
[0,∞)} and proved that
Theorem A (F. Cheng). Let f be a function of bounded variation on every finite subinterval
of [0,∞) and let f (t) = O(tαt ) for some α > 0 as t → ∞. If x ∈ (0,∞) is irrational, then
for n sufficiently large we have
∣∣∣∣Sn(f, x) − f (x+) + f (x−)2
∣∣∣∣ (3 + x)x−1n
n∑
k=1
x+x/√k∨
x−x/√k
(gx)
+ O(x
−1/2)
n1/2
∣∣f (x+) − f (x−)∣∣
+ O(1)(4x)4αx(nx)−1/2(e/4)nx, (2)
where
∨b
a(g) is total variation of g on [a, b] and
gx(t) =
{
f (t) − f (x+), x < t < ∞,
0, t = x,
f (t) − f (x−), 0 t < x.
(3)
Later on, Cheng’s work was extended to more general approximation operators by Guo
and Khan [5], and Zeng [9].
The purpose of this paper is to improve the estimate (2) from two aspects:
(i) give a better asymptotic estimate than (2) by means of some results and techniques
from probability theory;
(ii) consider a more general class of functions than BVloc[0,∞), namely the class
IlocB =
{
f | f is bounded in every finite subinterval of [0,∞)}.
Set
Ω(x,f,λ) = sup
t∈[x−λ,x+λ]
∣∣f (t) − f (x)∣∣,where f ∈ IlocB , x ∈ [0,∞) is fixed, and λ 0.
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(i) Ω(x,f,λ) is monotone non-decreasing with respect to λ.
(ii) limλ→0 Ω(x,f,λ) = 0, if f is continuous at the point x.
(iii) If f is bounded variation on [a, b], and ∨ba(f ) denotes the total variation of f on
[a, b], then Ω(x,f,λ)∨x+λx−λ(f ).
Our main result is as follows.
Theorem. Assume that f ∈ IlocB and f (t) = O(tαt ) for some α > 0 as t → ∞. If f (x+)
and f (x−) exist at a fixed point x ∈ (0,∞), then for n sufficiently large we have∣∣∣∣Sn(f, x) − f (x+) + f (x−)2 − ν(f,n, x)√2πxn
∣∣∣∣
 5 + x
nx + 1
n∑
k=1
Ω(x,gx, x/
√
k ) + O(n−1), (4)
where gx(t) is defined as in (3), O(n−1) depends on x, and
ν(f,n, x) = (f (x+) − f (x−))(nx − [nx] − 2/3)+ (f (x) − f (x−))δ[nx](nx). (5)
In (5), [nx] denotes the greatest integer not exceeding nx, and
δ[nx](nx) =
{
1, nx = [nx],
0, nx = [nx].
From Theorem we get the following asymptotical formula immediately.
Corollary. Under the conditions of Theorem, if Ω(x,gx,λ) = o(λα), 1 α < 2, then
Sn(f, x) = f (x+) + f (x−)2 +
ν(f,n, x)√
2πxn
+ o(n−α/2); (6)
if Ω(x,gx,λ) = O(λ2), then
Sn(f, x) = f (x+) + f (x−)2 +
ν(f,n, x)√
2πxn
+ O
(
lnn
n
)
. (7)
Our Theorem subsumes approximation of functions of bounded variation as a special
case. In the case of functions of bounded variation, our Theorem is stronger than Theo-
rem A on three points:
(i) the limitation that x is irrational in Theorem A is removed;
(ii) the term
O(x−1/2)
n1/2
∣∣f (x+) − f (x−)∣∣
√in Eq. (2) is replaced by the more precise term ν(f,n, x)/ 2πxn in (4);
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√
k )
x+x/√k∨
x−x/√k
(gx).
2. Auxiliary results
We need a few auxiliary results for proving Theorem.
Lemma 1. For x ∈ (0,∞) there holds
qn,[nx](x) = 1√
2πxn
+ O(n−3/2), (8)
and
qn,[nx]+1(x) = 1√
2πxn
+ O(n−3/2), (9)
where O(n−3/2) depends on x.
Proof. Using Stirling’s formula n! = (n/e)n√2πneθn/12n, 0 < θn < 1, we have
qn,[nx](x) − 1√
2πxn
= e−nx (nx)
[nx]
[nx]! −
1√
2πxn
= 1√
2πxn
(
e−nx+[nx]
(
nx
[nx]
)[nx]+1/2
ec(n,x) − 1
)
 e
c(n,x)
√
2πnx
∣∣∣∣e−nx+[nx]
(
nx
[nx]
)[nx]+1/2
− 1
∣∣∣∣+ 1√2πnx
∣∣ec(n,x) − 1∣∣,
where ec(n,x) = e−θ[nx]/12[nx]. Let nx − [nx] = ε, where 0 ε < 1. Then∣∣∣∣e−nx+[nx]
(
nx
[nx]
)[nx]+1/2
− 1
∣∣∣∣=
∣∣∣∣e−ε
(
1 + ε[nx]
)[nx]+1/2
− 1
∣∣∣∣ ε[nx] ,
and easily to verify that∣∣e−θ[nx]/12[nx] − 1∣∣ 1
12[nx] .
So Eq. (8) holds. Furthermore, note that
qn,[nx]+1(x) − qn,[nx](x) = nx − [nx] − 1[nx] + 1 qn,[nx](x) = O
(
n−3/2
)
.
Hence one gets (9) directly from (8). 
Definition 1 [4, p. 540, Definition]. Let distribution function F be concentrated on the
lattice of points b ± nh, but on no sublattice (that is, h is the span of F ). A polygonal
approximant F ∗ to F is a distribution function with a polygonal graph with vertices (b ±
(n + 1/2)h,F (b ± (n + 1/2)h). Thus
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F ∗(t) = 1/2[F(t) + F(t−)] if t = b ± nh. (11)
Note. Concerning some basic concepts coming from probability distribution: “F is con-
centrated on the lattice points, but on no sublattice”; “span of F ”; and “Fn is a lattice
distribution” in the following Lemma 2, one can see the details from the books of proba-
bility theory, for example, cf. [4,6].
The following Lemma 2 is an asymptotic form of the central limit theorem in probability
theory. Its proof can be found in [4, pp. 540–542].
Lemma 2. Let {ξk}∞k=1 be a sequence of independent and identically distributed random
variables with the expectation Eξ1 = a1, the variance E(ξ1 − a1)2 = σ 2 > 0, E(ξ1 −
a1)4 < ∞, and let Fn stand for the distribution function of ∑nk=1(ξk − a1)/σ√n. If Fn is a
lattice distribution and F ∗n is a polygonal approximant of Fn, then the following equation
holds for all t ∈ (−∞,+∞):
F ∗n (t) −
1√
2π
t∫
−∞
e−u2/2 du = E(ξ1 − a1)
3
6σ 3
√
n
(
1 − t2) 1√
2π
e−t2/2 + O(n−1), (12)
where O(n−1) is independent of t .
Lemma 3 [9, Lemma 5]. For any fixed α > 0 and every x ∈ [0,∞), if n is sufficiently large,
then
∑
k>2nx
(
k
n
)α(k/n)
qnk(x)
3(2x + 1)α(2x+1)
1 + √nx (e/4)
nx = O(n−1), (13)
where O(n−1) depends on x.
Lemma 4. Let gx(t) be defined in (3). Then we have
∣∣Sn(gx, x)∣∣ 5 + x
nx + 1
n∑
k=1
Ω(x,gx, x/
√
k ) + O(n−1). (14)
Proof. Recalling the Lebesgue–Stieltjes integral representations (cf. [3]), we have
Sn(gx, x) =
+∞∫
0
gx(t) dtKn(x, t), (15)
where {∑
knt qnk(x), 0 < t < ∞,Kn(x, t) = 0, t = 0.
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+∞∫
0
gx(t)dtKn(x, t) = ∆1,n(gx) + ∆2,n(gx) + ∆3,n(gx) + ∆4,n(gx),
where
∆1,n(gx) =
x−x/√n∫
0
gx(t) dtKn(x, t), ∆2,n(gx) =
x+x/√n∫
x−x/√n
gx(t) dtKn(x, t),
∆3,n(gx) =
2x∫
x+x/√n
gx(t) dtKn(x, t), ∆4,n(gx) =
∞∫
2x
gx(t) dtKn(x, t).
We shall estimate ∆1,n(gx), ∆2,n(gx), ∆3,n(gx) and ∆4,n(gx). First, for ∆2,n(gx),
noting that gx(x) = 0, we have
∣∣∆2,n(gx)∣∣
x+x/√n∫
x−x/√n
∣∣gx(t) − gx(x)∣∣dtKn(x, t)Ω(x,gx, x/√n ). (16)
To estimate |∆1,n(gx)|, noting that Ω(x,gx,λ) is monotone non-decreasing with respect
to λ, hence it follows that
∣∣∆1,n(gx)∣∣=
∣∣∣∣∣
x−x/√n∫
0
gx(t) dtKn(x, t)
∣∣∣∣∣
x−x/√n∫
0
Ω(x,gx, x − t) dtKn(x, t).
Using integration by parts with y = x − x/√n, we have
x−x/√n∫
0
Ω(x,gx, x − t)dtKn(x, t)
Ω(x,gx, x − y)Kn(x, y+) +
y∫
0
Kˆn(x, t) dt
(−Ω(x,gx, x − t)), (17)
where Kˆn(x, t) is the normalized form of Kn(x, t), that is,
Kˆn(x, t) =
{
Kn(x, t), nt = [nt],
1
2 (Kn(x, t+) + Kn(x, t−)), nt = [nt].
Since Kˆn(x, t)Kn(x, t) and Kn(x, y+) = Kn(x, y), from (17) and using the inequality
(see [3, p. 237])
Kˆn(x, t)Kn(x, t)
∑
qnk(x)
x
,knt n(t − x)2
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∣∣∆1,n(gx)∣∣Ω(x,gx, x − y) x
n(x − y)2 +
x
n
y∫
0
dt (−Ω(x,gx, x − t))
(x − t)2 . (18)
Since
y∫
0
d(−Ω(x,gx, x − t))
(x − t)2
= − 1
(x − t)2 Ω(x,gx, x − t)|
y+
0 +
y∫
0
Ω(x,gx, x − t) 2
(x − t)3 dt
= − 1
(x − y)2 Ω(x,gx, x − y) +
Ω(x,gx, x)
x2
+
y∫
0
Ω(x,gx, x − t) 2
(x − t)3 dt.
So from (18) we have
∣∣∆1,n(gx)∣∣ x
nx2
Ω(x,gx, x) + x
n
x−x/√n∫
0
Ω(x,gx, x − t) 2
(x − t)3 dt.
Putting t = x − x/√u for the last integral, we get
x−x/√n∫
0
Ω(x,gx, x − t) 2
(x − t)3 dt =
1
x2
n∫
1
Ω(x,gx, x/
√
u)du.
Consequently,
∣∣∆1,n(gx)∣∣ 1
nx
(
Ω(x,gx, x) +
n∫
1
Ω(x,gx, x/
√
u)du
)
. (19)
Using a similar method to estimate |∆3,n(gx)|, we get
∣∣∆3,n(gx)∣∣ 1
nx
(
Ω(x,gx, x) +
n∫
1
Ω(x,gx, x/
√
u)du
)
. (20)
From (16), (19), (20) and by monotonicity of Ω(x,gx,λ), it follows that∣∣∣∣∣
2x∫
0
gx(t) dtKn(x, t)
∣∣∣∣∣∣ ∣ ∣ ∣ ∣ ∣
 ∣∆1,n(gx)∣+ ∣∆2,n(gx)∣+ ∣∆3,n(gx)∣
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√
n ) + 2
nx
(
Ω(x,gx, x) +
n∫
1
Ω(x,gx, x/
√
u)du
)
 1
n
n∑
k=1
Ω(x,gx, x/
√
k ) + 2
nx
(
n∑
k=1
Ω(x,gx, x/
√
k ) +
n∑
k=1
Ω(x,gx, x/
√
k )
)
= 4 + x
nx
n∑
k=1
Ω(x,gx, x/
√
k ). (21)
On the other hand,∣∣∣∣∣
2x∫
0
gx(t) dtKn(x, t)
∣∣∣∣∣Ω(x,gx, x) 1n
n∑
k=1
Ω(x,gx, x/
√
k ). (22)
Finally, by Lemma 3 and the assumption that gx(t) = O(tαt ) (α > 0) as t → ∞, for n
sufficiently large we have
∣∣∆4,n(gx)∣∣= O(1) ∑
k>2nx
(
k
n
)α(k/n)
qnk(x)
= O(1) (2x + 1)
α(2x+1)
1 + √nx (e/4)
nx = O(n−1). (23)
Lemma 4 now follows from (21)–(23). 
3. Proof of Theorem
For any f ∈ IlocB , if f (x+) and f (x−) exist at x, we have
f (t) = f (x+) + f (x−)
2
+ gx(t) + f (x+) − f (x−)2 sgn(t − x)
+ δx(t)
[
f (x) − f (x+) + f (x−)
2
]
, (24)
where gx(t) is defined in (3), sgn(t) denotes sign function and
δx(t) =
{
1, t = x,
0, t = x.
Direct computation gives
Sn(δx, x) =
{
qn,[nx](x), nx = [nx],
0, nx = [nx]. (25)
Hence from (24) and (25), we obtain
Sn(f, x) − f (x+) + f (x−)2 = Sn(gx, x) +
f (x+) − f (x−)
2
Sn
(
sgn(t − x), x)[
f (x+) + f (x−)]+ f (x) −
2
Sn(δx, x). (26)
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independent random variables with the same Poisson distribution P(ξi = j) = (xj /j !)e−x
(j = 0,1,2, . . . , and x ∈ (0,∞) is a parameter). By computation, we get
E(ξ1) = x, E(ξ1 − Eξ1)2 = σ 2 = x,
E(ξ1 − Eξ1)3 = x and E(ξ1 − Eξ1)4 < ∞.
Let ηn =∑ni=1 ξi and Fn stands for the distribution function of∑ni=1(ξi −Eξi)/σ√n and
F ∗n is the polygonal approximant of Fn. Then the probability distribution of the random
variable ηn is
P(ηn = k) = (nx)
k
k! e
−nx = qnk(x).
Hence, using Lemma 2, we have
Sn
(
sgn(t − x), x)= − ∑
k<nx
qnk(x) +
∑
k>nx
qnk(x)
= 1 − P(ηn < nx) − P(ηn  nx) = 1 − Fn(0−) − Fn(0)
= −1
3
√
2πxn
+ O(n−1)+ 2F ∗n (0) − Fn(0−) − Fn(0). (27)
Below we estimate 2F ∗n (0) − Fn(0−) − Fn(0).
If nx = [nx], then 0 is a lattice point of Fn. From (11) we get
2F ∗n (0) − Fn(0−) − Fn(0) = 0.
If nx = [nx], then
Fn(0) = Fn(0−) =
∑
k[nx]
qnk(x).
Since the distribution function Fn is a step function. Hence Fn(t) = Fn(0) on the interval[ [nx]−nx
σ
√
n
,
[nx]+1−nx
σ
√
n
)
.
For 0 < nx − [nx] 1/2, from (11) and (10) and simple computation we obtain
F ∗n
( [nx] − nx
σ
√
n
)
= 1
2
( ∑
k[nx]−1
qnk(x) +
∑
k[nx]
qnk(x)
)
,
and
F ∗n
( [nx] − nx + 1/2
σ
√
n
)
=
∑
k[nx]
qnk(x).
Now that F ∗n is the polygonal approximant of Fn, we deduce that
F ∗n (t) = σ
√
nqn,[nx](x)t +
∑
k[nx]
qnk(x) +
(
nx − [nx] − 1/2)qn,[nx](x),
for t ∈ [ [nx]−nx
σ
√
n
,
[nx]−nx+1/2
σ
√
n
)
. Hence, for 0 < nx − [nx] 1/2,
F ∗n (0) =
∑
qnk(x) +
(
nx − [nx] − 1/2)qn,[nx](x).k[nx]
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F ∗n (0) =
∑
k[nx]
qnk(x) +
(
nx − [nx] − 1/2)qn,[nx]+1(x).
Consequently,
2F ∗n (0) − Fn(0−) − Fn(0)
=


0, nx = [nx]
2(nx − [nx] − 1/2)qn,[nx](x), nx − [nx] − 1/2 0
2(nx − [nx] − 1/2)qn,[nx]+1(x), nx − [nx] − 1/2 > 0.
(28)
Now by (27), (28), Lemma 1 and direct computation, we obtain the following estimate:
Sn
(
sgn(t − x), x)= 6(nx − [nx]) − 3 sgn(nx − [nx]) − 1
3
√
2πxn
+ O(n−1). (29)
Hence, from (26), (29), Lemma 1, and direct computation, we get∣∣∣∣Sn(f, x) − f (x+) + f (x−)2 − ν(f,n, x)√2πxn
∣∣∣∣ ∣∣Sn(gx, x)∣∣+ O(n−1), (30)
where ν(f,n, x) is defined in (5).
Theorem now follows directly from (30) and Lemma 4.
Remark. If x is a continuity point of f ∈ IlocB , then (4) becomes
∣∣Sn(f, x) − f (x)∣∣ 5 + x1 + nx
n∑
k=1
Ω(x,f, x/
√
k )
+ O(1) (2x + 1)
α(2x+1)
1 + √nx (e/4)
nx. (31)
If f is not constant in any neighborhood of x, then estimate (31) is the best possible we can
get in the sense that it cannot be improved any further asymptotically (see [3, pp. 228–229]
and [9, Section 4]).
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