Increasing radiologist workloads and increasing primary care radiology services make it relevant to explore the use of artificial intelligence (AI) and particularly deep learning to provide diagnostic assistance to radiologists and primary care physicians in improving the quality of patient care. This study investigates new model architectures and deep transfer learning to improve the performance in detecting abnormalities of upper extremities while training with limited data. DenseNet-169, DenseNet-201, and InceptionResNetV2 deep learning models were implemented and evaluated on the humerus and finger radiographs from MURA, a large public dataset of musculoskeletal radiographs. These architectures were selected because of their high recognition accuracy in a benchmark study. The DenseNet-201 and InceptionResNetV2 models, employing deep transfer learning to optimize training on limited data, detected abnormalities in the humerus radiographs with 95% CI accuracies of 83-92% and high sensitivities greater than 0.9, allowing for these models to serve as useful initial screening tools to prioritize studies for expedited review. The performance in the case of finger radiographs was not as promising, possibly due to the limitations of large inter-radiologist variation. It is suggested that the causes of this variation be further explored using machine learning approaches, which may lead to appropriate remediation.
Introduction
Musculoskeletal diseases affect more than one out of two persons over the age of 18 and three out of four age 65 and over in the United States [1] . Worldwide, more than 1.7 billion people are affected by musculoskeletal conditions. With an aging population, these diseases are becoming an increasing burden in a trend that is expected to continue and accelerate. Consequently, radiologist workloads are increasing with more images, greater case volume, increasing complexity, and less time to do the work, possibly leading to radiologist burnout [2] . Patients with musculoskeletal problems most often visit primary care offices. Almost 105 million ambulatory care visits to physician offices and hospital outpatient and emergency departments in the United States in 2009-2010 were for diseases of the musculoskeletal system and connective tissue. Of these visits, 39 million were to primary care offices, 32.4 million to surgical specialists, and 17 million to medical specialists [3] . While offering radiology services in a primary care setting reduces access issues and decreases the time to diagnosis and treatment, it could also lead to lower quality due to insufficient training and skills [4] [5] [6] . Increasing radiologist workloads and increasing primary care radiology services make it relevant to explore the use of AI and particularly deep learning to provide diagnostic assistance to radiologists and primary care physicians to improve the quality of patient care.
Early efforts at AI in performing human tasks have largely been experimental with significantly sub-human performance. In recent years, a dramatic increase in computing power and availability of large datasets have led to the creation of machine learning algorithms that are able to match and even surpass human performance in increasingly complex tasks [7] . Deep learning algorithms inspired by the human brain are based on a neural network structure and are trained on data to learn discriminative features [8] . Models thus trained can then be applied to new patient data to perform automated detection and diagnosis.
Deep learning algorithms are increasingly being used in radiological applications. Rajpurkar et al. [9] employed deep learning models to detect clinically important abnormalities such as edema, fibrosis, and pneumonia on chest radiography at performance levels comparable to practicing radiologists. Taylor et al. [10] successfully created a deep convolutional neural network for the detection of pneumothorax on chest x-rays. The area under the curve for this model was 0.96 on their single-site test dataset containing moderate to large size pneumothorax, suggesting that this model could serve as a useful screening tool for prioritizing studies for more rapid review and help improve time to treatment for this potentially life-threatening problem. When the same models were tested on images acquired outside this institution, performance declined significantly with an AUC of 0.75. Zech et al. [11] investigated how well deep learning models for pneumonia detection generalized across hospital systems. They found that the models performed significantly better (AUC 0.93-0.94) on new data from the same sites used for developing the model compared to data from other sites (AUC 0.75-0.89). To overcome the challenges in generalizing across the sites, a large training dataset collected in a variety of scenarios will be needed. Such an effort could be extremely expensive and difficult as it relates to medical data.
Rajpurkar et al. [12] investigated the performance of a 169-layer deep convolutional neural network model in detecting abnormalities of upper extremities in MURA (musculoskeletal radiographs) dataset, a collection of 14,863 musculoskeletal radiological studies from a single institution. Their model showed performance comparable to radiologist performance in detecting abnormalities on finger and wrist studies but lower performance on elbow, forearm, hand, humerus, and shoulder studies. In the case of finger data, while the model agreement with gold standard was similar to other radiologists' agreement with gold standard, it was still quite low. The aim of this study is to investigate new model architectures and deep transfer learning to improve the performance in detecting abnormalities of upper extremities in limited data environments and allow them to serve as initial screening tools to prioritize studies for expedited review. Particular focus is placed on the MURA humerus and finger datasets, where Rajpurkar et al.'s model had the lowest performance. Improvements using this approach should translate into performance improvements when deployed to other sites. Section 2 of this paper discusses the processes and techniques used in this study. The subsections provide a description of the dataset, preprocessing used on the data, and the rationale behind model architecture selection. The process used to train and test the selected deep learning models and the measures used for evaluating their performance are also detailed. Section 3 presents the performance results and the receiver operating characteristic curves of the selected models. Section 4 discusses the relative performance of the models used in the study on the humerus and finger datasets and some limitations of the study. This section also shares some interesting alternative approaches to dealing with limited data as topics for future studies. Finally, the concluding Section 5 summarizes the performance of the models on the humerus and finger datasets and their suitability for use as initial screening tools to prioritize radiographic studies for expedited review.
Experimental Section

Data
This study uses the MURA dataset, which was collected through an institutional review board approved study by Rajpurkar et al. [12] and made publicly available for research. MURA is a dataset of de-identified, HIPAA-compliant musculoskeletal radiographs consisting of 14,863 radiographic studies from 12,173 patients, with a total of 40,561 multi-view radiographic images from the Picture Archive and Communication System (PACS) of Stanford Hospital. Each radiographic study belongs to one of seven standard upper extremity radiographic study types: elbow, finger, forearm, hand, humerus, shoulder, and wrist.
Each radiographic study was manually labeled as normal or abnormal by board-certified radiologists from the Stanford Hospital at the time of the clinical radiographic interpretation in the diagnostic radiology environment between 2001 and 2012.
Study Design
Overview
The aim of this study is to investigate various deep learning convolutional neural networks in detecting abnormalities of upper extremities with a view to improving performance up to practicing radiologist levels. The model used in the previous study by Rajpurkar et al. [12] has the lowest agreement rating with the radiologists on the finger and humerus data. This study evaluates three different models on these datasets. The abnormality detection method used in this study follows the steps shown in Figure 1 . to one of seven standard upper extremity radiographic study types: elbow, finger, forearm, hand, humerus, shoulder, and wrist. Each radiographic study was manually labeled as normal or abnormal by board-certified radiologists from the Stanford Hospital at the time of the clinical radiographic interpretation in the diagnostic radiology environment between 2001 and 2012.
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Splitting and Preprocessing Data
MURA dataset is the largest publicly available dataset of upper extremity musculoskeletal radiographs and is separated into a training dataset component and a validation dataset component. The model is first trained using images in the training dataset. A part of this training dataset is set aside to evaluate the performance and tune the model hyperparameters while training. After the training is complete, the final model performance is evaluated using the validation dataset that has not been seen by the model during the training phase. In our study, we set aside 10% of the training dataset to evaluate the models during the training phase, while using the entire validation dataset for evaluating the trained models. The number of normal and abnormal images in the training and final model validation datasets is shown in Table 1 . 
Steps used in the study.
MURA dataset is the largest publicly available dataset of upper extremity musculoskeletal radiographs and is separated into a training dataset component and a validation dataset component. The model is first trained using images in the training dataset. A part of this training dataset is set aside to evaluate the performance and tune the model hyperparameters while training. After the training is complete, the final model performance is evaluated using the validation dataset that has not been seen by the model during the training phase. In our study, we set aside 10% of the training dataset to evaluate the models during the training phase, while using the entire validation dataset for evaluating the trained models. The number of normal and abnormal images in the training and final model validation datasets is shown in Table 1 . Securing large amounts of annotated medical image data is a challenge due to patient privacy and security policies, as well as the cost. To enhance the capabilities of the models to work with limited datasets, we use the concept of deep transfer learning and pre-train models on the ImageNet database [13] . The effectiveness of deep transfer learning strategy to improve accuracies when training on limited datasets has been demonstrated in various studies including on biomedical imaging data [14] [15] [16] [17] . Gulshan et al. [18] have used models pre-trained on the ImageNet database for improved accuracies in diabetic retinopathy detection. This study employs the deep transfer learning technique and uses model architectures that can work more effectively with fewer data, improving the likelihood of achieving high accuracies.
The clinical images vary in resolution and in aspect ratios. All images were resized to 320 × 320. The selected image size allowed for moderate upscaling and moderate downscaling of the images. Also, this size is consistent with the original MURA dataset study.
Architecture and Implementation
Rajpurkar et al. [12] used a 169-layer Dense Convolutional Network architecture (DenseNet-169) [19] to predict the probability of abnormality for each image in their MURA dataset study. This study implements DenseNet-169, DenseNet-201, and InceptionResNetV2 [20] [21] [22] deep learning models pre-trained on ImageNet. These architectures were selected because of their high recognition accuracy in the benchmark study by Bianco et al. [23] . Initial layers of deep learning networks capture generic features, while later ones focus on task-specific features. By using weights from ImageNet to pre-train the models, we leverage previous learning of generic features captured in the initial layers and reduce the training data need. The architectures used in this study utilize model parameters more effectively and use less data for training than other architectures and have a lower tendency to overfit to training data [19] .
DenseNet-169 and DenseNet-201 models are models based on the DenseNet architecture [19] . Whereas traditional convolutional networks with L layers have L connections -one between each layer and its subsequent layer-DenseNet has L (L + 1)/2 direct connections. For each layer, the feature-maps of all preceding layers are used as inputs, making DenseNets very compact models with high feature reuse throughout the network. InceptionResNetV2 combines the idea of residual connections introduced by He et al. in [21] and the Inception architecture [22] .
Training
During the training process shown in Figure 2 ., images X from the training dataset are fed into the model M, which is defined by its parameters β. The output of the model is compared with the training label that corresponds to the input image, the loss is computed, and the model is updated with new parameters. Securing large amounts of annotated medical image data is a challenge due to patient privacy and security policies, as well as the cost. To enhance the capabilities of the models to work with limited datasets, we use the concept of deep transfer learning and pre-train models on the ImageNet database [13] . The effectiveness of deep transfer learning strategy to improve accuracies when training on limited datasets has been demonstrated in various studies including on biomedical imaging data [14] [15] [16] [17] . Gulshan et al. [18] have used models pre-trained on the ImageNet database for improved accuracies in diabetic retinopathy detection. This study employs the deep transfer learning technique and uses model architectures that can work more effectively with fewer data, improving the likelihood of achieving high accuracies.
The clinical images vary in resolution and in aspect ratios. All images were resized to 320x320. The selected image size allowed for moderate upscaling and moderate downscaling of the images. Also, this size is consistent with the original MURA dataset study.
Architecture and Implementation
Rajpurkar et al. [12] used a 169-layer Dense Convolutional Network architecture (DenseNet-169) [19] to predict the probability of abnormality for each image in their MURA dataset study. This study implements DenseNet-169, DenseNet-201, and InceptionResNetV2 [20] [21] [22] deep learning models pretrained on ImageNet. These architectures were selected because of their high recognition accuracy in the benchmark study by Bianco et al. [23] . Initial layers of deep learning networks capture generic features, while later ones focus on task-specific features. By using weights from ImageNet to pretrain the models, we leverage previous learning of generic features captured in the initial layers and reduce the training data need. The architectures used in this study utilize model parameters more effectively and use less data for training than other architectures and have a lower tendency to overfit to training data [19] .
Training
During the training process shown in Figure 2 ., images X from the training dataset are fed into the model M, which is defined by its parameters β. The output of the model is compared with the training label that corresponds to the input image, the loss is computed, and the model is updated with new parameters. To start the training process, models were initialized with weights pre-trained on ImageNet, a large computer vision database [13] . After pre-training, the weights were fine-tuned using the training data. Pre-training, followed by fine-tuning, reduces the time it takes for the model to converge. This also helps regularize the model to reduce overfitting. During the iterative training process, a softmax activation function was used on the estimates before the loss was calculated. Cross entropy was used as the loss function to be optimized. All the models used Adam optimizer [24] with a learning rate of 0.0001 and default parameters β1 = 0.9 and β2 = 0.999. Models were trained for 50 epochs using minibatches of size 8.
Model Evaluation
After training, the models were tested using the test data, which the models have never seen before, and accuracy, sensitivity (recall), specificity, precision, and F1 score were calculated.
Performance measures used in the study and their definitions are shown in Figure 3 .
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In addition, the receiver operating characteristic (ROC) curve is plotted for each model to show the diagnostic ability of the model as the discrimination threshold is varied. AUC for each ROC curve is also calculated.
Software and Hardware
• Keras 2.2.4 and TensorFlow 1.12.0 for model development • Scikit-Learn 0.20.2 for calculating metrics Models were trained using 4 Titan V GPUs.
Results
Model Performance
In this study, training and test data use labels created by board-certified radiologists from the Stanford Hospital at the time of clinical radiographic interpretation between 2001 and 2012.
Model performance was evaluated on humerus data after training for 50 epochs. Performance measures recorded are shown in Table 2a and Table 2b , along with the kappa from Rajpurkar et al.'s baseline model [12] . The area under the receiver operating characteristic curve is shown in Figure 4 . Cohen's kappa statistic (κ) [25] , which expresses the agreement of each model with the radiologist labels, is also calculated to take into account the possibility of agreement occurring by chance.
In addition, the receiver operating characteristic (ROC) curve is plotted for each model to show the diagnostic ability of the model as the discrimination threshold is varied. AUC for each ROC curve is also calculated. 
Software and Hardware
Results
Model Performance
Model performance was evaluated on humerus data after training for 50 epochs. Performance measures recorded are shown in Tables 2 and 3 , along with the kappa from Rajpurkar et al.'s baseline model [12] . The area under the receiver operating characteristic curve is shown in Figure 4 . Model performance was evaluated on finger data after training for 50 epochs. Performance measures recorded are shown in Table 3a and Table 3b , along with the kappa from Rajpurkar et al.'s model [12] . The area under the receiver operating characteristic curve is shown in Figure 5 . Model performance was evaluated on finger data after training for 50 epochs. Performance measures recorded are shown in Tables 4 and 5, along with the kappa from Rajpurkar et al.'s model [12] . The area under the receiver operating characteristic curve is shown in Figure 5 . 
Discussion
In this study, we used three deep convolutional neural network architectures, DenseNet-169, DenseNet-201, and InceptionResNetV2, and deep transfer learning to detect abnormalities in musculoskeletal radiographs of humerus and finger.
Evaluating the model performance on the humerus test set, all the three models show accuracies greater than 80% in detecting abnormalities. DenseNet-201 with an accuracy of 88.19% and an F1 score of 0.88 performed the best on this test set. InceptionResNetV2 also performed better with an accuracy of 86.46% and an F1 score of 0.87 than DenseNet-169 with an accuracy of 84.03% and an F1 score of 0.83. Accuracies with 95% confidence intervals range from 80%-92%. The models at these accuracy levels can serve as useful triage tools to prioritize cases for expedited review. Evaluating model performance using Cohen's kappa, which takes into account the possibility of the agreement by chance, the DenseNet-201 model with a kappa of 0.76 performed the best on this test set. InceptionResNetV2, with a kappa of 0.73, also had better performance than DenseNet-169 with a kappa of 0.68. Comparing the kappas with 95% confidence intervals shows that the performance of the DenseNet-201 (0.69-0.84) and InceptionResNetV2 (0.65-0.81) models is significantly better than that of Rajpurkar et al.'s model (0.56-0.64). The DenseNet-201 model also had a higher AUC of 0.92 than DenseNet-169 with an AUC of 0.89, indicating a higher measure of separability and classification capability.
Both DenseNet-201 and InceptionResNetV2 models show a high sensitivity greater than 0.9. Figure 6 shows examples of the humerus that were classified correctly as abnormalities by DenseNet-201 model, whereas DenseNet-169 could not classify these as abnormalities. There were 17 such images in the test set that DenseNet-201 was able to classify correctly but DenseNet-169 could not. There was only one abnormal image where DenseNet-169 did better in recall compared to DenseNet-201. With the availability of larger training datasets, the ability of the more complex DenseNet-201 and InceptionResNetV2 to exploit additional feature information in the data as compared to DenseNet-169 may allow for further increase in relative accuracies of these models to demonstrate a performance difference at 95% CIs. 
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Both DenseNet-201 and InceptionResNetV2 models show a high sensitivity greater than 0.9. Figure 6 shows examples of the humerus that were classified correctly as abnormalities by DenseNet-201 model, whereas DenseNet-169 could not classify these as abnormalities. There were 17 such images in the test set that DenseNet-201 was able to classify correctly but DenseNet-169 could not. There was only one abnormal image where DenseNet-169 did better in recall compared to DenseNet-201. With the availability of larger training datasets, the ability of the more complex DenseNet-201 and InceptionResNetV2 to exploit additional feature information in the data as compared to DenseNet-169 may allow for further increase in relative accuracies of these models to demonstrate a performance difference at 95% CIs. In studies by Taylor et al. [10] and Zech et al. [11] , models created to detect pneumothorax and pneumonia using datasets from a single site declined in performance in clinical settings at other sites. It is possible that the models in this study may see a similar decline in performance at other sites due to differences in the distribution of data from that which the model is trained on. Also, even at the same site, data distributions can be expected to drift over time. This can be addressed by using new incoming data to retrain the model periodically. This approach can also improve the model performance on specific pathologies and normal variants as more data are added to the training set.
The model performances on the finger test set are less promising, with all the three models showing accuracies greater than 75% in detecting abnormalities. DenseNet-201 with an accuracy of 76.57% and an F1 score of 0.76 performed at the same level as DenseNet-169 with an accuracy of 75.7% and an F1 score of 0.74. InceptionResNetV2 performed marginally better on this test set with an accuracy of 77.66% and an F1 score of 0.78. Accuracies with 95% confidence intervals range from 72-81%. The models also show poor recall values, which is important for use as a screening tool. The DenseNet-169 model in this study had a kappa of 0.52 (0.45-0.60 95% CI), DenseNet-201 had a kappa of 0.54 (0.46-0.61 95% CI), and InceptionResNetV2 had a kappa of 0.56 (0.48-0.63 95% CI). In comparison, Rajpurkar et al.'s model had a kappa of 0.39 (0.33-0.45 95% CI). Rajpurkar et al. also report a kappa of 0.3-0.4 when comparing the labels of other radiologists against test set labels. The significant inter-radiologist variability limits the possibility of gaining additional model performance; finding reasons for this inter-radiologist variation may help formulate approaches for further performance increases. One possibility for the variation could be that the radiologists' decisions may be based on looking at different features, which itself may be because of a lack of sufficient standardization of the diagnostic or variation in the skill levels of the radiologists. Identification of root causes through additional research can lead to better standardization or training to address the issue. One machine learning-based approach to identify the root cause of inter-expert variability in retinopathy [26] could be extended to address the inter-radiologist variability problem.
Some limitations of the study are discussed below. Deep learning algorithms have been shown to scale well and benefit from training on large datasets [27, 28] . However, manually annotating large amounts of data for training is a very time consuming and expensive process. While the MURA dataset is the largest publicly available dataset of upper extremity musculoskeletal radiographs, it is still on the lower end of the power-law region of the training curve, and accuracies can be improved by making more training data available. While this study uses techniques such as deep transfer learning and model architectures that leverage limited data effectively, it is worthwhile to look at alternative methods to fully supervised learning, such as unsupervised learning or learning from weakly labeled datasets. In investigating how the brain solves the visual object recognition problem, DiCarlo et al. [29] indicate how unsupervised learning and weakly labeled learning play an important role in how humans learn to recognize objects. Joulin et al. [30] trained convolutional neural networks on publicly available Flickr photos with associated titles, hashtags, and captions to demonstrate that visual features can be learned without full supervision. This is an area of interesting applicability to musculoskeletal abnormality detection and is a topic for future study.
MURA dataset includes data collected at the Stanford hospitals from 2001-2012 and contained abnormalities such as fractures, hardware, degenerative joint diseases, and other miscellaneous abnormalities such as lesions and subluxations. However, we were not able to obtain relative frequencies of specific pathologies or normal variants in this training. The scope of this present study is limited to building models for a two-class problem of detecting abnormal/normal. Our goal for this study is to show the promise of the approaches used in building models that can serve as initial screening tools to assist physicians. We think this early research would be valuable for the purpose of prioritizing cases for expedited review. As large datasets with enough sub-class sample data for various pathologies become available, models that can effectively distinguish between various pathologies can be developed, and their performance analyzed.
The training data used in this study were manually labeled as normal or abnormal by board-certified radiologists from the Stanford Hospital at the time of clinical radiographic interpretation in the diagnostic radiology environment. Due to radiologist interpretation errors during the routine clinical review, it is possible the model is influenced by the incorrect assignments, leading to lower accuracies in production.
Conclusions
The DenseNet-201 and InceptionResNetV2 models, employing deep transfer learning to optimize training on limited data, detected abnormalities in humerus radiographs with 95% CI accuracies of 83-92% and high sensitivities greater than 0.9, allowing for these models to serve as useful initial screening tools to prioritize studies for expedited review. The deployed models can be further retrained periodically on new incoming data to improve accuracies on specific pathologies and normal variants, as well as site-specific variations. Performance in the case of finger radiographs was not as promising, possibly due to the limitations of large inter-radiologist variation. It is suggested that the causes of this variation be further explored using machine learning approaches, which may lead to appropriate remediation.
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