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COMPUTABLE STRUCTURAL FORMULAS FOR THE DISTRIBUTION OF THE
β-JACOBI EDGE EIGENVALUES
PETER J. FORRESTER AND SANTOSH KUMAR
To the memory of Richard Askey
Abstract. The Jacobi ensemble is one of the classical ensembles of random matrix theory.
Prominent in applications are properties of the eigenvalues at the spectrum edge, specifically
the distribution of the largest (e.g. Roy’s largest root test in multivariate statistics) and smallest
(e.g. condition numbers of linear systems) eigenvalues. We identify three ranges of parameter
values for which the gap probability determining these distributions is a finite sum with
respect to particular bases, and moreover make use of a certain differential-difference system
fundamental in the theory of the Selberg integral to provide a recursive scheme to compute
the corresponding coefficients.
0. Prologue
The Selberg integral is the N-dimensional generalisation of the Euler β-integral
Jλ1,λ2,β,N =
∫ 1
0
dx1 · · ·
∫ 1
0
dxN
N
∏
l=1
xλ1l (1− xl)λ2 ∏
1≤j<k≤N
|xk − xj|β.
In a paper published in 1944 [45] Selberg derived the product of gamma function evaluation,
specified by (1.2) below. As detailed in the review [27], knowledge of this result went almost
completely unnoticed for over 30 years, until a number of coincidences led to the realisation
that it provides a proof of the conjecture
(0.1)
1
(2pi)n/2
∫ ∞
−∞
· · ·
∫ ∞
−∞
n
∏
j=1
e−t
2
i /2 ∏
1≤j<k≤n
|tj − tk|2γ dt1 · · · dtn =
n
∏
j=1
Γ(1+ jγ)
Γ(1+ γ)
, Reγ > −1/n,
formulated by Mehta and Dyson [38] in the context of random matrix theory applied to
nuclear physics.
Outside of the original paper, the now ex-conjecture (0.1) appeared in the first edition
of Mehta’s book [36] and also, in 1974, in the problem section of SIAM review [37]. From
the source [7], we learn that it was from this latter publication that Askey took an active
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interest in this class of multiple integrals. At the beginning of the ’80’s he was responsible
for initiating the study of q-generalisations [6], and also supervised the well known PhD
thesis of Morris [40] on the wider theory, by then understood to be related to root systems
from the theory of Lie algebras.
In 1987 Aomoto’s [3] work on proving (and extending) Selberg’s result by deriving the
recurrence in λ1
Jλ1+1,λ2,β,N =
N
∏
p=0
λ1 + 1+ pβ/2
λ1 + λ2 + 2+ (N − 1+ p)β/2 Jλ1,λ2,β,N
was published. This work, which was underpinned by a sophisticated viewpoint of the
theory of multidimensional hypergeometric functions relating to de Rham cohomology, later
summarised in the book [4], makes use of nothing beyond skilful application of integration
by parts.
One of us (PJF) had the opportunity to visit Askey in Madison for two months from late
August in 1988. In discussions, it came up how fundamental Askey viewed the recurrence
relation viewpoint on the gamma function evaluation of the Euler integral — the case N = 1
of (1.2), and how he often used it as extension material in a gifted high school student
program as an example of powerful ideas which get missed in conventional undergraduate
syllabi. However, as expressed in his 1975 book [5], Askey’s broader program was "to study
special functions not for their own sake, but to be able to use them to solve problems". In
relation to the Selberg integral, a number of its uses and consequences to topics such as
random matrix theory, conformal field theory, and statistical properties of the zeros of the
Riemann zeta function are reviewed in [27]. Subsequently the Selberg integral has facilitated
a number recent advances in the field of Gaussian multiplicative chaos [43].
In the present work we return to the recursive structures of the type introduced in
[3], and contribute to Askey’s broader program by identifying certain of their applications
within random matrix theory.
1. Introduction
1.1. The Jacobi ensemble. In random matrix theory the Jacobi (or more precisely β–Jacobi)
ensemble refers to the class of eigenvalue probability density functions
(1.1) P J(x1, . . . , xN) := 1Jλ1,λ2,β,N
N
∏
l=1
xλ1l (1− xl)λ2χxl∈(0,1) ∏
1≤j<k≤N
|xk − xj|β.
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Here χJ = 1 for J true, χJ = 0 otherwise, and Jλ1,λ2,β,N is the normalisation — it is the
Selberg integral (see e.g. [19, Ch. 4]), given by
(1.2) Jλ1,λ2,β,N =
N−1
∏
j=0
Γ(λ1 + 1+ jβ/2)Γ(λ2 + 1+ jβ/2)Γ(1+ (j + 1)β/2)
Γ(λ1 + λ2 + 2+ (N + j− 1)β/2)Γ(1+ β/2) .
An example of the Jacobi ensemble — although not then named as such — first revealed
itself in studies of multivariate statistics; see e..g. [2, 41]. Specifically, let Xi (i = 1, 2) be
ni × N (ni ≥ N) standard real Gaussian matrices, to be thought of as centred random data
matrices. Let Wi = XTi Xi (i = 1, 2) denote the corresponding N × N covariance matrices.
One has that the eigenvalues of
(1.3) (I+W−11 W2)
−1
form the Jacobi ensemble with parameters
(1.4) (λ1,λ2, β) =
(1
2
(n1 − N − 1), 12 (n2 − N − 1), 1
)
.
This result can be generalised to the cases that the matrices Xi contain standard complex
Gaussian entries, or standard quaternion Gaussian entries, with the latter represented in Xi
as 2× 2 complex blocks of the form[
z w
−w¯ z
]
, w, z ∈ C.
One has (see [19, Prop. 3.6.1]) that the eigenvalue probability density function of (1.3) is
now given the by the Jacobi ensemble with parameters
(1.5) (λ1,λ2, β) =
(β
2
(n1 − N + 1− 2/β), β2 (n2 − N + 1− 2/β), β
)
,
where β = 2 (complex entries) and β = 4 (quaternion entries). Note from (1.4) that setting
β = 1 in (1.5) specifies the case of real entries in (1.3).
Square standard Gaussian random matrices X can be used to construct Haar distributed
unitary matrices according to
(1.6) S = X(X†X)−1/2;
see e..g. [13]. Let X (and thus S) be of size L× L, and let Sn,N (n ≥ N) denote the top n× N
sub-block of S (since S is Haar distributed, any n rows and N columns will do). Then, as a
corollary of knowledge of the eigenvalues probability density function (1.3), it is possible
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to make use of (1.6) to show [11, 18] that for L ≥ n + N the square singular values of Sn,N
(i.e. the eigenvalues of S†n,NSn,N) have density function given by the Jacobi ensemble with
(λ1,λ2, β) =
(β
2
(n− N + 1− 2/β), β
2
(L− n− N + 1− 2/β), β
)
.
Again β = 1, 2 or 4 according to the entries of X (and thus S) being real, complex or
quaternion respectively.
Associated with the block decomposition of a real orthogonal matrix S is the so-called
cosine-sine (CS) expansion. Edelman and Sutton [16] showed that a sequence of Householder
transformations can be applied to S to obtain a real orthogonal matrix S which is block
bi-diagonal and has the same CS values. The top left diagonal matrix has the form
(1.7)

cN −sNc′N−1
cN−1s′N−1
. . .
. . . −s2c′1
c1s′1
 ,
where ci = cos θi, si = sin θi, c′i = cos φi, s
′
i = sin φi, with all angles between 0 and pi/2.
Moreover, with the notation B[a, b] for the beta distribution, it is shown in [16] that
cos2 θj ∈ B[β(a + j)/2, β(b + j)/2] (j = 1, . . . , N)
cos2 φj ∈ B[βj/2, β(a + b + 1+ j)/2] (j = 1, . . . , N − 1),
and that the squared singular values of (1.7) have density given by (1.1) with
(λ1,λ2, β) =
(β
2
(a + 1)− 1, β
2
(b + 1)− 1, β
)
.
This construction thus realises the Jacobi ensemble for general parameters.
It is also true that for general parameters the probability density function (1), upon the
change of variables xl = sin2 φl is the ground state wave function for a quantum many body
system on an interval of Calogero-Sutherland type [8].
1.2. Significance of the distribution of the largest or smallest eigenvalue. Denote by
EJN(0; (s, 1);λ1,λ2, β) the probability that there are no eigenvalues in the interval (s, 1) of
the Jacobi ensemble (1.1). The density function p(N)max(s;λ1,λ2, β) for the distribution of the
largest eigenvalue is obtained from EJN according to
(1.8) p(N)max(s;λ1,λ2, β) =
d
ds
EJN(0; (s, 1);λ1,λ2, β).
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Since the Jacobi ensemble (1.1) is unchanged by the mappings xl 7→ 1− xl , λ1 ↔ λ2 we see
that
EJN(0; (s, 1);λ1,λ2, β) = E
J
N(0; (0, s);λ2,λ1, β),
and so the density function p(N)min(s;λ1,λ2, β) for the distribution of the smallest eigenvalue
is related to p(N)max by
p(N)min(s;λ1,λ2, β) = p
(N)
max(s;λ2,λ1, β).
Interest in p(N)max, for the choices of (λ1,λ2, β) as relevant to multivariate statistics, comes
by way of Roy’s largest root test [2, 41]. Taken literally, this applies to the combination of
Wishart matrices W−11 W2, where W1 and W2 have the interpretation of covariance matrices
within and between classes respectively; see [31, §2.2] for a clear discussion. For a recent
work on the computation of p(N)max, specific to the case β = 1 as is of primary interest in
multivariate statistics, see [10].
The interpretation of the Jacobi ensemble in terms of singular values of a sub-block of a
Haar distributed unitary matrix gives motivation for knowledge of p(N)min [14]. Thus particular
randomised algorithms in scientific computing make use of these blocks in linear systems,
and so an important quantity is the corresponding condition number, which is controlled by
the smallest eigenvalue.
In the general case, p(N)min and p
(N)
max represent examples of extreme value statistics in a
strongly correlated system [34]. For large N, and with tuning of the parameters to a soft
edge, large deviation deviation principles apply, giving rise to a macroscopic viewpoint of
the tails [20, 35].
1.3. Our study. Our aim is to provide computable, structured expressions for
(1.9) EJN(0; (s, 1);λ1,λ2, β) =
∫ s
0
dx1 · · ·
∫ s
0
dxN P J(x1, . . . , xN).
This will be done for the parameter ranges
(1) λ1 > −1, λ2 ∈ Z≥0, β > 0;
(2) λ1 > −1, λ2 = −β/2+ k > −1 (k ∈ Z≥0), β > 0;
(3) λ1 ∈ Z≥0, λ2 > −1, β ∈ Z>0.
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The starting point for cases (1) and (2) is to change variables xl 7→ sxl in (1.9) and so
obtain
(1.10) EJN(0; (s, 1);λ1,λ2, β)
=
sN(λ1+1)+βN(N−1)/2
JN,λ1,λ2,β
∫ 1
0
dx1 · · ·
∫ 1
0
dxN
N
∏
l=1
xλ1l (1− sxl)λ2 ∏
1≤j<k≤N
|xk − xj|β.
In case (1), in which λ2 ∈ Z≥0, we see that the multiple integral in (1.10) is a polynomial of
degree λ2N and thus
(1.11) EJN(0; (s, 1);λ1,λ2, β) = s
N(λ1+1)+βN(N−1)/2
λ2 N
∑
p=0
γpsp,
for certain coefficients {γp}. We will show that a known linear differential-difference
equation [17] from the broader theory of the Selberg integral (see e.g. [19, Ch. 4]) can be
used to compute these coefficients.
With λ2 = −β/2 and thus in case (2), although the multiple integral in (1.10) is no longer
a polynomial, it is known to equal a particular classical Gauss hypergeometric function
[32, 14], [19, Prop. 13.1.3]
(1.12)
1
JN,λ1,0,β
∫ 1
0
dx1 · · ·
∫ 1
0
dxN
N
∏
l=1
xλ1l (1− sxl)−β/2 ∏
1≤j<k≤N
|xk − xj|β
= 2F1
(
βN/2, (β/2)(N − 1) + λ1 + 1, β(N − 1) + λ1 + 2; s
)
.
Using this as a seed in the differential-difference equation of [17] leads to the structured
expression
(1.13) EJN(0; (s, 1);λ1,−β/2+ k, β) = sN(λ1+1)+βN(N−1)/2
(
P(s) f (s) + Q(s) f ′(s)
)
,
where f (s) is the Gauss 2F1 function in (1.12), and P(s), Q(s) are polynomials of degree
less than or equal to kN, k(N + 1). We remark that an analogous structure, applying to the
probability density of the smallest eigenvalue density in the Laguerre orthogonal ensemble,
for Laguerre weight χx>0xm−1/2e−x with m ∈ Z≥0, has been given by Edelman [15].
We now turn our attention to the parameter range specifying (3). We begin by using the
symmetry of the integrand in (1.9) to order the integration variables
s > x1 > x2 > · · · > xN−1 > xN > 0.
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Then
(1.14) ∏
1≤j<k≤N
|xk − xj|β = ∏
1≤j<k≤N
(xj − xk)β =∑
κ
ακ
N
∏
l=1
xκll ,
for some coefficients ακ, where κ is a partition κ1 ≥ κ2 ≥ · · · ≥ κN ≥ 0 involving up to N
parts of fixed length ∑Nj=1 κi = βN(N − 1)/2, and further constrained so that κj ≤ (N − j)β.
Substituting in (1.9) shows that for β ∈ Z≥0
(1.15)
EJN(0; (s, 1);λ1,λ2, β) =
N!
JN,λ1,λ2,β
∑
κ
ακ
∫ s
0
dx1
∫ x1
0
dx2 · · ·
∫ xN−1
0
dxN
N
∏
l=1
xλ1+κll (1− xl)λ2 .
In general, ∫ x
0
dX Xa(1− X)b =
∫ 1
0
dX Xa(1− X)b −
∫ 1−x
0
dX Xb(1− X)a.
For a a non-negative integer, the final factor in the second integral can be expanded according
to the binomial theorem, telling us that in this circumstance
(1.16)
∫ x
0
dX Xa(1− X)b = B(a, b)−
a
∑
p=0
(−1)pCap
1
b + p + 1
(1− x)b+p+1,
where Cap denotes the binomial coefficient, and
(1.17) B(a, b) :=
∫ 1
0
dX Xa(1− X)b = Γ(a + 1)Γ(b + 1)
Γ(a + b + 2)
is the Euler beta function.
Making repeated use of (1.16) in (1.15) shows that for the parameter range of (3)
(1.18) EJN(0; (s, 1);λ1,λ2, β) = 1+
N
∑
q=1
(1− s)q(λ2+1)
lmax(q)
∑
l=lmin(q)
γq,l(1− s)l
for some {γq,l}, and where lmin(q), lmax(q) are shown below to be given by
(1.19) lmin(q) = q(q− 1)β/2, lmax(q) = qλ1 + q(N − q)β+ q(q− 1)β/2,
allowing (1.18) to be rewritten
(1.20) EJN(0; (s, 1);λ1,λ2, β) = 1+
N
∑
q=1
(1− s)q(λ2+1)+q(q−1)β/2
qλ1+q(N−q)β
∑
l=0
γ˜q,l(1− s)l .
We will show how the differential-difference equation of [17] can be adapted to compute
{γ˜q,k}. In fact two methods are given, with the second involving the recursive computation
of each of {EJn(0; (s, 1),λ1,λ2, β)}Nn=1, given EJ1 as the initial condition. We will show in
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Appendix A how this latter method can be modified to provide an analogous recursive com-
putational scheme for the gap probability ECN(0; (0, φ); β), the probability of no eigenvalues
in the β-circular ensemble, specified by the class of eigenvalue probability density functions
(1.21)
1
Nβ,N ∏1≤j<k≤N
|eiθk − eiθj |β.
Here 0 ≤ θj ≤ 2pi, (j = 1, . . . , N) and Nβ,N is the normalisation; see e.g. [19, Prop. 4.7.2] for
its explicit evaluation.
2. Computation of the coefficients
2.1. The differential-difference system. Our ability to compute the coefficients in the
structural forms (1.11) , (1.13) and (1.18) rests with a recursion scheme satisfied by a
generalisation of the multi-dimensional integral in (1.10).
Let ep(y1, . . . , yN) denote the elementary symmetric polynomials in {yj}Nj=1, and define
(2.1) J(α)p,N,R(x) =
1
CNp
∫
R
dt1 · · ·
∫
R
dtN
N
∏
l=1
tλ1l (1− tl)λ2(x− tl)α
× ∏
1≤j<k≤N
|tk − tj|βep(x− t1, . . . , x− tN),
where R = [0, 1] or R = [x, 1]. This family of multiple integrals satisfies the differential-
difference system [17], [19, §4.6.4]1, later observed to be equivalent to a certain Fuchsian
matrix differential equation [26],
(2.2) (N − p)Ep Jp+1(x) = (Apx + Bp)Jp(x) − x(x − 1) ddx Jp(x) + Dpx(x − 1)Jp−1(x),
where we have abbreviated J(α)p,N,R(x) =: Jp(x), and
Ap = (N − p)
(
λ1 + λ2 + β(N − p− 1) + 2(α+ 1)
)
Bp = (p− N)
(
λ1 + α+ 1+ (β/2)(N − p− 1)
)
Dp = p
(
(β/2)(N − p) + α+ 1
)
Ep = λ1 + λ2 + 1+ (β/2)(2N − p− 2) + (α+ 1).
1 These references have α replaced by α− 1 relative to our (2.1).
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Starting with knowledge of J(α)p,N,R(x)|p=0, application of the recurrence for p = 0, 1, . . . , N
gives us an expression for J(α+1)0,N,R (x), since from the definition (2.1)
(2.3) J(α)p,N,R(x)
∣∣∣
p=N
= J(α+1)0,N,R (x).
Repeating this, we can deduce an expression for J(α+k)0,N,R (x) from knowledge of J
(α)
0,N,R(x) for
any positive integer k.
2.2. Cases (1) and (2). For application to the parameter ranges (1) and (2) as listed below
(1.9) we set R = [0, 1] in (2.1) and consider the transformed integrals
(2.4) J˜(α)p,N(x) =
xNα+p
JN,λ1,λ2,β
J(α)p,N,R(1/x)
∣∣∣
R=[0,1]
=
1
JN,λ1,λ2,βCNp
∫ 1
0
dt1 · · ·
∫ 1
0
dtN
N
∏
l=1
tλ1l (1− tl)λ2(1− xtl)α
× ∏
1≤j<k≤N
|tk − tj|βep(1− xt1, . . . , 1− xtN).
The normalisations are such
(2.5) J˜(α)p,N(x)
∣∣∣
x=0
= J˜(α)p,N(x)
∣∣∣
p=α=0
= 1,
and we have, using (1.10),
(2.6) EJN(0; (s, 1);λ1,λ2, β) = s
N(λ1+1)+βN(N−1)/2 JN,λ1,0,β
JN,λ1,λ2,β
· J˜(α)0,N(s)
∣∣∣
λ2=0,α 7→λ2
.
In addition to the closed form evaluation (1.12) as is relevant to case (2), we also have that
[3], [19, Prop. 13.1.2]
(2.7) J˜(α)p,N(x)
∣∣∣
p=0,λ2=0,α=1
= 2F1
(
− N,−(N − 1)− (2/β)(λ1 + 1),−2(N − 1)− (2/β)(λ1 + 2); x
)
,
which is relevant to case (1).
In terms of the transformed integrals (2.4), and with the further abbreviation of notation
J˜(α)p,N(x) =: J˜p(x) analogous to what was used in (2.2), the differential-difference system (2.2)
reads
(2.8) (N − p)Ep J˜p+1(x)
= (Ap − (Nα+ p) + (Bp + Nα+ p)x) J˜p(x) + x(1− x) ddx J˜p(x) + Dp(1− x) J˜p−1(x).
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In case (1), the recurrence is begun with λ2 = 0, α = 0 using the second of the equations
in (2.5) which is the λ2 = 0 parameter value in (1). After iterating for p = 0, 1, . . . , N,
use is made of the analogue of (2.3) to now have at hand the form of the polynomial
J˜(α)0,N(x)|λ2=0,α=1 (which must agree with (2.7)). This procedure is then repeated a total
of λ2 times to eventually compute J˜
(α)
0,N(x)|λ2=0,α 7→λ2 . After multiplication by a suitable
normalisation, as made explicit in (2.6), we have available all the coefficients {γp} in (1.11).
Note that since EJN(0; (s, 1);λ1,λ2, β)|s=1 = 1, we must have the sum rule
(2.9)
Nλ2
∑
p=0
γp = 1,
which provides a useful check on the computation. Another check follows from the fact
that in addition to (2.2), the family of integrals (2.1) in the polynomial case R = [0, 1],
α ∈ Z≥0 also satisfy a multidimensional difference equation [22, Eq. (30)], which allows for
an independent computation.
We now turn our attention to case (2). First, we will show how (2.8), initialised with
α = −β/2 so that J˜0 is given by (1.12), implies the structure (1.13). An essential point is that
generally the Gauss hypergeometric function 2F1(a, b, c; x) satisfies the second order linear
differential equation
(2.10) x(1− x)d
2y
dx2
+
(
c− (a + b + 1)x
)dy
dx
− aby = 0.
Denote the Gauss hypergeometric function in (1.12) by f (a, b, c; s) =: f (s) as is consistent
with the notation used in (1.13). For some functions Pp, Qp write
(2.11) J˜p(x) = Pp(x) f (x) + Qp(x) f ′(x).
Substituting in (2.8) and making use of (2.10) shows
(2.12) (N − p)EpPp+1(x) =
(
Ap − (Nα+ p) + (Bp + Nα+ p)x
)
Pp(x)
+ Dp(1− x)Pp−1(x) + x(1− x)P′p(x) + abQp(x)
and
(2.13) (N − p)EpQp+1(x)
=
(
Ap − (Nα+ p) + (Bp + Nα+ p)x
)
Qp(x) + Dp(1− x)Qp−1(x)
+ x(1− x)(Pp(x) + Q′p(x))− (c− (a + b + 1)x)Qp(x).
Now (1.12) and (2.4) tells us that for α = −β/2, λ2 = 0 we have (P0(x), Q0(x)) = (1, 0), so
we see by iteration of (2.12) and (2.13) that (1.13) holds true, with P(s), Q(s) polynomials
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of the stated degree. The recursion is initialised with J˜(α)0 |λ2=0,α=−β/2 and then (2.12) and
(2.13) are iterated for p = 0, 1, ..., N to obtain J˜(α)N |λ2=0,,α=−β/2. The latter is identical to
J˜(α)0 |λ2=0,α=−β/2+1, thereby resulting in the increase of α by 1. This procedure is repeated
k times to eventually obtain J˜(α)N |λ2=0,α=−β/2+k, which in turn results in the desired gap
probability expression using (2.6).
A number of checks on the computation are possible. One is that
(2.14) lim
s→1−
(
P(s) f (s) + Q(s) f ′(s)
)
= 1,
as analogous to (2.9). Moreover, for β even, and k a positive integer such that −β/2+ k ≥ 0,
we see that case (2) coincides with case (1), and in particular the structure (1.11) must hold
true with λ2 = −β/2+ k.
In figures 2.1 and 2.2, we show gap probabilities for the cases (1) and (2) obtained
using the recursive schemes described above. We consider three sets of parameters for
each of these cases. Moreover, for comparison, we also show the results obtained using the
Monte Carlo simulations of the matrix model (1.7) as overlaid symbols and agree perfectly
with the analytical results depicted using solid curves. A Mathematica [47] file with codes
implementing the above recursive schemes is provided as an ancillary file.
0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
�
�(�)
CASE (1)
(�) (�) (�)
Figure 2.1. Gap probabilities EJN(0; (s, 1);λ1,λ2, β) ≡ E(s) in case (1) for
three sets of parameter values: (a) n = 7,λ1 = −3/4,λ2 = 9, β = 7/8; (b)
n = 10,λ1 = 2,λ2 = 15, β = 3/2; (c) n = 15,λ1 = 5,λ2 = 25, β = 5. The
solid curves have been obtained using the recursive scheme and symbols are
based on Monte Carlo simulation of matrix model (1.7).
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Figure 2.2. Gap probabilities EJN(0; (s, 1);λ1,λ2, β) ≡ E(s) in case (2) for
three sets of parameter values: (a) n = 5, β = 1/2,λ1 = 9, k = 6,λ2 =
−β/2+ k = 23/4; (b) n = 9, β = 8/3,λ1 = 7, k = 10,λ2 = −β/2+ k = 26/3;
(c) n = 18, β = 5,λ1 = 16/3, k = 16,λ2 = −β/2+ k = 27/2.
2.3. Case (3). We now deal with the parameter range (3) as listed below (1.9) and, to begin
with, we focus on even β. Eventually, we will discuss a strategy to handle a general β ∈ Z>0.
For the present case, we require the family of integrals (2.1) with both R = [0, 1] and
R = [x, 1]:
(2.15)
∫
R
dX 7→
( ∫ 1
0
+ζ
∫ 1
x
)
dX.
This choice of R = R(ζ) relates to EJN(0; (s, 1);λ1,λ2, β) according to
(2.16) EJN(0; (s, 1);λ1,λ2, β) =
1
JN,λ1,λ2,β
J(α)0,N,R(ζ)(x)
∣∣∣
α=0,ζ=−1
.
The relevance of introducing this seemingly complicated choice of R comes from a
viewpoint of the differential-difference system (2.2) as a matrix linear differential equation
[26]. Thus with R(ζ) as specified by (2.15), we read off from (2.2) that the vector of integrals
(2.17) J(α)N (x; ζ) =
1
JN,λ1,λ2,β
[J(α)p,N,R(ζ)(x)]
N
p=0
satisfies the matrix differential equation
(2.18)
d
dx
J =
(
Z−1
x− 1 +
Z0
x
+ Y
)
J,
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where Z−1, Z0, Y are (N + 1)× (N + 1) matrices specified by
Z−1 = diag [Ap + Bp]Np=0 − diag+ [(N − p)Ep]N−1p=0
Z0 = diag [−Bp]Np=0 + diag+ [(N − p)Ep]N−1p=0
Y = diag− [Dp]Np=1.
Here diag+ refers to the first diagonal above the main diagonal, and diag− the first diagonal
below; all other entries are zero.
The matrix differential equation (2.18) admits Frobenius type solutions
(2.19) [w(q)p (x)]Np=0, w
(q)
p (x) := (1− x)µq
[ ∞
∑
l=0
c(q)l,p (1− x)l
]N
p=0
,
where µq = (Aq + Bq) = (N − q)
(
λ2 + (β/2)(N − q− 1) + 1
)
. Let us write c(q)l = [c
(q)
l,p ]
N
p=0.
Substituting (2.19) in (2.18), expanding both sides in a power series in (1− x), and equating
like coefficients shows
(2.20)
(
Z−1 − (µq + n)IN+1
)
c(q)n = (Z0 + Y)c
(q)
n−1 + Z0
( n−1
∑
s=1
c(q)n−1−s
)
,
valid for n ≥ 1. For n = 0 the right hand side is zero, telling us that c(q)0 is the eigenvector
of Z−1 with eigenvalue Aq + Bq. Only the first q components are non-zero, and satisfy the
recurrence
(2.21) c(q)0,p+1 =
Ap + Bp − Aq − Bq
(N − p)Ep c
(q)
0,p, (p = 0, . . . , q− 1),
where we are free to choose
(2.22) c(q)0,0 = 1.
With this as the initial condition, we can use (2.20) to recursively compute the coefficients
in (2.19), provided Z−1 − (µq + n)IN+1 is invertible for n ≥ 1; for this latter requirement it
is sufficient that λ2 be a generic parameter. Moreover, for the λ2 values which result in a
singular Z−1 − (µq + n)IN+1, the recursion scheme may be implemented with λ2 kept as a
variable. The correct result can then be produced from the final expression by assigning λ2
the desired value. However, this does slow down the recursive scheme considerably, if the
parameter values are large. Therefore, in such situations, it is generally better to implement
an alternative recursion scheme, as discussed ahead.
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With [ζq] f denoting the coefficient of ζq in f , from the definitions (2.1) and (2.15)
(2.23) [ζq]J(α)p,N,R(ζ)(x)
∣∣∣
α=0
=
CNq
CNp
∫ 1
x
dt1 · · ·
∫ 1
x
dtq
∫ 1
0
dtq+1 · · ·
∫ 1
0
dtN
×
N
∏
l=1
tλ1l (1− tl)λ2 ∏
1≤j<k≤N
|tk − tj|βep(x− t1, . . . , x− tN).
According to (2.16),
(2.24) EJN(0; (s, 1);λ1,λ2, β) =
1
JN,λ1,λ2,β
N
∑
q=0
(−1)q[ζq]J(α)p,N,R(ζ)(x)
∣∣∣
α=p=0
.
We know that independent of q, the family of multiple integrals (2.23) satisfies the matrix
differential equation (2.18). Moreover a simple change of variables shows that for β a
non-negative even integer, the power series in (1− x) has the structure (2.19) with q replaced
by N − q, and furthermore c(N−q)l,p |p=0 = 0 for l > lmax(q), where lmax(q) is given by (1.19),
thus providing justification of the latter, and also that c(N−q)l,p |p=0 = 0 for l < lmin(q), where
lmin(q) = q(q− 1)β/2.
In particular, it must be that (2.23) is proportional to (2.19) with q replaced by N − q. If we
normalise (2.19) so that c(N−q)0,0 = 1, consideration of the small x behaviour of the multiple
integral corresponding to J(α)p,N,R(ζ)(x)|α=0,p=0 allows us to compute the proportionality and
so conclude
[ζq]J(α)N (x; ζ)
∣∣∣
α=0
= CNq
JN−q,λ2+qβ,β Jq,λ2,0,β
JN,λ1,λ2,β
[w(N−q)p (x)]Np=0.
This holds true for general λ1 > −1; the significance of restricting to λ1 a non-negative
integer is that then the power series in (2.19) terminates. We remark that in the case β = 2
an alternative way to compute the expansion (1.18) is to use the characterisation of EJN in
that case in terms of the solution of a particular Painlevé VI equation in sigma form; see [19,
§8.3.1 and eq. (8.77)]. Working overlapping with the above in the special case β = 1 can also
be found in earlier literature. Specifically, a matrix differential equation equivalent to (2.18)
for the corresponding family of integrals (2.23) was derived by Davis [12] in a pioneering
paper on this characterisation published in 1972.
There is an alternative method that can be used for the same purposes of computing the
expansion (2.19) and to handle β ∈ Z>0. This is to follow a procedure detailed in our recent
work [23] for the β-Laguerre ensemble, which itself can be traced back to [29] where it was
used to give a recursive computation of the probability density function for the Gaussian
orthogonal ensemble; for the recursion corresponding to (2.2) for the β-Laguerre ensemble
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see [33], [25]. For λ1 a non-negative integer, and general λ2 > −1, we begin with (1.16)
to compute
∫ s
0 dt1 t
λ1
1 (1− t1)λ2 in the required form. Applying the recurrence (2.2) with
α = 0, . . . , β− 1 gives the evaluation of
(2.25)
∫ s
0
dt1 t
λ1
1 (1− t1)λ2(s− t1)β,
with the structure (1.16) now replaced by Q(s) + (1− s)λ2 R(s) for polynomials Q(s), R(s)
in (1 − s). In this we set s = t2, multiply by (1 − t2)λ2 tλ12 , and integrate over t2 from
0 to s using (1.16) again, thereby evaluating EJN(0; (s, 1);λ1,λ2, β) for N = 2 with the
structure (1.18). Repeating this procedure, we see that for the parameter range (3) we can
compute EJN(0; (s, 1);λ1,λ2, β) for any fixed N from knowledge of E
J
N−1(0; (s, 1);λ1,λ2, β),
and moreover the final expression will have the structure (1.18).
A sum rule associated with (1.18) is to use the fact that EJN(0; (s, 1);λ1,λ2, β)|s=0 = 0 to
conclude
(2.26) 0 = 1+
N
∑
q=1
qλ1+q(N−q)β
∑
l=0
γ˜q,l .
Also, for λ2 = −β/2+ k > −1, agreement must be obtained with case (3), and for λ2 ∈ Z≥0
when (2.12) is a polynomial in s, the result must agree with that obtained in case (1).
In figure 2.3, we show the gap probabilities obtained using the above described recursive
approaches in the case (3) for three sets of parameter values. The first two sets can be
handled by the recursion scheme involving matrices given by (2.20), whereas for the last
one, we require the alternative recursive approach. As for figures 2.1 and 2.2, Monte Carlo
simulation results based on (1.7), shown as overlaid symbols, are found to be in perfect
agreement with the solid curves obtained using the recursive schemes. Mathematica [47] files
with codes implementing the above described recursion schemes are attached as ancillary
files.
2.4. Direct computation of p(N)max. Our concern in the above sections has been with the com-
putation of EJN(0, (s, 1);λ1,λ2, β). The probability density function p
(N)
max for the distribution
of the largest eigenvalue is then computed by differentiation according to (1.8). Here we
consider the task of computing p(N)max directly for the ranges of parameters (1) and (2) as
listed below (1.9).
Differentiating (1.9) gives
p(N)max(s,λ1,λ2, β) = N
∫ s
0
dx2 · · ·
∫ s
0
dxN P J(s, x2, . . . , xN).
16 PETER J. FORRESTER AND SANTOSH KUMAR
0.70 0.75 0.80 0.85 0.90 0.95 1.00
0.0
0.2
0.4
0.6
0.8
1.0
�
�(�)
CASE (3)
(�) (�) (�)
Figure 2.3. Gap probabilities EJN(0; (s, 1);λ1,λ2, β) ≡ E(s) in case (3) for
three sets of parameter values: (a) n = 6,λ1 = 5,λ2 = 17/3, β = 2; (b)
n = 11,λ1 = 1,λ2 = 49/5, β = 4; (c) n = 25,λ1 = 4,λ2 = 32/9, β = 1.
Changing variables xl 7→ sxl shows that analogous to (1.10)
(2.27) p(N)max(s;λ1,λ2, β) =
NsN(λ1+1)+βN(N−1)/2−1(1− s)λ2
JN,λ1,λ2,β
×
∫ 1
0
dx2 · · ·
∫ 1
0
dxN
N
∏
l=2
xλ1l (1− xl)β(1− sxl)λ2 ∏
2≤j<k≤N
|xk − xj|β.
It follows that for λ2 ∈ Z≥0, which is case (1) of the parameter ranges, we have the structure
(2.28) p(N)max(s;λ1,λ2, β) = sN(λ1+1)+βN(N−1)/2−1(1− s)λ2
(λ2−1)N
∑
p=0
γ˜psp.
Note that this analytic form is consistent with differentiating (1.11) with respect to s. By
appropriate choice of the parameters the recurrence (2.8) can be applied to directly compute
{γ˜p} in (2.28).
For the parameter range (2), we require a modification of (1.12),
(2.29)
1
JN−1,λ1,β,β
∫ 1
0
dx2 · · ·
∫ 1
0
dxN
N
∏
l=2
xλ1l (1− sxl)−β/2 ∏
2≤j<k≤N
|xk − xj|β
= 2F1
(
β(N − 1)/2, (β/2)(N − 2) + λ1 + 1, β(N − 1) + λ1 + 2; s
)
;
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see e.g. [19, Prop. 13.1.3]. Using this as a seed in the recurrence (2.8), the method of the
paragraph including (2.10) allows us to compute polynomials P˜(s), Q˜(s) such that
(2.30) p(N)max(s;λ1,λ2, β) = sN(λ1+1)+βN(N−1)/2−1(1− s)λ2
(
P˜(s) f˜ (s) + Q˜(s) f˜ ′(s)
)
,
where f˜ (s) denotes the Gauss hypergeometric function in (2.29).
2.5. The large N limit. The distributions p(N)max and p
(N)
min permit two distinct large N limits.
One is to a hard edge state, which is dependent on the respective hard edge parameter:
λ2 for the largest eigenvalue, replaced by λ1 for the smallest eigenvalue. As an explicit
example, we see from (2.27) that
lim
N→∞
1
N2
p(N)max
((
1− s
N2
)
;λ1,λ2, β
)∣∣∣
λ2=0
=
2
β
e−βs/2.
However the dependence on λ2 cannot be made explicit in general. Exceptions are for
β = 1, 2 and 4 when the limiting hard edge distributions can be characterised in terms of
both Painlevé transcendents and Fredholm determinants; see e..g. [19, §9.5.1, §9.8]. The
Fredholm form is particularly well suited for numerical computations [9]. For positive
integer and half integer (≥ −1/2) values of λ2 in the case β = 1 there is a Pfaffian form [1],
and similarly for λ2 even in the case β = 4 [42]. The limiting structure is even simpler for
λ2 a positive integer, when it can be expressed as a determinant [21, 39].
In the circumstance that λ2 is proportional to N, the limiting support of the eigenvalue
density is bounded away from 1. An appropriate scaling [30, 28] gives a well defined limiting
distribution, corresponding to what is termed a soft edge state. This limiting distribution
is independent of λ1,λ2. For β = 1, 2 and 4 it can be characterised in terms of Painlevé
transcendents and Fredholm determinants [46]. An analogous, but more complicated
characterisation is also known for β = 6 [44].
A future application of our recursive, finite N, computations of the present paper is in
relation to the theme of scaling this variables so as to obtain an optimal rate of convergence
to the limiting distributions. In special cases, these scalings are quantified in [39] for the
hard edge limit, and in [30] for the soft edge limit. In the recent works [24, 25], recursions
applying for the β-Laguerre ensemble have been used to exhibit the optimal rates beyond
the classical cases β = 1, 2 and 4.
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Appendix
The β-circular ensemble (1.21) is a particular case of the (generalised) circular Jacobi
β-ensemble. The latter is specified by the family of probability density functions on the unit
circle proportional to
(A.1)
N
∏
l=1
χ−pi<θl<pie
b2θl |1+ eiθl |2b1 ∏
1≤j<k≤N
|eiθk − eiθj |β;
thus we set b1 = b2 = 0. Introducing ξl = eiθl (l = 1, . . . , N), and temporarily requiring
that b1 and β/2 be positive integer, the measure associated with (A.1) maps to the measure
proportional to
(A.2)
N
∏
l=1
ξ λ˜1l (1− ξl)λ˜2 ∏
1≤j<k≤N
(ξk − ξ j)βdξ1 · · · dξN
with
(A.3) λ˜1 = −b1 − 1− (β/2)(N − 1), λ˜2 = b1 + ib2.
In particular, this tells us that the averages
(A.4)
〈 N
∏
l=1
(x− eiθl )αsκ(eiθ1 , . . . , eiθN )
〉
with respect to (A.1) satisfy the same recurrences (2.2) as the corresponding averages (2.1)
for the Jacobi ensemble. We remark that this same conclusion can be reached by direct
application of integration by parts as used in [17], [19, §4.6], without the need to assume b1
and β/2 are positive integers.
We would like to make use of the recurrences satisfied by (A.4) to provide a recursive
computational scheme for the circular ensemble gap probability
(A.5) ECN(0; (0, φ); β) = lim
µ→0
1
Nβ,N
∫ 2pi
φ
dθ1 · · ·
∫ 2pi
φ
dθN
N
∏
l=1
eiθlµ ∏
1≤j<k≤N
|eiθk − eiθj |β,
where the parameter µ is introduced for later convenience. As for the Jacobi gap probability
EJN(0; (s, 1);λ1,λ2, β) in the parameter range (3), the case of β a positive integer is special in
this regard. Thus with the ordering
(A.6) RN : 2pi > θ1 > θ2 > · · · > θN > φ,
analogous to (1.14) we have
(A.7) ∏
1≤j<k≤N
|eiθk − eiθj |β = χ
N
∏
l=1
e−iθlβ(N−1)/2 ∏
1≤j<k≤N
(eiθj − eiθk)β,
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where here χ is a phase, |χ| = 1, which has a polynomial structure. In particular for β a
positive integer, the multidimensional integral is a finite series in powers of eiφ, although
taking the limit µ→ 0 will introduce factors which are polynomials in φ itself.
From the working of the above paragraph, it suffices to specify a computational scheme
for the integrals
(A.8)
∫
RN
dθ1 · · · dθN
N
∏
l=1
eiθl µ˜ ∏
1≤j<k≤N
(eiθj − eiθk)β.
This is done as for the computation of EJN(0; (s, 1);λ1,λ2, β) in the parameter range (3), as
detailed in the discussion about (2.25). Actually it is a little simpler, since instead of making
repeated use of (1.16), we only require use of
∫ φ
0
dθ eiθν =
1
iν
(eiφν − 1).
This one dimensional integral is required for the initial condition N = 1, and then the
evaluation of the case N = n of (A.8) from knowledge of the explicit fractional power series
form of
(A.9)
∫
Rn−1
dθ1 · · · dθn−1
n−1
∏
l=1
eiθl µ˜(eiθl − eiφ)β ∏
1≤j<k≤n−1
(eiθj − eiθk)β.
This in turn is deduced from knowledge of the same expansion for the case N = n− 1 of
(A.8), then applying the recurrence (2.2) with parameters compatible with (A.3).
For β even it is possible to establish a direct relation between EJN(0; (s, 1);λ1,λ2, β) and
ECN(0; (0, φ); β). First, from the definitions we have
EJN(0; (s, 1); 0,λ2, β) = E
J
N(0; (0, 1− s); 0,λ2, β)
=
1
JN,λ2,0,β
∫ 1
1−s
dx1 · · ·
∫ 1
1−s
dxN
N
∏
l=1
xλ2l ∏
1≤j<k≤N
|xk − xj|β.
For β even, the expansion (1.14) is valid without any need to order the variables. Substituting
in the above gives the formula
(A.10) EJN(0; (s, 1); 0,λ2, β) =
1
JN,λ2,0,β
∑
κ
ακ
N
∏
l=1
1
κl + λ2 + 1
(
1− (1− s)κl+λ2+1
)
.
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Consider now ECN . From the definitions,
ECN(0; (0, φ); β) = E
C
N(0; (2pi − φ, 2pi); β)
=
1
Nβ,N
∫ 2pi−φ
0
dθ1 · · ·
∫ 2pi−φ
0
dθN ∏
1≤j<k≤N
|eiθk − eiθj |β.
For β even we can use the expansion (A.7) without the need to impose the ordering (A.6).
This shows
(A.11)
ECN(0; (0, φ); β) =
χ˜
Nβ,N limµ→0∑κ
ακ
N
∏
l=1
1
(µ− (N − 1)β/2+ κl
(
1− e−iφ(µ−(N−1)β/2+κl
)
,
where χ˜ has modulus 1. Comparison of (A.10) and (A.11) shows that for β even we can map
from EJN to E
C
N by setting λ2 + 1 = µ− (N − 1)β/2 and 1− s = e−iφ, then taking the limit
µ→ 0 and adjusting the normalisation.
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