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C2 ESTIMATE FOR OBLIQUE DERIVATIVE PROBLEM
WITH MEAN DINI COEFFICIENTS
HONGJIE DONG AND ZONGYUAN LI
Abstract. We consider second-order elliptic equations in non-divergence form
with oblique derivative boundary conditions. We show that any strong solutions
to such problems are twice continuously differentiable up to the boundary pro-
vided that the mean oscillations of coefficients satisfy the Dini condition and the
boundary is locally represented by a C1 function whose first derivatives are Dini
continuous. This improves a recent result in [6]. An extension to fully nonlinear
elliptic equations is also presented.
1. Introduction andMain Results
In this paper, we consider strong solutions u ∈ W22(Ω) to the oblique derivative
problem in a bounded domain Ω ⊂ Rd, d ≥ 2:Lu := −ai jDi ju + biDiu + cu = f inΩ,Bu := β0u + βiDiu = g on ∂Ω. (1.1)
For simplicity, the notation
A := (ai j)
d
i, j=1, b := (bi)
d
i=1, β := (βi)
d
i=1
are used for matrices and vectors. We also denote Sd×d to be the set of d × d
real-valued constant symmetric matrices. The following conditions regarding
the elliptic operator and boundary condition will be assumed throughout this
paper. All the coefficients in the elliptic operators are assumed to be bounded
and measurable, and the leading coefficients are assumed to be symmetric and
uniformly elliptic with elliptic constant λ > 0:
λ|ζ|2 ≤ ai jζiζ j ≤ λ−1|ζ|2, ∀ζ ∈ Rd, |b|, |c| ≤ K, ai j = a ji,
where K > 0 is a constant. We also assume that the boundary operator is oblique,
i.e., for some δ ∈ (0, 1),
βini ≤ −δ|β| < 0 on ∂Ω, (1.2)
where n = (ni)
d
i=1
is the unit outward normal direction.
We are interested in better regularity ofW2
2
-strong solutions to (1.1). As proved
in [7], if A has locally small boundedmean oscillations (small-BMO), β0,β ∈ Cα, α ∈
(0, 1), and ∂Ω can be locally represented by a Lipschitz function with sufficiently
small Lipschitz constant, then for any q ∈ (1, 1/(1 − α)), f ∈ Lq(Ω) and g ∈ W1q (Ω)
imply that the strong solution u ∈ W2q (Ω). In this paper, we giveminimal regularity
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assumptions on these objects such that any W2
2
(Ω)-strong solution is C2(Ω). Due
to an example given in [8, Theorem 4],D2umight not be bounded or even BMO if
we merely assume the continuity of ai j. Hence certain conditions on its modulus
of continuity are needed.
For divergence form equations it is well known that anyweak solution isC1 if ai j
satisfies the so-called α-increasing Dini condition, i.e., the modulus of continuity
of ai j is bounded by a Dini function (see definition below) φ satisfying that φ(r)/rα
is non-increasing for some α ∈ (0, 1]. This is the borderline case of the classical
Campanato-type results, see [13, Section 5]. In this direction, later Li in [11]
obtained the interior C1-regularity, if
ϕA(r) := sup
x
(?
Br(x)
|ai j(y) − ai j(x)|2 dy
)1/2
is a Dini function. Recently, in [4] the first named author and Kim generalized this
result by assuming that
ωA(r) := sup
x
?
Br(x)
∣∣∣∣ai j(y) − (?
Br(x)
ai j
)∣∣∣∣ dy
is a Dini function, noting ωA(r) ≤ 2ϕA(r). In the same paper, under the same type
of regularity assumptions, interior C2 estimate was also proved for equations in
non-divergence form. The corresponding boundary estimate for Dirichlet problem
in C2,Dini domain can be found in [3].
Back to the oblique derivative problem, besides the same assumptions on ai j as
the interior case, certain regularity assumptions on ∂Ω and the boundary operator
are also needed in order to obtain a global result. Direct computation shows that
similar to Dirichlet problem, if ∂Ω ∈ C2,Dini, we can reduce the problem to the
half space case by simply flattening the boundary. However, in the same spirit
of [14, 19] and [7], we expect ∂Ω to be one derivative less regular, i.e., we expect
the result still holds when ∂Ω ∈ C1,Dini. In this regard, a global C2 estimate was
proved in [6] given that ∂Ω, β0,β ∈ C1,Dini2 , which means, e.g., the Dini integrals
of their modulus of continuity Iρ• (see definition below) are still Dini functions.
The proof was based on an extension idea introduced in [19], which was also
used in [7]. In this paper, using the W2p estimate in [7], the regularized distance,
and a delicate decomposition of solutions, we relax the regularity assumption to
∂Ω, β0,β ∈ C1,Dini, which seems to be optimal for the global C2 estimate. To the best
of our knowledge, such result is new even when the coefficients are smooth.
Nowwe formulate our problem precisely. A function θ : (0, 1]→ [0,∞) is called
a Dini function if ∫ 1
0
θ(r)
r
dr < ∞.
We write its Dini integral as
Iθ(r) :=
∫ r
0
θ(t)
t
dt.
Both of the following notation are used for the average
( f )Ω =
?
Ω
f .
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We also denote
Ωr(x) := Ω ∩ Br(x),
where the center xwill be omitted when it is the origin.
Definition 1.1. For a function f defined onΩ, we consider two types of its oscilla-
tions:
ω f (r) := sup
x∈Ω
?
Ωr(x)
| f − ( f )Ωr(x)|, ρ f (r) := sup
|x−y|≤r,x,y∈Ω
| f (x) − f (y)|.
We say that f is of L1-mean Dini oscillation (uniform Dini) if ω f (ρ f , respectively)
is a Dini function.
Clearly, any uniform Dini function is L1-mean Dini. On the other hand, accord-
ing to a result by Spanne in [21], on a domain Ω with exterior measure condition,
any L1-mean Dini function f is uniformly continuous with modulus of continuity
given by Iω f . Simple calculation shows that if both f and g are L1-mean Dini
functions defined on a bounded domain Ω, then f g is L1-mean Dini.
A function ψ is said to be C1,Dini if it is continuous with Dψ being uniform Dini.
Below we give the formal definition of C1,Dini domains.
Definition 1.2. A bounded domainΩ ⊂ Rd is said to have C1,Dini boundary if there
exists some C1,Dini function ψ0 : Rd → R, such that
Ω = {ψ0 > 0}, |Dψ0| ≥ 1 on ∂Ω.
Now we state our main result of this paper.
Theorem 1.3. Consider the problem (1.1) in a C1,Dini domain Ω. Assume that β0,β ∈
C1,Dini, and A, b, c are of L1-mean Dini oscillation. Let u ∈ W22(Ω) be a strong solution to
(1.1) with g ∈ C1,Dini and f being of L1-mean Dini oscillation. Then u ∈ C2(Ω).
Remark 1.4. Using theW2p-wellposedness in [7] and bootstrap, this result still holds
if we replace u ∈ W2
2
(Ω) with u ∈ W2q (Ω) for some q > 1.
Noting theW2
2
solvability in [7], we immediately obtain the following.
Corollary 1.5. Besides the assumptions of Theorem 1.3, if we further assume
c ≥ 0, β0 ≤ 0, |c|2 + |β0|2 . 0,
then there exists a unique C2(Ω) solution to (1.1).
Our approach is also applicable to concave fully nonlinear elliptic equations
F[u] := F(D2u,Du, u, y) = 0
under the “Ld-mean Dini” assumptions given below in (4).
Assumption 1.6. The function F(M, p, u, y) defined on Sd×d ×Rd ×R ×Ω satisfies
(1) F(·, p, u, y) is concave.
(2) There exists a constant λ > 0 such that
λ‖M‖ ≤ F(M +N, p, u, y)− F(N, p, u, y) ≤ λ−1‖M‖
for any N ∈ Sd×d, p ∈ Rd, u ∈ R, y ∈ Ω, andM ∈ Sd×d,M ≥ 0.
(3) |F(0, 0, 0, y)| + [F(M, ·, ·, y)]1 ≤ K for any M ∈ Sd×d and y ∈ Ω, where [ · ]1
represents the Lipschitz semi-norm.
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(4) There exist R0 > 0 and a Dini function ωF, such that for any x ∈ Ω, r ∈ (0,R0],
we can find some function F0 : S
d×d ×Rd ×R→ R satisfying (1)-(3), such that(?
Ωr(x)
|F(M, p, u, y)− F0(M, p, u)|d dy
)1/d
≤ (|M| + |p| + |u| + 1)ωF(r).
It is worth noting that this class includes the Bellman equations
sup
ω∈A
{aωi jDi ju + bωi Diu + cωu − fω} = 0, (1.3)
where all the coefficients as well as fω are uniformly bounded satisfying the Ld-
mean Dini conditions of the following type:(?
Ωr(x)
sup
ω
|aωi j(y) − (aωi j)Ωr(x)|d dy
)1/d
. ω(r).
We also impose the sign conditions
F(M, p, ·, y) is non-increasing and β0 ≤ −γ < 0, (1.4)
where γ > 0 is a constant. Nowwe present the regularity result for fully nonlinear
equations.
Theorem 1.7. In a bounded domain Ω, consider the problem F[u] = 0 with the oblique
derivative boundary condition Bu = g on ∂Ω. Under the conditions ∂Ω, β0,β ∈ C1,Dini,
Assumption 1.6, and (1.4), for any C1,Dini boundary data g, there exists a unique C2(Ω)
solution.
Bellman equations (1.3) with oblique derivative boundary condition arise natu-
rally in the study of optimal stochastic control in domainΩwith reflecting bound-
ary conditions. In [17], Lions and Trudinger first studied the C1,1(Ω) ∩ C2,α
loc
(Ω)
solvability of Bellman equations, assuming that all the coefficients, ∂Ω, and the
boundary operators are sufficiently smooth. Later in [19], Safonov proved the
unique C2,α(Ω) solvability of (1.3) under the relaxed conditions
[aωi j]Cα + [b
ω
i ]Cα + [c
ω]Cα ≤ K, ∀ω, ∂Ω, β0,β ∈ C1,α.
See also [20]. Recently, there are also study of similar problems using the viscosity
solution approach. For its framework and the solvability, we refer the reader to
[9]. In this direction, Milakis and Silvestre in [18] studied the fully nonlinear,
uniformly elliptic equation F(D2u) = 0 with Neumann boundary condition on
half balls. They showed the Cα,C1,α regularity of viscosity solutions, and the
C2,α regularity when F is convex. Later in [12], Li and Zhang proved a similar
result for F(D2u) = 0 with oblique derivative boundary condition in domain Ω. In
particular,when ∂Ω ∈ C1,α and F is convex, they showed that any viscosity solution
is in C2,α. The key step there is to prove a boundary Harnack inequality based on
an Aleksandrov-Bakel’man-Pucci type estimate, and then design approximating
problems. In our paper, due to the usage of the Campanato-type iteration, we
are able to deal with the Dini case. Moreover, our operator F are more general
depending on lower-order terms and the variable x.
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2. Preliminary
2.1. Regularized distance and coordinate system. In Definition 1.2, a representa-
tion function ψ0 is given for theC1,Dini domainΩ. Here for studying problemswith
rough boundaries, wemollifyψ0 properly to obtain amore suitable representation.
This is the regularized distance. As in [6, Lemma 5.1], we can find some function
ψ ∈ C1,Dini(Rd) ∩ C∞(Ω), satisfying
Ω = {ψ > 0}, N−1ψ(x) ≤ dist(x, ∂Ω) ≤ Nψ(x), ∀x ∈ Ω,
|Dψ| ≤ 1 in Ω, ρDψ(t) ≤ NρDψ0 (ct), (2.1)
and for any multi-index l with |l| = m ≥ 2,
|Dlψ(x)| ≤ Cψ(x)1−mρDψ0(ψ(x)), ∀x ∈ Ω. (2.2)
HereC = C(d,m, ‖Dψ0‖L∞(Ω)), andN, c ∈ [2,∞) are positive constants depending on
(d, ‖Dψ0‖L∞(Ω)).
Next, we introduce the coordinate system adapted to our oblique derivative
problem. For any x0 ∈ ∂Ω, we choose an orthonormal coordinate system y =
(y1, . . . , yd) centered at x0 such that the yd-axis is in the β(x0) direction. Now,
noting that Dψ is a inward normal on the boundary, due to the obliqueness (1.2),
continuity of Dψ, and compactness, we can choose some R0 ∈ (0, 1) independent
of x0, such that
β(x0)
|β(x0)|Dψ =
∂ψ
∂yd
≥ δ
2
|Dψ| in ΩR0 (x0). (2.3)
Direct computation shows that there exists some constant c(δ, d) > 0, such that for
any r ∈ (0,R0],
c(δ, d) < |Ωr(x0)|/|Br(x0)| < 1. (2.4)
2.2. Estimates on the half space. We will use the notation
B+r := Br ∩ {x : xd > 0}, Σr := {x : |x| < r, xd = 0}, σr := ∂Br ∩ {x : xd > 0}
throughout this paper. The first result is a weak type-(1, 1) estimate given in [6,
Lemma 2.13].
Lemma 2.1. Let A = (ai j) be a constant symmetric matrix with elliptic constant λ.
Assuming that f ∈ L2, u ∈W22(B+1 ) satisfy
−ai jDi ju = f in B+1 , Ddu = 0 onΣ1, u = 0 on σ1,
then for any t > 0, we have
|{|D2u| > t} ∩ B+1 | ≤
C
t
?
B+
1
| f |, (2.5)
where C = C(d, λ) > 0 is a constant.
As a corollary, we have the following strong type-(1, p) estimate.
Corollary 2.2. Under the assumptions of Lemma 2.1, for any p ∈ (0, 1) we have(?
B+
1
|D2u|p
)1/p ≤ C?
B+
1
| f |,
where C = C(d, λ, p) > 0 is a constant.
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Proof. By using (2.5), for any T ∈ (0,∞),∫
B+
1
|D2u|p =
∫ ∞
0
ptp−1|{|D2u| > t} ∩ B+1 | dt
≤
∫ T
0
ptp−1|B+1 | dt + C
∫ ∞
T
ptp−2
(?
B+
1
| f |
)
dt
≤ Tp|B+1 | + C
p
1 − pT
p−1
?
B+
1
| f |.
Minimizing in T, we obtain the desired estimate. 
We also need the following C3 estimate.
Lemma 2.3. Let p ∈ (0, 1). Assume that u ∈ W2
2
(B+
1
) is a strong solution to
−ai jDi ju = f in B+1 , Ddu = 0 onΣ1,
where ai j is a constant matrix as before and f is a constant. Then we have u ∈ C3(B+1/2)
satisfying
‖D3u‖L∞(B+1/2) ≤ C(|D2u − q|p)
1/p
B+
1
, (2.6)
where q ∈ Sd×d can be any constant symmetric matrix and C = C(d, p, λ) > 0.
Proof. First, note that for x′ = (x1, . . . , xd−1), formally U := D2x′u − q is a solution to
−ai jDi jU = 0 in B+1 , DdU = 0 onΣ1.
By using the argument of finite-difference quotients, as a corollary of the Schauder
estimate for elliptic equations with the Neumann boundary condition, we have
the Lipschitz estimate
‖DD2x′u‖L∞(B+r ) ≤
C
(R − r)1+d/2 ‖D
2
x′u − q‖L2(B+R),
for any 0 < r < R < 1. From this, we first differentiate the equation in the x′
direction to obtain the corresponding estimate for D2
d
Dx′u. Then we differentiate
in the xd direction for D
3
d
u. Combining these, we have
‖D3u‖L∞(B+r ) ≤
C
(R − r)1+d/2 ‖D
2u − q‖L2(B+R).
From this we can obtain (2.6) using interpolation and an iteration argument which
can be found, for instance, in [2, Lemma 2.10]. 
2.3. Lp-mean oscillation andmore onDini functions. In this paper, the following
Lp-mean oscillation ofD
2uwill be intensively studied. For any x ∈ Ω and p ∈ (0, 1),
φ(x, r) := inf
q∈Sd×d
(?
Ωr(x)
|D2u − q|p
)1/p
. (2.7)
We note a few properties of such Lp-mean oscillation:
(a) IfD2u ∈ Lp,loc, for each x, rwe can find at least one minimizer. In this paper,
we write qx,r for such a minimizer.
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(b) If D2u is continuous at x, then qx,r → D2u(x) as r→∞. Indeed,
|D2u(x) − qx,r|p ≤
?
Ωr(x)
|D2u(z) − qx,r|p dz +
?
Ωr(x)
|D2u(z) −D2u(x)|p dz
≤ 2
?
Ωr(x)
|D2u(z) −D2u(x)|p dz→ 0 as r→ 0.
Here in the last inequality, we used the fact that qx,r is a minimizer.
Later in the proof we will see, many steps in the classical Campanato’s iteration
for L2-mean oscillation still work if we replace (D
2u)Ωr(x) with qr,x.
The following property of Dini functions is useful in our iteration argument.
This iteration was introduced in [1], and was also used in [4, 3, 6] for studying
equations with L1-mean Dini coefficients. A nonnegative function ω is called
comparable if there exists some constant κ ∈ (0, 1), such that
ω(s)/ω(t) ≤ C(κ), ∀s, t ∈ (0, 1] and s/t ∈ [κ, κ−1]. (2.8)
Lemma 2.4. Assume that ω is a Dini function satisfying the almost increasing condition
ω(r) ≥ Cω(s), ∀ r/2 < s < r < ∞ (2.9)
for some constant C > 0. Then
ω˜(r) :=
∞∑
i=0
(1/2)i
(
ω(κ−ir)1κ−ir<1 + ω(1)1κ−ir≥1
)
(2.10)
is also a Dini function satisfying (2.8). Furthermore, up to a constant depending only on
κ, we have
Iω˜(r) ≃
∞∑
j=0
ω˜(κ jr).
In particular, ω˜(r)→ 0 as r→ 0.
The proof is by direct computation which can be found in [1, Lemma 1] and [4,
Lemma 2.7].
Clearly, ρ f given in Definition 1.1 is a non-decreasing function. One can simply
check that ω f satisfies (2.9) provided that the doubling property is satisfied, i.e.,
for any x ∈ Ω and r > 0, |Ω2r(x)| ≤ C0|Ωr(x)| for some constant C0 > 0.
3. Lp-Mean Oscillation Estimate
In this section, we focus on the equation without lower-order termsai jDi ju = f inΩ,βiDiu = g on ∂Ω. (3.1)
For any x ∈ Ω and p ∈ (0, 1), recall the Lp-mean oscillation of D2u in (2.7). For
simplicity, we also denote
ω(1)(r) := r‖Dβ‖L∞(Ω) + ρDβ(r) + ρDψ0 (r) + ωA(r),
ω(2)(r) := r‖Dg‖L∞(Ω) + ρDg(r) + ω f (r).
Due to our assumptions, they are both Dini functions. The next proposition plays
a key role in proving Theorem 1.3.
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Proposition 3.1. Assume that u ∈ C2(Ω) solves (3.1) in a bounded domain Ω. If A and
f are L1-mean Dini, and ∂Ω,β, g ∈ C1,Dini, then for any x ∈ Ω, p ∈ (0, 1), κ ∈ (0, 1), and
r ≤ R0, we have
φ(x, κr) ≤ Cκφ(x, r)
+ C(κ−d/p + κ)
(
(‖D2u‖L∞(Ωr(x)) + ‖Du‖L∞(Ωr(x)) + ‖Dg‖L∞(Ω))ω(1)(r) + ω(2)(r)
)
, (3.2)
where C = C(d, p, λ, δ, ‖β‖C1(Ω), ‖Dψ0‖L∞(Ω), ρDψ0 ).
The rest of this section will be devoted to its proof.
3.1. Homogeneous case. We first consider the equation with constant coefficients
and homogeneous boundary condition. Let (ai j) be a constant symmetric ma-
trix with elliptic constant λ. For x ∈ ∂Ω, we choose the coordinate system
y = (y1, . . . , yd) centered at x as before. Recall that in ΩR0 , we have
∂ψ
∂yd
≥ δ|Dψ|/2,
i.e., the yd-direction is oblique. For r ≤ R0, denote Γr := ∂Ω ∩ Br.
Lemma 3.2. Assume that v ∈ W2
2
(Ωr) and f ∈ L2(Ωr) satisfy−ai jDi jv = f inΩr,∂v
∂yd
= 0 onΓr.
(3.3)
Then for each κ ∈ (0, 1), we can find some constant matrix Vκr ∈ Sd×d such that(?
Ωκr
|D2v − Vκr|p
)1/p ≤Cκ(?
Ωr
|D2v − q|p
)1/p
+ C(κ−d/p + κ)
(
(| f − ( f )Ωr |)Ωr + ρDψ0 (r)(|D2v|2)1/2Ωr
) (3.4)
holds for any q ∈ Sd×d, where C = C(d, p, λ, δ, ‖Dψ0‖L∞(Ω)) is a constant.
Proof. Clearlywe only need to prove (3.4) for small κ. Herewe consider κ < δ/(4M)
whereM := max{cδ, 2c/ inf∂Ω|Dψ|}with c given as in (2.1).
In Ωr, we flatten the boundary by taking the change of variables
y ∈ Ωr ∪ Γr → z ∈ Rd+, zi(y) = yi, i < d, zd(y) = ψ(y). (3.5)
In the z-variables, (3.3) becomes−ai j
∂zk
∂yi
∂zl
∂y j
∂2
∂zk∂zl
v = f + ai j
∂2ψ
∂yi∂y j
∂v
∂zd
in z(Ωr) ⊂ Rd+,
∂v
∂zd
= 0 on z(Γr) ⊂ {zd = 0}.
In the sequel, we denote
A˜ = (a˜kl)k,l :=
(
ai j
∂zk
∂yi
∂zl
∂y j
)
k,l
.
Due to (2.1) and our choice ofM, A˜ is uniform Dini with
ρ
A˜
( δ
M
r
)
≤ C(d, λ, ‖Dψ‖L∞(Ω))ρDψ0(r). (3.6)
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Since
∂ψ
∂yd
≥ δ2 |Dψ| in Ωr, for any two points z(1), z(2) ∈ z(Ωr) we have
|z(1) − z(2)|2 =
∑
i<d
|y(1)
i
− y(2)
i
|2 + |ψ(y(1)) − ψ(y(2))|2
≥
∑
i<d
|y(1)
i
− y(2)
i
|2 +
(δ
2
|Dψ|
)2|y(1)
d
− y(2)
d
|2
≥
(δ
2
|Dψ|
)2|y(1) − y(2)|2 ≥ (δc
M
)2|y(1) − y(2)|2,
and similarly
|z(1) − z(2)|2 ≤ 2|y(1) − y(2)|2.
From these and κ < δ/(4M), we know
z(Ωκr) ⊂ B+2κr ⊂ B+(δ/2M)r ⊂ B+(δ/M)r ⊂ z(Ωr/c) ⊂ z(Ωr). (3.7)
In B+
(δ/M)r
, we decompose v = θ + ξ, where θ ∈ W2
2
(B+
(δ/M)r
) is a strong solution to
−(a˜kl)B+
(δ/M)r
∂2
∂zk∂zl
θ = (a˜kl − (a˜kl)B+
(δ/M)r
) ∂
2
∂zk∂zl
v + ai j
∂2ψ
∂yi∂y j
∂v
∂zd
+ f − ( f )Ωr inB+(δ/M)r,
∂θ
∂zd
= 0 onΣ(δ/M)r,
θ = 0 on σ(δ/M)r.
(3.8)
Recall that the notation ( f )Ωr stands for the average. Due to (2.2),
∂v
∂zd
= 0 on zd = 0,
and Hardy’s inequality, we have∣∣∣∣∣∣ai j ∂
2ψ
∂yi∂y j
∂v
∂zd
∣∣∣∣∣∣ ≤ CρDψ0 (r) 1zd
∣∣∣∣∣ ∂v∂zd
∣∣∣∣∣ ∈ L2(B+(δ/M)r),
with ∥∥∥∥∥∥ai j ∂
2ψ
∂yi∂y j
∂v
∂zd
∥∥∥∥∥∥
L2(B
+
(δ/M)r
)
≤ CρDψ0 (r)‖D2zv‖L2(B+(δ/M)r). (3.9)
Such solution θ ∈ W22(B+(δ/M)r) exists. Indeed, we first reduce (3.8) to a Dirichlet
problem in B(δ/M)r by taking the even extension in zd for θ and the source term, and
the following extension for the leading coefficients
aˆkl =
(a˜kl)B+(δ/M)r zd ≥ 0,εkεl(a˜kl)B+
(δ/M)r
zd < 0,
where εk =
+1 when k , d,−1 when k = d.
Note that the extended problem has measurable coefficients only depending on zd,
which are also continuous (actually equal to constants) near zd = ±1. Then theW22
solvability follows from [5, Theorem 2.8]. See also the example on [5, pp. 6483].
Using Corollary 2.2, (3.9), and Ho¨lder’s inequality, we obtain
(|D2θ|p)1/p
B+
(δ/M)r
. ρ
A˜
( δ
M
r
)
(|D2zv|2)1/2B+
(δ/M)r
+ ρDψ0 (r)(|D2zv|2)1/2B+
(δ/M)r
+ (| f − ( f )Ωr |)B+(δ/M)r
. ρDψ0 (r)(|D2zv|2)1/2B+
(δ/M)r
+ (| f − ( f )Ωr |)B+(δ/M)r ,
(3.10)
where in the last inequality, we used (3.6). Here the implicit constant depends on
d, p, λ, and ‖Dψ0‖L∞(Ω).
10 HONGJIE DONG AND ZONGYUAN LI
Now ξ := v − θ ∈ W2
2
(B+
(δ/M)r
) satisfies−(a˜kl)B+(δ/M)r
∂2
∂zk∂zl
ξ = ( f )Ωr inB
+
(δ/M)r
,
∂ξ
∂zd
= 0 onΣ(δ/M)r.
Noting (3.7), a rescaled version of Lemma 2.3 leads to(?
B+
2κr
|D2ξ − (D2ξ)B+
2κr
|p
)1/p ≤ C(d)κr‖D3ξ‖L∞(B+2κr)
≤ C(d)κr‖D3ξ‖L∞(B+(δ/2M)r) ≤ C(d, p, λ)κ(|D2ξ − q˜|p)
1/p
B+
(δ/M)r
with q˜ ∈ Sd×d to be chosen later.
Combining this and (3.10), we obtain(?
B+
2κr
|D2zv − (D2ξ)B+2κr |p
)1/p
≤ 21/p−1
((?
B+
2κr
|D2ξ − (D2ξ)B+
2κr
|p
)1/p
+
(?
B+
2κr
|D2zθ|p
)1/p)
. κ(|D2ξ − q˜|p)1/p
B+
(δ/M)r
+
(?
B+
2κr
|D2zθ|p
)1/p
. κ(|D2zv − q˜|p)1/pB+
(δ/M)r
+ (κ−d/p + κ)
(?
B+
(δ/M)r
|D2zθ|p
)1/p
. κ(|D2zv − q˜|p)1/pB+
(δ/M)r
+ (κ−d/p + κ)
(
ρDψ0 (r)(|D2zv|2)1/2B+
(δ/M)r
+ (| f − ( f )Ωr |)B+(δ/M)r
)
(3.11)
with the constant depending on (d, p, λ, ‖Dψ0‖L∞(Ω)). Now we translate back to the
y-coordinates. Combining
dz =
∣∣∣∣∣ ∂ψ∂yd
∣∣∣∣∣ dy, δ2 |Dψ| ≤
∣∣∣∣∣ ∂ψ∂yd
∣∣∣∣∣ ≤ 1 ∀y ∈ Ωr,
∂2v
∂yi∂y j
=
∂2v
∂zk∂zl
∂zk
∂yi
∂zl
∂y j
+
∂v
∂zd
∂2ψ
∂yi∂y j
together with (3.7), Hardy’s inequality, and Ho¨lder’s inequality, we can continue
the computation from (3.11):(?
Ωκr
|(∂y
∂z
)TD2yv
∂y
∂z
− (D2ξ)B+
2κr
|p dy
)1/p
.
(?
B+
2κr
|D2zv − (D2ξ)B+2κr |p dz
)1/p
+ ρDψ0 (r)(|D2zv|2)1/2B+
2κr
. κ(|D2zv − q˜|p)1/pB+
(δ/M)r
+ (κ−d/p + κ)
(
ρDψ0 (r)(|D2zv|2)1/2B+
(δ/M)r
+ (| f − ( f )Ωr |)B+(δ/M)r
)
. κ
(?
Ωr/c
|(∂y
∂z
)TD2yv
∂y
∂z
− q˜|p dy
)1/p
+ (κ−d/p + κ)
(
ρDψ0 (r)(|D2yv|2)1/2Ωr + (| f − ( f )Ωr |)Ωr
)
.
(3.12)
Here besides (d, p, λ, ‖Dψ0‖L∞(Ω)), the constant also depends on δ. This is almost
(3.4), except that we also need to deal with ∂z/∂y coming from the change of
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variables. By (2.1) and the (generalized) triangular inequality,(?
Ωr/c
|(∂y
∂z
)TD2yv
∂y
∂z
− q˜|p dy
)1/p
≤ 31/p−1
(
2ρDψ(r/c)‖
∂y
∂z
‖L∞(Ωr/c)(|D2yv|2)1/2Ωr/c
+ ‖∂y
∂z
‖2L∞(Ωr/c)
(?
Ωr/c
∣∣∣∣∣D2yv − ( ∂z∂y (0)
)T
q˜
∂z
∂y
(0)
∣∣∣∣∣p dy)1/p)
≤ C(d, p, δ, ‖Dψ0‖L∞(Ω))
(
ρDψ0(r)(|D2yv|2)1/2Ωr +
(?
Ωr
∣∣∣D2yv − q∣∣∣p dy)1/p),
if we take
q˜ =
(∂y
∂z
(0)
)T
q
∂y
∂z
(0).
If we also take (2.3) into consideration, similar computation leads to(?
Ωκr
|
(∂y
∂z
)T
D2yv
∂y
∂z
− (D2ξ)B+
2κr
|p dy
)1/p
≥ C(d, p, δ, ‖Dψ‖L∞(Ω))
((?
Ωκr
∣∣∣D2yv − Vκr∣∣∣p dy)1/p − κ−d/2ρDψ0(r)(|D2yv|2)1/2Ωr ),
(3.13)
where
Vκr =
( ∂z
∂y
(0)
)T
(D2ξ)B+
2κr
∂z
∂y
(0).
Now combining (3.12)-(3.13), we immediately obtain (3.4). 
3.2. Mean oscillation estimate for D2u.
Proof of Proposition 3.1. First, for x satisfying Br(x) ⊂ Ω, in which case only the
interior estimates are concerned, the decay of Lp-mean oscillation can be found in
[4, pp. 427]. Actually we have
φ(x, κr) ≤ Nκφ(x, r) +N(κ−d/p + κ)(‖D2u‖L∞(Ωr(x)) + ω f (r)).
By a standard argument, it suffices to consider the case when x ∈ ∂Ω. Choose the
coordinate system y centered at x as in Section 2.1. We now reduce the original
problem to the homogeneous case (3.3). For this, we introduce two auxiliary
functions. Let w ∈ W2
2
(Ω) be the strong solution to−∆w + w = 0 inΩ,ηβ(0) ·Dw + (1 − η)β ·Dw = −β ·Du − η(y ·Dβ(0))(Du−Du(0)) + g on ∂Ω.
(3.14)
where
β := η(β − β(0) − (y ·D)β(0)), g := η(g − g(0) − (y ·D)g(0)).
In the above, η ∈ C∞c (Br) is taken to be a usual cut-off function satisfying η = 1
on Br/2 and |Dη| . 1/r. Due to our previous choice of R0, we know the boundary
condition is uniform oblique because
ηβ(0) ·Dψ + (1 − η)β ·Dψ ≥ η δ
M
|β(0)| + (1 − η)δ|β| ≥ δmin{|β(0)|/M, |β|}.
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According to [7, Theorem 2.4], such w exists and it satisfies
‖w‖W2
2
(Ω) ≤ C
(
‖β ·Du‖W1
2
(Ω) + ‖η(y ·Dβ(0))(Du −Du(0))‖W1
2
(Ω) + ‖g‖W1
2
(Ω)
)
.
From this, we obtain
(|D2w|2)1/2
Ωr/2
≤ C
(
(r‖Dβ‖L∞ + ρDβ(r))(‖D2u‖L∞(Ωr) + ‖Du‖L∞(Ωr)) + r‖Dg‖L∞ + ρDg(r)
)
, (3.15)
where C is a constant depending on (d, δ, ‖β‖C1 , ‖Dψ0‖L∞(Ω), ρDψ0).
Next, we consider the parabola
h := −
(
y·Dβ(0)
)
Du(0)yd+g(0)yd+y·Dg(0)yd+
y2
d
(Ddβ(0)) ·Du(0) − y2dDdg(0)
2
, (3.16)
which satisfies
∂h
∂yd
= −
(
y ·Dβ(0)
)
Du(0) + g(0) + y ·Dg(0).
From our construction, v := u − w − h satisfies−(ai j)Ωr/2Di jv = f˜ := −((ai j)Ωr/2 − ai j)Di ju + f + (ai j)Ωr/2(Di jh +Di jw) in Ωr/2,∂v
∂yd
= 0 on Γr/2.
Clearly f˜ ∈ L2(Ωr/2). By the triangular inequality and Ho¨lder’s inequality,
(| f˜ − ( f˜ )Ωr/2 |)Ωr/2 . ωA(r/2)‖D2u‖L∞(Ωr/2) + ω f (r/2) + (|D2w|2)1/2Ωr/2 . (3.17)
Nowwe apply Lemma 3.2 with κ, r, and f replaced by 2κ, r/2, and f˜ to obtain that
there exists some Vκr ∈ Sd×d such that for any q ∈ Sd×d,(?
Ωκr
|D2v − Vκr|p
)1/p ≤C(κ(?
Ωr/2
|D2v − q|p
)1/p
+ (κ−d/p + κ)((| f˜ − ( f˜ )Ωr/2 |)Ωr/2 + ρDψ0(r/2)(|D2v|2)1/2Ωr/2)
)
.
Noting u = v + w + h, we can further estimate the mean oscillation of D2u by(?
Ωκr
|D2u − (Vκr +D2h)|p
)1/p
≤ Cκ
(?
Ωr/2
|D2u − (q +D2h)|p
)1/p
+ C(κ−d/p + κ)
(
(| f˜ − ( f˜ )Ωr/2 |)Ωr/2 + (|D2w|2)1/2Ωr/2
+ ρDψ0 (r/2)(‖D2u‖L∞(Ωr/2) + ‖Dβ‖L∞(Ω)‖Du‖L∞(Ωr/2) + ‖Dg‖L∞(Ω))
)
(3.18)
by applying the (generalized) triangular inequality and Ho¨lder’s inequality. Here,
we also used the fact that D2h ∈ Sd×d is a constant matrix and the inequality
|D2h| ≤ C‖Dβ‖L∞(Ω)‖Du‖L∞(Ωr/2) + ‖Dg‖L∞(Ω).
Now substituting the w and f˜ terms in (3.18) by the corresponding estimates (3.15)
and (3.17), taking infimum in q, we obtain (3.2). The proposition is proved. 
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4. Proof of Theorem 1.3
With all these preparations, we are ready to give the proof of our main results.
To begin with, we make some reductions. Rewrite (1.1) as−ai jDi ju + u = f − biDiu − (c − 1)u inΩ,βiDiu = g − β0u on ∂Ω.
From [21],
∫ 1
0
ω f (r)/r dr < ∞ implies that f is uniformly continuous, hence, is
bounded. Also, by the Sobolev embedding, we have
biDiu + (c − 1)u, β0u ∈ L2∗ (Ω),
where
2∗ =
2d/(d− 2) when d > 2,d + 1 when d ≤ 2.
Using the uniqueness ofW2p solutions in [7], we have u ∈ W22∗ . Repeating if needed,
in finite steps we obtain that
u ∈ W2d+1 ⊂ C1,1/(d+1).
Since the coefficients b and c have L1-mean Dini oscillations, and β0 ∈ C1,Dini, we
can deduce that biDiu and cu are of L1-mean Dini, and β0u ∈ C1,Dini. Now, by
moving all the lower-order terms to the right-hand side we only need to consider
the equation (3.1). Also, due to the approximation given at the end of this section,
we only need to prove an a priori estimate. In other words, we will estimate the
modulus of continuity ofD2u assuming that u ∈ C2(Ω). Under all these reductions,
Proposition 3.1 applies.
First we will derive the decay of Lp-mean oscillation φ(x, r) from (3.2). From
now on, we fix some p ∈ (0, 1) and then choose κ ∈ (0, 1) small enough such that
Cκ < 1/2 in (3.2) to get, for any r ≤ R0,
φ(x, κr) ≤ 1
2
φ(x, r) + C(κ)
(
(‖D2u‖L∞(Ω) + ‖Du‖L∞(Ω) + ‖Dg‖L∞(Ω))ω(1)(r) + ω(2)(r)
)
.
Applying this j times, we have
φ(x, κ jr) ≤ (1/2) jφ(x, r)
+ C
(
(‖D2u‖L∞(Ω) + ‖Du‖L∞(Ω) + ‖Dg‖L∞(Ω))ω˜(1)(κ j−1r) + ω˜(2)(κ j−1r)
)
, (4.1)
where ω˜1 and ω˜(2) are Dini functions derived from ω(1) and ω(2) as in (2.10).
Second, we estimate ‖D2u‖L∞(Ω). For any point x ∈ Ω, we take qx,r as aminimizer
in φ(x, r), which exists as explained in Section 2.3. By the triangular inequality,
|qx,κ j+1r − qx,κ jr|p ≤ |qx,κ j+1r −D2u(z)|p + |D2u(z) − qx,κ jr|p
holds for any integer j ≥ 0. Taking the average for z ∈ Ωκ j+1r(x), we obtain
|qx,κ j+1r − qx,κ jr| ≤ 21/p−1
(
φ(x, κ j+1r) + C(d)κ−d/pφ(x, κ jr)
)
.
Now taking summation in j, and using the property
qx,κ jr → D2u(x) as j→∞
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as noted in Section 2.3, we have
|D2u(x) − qx,r| ≤
∞∑
j=0
|qx,κ j+1r − qx,κ jr| ≤ C(d, p, κ)
∞∑
j=0
φ(x, κ jr)
. C1(d, p, κ)φ(x, r)+ C2
(
(‖D2u‖L∞(Ω) + ‖Du‖L∞(Ω) + ‖Dg‖L∞(Ω))Iω˜(1)(r) + Iω˜(2)(r)
)
,
where C2 = C2(d, p, λ, δ, ‖β‖C1 , ‖Dψ0‖L∞(Ω), ρDψ0 , κ). The last inequality follows from
(4.1) and Lemma 2.4, noting that both ω(1) and ω(2) satisfy (2.9). Using the interpo-
lation inequality, we can further deduce that
|D2u(x) − qx,r|
≤ C1φ(x, r) + C2
(
(‖D2u‖L∞(Ω) + ‖Du‖L2(Ω) + ‖Dg‖L∞(Ω))Iω˜(1)(r) + Iω˜(2)(r)
)
. (4.2)
By the definition of φ(x, r), Ho¨lder’s inequality, and (2.4), we get
φ(x, r) ≤
(?
Ωr(x)
|D2u|p
)1/p ≤ (?
Ωr(x)
|D2u|2
)1/2
. r−d/2‖D2u‖L2(Ω). (4.3)
Similarly,
|qx,r| ≤ 21/p−1
(
φ(x, r) +
(?
Ωr(x)
|D2u|p
)1/p)
. r−d/2‖D2u‖L2(Ω), (4.4)
where the first inequality follows by taking the average for z ∈ Ωr(x) on both sides
of
|qx,r|p ≤ |qx,r −D2u(z)|p + |D2u(z)|p.
Using the triangular inequality, (4.3), and (4.4), we can derive from (4.2) that
|D2u(x)| ≤ Cr−d/2‖D2u‖L2(Ω)
+ C2
(
(‖D2u‖L∞(Ω) + ‖Du‖L2(Ω) + ‖Dg‖L∞(Ω))Iω˜(1)(r) + Iω˜(2)(r)
)
.
BecauseΩ is bounded and D2u ∈ C(Ω), we can find some point x ∈ Ω such that
|D2u(x)| = ‖D2u‖L∞(Ω).
Since ω˜(1) is a Dini function, we can choose r small enough (denoted by r) such that
C2Iω˜
(1)(r) ≤ 1/2
to absorb ‖D2u‖L∞(Ω) term. Finally we reach
‖D2u‖L∞(Ω) ≤ C(‖u‖W22 (Ω) + ‖Dg‖L∞(Ω) + Iω˜
(2)(r)). (4.5)
Next for any x, y ∈ Ω, x , y, we estimateD2u(x)−D2u(y). Let r = |x− y|. Due to
(4.5), we only need to focus on the case r < R0/2. As before, we take the minimizers
qx,2r and qy,r for φ(x, 2r) and φ(y, r). By the triangular inequality
|D2u(x) −D2u(y)|p
≤ |D2u(x) − qx,2r|p + |D2u(y) − qy,r|p + |qx,2r −D2u(z)|p + |qy,r −D2u(z)|p.
Taking the average for z ∈ Ωr(y), noting that Ωr(y) ⊂ Ω2r(x), we have
|D2u(x) −D2u(y)|p
≤ |D2u(x) − qx,2r|p + |D2u(y) − qy,r|p + C(d, δ/M)φp(x, 2r)+ φp(y, r).
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Now we apply (4.2), (4.5), and the generalized triangular inequality to obtain
|D2u(x) −D2u(y)|
. φ(x, 2r) + φ(y, r) +
(
(‖u‖W2
2
(Ω) + ‖Dg‖L∞(Ω) + Iω˜(2)(r))Iω˜(1)(r) + Iω˜(2)(r)
)
. (4.6)
Let j be the integer such that
2r ∈ (κ j+1R0, κ jR0].
From (4.1), interpolation inequalities, (4.5), and (2.4), we obtain
φ(x, 2r)
≤ (1
2
) jφ(x, 2κ− jr) + C(‖u‖W2
2
(Ω) + ‖Dg‖L∞(Ω) + Iω˜(2)(r))ω˜(1)(2κ−1r) + Cω˜(2)(2κ−1r)
. (
r
R0
)α0φ(x, 2κ− jr) + (‖u‖W2
2
(Ω) + ‖Dg‖L∞(Ω) + Iω˜(2)(r))ω˜(1)(2κ−1r) + ω˜(2)(2κ−1r)
. (
r
R0
)α0R−d/2
0
‖D2u‖L2(Ω) + (‖u‖W22 (Ω) + ‖Dg‖L∞(Ω) + Iω˜
(2)(r))ω˜(1)(2κ−1r)
+ ω˜(2)(2κ−1r),
where α0 = log(2)/ log(1/κ) > 0. Similarly, we can obtain the decay rate of φ(y, r).
Substituting these into (4.6) and using Lemma 2.4 to bound ω˜ by Iω˜, we obtain that
for any |x − y| < R0/2,
|D2u(x) −D2u(y)| . ‖D2u‖L2(Ω)|x − y|α0
+ (‖u‖W2
2
(Ω) + ‖Dg‖L∞(Ω) + Iω˜(2)(r))Iω˜(1)(|x − y|) + Iω˜(2)(|x − y|).
(4.7)
Clearly, the right-hand-side goes to zero as r goes to zero, which gives us the
desired estimate for the modulus of continuity of D2u.
Now it remains to remove the assumption u ∈ C2(Ω). For this we consider the
mollified problem: −a
(n)
i j
Di jun + un = f
(n) + u inΩ(n),
β(n) ·Dun = g(n) on ∂Ω(n),
where for some fixed α ∈ (0, 1),
Ω
(n) ր Ω, Ω(n),β(n), g(n) ∈ C1,α, a(n)
i j
, f (n) ∈ Cα
with corresponding moduli of continuity (either in the L1 or L∞ sense), which
are uniform with respect to n. Note that as mentioned before, by the W2q well-
posedness, bootstrap, and the Sobolev embedding, we can derive that any W22-
strong solution u is also Cα. According to [19], we can find a unique solution
un ∈ C2,α(Ω(n)) for each n. Now, using (4.5), (4.7), the Arzela-Ascoli theorem, and a
diagonal argument, we can obtain a subsequence which converges in C2(Ω(k)) for
every k. Clearly the limit u∞ ∈ C2(Ω) and satisfies the equation. To see that u∞
satisfies the boundary condition, we extend
G(n) := β(n) ·Dun − g(n) ∈ W˚12(Ω(n))
to be zero outside Ω(n), so that G(n) ∈ W˚12(Ω). Since the W12(Ω) norm of G(n) is
uniformly bounded, by passing to a further subsequence and noting that W˚1
2
(Ω) is
weakly closed inW12(Ω), we obtain β ·Du∞− g = 0. Due to the uniqueness of strong
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solutions in small Lipschitz domains proved in [7], u∞ = u. Hence any W22-strong
solution must also be C2(Ω). This finishes the proof of Theorem 1.3.
5. Nonlinear Equations
Ourmethod can also be applied to derive theC2(Ω) regularity for fully nonlinear
equations. In this section, weproveTheorem1.7. Aspreparation,wefirst introduce
two lemmas, which can be viewed as the nonlinear version of Lemma 2.3 and
Corollary 2.2, as well as an interpolation inequality. The first lemma deals with the
function F : Sd×d → R, satisfying
F is concave, λ‖M‖ ≤ F(M +N) − F(N) ≤ λ−1‖M‖, ∀M,N ∈ Sd×d, andM ≥ 0.
Lemma 5.1. For any continuous functionϕ and constant C, there exists a unique solution
u in C2(B+
1
∪ Σ1) ∩ C(B+1 ) to
F(D2u) = C inB+1 ,
∂u
∂xd
= 0 onΣ1, u = ϕ on σ1. (5.1)
Furthermore, there exists some constant α = α(d, λ) ∈ (0, 1), such that u ∈ C2,α
loc
(B+
1
∪Σ1),
and
[D2u]Cα(B+
1/2
) ≤ N(d, λ, p)(|D2u − q|p)1/pB+
1
(5.2)
holds for any p ∈ (0, 1) and any constant matrix q ∈ Sd×d.
Proof. The unique solvability of (5.1) and the following boundary estimate of the
Evans-Krylov type for Neumann problem are classical:
[D2u]Cα(B+
1/2
) ≤ N(d, λ)‖u‖L2(B+1 ). (5.3)
See, for example, [20, Theorem 8.1]. Now we prove
[D2u]Cα(B+
1/2
) ≤ N(d, λ)(|D2u − q|2)1/2B+
1
, ∀q ∈ Sd×d. (5.4)
For this, consider
v(x) := u(x) − 〈x, qx〉/2− l(x′), q :=
[
q′ 0
0 qdd
]
.
where q′ ∈ S(d−1)×(d−1) is the first (d − 1) × (d − 1) submatrix of q, x′ = (x1, . . . , xd−1),
and l(x′) is the affine function chosen suitably to make (v)B+
3/4
= (Dx′v)B+
3/4
= 0. Then
D2v = D2u − q, and v satisfies
G(D2v) := F(D2v + q) = C inB+1 ,
∂v
∂xd
= 0 onΣ1.
From a rescaled version of (5.3) for v, the Sobolev-Poincare´ inequality, and the
boundary Poincare´ inequality, we obtain
[D2v]Cα(B+
1/2
) . (|v|2)1/2B+
3/4
. (|Dx′v|2)1/2B+
3/4
+ (|Ddv|2)1/2B+
3/4
. (|DDx′v|2)1/2B+
3/4
+ (|D2dv|2)1/2B+
3/4
. (5.5)
We can remove theDx′Ddv term from the right-hand side. Indeed, by applying the
boundaryW12 estimate of the Dirichlet problem
−∆(Ddv) = div(−(0, . . . ,∆v)) inB+1 , Ddv = 0 onΣ1,
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we have
(|DDdv|2)1/2B+
3/4
. (|∆v|2)1/2
B+
1
+ (|Ddv|2)1/2B+
1
. (|∆v|2)1/2
B+
1
+ (|D2dv|2)1/2B+
1
,
where in the last inequality, again we use the boundary Poincare´ inequality. Sub-
stituting this into (5.5), we obtain (5.4):
[D2u]Cα(B+
1/2
) = [D
2v]Cα(B+
1/2
) . (|D2x′v|2)1/2B+
1
+ (|D2dv|2)1/2B+
1
= (|D2x′u − q|2)1/2B+
1
+ (|D2du − qdd|2)1/2B+
1
≤ (|D2u − q|2)1/2
B+
1
.
From (5.4), we obtain (5.2) using standard scaling and iteration argument as men-
tioned in the proof of Lemma 2.3. Notice that the corresponding interior version of
(5.4) can be obtained by a similar technique by applying the interior Evans-Krylov
estimate and the Sobolev-Poincare´ inequality to the function
v(x) := u(x) − 〈x, qx〉/2− l(x),
where l(x) is the affine function such that (v)B3/4 = (Dv)B3/4 = 0. The lemma is
proved. 
The second lemma is a boundary W2ε-estimate in the spirit of [16]. See, for
example, [7, pp. 19].
Lemma 5.2. Suppose that u ∈ W2
d
(B+
1
) and f ∈ Ld(B+1 ) satisfy
ai jDi ju = f in B
+
1 ,
∂u
∂xd
= 0 onΣ1, u = 0 on σ1, (5.6)
where ai j is symmetric, bounded measurable, and uniformly elliptic with constant λ. Then
there exists some ε = ε(d, λ) ∈ (0, 1), such that
‖D2u‖Lε(B+1 ) ≤ N(d, λ)‖ f ‖Ld(B+1 ).
Recall the notation ρD2u(r) := sup|x−y|≤r,x,y∈Ω |D2u(x) − D2u(y)|. Proceeding as in
[10, Lemma 3.1.4, Theorem 3.2.1], we have the following interpolation inequality.
Lemma 5.3. LetΩ be a domain in Rd satisfying the interior cone condition with opening
θ(Ω) > 0 and height h(Ω) > 0. Then for any u ∈ C2(Ω) and τ ∈ (0, θ(Ω)θ(Ω)+pih(Ω)),
‖D2u‖L∞(Ω) ≤ C(d, θ(Ω))(ρD2u(τ) + τ−2‖u‖L∞(Ω)).
Nowwe turn to the proof of Theorem 1.7. This is similar to that of Theorem 1.3,
which we will sketch here.
Proof of Theorem 1.7. The proof is spitted into several steps. We first derive the a
priori estimates for ρD2u corresponding to (4.7), assuming u ∈ C2(Ω). Then we use
the interpolation and theAleksandrov-Bakel’man-Pucci (ABP)maximumprinciple
in [15, Theorem 6.1] to obtain the estimate for ‖D2u‖L∞(Ω) and remove all the u terms
on the right-hand side of the estimates. Lastly, we construct a C2,α-approximating
sequence. Using the uniform estimates, we can show that the limit exists, solves
the problem, and is in C2(Ω).
Step 1: The a priori estimate. The key step is to derive the Lε-mean oscillation
estimate corresponding to (3.2): for any x ∈ Ω, κ ∈ (0, 1), and r ∈ (0,R0],
φ(x, κr)
≤ Nκαφ(x, r) +N(κ)
(
(‖D2u‖L∞(Ω) + ‖Du‖L∞(Ω) + ‖u‖L∞(Ω))ω(3)(r) + ω(4)(r)
)
. (5.7)
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Here φ is defined in (2.7) with p replaced by ε which is given in Lemma 5.2, and α
is introduced in Lemma 5.1. The Dini functions ω(3) and ω(4) are defined as follows
ω(3)(r) := r(‖Dβ‖L∞ + 1) + ρDβ(r) + ρDψ0 (r) + ωF(r),
ω(4)(r) := r‖Dg‖L∞ + ρDg(r) + ρDψ0 (r)‖Dg‖L∞ + ωF(r).
Clearly, it suffices to prove (5.7) for two cases: x ∈ ∂Ω or Br(x) ⊂ Ω. We only
focus on the first one, since the same argument below dealing with the Neumann
problem in half balls will still work for the interior case. As before, we take the
coordinates y centered at x.
For r ≤ R0, as before, we find w ∈ W2d(Ω) solving (3.14), as well as the parabola h
defined in (3.16). Note that according to [7], such solution exists, and the following
Ld-version of (3.15)
(|D2w|d)1/d
Ωr/2
≤ C
(
(r‖Dβ‖L∞+ρDβ(r))(‖D2u‖L∞(Ωr)+‖Du‖L∞(Ωr))+r‖Dg‖L∞+ρDg(r)
)
(5.8)
holds. Observe that the right-hand side is a Dini function. Now v := u − w − h
satisfies G0(D
2v(y)) = f (y) − F0(D2h, (Du)Ωr, (u)Ωr) inΩr,
∂v/∂yd = 0 on Γr,
(5.9)
where F0 is the function chosen in Assumption 1.6 and
G0(M) := F0(M +D
2h, (Du)Ωr, (u)Ωr) − F0(D2h, (Du)Ωr, (u)Ωr),
f (y) := F0(D
2u(y) −D2w(y), (Du)Ωr, (u)Ωr).
As in the linear case, we first prove the mean oscillation estimate for D2v,
(
?
Ωκr
|D2v − Vκr|ε)1/ε . κα(
?
Ωr
|D2v − q|ε)1/ε
+ C(κ)
(
ω(3)(r)(‖D2u‖L∞ + ‖Du‖L∞ + ‖u‖L∞ ) + ω(4)(r)
)
,
(5.10)
which can be compared to (3.4). To prove this, we flatten the boundary for the
problem (5.9) using the change of variables (3.5). For z ∈ B+
(δ/M)r
, the equation
becomes
G˜0(D
2
zv) := G0((
∂z
∂y
(0))TD2zv
∂z
∂y
(0)) = f˜ − F0(D2h, (Du)Ωr, (u)Ωr), (5.11)
where
f˜ := G0((
∂z
∂y
(0))TD2zv
∂z
∂y
(0)) − G0((∂z
∂y
)TD2zv
∂z
∂y
+
∂v
∂zd
D2ψ) + f .
We decompose v = θ + ξ, where ξ ∈ C2(B+
(δ/M)r
∪ Σ(δ/M)r) ∩ C(B+(δ/M)r) solves
G˜0(D
2
zξ) = −F0(D2h, (Du)Ωr , (u)Ωr) inB+(δ/M)r,
∂ξ/∂zd = 0 onΣ(δ/M)r,
ξ = v onσ(δ/M)r.
(5.12)
Such ξ exists and satisfies the boundary C2,α estimate according to Lemma 5.1.
Recalling (3.7), we can further deduce from a rescaled version of (5.2) that for any
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q˜ ∈ Sd×d,(?
B+
2κr
|D2ξ − (D2ξ)B+
2κr
|ε
)1/ε
. (2κr)α[D2ξ]Cα(B+
2κr)
. κα(|D2ξ − q˜|p)1/p
B+
(δ/M)r
. (5.13)
Taking the difference between (5.11) and the first line of (5.12), noting that G˜0(0) =
G0(0) = 0, we see that θ satisfies (5.6) with λ, f , and B+1 replaced by λ/d, f˜ , and
B+δ/M. By Lemma 5.2,
(|D2θ|ε)1/ε
B+
(δ/M)r
. (| f˜ |d)1/d
B+
(δ/M)r
. (5.14)
Using F[u] = 0, Assumption 1.6, Hardy’s inequality, and (5.8), we can estimate f˜
as follows
(| f˜ |d)1/d
B+
(δ/M)r
.(|G0(( ∂z
∂y
(0))TD2zv
∂z
∂y
(0)) − G0(( ∂z
∂y
)TD2zv
∂z
∂y
+
∂v
∂zd
D2ψ)|d)1/d
B+
(δ/M)r
+ (|F0(D2u −D2w, (Du)Ωr , (u)Ωr) − F0(D2u, (Du)Ωr , (u)Ωr)|d)1/dΩr/2
+ (|F0(D2u, (Du)Ωr , (u)Ωr) − F(D2u, (Du)Ωr , (u)Ωr , y)|d)1/dΩr/2
+ (|F(D2u, (Du)Ωr , (u)Ωr , y) − F(D2u,Du, u, y)|d)1/dΩr/2
.ρDψ0 (r)(|D2v|d)1/dΩr/2 + (|D
2w|d)1/d
Ωr/2
+ ωF(r)(‖D2u‖L∞ + ‖Du‖L∞ + ‖u‖L∞ + 1) + r(‖D2u‖L∞ + ‖Du‖L∞ )
.ω(3)(r)(‖D2u‖L∞ + ‖Du‖L∞ + ‖u‖L∞ ) + ω(4)(r).
Combining (5.13) and (5.14), and following the proof of Lemma 3.2, we obtain
(5.10). Then, the same steps as in the proof of Proposition 3.1 leads to (5.7). The
iteration argument in the proof of Theorem 1.3 gives, for any r ∈ (0,R0/2),
ρD2u(r) ≤ C
(
‖D2u‖L∞(Ω)rα0 + (‖D2u‖L∞(Ω) + ‖u‖L∞(Ω))Iω˜(3)(r) + Iω˜(4)(r)
)
, (5.15)
where as before, α0 = log(2)/ log(1/κ) > 0.
Step 2: Interpolation and maximum principle. In this step, we aim to bound
‖D2u‖L∞(Ω) and remove all the u terms from the right-hand side of (5.15). Noting
(2.3), we can choose the parameters
θ(Ω) = 2 arcsin(δ/2), h(Ω) =
√
3R0/2
for the interior cone at each point. Using Lemma 5.3 and (5.15), we obtain, for
0 < τ <
√
3R0
arcsin(δ/2)
2 arcsin(δ/2)+pi ,
‖D2u‖L∞(Ω) ≤ C(d, δ)(ρD2u(τ) + τ−2‖u‖L∞(Ω))
≤ C
(
(τα0 + Iω˜(3)(τ))‖D2u‖L∞(Ω) + (τ−2 + Iω˜(3)(τ))‖u‖L∞(Ω) + Iω˜(4)(τ)
)
.
Now, choose τ > 0 sufficiently small to absorb the first term on the right-hand
side. Then, noting the sign condition (1.4), we can use the ABP estimate in [15,
Theorem 6.1] to bound ‖u‖L∞(Ω). This leads to
‖D2u‖L∞(Ω) . ‖F(0, 0, 0, ·)‖Ld(Ω) + ‖g‖L∞(Ω) + Iω˜(4)(1). (5.16)
Substituting back into (5.15) and using the ABP estimate again, we conclude
ρD2u(r) . (‖F(0, 0, 0, ·)‖Ld(Ω) + ‖g‖L∞ (Ω) + Iω˜(4)(1))(rα0 + Iω˜(3)(r)) + Iω˜(4)(r). (5.17)
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Step 3: Approximation. We fix some constant α ∈ (0, α), and take the mollification
Ω
(n) ր Ω, Ω(n), β(n)
0
,β(n), g(n) ∈ C1,α, [F(n)(M, p, u, ·)]α ≤ Kn(|M| + |p| + |u| + 1),
with corresponding moduli of continuity (in the sense of L∞ or Assumption 1.6),
which are uniform with respect to n. According to [20, Theorem 3.3], for each n,
there exists a unique solution un ∈ C2,α(Ω(n)) to
F(n)(D2u,Du, u, y) = 0 inΩ(n), B(n)u = g(n) on ∂Ω(n).
Notice that (5.16) and (5.17) give us the C2(Ω(k)) pre-compactness of the family
{u(n)}n≥k. Similar compactness argument as in the linear case gives us the unique
C2(Ω) solution to the original problem. 
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