The present functional magnetic resonance imaging (fMRI) study presents data challenging the traditional view that sound is processed almost exclusively in the classical auditory pathway unless imbued with behavioral significance. In a first experiment, subjects were presented with broadband noise in on/off fashion as they performed an unrelated visual task. A conventional analysis assuming predictable sound-evoked responses demonstrated a typical activation pattern that was confined to classical auditory centers. In contrast, spatial independent component analysis (sICA) disclosed multiple networks of acoustically responsive brain centers. One network comprised classical auditory centers, but four others included nominally ''nonauditory'' areas: cingulo-insular cortex, mediotemporal limbic lobe, basal ganglia, and posterior orbitofrontal cortex, respectively. Functional connectivity analyses confirmed the sICA results by demonstrating coordinated activity between the involved brain structures. In a second experiment, fMRI data obtained from unstimulated (i.e., resting) subjects revealed largely similar networks. Together, these two experiments suggest the existence of a coordinated system of multiple acoustically responsive intrinsic brain networks, comprising classical auditory centers but also other brain areas. Our results suggest that nonauditory centers play a role in sound processing at a very basic level, even when the sound is not intertwined with behaviors requiring the well-known functionality of these regions.
Introduction
A coustic stimulation is well known to induce neural activity in the classical auditory pathway. This comprises the auditory nerve, various nuclei in the brainstem, midbrain, and thalamus, and multiple cortical areas in the superior surface of the temporal lobe (Ehret, 1997) . However, microelectrode recordings in animals as well as humans are clear in showing that sound also activates neurons in other brain regions, such as frontal cortex, striatum, hippocampus, and amygdala (Boutros et al., 2005; Newman and Lindsley, 1976; Wilson et al., 1984) . In some cases, the sound stimuli shown to engage these ''nonauditory'' regions were meaningful (e.g., species-specific vocalizations) or incorporated into a task requiring cognitive functions typically assigned to the recording location (e.g., memory, emotional processing, motor planning). In others, however, the sound stimuli were simple (e.g., clicks, tones, broadband noise) and presented during passive listening. The latter observations indicate that even rudimentary sounds lacking any obvious behavioral significance can elicit neuronal responses in nominally ''nonauditory'' brain areas.
Yet, neuroimaging studies rarely report activation outside the classical auditory system during passive listening to simple sounds or during a ''minimal load'' task on such sounds. This may be attributed to a scarcity of acoustically responsive neurons in nonauditory areas, resulting in a population response that is insufficiently large to be detectable. However, alternatively, neural engagement by sound could have occurred widely throughout nonauditory areas, but it may have been missed, because it does not conform to the assumptions of most imaging analyses. The present study investigated this latter possibility.
In a first experiment, we used functional magnetic resonance imaging (fMRI) to test for sound-evoked activity in neural populations outside the classical auditory pathway during repeated presentation of an unattended meaningless broadband noise stimulus. Conventional methods that assume predictable responses to sound stimulation were used to verify the usual absence of activation outside of the classical auditory centers. In addition, functional connectivity methods free of any assumptions about the relationship between response and stimulus were applied. By means of spatial independent component analysis (sICA), multiple brain networks were extracted. Each was then tested for soundrelated activity. Correlation analyses were carried out to assess the coordination of activity between brain structures comprising networks found to contain sound-related activity. Finally, based on the assumption that passive hearing will also occur during rest, fMRI data were obtained from unstimulated subjects in a second experiment to test whether overt sound stimulation was required for the coordination of activity across brain centers. We hypothesized that widespread sound-evoked brain activity would be detectable outside the classical auditory system, provided that the common assumption that neural activity faithfully follows acoustic stimulation is relaxed.
Materials and Methods

Subjects
Sixteen subjects (9 men, 7 women; age: 25-59 years, mean: 46 years; 15 right-handed, 1 ambidextrous) were invited to participate in this study on the basis of written informed consent, in approved accordance with the institutional committees on the use of human subjects at the Massachusetts Eye and Ear Infirmary, the Massachusetts General Hospital, and the Massachusetts Institute of Technology. Subjects did not have any known history of auditory, neurological, or psychiatric disorders. Audiometry was performed to confirm that all subjects had normal hearing: pure-tone thresholds did not exceed 25 dB HL at all standard audiometric frequencies in a range of 250-8000 Hz.
Stimuli and task
Subjects performed a simple visual task while simultaneously being presented with unrelated acoustic stimuli.
On a uniformly lit background, a black cross was displayed that briefly turned red at pseudo-random intervals (approximately eight times per minute). Subjects were instructed to press a button device when they observed such a color change. Responses were monitored to ensure that subjects understood the task and stayed alert. The achieved hit rate typically equaled 80%-90%.
At the same time, MR-compatible piezo-electric speakers that were mounted in insert ear plugs were used to deliver 4½-min-long runs of auditory stimulation. Each run consisted of four 32-sec segments of broadband noise, separated by periods of silence of approximately equal duration (Gu et al., 2010) . Noise intensity was constant throughout a run at 50, 70, or 80 dB SPL. Between 5 and 11 fMRI runs were carried out per subject, resulting in 132 runs in total.
In six subjects, 5 to 6 rest runs were additionally acquired, resulting in 31 runs in total. These differed only from the previously described runs with regard to a complete absence of audiovisual stimulus presentations or task performance. Instead, subjects were instructed only to lie still with their eyes open.
Functional imaging
Subjects lay supinely in the bore of a 3.0-T MR system that was equipped with a 12-channel head coil (Siemens Trio with Matrix head coil ). On these high-resolution images, an oblique coronal imaging volume was positioned parallel to the plane through the cochlear nuclei and inferior colliculi. The volume contained the subcortical nuclei of the classical auditory pathway, and by extending anteriorly toward the temporal pole, it encompassed at least the expanse of superior temporal lobe typically activated by rudimentary sound stimuli like the one used here. Functional scans were acquired in this partial brain volume and consisted of a dynamic series of T 2 *-sensitive echo planar imaging sequences (TR: *8 sec; TE: 30 msec; flip angle: 90°; matrix: 64 · 64 · 10; voxel dimensions: 3.1 · 3.1 · 8.0 mm 3 , including 2.0 mm slice gap). Each functional imaging run consisted of 36 volume acquisitions, excluding initial startup scans that were rejected before the analysis. A sparse clustered volume scanning paradigm was employed to reduce the influence of acoustic scanner noise Hall et al., 1999) . The scanner coolant pump and patient fan were turned off during functional imaging to further diminish ambient noise levels. Cardiac triggering on the basis of a pulse-oximeter signal was used to reduce the influence of cardiac motion (Guimaraes et al., 1998) . In one subject, the cardiac signal was too weak to detect reliably, and a fixed TR of 7.5 sec was used.
Preprocessing
For the purpose of data processing, we made use of the MATLAB programming environment (The MathWorks, Inc.), supplemented with processing routines from the SPM8b software package (Wellcome Department of Imaging Neuroscience, www.fil.ion.ucl.ac.uk/spm/) and the Group ICA of fMRI Toolbox (GIFT) v.1.3e (http://icatb.sourceforge .net/groupica.htm).
The functional imaging volumes were corrected for motion effects using 3D rigid body transformations. The anatomical images were coregistered to the functional volumes, and all images were normalized into Montreal Neurological Institute (MNI) stereotaxic space using affine transformations. Images were resampled at a 3-mm isotropic resolution and cropped in the anterior-to-posterior direction to a subvolume that comprised the acquired functional data (À45 £ y £ + 45). To improve signal-to-noise ratio characteristics, spatial smoothing was performed on the functional volumes using an isotropic 5-mm full width at half maximum Gaussian kernel.
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Finally, a logarithmic transformation was carried out in order to express all derived signal measures in units of percentage signal change.
Multilinear regression analyses
Two analyses were conducted by means of a general linear model (Friston et al., 2007) . The most conventional one modeled signals of interest as a boxcar and, operationally, tested for greater fMRI signal during sound-on periods when compared with sound-off periods. The other one modeled signals of interest as a combination of sinusoidal functions, similar to a Fourier decomposition. In both cases, the periodicity of the modeled signal matched the fundamental presentation rate of the sound paradigm (i.e., 4 on/off stimulus blocks per run, or equivalently 9 acquisitions per on/off stimulus block, or 15 mHz). The latter model also included higher harmonics. Various confounds were accounted for by including additional regressors that modeled (i) baseline and drift effects (four vectors modeling a third-order polynomial for each functional run separately), (ii) residual motion effects (six vectors containing the translation and rotation parameters along the x-, y-, and z-direction), and (iii) T 1 -relaxation effects (two vectors containing the variable TRs, as well as their squares). For the resting-state data, the stimulus-related regressors were omitted from the model, but all mentioned confounds were included. After the models were evaluated for each individual subject, the regression coefficients of the signals of interest (i.e., the stimulus-related boxcar and sinusoidal functions) were entered into a mixed-effects group model and tested by means of ANOVA analyses (Ardekani and Kanno, 1998) .
Independent component analyses
The confounds that were estimated in the regression model were subtracted from the preprocessed functional acquisitions. The resulting image volumes were then entered into an sICA. sICA unmixes signals into maximally independent sources that-in practice-result from minimally overlapping brain networks (Calhoun et al., 2001b; Hyvä rinen and Oja, 2000; Langers, 2009 ). This technique differs from conventional regression analysis in a complete lack of prior assumptions about the temporal dynamics of evoked responses (except that responses in distinct networks are assumed not to be identical in order to be able to distinguish them).
The task/stimulus-driven data and the resting-state data were separately analyzed as follows. Per subject, all available data were reduced to 30 principal components, concatenated in time to form a single group-level dataset, and again reduced to 30 components (Calhoun et al., 2001a) . Maximally independent components were extracted using the InfoMax algorithm (Bell and Sejnowski, 1995) . The components' time courses were reconstructed in their original full length, obtaining concatenated signals spanning all subjects and all runs. The components were scaled such that their spatial maps and time courses had unit root-mean-square amplitude. The components that were obtained separately from the task/stimulus-driven and resting-state runs were reordered and retrospectively brought into one-to-one correspondence by maximizing the sum of the absolute inner products between matched component maps using the Kuhn-Munkres algorithm (Langers, 2010 ).
The time courses were then partitioned according to subject and run. For every subject, each component's mean time course over a single run was calculated. These mean time courses were Fourier transformed to determine their (complex-valued) spectra, and the group-average spectrum was computed. The components were ranked according to their absolute spectral power at a rate of four cycles per run, relative to the total signal power (Moritz et al., 2003) . On the basis of their significance, the five components with the highest relative power were analyzed further. These were labeled as (I) the auditory system, including the inferior colliculi, medial geniculate bodies, and auditory cortex (inclusive of both primary cortex overlapping Heschl's gyrus and surrounding nonprimary areas); (II) the cingulo-insular network, including frontoinsular and anterior cingulate cortex; (III) the mediotemporal limbic lobe, including hippocampus and amygdala, but also the medial geniculate body; (IV) the basal ganglia, including striatum (caudate and putamen) and pallidum, but also parts of the thalamus, and partially overlapping with the mediotemporal limbic lobe; and (V) the posterior orbitofrontal cortex, also including superior medial frontal activity. The clusters for all but one ROI were positioned symmetrically in the left and right hemispheres; the clusters for the ACC were both centered on the midsagittal plane. Out of these 10 ROIs, the CNU was the only one that did not exceed threshold in the independent component map; it was nevertheless included because it appeared as a pair of coherent clusters in component I at more lenient thresholds, and it is an important auditory nucleus that has been reported in past fMRI studies (Hesselmann et al., 2001; Langers et al., 2005; Sigalovsky and Melcher, 2006; Yetkin et al., 2004) . A superomedial cluster in component V was rejected from consideration, because it was located in a region with strong foldover artifacts.
For each of the 10 ROIs, a mean time course was determined by averaging the signals from the constituent voxels. In contrast to the preceding spectral analyses, these time courses were not averaged across subjects and runs, but consisted of a concatenation of the signals derived from all runs of all subjects. Functional connectivity maps were derived by calculating the Pearson correlation coefficients between an ROI's mean signal and the signals of each voxel in the brain (Horwitz, 2003; Lowe et al., 2000) . In addition, partial correlation coefficients were determined between all pairs of ROIs, resulting in a connectivity measure that is similar to a path coefficient as derived from a structural equation model (Marrelec et al., 2006; Marrelec and Benali, 2009; Salvador et al., 2005) .
Statistics
In the general linear regression model, the boxcar contrast was evaluated by means of a t-test, and the harmonic regressors were jointly assessed by means of an F-test (Ardekani and Kanno, 1998; Friston et al., 1995; Worsley and Friston, 1995) . The derived statistical parametric maps were thresholded using regional false discovery rate criteria (Langers et al., 2007) .
The significance of the spectral peak of the independent component time courses at 4 cycles per run was assessed by means of a Fourier F-test (Ardekani and Kanno, 1998; Purdon and Weisskoff, 1998) . Similarly, the significance across subjects of the complex amplitude at four cycles per run was assessed by means of F-test statistics. In the connectivity model, the significance of all 45 possible connections between ROIs was evaluated by means of a bootstrap resampling method. Concatenated time courses were repeatedly constructed by random sampling from the available runs (with replacement), and partial correlation coefficients were determined on the basis of the resampled data. Resampling within runs was avoided, because that would destroy the temporal characteristics of the signal (e.g., autocorrelations, spectrum, and remaining scanner drift). One million such outcomes were used to construct probability distributions for the connectivity levels of all pairwise connections between ROIs, and these were used to assess the significance of deviations from zero. A Bonferroni correction was applied for the total number of connections in the model. Figure 1a shows the results of the conventional analysis that contrasted the fMRI signal between the sound-on and -off periods. This analysis assumes that any increase in activity (seen as an increase in image signal) occurred immediately following each sound presentation, except for a small hemodynamic delay. Group-level activation was revealed in various centers of the auditory pathway: the inferior colliculi in the midbrain, the medial geniculate bodies in the thalamus, and wide expanses of the superior temporal lobes corresponding to both primary and nonprimary auditory cortical areas. Little or no activation was observed outside these brain regions.
Results
Multilinear regression analyses
Independent component analyses
Complementarily, an analysis uninformed by the stimulus was carried out. Specifically, an sICA decomposed the data into 30 components, each consisting of a spatial map of component amplitude and a corresponding time course quantifying the variation over time. In addition to components with a neural basis, components reflecting artifacts, such as those associated with subject movement or the variable TR of the MRI sequence, were also extracted, as is commonly the case with sICA. Fourteen components were classified as artifactual, because they were largely confined to the ''edges'' of the brain, were spread out widely but sparsely, or tended to colocalize with CSF compartments (Langers, 2010) . The remaining 16 components were tentatively classified as neural on the basis of their coherent spatial distribution that well corresponded with particular gray matter brain structures or with networks identified by others (Allen et al., 2011; Schö pf et al., 2010; Smith et al., 2009) . These 16 components were assessed for influences of sound stimulation by calculating the percentage of total power in the time course that occurred at the rate of the sound presentation cycles and by ranking them accordingly (Fig. 2) . The relative power was statistically significant for four components, which were subsequently analyzed in more detail (I-IV; p < 0.01). A fifth component (V) that bordered on significance was also considered, as its power was closer to that of components II-IV than to the components with the next lower relative power.
The component showing the greatest relative power at the rate of sound presentation was confined to the classical auditory pathway (Fig. 3a, component I ). It comprised auditory cortical areas in the superior temporal plane, the medial geniculate bodies, and the inferior colliculi. These structures are the same as those showing activation according to the conventional boxcar analysis of Figure 1a . Accordingly, the In the left panels, stimulus-related brain activation was overlaid on a ''glass brain'' ( p < 0.001 uncorrected; minimum cluster size 10 voxels); the right panels show cross-sectional anatomical images with all suprathreshold voxels overlaid by means of a color-coded maximum intensity projection (q < 0.05 regional false discovery rate).
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time course of this auditory component faithfully followed the on/off cycles of the sound stimulus (Fig. 3b) , even though the sICA was not informed by the timing of the stimulus. The other four components included, almost exclusively, structures outside the classical auditory system (Fig. 3a , components II-V). The time courses of these components showed quasiperiodic changes related to the sound stimulus presentations (Fig. 3b) , but not the same faithful following of the stimulus on/off periods as the auditory component. This different behavior can be quantitatively seen in Figure 3c , which shows polar plots of the phase and amplitude of a sinusoidal fit to each component's time course for each subject. The average phases of the nonauditory components are shifted forward by approximately 110-160°(1.9-2.8 radians) relative to that of the auditory component. The phases of the nonauditory components also show more variability across subjects than does the phase of the auditory component. Still, the complex amplitude was significantly different from zero at the group level ( p < 0.05) in all components except the mediotemporal limbic one (III), which showed a trend ( p = 0.1).
To investigate whether the lack of activation in nonauditory centers according to conventional boxcar analysis in Figure 1a could be attributed to the observed phase differences between classical auditory and nonauditory structures, the analysis was extended to capture any response with the same periodicity as the sound cycles regardless of phase (Fig. 1b) . In addition to revealing activation in auditory centers, the latter analysis also revealed significant activation in areas outside the classical auditory system, including the hippocampus, insula, caudate nucleus, and superior thalamus, most of which were included in one of the independent components II-V. Thus, differences in the phase of response across structures at least partially explained why the nonauditory areas of components II-V were not detected by conventional methodology.
Partial correlation analyses
A functional connectivity analysis was performed to confirm the correlations between brain areas implied by the sICA and to study possible associations between the identified components. Ten ROIs were defined, coinciding with local maxima in the five independent component maps (I-V). For each ROI, coefficients that quantified the temporal correlation with each voxel in the brain were determined. Figure 4a shows the resulting maps of functional connectivity.
From the CNU, protrusions of functional connectivity were seen to ascend along the tracts of the lateral lemnisci toward the ICC. The ICC primarily showed connectivity with superior temporal areas of cerebral cortex. In stark contrast to CNU and ICC, the MGB showed high levels of functional connectivity with many brain regions: in addition to the superior temporal lobe, these included mediotemporal areas, superior thalamus and basal ganglia, and cingulate cortex. In comparison, the connectivity of AUD was much more limited, most notably including superior thalamus and insula. With regard to the nonauditory ROIs, the INS, ACC, and CAU appeared to be tightly interconnected, as were AMY and HIP.
The time courses of the aforementioned ROIs (Fig. 4b ) once more showed that the responses in the four auditory ROIs (CNU, ICC, MGB, and AUD) were closely synchronized with the stimulus presentations. The other ROIs displayed more or less periodic signal oscillations as well, but showed a systematic phase shift relative to the auditory ROIs, as illustrated in the polar plots of Figure 4c . With the exception of only AMY and CAU, all ROIs showed significantly nonzero (complex) amplitudes at the group level ( p < 0.05).
To better understand the interactions between the 10 ROIs, a partial correlation analysis was carried out. Outcomes reflect the strength of pairwise correlations between ROIs that cannot be explained by mutual correlations with other ROIs. As such, partial correlations correct for contributions caused by shared input or mediated connections. Results of this analysis are shown in Figure 5a , where only the most significant correlations ( p < 0.001, corrected) are indicated. The shading groups ROIs by the independent components (I-V) in which they reached suprathreshold z-scores (z > 2.5).
ROIs belonging to the same independent component typically showed high partial correlations, indicating strong direct connectivity. Almost all ROIs showed connectivity with an auditory ROI; the single exception was OFC, which showed connectivity with INS and HIP, but not with any of the auditory processing centers. Two ROIs, MGB and INS, showed particularly extensive connectivity with other areas. The MGB showed connectivity with ICC and AUD and with multiple nonauditory structures, like CAU, HIP, and AMY. Interestingly, the MGB's partial correlation with HIP was just as great as with ICC and greater than with AUD. The second nexus, INS, showed significant correlations with AUD, ACC, CAU, HIP, and AMY.
Resting state
Because the partial correlations between ROIs yielded by the connectivity analysis exclude mutual correlations with other ROIs, it should also largely exclude correlations attributable to a shared drive such as the sound stimulus. This raises the interesting possibility that the effective connectivity Five independent components showed soundrelated responses (dark bars; labeled I-V). These were distinguished from the remaining independent components of neural origin (light bars) as follows. First, for each of the 16 independent components, the power at the stimulus presentation rate (four cycles/run) was calculated, expressed as a percentage of the total signal power (left axis), and assessed for significance according to a Fourier F-test (right axis). Power was significant ( p < 0.01) for components I-IV and nearly so for component V. The error bars in the figure indicate standard errors of the outcome as calculated by bootstrap resampling across subjects. The complex amplitudes of the spectrum at four cycles per run plotted in polar form. Gray dots represent individual subjects; the group mean is shown in black. All ROIs except CAU and AMY showed significant nonzero periodical fluctuations ( p <
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0.05). (d)
Functional connectivity maps based on resting-state data. Results were qualitatively similar to those based on data taken during sound stimulation (a).
pattern apparent in sound-stimulated subjects might also be present in unstimulated subjects. To test this, additional measurements were performed in the absence of an explicit sound stimulus, that is, during ''rest''. An sICA of the resting-state data revealed that the five sound-responsive independent components identified in sound-stimulated subjects could also be extracted in the absence of sound stimulation (Fig. 3d) , perhaps with the exception of the posterior orbitofrontal component (V). The spatial maps of corresponding independent components were highly similar, especially those for components I, III, and IV (compare Fig. 3d with 3a) . The time courses during rest (not shown) were essentially random because of the lack of an invariable stimulus/task paradigm.
Functional connectivity maps revealed more or less the same relationships between structures as seen during sound stimulation, although the observed connectivity levels were slightly lower overall (compare Fig. 4d with 4a) . Concurrently, the resulting partial correlations (Fig. 5b) were generally less significant than in the sound-stimulated case, but key observations remained, such as: the connectivities within an independent component were typically significant; the MGB and INS remained hubs of connectivity; the MGB showed stronger connectivity with the HIP than with the AUD; and OFC did not directly connect to any classical auditory processing center.
Discussion
Our results demonstrate sound-related activity in widespread areas outside the auditory pathway as well as within it. In particular, cingulo-insular cortex, mediotemporal limbic lobe, basal ganglia, and posterior orbitofrontal cortex showed significant modulations of activity at the rate of the sound stimulation cycles, despite subjects' passivity with respect to the auditory domain. The only explicit task, a visual one requiring little effort, was uncorrelated with the sound presentations and cannot account for the detected variations in activity at the sound on/off rate. Although power at this rate was less in nominally ''nonauditory'' centers compared with classical auditory ones, it was nevertheless statistically significant and apparent by eye in group-averaged signal time courses. This finding in nonauditory centers is unlikely to represent the activity of a few isolated neurons. Rather, it indicates acoustically driven changes in activity in entire neuronal populations.
Sound-related changes in the activity of nonauditory centers were revealed by sICA, which also separated the centers into multiple independent components, or ''networks'' of brain sites bound by coordinated activity. This binding was confirmed by the connectivity analyses in that the greatest partial temporal correlations occurred between structures residing in the same network. An important point is that the sound stimulus was not required for the binding between structures, as demonstrated by the fact that an sICA of data taken in subjects at rest still revealed components I-IV (and, questionably, V), and the greatest partial correlations were still between structures within the same network. Although scanner-generated acoustic background noise has the potential for inducing temporal correlations between brain sites even during the acquisition of resting data, functional brain connectivity measures have been shown to be relatively insensitive to the presence of acoustic scanner noise (Langers and van Dijk, 2011) , and the employed sparse clustered imaging sequence further mitigated against this Hall et al., 1999) . Thus, we propose that (1) components I-IV reflect ''intrinsic'' networks, meaning networks reliant on endogenous rather than sound-evoked activity fluctuations for their formation; and [2] upon presentation of a sound stimulus, these already-existent, intrinsic networks are recruited en toto into engagement by sound.
The connectivity revealed by the sICA and effective connectivity analysis are entirely plausible from an anatomical standpoint; there is evidence in mammalian species for direct anatomical connections between most of the interconnected ROIs in Figure 5 (Augustine, 1996; Bamiou et al., 2003; Budinger et al., 2008; Cavada et al., 2000; Clugnet et al., 1990; Doron and Ledoux, 1999; Eblen and Graybiel, 1995; LeDoux et al., 1990; Rosell and Giménez-Amaya, 1999; Winer and Lee, 2007) . That said, it is important to recognize that the connectivities established here based on functional data are not equivalent to anatomical ones, and the direct anatomical projections reported in the literature may not have a one-to-one correspondence to the connectivities in Figure 5 .
In addition to the correlated activity among centers within a given independent component, there were correlations between centers residing in different components. Two centers were particularly involved in such intercomponent correlations: MGB and INS. Because these are heterogeneous Task/Stimulus Rest Figure 4 and correspond to local maxima in the spatial maps of independent components I-V. Shading groups the ROIs according to the independent components in which they reached suprathreshold z-scores (z > 2.5; see Fig. 3a ). The connectivities shown for (a) the task-and stimulus-driven condition and (b) the resting-state condition are based on separate analyses. Only highly significant connections ( p < 0.001, corrected for multiple comparisons) are indicated (lines with arrows, labeled with the corresponding partial correlation coefficients; solid and dotted lines indicate positive and negative correlations, respectively). Significance was assessed by means of a bootstrap resampling technique. Many of the connections apparent during the sound-stimulated condition were also apparent during the resting state. For both datasets the MGB and INS were nexes of connectivity in that they showed significant effective connectivity with the greatest number of other ROIs.
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LANGERS AND MELCHER centers, both functionally and anatomically, it is possible that different subdivisions are responsible for the connectivities with the other considered brain regions. The resolution of our imaging does not allow us to distinguish between this possibility and a completely opposing one in which the connectivities are mediated by intermingled neuronal types, or even the same neurons. In any case, the results clearly bolster proposals that anterior insula is a nexus of connectivity (Augustine, 1996; Craig, 2009; Menon and Uddin, 2010) , and that the same may be true for the thalamic MGB. Although five networks (sICA components I-V) showed sound-related variations in activity, the meaning of these variations likely differs between networks.
Interpretation of the auditory component (I) is straightforward; cortical and subcortical neuronal populations encoding the sound stimulus increased/decreased their firing rate each time the sound was turned on/off. The detailed temporal dynamics differ somewhat between the various subdivisions of the auditory system. For instance, sustained responses are commonly observed in subcortical nuclei, whereas onset and offset responses start to gain importance at higher cortical levels. Our results are in general agreement with results that were previously reported in more detail (Sigalovsky and Melcher, 2006) . At various hierarchical levels in the auditory pathway, spectrotemporal acoustic features are transformed and re-encoded into more abstract representations of sound objects (Griffiths and Warren, 2004; Harms et al., 2005; Harms and Melcher, 2002; Husain et al., 2004; Leaver and Rauschecker, 2010; Nelken, 2004; Zatorre et al., 2004) . Such representations likely contain information related to auditory object recognition and the nature and location of the sound source that are conveyed through ventral and dorsal ''what'' and ''where'' streams in a form that can be easily integrated with similar information arising from other sensory modalities (Mesulam, 1998; Rauschecker and Tian, 2000) . Our connectivity results suggest the insula as a possible target of such streams.
Component II, comprising frontoinsular and anterior cingulate cortex, bears a striking resemblance to the ''salience network'' identified by Seeley et al. (2007) . The frontoinsular cortex in particular has been implicated in bottom-up detection of salient events and in coordinating appropriate responses by switching between large-scale networks to facilitate access to attention and working memory resources (Medford and Critchley, 2010; Menon and Uddin, 2010) . Activity in this network has been shown to be correlated with improved detection thresholds for auditory stimuli in particular, substantiating its role in the direction of attentional resources toward the auditory domain (Sadaghiani et al., 2009) . Affiliation of component II with a salience network suggests a possible account for the phase-shifted time course of this component compared with the auditory one. During the sound-on periods, the task-related stimuli compete with the distracting noise stimuli. As a result, the behaviorally relevant visual input may achieve lower salience. In contrast, during sound-off periods, the visual stimuli are unchallenged and more salient. If activation of component II reflects task-related stimulus salience, it should therefore be in opposite phase to the sound presentations. The phase difference indeed approached 180°. An alternative interpretation of component II is that it relates to the default mode network (DMN). The DMN comprises structures proposed to mediate introspection or self-referential thought and shows reduced activity during a directed task (Fox and Raichle, 2007; Greicius et al., 2003; Raichle and Snyder, 2007) . This deactivation has been primarily documented during active tasks, but it has also been reported during passive sensation of stimuli (Greicius and Menon, 2004) and would thus be consistent with a *180°phase difference.
Component III includes the hippocampus and amygdala in the mediotemporal limbic lobe, centers involved in declarative memory, fear conditioning, and mediation of affect (Phelps and LeDoux, 2005) . Interestingly, this component overlapped with the auditory component (I) in the MGB, which may relate to the suggested role of posterior (para)hippocampal areas in the control of thalamic auditory gating (Boutros et al., 2008) . The time course of this component was shifted forward by approximately 120°relative to the auditory response, indicating an increase in signal prior to the onset of sound stimulation. There are at least two possible interpretations for such a phase shift. One is that it reflects anticipation of the sound stimulus, which was presented in a regular on/off fashion and thus occurred predictably (Leaver et al., 2009 ). This explanation would be consistent with the slightly more irregular appearance of the time course of component III around the first sound presentation. Another possible explanation is related to habituation (Mutschler et al., 2010) . Although the sound stimuli were irrelevant for the task, they may have captured some of the subject's attention. Short-term habituation to the persisting noise may lead to a decline of the sound-evoked response already during the presentation period itself. Both of these effects, anticipation (before stimulus onset) and habituation (after stimulus onset), may work together to shift the oscillation of instantaneous response amplitude forward in time.
Component IV, while spreading into the hippocampus and amygdala, was maximal in amplitude in the basal ganglia, well known for their role in procedural memory, reward, learning, motor planning, and goal-directed behavior (Graybiel, 2005; Poldrack et al., 2001) . Like component III, component IV showed a time course phase shift of approximately 120°, which may again be related to anticipation and/or habituation. Despite the similarity in sound-related activity modulations, these two components were distinguished from one another by the sICA, presumably because of differences in variations in intrinsic activity.
Finally, component V was weakest of all components considered, with its sound responsiveness only bordering on significance. Posterior OFC is known to receive input from all sensory modalities, including audition (Kringelbach and Rolls, 2004) . It is hypothesized to be involved in the processing of reward and project to the striatum in the basal ganglia (IV). However, activity in OFC was only indirectly related to that in auditory areas according to our connectivity analyses and did not show direct connectivity with the basal ganglia (represented through CAU) either. Possibly, component V coincides with a central executive control network that includes OFC (Mazoyer et al., 2001; Seeley et al., 2007) . The fact that this control network is modulated by frontoinsular cortex (Medford and Critchley, 2010; Sridharan et al., 2008) combined with our observation of connectivity between INS and OFC lend support to this interpretation.
An interesting aspect of the data is the substantial intersubject variability in the phase of components II-V, which contrasted with the much more consistent phases in component I comprising classical auditory centers. Some of this variability may reflect the fact that sound-induced fluctuations in image signal were lower in relation to noise for components II-V. However, the variability may also reflect true intersubject variability in the timing of interactions between sound-related changes in activity and neuronal activity associated with the myriad of functions in which the nonauditory centers comprising components II-V are known to be engaged. Such variability is to be expected in a near-passive experimental design like that of the present study.
It is important to recognize that the present study has not necessarily identified all nonauditory areas with soundevoked activity changes for at least two reasons. First, there is always the possibility that sound-responsive neurons are too low in density in a given region to yield a significant response in fMRI. In other words, components that were not analyzed in the present study because of a low relative power at the sound presentation rate (Fig. 2) may nevertheless have included some sound-related activity. Second, although assumptions about the nature of any sound-related activation were relaxed compared with conventional analyses, they were not entirely removed because of the way that sound-related sICA components were identified. The sICA made no assumptions about the relationship between sound stimulus and brain activation, but the percentage power calculation, which was used to single out components I-V, did. Signal variations of a component must be sufficiently related to the sound cycling for the relative power to be high. Thus, although the present study indicates sound-related activity variations in certain nonauditory brain areas, it cannot rule out the possibility of sound-related activity in still others.
Another obvious limitation of our study lies in the partial volume acquisitions that did not include the most anterior and posterior regions of the brain. This choice was motivated by the requirements to use short acquisition sequences to avoid excessive scanner noise in combination with sufficient spatial in-plane resolution to distinguish small subcortical auditory nuclei (Kovacs et al., 2006; Sigalovsky and Melcher, 2006; Talavage et al., 1999) . Moreover, our initial goal was to reveal interactions that subserve auditory gating, which were primarily expected to occur in the limbic system and diencephalon . As a result, we are currently unable to fully characterize the activity and interactions in the frontal and occipital lobes, including regions related to the processing of, e.g., vision, attention, and introspection (Leaver et al., 2009; Romanski et al., 1999) . The series of intrinsic networks reported in Figure 3 should therefore not be considered exhaustive, and the derived network graph in Figure 5 is likely incomplete. Nevertheless, even with a limited field of view, we were able to newly reveal involvement of ''nonauditory'' regions in the processing of basic task-irrelevant sound stimuli.
Although the present data demonstrate sound-induced changes in population neural activity outside the classical auditory system, they do not prove a functional significance of these responses. One possibility is that the identified acoustic responses of nonauditory areas were merely an epiphenomenon arising from the fact that these areas need to register behaviorally relevant input in other contexts. On the other hand, it might be more reasonably argued that all observed sound-evoked responses have functional significance, in which case the nonauditory areas recruited by sound may influence how the sound itself is processed and/or consciously perceived. Recent data showing reduced functional connectivity between putamen and auditory cortex during loss of consciousness provides direct evidence in support of this interpretation for component III (Mhuircheartaigh et al., 2010) . Further, dysfunction in the coordination of the activity in precisely these networks may underlie disorders such as tinnitus and hyperacusis and possibly plays a role in, for example, dyslexia, autism and schizophrenia (Ahissar, 2007; Feinberg and Guazzelli, 1999; Nieto Del Rincó n, 2008; Uddin and Menon, 2009; Williamson, 2007) .
In summary, when all of our data are considered collectively, the picture is one of multiple networks of coordinated activity that are responsive to sound. The networks are intrinsic in that they are present in the absence of any explicit stimulation. All but one network comprise, almost exclusively, structures outside the classical auditory system. Soundrelated activity in these nonauditory brain centers may only be detected if the assumption that evoked activation faithfully follows stimulation is relaxed.
