In this paper, we determine the bound of the valency of the odd circulant graphs which guarantees to be Ramanujan for each fixed number of vertices. In almost of the cases, the bound coincides with the trivial bound, which comes from the trivial estimate of the largest non-trivial eigenvalue of the circulant graph. As exceptional cases, the bound in fact exceeds the trivial one by two. We then prove that such exceptionals occur only in the cases where the number of vertices has at most two prime factors and is represented by a quadratic polynomial in a finite family and, moreover, under the conjecture of Hardy-Littlewood and Bateman-Horn, exist infinitely many.
Introduction
Let X be a regular graph with standard assumptions, that is, finite, undirected, connected and simple. Spectral analysis on X is an important topic in several interest of mathematics, such as combinatorics, group theory, differential geometry, and number theory. Especially, the topics around Ramanujan and expander graphs are focused; these are related each other and have common interest in the second eigenvalue (or the spectral gap) of the adjacency operator on X (cf. [HLW, Lu] ).
The notion of Ramanujan graph was defined in [LPS] : The graph X is called Ramanujan if its largest non-trivial eigenvalue (in the sense of absolute value) is not greater than the Ramanujan bound 2 √ k − 1, where k is the valency (or degree) of X. In view of the theory of zeta functions, the Ramanujan property means that the associated Ihara zeta function satisfies the "Riemann hypothesis". Here the Ihara zeta functions are regarded as a graph analogue of the Selberg zeta functions on locally symmetric spaces. Similarly to the case of the usual prime number (or geodesic) theorem, one has a good estimate for the number of the prime cycles in X if it is Ramanujan (cf. [T2] ). Therefore, for a given graph, we want to examine whether it is Ramanujan or not in easy way.
As one can be seen from the estimation of the isoperimetric constant, the Ramanujan graphs are very much connected in some sense. The complete graph K m with m-vertices which is the densest graph with the eigenvalues {m − 1, −1, · · · , −1} is in fact Ramanujan. Also, some corresponding pair of vertices are connected by an edge and 0 otherwise. We call the eigenvalues of A X the eigenvalues of X. The set Λ(X) of all eigenvalues of X is given as Λ(X) = λ i k = λ 0 > λ 1 ≥ · · · ≥ λ m−1 ≥ −k .
Remark that −k ∈ Λ(X) if and only if X is bipartite (cf. [DSV] ). Let µ(X) be the largest non-trivial eigenvalue of X in the sense of absolute value, that is, µ(X) = max |λ| λ ∈ Λ(X), |λ| = k .
Then, X is called Ramanujan if the inequality µ(X) ≤ 2 √ k − 1 holds. Here the constant 2 √ k − 1 in the right hand side of this inequality is often called the Ramanujan bound for X and is denoted by RB(X).
Let G be a finite group with the identity element e and S a Cayley subset of G, that is, a symmetric set of generators for G satisfying e ∈ S. Then, the Cayley graph X(G, S) is the |S|-regular graph with vertex set G and the edge set {(x, y) ∈ G × G | x −1 y ∈ S}, which is undirected, connected, and simple. The adjacency matrix of X(G, S) is described in terms of the right regular representation of G (cf. [T1] ). In particular, if G is a finite abelian group, then we have
HereĜ is the dual group of G.
A problem for Ramanujan circulants
Fix m a positive integer and let Z m = Z/mZ be the cyclic group of order m. Moreover, put S the set of all Cayley subsets of Z m . We call a Cayley graph X(S) = X(Z m , S) with S ∈ S a circulant graph of order m. Since the dual group of Z m consists of the characters χ j (a) = e Besides the valency |S| of a circulant graph X(S), we call l(S) = |Z m \ S| = m − |S| the covalency of X(S). Now we divide the set S of Cayley subsets of Z m by the covalency as
Here L = {l(S) | S ∈ S} is the set of values of covalency. For example, we have Z m \ {0} ∈ S 1 and {±1} ∈ S m−2 for which the attached graphs are the complete graph K m = X(Z m \ {0}) and the cycle graph C m = X({±1}) of order m, respectively. These Cayley subsets give the non-trivial eigenvalues
Moreover, if we put
for an odd integer l with 1 ≤ l ≤ m − 2, then one sees that S (l) is an element of S l with the non-trivial eigenvalues
The Cayley subset S (l) often appears in our discussion. From the definition, the circulant graph X(S) is Ramanujan if and only if µ(S) ≤ RB(S) where µ(S) = µ(X(S)) and RB(S) = RB(X(S)). Observe that the Ramanujan bound RB(S) = 2 √ m − l − 1 is depend only on the covalency l = l(S) of S ∈ S l . Moreover, we remark that
These observations naturally lead us to evaluate the bound
which means the maximal number of edge-removal from the complete graph K m preserving the Ramanujan property. In particular,l = m − 2 is equivalent to say that X(S) is Ramanujan for all S ∈ S. In this paper, we treat only the case of odd m. Then, each S ∈ S has even number of elements because of symmetry, and hence L = {1, 3, · · · , m − 2} consists of odd integers. Moreover, −|S| does not appear in Λ(X(S)) because X(S) has odd vertices and thus is not bipartite. (It is known that X(S) is bipartite if and only if m is even and all the elements of S are odd. See, e.g., [He] .) Therefore, we have µ(S) = max{|µ j (S)| | 1 ≤ j ≤ m − 1}.
Initial results
The following lemma says that, on the determination ofl, we may assume that m ≥ 15. Proof. Remark that the cycle graph C m = X({±1}) is Ramanujan, whence X(S) is whenever |S| = 2. Therefore, to prove the "only if" part, it suffices to show that there exists S ∈ S m−4 such that X(S) is not Ramanujan for m ≥ 15. Actually, let S = {± The converse is direct.
Trivial bound
We first show that there exists a lower bound ofl. 
Beyond the trivial bound
As you find from Table 1 , we can indeed prove the following theorem.
Theorem 3.3. There exists ε ∈ {0, 2} such thatl = l 0 + ε for m ≥ 15.
To prove the theorem, it is sufficient to show that there exists S ∈ S l 0 +4 such that X(S) is not Ramanujan. Actually, for large m, we claim that X(S (l 0 +4) ) is not Ramanujan where S (l) is defined in (2.2). More strongly, we show the following
. Then the expression (2.3) together with the inequality above leads us to the evaluation
This shows that µ(S (l 0 +2h) ) ≥ |µ 1 (S (l 0 +2h) )| > RB(S (l 0 +2h) ) for m ≫ 0. In fact, one can check that the right hand side of (3.2) is positive whenever m ≥ 39.
Proof of Theorem 3.3. From Lemma 3.4, we know that X(S (l 0 +4) ) is not Ramanujan for m ≥ 39. Moreover, one can see that the situations for 15 ≤ m ≤ 37 are the same as above by checking
We remark that the above discussion does not work for the case h = 1, that is, l = l 0 + 2.
A criterion for ordinary m
From Theorem 3.3, our task is to determine the number ε ∈ {0, 2} satisfyingl = l 0 + ε for a given m. Let us call m ordinary if ε = 0 and exceptional otherwise. This is based on the numerical fact that there are much more m of the former type rather than the latter. The aim of this subsection is to give a criterion for ordinary m. Let k ∈ Z >0 and put
. We now study an interpolation function d(x) for the difference between |µ 1 (S (l 0 +2) )| and RB(S (l 0 +2) ) on m ∈ I k ∩ (2Z + 1), that is,
is not Ramanujan and hence m is ordinary. Therefore, we are interested in the sign of the values of d(x) on I k ∩ (2Z + 1).
The following lemma is crucial in our study.
Lemma 3.5. Let m ∈ I k ∩ (2Z + 1).
(1) d(m) < 0 for all m ∈ I k ∩ (2Z + 1) when k = 1, 2, 3. Proof. The assertions for k ≤ 8 are direct. Let k ≥ 9. We first claim that d(x) is monotone decreasing on I k . Actually, using the inequalities x − x 3 6 < sin x < x and 1 −
Here we have clearly 2k + 3 < 2(k + 3), x > π and k(k + 3) < x < (k + 3) 2 for x ∈ I k . Therefore,
for k ≥ 9. This shows the assertion. Next we investigate the value
where c ≤ 6 is an integer not depending on k. It is easy to see that
where c ′ = 25 − 4c. This shows that D(k) < 0 for k ≫ 0 if the leading coefficient is negative, that is, c > 75−16π 2 12 = −6.90 . . .. Actually, for k ≥ 49, one can see that D(k, −7) > 0 and D(k, −6) < 0, whence, together with the monotoneness of d(x), we obtain the desired claim for k ≥ 49. The rest of assertions, that is, for 9 ≤ k ≤ 48, are also checked individually. This completes the proof because k 2 + 5k + c is odd if and only if c is.
From this lemma, one can obtain a criterion for ordinary m.
Theorem 3.6. Let m ≥ 15 be an odd integer. Put
where
Proof. Suppose that m is not in J. Then, from Lemma 3.5, one sees that
). This shows that m is ordinary.
Theorem 3.6 implies that from now on we may concentrate only on m with m ∈ J and leads us to imagine that the quadratic polynomials
play important roles in our study. We remark that the constant
which was in the proof of Lemma 3.5, is nothing but the discriminant of f c (k) and will often appear in several arguments.
Spectral consideration
In the subsequent discussion, we only consider the case where m ∈ J, that is, m can be written as m = f c (k) = k 2 + 5k + c for some k ∈ Z >0 and c ∈ {±1, ±3, ±5}. For such m, we clarify when exceptionals occur. Hence, from now on, we concentrate on the circulant graphs X(S) with S ∈ S l 0 +2 . In this section, we use the notations RB = 2 m − (l 0 + 2) − 1 and
for simplicity. From the definition, m is exceptional if and only ifμ ≤ RB. Therefore, we have to decideμ for a given m.
A necessary condition for exceptionals
The aim of this subsection is to obtain the following necessary condition for exceptionals, which we can relatively easily reach the conclusion.
Proposition 4.1. Let m ≥ 15 be an odd integer. If m is exceptional, then m ∈ J which is in either of the following three types;
(II) m = pq is a product of two odd primes p and q satisfying p < q < 4p.
(III) m = 25, 49.
Proof. From Theorem 3.6, it is enough to consider only the case where m ∈ J.
Assume that m is a composite. One can easily see that there are finitely many m ∈ J such that m = p 2 , that is, m = 25, 49. It is directly checked that these are all exceptional. For the other cases, let p be the minimum prime factor of m and write m = pt with 3 ≤ p < t. If one can take S ∈ S l 0 +2 as Z m \ S ⊂ {0, ±p, ±2p, . . . , ± t−1 2 p}, then m is ordinary because
Therefore, if t is either composite or odd prime with t ≥ 4p − 3, then m is ordinary. This shows the claim. Remark 4.2. As we have stated in the above proof, the necessary condition p < q < 4p in (II) can be actually reduced to p < q ≤ 4p − 5. We also remark that there are finitely many m ∈ J of the form of both m = p(4p − 1) and m = p(4p − 3); m = 33 and m = 27, 85, 451, respectively. These are of course ordinary.
Exceptionals of type (I)
It is easy to see that m ∈ J of type (I) is actually exceptional. Proof. Let m = p ∈ J be a prime. Then, one can easily see thatμ = |µ 1 (S (l 0 +2) )| because the map Z m → Z m defined by x → jx is bijective for all 1 ≤ j ≤ m − 1. Hence, from Lemma 3.5, m is exceptional if and only if m ∈ J.
Exceptionals of type (II)
In this subsection, we assume that m = f c (k) ∈ J is of type (II). Namely, there exists odd distinct primes p and q with p < q < 4p such that m = pq. From Proposition 4.1, our task is clear up whether or not such m is in fact exceptional. We at first show that one can narrow down the candidates ofμ as follows.
Lemma 4.4. We haveμ = max{µ (0) , µ (1) , µ (2) } where
),
Proof. From the definition, we havê µ = max
Hence, it is enough to show that µ (0) , µ (1) , µ (2) are equal to (4.1), (4.2), (4.3), respectively. The expression (4.1), that is, µ (0) = |µ 1 (S (l 0 +2) )|, can be seen similarly as in the proof of Theorem 4.1. Therefore, it suffices to consider the other two cases. For µ (1) , we have
Now, we introduce the notation
for odd a, b ∈ Z >0 . Note that #T h (a, b) = b if h = 0 and 2b otherwise. We may assume that p < q ≤ 4p − 5 (see Remark 4.2). This condition implies that we can not take S ∈ S l 0 +2 as
. This together with (4.4) shows the expression (4.2). Similarly, we have
The condition p < q implies that we can not take S ∈ S l 0 +2 as
q . These show the expression (4.3).
We next analytically evaluate the difference between µ (i) and RB on J ∩ I k for each i ∈ {0, 1, 2}. Before that, we notice that when m = f c (k) = pq ∈ J ∩ I k is of type (II), we have l 0 + 2 = 2k + 3. Moreover, if we put x = q p , then 1 < x < 2 and p = √ fc(k) x and q = f c (k)x. Based on these facts, we study the following functions
Lemma 4.5. For a fixed x, we have 8) and (4.9)
Proof. These are direct.
We first show that one does not have to take account of both D
c and D
c in our discussion.
Lemma 4.6. We have D
c (k; x) < 0 and D
c (k; x) < 0 on 1 < x < 2 for any c ∈ {±1, ±3, ±5} and k ≥ k 0 with a sufficiently large k 0 ∈ N.
Proof. Notice that D Similarly, from (4.8) and (4.9), we have
Hence the result follows from the fact that the coefficient of k −1 is negative for any 1 < x < 2.
For the function D
c , we have the asymptotic expansion (4.10) D
(1)
from (4.7) and (4.9), and thus D
c becomes negative only if x is close to 2, in other words, q is close to 4p. More precisely, we obtain the following Lemma 4.7. There exists constants x 1 and x 2 with 1 < x 1 < x 2 < 2 such that
for any c ∈ {±1, ±3, ±5} and k ≥ k 0 with a sufficiently large k 0 ∈ N.
Proof. We write D
c (k; x) < 0 if and only if x < X(x; k, c). Hence, noticing that C > A and cos 2πx B is monotone decreasing for 1 < x < 2 when k ≥ 3, one finds that if 1 < x < X(1; k, c) (resp. X(2; k, c) < x < 2), then D 
for a given ε > 0, there exists k(ε; x, c) ∈ N such that for any k ≥ k(ε; x, c) we have 2− c ′ 8π 2 x 2 −ε < X(x; k, c) < 2 − c ′ 8π 2 x 2 + ε. This implies that for any k ≥ max{k(ε; 1, c), k(ε; 2, c)} we have 2 − c ′ 8π 2 − ε < X(1; k, c) and X(2; k, c) < 2 − c ′ 32π 2 + ε. Therefore, we can take x 1 and x 2 in the assertion as
x 1 (c) = x 1 (−5) = 1.4300 · · · ,
x 2 (c) = x 2 (5) = 1.9841 · · · ,
Now we state the main result in this subsection, which follows immediately from Lemma 4.7.
Theorem 4.8. There exists constants ξ 1 and ξ 2 with 1 < ξ 1 < ξ 2 < 4 such that, for sufficiently large m = pq of type (II),
Remark 4.9. From Lemma 4.5, one can find the asymptotic order of µ (0) , µ (1) , µ (2) and RB. Actually, the expansions (4.6), (4.7), (4.8) and (4.9) assert
for sufficiently large k > 0. Here γ 1 , γ 2 , γ 3 , γ 4 and γ 5 (c) are the real roots in the interval (1, 2) of the equations 2x 3 − 6x + 3 = 0, x 3 − 12x + 15 = 0, x 6 − 2x 5 + 8x − 10 = 0, 3x 3 − 6x 2 + 2 = 0 and 8π 2 x 3 − 16π 2 x 2 + c ′ = 0, respectively. Remark that one can numerically check the inequality The explicit values of γ 1 , γ 2 , γ 3 , γ 4 , x 1 (c), γ 5 (c) and x 2 (c).
See Figure 1 -6 which show actual values of µ (0) , µ (1) , µ (2) and RB for m = f c (k) = pq ∈ J with k = 10 4 for each c ∈ {±1, ±3, ±5}, where the horizontal axis shows x = q p and the left and right vertical dashed lines describe x 1 (c) and x 2 (c), respectively. As we have seen in (4.10), the inequality µ (1) > RB holds when x is very close to 2. 
Arithmetic consideration
Let m ≥ 15. Then, m is one of the followings; type (I), (II) and the others. Remark that, from Theorem 3.6 and Proposition 4.1, except for 25 and 49, exceptionals belong to the set J with both of type (I) and (II). In this section, we investigate the existence of infinitely many ordinaries and exceptionals of each type. We first show the following assertion on ordinaries outside of J.
Theorem 5.1. In each type of (I) and (II), there exists ordinary m / ∈ J infinitely many. (c = ±5), ±2, ±5, ±6, ±8, ±13, ±14, ±15, ±17, ±18 (mod 37) (c = −3), ±2, ±3, ±8, ±10, ±11, ±11, ±12, ±14 (mod 29) (c = −1), ±2, ±8, ±10 (mod 21) (c = 1), ±2, ±5, ±6 (mod 13) (c = 3), this is equivalent to say that p is of the form p = at + b where a = 5 · 13 · 21 · 29 · 37 = 1464645, b ∈ {2, 8, 32, 97, 128, 242, . . . , 1464637, 1464643} and t ∈ Z from the Chinese reminder theorem. The Dirichlet theorem of arithmetic progression tells us there exists infinitely many primes of such forms (the first few are given by 97, 577, 827, 853, 947, . . .) and hence we have the assertion of type (I) . Moreover, for each prime p satisfying the above condition, one can take a prime q satisfying p < q < 2p because of the Bertrand-Chebyshev theorem, and then pq is not in J. This shows the assertion of type (II).
Next, we discuss about infinitely many existence of both ordinaries and exceptionals inside of J (we remark that, from Theorem 4.3, there are no ordinaries in J of type (I) ). To state our results, we recall the well-known conjecture of Hardy-Littlewood [HL] and Bateman-Horn [BH] . Table 3 : List of small exceptionals m = p ∈ J of type (I) (blue bold numbers) and m = pq ∈ J with p < q < 4p of type (II) (red bold numbers).
satisfy the following conditions:
(iii) The leading coefficients of f 1 (x), . . . , f r (x) are positive.
(iv) There is no prime ℓ so that ℓ | f (n) for all n ∈ Z >0 .
Then, we have
where C(f 1 , . . . , f r ) is the Hardy-Littlewood constant defined by
with ν f (p) being the number of solutions n in Z p of the congruence f (n) ≡ 0 (mod p). Now, we can state our results.
Theorem 5.3. Under Conjecture 5.2,
(1) there exists exceptional m infinitely many both of types (I) and (II).
(2) there exists ordinary m infinitely many of type (II).
To prove the assertion, we use the following lemma.
Lemma 5.4. For a, y ∈ Z >0 and c ∈ Z, let p = p(a, y) = a 2 (2a + 1) 2 y 2 − a(2a + 1)(8a + 5)y + (4c − 9)a 2 + (4c − 5)a + c, q = q(a, y) = 16a 4 y 2 − 8a 2 (8a + 1)y + 4(4c − 9)a 2 + 16a + 1,
(1) The identity pq = k 2 + 5k + c holds. Moreover, p < q < 4p for y ≫ 0 with
(2) If we consider p and q as polynomials in Z[y], then each of them satisfies the four conditions in Conjecture 5.2 for any c ∈ {±1, ±3, ±5} when a ≡ 1, 4, 7, 13 (mod 15).
Proof. The identity pq = k 2 + 5k + c and the above limit formulas for q p can be checked directly. Moreover, since the coefficients of y 2 in both q − p and 4p − q are positive for all a > 0, one sees that p < q < 4p for y ≫ 0. Now, let us write p = p(y) and q = q(y). For all a > 0, p(y) and q(y) satisfy the conditions (i) and (iii) obviously. Moreover, one sees that (ii) is also true for all a > 0 and c ∈ {±1, ±3, ±5} since p(y) and q(y) have the non-square discriminants c ′ a 2 (2a + 1) 4 and 2 8 c ′ a 6 , respectively.
Put d p (resp. d q ) the greatest common divisor of the coefficients of p(y) (resp. q(y)). Under the primitive situation of p and q, that is, d p = d q = 1, it is sufficient to check the condition (iv) only for the case ℓ = 2, 3 because deg p = deg q = 2.
At first, it is easy to see that d p = ((a, 5)a, c) and d q = 1. Therefore, for all a > 0 and c ∈ {±1, ±3, ±5} with (a, c) = 1, the polynomials p(y) and q(y) are both primitive. When ℓ = 2, the condition is obvious for all a > 0 and c ∈ {±1, ±3, ±5} because p(0) ≡ q(0) ≡ 1 (mod 2). The values of p(y) at y = 0, 1, 2 are congruent modulo ℓ = 3 to ca 2 + (c + 1)a + c, (c + 2)a 2 + (c + 2)a + c, (c + 2)a 2 + (c + 2)a + c, respectively. Also, we have ca 2 + a + 1, (c + 2)a 2 + 1, ca 2 + 2a + 1 for the values q(y) at y = 0, 1, 2, respectively. Thus, except for the case (a, c) ≡ (0, 0), (2, 0) (mod 3), p(y)q(y) is not congruent to the zero polynomial modulo 3 for all a > 0 and c ∈ {±1, ±3, ±5}.
Summing up the above discussion, the polynomials p(y) and q(y) satisfy the condition (iv) if a ≡ 0 (mod 5) when c = ±5, a ≡ 1 (mod 3) when c = ±3 and for all a when c = ±1. Therefore, solving the congruences a ≡ 0 (mod 5) and a ≡ 1 (mod 3), we obtain the second assertion.
Proof of Theorem 5.3. Since each of the six polynomial f c (x) with c ∈ {±1, ±3, ±5} satisfies the four conditions in Conjecture 5.2, together with Theorem 4.3, one obtains the assertion for exceptionals of type (I) . Now, let ξ 1 = x 2 1 = 2.0451 . . . , ξ 2 = x 2 2 = 3.9365 . . . be the constants obtained in Theorem 4.8. Take a ∈ Z >0 satisfying a ≡ 1, 4, 7, 13 (mod 15) and (2− 2 2a+1 ) 2 < ξ 1 , that is, a = 1. Then, under Conjecture 5.2, the corresponding p(y) and q(y) in Lemma 5.4 represent infinitely many primes at the same time. Moreover, if both p(y) and q(y) are prime, then m = p(y)q(y) = f c (k(y)) ∈ J and, form Theorem 4.8, it is exceptional. This shows the assertion for exceptionals of type (II). Furthermore, if we take a ∈ Z >0 satisfying a ≡ 1, 4, 7, 13 (mod 15) and (2 − 2 2a+1 ) 2 > ξ 2 (notice that the smallest such a is 64), under Conjecture 5.2, from Theorem 4.8 again, one similarly proves the assertion for ordinaries of type (II). This completes the proof. Then, as we have seen above, m = pq is exceptional if both p and q are prime for sufficiently large y ≫ 0. Notice that, since 1 < (2 − 2 2a+1 ) = 1.3333 . . . < γ 1 = 1.3843 . . . where γ 1 is defined in Remark 4.9, the inequality µ (1) < µ (2) < µ (0) =μ < RB holds for such m. The first few of such p and q are given in Table 4 .
On the other hand, if we replace c with −7, that is,
Then, m = pq / ∈ J and hence m is ordinary from Theorem 3.6. Actually, as one finds from Table 5 , the inequality RB < µ (0) =μ holds.
Example 5.6. Consider the case where a = 64 and c = 5, that is, p = 68161536y 2 − 4268352y + 46021, q = 268435456y 2 − 16809984y + 181249. Table 4 : Differences between µ (i) and RB for m = pq with a = 1, c = −5. Table 5 : Differences between µ (i) and RB for m = pq with a = 1, c = −7. Table 6 : Differences between µ (i) and RB for m = pq with a = 64, c = 5.
In this case, m = pq is ordinary if both p and q are prime for sufficiently large y ≫ 0. Notice that, since γ 5 (5) = 1.9839 . . . < (2 − 2 2a+1 ) = 1.9845 . . . < 2 where γ 5 (5) is also defined in Remark 4.9, the inequality µ (2) < µ (0) < RB < µ (1) =μ holds for such m. See Table 6 .
Remark 5.7. Let us denote the fractional part of a real number x by {x}. If the sequence {{ √ p − 3 2 }} p : prime is included in a closed interval, then one easily sees that there can not be infinitely many exceptional primes. In this sense, this phenomena on the existence of exceptional primes is also related to { √ p} which distributes uniformly in the interval [0, 1) (cf. [DW, DL] ).
Numerical consideration
Let ρ E (x) be the number of exceptionals m ≤ x. It is now natural to ask how ρ E (x) behaves as x tends to infinity. The aim of this section is to consider this question by giving some conjectures which are obtained by numerical studies. Notice that to investigate ρ E (x) it is enough to know π E (c; x) for c ∈ {±1, ±3, ±5} where π E (c; x) is the number of k ≤ x such that
Moreover, it is sufficient to investigate π (I) E (c; x) and π
(II)
E (c; x), the number of k ≤ x such that f c (k) is exceptional of type (I) and (II), respectively, because of the identity
which is immediate from Proposition 4.1.
Distribution of exceptionals of type (I)
From Theorem 4.3, we have π (I) E (c; x) = π(f c ; x), where π(f ; x) with f ∈ Z[x] is defined in Conjecture 5.2. Hence, from the conjecture of Hardy-Littlewood and Bateman-Horn, the asymptotic behavior of π (I) E (c; x) is expected as follows.
Conjecture 6.1. It holds that π
where C (I) (c) 
Distribution of exceptionals of type (II)
For a > 1, let P 2 (a) be the set of all pq where p and q are distinct primes satisfying p < q < ap. Moreover, for a polynomial f ∈ Z[x], let π 2 (f, a; x) be the number of k ≤ x such that f (k) ∈ P 2 (a). From Theorem 4.8 and the observation in Remark 4.9, one may expect that These observations lead us to expect the following.
Conjecture 6.3. There exists a constant C (II) (c) such that
Here we give a numerical computation for the values π E (x; c) ≫ # y ≤ x p(1, y) and q(1, y) are both primes ≍ x (log x) 2 .
Here, p(1, y) = 9y 2 − 39y + 9c − 14, q(1, y) = 16y 2 − 72y + 16c − 19.
Some Remarks
Remark 6.5. Let P 2 be the set of all pq where p and q are distinct primes with p < q. Moreover, for f ∈ Z[x], let π 2 (f ; x) be the number of k ≤ x such that f (k) ∈ P 2 . Similar to the discussion in § 6.2, one may expect that π 2 (f ; x) is asymptotically equal to a constant multiple of π 2 (x) if f satisfies suitable conditions, that is, (6.4) π 2 (f ; x) ≍ π 2 (x) ∼ x log log x log x .
Here, π 2 (x) is the number of m ≤ x such that m ∈ P 2 . Notice that the second equality relation in (6.4) was obtained by Landau [La] (see also [HW] ).
A positive integer having at most two distinct prime factors is called an almost prime. When f (x) is a quadratic polynomial, it is shown by Iwaniec [I] and Lemke-Oliver [Le] that there are infinitely many k such that f (k) is almost prime. More precisely, they prove that (6.5) π(f ; x) + π 2 (f ; x) ≫ x log x if f satisfies suitable conditions. Of course, the expectation (6.4) is more stronger than the result (6.5). In Figure 13 , we give a numerical computation of π 2 (f ; x)/( x log log x log x ) for x ≤ 5 × 10 4 with f (k) = k 2 + 1, which is studied in [I] . x log log x log x ) with f (k) = k 2 + 1 for x ≤ 5 × 10 4 .
Remark 6.6. If one can prove that there exists infinitely many exceptionals in the framework of graph theory, then, from Theorem 3.6 and Proposition 4.1, one may obtain a theorem of Iwaniec [I] and Lemke-Oliver [Le] type, for at least one of f c . Much more stronger, if one can prove the existence of infinitely many exceptional primes in such a framework, then we can say that the conjecture of Hardy-Littlewood and Bateman-Horn is true for at least one of f c .
Ramanujan abelian graphs of odd order
Our problem can be discussed more general situation. Namely, we can determinel for any finite abelian group G of odd order m, instead of Z m . Let G be the dual group of G and S the set of all Cayley subset of G. Notice that, since m is odd, there is no element in G whose order is two. This means that |S| is even for any S ∈ S and hence l(S) = m − |S| is always odd. We denote by X(S) the Cayley graph of G attached to S ∈ S and Λ(S) the set of all eigenvalues of X(S).
As we have explained in Section 2.1, it can be written as Λ(S) = {λ χ | χ ∈ G} where λ 1 G = |S| with 1 G being the trivial character of G and
From the same discussion as in the proof of Lemma 3.2, it is immediate to see thatl ≥ l 0 = 2⌊ √ m −
