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Abstract
Consider an online facility assignment problem where a set of facilities F = {f1, f2, f3, · · · , f|F |} of
equal capacity l is situated on a metric space and customers arrive one by one in an online manner
on that space. We assign a customer ci to a facility fj before a new customer ci+1 arrives. The cost
of this assignment is the distance between ci and fj . The objective of this problem is to minimize
the sum of all assignment costs. Recently Ahmed et al. (TCS, 806, pp. 455-467, 2020) studied the
problem where the facilities are situated on a line and computed competitive ratio of "Algorithm
Greedy" which assigns the customer to the nearest available facility. They computed competitive
ratio of algorithm named "Algorithm Optimal-Fill" which assigns the new customer considering
optimal assignment of all previous customers. They also studied the problem where the facilities are
situated on a connected unweighted graph.
In this paper we first consider that F is situated on the vertices of a connected unweighted grid
graph G of size r × c and customers arrive one by one having positions on the vertices of G. We
show that Algorithm Greedy has competitive ratio r × c+ r + c and Algorithm Optimal-Fill has
competitive ratio O(r × c). We later show that the competitive ratio of Algorithm Optimal-Fill
is 2|F | for any arbitrary graph. Our bound is tight and better than the previous result. We also
consider the facilities are distributed arbitrarily on a plane and provide an algorithm for the scenario.
We also provide an algorithm that has competitive ratio (2n− 1). Finally, we consider a straight line
metric space and show that no algorithm for the online facility assignment problem has competitive
ratio less than 9.001.
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1 Introduction
Let F = {f1, f2, · · · , f|F |} be a set of facilities, each with capacity l. The facilities are located
on a metric space M . An input sequence I = {c1, c2, · · · , cn} is a set of n customers who
arrive one at a time in an online manner, with ci corresponding to the location of customer i on
M . The algorithms will assign the customer before the next customer appears. The objective
is to minimize the total cost of all assignments. We call this problem the online facility
assignment problem. This problem arises naturally in different practical applications, such
handling online orders for a restaurant with multiple locations, and handling network packets
in network with multiple routers. Consider a high performance computing machine which
utilizes a set of interconnected processors to compute a large amount of jobs scheduled by
the users of an organization. A natural way to speed up the processing time is to use parallel
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XX:2 New Results and Bounds on Facility Assignment Problem
computing: dividing a job into small jobs and assign them into the set of processors. This
problem can be modeled using the online facility assignment problem and a good assignment
of jobs to processors will reduce the communication time and increase the performance of
the overall system.
1.1 Related Works
Ahmed et al. [1] first introduced the problem and calculated the competitive ratio for facilities
on a line graph and facilities on a connected unweighted graph. The offline version of facility
assignment problem can be modeled as transportation problem [12, 7, 14, 4]. In this scenario
all the location of facilities and customers are known beforehand. This can also be thought
as a variant of facility location problem. The online facility assignment problem is related to
the k-server problem proposed by Manasse et al. [13], which decides the scheduling pattern
of a set of k servers will process the request coming in an online pattern. The servers can
move in the plane considering the limitations. There is a famous conjecture related to the
k-server problem which has been proven for some special cases [15, 2, 3]. In online facility
assignment problem the facilities are static and customers arrive in an online manner.
A recently proposed facility location variant is the r-gathering problem. An r-gathering
of a set of customers C for a set of facilities F is an assignment of to open facilities F such
that at least r customers are assigned to each open facility. There is a cost for assigning
a customer to a facility and the objective is to minimize the total assignment cost. The
r-gathering problem was independently introduced by Karger and Minkoff [10] and by Guha
et al. [6](who called it load-balanced facility-location).
The facility assignment problem can be seen as a generalization of the matching problem[14].
Here each facility has capacity l ≥ 1. In the online matching problem the facilities correspond
to the right side of a bipartite graph.
The customers appear in an online manner as vertices on the left side of the graph and
each customer must be assigned to a facility before the next customer appears. This problem
was first independently introduced by Khuller et al. [11] and Kalyanasundaram et al. [8].
The previous results inspired the Facility Assignment Problem. Facility assignment
problem is discussed in detail at [1]. The static facilities are set in different embedding
and the customers arrive in online manner. Assigning any customer to a facility has a
cost. The cost is measured by the distance between the customer and the facility. The
ultimate goal is to minimize the total assignment cost of all the customers. The customers
can appear on a plane or on a connected unweighted graph. The competitive ratios proven
in [1] holds firm whether the set of customers are well-distributed or not. At first the authors
considered the case where both the facilities |F | and the customers |C| are on a straight line.
The proposed Algorithm Greedy has competitive ratio 4|F |. Introducing randomization in
Algorithm Greedy leads to an improved performance of 92 for a special class of input instances.
The authors then described Algorithm Optimal-Fill and show it has competitive ratio |F |.
Then the authors assumed the facilities and the customers are located on the vertices of
an unweighted graph G = (V,E). Algorithm Greedy for this scenario has competitive ratio
2|E(G)| and Algorithm Optimal-Fill has competitive ratio |E(G)||F |r , where r is the radius of
G. Finally, They also briefly discussed on the case where a customer leaves after receiving
service at a facility.
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1.2 Our contributions
In this paper we first consider the case where the facilities are on a grid graph and show
that Algorithm Greedy on grid graph has the competitive ratio of r × c+ r + c. We also
show that the competitive ratio of Algorithm Optimal-Fill on grid graph is O(r × c). The
competitive ratio of Algorithm Optimal-Fill on arbitrary connected unweighted graph is 2|F |.
Our bound is tight and better than the previous result |E||G||F |r , where E is the set of edge
of graph G, F is the set of facilities and r is the radius of the graph.
We then turn to a more generalized form and assume the facilities are situated arbitrarily
on a plane. We use Voronoi diagram to distribute the plane to existing facilities and assign
the customers according to their capacity. The algorithm has a competitive ratio of (2n− 1)
on the plane.
We then consider a straight line metric space. We show that no algorithm for the online
facility assignment problem has competitive ratio less than 9.001. To do this we establish that
the cow path problem and the facility assignment on a line problem from [1] are bijectional.
The rest of this paper is organized as follows. In Section 2 we give some defintions and
terminologies. In Section 3 we study facility assignment on a grid graph. In Section 4 we
study facility assignment on a connected unweighted graph. In Section 5 we study facility
assignment on a plane. Finally, in Section 6 we analyze the hardness result for facility
assignment on a line using cow-path problem.
2 Preliminaries
A graph G = (V,E) consists of a finite set V of vertices and a finite set E of edges; each
edge is an unordered pair of vertices. We often denote the set of vertices G by V (G) and
the set of edges by E(G). A r × c-grid graph is a graph whose vertices correspond to the
grid points of a r × c-grid in the plane and edges correspond to the grid lines between two
consecutive grid points. We say G is unweighted if every edge of G has equal weight. Let u
and v be two vertices of G. If G has a u, v-path, then the distance from u to v is the length
of a shortest u, v-path, denoted by dG(u, v) or simply by d(u, v). If G has no u, v-path then
d(u, v) =∞. The eccentricity of a vertex u in G is maxv∈V (G)d(u, v) and denoted by (u).
The radius r of G is minu∈V (G)(u) and the diameter of G is maxu∈V (G)(u). The center of
G is the subgraph of G induced by vertices of minimum eccentricity.
In the online facility assignment problem, we are given a set of facilities F = {f1, f2,
· · · , f|F |} of equal capacity l in a metric space, and an input sequence of customers I =
{c1, c2, · · · , cn} which is a set of n customers who arrive one at a time in an online manner,
with ci corresponding to the location of customer i in the given space. We say an input
I is well distributed if there is at least one customer between any two adjacent facilities.
The capacity of a facility is reduced by one when a customer is assigned to it. We denote
the current capacity of facility fi by capacityi. A facility fi is called free if capacityi > 0.
Any algorithm ALG for this problem must assign a customer ci to a free facility fj before
a new customer ci+1 arrives. The cost of this assignment is the distance between ci and
fj , which is denoted by distance(fj , ci). We now define the cover area of a facility situated
on a line. Consider a facility fi with two adjacent free facilities fj and fk. Let p1 and p2
be the mid-points of (fi, fj) and (fi, fk) respectively. The cover area of fi is then the line
segment p1 to p2. The total number of customers is, at most, |F |l (where l is the capacity
of a facility) and each customer must be assigned to a facility. For any input sequence of
customers I, Cost_ALG(I) is defined as the total cost of all assignments made by ALG. The
objective is to minimize Cost_ALG(I).
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We say an algorithm is optimal if, for any input sequence of customers, the total cost of
the assignment it provides is the minimum possible. We denote an optimal algorithm by OPT
and the cost of that algorithm by Cost_OPT. An online algorithm ALG is c-competitive if
there is a constant α such that, for all finite input sequences I,
Cost_ALG(I) ≤ c.Cost_OPT(I) + α.
The factor c is called the competitive ratio of ALG. When the additive constant α is less
than or equal to zero (i.e., Cost_ALG(I) ≤ c.Cost_OPT(I)), we may say, for emphasis,
that ALG is strictly c-competitive. An algorithm is called competitive if it attains a constant
competitive ratio c. Although c may be a function of the problem parameters, it must be
independent of the input I. The infimum over the set of all values c such that ALG is
c-competitive is called the competitive ratio of ALG and is denoted by R(ALG).
We can analyze the online algorithm in the context of a game between an online player
and a malicious adversary. The online player runs the online algorithm on an input created
by the adversary. The adversary, based on the knowledge of the online algorithm, constructs
the worst possible input (i.e., one that maximizes the competitive ratio). The adversary
strategy of designing an instance very costly for the target algorithm but, at the same time,
inexpensive for the optimal output.
3 Facility Assignment on a Grid
In this section we assume that the facilities F = {F1, F2, F3, · · · , F|F |} are situated on a grid
graph and the customers C = {c1, c2, c3, · · · , cn} arrive on the vertices of the graph in an
online manner. We assign each customer to a facility before the next customer arrives. In
Section 3.1 we compute the competitive ratio of Algorithm Greedy on a grid graph and in
Section 3.2 we compute that of Optimal-Fill on a grid graph.
3.1 Greedy Approach
Algorithm Greedy assigns the current customer to its nearest unassigned facility. This process
continues until all the facilities are filled up. We now prove the following theorem.
I Theorem 1. LetM be a grid graph of size r×c. Then R(Algorithm Greedy) < r×c+r+c.
Proof. The input sequence can be either well distributed or not well distributed. We consider
these two cases separately. For both cases, assume now that the facilities have unit capacity.
Later we will also deal with the case for capacity l, where l > 1.
We first consider that the input sequence is well distributed. We illustrate a worst case
scenario in Figure 1. There is a facility on every vertex of the graph except v2. The first
customer appears on v2. Without loss of generality we assume that Algorithm Greedy assigns
this customer to the facility on v3. The adversary places the next customer on v3. Since,
the facility on v3 is already assigned for the customer on v2, Algorithm Greedy assigns the
customer on v3 to the facility on v4. The adversary continues this process. The last customer
appears on v15. Algorithm Greedy assigns that customer to the facility on v1. Hence, the
assignment cost of the last customer is equal to (r + c). In the optimal assignment, the
customer on v2 is assigned to the facility on v1 and the remaining customers are assigned to
facilities situated on the same vertex. Hence, the optimal assignment cost is equal to one.
Hence, R(Algorithm Greedy) < r × c+ r + c.
Note that in the example of Figure 1, we assume that Algorithm Greedy always makes
the worst case assignment. For example, the customer on v6 has two nearest facility: the
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facilities on v1 and v7. Algorithm Greedy could assign the customer to the facility on v1
too. However, we assumed that it assigns the customer to the facility on v7 to illustrate a
worst case scenario. In fact the assumption is not invalid since both facilities have the same
distance. However, it is possible to generate a similar scenario where such an assumption is
not necessary. For example, consider the scenario illustrated in Figure 2. The analysis is not
tight in this case. However it is easy to show that R(Algorithm Greedy) ≤ O(r × c).
Figure 1 The worst case scenario of Algorithm Greedy
In the second case, the input sequence is not well distributed. It is very simple to show
that the ratio between Cost_Algorithm_Greedy(I) and Cost_OPT(I) will not be greater
than the ratio in the first case. The customers are concentrated in some small areas and the
effect of different assignments is limited to only these spanning areas. If the spanning areas
are very small, no algorithm can save that much. In extreme case, when all customers are
placed in the same location, all assignments are same.
Figure 2 Another configuration where Algorithm Greedy shows poor performance
In the analysis above we assumed unit capacity; now let each facility have capacity l,
where l > 1. Suppose that there exists an input sequence of customers I for which the ratio
is greater than r × c+ r + c. We can partition I into I1, I2, · · · , Il in such a way that the
following conditions hold:
Ii ∩ Ij = ∅ for 1 ≤ i, j ≤ l and i 6= j.
I1 ∪ I2 ∪ · · · ∪ Il = I.
Exactly one customer from Ii is assigned to a facility fj for 1 ≤ i ≤ l and 1 ≤ j ≤ |F |.
Then there exists a set Imax ∈ {I1, I2, · · · , Il} such that the ratio of the corresponding
cost of Algorithm Greedy to the cost of OPT is greater than r × c+ r + c. If we take a set
of facilities with unit capacities and place the customers of Imax in the same order as they
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appear in I, the ratio would be greater than r × c+ r + c which is a contradiction to the
bound of unit capacity.
J
3.2 Optimal-Fill Approach
In the previous section we provided the analysis of Algorithm Greedy on a grid graph. We
now provide the analysis of Algorithm Optimal-Fill [1] on a grid graph. The idea behind
this approach is that when a new customer ci arrives, it finds out the new facility fj that
would be selected by an optimal assignment of all the customers c1, c2, · · · ci. Algorithm
Optimal-Fill then assigns ci to fj . In other words, consider the ith step of the algorithm,
customer ci just appeared and the Algorithm Optimal-Fill has not assigned ci to any facility
yet. Now, there are i customers, i − 1 of them are already assigned by the algorithm, let
the set of facilities assigned for these customers is FOptimal-Fill. Algorithm Optimal-Fill will
find the optimal assignment of the i customers. Suppose the set of facilities assigned by
the optimal algorithm is FOPT. For simplicity assume that each facility has unit capacity.
Since, the optimal assignment considered i customers and Algorithm Optimal-Fill assigned
i− 1 customers, |FOPT| − |FOptimal-Fill| = 1. Algorithm Optimal-Fill selects the facility in
FOPT \ FOptimal-Fill and assign ci to that facility. The motivation behind this algorithm is
if an algorithm follows the optimal assignment, then it can get rid of some traps that the
adversary may set up like shown in Figure 2. For example, when the adversary places the
third customer on v5, if we check the optimal assignment of three customers, then a natural
action is to assign the customer on v5 to the facility on v1. Ahmed et al. [1] provided the
analysis of Algorithm Optimal-Fill when the metric space is a line. Here, we consider the
problem on a grid which is a more general metric space.
I Lemma 2. Let G be a n× n grid graph where n > 1. Let c be the center of the graph. Let
V ′ be a set of vertices such that every vertex in V ′ has equal distance from c. Then the size
of V ′ is at most 2n− 2.
I Lemma 3. Let G be a n× n grid graph. Let c be the center of the graph. Let V ′ be the
set of vertices such that every vertex in V ′ has distance equal to r from c where r > 0. Then
the size of V ′ is at most 4r.
I Lemma 4. Let G be a n× n grid graph. Let c be the center of the graph. Let V ′ be the
set of vertices such that every vertex in V ′ has distance equal to r from c where r > 0. Every
vertex v in V ′ has a facility situated on top of it. Then total assignment cost of Algorithm
Optimal-Fill is O(r2).
The proofs of above lemmas are deferred to Appendix A, B, and C.
I Theorem 5. LetM be a grid of size r × c. Then R(Algorithm Optimal-Fill) ≤ O(r × c).
Proof. We only assume the case where the input is well-distributed and every facility has
unit capacity. The analysis of other cases is similar to Algorithm Greedy. In the worst case,
there is a facility on every vertex except the center of the grid. The adversary places the first
customer to the center vertex. Algorithm Optimal-Fill assigns that customer to the closest
facility f1. Then the adversary places the next customer exactly on f1. However, Algorithm
Optimal-Fill can not assign the new customer to f1, since f1 is already assigned to another
customer. Suppose, Algorithm Optimal-Fill assigns the new customer to facility f2. The
adversary places the next customer on f2 and continues this process. The situation is similar
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to Figure 6. For simplicity we assume that r = c = n. By Lemma 2 we know that there
are O(n) vertices in a set of vertices such that each has the same distance from the center.
Since there are O(n2) vertices in total we can have O(n) such set. By Lemma 4, we know
that the cost of total assignment cost corresponding to the set of vertices having an equal
length from the center is O(n2). Since the graph is a grid, the radius of the graph is O(n).
Hence, in total the cost of Algorithm Optimal-Fill is O(n3). The optimal algorithm assigns
the customer placed on the center vertex with cost O(n) and the remaining customers do not
have a significant assignment cost. Hence, the ratio of the cost of Algorithm Optimal-Fill to
the optimal algorithm is O(n2).
We now consider the case where r 6= c. Without loss of generality, we assume that r > c.
The equivalent result corresponding to Lemma 2 is the size of V ′ is at most O(c) where
V ′ is a set of vertices such that every vertex in V ′ has equal distance from a center vertex.
Consider the distance of a vertex in V ′ from the center is d. If d ≤ c, then it is trivial to show
that the size of V ′ is at most O(c). Now, if d > c, then there are O(d− c) rows for which
there are no corresponding vertices in V ′. Hence, the size of V ′ is at most O(c). Using a
similar argument for the scenario r = c, we can show that the ratio of the cost of Algorithm
Optimal-Fill to the optimal algorithm is O(r × c).
J
4 Facility Assignment on Connected Unweighted Graphs
In this section we analyze the competitive ratio of Algorithm Optimal-Fill on a connected
unweighted graph. It is known from [1] that the optimal fill approach has the competitive
ratio of |E||F |r , where |E| is the number of edges, |F | is the number of facilities and r is the
radius of the given graph. In this section we provide a tighter bound equal to 2|F |. Before
providing the main theorem, we first prove a useful lemma.
I Lemma 6. Assume that Algorithm Optimal-Fill assigned a customer on vertex vc to a
facility on vertex vf . Let the distance between vc and vf be equal to x. Let the closest facility
from vc along the path from vc to vf be situated on vertex vf ′ . Let the distance between vf
to vf ′ be x′. Note that, x ≥ x′. Then the cost of the optimal algorithm is at least x′2 .
The proof is deferred to Appendix D.
I Theorem 7. LetM be a connected unweighted graph and let a set of facilities F be placed
on the vertices ofM. Then R(Algorithm Optimal-Fill) ≤ 2|F |.
Proof. We assume that the facilities have unit capacity since the analysis is similar to
Theorem 1 for capacity l, where l > 1. Two facilities fi and fj are adjacent if there exists a
path P from fi to fj such that no other facilities are situated on P . Recall the definition
of a well distributed input sequence: an input I is well distributed if there is at least one
customer between any two adjacent facilities. We first prove the claim for an input I which is
well distributed. Then we show how to transform I to I ′ such that I ′ is not well distributed
and show that the competitive ratios of I and I ′ are the same.
We consider two cases;M has no cycle andM contains at least one cycle. IfM does not
have any cycle, there is only one path between two vertices. Consider the scenario shown
in Figure 3, while assigning the last customer, Algorithm Optimal-Fill has to traverse the
whole path. A square box represents a facility and the input customers are shown by their
sequence numbers.
IfM contains a cycle, R(Algorithm Optimal-Fill) does not increase. Consider a set of
facilities F are situated on a cycle. The scenario is almost same as before except one extra
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Figure 3 The configurations of Algorithm Optimal-Fill and OPT for a path and a cycle.
edge present in the graph due to the fact that it is a cycle. This extra edge may provide a
shorter path to assign the last customer to a free facility as shown in Figure 3. Hence, in this
case the ratio between Cost_Optimal_Fill(I) and Cost_OPT(I) is less than the previous
case.
Figure 4 The worst case scenario of Algorithm Optimal-Fill and OPT for graphs.
According to the above argument, the worst case scenario arise whenM is a tree. The
worst case scenario is shown in Figure 4. We will formally prove it later by providing a tight
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competitive ratio. Let x be a vertex in the center of M which is not a facility. The first
customer c1 is placed on x. Algorithm Optimal-Fill pays a cost equal to the distance between
c1 and the closest free facility. For a customer ci (i > 1), let fi−1 be the facility which has
been assigned to ci−1 by Algorithm Optimal-Fill when ci−1 arrives. Let fi be the new facility
used by OPT for assigning the customers c1, c2, · · · cn. Algorithm Optimal-Fill pays a cost
equal to the distance between two facilities fi−1 and fi for each customer ci, except the first
one (see Figure 4). The adversary pays a cost which is no more than radius only for the first
customer. The assignment costs for each customer by Algorithm Optimal-Fill is no more than
2|F |r, where r is the radius ofM. The optimal algorithm only pays r for the first customer.
Hence, R(Algorithm Optimal-Fill) is at most 2|F |. Let f be the closest facility from a leaf b
ofM. Consider a customer c who appears between b and f . The distance between c and
f is distance(f, c). Both Cost_Algorithm_Optimal_Fill(I) and Cost_OPT(I) must pay
the amount distance(f, c). The ratio of Cost_Algorithm_Optimal_Fill(I) to Cost_OPT(I)
increases when distance(f, c) decreases. Hence, we can assume that there is a facility in
every leaf ofM. We now prove that for any input sequence, the ratio between the cost of
Algorithm Optimal-Fill and the cost of OPT is no more than 2|F |.
An assignment cost of a customer can be at most 2r. Hence, the total assignment cost of
Algorithm Optimal-Fill is at most 2r|F |. Then by pigeonhole principle at least one customer
c has cost at least 2r. Let the customer is situated on vertex vc. Assume that Algorithm
Optimal-Fill assigned c to a facility on vertex vf . Note that, both vc and vf are two leaves
since the distance between them is 2r. This means there is also a facility on vc since we
assumed that there is a facility on each leaf. By Lemma 6, the cost of the optimal algorithm
is at least r. Hence, the ratio of Cost_Algorithm_Optimal_Fill(I) to Cost_OPT(I) is no
more than 2|F |.
We now specifically present the gap between the analysis of Ahmed et al. [1]. They have
shown that the competitive ratio of Algorithm Optimal-Fill is |E||F |r , where E is the set of
edges of graph G, F is the set of facilities and r is the radius of the graph. However, their
analysis is not tight. In their argument, they mentioned that every edge will be counted at
most |F | times since there are |F | customers in the unit capacity setting. Hence, the total
assignment cost is |E||G|. This counting bound is not tight, since each assignment cost can
be no more than 2r. Hence, the total assignment cost is at most 2r|F |.
Now suppose the input sequence I is not well distributed. Let M′ be the minimum
subgraph ofM so that all customers are situated onM′. Consider the set of facilities F ′
situated onM′. In the worst case the customers assigned to those facilities by Algorithm
Optimal-Fill incur total cost less than |F ′| and OPT incurs only r′, where r′ is the radius
ofM′. If OPT incurs cost x to assign a customer to a remaining facility, then Algorithm
Greedy incurs at most x + |E(M′)| cost to assign a customer to that facility. Hence,
Cost_Optimal_Fill(I) ≤ Cost_OPT(I) − r′ + |E(M′)|(|E(M)| − |E(M′)|) + 2|F ′|. It
follows that if |E(M′)| is small then Algorithm Optimal-Fill will perform similar to OPT.
The larger the value of |E(M′)| the more well distributed the input I becomes. Hence
R(Algorithm Optimal-Fill) ≤ 2|F |. J
5 Facility assignment on a plane
A Voronoi diagram is a partition of a plane into regions close to each of a given set of objects.
In the simplest case, these objects are just finitely many points in the plane (called seeds,
sites, or generators). For each seed there is a corresponding region consisting of all points of
the plane closer to that seed than to any other. These regions are called Voronoi cells.
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Let P = {p1, p2, · · · , pn} be a set of n distinct points in the plane; these points are the
sites. We define the Voronoi diagram of P as the subdivision of the plane into n cells, one
for each site in P , with the property that a point q lies in the cell corresponding to a site pi
if and only if dist(q, pi) < dist(q, pj) for each pj ∈ P with j ≤ i. Here dist(x, y) defines the
euclidean distance between two points x and y.
A weighted Voronoi diagram is a special case of a Voronoi diagram. The Voronoi cells
in a weighted Voronoi diagram are defined in terms of a distance function. The distance
function may specify the usual Euclidean distance, or may be some other, special distance
function. Usually, the distance function is a function of the generator point’s weights. We
divide the plane into n cells and assign them to the nearest facilities. Each cell is assigned to
a facility and we call each cell the area of influence of the facility.
When a customer appears, we locate the area of influence where the customer is located.
We assign the customer to the corresponding facility of that area of influence. The voronoi
diagram is redrawn after adjusting the new weights(capacities) of the facilities. The process
continues until all the facilities are filled up. We provide the algorithm in Appendix E.
I Theorem 8. Let F = {f1, f2, · · · , fn} be a set of facilities situated on a 2D plane, then
R(Algorithm Capacity sensitive voronoi) ≤ 2n− 1.
Proof. For this proof we consider n number of facilities inside a regular polygon with n
vertices. We can divide the the polygon into n triangles. The facilities are situated in the
centroid of the triangles. At first we assume each facility has unit capacity and they are
well-distributed throughout the plane. Once a customer is assigned, the customer can not
leave or interchange position with any other customer. Suppose the length of the side of
the outermost square is d. Let cost(ALG) be the measured cost of our algorithm and
cost(OPT) be the measured cost of optimal algorithm where the sequence was known
beforehand. In the worst case scenario, first customer arrives at the middle of the connecting
lines of two facilities. The adversary sets the next customers on top of the facilities which
are recently filled up.
Figure 5 Facility Assignment on a Plane
Suppose that there are four customers on a plane just like in Figure 5. Here the first
customer c1 will be assigned to the facility to the right. Then the following customer c2
will appear on the facility where the first customer is assigned. the second customer will be
assigned to the facility to the right as it is in the figure. The total cost of assigning four
customers will be
cost(ALG) = d
3
√
2
+
√
2d
3 +
√
2d
3 +
√
2d
3 =
7
3
√
2
d.
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In this case optimal algorithm would place the first customer to the facility in the left
and the total cost would be
cost(ALG) = d
3
√
2
+ 0 + 0 + 0 = 1
3
√
2
d.
Then the competitive ratio would be
R(Algorithm Capacity sensitive voronoi) = cost(ALG)
cost(OPT ) =
7d/3
√
2
d/3
√
2
= 7.
We can generalize this approach for n facilities with unit capacity. Suppose there are
n facilities with unit capacity which are equally distributed inside the polygon and n ≥ 3.
Let d be the radius of the side length of the polygon and the distance between two adjacent
facility is p. It is trivial to show that p = f(d).
If the first customer arrives strictly interior to a voronoi edge that does not belong to the
convex hull. Our algorithm assigns it to the closest facility, then the next customer arrives
on the top of the facility which is occupied by the first customer. So the customer is assigned
to the facility right-adjacent to the position of the customer. This process goes on until all
the customers arrive and get assigned. The cost of the algorithm is
cost(ALG) = p2 +
n−1∑
i=1
p = 2n− 12 p.
But if the sequence is known to us beforehand, just like an offline algorithm , the optimal
assignment would be to choose the alternate facility for the first customer and other customers
will have zero cost when assigning the them to the facilities. The cost of OPT would be
cost(OPT ) = p2 + 0 + 0 + · · · =
p
2 .
Then the competitive ratio would be
R(Algorithm Capacity sensitive voronoi) = cost(ALG)
cost(OPT ) =
(2n− 1)p/2
p/2 = 2n− 1.
We now assume the input sequence is not well distributed. The argument is similar to 1.
Whether the spanning area is small or all customers are placed in the same location, the cost
does not improve in any case.
J
6 Hardness result
The online facility assignment problem is related to the cow path problem where a cow is
searching for the bridge in order to cross a river. We can represent the river by a straight line,
where the initial position of the cow is at the center of the line. With out loss of generality
we can assume that the cow starts to move d1 steps left from the origin, turn right and
moves d2 steps right to the origin, turn again to left and moves d3 steps from the origin
(d3 > d1). The cow continues this process until it finds the bridge. We say a cow path is
c-competitive if the summation of the total steps to left and right is no more than c-times
than the minimum number of steps.
We can simulate the cow path problem in an instance of thie online facility assignment
problem by generating the input sequence of customers in a special way. We consider an
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instance where the capacity of each facility is equal to one. Hence, only one customer can be
assigned to each facility. We assume that the facilities are located on the integer points of the
straight line and the customers appear on the integer points in an online manner. Suppose
ALG is a c-competitive algorithm for the assignment problem. When a customer ci appears,
it is assigned to either the closest free facility fl at left of ci or to the closest free facility
fr at right of ci by algorithm ALG. Note that, if we consider a facility f ′l which is further
left of ci compared to fl and later another customer cj is assigned to fl, then the overall
assignment cost is never going to decrease. Hence, any algorithm that is trying to minimize
the total assignment cost may only consider the closest left and right free facility only.
Now consider the first two customers are placed on the middle facility fm (center of the
straight line). With out loss of generality, we assume that the second customer is assigned
to fm−1 by ALG. Now the third customer c3 is placed exactly on fm−1 and suppose ALG
assigns it to fm−2. The adversary places the next customer c4 exactly on fm−2. This process
continues and at some point ALG has to assign the new customer to fm+1. Otherwise ALG
can not be a c-competitive algorithm and later at some point ALG has to switch to left again.
Hence, the assignment direction switches left and right similar to a cow path. We show the
relationship between an assignment and cow path is the following lemma.
I Lemma 9. Any c-competitive algorithm for online facility assignment on a line yields a
c-competitive algorithm for the cow path problem.
The proof is deferred to Appendix F. If we set the capacity of each facility equal to one,
then the problem is called the online matching problem. Hence, the online facility assignment
problem is a generalized version of the online matching problem. Due to the relationship
between the cow path problem and the online matching problem it has been conjectured
that there exists a 9-competitive algorithm for the online matching problem similar to the
cow path problem [9]. However, Fuchs et al. [5] have shown that no algorithm for the
online matching problem has competitive ratio less than 9.001, which immediately yields the
following corollary.
I Corollary 10. Let ALG be an algorithm for online facility assignment on a line. Then
R(ALG) ≥ 9.001.
7 Conclusion
We first computed that Algorithm Greedy on grid graph has the competitive ratio of
r × c+ r + c. We also showed that the competitive ratio of Algorithm Optimal-Fill on grid
graph is O(r × c). The competitive ratio of Algorithm Optimal-Fill for arbitrary connected
unweighted graph is 2|F | which is tight and better than the previous result |E||F |r , where E
is the set of edge of graph G, F is the set of facilities and r is the radius of the graph.
Then we provide an algorithm to compute assignment on a plane that has competitive
ratio of (2n − 1). Finally, we show that no algorithm which assigns facilities on a line
has competitive ratio less than 9.001. The algorithm we studied in this paper has a linear
competitive ratio in terms of the number of vertices or facilities. The development of
algorithms that has a sublinear or constant competitive ratio remains an interesting open
problem.
References
1 Abu Reyan Ahmed, Md Saidur Rahman, and Stephen Kobourov. Online facility assignment.
Theoretical Computer Science, 806:455–467, 2020.
Muttakee et al. XX:13
2 Marek Chrobak, Howard Karloff, Thomas Payne, and Sundar Vishwanathan. New results on
server problems. SIAM Journal on Discrete Mathematics, pages 291–300, 1990.
3 Marek Chrobak and Lawrence L. Larmore. An optimal on-line algorithm for k-servers on trees.
SIAM Journal on Computing, 20(1):144–148, February 1991.
4 LR Ford Jr and Delbert Ray Fulkerson. Solving the transportation problem. Management
Science, 3(1):24–32, 1956.
5 Bernhard Fuchs, Winfried Hochstättler, and Walter Kern. Online matching on a line. Theor-
etical Computer Science, 332:251 – 264, 2005.
6 Sudipto Guha, Adam Meyerson, and Kamesh Munagala. Hierarchical placement and network
design problems. In Proceedings of the 41st Annual Symposium on the Foundations of Computer
Science (FOCS), pages 603–612. IEEE, 2000.
7 Frank L. Hitchcock. The distribution of a product from several sources to numerous localities.
MIT Journal of Mathematics and Physics, 20:224–230, 1941.
8 Bala Kalyanasundaram and Kirk Pruhs. Online weighted matching. Journal of Algorithms,
14:478 – 488, 1993.
9 Bala Kalyanasundaram and Kirk Pruhs. On-line network optimization problems, pages 268–280.
Springer Berlin Heidelberg, Berlin, Heidelberg, 1998.
10 D. R. Karger and M. Minkoff. Building Steiner trees with incomplete global knowledge. In
Proceedings of the 41st Annual Symposium on Foundations of Computer Science (FOCS),
pages 613–623, 2000.
11 Samir Khuller, Stephen G. Mitchell, and Vijay V. Vazirani. On-line algorithms for weighted
bipartite matching and stable marriages. Theoretical Computer Science, 127:255 – 267, 1994.
12 Eugene L. Lawler. Combinatorial Optimization: Networks and Matroids. Holt, Rinehart, and
Winston, New York, 1976.
13 Mark S. Manasse, Lyle A. McGeoch, and Daniel D. Sleator. Competitive algorithms for server
problems. Journal of Algorithms, 11:208–230, May 1990.
14 Alexander Schrijver. On the history of the transportation and maximum flow problems.
Mathematical Programming, 91:437–445, 2002.
15 Daniel D. Sleator and Robert E. Tarjan. Amortized efficiency of list update and paging rules.
Communications of the ACM, 28(2):202–208, February 1985.
A Proof of Lemma 2
Proof. Every row can have at most two vertices that have equal distance from r. The top
and bottom row can have at most one vertex. Hence, the total number of vertices in V ′ can
be at most 2n− 2. J
B Proof of Lemma 3
Proof. The claim is true for r equal to 0 and 1. Now let the claim be true for r = k. We
need to show that the claim is true for r = k + 1. Let Vk be the set of vertices for r = k.
Hence, |Vk| = 4k by induction hypothesis. We now show that Vk+1 = 4(k + 1). We consider
every row of Vk. If a row has one vertex v, then the left and right neighbors of v belong to
Vk+1. If a row has two vertices, then there are two vertices in Vk+1 from that row: one is the
right neighbor of the right vertex and another is the left neighbor of the left vertex. Note
that, here we assumed that such neighbors exist, otherwise there is no vertex from that row
to Vk+1. There are two rows for Vk having only one vertex. Also, at most two new rows can
be considered for Vk+1 each having one vertex. Hence, we have at most four more vertices in
Vk+1. J
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C Proof of Lemma 4
Proof. We consider the worst case scenario: there is a facility with unit capacity on every
vertex of V ′. The adversary places a customer on the center vertex c, Algorithm Optimal-Fill
assigns it to the facility situated on v1, see Figure 6. The adversary places the next customer
on v1, Algorithm Optimal-Fill assigns that customer to the facility on v2. The adversary
continues this process, placing new customer to a facility which is already assigned to another
customer. Note that, the scenario shown in Figure 6 is not unique, however in each step
Algorithm Optimal fill pays O(r) cost. By Lemma 3, there are O(r) such facility in V ′.
Hence, the total assignment cost of Algorithm Optimal-Fill is O(r2). J
Figure 6 A costly configurations of Algorithm Optimal-Fill
D Proof of Lemma 6
Proof. If each customer is assigned very close to a free facility then optimal assignment
and Algorithm Optimal-Fill are the same. In order to force Algorithm Optimal-Fill to pay
significantly more compared to an optimal assignment, the adversary has to force Algorithm
Optimal-Fill to make large assignments in every step. According to our claim if an assignment
of a particular customer by Algorithm Optimal-Fill is large, then the total optimal assignment
is at least approximately half of that large assignment cost. We have pictorially shown why
this happens in Figure 7.
Muttakee et al. XX:15
(a) Initially, OPT and Al-
gorithm Optimal-Fill has the
same assignment
(b) The optimal assignment
changes after the third customer
appear
(c) The assignment of Algorithm
Optimal-Fill after the third cus-
tomer appears
Figure 7 Algorithm Optimal-Fill has a large assignment cost for the third customer that appeared
on vertex v2. In Figure (a) we can see that we have two customers on vertex v1 and v4. The
assignment costs of both customers for Algorithm Optima-Fill and the optimal algorithm are the
same. Both of the assignment costs are relatively small. In Figure (b) a new customer arrives on
vertex v2. As the optimal assignments change for both previous customers, Algorithm Optimal-Fill
has to pay a large cost for c3. In Figure (c) we see that Algorithm Optimal-Fill assigns the third
customer on v2 to the facility on v5 since the optimal algorithm uses this facility in one assignment.
Lets now explain that formally. In the initial assignment, the adversary can not do very
much since all the facilities are free. Suppose the adversary places the first customer c1
around the midpoint of two facilities. For example, 1 away from the midpoint. Let the
midpoint be vertex v1, see Figure 8a. Suppose the two closest facility of c1 are f1 and f2. If
Algorithm Optimal-Fill assigns c1 to f1 then it will save 21 compared to the assignment cost
of c1 to f2. Obviously, Algorithm Optimal-Fill will assign c1 to f1 since it is free. However,
we compared the two assignment cost because it will play an important role in the analysis.
Now the adversary will place the second customer c2 also very close to f1. Suppose the
two adjacent facilities of c2 are f1 and f3. The distance of c2 from the midpoint of f1 and
f3 is 2. Let the midpoint be vertex v2, see Figure 8a. Now the adversary will try to make
the assignment cost of c2 as large as possible. One possibility is to assign c2 to f3 since f1
is not free. But the assignment cost of Algorithm Optimal-Fill will be significantly larger
if Algorithm Optimal-Fill assigns c2 to f2. In order to make it happen, the adversary has
to adjust the optimal assignment since, opt-fill makes its decision based on the optimal
assignment. The adversary has to make 2 > 1 to force optimal algorithm to assign c2 to
f1 and c1 to f2, see Figure 8a. Note that, f1 is closer to c1 compared to f2 but still in the
optimal assignment c1 is assigned to f2 because the overall assignment cost will decrease. If
the assignment cost of c2 by Algorithm Optimal-Fill is x, then the total optimal assignment
cost is around x/2. More specifically, let the distance between f1 and f2 is x′. Here, x is a
little larger than x′ and the cost of assigning c1 by optimal algorithm is larger than x′/2.
Note that the argument x is a little larger than x′ might not be quite reasonable for only
two customers, but in a long run the value of x will be dominated by x′ where x′ is the
distance between the facility assigned for the last customer and the closest facility along that
direction to the last customer.
Now we transfer this scenario to an equivalent scenario by adjusting the value of 1 and
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2. We assign ′1 = 0 and ′2 = 2 − 1. Note that, the last assignment cost by Algorithm
Optimal-Fill and the total assignment cost of optimal assignment remains the same. However,
it is more straightforward to argue that the total optimal assignment is half of the last
assignment cost of opt-fill. Since, c1 is exactly at the midpoint of f1 and f2. For this
simple scenario, this transformation may not be necessary, but we will find it useful later in
complicated scenarios, see Figure 8b.
(a) Original configuration with two customers. (b) An equivalent configuration.
Figure 8 (a) The adversary placing customers around the midpoint of two facilities to harm
Algorithm Optimal-Fill. Here, the dotted line indicates that we are drawing a portion of the
unweighted graph, there are other vertices in this graph that do not play a significant role to
illustrate the idea and not shown in the figure. (b) This configuration is equivalent to Figure 8a.
Now let us consider that we have more than two customers. Let the current customer is
ci. Now suppose ci is assigned to a facility that is far away from it due to the trick adversary
plays as described above. Now let us assume that the facility ci is assigned by Algorithm
Optimal-Fill is fi and the closest facility in that direction is f ′i . Now, suppose the second
closest facility to ci is f ′′i . Suppose the distance from the midpoint of f ′i and f ′′i is i. Now,
we adjust the values 1, 2, · · · , i as described above so that ′i ≥ 0 and ′j = 0, j < i. Now if
the distance between fi and f ′i is x, then the total optimal assignment is x/2, see Figure 9.
Also, the assignment cost of ci by Algorithm Optimal-Fill is approximately x. Hence, the
claim is true.
(a) The assignment of Algorithm Optimal-Fill. (b) The assignment of the optimal algorithm.
Figure 9 (a) The customer ci is assigned to fi. It can not be assigned to f ′i since another
customer has been already assigned to that facility. Note that we do not show the assignments of
the remaining customers to keep the figures simple. The customer ci could be assigned to f ′′i , but
the reason ci is eventually assigned to fi is the optimal assignment, see Figure (b).
J
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E Algorithm Capacity sensitive Voronoi diagram
Algorithm 1 Capacity sensitive Voronoi diagram
n← number of facilities
F []← array of facility
C[]← array of the capacity of the facilities
cost← 0
for i← 1 to n do
F [i]← co-ordinate of the i-th facility
C[i]← capacity of the i-th facility
end for
while customers are coming do
locate← co-ordinate of the location of customer
Draw a weighted Voronoi diagram using F and C
k ← index of the facility’s area of influence
cost← cost+ distance(F [k], locate)
C[k]← C[k]− 1
if C[k] == 0 then
remove the facility F [k] from F
end if
end while
F Proof of Lemma 9
Proof. The adversary starts by placing two customers exactly on the middle facility. The
remaining customers are placed exactly on the facilities that has been used for the immediate
previous customers. The optimal assignment cost is distance between the middle facility
and the last facility. In the instance of the cow path problem the bridge is situated at the
location of the last facility assigned. In both instances the total cost of the algorithm and
the optimal cost is same. Hence, an algorithm for the assignment problem generates a valid
cow path having same competitive ratio. J
