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Rost nilpotence and higher unramified cohomology
H. Anthony Diaz
Abstract
We develop an approach to proving the Rost nilpotence principle involving higher unrami-
fied cohomology. We use this to prove the principle for certain varieties of dimension ≤ 3
over a perfect field.
Introduction
Let X be a smooth projective variety over a field k. Also, let Mk be the category of Chow
motives over k. The Rost nilpotence principle predicts that for any field extension E/k, the
kernel of the extension of scalars map
EndMk(h(X))→ EndME (h(XE)) (1)
consists of nilpotent correspondences. Rost first proved this for a smooth projective quadric over
a field of characteristic 6= 2 in [31] (see also [6]). A consequence is that the Chow motive of a
smooth quadric can be decomposed as a direct sum of (twisted) motives of anisotropic quadrics,
and this played an important role in the proof of the Milnor conjecture by Voevodsky [32].
The Rost nilpotence principle is desireable, as it would imply for instance that Chow motives
do not vanish upon passage to field extensions (in this sense, it may be viewed as a torsion ana-
logue of a well-known nilpotence conjecture for rational correspondences [21]). It is conjectured
to hold in general and has been proved in several other important cases. Chernousov, Gille
and Merkurjev [7] proved that it holds for projective homogeneous varieties. Moreover, using
Rost cycle modules [30], Gille showed that the Rost nilpotence principle holds for geometrically
rational surfaces [13] and for smooth, projective, geometrically integral surfaces (char k = 0)
[14]. (Using different methods, he also proved it for smooth projective, geometrically integral
threefolds which are birationally isomorphic to toric models [15].)
Another approach to proving Rost nilpotence was developed by Rosenschon and Sawant [28].
Their approach involves e´tale motivic cohomology groups HmL (X,Z(n)) which in many ways are
better behaved than the usual motivic cohomology groups (see, for instance, [29]). In particular,
for any finite Galois extension E/k there is a Hochschild-Serre spectral sequence:
Ep,q2 = H
p(Gal(E/k), HqL(XE ,Z(n))⇒ H
p+q
L (X,Z(n))
Moreover, using the triangulated category of e´tale mixed motives, this spectral sequence is
functorial for the action of correspondences after inverting the exponential characteristic of k
(see [28] §3). Using this, they are able to prove that if γ ∈ CHd(X×X) lies in the kernel of (1),
then the action of γ on the e´tale motivic cohomology groups of X (and its products) is nilpotent.
As a consequence, they obtain the Rost nilpotence principle for smooth projective surfaces in
1
characteristic 0 (and with some more work, birationally ruled threefolds in characteristic 0).
Our goal in this paper will be to explore the relationship between Rost nilpotence and higher
unramified cohomology. The usual unramified cohomology groups H∗nr(X) are well-known and
since [8] have been quite useful in proving that certain varieties are not rational (or stably
rational). The right derived analogues of these groups are the higher unramified cohomology
groups. (It’s worth noting that these latter have also been considered as birational invariants;
see, for instance, [27] and [20].) The na¨ıve view is that the higher unramified cohomology
groups control the extent to which motivic cohomology and e´tale motivic cohomology fail to
coincide. Thus, given the main result of [28], one would expect the Rost nilpotence principle
to follow from a statement about correspondences acting on unramified cohomology. In this
direction, our main result (Theorem 3.1) shows that a correspondence γ that lies in the kernel
of (1) is nilpotent, provided that the action of γ on certain higher unramified cohomology
groups is nilpotent. The use of unramified cohomology groups allows one to avoid the issue of
p-primary torsion in characteristic p > 0, an issue which arises in the motivic context because
of non-homotopy-invariant phenomena. In particular, since the assumption of Theorem 3.1
is automatically satisfied for surfaces, we are able to extend the Rost nilpotence principle to
surfaces over a perfect field. Then, using a Bloch-Srinivas-type argument, we are able to prove
the following as a consequence:
Corollary 0.1 (=Corollary 3.3). Suppose that X is a smooth projective variety of dimension
≤ 3 over a perfect field k whose Chow group CH0 is universally supported in dimension ≤ 2 (in
the sense of [5]; see also Definition 3.1). Then, X satisfies the Rost nilpotence principle.
The proof of Theorem 3.1 is rather short and exploits certain functoriality properties of the local-
to-global spectral sequence for higher unramified cohomology, as well as that of the Hochschild-
Serre spectral sequence for e´tale cohomology groups. The idea will be to prove that any cycle
in the kernel of (1) is nilpotent in e´tale cohomology and then to use the local-to-global spectral
sequence to obtain a nilpotence statement in the Chow group. Since the cycle class map is not
guaranteed to be injective even in low degree, we make use of a Bockstein-type sequence that
overcomes this difficulty. The proofs of the applications that follow Theorem 3.1 are familiar
argument in the spirit of [5].
Acknowledgements
The author would like to thank Bruno Kahn for taking the time to read several drafts of an
earlier paper that inspired this one; his comments were indispensable. The author also thanks
Anand Sawant for his interest and Fre´de´ric De´glise for a clarification.
Conventions and notations
Throughout, we will assume that all schemes are separated and defined over a field k. The term
variety will be used when the scheme is of finite type, reduced and equidimensional. In the case
that X is irreducible, we let k(X) denote the function field and η the generic point. For any
field extension L/k and X a scheme over k, XL = X ×k L. We also let k the algebraic closure
and X = X ×k k. Unless otherwise specified, all Chow groups will have integral coefficients.
The notation ℓ will be reserved for a prime number. For an Abelian group A and n ≥ 1 an
integer, A[n] denotes the n-torsion of A; in particular, for a prime number ℓ, A[ℓ∞] denotes the
ℓ-primary torsion of A.
2
1 Higher unramified cohomology
Throughout this section, consider a smooth variety X over a perfect field k. Then, for n, r ≥ 1,
there are the e´tale sheaves over X :
(Z/ℓr)X(n) =
{
µ⊗nℓr ℓ 6= char F
νr(n)[−n] ℓ = char F = p (if p > 0)
where νr(n) denotes the sheaf of logarithmic Hodge-Witt differentials defined by Illusie [19].
We will abuse notation and use Z/ℓr(n) instead of (Z/ℓr)X(n), when there is no danger of
ambiguity. Moreover, we let HmX(Z/ℓ
r(n)) denote the Zariski sheaf associated to the presheaf
U 7→ Hme´t (U,Z/ℓ
r(n)). This is the unramified cohomology sheaf.
1.1 Gersten resolution and operations
Now, letX(i) denote the irreducible closed subsets ofX of codimension i and ix : Spec k(x) →֒ X
be the corresponding inclusion. For ℓ 6= char k, the sheaf HmX(Z/ℓ
r(n)) fits into the following
short exact sequence of sheaves involving Galois cohomology:
0→ HmX(Z/ℓ
r(n))→
⊕
x∈X(0)
ix∗(H
m(k(x), µ⊗nℓr ))
∂0
−→
⊕
x∈X(1)
ix∗(H
m−1(k(x), µ⊗n−1ℓr )) (2)
where the arrows are the sums of residue maps for Galois cohomology. By the results of [2], (2)
extends to the well-known Gersten resolution:
. . .→
⊕
x∈X(i)
ix∗(H
m−i(k(x), µ⊗n−iℓr ))
∂i
−→
⊕
x∈X(i+1)
ix∗(H
m−i−1(k(x), µ⊗n−i−1ℓr ))→ . . . (3)
When ℓ = char k = p > 0 andm = n, Gros and Suwa show (using Gabber’s effacement theorem)
that there is a Gersten resolution ([17] Corollaire 1.6):
0→ HnX(Z/p
r(n))→
⊕
x∈X(0)
ix∗(νr(n)(k(x)))
∂0
−→
⊕
x∈X(1)
ix∗(νr(n− 1)(k(x)))
∂1
−→ . . . (4)
where νr(n)(k(x)) is the module of logarithmic Hodge-Witt differentials and the boundary maps
are explained in the proof of Lemme 4.11 of op. cit. Denote by C∗X(m,n) either of the complexes
(3) or (4), where it is understood thatm = n in case ℓ = char k = p > 0. Then, as a consequence,
the corresponding Zariski cohomology groups are computed as:
HqZar(X,H
m
X(Z/ℓ
r(n))) = RqΓ(C∗X(m,n))
We call these groups the higher unramified cohomology groups.
As in [30] (3.4) and (3.5), one can use the Gersten resolution to define push-forward and
pull-back operations. Indeed, for f : X → Y a proper morphism of relative dimension d, there
is an induced map of complexes:
f∗ : R
qΓ(C∗X(m,n))→ R
qΓ(C∗Y (m− d, n− d))
induced in the following way. When ℓ 6= char k and x ∈ X(i), there is the map
Hm(k(x), µ⊗nℓr ))→ H
m(k(f(x)), µ⊗nℓr ))
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is the co-restriction map on Galois cohomology when [k(x) : k(f(x))] < ∞ and is 0 otherwise.
When ℓ = char k = p > 0, the map
νr(n)(k(x))→ νr(n)(k(f(x)))
is the trace map when [k(x) : k(f(x))] <∞ and is 0 otherwise. (The trace map is given explicitly
[12] p. 313; note that this exists even when k(x)/k(f(x)) is an inseparable extension.)
When f : X → Y is a flat morphism, there is an induced map of complexes:
f∗ : R
qΓ(C∗Y (m,n))→ R
qΓ(C∗X(m,n))
induced in the following way. For every y ∈ Y (i), let x be an irreducible component of f−1(y).
When ℓ 6= char k, the map is induced by
Hm(k(y), µ⊗nℓr ))→ H
m(k(x), µ⊗nℓr ))
which is the restriction map on Galois cohomology. When ℓ = char k = p > 0, the map is
induced by the pull-back
νr(n)(k(y))→ νr(n)(k(x))
on differential forms.
Finally, we observe that there is a natural product structure:
HmX(Z/ℓ
r(n))⊗Hm
′
X (Z/ℓ
r(n′))
∪
−→ Hm+m
′
X (Z/ℓ
r(n+ n′)) (5)
This is defined sheaf-theoretically and is induced by the cup product operation in e´tale coho-
mology. This induces a product map on the corresponding Zariski cohomology groups:
HpZar(X,H
m
X(Z/ℓ
r(n)))⊗HqZar(X,H
m′
X (Z/ℓ
r(n′)))
∪
−→ Hp+qZar (X,H
m+m′
X (Z/ℓ
r(n+ n′)))
Moreover, there is the Bloch-Quillen formula
CHn(X)/ℓr ∼= HnZar(X,H
n
X(Z/ℓ
r(n)))
which is well-known when ℓ 6= char k and is Theoreme 4.13 of [17] when ℓ = char k = p > 0.
Thus, there is a natural action of the Chow group given by:
HpZar(X,H
m
X(Z/ℓ
r(n))) ⊗ CHq(X)
·
−→ Hp+qZar (X,H
m+q
X (Z/ℓ
r(n+ q)))
There is also an action of correspondences on the higher unramified cohomology groups in
the familiar way. Indeed, assume that X and Y are both smooth and projective and let
Cor∗(X,Y ) =
⊕
i∈Z
CHi+dim(X)(X × Y )
be the ring of correspondences, where muliplication is given by the composition operation ◦ (see,
for instance, [11] Chapter 16). With the above definitions of pull-back, pushforward and ·, for
any Γ ∈ Corq(X,Y ) we define a corresponding map
Γ∗ : H
p
Zar(X,H
m
X(Z/ℓ
r(n)))→ Hp+qZar (X,H
m+q
X (Z/ℓ
r(n+ q))), Γ∗(α) = πY ∗(π
∗
Xα · Γ)
where πX : X × Y → X and πY : X × Y → Y are the projection maps. As in [9] §9, we have
(Γ′ ◦ Γ)∗ = Γ
′
∗ ◦ Γ∗.
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1.2 Local-to-global spectral sequence
The unramified cohomology sheaves may also be viewed in the following way. Let F be an e´tale
sheaf of Abelian groups on X and α : X e´t → XZar be the forgetful functor from the e´tale site
over X to the Zariski site over X . Then, there is a Grothendieck spectral sequence:
Ep,q2 = H
p
Zar(X,R
qα∗F)⇒ H
p+q
e´t (X,F)
Moreover, by the usual formalism, Rqα∗F = H
q
X(F), the Zariski sheaf associated to the presheaf
U 7→ Hqe´t(U,F). In particular, if F = Z/ℓ
r(n), the Grothendieck spectral sequence becomes the
Bloch-Ogus spectral sequence:
HpZar(X,H
q
X(Z/ℓ
r(n)))⇒ Hp+qe´t (X,Z/ℓ
r(n)) (6)
When ℓ 6= char k, the Gersten resolution shows that Ep,q2 = 0 for p > q, so there are edge maps:
em,n : HmZar(X,H
n
X(Z/ℓ
r(n))))→ Hm+ne´t (X,Z/ℓ
r(n)))
for m = n− 1, n. When m = n one may take this to be the definition of the cycle class map:
CHn(X)/ℓr → H2ne´t (X,Z/ℓ
r(n)))
given the Bloch-Quillen formula. When ℓ = char k = p > 0, this spectral sequence degenerates
to a long exact sequence ([17] (1.14)):
0→H1Zar(X,H
n
X(Z/p
r(n)))→ Hn+1e´t (X,Z/p
r(n))→ H0Zar(X,H
n+1
X (Z/p
r(n)))→ . . .
→HnZar(X,H
n
X(Z/p
r(n)))→ H2ne´t (X,Z/p
r(n))→ Hn−1Zar (X,H
n+1
X (Z/p
r(n)))→ 0
(7)
since we have by (1.11) and (1.12) of op. cit.:
HmX(Z/p
r(n)) =


α∗νr(n) m = n
R1α∗νr(n) m = n+ 1
0 else
Thus, the edge maps em,n are defined in the case that ℓ = char k > 0 (and one checks that en,n
coincides with the cycle class map defined in [16]). We also have the following basic lemma:
Lemma 1.1. With the above notation,
(a) When ℓ 6= char k, the local-to-global spectral sequence (6) is functorial with respect to
flat pull-back, proper push-forward and the action of the Chow group. In particular, it is
functorial with respect to correspondences.
(b) When ℓ = char k = p > 0, the edge map
em,n : HmZar(X,H
n
X(Z/p
r(n))))→ Hm+n
e´t
(X,Z/pr(n)))
is functorial with respect to flat pull-back, proper push-forward and the action of the Chow
group. In particular, it is functorial with respect to correspondences.
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Proof. For (a), the functoriality with respect to pull-back and push-forward follow as in [2] Prop.
3.7, thanks to the Gersten resolution. For functoriality with respect to the action of the Chow
group, we note that for γ ∈ CHn(X)/ℓr = HnZar(X,H
n
X(Z/ℓ
r(n)))), we may view
∪γ : Rα∗(Z/ℓ
r)X(m)→ Rα∗(Z/ℓ
r)X(m+ n)[n]
as a map in the bounded derived category of Zariski sheaves of Abelian groups over X , from
which we obtain a corresponding map of spectral sequences. For (b) the statement is straight-
forward since the edge map in this case is the obvious map:
HmZar(X,α∗νr(n))→ H
m
e´t (X, νr(n))
Remark 1.1. Note that in the case ℓ = char k = p > 0, it is not clear how to define the
pull-back and push-forward for the Zariski cohomology groups of HmX(Z/p
r(n))) for m = n + 1
since there is no Gersten resolution in this case. So, there is no functoriality of the spectral
sequence (i.e., the long exact sequence (7)) with respect to these operations.
Corollary 1.1. Assume that ℓ 6= char k and Γ ∈ Corq(X,Y ) and suppose that the maps
Γ∗ : H
m
Zar(X,H
2n−2−m
X (Z/ℓ
r(n)))→ Hm+qZar (Y,H
2n−2−m+q
Y (Z/ℓ
r(n+ q))) (8)
for all m < n− 2 and Γ∗ : H
2n−1
e´t
(X,Z/ℓr(n))→ H2n+2q−1
e´t
(Y,Z/ℓr(n+ q)) vanish. Then,
Γ∗ : H
n−1
Zar (X,H
n
X(Z/ℓ
r(n)))→ Hn+q−1Zar (Y,H
n+q
Y (Z/ℓ
r(n+ q)))
also vanishes.
Proof. This follows directly from the functoriality of the local-to-global spectral sequence with
respect to correspondences. Indeed, given the assumption on the action of Γ on e´tale cohomology,
it suffices to show that Γ∗ kills the kernel of the edge map:
en−1,n : Hn−1Zar (X,H
n
X(Z/ℓ
r(n)))→ H2n−1e´t (X,Z/ℓ
r(n))
which is determined by (8).
1.3 A Bockstein exact sequence
Now, for a field k let KM∗ (k) be the Milnor K-theory ring of k. We also let K
M
∗,X be the
corresponding Zariski sheaf over X ; i.e., the Zariski sheaf occurring in the short exact sequence
of Zariski sheaves:
0→ KM∗,X →
⊕
x∈X(0)
ix∗(K
M
∗ (k(x)))→
⊕
x∈X(1)
ix∗(K
M
∗−1(k(x)))
using the notation from earlier. Here, the rightmost arrow is the sum of the residue maps first
defined in [26]. This short exact sequence extends to a Gersten resolution similar to (3), using
the fact that Milnor K-theory is a Rost cycle module.
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Proposition 1.1. Let X be a smooth variety over a perfect field k, ℓ a prime and n, r ≥ 1.
Then, there exists a natural short exact sequence:
0→ Hn−1Zar (X,K
M
n,X)/ℓ
r → Hn−1Zar (X,H
n
X(Z/ℓ
r(n)))
δnX−−→ CHn(X)[ℓr]→ 0
for which δ∗ commutes with proper push-forward and flat pull-back. Moreover, it is compatible
with the action of the Chow group; i.e., it fits into the commutative diagram below:
Hn−1Zar (X,H
n
X(Z/ℓ
r(n)))⊗ CHn
′
(X) Hn+n
′
−1
Zar (X,H
n
X(Z/ℓ
r(n)))
CHn(X)⊗ CHn
′
(X) CHn+n
′
(X)
·
δnX⊗id δ
n+n′
X
·
Proof. Consider the commutative diagram below:
⊕
x∈X(n−2) K2(k(x))
⊕
x∈X(n−1) K2(k(x))
⊕
x∈X(n−1) K2(k(x))/ℓ
r
⊕
x∈X(n−1) k(x)
∗
⊕
x∈X(n−1) k(x)
∗
⊕
x∈X(n−1) k(x)
∗/(k(x)∗)ℓ
r
⊕
x∈X(n) Z
⊕
x∈X(n) Z
⊕
x∈X(n) Z/ℓ
r
×ℓr
∂n−2 ∂n−2 ∂
n−2
ℓr
×ℓr
∂n−1 ∂n−1 ∂
n−1
ℓr
×ℓr
A diagram chase then gives a short exact sequence:
0→
Ker ∂n−1
Im ∂n−2
⊗ Z/ℓr →
Ker ∂n−1ℓr
Im ∂n−2ℓr
→ CHn(X)[ℓr]→ 0
By the Merkurjev-Suslin Theorem [23] (when ℓ 6= char k) and the Bloch-Gabber-Kato Theorem
[1] (when ℓ = char k > 0), the middle term is naturally identified with
Hn−1Zar (X,H
n
X(Z/ℓ
r(n)))
The functoriality statements are straightforward and verified as in [3]. Observe that since proper
push-forward and flat pull-back are defined on the level of cycle complexes, it follows that the
above diagram is functorial with respect to these operations and hence so is the above exact
sequence. In particular, these operations commute with the boundary map. Moreover, the proof
of [3] Prop. 3.5 shows that the boundary map is also compatible with the action of the Chow
group.
Corollary 1.2. The boundary map Hn−1Zar (X,H
n
X(Z/ℓ
r(n)))
δnX−−→ CHn(X)[ℓr] commutes with
the action of correspondences.
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2 Refined homological equivalence
Again, fix ℓ a prime number and r ≥ 1 and suppose that k is a perfect field. There is a
commutative diagram for which the vertical arrows are extension-of-scalars maps
CHn(X)/ℓr H2ne´t (X,Z/ℓ
r(n))
CHn(X)/ℓr H2ne´t (X,Z/ℓ
r(n))
e
n,n
X
e
n,n
X
To avoid confusion, we write clnX for the composition:
CHn(X)/ℓr → CHn(X)/ℓr
e
n,n
X−−−→ H2ne´t (X,Z/ℓ
r(n))
for the other cycle class map. We will need the following auxiliary result which shows that
homologically trivial correspondences have nilpotent image under the cycle class map.
Proposition 2.1. Let X be a smooth, projective variety of dimension d over a perfect field k
and let
γ ∈ Cor0(X,X) = CHd(X ×X)
Suppose that
cldX×X(γ) = 0 ∈ H
2d
e´t
(X ×X,Z/ℓr(d))
Then for all N ≥ 2d+ 1,
ed,dX×X(γ
◦N ) = 0 ∈ H2d
e´t
(X ×X,Z/ℓr(d))
The proof will exploit some basic properties of the Hochschild-Serre spectral sequence for e´tale
cohomology:
Hpe´t(Gk, H
q
e´t(X,Z/ℓ
r(n))⇒ Hp+qe´t (X,Z/ℓ
r(n)) (9)
where Gk = Gal(k/k) denotes the absolute Galois group of k. The induced descending filtration
F ∗ on H∗e´t(X,Z/ℓ
r(n)) satisfies the following well-known properties:
Properties. Suppose that X is a smooth variety over a perfect field k.
(a) F 0Hm
e´t
(X,Z/ℓr(n)) = Hm
e´t
(X,Z/ℓr(n)) and Fm+1Hm
e´t
(X,Z/ℓr(n)) = 0.
(b) There is a natural short exact sequence:
0→ F 1Hm
e´t
(X,Z/ℓr(n))→ Hm
e´t
(X,Z/ℓr(n))→ Hm
e´t
(X,Z/ℓr(n))Gk
(c) The filtration is functorial with respect to pull-backs; i.e., for any morphism f : Y → X
of smooth varieties,
f∗(F iHme´t (X,Z/ℓ
r(n))) ⊂ F iHme´t (Y,Z/ℓ
r(n))
(d) The filtration is functorial with respect to proper push-forwards; i.e., for every proper
morphism of smooth varieties of relative dimension d, f : Y → X,
f∗(F
iHm
e´t
(Y,Z/ℓr(n))) ⊂ F iHm−2d
e´t
(X,Z/ℓr(n− d))
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(e) The filtration is additive with respect to the cup product; i.e.,
F iHme´t (X,Z/ℓ
r(n)) · F i
′
Hm
′
e´t (X,Z/ℓ
r(n′)) ⊂ F i+i
′
Hm+m
′
e´t
(X,Z/ℓr(n+ n′))
Proof of Properties. The first two properties are clear. For the other three, let DX be the
bounded derived category of e´tale sheaves of Abelian groups over X , then any map in F
f
−→ G
in DX gives rise to a corresponding map of spectral sequences (and this just follows by general
non-sense). In particular, the induced map on the abutment, Hme´t(X,F)→ H
m
e´t(X,G), respects
the filtration. The compatibility with respect to pull-back and push-forward then follows from
the fact that they are induced (respectively) by maps in DX :
Z/ℓr(n)X → Rf∗Z/ℓ
r(n)Y , Rf∗Z/ℓ
r(n)Y → Z/ℓ
r(n− d)X [−d]
When ℓ 6= char k this is well-known; when ℓ = char k > 0, these maps were defined in [16].
These properties now easily imply the following lemma:
Lemma 2.1. For X, Y , Z smooth and projective, γ ∈ F iHm
e´t
(X×Y,Z/ℓr(n)), γ′ ∈ F i
′
Hm
′
e´t
(Y ×
Z,Z/ℓr(n)), we have
γ′ ◦ γ = πXZ∗(π
∗
XY γ · π
∗
Y Zγ
′) ∈ F i+i
′
Hm+m
′
−2dY
e´t
(X × Z,Z/ℓr(n))
where dY is the dimension of Y .
Proof of Proposition 2.1. The result follows rather quickly from the above lemma. Indeed, for
any homologically trivial γ ∈ CHd(X ×X), we have
[γ] := ed,dX×X(γ) ∈ F
1H2de´t (X ×X,Z/ℓ
r(d))
from which it follows that [γ]◦N ∈ FNH2de´t (X ×X,Z/ℓ
r(n)), which vanishes for N ≥ 2d+1.
3 Rost nilpotence principle
3.1 A reduction
Notation 3.1. For E/k a field extension, consider the extension of scalars map:
CHi(X)→ CHi(XE)
For any α ∈ CHi(X), we will denote by αE its image under this map.
We begin with a lemma that is essentially folklore:
Lemma 3.1. Suppose that k is perfect and that E/k is a field extension. If αE = 0, then
α ∈ CHi(X)tors.
Proof. Since the natural map
lim
−→
F
CHi(XF )→ CH
i(XE)
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(where F ranges over all finitely generated extensions of k in E) is surjective, we may assume
that E is finitely generated over k. Then, by [18] Theorem I.4.8A, E is separably generated; i.e.,
there is some finitely generated purely transcendental extension F/k for which E/F is separable.
Now, by a standard transfer argument:
ker {CHi(XF )→ CH
i(XE)} ⊂ CH
i(XF )tors
Since F is purely transcendental, CHi(X)→ CHi(XF ) is injective, from which it follows that
α ∈ CHi(X)tors, as desired.
Corollary 3.1. Suppose that k is perfect and that E/k is a field extension. If αE = 0, then
αk = 0.
Proof. By Lemma 3.1, αE = 0 ⇒ α ∈ CH
i(X)tors. So, let E be the algebraic closure of E.
Then, it suffices to show that (in the obvious commutative diagram below), the kernel of the
top horizontal arrow is contained in the kernel of the left vertical arrow.
CHi(X)tors CH
i(XE)
CHi(X)tors CH
i(XE)
By Theorem 3.11 of [22], the bottom horizontal arrow is injective. Thus, the kernel of the left
vertical arrow contains the kernel of the top horizontal arrow, as desired.
3.2 Main result
To state the result below, let X be a smooth projective variety over a perfect field k and suppose
that γ ∈ Cor0(X,X) lies in the kernel of
CHd(X ×X)→ CHd(XF ×XF )
for some field extension F/k. By Corollary 3.1, we can assume without loss of generality that
F = k. Moreover, by Lemma 3.1 γ is torsion. Since
CHd(X ×X)tors =
⊕
ℓ prime
CHd(X ×X)[ℓ∞]
we can write
CHd(X ×X)tors = CH
d(X ×X)′ ⊕ CHd(X ×X)[p∞]
To prove a Rost nilpotence statement, it will suffice to handle the cases of CHd(X ×X)′ and
CHd(X ×X)[p∞] separately.
Theorem 3.1. With the notation above, suppose that either of the following holds:
(a) γ ∈ CHd(X ×X)′ and for all primes ℓ 6= char k and r ≥ 1,
(γ ×∆X)∗ : H
m
Zar(X ×X,H
2d−2−m
X×X (Z/ℓ
r(d)))→ HmZar(X ×X,H
2d−2−m
X×X (Z/ℓ
r(d)))
vanishes for m < d− 2.
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(b) For p = char k > 0, γ ∈ CHd(X ×X)[p∞] and Hd−3Zar (X ×X,H
d+1
X×X(Z/p
r(d))) = 0.
Then, γn = 0 ∈ Cor0(X,X) for n >> 0.
Proof. For any ℓ, we can in fact assume that γ is ℓr-torsion for some prime ℓ and r ≥ 1. Now, for
convenience set Y = X ×X and let γ˜ ∈ Hd−1Zar (Y,H
d
Y (Z/ℓ
r(d))) be a lift of γ via the boundary
map:
δdY : H
d−1
Zar (Y,H
d
Y (Z/ℓ
r(d))) CHd(Y )[ℓr]
Then, consider the correspondence βN = γ
◦N × ∆X ∈ Cor
0(Y, Y ). We note that βN∗(γ) =
γ ◦γ◦N = γ◦N+1 using Liebermann’s lemma for correspondences. Now, it follows from Corollary
1.2 that
δdY (βN∗(γ˜)) = βN∗(δ
d
Y (γ˜)) = γ
◦N+1 ∈ CHd(Y )[ℓr]
To show that this is 0, it suffices to show that
βN∗ : H
d−1
Zar (Y,H
d
Y (Z/ℓ
r(d)))→ Hd−1Zar (Y,H
d
Y (Z/ℓ
r(d))) (10)
vanishes for N >> 0. Indeed, note that
ed,dY (γ
◦N ) = 0 ∈ H2de´t (Y,Z/ℓ
r(d)) (11)
for N ≥ 2d+ 1 by Proposition 2.1, from which we deduce that
βN∗ : H
∗
e´t(Y,Z/ℓ
r(d))→ H∗e´t(Y,Z/ℓ
r(d)) (12)
vanishes for N >> 0. To verify (a), it follows from Corollary 1.1 that (10) vanishes for N >> 0.
To obtain (b), an examination of the long exact sequence (7) shows that the kernel of the edge
map ed−1,dY is H
d−3
Zar (Y,H
d+1
Y (Z/p
r(d))). Since the edge map commutes with correspondences by
Lemma 1.1, it follows from (11) that (10) vanishes for N >> 0.
In the case that d = 2, we obtain the following as an immediate consequence.
Corollary 3.2. The Rost nilpotence principle holds for a smooth projective surface over a perfect
field.
3.3 Application
Definition 3.1. Given a variety X over a field k, we say that the Chow group of X is universally
supported in dimension ≤ i if there exists a closed subset V ⊂ X of dimension ≤ i for which
the push-forward
CH0(VF )→ CH0(XF )
is surjective for all field extensions F/k.
The Bloch-Srinivas decomposition method [5] gives the following result directly:
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Lemma 3.2. Suppose that X is a smooth projective variety whose Chow group is universally
supported in dimension ≤ i. Then, there exists a divisor D ⊂ X and a closed subset V ⊂ X of
dimension ≤ i such that for every γ ∈ CHdim(X)(X ×X)
γ = γ1 + γ2 ∈ CH
dim(X)(X ×X) (13)
for some γ1 is supported on D ×X and γ2 is supported on X × V . Moreover, if for some field
extension F/k we have
γF = 0 ∈ CH
dim(X)(XF ×XF )
then one can take γi to be such that γi,F = 0 for i = 1, 2.
Proof. Only the second statement requires justification, given op. cit. For this, we observe by
Liebermann’s lemma that
γ = (γ ×∆X)∗(∆X) ∈ CH
dim(X)(X ×X)
Then, ∆X decomposes as ∆1+∆2 as in (13) so that we can take γi = (γ×∆X)∗(∆i), for which
we have γi,F = 0.
Lemma 3.3. Assume that the Rost nilpotence principle holds for smooth projective varieties of
dimension ≤ d− 1 and let X be a smooth projective variety of dimension d whose Chow group
is universally supported in dimension ≤ d− 1. Then, X satisfies the Rost nilpotence principle.
Proof. Suppose that γ ∈ Cor0(X,X) is a correspondence for which γF = 0. By Lemma 3.2,
there is a decomposition (13) for which γi,F = 0. Since a sum of nilpotent correspondences is
again nilpotent, we reduce to showing that γi is nilpotent. So, we may assume that γ is such
that γF = 0 and that there is some (not necessarily smooth) subset V ⊂ X of dimension ≤ d−1
for which γ lies in the image of the pushforward:
CHd−1(X × V )→ CHd(X ×X)
Now, by de Jong’s alterations theorem [10], there exists a smooth projective variety V˜ and a
dominant morphism V˜ → V . Let φ : V˜ → V →֒ X be the composition. Then, we can write
γ = (∆X × φ)∗(α) = Γφ ◦ α ∈ CH
d(X ×X)
for α ∈ CHd−1(X × V˜ ), again using Liebermann’s lemma. Now, we consider
β = α ◦ Γφ ∈ Cor
0(V˜ , V˜ )
Then, we have β◦2 = α◦γ ◦Γφ. Since γF = 0, it follows that β
◦2
F = 0. Since the Rost nilpotence
principle holds for varieties of dimension ≤ d−1 by assumption, we deduce that β◦2 is nilpotent
and, hence, so is β. Since for n ≥ 0 we have
γ◦n+1 = Γφ ◦ β
◦n ◦ α
it follows that γ is also nilpotent, as desired.
12
Remark 3.1. The proof of the above lemma may easily be modified to an induction argument
for the Rost nilpotence principle in general, provided that one is able to prove that for F/k a
field extension and
γ ∈ Ker {Cor0(X,X)→ Cor0(XF ×XF )}
some power of γ admits a decomposition such as (13).
We obtain the following as an immediate consequence of Lemma 3.3 and Corollary 3.2:
Corollary 3.3. Suppose that X is a smooth projective variety of dimension ≤ 3 over a perfect
field k whose Chow group is universally supported in dimension ≤ 2. Then, X satisfies the Rost
nilpotence principle.
Recall that a birationally ruled variety X is a smooth projective variety which is birational to a
variety of the form Y × P1. Rosenschon and Sawant in [28] prove the Rost nilpotence principle
for birationally ruled threefolds in characteristic 0. Their proof does not generalize so easily to
positive characteristic, since it invokes a non-trivial result in birational geometry known as the
Weak Factorization Theorem. As an application of Corollary 3.3, we can prove the following
generalization of their result:
Corollary 3.4. Suppose that X is a birationally ruled threefold over a perfect field. Then, X
satisfies the Rost nilpotence principle.
Proof. By the projective bundle formula, any variety of the form Y × P1 (where Y is a surface)
certainly has Chow group universally supported in dimension ≤ 2. Moreover, CH0 is a birational
invariant of smooth projective varieties (in any characteristic). Indeed, if X1 and X2 are smooth
projective varieties and φ : X1 99K X2 is a rational map. Then, it is a folklore argument (using
the moving lemma) that the push-forward φ1∗ : CH0(X1) → CH0(X2) is well-defined. Thus,
any birational map φ : X1 99K X2 induces an isomorphism on CH0; moreover, if the Chow
group of X1 is universally supported in dimension ≤ i, so is that of X2. We deduce that if X is
a birationally ruled threefold, its Chow group is universally supported in dimension ≤ 2. Hence,
we may apply Corollary 3.3 to obtain the desired result.
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