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the least squares method we assume that, h(n), e(n) and Mare all M-i unknown and we wish to make an optimal estimate, h(n), of h(n).
The assumed duration of h(n) is Msamples.
For LSA we form the estimate
The optimization criterion is to minimize the norm of ê(n) over .E[e(n)e(n-m)] = r,, 8(m) ( the set of coefficients of l(n). The solution to thiS minimization is compactly written as [41 It is tacitly assumed in Eq. (2) that, the impulse response of the linear system, h(n) is of finite duration (M samples) or can be
effectively modelled with a finite response system.
The particular class of input signals in which we are interested where has the following properties:
1.
The noise level, e(n), at the output of the linear system is 
Since the choice of u depends on the variance of x(n), a self-normalizing form of the LMS adaptation algorithm,
was used, where
and the algorithm converges if K < 2. The effective value of u is normalized by o-making the effective step-size independent of the input signal level. In practice this self normalized form of the algorithm is not often used because of the added complexity of computing ir.
Short-Time Spectral Analysis (SSA)
Based on the theory of short-time spectral analysis [8-1 1], the SSA procedure that was used for this study was to form the esti-
where X,(z) and Y,(z) are short-time spectros of x(n) [111, i.e., except for endpoint effects, each input sample was used in 4 distinct short-time spectral estimates. Thus in presenting results for the SSA method, the window length L is an additional analysis parameter whose effects must be considered. Figure 5 shows a set of curves of Q versus N for the simple filter of Fig. 3 Fig. 7 give an indication of the value of N required to obtain a desired value of Q for the noise-free case. Figure 8 shows curves of Q versus N for s/n = 8 dB, and the same parameters as Fig. 7 . Values of K of 001 and 0.05 are used to show the convergence properties of the algorithm. For these cases a steady-state noise floor (due to the gradient calculation of the noisy signal) limits the value of Q which can be obtained. 
Bandpass Input Signals
To evaluate the performance of each of the three system identification methods on bandlimited input signals, the, system of Fig. 9 was simulated. The signal z(n) was a lowpass signal whose frequency components were attenuated by at least 54 dB for frequencies above 0.2 F,, where F, was the sampling rate of the system. Independent additive Gaussian noise e(n) was again used to provide the signal y(n) from which the system function h(n) relat- As discussed earlier the measured curves of Q versus N were vastly different from those shown in Fig. 10 due to the lack of high frequency information in the input signal. However when the Q' measure was used, the high frequency inaccuracies in h (n) were given essentially zero weight by the "coloration" filter g(n). Thus the curves of Q' versus N of Fig. 10 for the highly bandlimited input are essentially the same as the curves of Q versus N of Fig. 4 for the white input case. At the bottom of Fig. 10 shown the curve of Q' versus N for infinite s/n. In this case the value of Q is about -70 dB, reflecting the residual error in estimating the high frequency behavior of h(n).
Results for both the SSA and LMS methods for the bandlimited input case using the Q' measure were essentially identical to those of the white input case with the Q measure, and are thus not shown here.
Speech Input Signal
The last test signal used to evaluate the three System identification techniques was an actual speech signal. The model for testing the systems using the speech signal was essentially that of Fig. 9 with one major exception. If we denote the speech signal as z(n), then the "coloration" linear system g(n) is not known exactly. Thus to provide analytical estimates of Q' for the speech input, the system g(n) also had to be estimated from z(n). For this problem standard LPC techniques were used. As such the range of values of N which was considered was from 50 to 1000. 
