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In this paper, we study regularity criteria for the Navier–Stokes–Landau–Lifshitz system.
Using delicate estimates, the regularity criteria for smooth solution of Navier–Stokes–
Landau–Lifshitz system in Besov spaces and the multiplier spaces are obtained. The
Navier–Stokes–Landau–Lifshitz system is coupled system of the Navier–Stokes equation
and Landau–Lifshitz system, our results generalize the related results for Navier–Stokes
equation and Landau–Lifshitz system to our system.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following Navier–Stokes–Landau–Lifshitz system:
divu = 0, (1.1)
∂tρ + div(ρu) = 0, (1.2)
∂t(ρu) + div(ρu ⊗ u) + ∇p − u = −∇ · (∇d  ∇d), (1.3)
∂td + u · ∇d − d = d|∇d|2 + d × d, |d| = 1, (1.4)
(ρ,u,d)|t=0 = (ρ0,u0,d0)(x), |d0| = 1 in R3. (1.5)
Here the unknowns (ρ,u, p,d) denotes the density, velocity, pressure and the magnetic moment. (u  u)i j = uiu j ,
(∇d∇d)i, j :=∑k ∂idk∂ jdk and hence ∇ · (∇d∇d) =∑k dk∇dk + 12 ∑k ∇|∇dk|2. (1.1)–(1.3) are the well-known density-
dependent Navier–Stokes equations, while (1.4) is the Landau–Lifshitz system when u ≡ 0.
Very recently, H. Kim [1] proved the following regularity criterion
u ∈ Ls(0, t; Lp,∞(R3)) with 2
s
+ 3
p
= 1 and 3< p ∞, (1.6)
for the density dependent Navier–Stokes equations. Here Lp,∞ is the Lorentz space and Lp,∞ ≡ Lpw . Kozono, Ogawa and
Taniuchi [2] and Ogawa [3] invented a logarithmic Sobolev inequality to prove the following regularity condition:
∇d ∈ L2(0, T ; B˙0∞,2), (1.7)
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∂td − d = d|∇d|2, |d| ≡ 1 in R3. (1.8)
Here B˙0∞,2 is the homogeneous Besov space.
The aim of this paper is to extend (1.6) to the multiplier space X˙r := M(H˙r, L2) := { f | ‖ f ‖X˙r := sup(
‖ f g‖L2‖g‖H˙r ) < ∞, g 
= 0}
for the problem (1.1)–(1.5). By a multiplier acting from one functional space, S1 into another, S2, we mean a function which
deﬁnes a bounded linear mapping of S1 into S2 by pointwise multiplication. Thus, with any pair of spaces S1, S2, we
associate a third, the space of multipliers M(S1, S2). The space X˙r has been characterized by Maz’ya [4] in terms of Sobolev
capacities. X˙r has been used in the study of the uniqueness of weak solutions for the Navier–Stokes equations in [5] where
it is pointed out that
Lp ⊂ Lp,∞ ⊂ M˙p,q ⊂ X˙r, p = 3
r
> q > 2.
Here M˙p,q stands for the homogeneous Morrey space. We point out here that the pointwise multipliers between differ-
ent spaces of differentiable functions have been studied by Maz’ya and co-workers [4,6]. They are useful tools for stating
minimal regularity requirements on the coeﬃcients of partial differential operators for proving regularity or uniqueness of
solutions. Our ﬁrst result reads:
Theorem 1.1. Assume that the initial data satisfy
0<m ρ0  M < ∞, ∇ρ0 ∈ L2 ∩ Lq (3< q 6), u0 ∈ H2, ∇d0 ∈ H2, divu0 = 0 and |d0| = 1.
Let (ρ,u, p,d) be a strong solution to the problem (1.1)–(1.5). If
u ∈ L 21−r (0, T ; X˙r) with r ∈ (0,1), (1.9)
and
∇d ∈ L2(0, T ; B˙0∞,∞), (1.10)
or
d ∈ L1(0, T ; B˙0∞,∞), (1.11)
then the solution (ρ,u, p,d) can be extended beyond T .
Remark 1.1. If (ρ,u, p,d) is a solution to the problem (1.1)–(1.5), then so does (ρλ,uλ, pλ,dλ) := (ρ,λu, λ2p,d)(λx, λ2t). In
this sense, our conditions (1.9)–(1.11) are optimal.
Remark 1.2. When ρ = 1 and u ≡ 0, our condition (1.10) or (1.11) improves (1.7) in [2,3].
When ρ = 1, the system (1.1)–(1.5) reduces to
divu = 0, (1.12)
ut + (u · ∇)u + ∇p − u = −∇ · (∇d  ∇d), (1.13)
dt + (u · ∇)d − d = d|∇d|2 + d × d, |d| = 1, (1.14)
(u,d)|t=0 = (u0,d0), |d0| = 1 in R3. (1.15)
When the term d × d is omitted, the system was studied in the context of liquid crystals [7]. For the Navier–Stokes
equations, Kozono, Ogawa and Taniuchi [2] proved the following regularity condition:
u ∈ L2(0, T ; B˙0∞,∞)
or
ω := curlu ∈ L1(0, T ; B˙0∞,∞).
Deﬁnition 1.1. (Cf. [8].) Let {φ j} j∈Z be the Littlewood–Paley dyadic decomposition of unity that satisﬁes φˆ ∈ C∞0 (B2 \ B1/2),
φˆ j(ξ) = φˆ(2− jξ), and ∑ j∈Z φˆ j(ξ) = 1 for any ξ 
= 0. The homogeneous Besov space B˙sp,q := { f ∈ S ′: ‖ f ‖ ˙ s < ∞} is intro-Bp,q
J. Fan et al. / J. Math. Anal. Appl. 363 (2010) 29–37 31duced by the norm:
‖ f ‖B˙sp,q :=
(∑
j∈Z
∥∥2 jsφ j ∗ f ∥∥qLp
)1/q
for s ∈ R, 1 p,q∞.
We will prove
Theorem 1.2. Assume that the initial data (u0,d0) satisfy
(u0,∇d0) ∈ H1, divu0 = 0 and |d0| = 1.
Let (u, p,d) be a strong solution to the problem (1.12)–(1.15). If
(u,∇d) ∈ L2(0, T ; B˙0∞,∞), (1.16)
or
(ω,d) ∈ L1(0, T ; B˙0∞,∞), (1.17)
then the solution (u, p,d) can be extended beyond T .
Remark 1.3. The method used in [2,3] could not be used here.
Remark 1.4. Theorems 1.1 and 1.2 are about the regularity criteria for the local strong solution of the problem. It is diﬃcult
to study regularity criteria for the weak solutions. However, we will study it in the near future.
2. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. Since it is easy to prove that there are T0 > 0 and a unique smooth
solution (ρ,u, p,d) to the problem (1.1)–(1.5) in (0, T0], we only need to establish the estimates. Therefore, in the following
calculations, we assume that the solution (ρ,u, p,d) is suﬃciently smooth on [0, T ].
First, we ﬁnd that from (1.1) and (1.2),
0<m ρ  M < ∞. (2.18)
Testing (1.3) by u, using (1.1) and (1.2), we see that
1
2
d
dt
∫
ρ|u|2 dx+
∫
|∇u|2 dx = −
∫
(u · ∇)d · ddx. (2.19)
Testing (1.4) by −d, using |d| = 1 and hence |∇d|2 = −d · d and (a · b) × b = 0(a = d,b = d), we infer that
1
2
d
dt
∫
|∇d|2 dx+
∫
|d|2 dx−
∫
(u · ∇)dddx = −
∫
(d · d)|∇d|2 dx =
∫
(d · d)2 dx
∫
|d|2 dx. (2.20)
Combining (2.19) with (2.20), we have
1
2
d
dt
∫
ρ
(|u|2 + |∇d|2)dx+
∫
|∇u|2 dx 0
whence
sup
0tT
∫ (|u|2 + |∇d|2)dx+
T∫
0
∫
|∇u|2 dxdt  C . (2.21)
In the following calculations, we will use the following Gagliardo–Nirenberg inequalities
‖∇d‖2L2q  C‖d‖L∞‖d‖Lq for 1< q < ∞, (2.22)
‖w‖H˙r  C‖w‖1−rL2 ‖∇w‖rL2 for 0< r < 1, (2.23)
and the elegant Machihara–Ozawa inequality [9] (also see Meyer [10])
‖∇u‖2L4  C‖u‖B˙0∞,∞‖u‖L2 . (2.24)
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‖u‖L∞(0,T ;H1)∩L2(0,T ;H2) + ‖∇d‖L∞(0,T ;H1)∩L2(0,T ;H2)  C, (2.25)
‖ut‖L2(0,T ;L2)  C . (2.26)
Proof. We ﬁrstly prove this lemma under the conditions (1.9) and (1.10). The proof for the case under the conditions (1.9)
and (1.11) is similarly and directly from the interpolation inequality:
‖∇d‖2
B˙0∞,∞
 C‖d‖B˙0∞,∞‖d‖B˙0∞,∞  C‖d‖B˙0∞,∞
and hence we omit the proof here.
Multiplying (1.3) by ut , integrating by parts, using (1.1), (1.2), (2.18), (2.22) for q = 2, (2.24) and (2.23), we easily derive
1
2
d
dt
∫
|∇u|2 dx+m
∫
|ut |2 dx
∣∣∣∣
∫
ρ(u · ∇)u · ut dx
∣∣∣∣+
∣∣∣∣
∫
(ut · ∇)d · ddx
∣∣∣∣
 C
∥∥(u · ∇)u∥∥L2‖ut‖L2 + C‖ut‖L2‖∇d‖L4‖d‖L4
 C‖u‖
X˙r
‖∇u‖H˙r‖ut‖L2 + C‖ut‖L2‖d‖1/2L2 ‖∇d‖
1/2
B˙0∞,∞
‖∇d‖1/2
L2
 C‖u‖
X˙r
‖∇u‖1−r
L2
‖u‖rL2‖ut‖L2 + C‖ut‖L2‖d‖1/2L2 ‖∇d‖
1/2
B˙0∞,∞
‖∇d‖1/2
L2
. (2.27)
On the other hand, since (u, p) is a solution of the Stokes system:
−u + ∇p = f := −∇ · (∇d  ∇d) − ρut − ρ(u · ∇)u. (2.28)
It follows from the L2-theory of the Stokes system that [11]:
‖u‖L2 + ‖∇p‖L2  C‖ f ‖L2
 C‖∇d‖L4‖d‖L4 + C‖ut‖L2 + C‖(u · ∇)u‖L2
 C‖d‖1/2
L2
‖∇d‖1/2
B˙0∞,∞
‖∇d‖1/2
L2
+ C‖ut‖L2 + C‖u‖X˙r‖∇u‖1−rL2 ‖u‖rL2
 1
2
‖u‖L2 + C‖d‖1/2L2 ‖∇d‖
1/2
B˙0∞,∞
‖∇d‖1/2
L2
+ C‖ut‖L2 + C‖u‖
1
1−r
X˙r
‖∇u‖L2
whence
‖u‖L2 + ‖∇p‖L2  C‖d‖1/2L2 ‖∇d‖
1/2
B˙0∞,∞
‖∇d‖1/2
L2
+ C‖ut‖L2 + C‖u‖
1
1−r
X˙r
‖∇u‖L2 . (2.29)
Plugging (2.29) in (2.27), using the Young inequality, we have
d
dt
∫
|∇u|2 dx+m
∫
|ut |2 dx 1
4
‖∇d‖2L2 + C‖∇d‖2B˙0∞,∞‖d‖
2
L2 + C‖u‖
2
1−r
X˙r
‖∇u‖2L2 . (2.30)
Applying  to (1.4), multiplying by d, we ﬁnd that
1
2
d
dt
∫
|d|2 dx+
∫
|∇d|2 dx 
∣∣∣∣
∫

(
(u · ∇)d) · ddx
∣∣∣∣+
∑
k
∣∣∣∣
∫
∂k
(
d|∇d|2) · ∂kddx
∣∣∣∣+
∣∣∣∣
∫
(d × d) · ddx
∣∣∣∣
=: I+ II+ III, (2.31)
I 
∣∣∣∣
∫
(u · ∇)d · ddx
∣∣∣∣+
∑
k
∣∣∣∣
∫
(∂ku · ∇)∂kdddx
∣∣∣∣+
∣∣∣∣
∫ (
(u · ∇)d)ddx
∣∣∣∣
=: I1 + I2 + I3.
Using (2.29) and (2.24), we estimate I1, I2 in the following
I1  ‖u‖L2‖∇d‖L4‖d‖L4
 m
8
‖ut‖2L2 + C‖u‖
2
1−r
X˙r
‖∇u‖2L2 +
1
8
‖∇d‖2L2 + C‖∇d‖2B˙0∞,∞‖d‖
2
L2 ,
I2  C‖∇u‖L2‖d‖2L4  C‖∇u‖L2‖∇d‖B˙0∞,∞‖∇d‖L2
 1‖∇d‖2L2 + C‖∇d‖2˙ 0 ‖∇u‖2L2 .8 B∞,∞
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I3 = 0.
Using (2.22) for q = 2 and (2.24), we estimate II as follows:
II =
∑
k
∣∣∣∣
∫
∂kd|∇d|2 · ∂kddx
∣∣∣∣+
∑
k
∣∣∣∣
∫
d∂k |∇d|2 · ∂kddx
∣∣∣∣
=
∑
k
∣∣∣∣
∫
∂k
(
∂kd|∇d|2
) · ddx
∣∣∣∣+
∑
k
∣∣∣∣
∫
d∂k |∇d|2 · ∂kddx
∣∣∣∣
 C
∫
|∇d|2∣∣∇2d∣∣2 dx+ C
∫
|∇d||d||∇d|dx
 C‖∇d‖2L4‖d‖2L4 + C‖∇d‖L4‖d‖L4‖∇d‖L2
 1
16
‖∇d‖2L2 + C‖∇d‖2L4‖d‖2L4
 1
16
‖∇d‖2L2 + C‖d‖L2‖∇d‖B˙0∞,∞‖∇d‖L2
 1
8
‖∇d‖2L2 + C‖∇d‖2B˙0∞,∞‖d‖
2
L2 .
Using (a × b) · b = 0, we get
III =
∑
k
∣∣∣∣
∫
∂k(d × d) · ∂kddx
∣∣∣∣
=
∑
k
∣∣∣∣
∫
(∂kd × d) · ∂kddx
∣∣∣∣+
∑
k
∣∣∣∣
∫
(d × ∂kd) · ∂kddx
∣∣∣∣
=
∑
k
∣∣∣∣
∫
(∂kd × d) · ∂kddx
∣∣∣∣
 C
∫
|∇d||d||∇d|dx
 C‖∇d‖L4‖d‖L4‖∇d‖L2
 1
8
‖∇d‖2L2 + C‖∇d‖2B˙0∞,∞‖d‖
2
L2 .
Plugging the above estimates into (2.31), we obtain
d
dt
∫
|d|2 dx+
∫
|∇d|2 dx m
4
‖ut‖2L2 + C‖u‖
2
1−r
X˙r
‖∇u‖2L2 + C‖∇d‖2B˙0∞,∞‖d‖
2
L2 + C‖∇d‖2B˙0∞,∞‖∇u‖
2
L2 . (2.32)
Combining (2.30) with (2.32) and using Gronwall’s inequality yield (2.26) and
‖u‖L∞(0,T ;H1) + ‖∇d‖L∞(0,T ;H1)  C, ‖∇d‖L2(0,T ;H2)  C,ut ∈ L2
(
0, T ; L2).
It follows from (2.28) that
‖u‖H2  C‖ f ‖L2  C‖d‖L6‖∇d‖L3 + C‖ut‖L2 + C‖u‖L6‖∇u‖L3
 C‖∇d‖L2 + C‖ut‖L2 + C‖∇u‖L3
(
using ‖u‖L6  C‖∇u‖L2
)
 C‖∇d‖L2 + C‖ut‖L2 + C‖∇u‖1/2L2 ‖u‖
1/2
L2
(
using ‖∇u‖2L3  C‖∇u‖L2‖u‖L2
)
,
which implies
‖u‖H2  C + C‖ut‖L2 + C‖∇d‖L2 .
This proves (2.25). 
Lemma 2.2.
‖ut‖L∞(0,T ;L2)∩L2(0,T ;H1) + ‖∇dt‖L∞(0,T ;L2)∩L2(0,T ;H1)  C . (2.33)
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1
2
d
dt
∫
ρ|ut |2 dx+
∫
|∇ut |2 dx
 C
∫
|∇d||∇dt ||∇ut |dx+
∣∣∣∣
∫
ρu · ∇[(ut + (u · ∇)u)ut]dx
∣∣∣∣+ C
∣∣∣∣
∫
ρ(ut · ∇)u · ut dx
∣∣∣∣
 C‖∇d‖L∞‖∇dt‖L2‖∇ut‖L2 + ‖ρ‖L∞‖u‖L6‖ut‖L3‖∇ut‖L2
+ ‖ρ‖L∞‖u‖2L6‖∇u‖L6‖∇ut‖L2 + ‖ρ‖L∞‖u‖L6‖∇u‖L6‖ut‖L6‖∇u‖L2 + ‖ρ‖L∞‖u‖2L6‖ut‖L6‖u‖L2
 C‖∇d‖L∞‖∇dt‖L2‖∇ut‖L2 + C‖ut‖L3‖∇ut‖L2 + C‖u‖L2‖∇ut‖L2
 C‖∇d‖2H2‖∇dt‖2L2 +
1
2
‖∇ut‖2L2 + C‖
√
ρut‖2L2 + C‖ut‖2L2 ,
whence
d
dt
∫
ρ|ut |2 dx+
∫
|∇ut |2 dx C‖√ρut‖2L2 + C‖ut‖2L2 + C‖∇d‖2H2‖∇dt‖2L2 . (2.34)
Applying ∂t to (1.4), multiplying by dt , integrating by parts, using Lemma 2.1, we get
1
2
d
dt
∫
|∇dt |2 dx+
∫
|dt |2 dx

∣∣∣∣
∫
(ut · ∇)d · dt + (u · ∇)dt · dt dx
∣∣∣∣+
∫ [
dt |∇d|2 + d
(|∇d|2)t]dt dx+
∣∣∣∣
(∫
dt × d
)
· dt dx
∣∣∣∣
 ‖ut‖L3‖∇d‖L6‖dt‖L2 + ‖u‖L6‖∇dt‖L3‖dt‖L2 + ‖dt‖L6‖∇d‖2L6‖dt‖L2
+ 2‖d‖L∞‖∇d‖L6‖∇dt‖L3‖dt‖L2 + ‖dt‖L6‖d‖L3‖dt‖L2
 C‖ut‖L3‖dt‖L2 + C‖∇dt‖L3‖dt‖L2 + C‖∇dt‖L2‖dt‖L2 + C‖∇dt‖L2‖∇d‖1/2L2 ‖dt‖L2
 1
2
‖dt‖2L2 +
1
4
‖∇ut‖2L2 + C‖
√
ρut‖2L2 + C‖∇dt‖2L2 + C‖∇d‖L2‖∇dt‖2L2 ,
whence
d
dt
∫
|∇dt |2 dx+
∫
|dt |2 dx 1
2
‖∇ut‖2L2 + C‖
√
ρut‖2L2 + C‖∇dt‖2L2 + C‖∇d‖L2‖∇dt‖2L2 . (2.35)
Combining (2.34) with (2.35) and using Gronwall’s inequality give (2.33). 
Lemma 2.3.
‖u‖L∞(0,T ;H2) + ‖∇d‖L∞(0,T ;H2)  C, (2.36)
‖u‖L2(0,T ;W 2,6)  C . (2.37)
Proof. Applying ∂k to (1.4), multiplying by ∂kd, using (a × b) · b = 0 and Lemmas 2.1–2.2, we obtain
‖∇d‖2L2  C‖∇d‖3L6‖∇d‖L2 + C‖∇d‖L6‖d‖L3‖∇d‖L2
+ C‖u‖L6‖d‖L3‖∇d‖L2 + C‖∇u‖L2‖∇d‖L∞‖∇d‖L2 + C‖∇dt‖L2‖∇d‖L2
 C‖∇d‖L2 + C‖d‖L3‖∇d‖L2 + C‖∇d‖L∞‖∇d‖L2 + C‖∇dt‖L2‖∇d‖L2
 C‖∇d‖L2 + C‖d‖1/2L2 ‖∇d‖
3/2
L2
+ C‖∇d‖1/2
L6
‖∇d‖3/2
L2
+ C‖∇dt‖L2‖∇d‖L2
 C + C‖d‖2L2 + C‖∇dt‖2L2 +
1
2
‖∇d‖2L2 ,
whence
‖∇d‖L2  C,
whence we have used the Gagliardo–Nirenberg inequality:
‖∇d‖2∞  C‖∇d‖L6‖∇d‖L2 .L
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‖u‖L∞(0,T ;H2) + ‖p‖L∞(0,T ;H1)  C .
This proves (2.36). (2.37) follows from the Lp-theory of the Stokes system (2.28) [11]. This completes the proof. 
Lemma 2.4.
‖∇ρ‖L∞(0,T ;L2∩Lq)  C for 3< q 6. (2.38)
Proof. Differentiating (1.2) with respect to x j , multiplying by |∂ jρ|q−2∂ jρ , integrating by parts, using Lemma 2.3, we get
d
dt
∫
|∇ρ|q dx C‖∇u‖L∞
∫
|∇ρ|q dx C‖u‖W 2,6
∫
|∇ρ|q dx
which gives (2.38) by Gronwall’s inequality. 
3. Proof of Theorem 1.2
In this section, we will prove Theorem 1.2. Since it is easy to prove that there are T0 > 0 and a unique smooth solu-
tion (u, p,d) to the problem (1.12)–(1.15) in (0, T0], we only need to establish the estimates. Therefore, in the following
calculations, we assume that the solution (u, p,d) is suﬃciently smooth on [0, T ].
Similarly to (2.21), we ﬁrst deduce that
sup
0tT
∫
|u|2 + |∇d|2 dx+
T∫
0
∫
|∇u|2 dxdt  C . (3.39)
(1) Now we assume that (1.16) holds true.
Applying curl to (1.13), we ﬁnd that (ω = curlu)
ωt + (u · ∇)ω − ω = (ω · ∇)u +
∑
k
∇dk × ∇dk. (3.40)
Testing (3.40) by ω, using (2.24) and (2.22), we obtain
1
2
d
dt
∫
|ω|2 dx+
∫
|∇ω|2 dx =
∫
(ω · ∇)u ·ωdx+
∑
k
∫
(∇dk × ∇dk)ωdx
 ‖ω‖L2‖∇u‖L4‖ω‖L4 +
∑
k
‖∇dk‖L2‖∇dk‖L4‖ω‖L4
 C‖ω‖L2‖∇u‖2L4 + C‖∇d‖L2‖∇d‖L4‖∇u‖L4
 C‖ω‖L2‖u‖B˙0∞,∞‖u‖L2 + C‖∇d‖L2‖d‖
1/2
L2
‖u‖1/2
B˙0∞,∞
‖u‖1/2
L2
 1
4
‖∇d‖2L2 +
1
4
‖∇ω‖2L2 + C‖u‖2B˙0∞,∞
(‖ω‖2L2 + ‖d‖2L2). (3.41)
Next, we still get (2.31). The estimates of II and III are the same as that before. We only need to bound I as follows.
I  ‖u‖L2‖∇d‖L4‖d‖L4 + C‖∇u‖L2‖d‖2L4
 C‖∇ω‖L2‖d‖1/2L2 ‖∇d‖
1/2
B˙0∞,∞
‖∇d‖1/2
L2
+ C‖ω‖L2‖∇d‖B˙0∞,∞‖∇d‖L2
 1
8
‖∇d‖2L2 +
1
8
‖∇ω‖2L2 + C‖∇d‖2B˙0∞,∞
(‖ω‖2L2 + ‖d‖2L2
)
.
Thus we achieve
1
2
d
dt
∫
|d|2 dx+
∫
|∇d|2 dx 3
8
∫
|∇d|2 dx+ 1
8
‖∇ω‖2L2 + C‖∇d‖2B˙0∞,∞
(‖ω‖2L2 + ‖d‖2L2
)
. (3.42)
Combining (3.41) with (3.42) and using Gronwall’s inequality, we conclude that
‖u‖L∞(0,T ;H1)∩L2(0,T ;H2) + ‖∇d‖L∞(0,T ;H1)∩L2(0,T ;H2)  C . (3.43)
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Testing (1.13) by −u and using (1.12), we see that
1
2
d
dt
∫
|∇u|2 dx+
∫
|u|2 dx
= −
∑
i, j,k
∫
∂ku j · ∂ jui · ∂kui dx−
∑
i,k
∫
dk∂i∇dk · ∇ui dx−
∑
i,k
∫
∂idk∇dk · ∇ui dx. (3.44)
Applying  to (1.14), testing by d, using (1.12), we ﬁnd that
1
2
d
dt
∫
|d|2 dx+
∫
|∇d|2 dx
∑
i,k
∫
∂idk∇dk · ∇ui dx−
∑
i, j,k
∫
∂i∂ jdk∂ j∇dk · ∇ui dx+ II+ III. (3.45)
Combining (3.44) with (3.45), we get
1
2
d
dt
∫
|∇u|2 + |d|2 dx+
∫
|u|2 + |∇d|2 dx
−
∑
i, j,k
∫
∂ku j∂ jui∂kui dx−
∑
i,k
∫
dk∂i∇dk · ∇ui dx−
∑
i, j,k
∫
∂i∂ jdk∂ j∇dk · ∇ui dx+ II+ III
=: 	1 + 	2 + 	3 + II+ III. (3.46)
The estimates of II and III are the same as that in Section 2, and hence we have
II, III 1
8
‖∇d‖2L2 + C‖∇d‖2B˙0∞,∞‖d‖
2
L2
 1
8
‖∇d‖2L2 + C‖d‖B˙0∞,∞‖d‖2L2 , (3.47)
thanks to the following interpolation inequality:
‖∇d‖2
B˙0∞,∞
 C‖d‖B˙0∞,∞‖d‖B˙0∞,∞  C‖d‖B˙0∞,∞ .
Next, we estimate 	2 as follows. We decompose ∇ui as follows.
∇ui =
+∞∑
j=−∞
φ j ∗ ∇ui =
∑
j<−N
φ j ∗ ∇ui +
N∑
j=−N
φ j ∗ ∇ui +
∑
j>N
φ j ∗ ∇ui,
where N is a positive integer to be chosen later. Plugging this decomposition into 	2, we get
	2 = −
∑
j<−N
∑
i,k
∫
dk∂i∇dk · φ j ∗ ∇ui dx−
N∑
j=−N
∑
i,k
∫
dk∂i∇dk · φ j ∗ ∇ui dx
−
∑
j>−N
∑
i,k
∫
dk∂i∇dk · φ j ∗ ∇ui dx =: 	21 + 	22 + 	23. (3.48)
Recalling Bernstein’s inequality,
‖φ j ∗ f ‖Lq  C23 j(
1
p − 1q )‖φ j ∗ f ‖Lp , 1 p  q∞, (3.49)
with C being a positive constant independent of f and j, we apply Hölder’s inequality to deduce that
	21 
∑
i,k
‖dk‖L2‖∂i∇dk‖L2
∑
j<−N
‖φ j ∗ ∇ui‖L∞
 C‖d‖2L2
∑
j<−N
2
3
2 j‖φ j ∗ ∇u‖L2
 C2− 32 N‖d‖22‖∇u‖L2 ,L
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∑
i,k
‖dk‖L2‖∂i∇dk‖L2
N∑
j=−N
‖φ j ∗ ∇ui‖L∞
 CN‖d‖2L2‖∇u‖B˙0∞,∞ ,
	23 
∑
i,k
‖dk‖L6‖∂i∇dk‖L2
∑
j>N
‖φ j ∗ ∇ui‖L3
 C‖∇d‖L2‖d‖L2
∑
j>N
2 j/2‖φ j ∗ ∇u‖L2
 C‖∇d‖L2‖d‖L2
(∑
j>N
2− j
)1/2(∑
j>N
22 j‖φ j ∗ ∇u‖2L2
)1/2
 C2−N/2‖∇d‖L2‖d‖L2‖u‖L2 .
Now we choose N so that C2−N/2(‖d‖L2 + ‖∇u‖L2 ) 14 , to conclude
	2  C‖d‖2L2 + C‖d‖2L2‖∇u‖B˙0∞,∞ log+
(‖∇u‖L2 + ‖d‖L2)+ 14‖∇d‖L2‖u‖L2 . (3.50)
	3 holds the same estimate as (3.50).
Similarly,
	1  C‖∇u‖2L2 +
1
4
‖u‖2L2 + C‖∇u‖2L2‖∇u‖B˙0∞,∞ log+
(‖∇u‖L2 + ‖d‖L2).
Plugging the above estimates of 	1, 	2, 	3, II and III into (3.46) gives (3.43).
This completes the proof.
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