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Abstract
In this brief note, we give two explicit formulas for the Bernoulli Numbers
in terms of the Stirling numbers of the second kind, and the Eulerian
Numbers. To the best of our knowledge, these formulas are new. We also
derive two more probably known formulas.
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There are many known explicit formulas known for the Bernoulli Numbers [1].
We prove the following here.
Theorem 1. We have
Br+1 =
(−1)r · (r + 1) · 2r
2r+1 − 1
r∑
k=1
S(r, k)
k + 1
(−1)k2−2k (2k − 1)!
(k − 1)! , (1)
and
Br+1 =
(−1)r(r + 1)
2r(2r+1 − 1)
(
2r
r − 1
) r∑
l=1
(−1)l
〈
r
r − l
〉 (r−1
l−1
)
(
2r
2l−1
) , (2)
(−1)r−1Br =
r∑
k=1
(−1)k S(r, k)
k + 1
· (k − 1)!, (3)
and
(−1)r−1Br =
r∑
l=1
〈
r
r − l
〉
(−1)l
l · (r+1l ) , (4)
where Br+1 is the Bernoulli number, S(r, k) denotes the Stirling number of the
second kind, and
〈
r
r−l
〉
represent the Eulerian numbers.
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Proof. Our proof of (1) and (2) relies on the following integral representation
for the Riemann Zeta function
ζ(s) =
1
pi(2− 2s)
∫
∞
0
x−1/2Lis(−x)
1 + x
dx, (5)
where Lis(−x) is the Polylogarithm function, and is valid for all s ∈ C \ {1}.
The above is derived using the Ramanujan’s Master Theorem in the appendix.
The above can also be obtained from formula 3.2.1.6 in the book [3].
The integral representation (5) can be used to obtain, for example,
ζ(0) =
1
pi
∫
∞
0
x−1/2Li0(−x)
1 + x
dx =
−1
2
. (6)
Also,
ζ(−r) = 1
pi(2 − 2−r)
∫
∞
0
x−1/2Li−r(−x)
1 + x
dx. (7)
Now, using the following representation from the note [4]
Li−r(−x) =
r∑
k=1
k!S(r, k)
(
1
1 + x
)k+1
(−x)k, (8)
which can be easily proved using induction on r.
Now, we deduce equation (1) from the following steps
ζ(−r) = 1
pi(2 − 2−r)
∫
∞
0
x−1/2
1 + x
Li−r(−x) dx
=
1
pi(2 − 2−r)
∫
∞
0
x−1/2
1 + x
r∑
k=1
k!S(r, k)
(
1
1 + x
)k+1
(−x)k dx
=
1
pi(2 − 2−r)
r∑
k=1
k! · S(r, k) · (−1)k · β
(
k +
1
2
,
3
2
)
=
1
pi(2− 2−r)
r∑
k=1
1
k + 1
· S(r, k) · (−1)k · Γ(k + 1/2) · Γ(3/2)
=
1
pi(2− 2−r)
r∑
k=1
1
k + 1
· S(r, k) · (−1)k · Γ(2k)
Γ(k)
· 21−2k · pi
2
=
2r
2r+1 − 1
r∑
k=1
S(r, k)
k + 1
(−1)k2−2k (2k − 1)!
(k − 1)! ,
and the fact that ζ(−r) = (−1)r Br+1r+1 . Here, Γ(·) and β(·, ·) are the Gamma
and Beta function respectively.
Another representation for Li−r(−x) is the following from [5]
Li−r(−x) = 1
(1 + x)r+1
·
r−1∑
j=0
〈
r
j
〉
· (−x)r−j . (9)
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Now, to derive equation (2) we follow the steps below
ζ(−r) = 1
pi(2 − 2−r)
∫
∞
0
x−1/2
1 + x
Li−r(−x) dx
=
1
pi(2− 2−r)
∫
∞
0
x−1/2
1 + x
· 1
(1 + x)r+1
·
r−1∑
j=0
〈
r
j
〉
· (−x)r−j dx
=
1
pi(2 − 2−r)
r−1∑
j=0
(−1)r−j
〈
r
j
〉
· β
(
r − j + 1
2
, j +
3
2
)
=
1
pi(2− 2−r)
r−1∑
j=0
(−1)r−j
〈
r
j
〉
· Γ(r − j + 1/2) Γ(j + 3/2)
Γ(r + 2)
=
1
pi(2− 2−r)
r∑
l=1
(−1)l
〈
r
r − l
〉
· Γ(l + 1/2) Γ(r − l + 3/2)
Γ(r + 2)
=
1
pi(2 − 2−r)
r∑
l=1
(−1)l
〈
r
r − l
〉
· 2
1−2l√pi Γ(2l)
Γ(l)Γ(r + 2)
· 2
−1−2(r−l)√pi Γ(2(r − l + 1)
Γ(r − l+ 1)
=
1
2r(2r+1 − 1) · (r + 1)!
r∑
l=1
(−1)l
〈
r
r − l
〉
(2l− 1)!
(l − 1)! ·
(2r − 2l + 1)!
(r − l)!
=
1
2r(2r+1 − 1) · (r + 1)!
r∑
l=1
(−1)l
〈
r
r − l
〉 (r−1
l−1
)
(
2r
2l−1
) · (2r)!
(r − 1)! ,
and the fact that ζ(−r) = (−1)r Br+1r+1 .
To prove (3) and (4), we use the following integral representation
ζ(s+ 1) =
−1
s
∫
∞
0
Lis(−x)
(x)(1 + x)
dx, (10)
which can be derived from the result in the appendix, and the representations
(8) and (9).
Appendix
Following result appears in [2] in a different form.
Theorem 2. For all s ∈ C \ {1}, and 0 < n < 1, we have∫
∞
0
xn−1
Lis(−x)
1 + x
dx =
pi
sinnpi
(ζ(s) − ζ(s, 1 − n)), (11)
where ζ(s, 1− n) represents the Hurwitz Zeta function.
Proof. Let
H(s)n =
n∑
k=1
1
ks
3
be the generalized Harmonic number. Then, we have the following generating
function from [7]
Lis(x)
1− x =
∞∑
n=1
H(s)n x
n,
for |x| < 1. We can also write
Lis(−x)
(1 + x)
=
∞∑
n=1
H(s)n (−x)n. (12)
We have the following explicit form
H(s)n = ζ(s)− ζ(s, n+ 1). (13)
Next, we use Ramanujan’s Master Theorem (RMT) from [6], which is,
∫
∞
0
xn−1{φ(0)− xφ(1) + x2φ(2)− · · · } dx = pi
sinnpi
φ(−n), (14)
where the integral is convergent for 0 < Re(n) < 1, and after certain conditions
are satisfied by φ. Now, using RMT with equations (12) and (13) gives us
required equation (11).
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