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We introduce a new geometrical approach to thermo–statistical mechanics. Here we highlight the
main physical ideas, and how do they translate into geometrical language. We contrast our approach
with previous (pseudo-)Riemannian [Weinhold 1975; Ruppeiner 1979] as well as Euclidean [Gilmore
1984; Gross & Votyakov 1999] or Euclidean–looking [Levine 1986] thermo–statistical–geometrical
formalisms. We point out the relevance of our approach within the contexts of non–extensive
statistical thermodynamics [Tsallis 1988, 2000]. We show how the language of Riemannian geometry
can be used as a powerful investigation tool, leading to several new and profound questions, and
some temptative answers, on thermo–statistical mechanics.
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I. INTRODUCTION
Geometrical formalisms have been applied to statisti-
cal thermodynamics in many occasions in the past, start-
ing with Gibbs himself, and have regularly prooved them-
selves to be very useful and insightful ( [15]; [53]). In the
1970’s and 1980’s several other geometrical approaches
were proposed as recently reviewed by Ruppeiner ( [48];
for another geometrical approach see [42]). A common
feature of all such approaches, is the central roˆle played
by entropy, in either of its many forms, namely the Clau-
sius entropy SC , the Boltzmann–Shannon entropy SB,
the Gibbs–Shannon entropy SG, the Boltzmann–Einstein
entropy SΩ. [See the Appendix for the precise defini-
tions.] In fact, most of the above-mentioned geometric
formalisms assume as their start one or the other form
of the entropy, and then derive from it their geometric
structure, which turns out to be (pseudo-)Riemannian.
[For a deep and very pedagogical treatment of Rieman-
nian geometry, see [34] or [13].]
However, once we are given a well–defined physical
system, what is the “correct” entropy we should use?
Answering such a question is not at all easy (and the
question itself is ambiguous - see [26], [27]). Indeed,
following the breakthrough paper of Tsallis ( [59]), all
along the 1990’s an increasing deal of attention has been
devoted to several generalized non–extensive statistical–
thermodynamic formalisms ( [60]). Almost invariably,
all such investigations postulate as their starting point
a mathematical form of the entropy functional differ-
ent from either of the above mentionsd S’s, typically
the Renyi entropy SR or the Havrda–Charvat–Daroczy–
Tsallis (in brief and nowaday usually, Tsallis’) entropy
ST ( [23], [8], [59]; see also [4]). Moreover, several of
the entropy–extremization procedures proposed in such
formalisms make a different use of the macroscopic con-
straints N , E, V , and so on ( [59]; [6]; [61]; [33]; see
also [40], [11]). Finally, non–extensive thermodynamics
naturally puts the accent on the roˆle played by the total
number N of microscopic constituents of the macroscopic
system (though N is usually not explicitly included in
the definition of ST – but see [29]; [18]; [5]; [3]; [7]), and
on the effects due to (long–range, or long–time memory)
interactions/correlations among such constituents.
The chief aim of this paper is to provide a convenient
framework able to combine geometry and non-extensivity
– and to provide more insight – into thermo-statistics.
The purpose is of methodological as well as pedagogi-
cal nature. So the obvious question now would be: can
we still derive a useful thermo-stat-geometric formalism
for non-extensive systems? But since now we have to
deal with a modified definition of entropy, such a ques-
tion actually splits in two: (A) can we just take the a
new mathematical expression for the entropy and then
derive geometry following the same conceptual path as
for the standard (=extensive) statistical thermodynam-
ics? Or maybe (B) shouldn’t we modify as well our ap-
proach to combine the geometric and thermo-statistics
aspects of the problem, when dealing with non–extensive
systems? We stress that here we do not follow suggestion
(A), which would presumably lead us to some modified
but still intrinsically Riemannian geometry of thermo-
dynamics. However, such a program would preliminary
require us to settle two key issues: (A1) is Tsallis entropy
the appropriate non–extensive generalization of the stan-
dard extensive entropy? (And, is it unique?) Yet, in case
it is, (A2) of which of the many entropy forms is Tsal-
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lis’ entropy the generalization? (In particular, of SB or
of SG? And what about N , then?) Clearly, all such
questions have little to do with the specifically geometric
aspect of the problem, and deserve a separate investi-
gation. So in this paper we rather take on the other
road (B). From such a point of view, geometry comes
in prior to entropy, which still plays a relevant but now
secondary roˆle on the scene. As a consequence, we end
up with a fundamentally Euclidean geometry, in which
induced Riemannian structures are present only as far
as the geometry of the environment space induces them
onto the (curved) embedded submanifolds. On the other
hand, the present approach gives a firmer physical handle
on such (often somewhat confusing) matters as interac-
tions, their range, correlations, information, probability,
entropy, equilibrium, and their multiple conceptual in-
terconnections.
It must be stressed that approaches quite close to ours
in spirit have beeen previously championed by Gilmore
( [16]), who lead the Euclidean side in a dispute with
the Riemannian point of view in the 1980’s ( [45], [24],
[17]; [2]), and more recently by Gross and Votyakov (
[22], [20]). In particular, our formalism turns out to be
closely related to those used by ( [51]), ( [30]), and (
[36]). What is new in our approach, are (i) the attempt to
put everything in a kinetic–statistical—mechanical (mi-
cro/mesoscopic) perspective, rather then in a thermody-
namical (macroscopic) or an information–theoretic ones,
and (ii) an overall constructive attitude, i.e. we will
always try to define new things in terms of previously
defined objects, avoidind assumptions and postulates as
much as we can, trying hard to find physical justifica-
tions otherwise, and always keeping an explicit and sharp
distinction between the geometry–mathematics and the
physics. Our starting point is classical dynamics of point
particles. Upon that, we implement and justify a coarse–
graining of 1–particle phase–space. We then progres-
sively introduce geometrical (Euclidean as well as Rie-
mannian) concepts and give their physical interpretation.
(For closely related ideas in different contexts, see [12]
and [32].)
The rest of the paper is as follows. We start in Sect.(II)
with a description of the system we have in mind with
its microscopic and mesoscopic states, and proceed with
the macroscopic observables in Sect.(III). In Sect.(IV)
we translate in our geometrical language the fundamen-
tal thermostatistical concepts of equilibrium and entropy.
In Sect.(V) we contrast our geometric formalism to pre-
vious work, and discuss the relevance and connections of
our work to non–extensive statistical thermodynamics.
In Sect.(VI) we conclude.
II. MICRO- AND MESOSCOPIC DESCRIPTIONS
Here we take the microscopic point of view of kinetic
theory, and the closely related – in our opinion, “meso-
scopic” – point of view of statistical mechanics. (We will
later clarify what we mean here by mesoscopic.)
For the sake of concreteness, the physical system we
will consider in this paper will always be a non–ideal gas
of interacting particles, a paradigmatic example of sys-
tems dealt with in standard extensive statistical thermo-
dynamics, and in its geometrical formulations. Having
always non–extensivity in the back of our mind, we (i)
allow interactions to be long-range, and (ii) do not deal
with any kind of probability of being in some more or
less likely state, but rather with the actually observed
occupation number of particles within a cell.
The first key idea of our approach is to take the µ–
space of the gas, and divide it into M coarse–grained
cells. At this stage, the partition of phase–space might
be taken arbitrarily – cells of different shape, size, loca-
tion, orientation,... (we might even decide to “lump”
together in the same cell portions of phase–space not
topologically connected to each other!) There is only
one cell c(i) associated to the i-th particle, but there can
be 0 ≤ nc ≤ N particles in the same c-th cell. We will
describe the “coarse–grained microstate” of the system
through the M–tuple n = (n1, n2, ...nM ) of occupation
numbers nc’s, ordered and labeled by c = 1, 2, ...M . We
must stress that a state defined by n is neither truly mi-
croscopic nor truly elementary, as it “knows” little con-
cerning the arrangement of particles within the cell. On
the other hand, a state described by n is neither truly
macroscopic, as there are still many ways to shift parti-
cles from one cell to another, or to swap them between
two cells, yet without affecting such macroscopic quanti-
ties as the total number of particles N , total energy E,
total angular momentum L, and so on. To capture the
essence of this intermediate status of n, we will therefore
call mesostate from now onward.
The second key idea of our approach is to regard the
set NM of all mesostates as a new kind of space – “cell
space” hereafter – different from both the Γ–space and
the µ–space. Geometrically, we will regard the nc’s as a
set of cartesian coordinates in cell space, and n as a vec-
tor therein. We will develop all this in the next Sections.
A. The system: an interacting non–ideal gas
Consider a macroscopic system consisting of i = 1, ...N
microscopic constituents. For the sake of defineteness,
consider a (non–ideal) gas of N identical point–like par-
ticles of mass m, position ~ri, and velocity ~vi, inside a box
of volume V . In what follows, the volume will be treated
as a fixed, external parameter, independent on the state
of the system.
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Let each particle in the box be immersed in a fixed,
external, potential field φ(ext)(~ri, ~vi) – say, due to an ex-
ternal electric field ~E or magnetic field ~B, if the parti-
cles have electric charge or magnetic moment. In fact,
the box itself can be described as a confinining poten-
tial well of the form φ(box)(~ri, ~vi) = 0 for ~ri ∈ V , and
φ(box)(~ri, ~vi) = +∞ otherwise. Finally, let the par-
ticles interact with each other through a pairwise in-
teraction potential ψij = ψ
(int)(~ri, ~rj ;~vi, ~vj), which in
most real cases will just boil down to a simple position–
dependent, pairwise, isotropic, spatially homogeneous
potential ψij = ψ(rij), where rij = |~ri − ~rj | – say, Van
der Waals or Lennard–Jones intermolecular potential, or
electrostatic Coulomb, or Newtonian gravity. If we like,
we could also take ψ(0) = 0, to avoid embarassing self–
energies. This is but a formal way of escaping from phys-
ical paradoxes raised by the mathematical idealization of
point-like particles. More rigorously, one should take into
account a finite, non-zero size of the particles themselves.
On the microscopic, kinetic–theory level, the state of
the system would be completely specified if we knew all
the 6N coordinates in the N–particle phase–space (Γ–
space). A theoretically (much) less informative, but ex-
perimentally (a lot) more accessible description is via
the 6–dimensional 1–particle phase–space (µ–space) of
the gas, where inter–particle correlations are either to-
tally ignored, or retained just at the mean–field level
of approximation. Ideally, both descriptions are as fine
as possible: a microstate is an N–dimensional point
δND (~x1(t), ...~xN (t);~v1(t), ...~vN (t)) in Γ–space, or a collec-
tion of N (possibly interacting) 6–dimensional points
δ6D(~x(t);~v(t)) in µ–space.
So far, we made no use of any “elementary” state
c = 1, ...M ; at this stage, our states are a lot more than
just M , in fact they are ∞6N in Γ–space and ∞6 in µ–
space. Neither did we make any “statistical” assumption
so far – we only borrowed concepts from classical mechan-
ics. Only now will we move on to cells and “mesostates”
n. This will allow us to introduce a new arena – “cell
space” – inside which geometry will later come to per-
fom. Prior to that, however, we will need to intro-
duce and physically justify a few statistical–dynamical
assumptions.
B. Cell space: coarse–graining, information,
“effective mean–field”, partition, covariance
First of all, why coarse–graining? Physically, it is very
well motivated. In real experiments or even in numeri-
cal simulations we have access only to a coarse–grained
kind of information, since (i) real–life results are always
affected by some non–zero uncertainty and/or numerical
cut–offs, which give an effective coarse–graining, and (ii)
anyway we often group experimental results into bins af-
ter all. But then, why µ-space? Well, again, in real–life
the information we have most easily access to is typically
that contained within the 1–particle description, rather
than that of the full N–particle description. Moreover,
the kind of physical understanding we have/seek of a sys-
tem usually involves just 1- or 2-particle objects, like ki-
netic or pairwise interaction energy, respectively; very
rarely do we need to consider any intrinsically 3-, 4-, or
N -body quantity. We then end up with a new statisti-
cal description, where the relevant coordinates are now
the cell occupation numbers nc = n1, n2, ...nM , a state
is identified by n, and the relevant “phase”-space will be
from now on called cell–space, and sometimes denoted as
NM .
From the point of view of information theory, going
from Γ–space to µ–space makes a less efficient use of the
information at our disposal, insofar as it ignores correla-
tions among particles. Going from µ–space to cell–space
introduces a further loss of information, since all particles
within the same c–th cell are now equivalent, while they
are still different in µ–space. So why should we deliber-
ately choose to loose so much information, first taking µ–
space and then even coarse–graining it? Well, we might
be so clever and so lucky to be able to throw away most
of the information we might keep but would not need,
and keep just that we are really interested in. This is ex-
actly the basic philosophy behind the use of expectation
values of macroscopic variables as constraint (“available
information”) on the search for the maximum–likelihood
probability distribution, i.e. the standard practice in the
information theory approach to statistical thermodynam-
ics ( [26]). However, after the obvious macroscopic con-
straints, we might – and should! – try to include in our
description whatever useful extra information we have
on the system. So we should also include any available
microscopic information, if useful.
It should not be overlooked, however, that coarse–
graining introduces several physical approximations in
what follows. As an example, let us focus only on
position–dependent, pairwise, isotropic, homogeneous in-
teractions ψ(rij), for simplicity. (Similar considerations
should apply as well to more general cases, even velocity–
dependent, interactions.) The particle’s position and ve-
locity ~ri, ~vi will only approximately coincide with the
cell’s position and velocity ~rc ≈ ~ri, ~vc ≈ ~vi. As a first
step, we could just assume this approximation to be good
for our purposes. But then, two particles within the same
cell should be regarded as separated by a distance rij ≈ 0,
as long as rij ≤ lc, where lc is the typical linear size of
the c-th cell. As a consequence, we would be tempted to
approximate their mutual interaction energy per pair of
particles by 12ψcc ≈ 12ψ(0), which will either (a) usually
lead to mathematical divergences and unphysical para-
doxes if we take the true ψ(r) evaluated at r = 0, or
(b) be a bad approximation within the cells if we force
ψ(0) = 0. Of course, two rough solutions could be (c)
just take ψcc ≈ ψ(lc), or better (d) assume a uniform
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density n(~r ≈ ~rc) ≈ nc/l3c inside the c-th cell and com-
pute the resulting ψcc by spatial integration of ψ(rij)
over ij-pairs in the cell. As a second step, we might try
to improve on such a situation as follows. Though we do
not exactly how and why, we may expect particles within
a given cell, as a consequence of their dynamical evolu-
tion, to arrange themselves in some well–defined, typical
way, depending only on the (size, shape, location, orien-
tation, and possibly occupation of the) cell. As a concrete
example, it is well-known that many self-gravitating sys-
tems – star clusters, galaxies, galaxy clusters – tend to
assume spherical configurations with a few well–defined
and to some extent “universal” profiles (not simply uni-
form!) of density, velocity, potential, and so on. Explic-
itly, we make two assumtpions: (1) dynamically, particles
arrange their positions in some well–defined way around
any given point ~r∗ in space, such that there exist a “typ-
ical” (say, “mean”) density profile n(~r) ≈ nf(|~r∗ − ~r|)
where n = N/V is the global mean number density; (2)
statistically, such a profile is “typical enough”, i.e. it
does not vary (too much) from one (occupied) point to
another. As central point ~r∗ we may then take as well
the cell center ~rc. We may now integrate over the cell
(hence ri = |~ri − ~rc|) and obtain:
nc(lc) ≈ Fc(lc) := n
∫
d3~rif(ri) (1)
and
ψcc(lc) ≈ Gc(lc) := n2
∫
d3~ri
∫
d3~rjf(ri)f(rj)ψij (2)
Note that (1) can be viewn as as a local mean (=over the
cell) density, but not as the uniform global mean (=over
the whole volume) density. Through f(r), it still retains
some (=the “typical”) informations regarding the local
arrangements in space of the particles in the neighbour-
hood of ~rc. On the other hand, once the typical pro-
file f(r) is given, (2) is immediately recognizable as the
mean–field estimate of the 2-particle potential, ignoring
the correlations among particle pairs within the cell, i.e.
correlated fluctuations leading to departures of the ac-
tual density distribution from the typical f(r). Now we
assume nc(lc) is invertible (which is physically reasonable
given a monotonic ψ(~r)), we invert (1) for lc, substitute
into (2) to eliminate lc in favour of nc, and obtain:
ǫψc (n
c) ≈ ψcc(lc(nc)) (3)
which appears as an effective cell–cell interaction poten-
tial when “seen from the outside” of the c–th cell. It
depends on the occupation n through the cell occupa-
tion nc, but it depends on properties of the c-th cell
only, memory-less of what happens to the particles in-
side and/or to the particles in other cells. Note that
near–neighbour–cell interactions are on scales r ≥ lc, i.e.
still not too far from the intra–cell interactions on scales
r ≤ lc we just considered at step two. As a third step, we
could then hope and try to model also such a situation
in some cell–dependent, but particle–independent, way.
So, presumably, (1) ,(2), and (3) would be generalized
to nc ≈ Fc(lc;n), ψcc ≈ Gc(lc;n), and ǫψc (nc;n), respec-
tively, now depending on properties all the M cells, but
still just on cell properties.
In other terms, when we decide to ignore completely
how particles are arranged within the cells in phase–
space, and consider only the intra–cell interactions, we
are making a mean–field approximation, supposing that
correlations among the particle’s positions and velocities
within the cells (and between near–neighbour cells) are
totally neglectable. In this mean–field description, we
only deal with cells and properties of cells. However, we
may as well decide to ignore only partially the internal
arrangements of particles within the cells, while retaining
some information (that which is most relevant to our pur-
poses) concerning particles interactions/correlations. In
other words, if we find it useful, we may consider particles
in the same cell to be at a r = 0 distance from each other
as far as we are concerned their position ~r ≈ ~rc but at
the same time remind that they are at arranged in some
prescribed way with non-zero distances as long as we are
interested in their interaction 0 6= ψcc 6= ∞. The “typi-
cal” cell–dependent internal arrangements should be re-
garded exactly as that extra bit of useful information we
alluded to hereabove. Now, if the scenario summarized in
(1) ,(2), and (3) were actually viable, we would then end
up with solution (e): an “effective”, “ mean–field–like”
description, quantitatively different from the pure mean–
field, but qualitatively quite close to it. Whether and how
exactly such a program can be concretely implemented
(as the results of [12] seem to imply) will of course depend
on the specific kind of interactions (and the consequent
internal arrangements) we must deal with, which would
take us too far off the main path of this paper. Here
we will just content ourselves with assuming that such
a mean–field–like description is actually feasible, and to
investigate the geometrical and thermo–statistical conse-
quences of such a statistical–dynamical assumption.
Finally, the way we choose the partition of phase–space
is fundamental. Before deciding whether to include lit-
tle/some/all of the available informations concerning par-
ticles in cells, we must still fully specify how the M cells
themselves look like (size, shape, location, orientation),
independently on their occupation number nc. Such a
choice might a clever, or a not–so–clever one. In order
to be useful, it should be guided by physical intuition,
based on our overall knowledge of the physics of the sys-
tem. Our geometrical–thermo–statistical formalism can-
not help us anyhow here. Viceversa, it will be completely
determined by (i) our choice of the “foremost” coarse–
graining, and (ii) the “background” physics of the system
(be it dominated by intra-cell, near(est)–neighbour-cell,
or inter–cell interactions/correlations). This very same
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point has been stressed by Jaynes himself ( [26]), in his
remarks upon the “antropomorphic” nature of entropy;
the only difference with us is that he restricted himself
to Q=a few macroscopic thermodynamical coordinates
N,E, V, ..., while we extend the discussion to M=many
mesoscopic coordinates n1, ..., nc, ...nM . The choice of a
partition can equivalently be interpreted as a choice of
how to weight (as opposed to simply how to count) the
available mesostates; a physically well–motivated choice
would be weighting a state by the time the system actu-
ally spends therein ( [57]). In any case, as here we need
not rely on any specific choice neither of the partition nor
of the entropy, we are free to ignore such difficulties now
and to leave them to later investigations.
C. Mesoscopic states: cartesian
coordinates and vectors in cell space
What is the geometrical meaning of a mesostate n? By
construction, cell space is equipped with a set of coordi-
nates nc’s, which we from now on will regard as cartesian
and orthogonal. There is a set of preferred directions
along which only one coordinate grows, but the other
stay constant – i.e., a set of unit vectors e1, ...eM associ-
ated with the coordinate system n1, ...nM – and a set of
preferred hyperplanes Σnc , upon which only the c-th co-
ordinate stays constant, while all the others may change.
For clarity, in what follows repeated index will not be
implicitly summed over, but we will always provide the
explicit summation symbol (not a surface!)
∑M
c=1.
Each mesostate of the system can be regarded as an
M–dimensional vector (components with upper indexes):
n :=
M∑
c=1
ncec (4)
The unit vectors themselves have components (ea)
b = δba
(where δba = 1 iff a = b, and δ
b
a = 0 otherwise), i.e. ec
is the mesostate “only 1 particle, in the c-th cell”. Phys-
ically, “moving along the direction of ec” means simply
to add/remove a particle from the c-th cell, leaving any
other h-th cell untouched, i.e. (ec)
b = ∂n
b
∂nc
= δbc.
Let us define the vector sum between two mesostates
in the most natural way, by summing their components:
(n′ + n′′) :=
M∑
c=1
[(nc)′ + (nc)′′] ec (5)
and the product of a mesostate vector with a scalar x:
x · n :=
M∑
c=1
(x · nc)ec (6)
Note that the definitions (5) and (6) were not intro-
duced as related to any “physical operation” (com-
pressing/expanding, adding/removing energy, merg-
ing/splitting, etc.) effectively involving one or two dif-
ferent physical systems. Mathematically, we will soon
need them in Sect.(II D).
D. Diversity and similarity of mesostates:
(euclidean) distance, direction, and length
Physically speaking, we would like to regard two
mesostates n′ and n′′ as being “close to each other” if
their respective occupation numbers are as similar as pos-
sible. This naturally leads to a notion of (euclidean) dis-
tance:
d(n′,n′′) :=
√√√√ M∑
c=1
|(nc)′′ − (nc)′|2 (7)
telling us “how much” n′ 6= n′′. Two mesostates coin-
cide iff d(n′,n′′) = 0. However, d(n0,n
′) = d(n0,n
′′)0
does not necessarily imply n′ = n′′; there can be many
mesostates upon the M − 1–dimensional sphere of radius
d and centre n0, all at the same distance d(n0,n) = d.
It would be useful to have some other mathematical
tool telling us “in which way” n′ 6= n′′. For example,
all unit vectors ec’s differ all by the same extent (=same
distance d = 1) from the “completely empty mesostate”
0 (no particles anywhere at all), but they are completely
different mesostates; we would like to describe such a
state of affairs quantitatively. It is also natural to regard
the ec’s as being orthogonal to each other, ec ‖ ec and
ea ⊥ eb (for a 6= b). Such directional ideas can be made
more precise as follows. First, we define a scalar prod-
uct between any two mesostates n′ and n′′ by orderly
multiplying their components, and summing them up:
n′ · n′′ :=
M∑
c=1
(nc)′ · (nc)′′ (8)
Then we define the modulus – “length” – of a mesostate:
|n| :=
√√√√ M∑
c=1
(nc)2 =
√
n · n (9)
which implies |n| ≤ N (equal iff all particles are in the
same cell). We can now formally introduce the con-
cept of direction in cell space through the unit vector
un = n/|n|: a direction is the equivalence class of all
mesostates sharing the same un. (Note that the direc-
tion vector un and the probability vector p = n/N = un ·
|n|/N have different normalizations.) Finally, we define
n′ ⊥ n′′ iff u′n ·u′′n = 0 and n′ ‖ n′′ iff u′n ·u′′n = 1. This al-
lows us to clarify the notion of “orthogonal unit vectors”
implicitly used in (4): for each c, |ec| = √ec · ec = 1, and
for each a 6= b, ea · eb = 0.
5
There is an easy physical interpretation of (8) and
(9). Note that, since 0 ≤ (nc)′, (nc)′′ ≤ N , by defi-
nition occupation numbers can never be negative, and
(nc)′ · (nc)′′ ≥ 0 for each c in (8). So if n′ · n′′ = 0 then
for any c, either (nc)′ = 0, or (nc)′′ = 0, or both. That
is, n′ ⊥ n′′ actually means there are no directions along
which n′ and n′′ have simultaneously non–zero compo-
nents – two orthogonal mesostates are totally different,
having no cell at all in common. On the other hand,
n′ ‖ n′′ means two parallel mesostates “occupy” ex-
actly the same cells, with a possibly different occupation
n = un|n|, and each component nc ∝ N . If n′ and n′′
coincide both in modulus and direction, they are just the
same mesostate. What if n′ 6= n′′, but n′ ·n′′ ≈ |n′||n′′|?
The natural interpretation is that the mesostates n′ and
n′′ are somehow “similar”, and we expect d(n′,n′′) to be
in some sense small.
So, while (7) gives a quantitative measure of the “di-
versity” of mesostates, (8) gives a quantitative mea-
sure of their “similarity”. No surprise then, that (7),
(8), and (9) are strictly intertwined with each other.
In fact, setting ∆n = n′′ − n′, we can recast (7) as
d(n′′,n′) =
√
∆n ·∆n = |∆n| – another motivation to
introduce (5) and (9). Viceversa, |n| = √n · n = d(n,0).
Also, we might recast (8) in terms of (9):
n′ · n′′ = 1
2
[|n′ + n′′|2 − (|n′|2 + |n′′|2)] (10)
or also:
n′ · n′′ = 1
4
(|n′ + n′′|2 − |n′ − n′′|2) (11)
as can ben checked by direct substitution. Equation (11)
shows explicitly that the projection coefficient n′ · n′′
tells us “how much” n′ ≈ n′′, so to say. In fact, when
n′ = n′′ the second term in (11) vanishes and we get
the maximum value (n′ ·n′′)max = +|n′||n′′|, while when
n′ = −n′′ the first term in (11) vanishes and we get the
minimum value (n′ · n′′)min = −|n′||n′′|. Analogous ar-
guments also prove that n′ · n′′ ≈ |n′||n′′| is equivalent
to d(n′,n′′) = |∆n| ≈ 0, as expected. Finally, we have
all the usual properties of euclidean distance and scalar
product, i.e. Pythagora’s and Euclide’s theorems (10)-
(11), the Schwar(t?)z inequality:
n′ · n′′ ≤ |n′||n′′| (12)
and the triangular inequalities:
|n′ + n′′| ≤ |n′|+ |n′′| = ||n′|+ |n′′|| (13)
|n′ − n′′| ≥ ||n′| − |n′′|| ≥ |n′| − |n′′| (14)
As far as we are aware, the notion of an euclidean distance
among thermodynamical states has been previously em-
ploid only by ( [30]). There are several differences with
our approach, which we discuss in Sect.(V).
E. Euclidean metric - why?
From a mathematical point of view, we have just seen
several good reason to choose (7) as our definition of dis-
tance. Say, we might instead have raised the absolute
value in (7) to some other exponent – 1 or 4 or 15 etc.
– and we would have still found a quantitative way to
describe mesostates as different. However, such other
distances would have not been euclidean, i.e. Pythago-
ras’ theorem etc. would not hold. And we wouldn’t have
been able to introduce a scalar product like in (7), and
to use it to quantify the idea of similarity of two states
as in (8). In general, we would have denied ourselves the
use of a whole arsenal of well–known mathematical tricks
and results of euclidean geometry, like (8)–(14), without
gaining much as a quantitative notion of distance.
Geometrically speaking, the euclidean distance (7) en-
dows the cell space NM with a flat, euclidean met-
ric. (Technically, one says the pair (NM , δab) is an
euclidean manifold.) Defining the (finite) displacement
∆nc := (nc)′ − (nc)′′, we have:
d2(n′,n′′) =
M∑
a=1
M∑
b=1
∆naδab∆n
b (15)
where δab = 1 iff a = b, and δab = 0 otherwise. Note that
the euclidean metric tensor δab is independent on the po-
sition n, and this is why we may use the finite expression
(15); given a more general “position”–dependent metric
tensor gab(n) we should use instead:
d2g(n
′,n′′) =

∫ 1
0
dλ
√√√√( M∑
a=1
M∑
b=1
dna
dλ
dnb
dλ
gab
)
2
(16)
where λ ∈ [0, 1] is a suitable affine parameter that de-
scribes the trajectory n(λ) between n′ and n′′, and
one must further specify exactly which trajectory in
NM is being followed – i.e., the distance between two
mesostates would not be unique, but it would depend on
the path along which it is measured. (Which is remi-
niscent of equlibrium/non–equilibrium transformations).
One might prefer to refer to (16) as “length” (of a path)
between n′ and n′′, and to reserve the term “distance”
to, say, the minimum (=geodesic) path–length between
n′ and n′′.
Physically, a metric tensor which is “everywhere the
same” in NM , deals with every mesostate on exactly
the same footing. Of course, different mesostates will
still possess physically different properties, and some
mesostates might be physically preferred in some sense –
say, they might be equilibrium states, extremizers of this
or that thermodynamic potential, and so on. However,
once a partition as been chosen, such (real!) differences
will raise only due to the underlying physics, but they will
not be “artificially” induced by the overimposed mathe-
matical structures (4)–(9).
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III. MACROSCOPIC DESCRIPTION
Here we take the macroscopic point of view of (statis-
tical) thermodynamics. Typically, we are interested in
Q =a few (and mostly mechanical) macroscopic quan-
tities A, such as number of particles, pressure, energy,
etc. Here we do not consider their mean (=per parti-
cle) value A/N and/or expected (=ensemble averaged)
value 〈A〉, but their total and actually observed (or ob-
servable, in principle) value A, consistently with our at-
tention to non–extensive and concrete matters. Entropy
requires separated additional considerations, postponed
to Sect(IV).
A. Macroscopic constraints
and mesoscopic functionals
Consider a physical system, whose macroscopic ther-
modynamical state can be completely characterized by
giving a few numbers A∗ – say, total number of particles
N∗ and total energy E∗. Moreover, suppose we know
how N∗ and E∗ could be computed if we only knew the
mesoscopic state n∗ the system is in. In other words, for
each A we are given a corresponding mesoscopic func-
tional A(...), whose argument is a mesostate. Without
loss of generality, we can express A(n) as follows:
A(n) :=
M∑
c=1
nc · ac(n) (17)
where the arbitrary dependence of A on n has been
reparted between the ac’s and the n
c’s for reasons to be-
come clear shortly. In particular, we are given N(...) and
E(...), which when evaluated at an arbitrary mesostate
n yield:
N(n) =
M∑
c=1
nc (18)
and
E(n) =
M∑
c=1
nc · ǫc (19)
while, when evaluated at some mesostate n∗ compati-
ble with the macroscopic constraints N∗ and E∗, yield
N(n∗) = N∗ and E(n∗) = E∗. The energy levels ǫc’s are
M known mesoscopic parameters, possibly themselves
depending on n and/or on some external parameter X
(Sect.III D, III E). Knowing the mesostate n automati-
cally fixes the values of N and E, but the reverse is not
true; there might be many, different states n′ 6= n′′ 6= n′′′
etc. all compatible with the same pair (N,E).
We will assume the functionals A(...) to be continuous
and smooth enough as needed, so that we might treat
the discrete coordinates nc’s as if they were continuous
variables, and use continuity, derivatives, integrals, and
so on. Mathematically, the variations should be small,
which means |∆nc| << nc for each c and/or |∆n| << |n|.
Physically, N and E should change very slowly with n.
This is then expected to breakdown in proximity of phase
transitions and/or at critical points, where even a tiny
change of the system’s state can cause enormous modifi-
cations to its properties.
B. Macroscopic observables: covectors in cell space
What is the geometrical meaning of a macroscopic ob-
servable A(n)? There is a geometrical interpretation of
(17), similar to (4), in terms of a suitable “observable
covector” , or covariant 1–form ( [30]). First of all, let us
associate the M–tuples a = [a1, a2, ...aM ], 1 = [1, 1, ...1],
and ǫ = [ǫ1, ǫ2, ...ǫM ] to the mesoscopic functionals A(...),
N(...), E(...), respectively. Then, let us define the observ-
able covector A (components with lower indexes) as:
A :=
M∑
c=1
ac(n) · ec (20)
where the unit covectors correspond to the mesoscopic
functionals with components (ea)b = δ
a
b , i.e. e
c(n) := nc
is that particular functional telling us how many particles
are within the c-th cell. (Implicitly, we have so defined
the sum A′+A′′ of two covectors, and the product x·A of
a scalar with a covector, in a manner totally analogous to
(5) and (6).) Finally, let us define the mixed scalar prod-
uct of a mesostate vector n and an observable covector
A as follows:
A · n =
M∑
c=1
ac(n) · nc = A(n) (21)
Clearly, (18) and (19) may now be rewritten as:
N(n) = 1 · n (22)
and
E(n) = ǫ · n (23)
As already sketched, the occupation numbers nc’s
themselves may be viewn as observable covectors; the
associated M–tuples are the M unit1–forms ec =
[0, 0, ..., 1, ...0] where the 1 is in the c-th position, and
we get:
nc(n) =
M∑
b=1
δcb · nb = ec · n (24)
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In the same spirit, given a physical observables
G(n′,n′′) involving 2 mesostates we can define the as-
sociated 2–nd rank (co)tensors G; e.g. the metric tensor
δ corresponding to (15) which can be compactly rewrit-
ten as:
d2(n′,n′′) =∆n′ · δ ·∆n′′ (25)
and analogously for (16).
As far as we are aware, the idea of associating a macro-
scopic observable A to a covector A is originally due to
Levine ( [30]). There are several differences with our ap-
proach, which we discuss in Sect.(V).
C. Macroscopic constraints: scalar fields
and level (curved) surfaces
There is another geometrical interpretation of (18) and
(19): N(n) and E(n) are two scalar fields, depending on
the “position” n, and defined everywhere in cell space.
Fixing specific values N = N∗ and E = E∗ singles out
two (M −1)–dimensional “level surfaces” Σ∗N = ΣN (N∗)
and Σ∗E = ΣE(E
∗) within NM . Any mesostate n∗′ upon
Σ∗N will yield N(n
∗′) = N∗, and similarly if n∗′′ upon
Σ∗E then E(n
∗′′) = E∗. Constraining n∗ to be simul-
taneously compatible with N∗ and E∗ means to consid-
erate only those mesostates belonging to the (M − 2)–
dimensional intersection Σ∗N ∩ Σ∗E , i.e. the “constraint
surface” Σ∗C = ΣC(N
∗, E∗) = ΣN (N
∗) ∩ ΣE(E∗). (See
also Sect.(IVB).)
In particular, since (18) is a linear functional of n, the
corresponding iso–N surfaces ΣN ’s are just hyperplanes
in NM (with 450 inclination with respect to all N coordi-
nate axis). Similarly, if the energy levels ǫc’s in (19) are
independent on n, the (M − 1)-dimensional iso–E sur-
faces and the (M − 2)-dimensional iso–N–iso–E surfaces
are flat hyperplanes as well. However, if the energy lev-
els depend on one or more occupation numbers nc’s, the
ΣE ’s and ΣC ’s will all be curved surfaces (see the next
Sect.III D). Here, we talk of curvature in the most intu-
itive sense of the term, according to the distance defined
by (7).
Describing thermodynamical states in terms of Q–
dimensional curved surfaces embedded within an higher–
dimensional space has been considered before by many (
[16]; [45], [24], [17]; [51], [30], [36]). There are differ-
ences with our approach; basically, (i) our states “live”
in a much larger M–dimensional space containing many
more (also non-equilibrium!) states, and containing
as submanifolds the (Q + 1)–dimensional or (2Q + 1)–
dimensional embedding spaces previously considered by
such authors, and/or (ii) they metric of the embedding
space is itself non–euclidean to start with. We discuss
this in Sect.(V).
D. Deforming surfaces: energy (pseudo-)levels
and induced (riemannian, curved) metrics
In many cases familiar from standard, extensive
thermo–statistical–mechanics (the ideal gas, a system of
spins interacting with an external magnetic field but not
with each other, etc.) we may take the energy levels
ǫc’s to be constants, known a priori and independent
on the occupation numbers nc’s, i.e. ∂E
∂nc
= ǫc and
∂2E
∂nb∂nc
= ∂ǫa
∂nb
= 0 for any a, b. In this case (18) and
(19) are linear functionals of n, so all the iso–N sur-
faces, the iso–E surfaces, and their intersections ΣC ’s are
just hyperplanes in NM . This is the case for the ideal
gas, where ǫvc =
1
2m~vc are purely kinetical energy levels.
Similarly, for a system of particles interacting with an
external potential, we have will be the “external poten-
tial energy levels” ǫXc (X) = φ
(ext)
c (X) = φX(~rc, ~vc;X),
depending on some external parameter(s) X – say, the
component(s) of an external magnetic field, if the system
is made of electrically charged particles. In both cases,
we are dealing with single–particle energies, like those felt
by a test particle interacting only with a fixed potential.
In fact, regarding velocity as a coordinate in µ–space,
kinetic energy per unit mass may also be regarded as a
fixed, µ–space “kinetic potential”.
However, in general the energy levels themselves might
depend on the mesostate n of the system. Physically,
this is very relevant: we would like to consider inter-
actions among particles, at least a pairwise interaction
ψij . But – anytime the interaction are long(enough)–
range, i.e. when the range is larger than the side of the
cell – this translates into a nonlinear interaction energy
ncψabn
b among particles in the c-th and h-th cells. We
may rephrase such a situation by introducing the “inter-
action energy levels” ǫψc (n) =
1
2
∑
b ψbcn
b associated with
the c-th cell only, but depending on all nb’s; the factor
1/2 compensates for counting twice the same pair, once
as (b, c) and once as (c, b). In general in (19) we must
insert the total energy levels:
ǫc(n;X) = ǫ
v
c + ǫ
X
c (X) + ǫ
ψ
c (n) (26)
Once more, such physical statements as readily translate
into a coincise geometrical language. The local n depen-
dence of ǫc(n;X) means the iso–E surfaces are not just
flat hyperplanes, but rather (M − 1)–dimensional curved
hypersurfaces; the overall dependence on X means there
exist an external “handle” with which we could glob-
ally “tune” the value of curvature. The local, variable
“slopes” of ΣE at n are given by the local “pseudolevels”:
εtotc (n;X) :=
∂E
∂nc
(n;X) =
[
ǫc +
M∑
b=1
nb
∂ǫb
∂nc
]
(n;X)
(27)
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or, in a more compact geometric notation, by:
εtotc (n;X) = [ǫc + (n · ∇) ǫc](n;X) (28)
where ∇ is the covariant gradient operator w.r.t. the
euclidean coordinates n1, ..nM .
Now, since any ΣE is anyway a metric submanifold
embedded within the euclidean manifold (NM , δ), the
metric (co)tensor g(E) induced by the metric 2–form
δ onto ΣE is also positive–definite (=all eigenvalues of
g
(E)
ab are positive): no matter where they are, two dif-
ferent mesostates have always non–zero, positive dis-
tance. However, the components g
(E)
ab ’s of the induced
metric tensor are different from the components δab’s
of the ambient metric tensor; in particular, they are
“position”–dependent functions g
(E)
ab (n). Indeed, if we
define an (M − 1)–dimensional surface ΣA ∈ NM by set-
ting A(n) = constant, and if along the c–th direction we
have ec ·∇A 6= 0, then the (M−1)×(M−1) components
g
(A)
ab (with a, b = 1, ...M but a, b 6= c) of the metric g(A)
induced upon ΣA will read:
g
(A)
ab (n) = δab +
[
∂A
∂na
∂A
∂nb(
∂A
∂nc
)2
]
(n) (29)
which is manifestly n–dependent.
Does this position–dependence of the metric coeffi-
cients mean the iso–A surfaces are curved? No, if we were
allowing for more general coordinates; a plane is still flat
even when described in polar coordinates, whose metric
coefficient depend on position through the Jacobian of
the cartesian–polar transformation of coordinates. In-
deed yes, as we are here using cartesian and orthogonal
coordinates. In other words, though the embedding cell
space is flat and euclidean, the curvature of the ΣA’s still
depends on their shape. This can only be checked for by
computing the curvature tensors (scalar, Ricci, Riemann
or Weyl, etc.) which depend on the metric g and its
1–st and 2–nd order derivatives w.r.t. the nc’s (position–
dependence in principle only requires ∂gab
∂nc
6= 0 for at
least one choice of a, b, c, a much weaker condition than
curvature). Such tensors could be negative– as well as
positive–defined or undefined – again, something that can
be checked explicitly and straightforwardly, once given
g(n).
Note how curvature arise due to particle–particle in-
teractions. Such a connection has been first pointed out
by Ruppeiner ( [43], [48]). However, (i) his curvature is
computed starting from a different (entropy–based) defi-
nition of distance, and (ii) he adopts an intrinsic point of
view, where one needs in principle no embedding space to
define a metric onto ΣA, while we use an extrinsic point
of view, where one needs an embedding metric space “all
around” ΣA, to induce a metric onto it. We discuss this
in Sect.(V).
E. External/kinetic potentials vs pairwise
interactions: linear vs non-linear transformations?
The effect of the modifying the external physical pa-
rameter X can be geometrically understood as follows.
The external field φextc (X) depends on the cell label c
through (~xc;~vc), but it does not depend on the occupa-
tion number nc. Every c corresponds to a single direction
in cell space. Changing X will modify the external po-
tential energy levels ǫXc (X), in a fashion depending on
the “direction” c, but not on the “position” nc. In ge-
ometrical terms, this operation is not isotropic, but still
homogeneous. However, since Eφ is a linear functional
of the nc’s it makes sense to relate the old external en-
ergy levels to the new ones by some suitable coefficient
cc(X → X ′), independent on n. Correspondingly, the
total energy levels will change to
ǫc(n;X
′) = ǫc(n;X) + [cc(X → X ′)− 1]ǫXc (X) (30)
Geometrically, this effect can be viewn as a linear trans-
formation of the set of iso–E hyperplanes in cell space,
induced by X → X ′. This transformation is homoge-
neous, but not isotropic. Furthermore, since different
directions do not get “mixed up” with each other, the
linear transformation (30) is simply a composition of a
differential dilatation/contraction with a translation, but
without any rotation involved.
Note how the total kinetic energy Ek(n) =
∑
c n
cǫvc
and the total external potential energy Eφ(n) =∑
c n
cǫXc (X) are both linear functional of n, while the to-
tal 2–particle interaction energy Eψ(n) =
∑
c n
cǫψc (n) is
a nonlinear functional (of order 2 in the nc’s) of n. Now,
the transformation (30) involving Eφ turns out to be lin-
ear. This suggests that there might be some other linear
transformations associated with Ek, and some non linear
transformation (of order 2?) associated with Eψ, in gen-
eral inhomogeneous and/or anisotropic (e.g., as an hyper-
bolic paraboloid). We might pursue this suggestions one
step further. Transformations in general are associated
with invariance and symmetry properties, in turn asso-
ciated with physical conservation laws (Noether’s theo-
rem). We have just speculated that there might be a lin-
ear transformation associated with kinetic energy levels;
it would be natural to expect this postulated transforma-
tion be associated with the conservation of kinetic energy
upon linear transformation of the (physical) coordinate
system. We might then speculate that the postulated
nonlinear transformation associated with the interaction
energy could be associated to some nonlinear transfor-
mation of our position/velocity coordinate system.
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IV. EQUILIBRIUM AND ENTROPY
A. Sequences of thermodynamic equilibria:
(curved) trajectories in cell space
A paradigmatic situation encountered in thermo–
statistical–mechanics is the following. First, we con-
sider a thermodynamical system whose macrostates can
be completely described by a few macroscopic parame-
ters – say, N and E – variable at will by the experi-
menter. Second, we are given the corresponding meso-
scopic functionals N(n) and E(n). Third, we are told
the numerical values N∗ and E∗ assumed by N and
E, respectively. Finally, we are instructed that, among
all possible mesostates n∗′,n∗′′,n∗′′′, ... compatible with
the imposed N∗ and E∗, the system will “tend to se-
lect” (somehow guided by the physics) one particular
mesostate nˆ∗ = nˆ(N∗, E∗), depending on the imposed
constraints N(nˆ∗) = N∗ and E(nˆ∗) = E∗. Varying N
and E will make nˆ(N,E) “wander around” in cell space,
along a 2–dimensional “equilibrium trajectory”, or equi-
librium surface, Σˆ(N,E).
The shape of the equilibrium trajectories depends on
the “convolution” between the chosen coarse–graining
and the underlying physics of the system. For instance, it
might happen that varying onlyN but not E, the equilib-
rium occupation numbers nˆc’s change but the equilibrium
probabilities pˆc’s do not. This is the well–known case of
the ideal gas, where nˆc ∝ N exp (−βǫvc ) and ∂ǫc∂N = 0,
such that pˆc ∝ exp (−βǫvc) does not depend on N . In
other words, changing from N to N ′ the probability dis-
tribution remains the same p = n/N = n′/N ′. Geo-
metrically, this is like multiplying n by x = N ′/N , i.e.
n(N → N ′, E) will “move” along a straight line of di-
rection un = Np/|n| passing through the origin (the
completely empty mesostate) of NM . Once again, for a
non–ideal gas where interactions are not neglectable, the
number of particles will be important, and equilibrium
states of different N will lay along curved trajectories in
NM space.
B. States of thermodynamic equilibrium:
constrained extrema of the entropy functional
The way according to which the thermodynamical
systems “chooses” nˆ∗ among all candidate mesostates
n∗ ∈ Σ∗C will be dictated by its physics. However, as
often happens, it might be possible to mathematically
rephrase this choice in terms of a variational principle,
the Maximum Entropy principle ( [26]).
First of all, one is provided with another, given func-
tional of n, the entropy functional S(...). The physically
outstanding example of such an entropy functional is
the usual 1–particle Boltzmann–Shannon entropy SB(n)
of standard statistical thermodynamics and information
theory ( [26]):
SB(n) = N
M∑
c=1
pc log(1/pc) =
M∑
c=1
nc log
(
N(n)
nc
)
(31)
This is appropriate to describe a system of many, weakly
interacting particles. Other forms of entropy functionals,
more suitable for other physical systems, are currently
receiving a lot of attention, see Sect.(V). Second, in or-
der to identify the desired equilibrium state nˆ(N∗, E∗),
one is instructed to look for the (constrained) maximum
of S(n) onto Σ∗C . Right there, should lye the wanted nˆ
∗.
More insight is gained if the problem is formulated
in geometrical terms. We have already introduced a
few different submanifolds of NM : the level surfaces
ΣS(S), the constraint surfaces ΣC(N,E), and the equi-
librium surface Σˆ. They all have different dimension-
ality, and in general lye along completely different and
variable directions in NM . Their intersections define fur-
ther subsets of NM . The constraint surface Σ∗C cuts all
through NM , through the iso–entropy level surfaces ΣS ,
and the extremum surface Σˆ, as well. The intersection
Σ∗CS(S) = Σ
∗
C ∩ΣS induces a new 1-parameter family of
“constrained entropy surfaces” onto Σ∗C . Finally, the in-
tersection ΣˆN∗E∗ = Σˆ∩Σ∗N∩Σ∗E = Σˆ∩Σ∗C defines a point
n∗ = nˆ(N∗, E∗) (“constrained extremum mesostate”) si-
multaneously belonging to the extremum family and the
constraint surface(s).
Clearly, once a partitioning of phase–space has been
chosen, the shape of the equilibrium surface depends on
(i) the functional form of the entropy S(...), and (ii) the
functional form of the constraints N(...) and E(...). The
precise location of the desired constrained equilibrium n∗
will also depend on (iii) the numerical values (N∗, E∗).
C. Mesoscopic vs macroscopic entropy
Varying the numerical values of N and E, the set of
all points nˆ spans a 2–dimensional submanifold of NM ,
the extremum surface Σˆ. Correspondingly, we can define
a function Sˆ(N,E) := S(nˆ(N,E)), i.e. the restriction
of S(n) to ΣC(N,E), which we will call the macroscopic
entropy function, as opposed to the mesoscopic entropy
functional S(n) in NM .
It is important to stress the conceptual difference
among S(n) and Sˆ(N,E). The former is a functional
depending on the mesoscopic variables n1, ...nM , so it is
always defined everywhere in NM . The latter, instead,
has been introduced only after we focused attention on
the particular family of mesostates nˆ(N,E) inNM . How-
ever, Sˆ(N,E) can now also be regarded as a function of
the macroscopic variables (N,E) only. In principle, Sˆ is
then not related anymore to any particular mesoscopic
state of the system, as long as n is compatible with the
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values of N and E as computed from (18) and (19). Of
course, the two entropies coincide when they are evalu-
ated upon the extremum surface ΣˆNE .
D. Derivatives, metric(s), and curvature(s):
a mini-review of previous work
Standard thermo–statistical mechanics is dominated
by the notions of energy, entropy, and equilibrium, which
has had a big impact on its geometrical implementations,
as can be seen by the following review. First, since Gibbs
( [15]) the geometrical meaning of first derivatives of
S, and the associated Legendre–transform structure con-
necting intensive and extensive thermodynamic variables
has been fully appreciated. Second, Weinhold ( [62]) used
the matrix D2E of second derivatives of E w.r.t. the
macroscopic variables (N,S, ...) to define a scalar prod-
uct between equilibrium macrostates, used in turn as a
very practical tool for book–keeping and compact deriva-
tions of standard themodynamical identities involving
derivatives, i.e. the Maxwell relations. Conversely, Rup-
peiner ( [43]) used the matrix D2S of second derivatives
of S w.r.t. the macroscopic variables (N,E, ...) to de-
fine a distance (=metric tensor=first fundamental form
of a surface) between macrostates – in a manner totally
analogous to (34). He interpreted his distance as a mea-
sure of (un-)likeliness of fluctuations around a macro-
scopic equilibrium state. Weinhold’s and Ruppeiner’s
metric structures where later recognized to be (confor-
mally, and physically) equivalent ( [50], [35]). Many other
authors since (see in [48]) were naturally led to adopt the
Weinhold–Ruppeiner’s metric to define distances, and to
investigate into its physical significance. Furthermore,
Ruppeiner with his coworkers (see in [48]) especially con-
sidered the physical meaning of the (Gaussian) curvature
(roughly speaking, a kind of second derivative of the met-
ric; App.B), pointed out its connection with interactions,
and interpreted its numerical value and physical units as
a measure of (interaction–induced) correlations among
fluctuations. He also introduced a hierarchical picture of
fluctuations–of–fluctuations–of–fluctuations, which natu-
rally lends itself to be linked to ideas from critical phe-
nomena and (real–space) renormalization groups. Third,
as a consequence of such an entropy–energy–oriented
view, they took for granted that dS ≥ 0 should always
hold – which is often not the case, as convincingly proven
by Gross and coworkers ( [21], [19], [22], [20]) with theo-
retical as well as experimental evidence. So the previous
authors did not see part of the complications. Fourth,
when considering curvature they ended up making (un-
proven, and probably unphysical) statements concerning
the third derivatives of S ( [16]). To be more precise,
one would expect the curvature to involve fourth–order
derivatives of S, but in fact if the metric itself is defined
in terms of second derivatives of S, then all terms con-
taining second derivatives of the metric cancel and dis-
appear from the associated Riemannian curvature ( [16],
[25]). Gilmore ( [16], [17]) fiercely contested such an at-
titude, pointed out its drawbacks, and supported (33) as
a definition of distance. Self–consistently, he interpreted
(34) merely as a definition of curvature (=Riemann ten-
sor=second fundamental form of a curved surface =first
extrinsic derivative of the metric tensor), thus avoiding
problems both with the sign of d2S2 and with higher–order
derivatives of S.
V. DISCUSSION
Here we contrast and connect our ideas with previ-
ous work. Concerning geometry and statistical ther-
modynamics, two basic issues must be addressed: (1)
Euclidean vs (pseudo-)Riemannian geometry, and (2)
macroscopic (“equilibrium”) thermodynamics vs meso-
scopic (including “non–equilibrium”) statistical mechan-
ics. From a geometrical point of view, issue (1) makes
a lot of difference, while (2) involves just a very natural
generalization (from Q=a few to M=many more dimen-
sions and coordinates). From a physical point of view,
issue (1) needs a full discussion, but (2) is not too trivial
as well. A further issue (3) non–extensivity explicitly in-
volves the entropy, and its non–extensive generalizations.
A. Geometry and thermo–statistics 1:
coordinates, metric(s), curvature(s)
Let us start with issue (1) - geometry. As mentioned in
Sect.I, both Euclidean and Riemannian approaches have
been put forward in the past, and came into conflict in
the late 1980’s, in a dispute summarized ant to some ex-
tent solved in ( [51]), though not yet completely settled
(cfr. the comments in [22], [20]). The key question is:
what is the “best” definition of distance between thermo-
dynamical states? As usual with such “best”–questions,
the answer is: it really depends on what one is inter-
ested in. In fact, we all want two states n′ and n′ to be
called “distant” if they are “in some sense” very differ-
ent. But precisely in what sense should they be different?
In particular, we might like to regard two states as very
different (and hence very distant) if (A) they “look” very
different when we take a “snapshot” of them (hence, a
static concept of distance), or if (B) they “keep” very
different when we try to “transform” one into the other
(hence, a dynamic concept of distance).
What is the “best” attitude? It depends whether one
is interested in describing the system as it is (keywords:
information, probability, occupation, etc.), or in describ-
ing the system as it evolves (keywords: transformation,
stability, transition, etc.). If one chooses (A), then a very
natural distance is:
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d2n =
M∑
a=1
M∑
b=1
dnadnbδab (32)
which coincides with our definition (7). If one chooses
(B) istead, then a natural guess would be:
d2S1 =
M∑
a=1
M∑
b=1
dnadnb
∂S
∂na
(n)
∂S
∂nb
(n) (33)
which is strongly reminiscent of (29); but almost as nat-
ural it would be:
d2S2 =
M∑
a=1
M∑
b=1
dnadnb
∂2S
∂na∂nb
(n) (34)
A beautiful logical pattern starts to emerge. It takes
little to recognize that dS1 = d
1S =1–st order variation
of S, and d2S2 = d
2S =2–nd order variation of S. Involv-
ing the first derivative of a state function, it is immedi-
ate to relate dS1 to exact differentials, thermodynamic
potential, and the like; since the state function is the
entropy, dS1 should have some connections to the 1-st
law of thermodynamics, and to extremum/equilibrium
points. Involving the second derivative of a state func-
tion, dS2 should be related to convexity/concavity, min-
imum/saddle/maximum points – and hence equilibrium,
too – but in particular to (in)-stability, and therefore
transitions; since the state function is the entropy, dS2
should have some connections to the 2-nd law of thermo-
dynamics.
So (32), (33) , and (34) look physically appealing. But,
are they geometrically meaningful distances? Definition
(32) yields a perfectly reasonable and intuitive notion of
distance (obviously), d2n ≥ 0 always, and d2n = 0 only
trivially. Definition (33) looks good, but it has some
complications. In fact, two states can have very different
occupation n′ 6= n′′, and in most cases it will be also very
difficult to realize a transition n′ → n′′, between them,
yet they can easily have the same entropy S(n′) = S(n′′),
so in this case d2S1 = 0. However, the associated metric is
still positive (semi-)definite, i.e. d2S2 ≥ 0 in general. So
such a 1–st order entropy–distance dS1 whose path in-
tegral gives the entropy variation |∆S|, would be useful
if one were interested in quasistatic, reversible thermo-
dynamical transformations between n′ and n′′, i.e. two
states are regarded as faraway if (C) it takes a high en-
tropic price (=heat, dissipated work, 1–st law) to go from
one to the other. Furthermore, though entropy–based
(33) is in fact closely related to the entropy–independent
(32)! Indeed, let us consider a given iso–S surface ΣS .
Everywhere perpendicular to it, there is the gradient
(co)vector ∇S. Let us suppose that, at least at some
special point n# ΣS is orthogonal the c-th of euclidan
directions ec. There, as a particular case of (29), we can
compute the distance (d
(S)
n )2 induced by (32) onto ΣS ,
and we get Pythagora’s theorem “projected” along ec
and upon ΣS :
(
d2S1
(∇S)c
)2
+
(
d(S)n
)2
= d2n (35)
Definition (34) implies some further generalizations of the
notion of distance, to that of “interval” or “separation”
familiar from Einstein’s Relativity Theory. Indeed, by
definition the occupation–distance will always be d2n ≥ 0,
while the 2–nd order entropy–distance dS2 can lead to ei-
ther (a) d2S2 > 0, or (b) d
2
S2 = 0, or even (c) d
2
S2 < 0.
Strange as it may sound, the last case is not unphysical
at all! (Even in standard extensive thermodynamics, it
is forbidden in a canonical or a grancanonical approach,
but it naturally arises in a microcanonical approach –
[21], [19], [22], [20]) In fact, physically such three cases
may be linked to stability, indifference, and instability
w.r.t. perturbations n′ → n′′ = n′+∆n, respectively. In
other terms: (a) the system “does not want” to go from n′
to n′′, unless we “pay a high price”(=a long and positive
distance2, i.e. a “space–like” separation) to “convince”
it; (b) the system “does not care” whether it is in state n′
or n′′, n′ → n′′ transitions are for free (=a zero distance2,
i.e. a “null–like” or “ligh–like” separation), or (c) the sys-
tem “really wants” to go from n′ to n′′, and it is so “con-
vinced” of this that it is even “willing to pay us” a high
price (=a long but negative distance2, i.e. a “time–like”
separation). The path integral of (34) should correspond
to some measure of “overall willingness” of the system
to go through the specified (and in general finite–time,
non–reversible) tranformation. Physically, there might
be a state which is statistically very attractive because of
its entropy, but still the system might find it very hard
to dynamically evolve to such a place, e.g. if the involved
time–scales are exceedingly large.
In geometrical terms, (32) defines an Euclidean geome-
try, (33) defines a Riemannian geometry, and (34) defines
a pseudo-Riemannian geometry. In the first case, the
metric tensor is the same everywhere, distances are posi-
tive semi–definite, total curvature is always zero, intrinsic
and extrinsic curvature can take on any value as long as
they add up to a zero total curvature. In the second case,
the metric tensor changes from place to place, distances2
are still positive semi–defined, but total, intrinsic, and
extrinsic curvatures can all be positive/zero/negative (as
long as they satisfy the Gauss–Peterson–Codazzi consis-
tency conditions w.r.t. the metric). In the third case, the
metric tensor changes from place to place, distances2 are
sign–indefined, and total, intrinsic, and extrinsic curva-
tures are sign–indefined too. The Euclidean/Riemannian
controversy of the 1980’s contrasted the pro and con’s of
(32) as opposed to (34), and it was concluded with “it
is even possible that....unified...common perspective” (
[51]). In this paper, we hope we have finally clarified
“were the truth lies”: as usual, a part on each side, and
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maybe even some on an additional side, e.g. (33) – but
see also the end of Sect.(VC).
B. Geometry and thermo–statistics 2:
probability/occupation, information, entropy
Let us now move on to issue (2) - thermo–statistics.
As we mentioned in Sect.(II) and Sect.(III) the use
of vectors and covectors to characterize thermodynam-
ical states and observables is not new ( [51]), ( [30]),
and ( [36]). However, we must stress that our defini-
tions/interpretations and those of such authors differ un-
der three respects:
(1) we employ unnormalized occupation numbers nc
and actual, total values of the macroscopic observables,
while they use normalized probabilities pc = nc/N and,
correspondingly, expectation values per particle;
(2) our sum is over allM mesoscopic cells, while theirs
runs only over the Q available macroscopic constraints
(usually Q << M);
(3) more importantly – and this is a key difference of
our approach! – we do not derive our notion of distance
from the 1–particle Boltzmann–Shannon entropy func-
tional, but we introduce it directly as a natural conse-
quence of our definition of mesostate as due to a coarse–
graining of 1–particle phase–space.
Such remarks are closely connected with each other,
and this becomes particularly clear comparing our work
to a remarkable paper by Levine ( [30]; see also [51]
and [36]). formally very close to ours. The key point
of divergence lays in the physical motivations behind the
choice of the metric. Quoting Levine (his Sect.II.A; no-
tation and stresses are ours), “in a statistical approach,
the state of a system is given by a normalized probabil-
ity distribution pc = p1, ...pM over M (mutually exclu-
sive and collectively exhaustive) alternatives...in physics
these M alternatives are themselves states of the sys-
tem”. He introduces a metric in order to be able to de-
fine a scalar product (his Sect.II.B). Later (his Sect.II.C)
he argues that “the simplest motivation for the choice
of the metric is that any normalized probability distri-
bution have a unit norm 1 =
∑
b p
b =
∑
a
∑
b gabp
apb.
The choice gab := δab/p
a = δab/p
b satisfies” the required
defining conditions (single–valuedness, continuity, differ-
entiability, symmetry; positive–definiteness is not men-
tioned) for gab to be a metric. He comments (his note
n.9) “the metric is a point function, so that we have a
Riemannian metric” – while in the Abstract, he writes
“the metric does not depend on the state of the system”
and talks about “Euclidean geometry” and “Euclidean
space”. In fact, computing the scalar product of two
“physical states” (his Sect.II.F) he explicitly says that
“the space is Euclidean”. Note that a “physical state”
hereabove is not identified by the previously considered
probabilities pc’s, but rather by some re–normalized com-
ponents p˜c =
√
gccp
c =
√
pc, i.e. “probability ampli-
tudes”. Though this does not greatly affect the for-
malism, it undoubtedly introduces a rather mysterious
complication, which is completely avoided in our ap-
proach. Finally, Levine argues that “the macroscopic
constraint are all one really needs to know”, so in fact
he is taking M = Q, and merely extending an intrin-
sically macroscopic view (avocated especially by Rup-
peiner) from S(N,E) to a more general case such as
S = S(N,E, V, ~J, ...). Now, all this (M “elementary”
states, probabilities, amplitudes, normalization) makes
a lot of sense if one has three things in mind: (i) quan-
tum mechanics, (ii) extensivity, and (iii) information the-
ory. Justifying amplitudes becomes harder in classical
mechanics; and normalization is not very well–suited to
non–extensive systems, where by definitionN is expected
to play a key roˆle. Indeed, Levine himself (his Sect.III.E)
remarks: “the formal structure would appear, at least
to this author to be more satisfactory (certainly so in
the quantal case). Indeed, some of the simplicity of
[his] Sect.II results from not imposing normalization at
the outset”. In his Appendix he then considers non–
normalized states, and shows the connection with ho-
mogeneous functions of degree 1 – a typical signature
of extensivity. Finally, if M >> Q, maximizing S as
a function of the M parameters (most of which maybe
unknown!) becomes impossible or computationally un-
feasible, and the “utilitarian” approach of information
theory looses much of its power.
We completely agree with most of Levine’s remarks.
However, we are mostly interested in (i) classical mechan-
ics, (ii) non–extensivity, and (iii) providing a conceptual
tool to describe and gain insight into a physical situa-
tion, even those aspects of it we might not directly have
informations about. So (1) we cannot rely upon M in-
trinsically discrete quantum states, but must implement
them through the coarse–graining, and physically justify
the latter, (2) we want to keep track of N as well as of
p in our definition of “physical state”, and find it very
natural and convenient to combine them both into the
occupation n = Np, and (3) in this paper we are not so
much concerned with the practical applications (where
only Q =a few parameters are known) of our formalism,
but with matters of principle such as insight, logics, and
foundations (where we might, given enough money, tech-
nology, computing and man–power, but do not need to
really know all the M =many occupation numbers).
As an extra bonus of our attitude, we need not
link our notion of distance to any entropy whatso-
ever, and work with explicitly Euclidean structures from
the very beginning. In fact, Levine proceeds simi-
larly, but at some points it looks as if he is invok-
ing a Riemannian point of view, instead. In par-
ticular (his Sect.III), he shows explicitly the connec-
13
tion between his Euclidean–looking geometrical con-
struction and two Riemannian–looking derivations from
either (i) the (micro/mesoscopic) statistical–mechanic
and information–theoretic Boltzmann–Gibbs–Shannon
entropy S(p) or (ii) the (macroscopic) thermodynami-
cal entropy S(A1, A2, ...AQ). On one hand, this sounds
very comfortable – a deep connection between what’s new
and what was already known. On the other hand, how-
ever, it should have sounded somewhat surprising: how
comes entropy is so closely related to a distance which
was defined independently of entropy? We will provide
an answer at the end of the next section.
C. Geometry and thermo–statistics 3:
entropy, non–extensivity, metrics
Within the context of Tsallis’ non–extensive statisti-
cal thermodynamics, one considers a generalization of the
entropy. But as we said, it is not clear fully to us of which
entropy is Tsallis’ entropy functional the generalization,
especially whether of the N–particle Gibbs entropy SG,
or of the 1–particle Boltzmann entropy SB , both express-
ible as logarithmic functionals of the relevant probability
distribution. However, as we do not deal neither with
probabilities nor with intrinsically N–body quantities,
we are lead to consider the following generalization of
(31):
ST (n) = N
M∑
c=1
pc
(1/pc)δ − 1
δ
=
M∑
c=1
nc
1
δ
[(
N(n)
nc
)δ
− 1
]
(36)
where we slightly modified the usual notation by defin-
ing δ := (1 − q). For δ → 0, we get ST (n) → SB(n).
As Tsallis’ formalism is thought to be appropriate to
describe systems characterized by long–range interac-
tions/correlations, we may anticipate the same for the
1–cell entropy functional (36).
Geometrically, the iso-entropy level surfaces of SB(n)
and ST (n) are clearly different – in absolute value, but
also in shape. Even adopting the same constraints N(n)
and E(n) will lead to different intersections between the
ΣS ’s and the ΣC ’s, i.e. different extremum states. More-
over, because of the interactions, the energy constraint
appropriate such systems will also be different from a
simple linear functional of the nc’s. Indeed other forms
of the constraints, containing powers of the nc’s, have
been already proposed in the literature on non–extensive
statistical thermodynamics. However, the interest has
been mostly in the properties of extrema under given con-
straints. However, to such a purpose any monotonically
increasing transformation of ST (n) will lead to an equiva-
lently good entropy functional, providing one is also will-
ing to re–define the mathematical parametrization (no
physics involved!) of the distribution function on ∂S
∂N
and
∂S
∂E
. In other words, the value of S on the iso–S surfaces
will be modified, but the shape of the ΣS ’s, and hence
their intersections, location of maxima/minima/saddle–
points, direction of the gradients, and so on, will stay
just the same.
Statistically, SB(n) is appropriate to describe systems
composed of many, (almost) independent constituents.
We then expect that SB(n) should be replaced by ST (n)
when correlations (maybe of some special type) become
very important. Physically, correlations are induced
by interactions. And as we have seen, in these cases
the mathematical form of the energy constraints also
changes, from linear to non–linear. So we must simul-
taneously change (i) the entropy functional S(...), and
(ii) the energy functional E(...). No wonder then that
the extremum mesostates are described by equilibrium
distributions different from the Maxwell–Boltzmann dis-
tribution. More important, in our opinion at least, is the
following question: is there some kind of self–consistency
condition between S(...) and E(...)? This is a fundamen-
tal question. It seems to have not been yet addressed,
in the literature on non–extensive statistical thermody-
namics.
Finally, the answer we promised – leading to yet more
questions in the next section. The entropy functional
used by ( [51]), ( [30]), and ( [36]) is formally exactly
the same as SB(n). This bears two consequences. First,
only in such a case do we have a proove that distances
measured within ΣˆNE according to (34) or according
to D2S(N,E) do actually coincide. Second, the math-
ematical properties of the logarithm in SB(n) are also
at the root of Levine’s proove that the curvature as-
sociated to D2S(N,E) is zero. This depends on the
euclidean embedding space, but in equal part it de-
pends on the (flat!) shape of the surfaces therein. In-
deed, both effects have the same origin, and they are ex-
actly what we should expect on physical grounds! In
fact, logarithmic Boltzmann entropy=ideal gas=no in-
teractions/correlations=no curvature, but also logarith-
mic Boltzmann entropy=factorized distributions=exact
mean field=extensivity, or still logarithmic Boltzmann
entropy=Boltzmann exponential=additivity 1–particle
energies, and additivity of the interaction energies at
scales larger than the range of interactions.
D. Geometry as a thermo–statistical tool:
some open questions, and temptative answers
We start from the question raised in the last sec-
tion, namely: is there (and what is it) a deep thermo–
statistical connection between non–extensivity on one
hand, and geometry on the other hand? We strongly
suspect so.
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Then we recall the discussion on derivatives in
Sect.(IVD) and Sect.(VA), and provide some tempta-
tive answers. We have seen that (33) is strictly re-
lated to the 1-st law of thermodynamics (“exchanged
heat=temperature times variation of entropy”), while
(34) is strictly related to the 2-nd law (“the en-
tropy of the Universe tends to a maximum”, Clau-
sius/Kelvin/Helmholtz?). Is then (??) maybe some-
how related to the 3-rd law (“there exist only one zero-
temperature state”, Nernst; [41]), or to the 0-th law (“two
systems in thermal contact eventually come into thermal
equilibrium”; [41]), or to the 4-th law (”in thermodynam-
ics there are only intensive/extensive variables = 0-th/1-
st order homogeneous functions of N ; [31])? Probably
not to the 3-rd law: (i) such a law is a statement about
a single thermodynamical state n0 of one system, not
something involving two states n′ and n′′, and (ii) it can
be formulated as S(n0) = 0, i.e a statement on the en-
tropy, which does not appear at all in (32). Probably
not to the 4-rd law as well: one one hand, we are talking
about n, and hence N ; on the other hand, we are talking
only about n, and not of all other thermodynamic func-
tions. It is tempting to think about the 0–th law, but
then we should somehow modify our interpretation of n′
and n′′ into “state of system 1” / “state of system 2”.
(We are currently investigating such an issue.)
Finally, we note yet a few more interconnections. (i)
Ruppeiner has shown how using Riemannian geometry
one can improve upon the classical theory of fluctuation,
on the 2–nd order Gaussian approximation as well as on
the full (but nevertheless exponential) theory. He also
succesfully used his approach to provide us with a new
theory of critical phenomena ( [44], [46], [48], [47]; [10]).
(ii) His theory contains derivatives of the entropy up to
3–rd order, as 4–th order derivatives actually drop out;
(iii) n–th order derivatives of the entropy are usually re-
lated to n–th order moments of the distribution function,
so as the Riemannian metric D2S(N,E) contains infor-
mations about 〈∆N2〉, 〈∆N∆E〉, etc., the Riemannian
curvature from D2S(N,E) contains informations about
〈∆N3〉 〈∆N∆E2〉, etc.; (iv) distribution functions asso-
ciated with Tsallis’ entropy are symmetric, so they have
vanishing skewness (=3–rd order moment), yet they have
non–gaussian kurtosis (=4–th order moment). Now the
question is – what does this all mean? In synthesis, we
may rephrase our previous remarks as follows. Stan-
dard thermo–statistical mechanics only deals with 1–st
order (averages) and 2–nd order (r.m.s. fluctuations);
standard information theory of un–correlated systems el-
egantly and compactly captures this state of affairs in
its Legendre–transform and maximum–likelihood struc-
tures ( [26], [27]; see also [39]). Critical phenomena arise
when the physically “true”(=average) behaviour and the
most–likely(=mode) behaviour of a system radically de-
part from each other – and this is due to the distribution
being asymmetric (=skewness) around the average. Rup-
peiner’s theory elegantly and compactly captures this
state of affairs in his pseudo–Riemannian theory, which
is actually 3–rd order. Our conjecture is then: Tsal-
lis theory represents the 4–th order(=kurtosis) step in
such a ladder of theoretical understanding. Concerning
its physical roots and meanings in terms of well–defined
statistical and mechanichal concepts, we also have some
temptative answers, but they are still partially unclear
to us as well, so we leave them for further separated in-
vestigations.
VI. CONCLUSIONS
We presented, and physically justified, a new geometri-
cal approach to thermo–statistical mechanics, with com-
pletely new point of view and motivations compared to
previous work. We showed how in our perspective we
can understand better several issues raised in the past.
Moreover, we pointed out the many (and seemingly deep)
connections between two as–yet–unconnected areas of in-
vestigation in thermo–statistical mechanics, and came up
with many new and interesting questions. Geometrical
insight points to a deep connection among such issues,
and argues for even more – and systematic! – questions,
e.g. what is the geometrical meaning of the n–th deriva-
tives of S? what is the its physical meaning? is there
a geometrical object providing an all–order interpreta-
tion? This all loudly calls for M–dimensional visualiza-
tion, thus leading to the use of many already available vi-
sualization techniques, in turn leading to further insight,
new ways of presenting results, analyzing data, project-
ing experiments, writing codes and running simulations.
In brief, we presented a method.
We did not present concrete numbers or graphs, sharp–
edged results to be compared with those from other theo-
ries, simulations, or experiments. That was not the pur-
pose here. The declared purpose was of methodological
as well as pedagogical kind. In such cases, the method is
the result. We dearly hope other investigators can profit
of our work.
We would like to thank R.A. Treumann, K. Arzner,
U. Konopka, R. Sutterlin, and A. Ivlev for a very nice
time and many helpful discussions. This work was sup-
ported by a post-doc “Stipendium” of the Max–Planck–
Institut fuer extraterrestrische Physik, Garching, where
it was started. We also like to thank A. Dominguez
for many enligthening discussions on coarse–graining
and statistical mechanics, and A.Wagner, T.Buchert,
M.Kerscher, J.Schmalzing, and C.Beisbart at The-
oretische Physik, Ludwig–Maximillians–Universitaet,
Muenchen.
15
[1] B.Andresen, R.S. Berry, E.Ihrig, & P. Salamon,
Phys.Rev.A 37(3), 845 (1988)
[2] B.Andresen, R.S. Berry, R.Gilmore, E.Ihrig, & P. Sala-
mon, Phys.Rev.A 37(3), 845 (1988)
[3] C.Anteneodo & C.Tsallis, Phys.Rev.Lett. bf 80, 5313(4)
(1998)
[4] Behar, Additive and nonadditive measures of entropy,
(19??)
[5] S.A.Cannas & F.A.Tamarit, Phys.Rev.B bf 80, 5313(4)
(1998)
[6] E.M.F. Curado & C. Tsallis, J.Phys.A 24, L69 (1991);
corrigendum J.Phys.A 24, 3187 (1991); corrigendum
J.Phys.A 25, 1019 (1992)
[7] S.Curilef & C.Tsallis Phys.Lett.A 264, 270 (1999)
[8] Z.Daroczy, Inform.Control 16, 36 (1970)
[9] Z.Daroczy, Inform.Control 16, 36 (1970)
[10] L.Diosi, G.Forgacs, B.Lukacs, & H.L. Frisch Phys.Rev.A.
29, 3343 (1984)
[11] R.P. Di Sisto, S.Martinez, R.B.Orellana, A.R. Plastino
& A.Plastino Physica A 265, 590 (1999)
[12] A.Dominguez, private comm., subm. to Phys.Rev.D
(1999)
[13] B.A. Dubrovin, S.P.Novikov, & A.T.Fomenko Geome-
try of Surfaces, of Transformation Groups, and of Fields
MIR Editions, Moskow (1987)
[14] T.Feldmann, B.Andresen, Qi Anmin, & P. Salamon
J.Chem.Phys. 83(11), 5849 (1985)
[15] Trans. Conn. Acad. Arts Sci. 2, 309, 382 (1873); The
Collected Works of J. W. Gibbs, Longmans, Green, New
York (1928); Dover, New York (1961)
[16] Phys.Rev.A 30(4), 1994 (1984)
[17] Phys.Rev.A 32, 3144 (1985)
[18] Phys.Lett.A 217, 47 (1996)
[19] http://arXiv.org/abs/cond-mat/9812120 (1998)
[20] http://arXiv.org/abs/cond-mat/0004268 (2000)
[21] Z.Physik. B 104, 541 (1997);
http://arXiv.org/abs/cond-mat/9611192 (1996)
[22] http://arXiv.org/abs/cond-mat/9904073 (1999);
http://arXiv.org/abs/cond-mat/9911257 (1999)
[23] J.Havrda & F.Charvat, Kibernetica 3, 30 (1967)
[24] Phys.Rev.A 32, 3142 (1985)
[25] H.Janiszek & R.Mrugala, Phys.Rev.A 39, 6515 (1989)
[26] E.T. Jaynes, Phys.Rev. 106, 620, (1957); Phys.Rev. 108,
171, (1957)
[27] E.T. Jaynes, Statistical Physics, 1962 Brandeis Theor.
Phys. Lectures, Vol.3, Ed. by K.W,Ford, K.A. Benjamin
Inc. New York, (1963), Chap.4
[28] E.T. Jaynes, Am. J. Phys. 33, 391, (1965)
[29] P.Jund, S.G.Kim, & C.Tsallis, Phys.Rev.B 52, 50,
(1995);
[30] R.D. Levine, J.Chem.Phys. 84(2), 910 (1986)
[31] P.T. Landsberg, J.Stat.Phys. 35, 159, (1984)
[32] H.E.Kandrup, Ap.J. 351, 104 (1990)
[33] S.Martinez, F.Nicolas, F.Pennini, & A.Plastino
http://arXiv.org/abs/physics/0003098 (2000)
[34] Misner, Thorne, & J.C.Wheeler, Gravitation (1983)
[35] R. Mrugala, Physica A 125A, 631 (1984)
[36] R. Mrugala, J.D. Nulton, J.C. Scho¨n, & P. Salamon,
Phys.Rev.A 41(6), 3156 (1990)
[37] J.D.Nulton & P.Salamon Phys.Rev.A 37 1351 (1988)
[38] J.D.Nulton, P.Salamon, B.Andresen, & Qi Anmin
J.Chem.Phys. 83(1), 334 (1985)
[39] A.Plastino & A.R.Plastino, Phys.Lett.A 226, 257 (1997)
[40] G.A.Raggio, http://arXiv.org/abs/cond-mat/9908207
(1999); http://arXiv.org/abs/cond-mat/9909161 (1999)
[41] A Modern Course In Statistical Mechanics,
[42] H.H.Rugh Phys.Rev.Lett. 78, 772 (1997)
[43] G.Ruppeiner Phys.Rev.A 20(4), 1608 (1979)
[44] G.Ruppeiner Phys.Rev.Lett. 50, 287 (1983)
[45] G.Ruppeiner Phys.Rev.A 32, 3141 (1985)
[46] G.Ruppeiner Phys.Rev.A 44, 3583 (1991)
[47] G.Ruppeiner Phys.Rev.A 57, 5135 (1998)
[48] G.Ruppeiner Rev.Mod.Phys. 67(3), 605 (1995)
[49] P. Salamon, & R.S. Berry Phys.Rev.Lett.51(13), 1127
(1985)
[50] P. Salamon, J.D. Nulton, & E.Ihrig J.Chem.Phys. 80(1),
436 (1984)
[51] P. Salamon, J.D. Nulton, & R.S. Berry J.Chem.Phys.
82(5), 2433 (1985)
[52] P. Salamon, B.Andresen, P.D.Gait, & R.S. Berry
J.Chem.Phys. 73(2), 1001 (1980)
[53] Ann.Phys. (N.Y.) 13, 1 (1961); Generalized Thermody-
namics, MIT Press, Cambridge, Massachussets (1966)
[54] R. Salazar & R.Toral, Phys.Rev.Lett. bf 83 4233(4)
(1999)
[55] R. Salazar, A.R.Plastino, & R.Toral,
http://arXiv.org/abs/cond-mat/0005379 (2000)
[56] F.Schlo¨gl Z.Phys. B 59, 449 (1985)
[57] M.Stiavelli & G.Bertin Mon.Not.R.Astr.Soc. 229, 61
(1987)
[58] F.A.Tamarit & C.Anteneodo Phys.Rev.Lett bf 84, 208(4)
(2000)
[59] C. Tsallis, J.Stat.Phys.52, 479 (1988)
[60] C. Tsallis, “Nonextensive Statistical Mechanics and
Thermodynamics: Historical background and present
status”, in “Nonextensive Statistical Mechanics and its
applications”, eds.S.Abe and Y.Okamoto, Lecture Notes
in Physics (Springer–Verlag, Berlin, 2000), in press;
[61] C. Tsallis, R.S. Mendes, & A.R. Plastino Physica A 261,
534 (1998)
[62] F. Weinhold J.Chem.Phys. 63, 2479 (1975a);
J.Chem.Phys. 63, 2484 (1975b); J.Chem.Phys. 63, 2488
(1975c); J.Chem.Phys. 63, 2496 (1975d); Phys.Today 29,
23 (1976a); Acc.Chem.Res. 9, 236 (1976b); J.Chem.Phys.
65, 559 (1976c); Adv.Chem. ??, 15 (197?)
Appendix: Definitions of entropy
Here we give the definitions (with a few keywords) of
the many different function(al)s that in different contexts
go under the same name of “entropy”.
In a statistical–thermodynamical context, we are fa-
miliar with:
- the Clausius entropy (thermodynamic, macroscopic,
Gibbs–Duhem):
SC(N,E, V ) =
∫
(dQ + µdN − pdV )/T
- the Boltzmann–Einstein entropy (probabilistic, macro-
microscopic, fluctuation):
SΩ = lnΩ(N,E, V )
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- the Boltzmann–Shannon entropy (kinetic, microscopic):
SB(N,p1) = −N
∑
c
pc1 ln p
c
1 (µ− space)
- the Gibbs–Shannon entropy (information theoretic, mi-
croscopic, Shannon–Wiener and Jaynes),
SG(PN ) = −
∑
c
P cN lnP
c
N (Γ− space)
Here p1 is the 1-body probability distribution function
(µ-space), PN is the N-body probability distribution
function (Γ-space), c is a label (not a power!) that iden-
tifies a suitably defined cell in the relevant phase space, q
and δ := (1− q) instead are truly exponents, Ω(N,E, V )
is the Γ-space phase-volume compatible with total num-
ber of particles N , total energy E, total volume V , and
(T, µ, p) are the thermodynamic temperature, chemical
potential, and thermodynamic pressure, respectively.
Apart from the factor N , SB and SG share the same
logarithmic mathematical structure, namely that of the
Shannon entropy:
SS(p) = −
∑
c
pc ln pc =
∑
c
pc ln
(
1
pc
)
where now p is an unspecified probability distribution
in an abstract and general probability space. However,
in the context of information theory several other forms
have been proposed, among which:
- the “multifractal” Renyi entropy:
SR(p) =
ln (
∑
c(p
c)q)
1− q = ln
(
M∑
c=1
pc(pc)δ
) 1
δ
- the “polynomial” Behar entropy:
SP (p) =
(
M∑
c=1
pc(pc)δ
) 1
δ
the “nonextensive” Havrda–Charvat–Daroczy–Tsallis
entropy:
ST (p) =
∑
c(p
c)q − 1
1− q =
M∑
c=1
pc
(1/pc)δ − 1
δ
There are then two versions (Boltzmann–like and Gibbs–
like) for each of them.
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