The fundamental theory of electron diffraction by crystals is BETHE'S dynamical theory 1 . In this theory the wave field inside the crystal is represented by a superposition of BLOCH waves and continued into the vacuum by a superposition of plane waves. The main problem is to solve the eigenvalue problem for the wave vector (propagation vector) of BLOCH waves. In one dimension this is represented by HILL'S determinantal equation ( 2 , p. 415). In three dimensions, however, the solubility of the corresponding determinantal equation is somewhat problematic. In contrast to the one-dimensional case, we cannot secure the absolute convergence of the infinite determinant. In fact, BETHE argues that the problem is not exactly soluble (1. c. 1 , p. 73, § 4) and confines himself to approximate solutions.
WHITTAKER-
Apart from this difficulty in fundamental principle, BETHE'S assumption of geometrically plane surfaces will not be valid especially in practical application to low-energy electron diffraction.
In the present paper we propose an alternative formulation of the problem which appears to be more fundamental and more widely applicable than BETHE'S.
We consider, as BETHE, non-relativistic elastic scattering and an infinitely extended crystal slab, but assume that the potential is periodic only in two dimensions parallel to the surface. The variation of the potential in the third dimension is at first almost arbitrary. This assumption allows us to apply the theory to monatomic layers and to crystals with regularly distributed adsorbed atoms or steps on their surface. These cases are important for lowenergy electron diffraction. * Abteilung Piof. Dr. K. MOLIERE. 1 H. BETHE, Ann. Phys. (4) 87, 55 [1928] .
We formulate the problem at first as a boundaryvalue problem for the SCHRÖDINGER equation, but go over at once to the equivalent integral equation. The integral equation is convenient for mathematical analysis and renders the exact solution of the problem. The integral equation is also a convenient tool for investigating various existing theories of electron diffraction (including BETHE'S theory) and provides an unifying view over these theories. § 1.
General Survey of Green's Functions
Before going into our problem let us consider at first some related problems and corresponding GREEN'S functions to clarify our point of view.
The most general form of the integral equation for potential scattering may be
where ip{r) is a solution of SCHRÖDINGER'S equation
I//°)(r) is the incident wave, and GREEN'S function c(rii')--
is constructed to satisfy
and the condition of outgoing waves. This GREEN'S function is valid only for scattering objects which are finite in three dimensions. Therefore, it is questionable to use this GREEN'S function in our problem of infinitely extended slabs.
Another extreme case of crystals infinite in three dimensions appears in the theory of BLOCH functions (for example, KOHN 
where T is the volume of the unit cell, k is the propagation vector, and Bg are the reciprocal lattice vectors. This GREEN'S function is constructed to satisfy (4) and to have the periodic property of BLOCH functions. Owing to this periodicity the range of integration in the integral equation [which has the form (1) with yjW = 0] is confined to one unit cell or to one WIGNER-SEITZ cell.
In the present problem with two-dimensionally infinite crystals the geometry requires that the solution should have a periodic property like a BLOCH function in two directions parallel to the surfaces (cf. § 2). In the third direction perpendicular to the surfaces the solution should have the property of outgoing waves as required for (3) . Thus, it is clear that the GREEN'S function should have a mixed type between the above two forms (3) and (5). dfc, (6) and put it in the iterative solution of the integral 
. Expansion in Two Dimensions
The two-dimensional periodicity of the potential allows us to expand the solution in a kind of FOU-RIER series. This process has been applied already in several cases (von LAUE 6 , ATTREE and PLASKETT 7 , TOURNARIE 5 , HIRABAYASHI and TAKEISHI 8 ). Although we would prefer to work with the three-dimensional form (1), it seems to be convenient to start with the two-dimensional expansion because we can write down relatively easily an explicit form of the boundary conditions and corresponding GREEN'S function.
In the SCHRÖDINGER equation (2) the "potential" V(r) is now periodic in two dimensions
where and d2 are the two-dimensional basis vectors, and nt and n2 are arbitrary integers. In the third dimension, for which we take the z-axis perpendicular to CLX and do, the non-zero region of V(r) is assumed to be confined to a finite range zj<z<ze. Thus We call the planes z = z; and 2 = ze the surfaces, the space z;<z<ze the crystal, the spaces z<z; and z>ze the vacuum.
The potential V (T) needs not necessarily be periodic as a function of z in the crystal. If V(T) should represent a perfect crystal, however, the above assumption requires nothing but that the surfaces are parallel to one of the netplanes of the crystal. The vectors at and d2 can be properly chosen in this netplane and may not be identical to the conventional basis vectors of the crystal itself.
We assume that a plane-parallel electron wave falls on the crystal from the "upper" vacuum z<zj with the wave vector K0 . We call it the primary wave and write
where K0 Putting (11) into the SCHRÖDINGER equation (2) we obtain
where Tm 2 is given by We assume at first
Vm (z) in (14) is the two-dimensional expansion coefficient of the potential V (r) according to the periodicity (7). Thus
In the vacuum z < z; and z > ze we have
Therefore we can write for z < z\
and for z>ze In analogy to the one-dimensional problem (SOM-MERFELD 10 , p. 180, MORSE-FESHBACH 11 , p. 1071) it Gm{z\\z') + Yr~ dz Gm{z\z ) I =0, is easy to find the system of GREEN'S functions ("GREEN matrix" of TOURNARIE 5 ) and
The system of integral equations is 
or with (24) (29 b) § 3. Recombination in Three Dimensions tion as well be shown in a separate paper 12a . In fact, the forms of the systems in § 2 suggest that these The infinite system derived in § 2 have a satiscan be obtained by expansion of single three-dimenfactorily explicit and simple form to be used for fursional equations. ther mathematical analysis or for practical calculaFor the beginning, it is obvious that the system tions. For example, VON LAUE'S theory 6 of electron of differential equations (14) is an expanded form diffraction by monatomic layers is nothing but the of (2). The periodicity (10) shows that the threefirst iterated solution of (28). In many cases, howdimensional boundary-value problem may be conever, it is more convenient to have one integral fined to a column parallel to the z-axis ("column of equation in three dimensions in the form (1). This reference") ( Fig. 1) . Its cross-section is a unit cell is particularly true for low-energy electron diffracof the two-dimensional lattice, that is, a parallelo- 
where the constant ßm can be chosen arbitrarily. We arrive in this way at various forms of existing theories. This will be shown in a later paper. We obtain GREEN'S function by recombining the system (24) in a similar manner as where
G(r\r') = I I-~exP{irm\z-z'\ +iKmt-(rt-rt')}
The form (34) shows that it is really a mixed type between (3) and (5) as was expected in § 1. Thus (34) is hermitic just as (5) for the interchange of variables rt and rt', and complex symmetric just as (3) for the interchange of variables z and z .
Obviously the double series (34) is absolutely and uniformly convergent if z + z , but for z = z we do not know whether it converges. We note that we have the relation
where z may be arbitrarily chosen as zero.
The integral equation having the GREEN'S function (34) is obtained from the system (28) in the recombined form (1) , where (**) is given by (9) and the range of integration is extended over the "column of reference".
If we have found the solution of the integral equation the amplitudes of the outgoing waves can be calculated as
J fexp{-iKmt-rt}G(r t ,Zi\r')
V(r') w{r) dr'ds, (38a)
where the surface integral / ds is taken for rt over the cross-section of the column.
It remains to investigate the convergence of the series (34) forz = z'. § 4.
Green's Function in an Explicit Form
To evaluate the sum of (34), in particular for the case z = z', we apply EWALD'S method 13 for summing the series (5). The method is essentially a generalization of RIEMANN'S method (WHITTAKER-WATSON 2 , p. 273) for evaluating zeta functions. Its main feature is to derive the unknown sum of a series by analytic continuation of another series whose sum is known to be an analytic function of a parameter. The proposed series for (34) is (see Appendix 2) its generalized form
where R = r -r', Rt = rt -rt, Z = z -z, s is a complex parameter, and //-«/2 j Z j) is a HANKEL function. This double series is absolutely and uniformly convergent (with respect to s, Rt, and Z) if 9te(.s) >2, so that it is an analytic function of s in that domain. By means of an integral representation of HANKEL functions we obtain, on applying RIEMANN'S method, the analytic continuation of it into the domain 9ic(s) 2 , and particularly G(R) for 5 = 1. In an explicit form it can be written 
to
where cpm = JI -2 arg R,N , ant = nla1 + n2 tt2 stands for a pair of integers n1 and n2), and co is a complex number which can be chosen arbitrarily in the domain ^(co) >0, | co | < oo. These integrals can be expressed after EWALD 13 by error functions.
(4) can be modified to (cf. Appendix 2)
\lto where oj > 0 and the integrals are taken on the real axis. A comparison with (34) shows that to each term of (34) the second term in the square bracket is added to make the series convergent. These terms are compensated by the second series. given by (40) or (41) satisfies the equation (4) and the boundary conditions (35 a) -(36 b). Therefore it is the required GREEN'S function.
A(Rt)
given by (33) can be obtained from (40) according to the relation (37). We find easily that the integrals of (31 a, b) exist if xpz is a continuous function of J*t'.
In this way it is proved that the three-dimensional form of § 3 is consistent quite independent of its derivation from the form of § 2 14 .
The formal expressions (33) and (34) are the limit of (40) for | co j -^ 0 (Appendix 2). Another formal expression can be obtained (Appendix 2) in the limit | co | -> oo . Thus
X exp {t x\R + ant J -£ Kot-Oat}.
This is apparently a two-dimensional lattice of unit sources of spherical waves. One source lies within the column of reference at the point !*', that is, j R ] = 0. The other sources lie outside the column at the points r -dnt which are generated from r' by repeated lattice translations ax and d2 .
Finally it is to be noted that the case given by (39) at first, and to put s = 1 in the result if analytic continuation is allowed (cf. 14 ).
The explicit form of our GREEN'S function allows us, in virtue of the finite integration range (that is, the column of reference), to derive the exact solution of our problem, namely, the FREDHOLM'S series.
This will be shown in a succeeding paper. Although 14 The question which arises now is whether the form of § 2 can be derived from the form of § 3. The difficulty lies in the fact that PARSEVAL'S theorem cannot be applied directly in the expansion in two-dimensions, because the functions G(R) for Z = 0 and ^l(/?t) are not quadratically integrate for the surface integral / ds (HOBSON 15 , Vol. 2, p. 718). We can, however, circumvent this difficulty by exthe FREDHOLM'S series is more complicated than the iterated (NEUMANN'S) series, the convergence of the series is guaranteed for a wide range of potential functions V (r). The exact solution is no doubt a valuable help to prove various approximation methods.
The rapid convergence of our representation (40) is significant particularly for low-energy electron diffraction, for which we can apply the cellular method of the band theory of metals (e. g. KOHN-Ro-STOKER 3 ), in virtue of the fact that the partial wave expansion of the single-atom scattering is rapidly convergent for slow electrons 12a .
The author wishes to thank Prof. Dr. K. MOLIERE for his encouragement to this work.
Appendix 1. Periodicity of Solution
If K0 is perpendicular to the surface we see at once that the solution should be two-dimensionally panding at first the function GS(R), which is quadratically integrable for 9\C(s)>2, applying PARSEVAL'S theorem, and then deriving from the expanded expression the form for s = l by analytic continuation. In this way the form in § 2 proves to be really equivalent to the form in § We take OJ on the real axis (O>>0) and the contours shown in Fig. 2 for the integrals of (40). We 
