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We study the dynamics of bound solitons of the complex cubic-quintic Ginzburg– Landau equation under the
influence of external modulation. We consider periods of modulation being either smaller or larger than the
soliton separation and the amplitude of modulation being either real or imaginary. For each case, we observe
bifurcation and hysteresis phenomena in the parameters of the pair when changing the amplitude of modula-
tion. Namely, soliton separation and phase difference between the solitons may take two or more values for the
same modulation amplitude. In the case of gain-loss modulation, two solitons may split and be positioned in
the two equilibrium states of the periodic potential. The complicated dynamics of this process is illustrated
with numerical examples. © 2009 Optical Society of America
OCIS codes: 140.4050, 190.0190.c
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P. INTRODUCTION
ne of the ways of generating pulses out of laser oscilla-
ors rather than continuous waves (CWs) is the passive
ode-locking technique [1–4]. This technique uses the
ransmission characteristics of the cavity that depend on
he intensity of optical radiation. In this way, the insta-
ility of the CW regime of operation drives the laser into
ulsations. There is a variety of ways to obtain a nonlin-
ar transmission: each method has its own advantages
nd disadvantages [5–8]. The main advantage of passive
ode locking is that pulses are generated in a self-
rganized way by taking the form of dissipative solitons
9,10].
External phase [11] or gain-loss modulation is another
fficient way of pulse generation in laser cavities [12–19].
his technique is well known as active mode locking. Ap-
lication of an external periodic modulation with a well-
efined temporal period allows for the generation of a se-
uence of pulses with a given separation between them.
An interesting and relatively less explored possibility is
he combination of both passive and active mode-locking
echanisms in a sort of hybrid mode locking [20]. Pulses
r pulse pairs may already appear in the cavity due to the
assive mode-locking mechanism. On the other hand,
heir exact location inside the round trip is defined by the
ctive mode locking. In this way, pulse generation pro-
esses may be controlled more efficiently, thus, providing
s with versatile optical tools. Although there are a num-
er of experimental works [18–21] demonstrating this
echnique, the full understanding of the effect of the
odulating process in determining the properties of the
enerated pulses is far from being reached. Passive mode
ocking provides favorable conditions for pulse emission,
hile active mode locking modifies their shape or time lo-0740-3224/09/112204-7/$15.00 © 2ation. As mentioned, there are two different techniques
or active mode locking. In the first one, the optical length
f the cavity is modulated by using the change in the re-
ractive index of a crystal inside the cavity. In the second
ase, the gain or loss in the cavity is modulated. Either of
hese two techniques can be well modeled within the
rame of a complex cubic-quintic Ginzburg–Landau equa-
ion (CGLE) [22] modified with an additional time peri-
dic term with either real or imaginary amplitude.
We previously studied pulse pair generation in this
odel for a particular case of modulation periods being
omparable with the soliton separation in the bound state
f two solitons and with purely real modulation amplitude
20]. In reality, the range of modulation parameters can
e much wider. To reach a deeper understanding of the ef-
ects of modulation, in this work we extended our results
nd covered both shorter and longer periods of modula-
ion as well as real and imaginary modulation ampli-
udes. The former type describes phase modulation while
he latter corresponds to gain-loss modulation in the cav-
ty. Clearly, the physical effects associated with the two
odulation types (phase or gain) are quite different.
. MODEL
o model the laser system with both passive and active
ode locking, we use a complex CGLE with an additional
erm  cost corresponding to the active mechanism:
iz +
D
2
tt + 2 + 4
= i + i2 + itt + i4 +  cost. 1
arameters and notations in Eq. (1) are the same as in009 Optical Society of America
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Chang et al. Vol. 26, No. 11 /November 2009 /J. Opt. Soc. Am. B 220520]. Explicitly, t is the time frame moving with the group
elocity, z is the normalized number of round trips, and 
s the evolving field envelope. D is the dispersion coeffi-
ient. It is equal to 	1 for anomalous and normal disper-
ion regimes. The term containing  accounts for the
arabolic gain dispersion (if positive) and  denotes the
inear loss (if negative).  and  are the cubic and quintic
onlinear gain coefficients, respectively, and  is respon-
ible for the quintic nonlinearity.  cost is the active
ode-locking term. This term produces two more param-
ters, namely, the modulation depth  and its frequency
. When  is real, the active mode locking is achieved by
inusoidally changing the refractive index inside the cav-
ty, while when  is imaginary, cavity gain–loss is modu-
ated for achieving mode locking. In this paper, we con-
ider both cases; hence,  is to be either real or imaginary.
The above model [also known as the master equation
ME) approach] without the time periodic term has been
idely used in the literature starting with the fundamen-
al work by Haus [23,24]. Despite being approximate, the
E roughly describes the majority of effects in the cavity
nd it allows us to predict all major features of pulse gen-
ration [25–27]. Moreover, the ME model is useful even in
tudying very specific phenomena such as the generation
f exploding solitons [28], the quantization of pulse sepa-
ation [29], multiple period pulsations of the generated
olitons [30], etc. With no doubts, our modified ME model
ill also correctly describe the main effects of phase and
ain-loss modulation on pulse pairs. An experimental con-
rmation of some of our results may already be found in
he work in [19]. Namely, their experimental plot in Fig. 5
as a qualitatively similar soliton separation versus the
odulation amplitude curve as our Fig. 4.
In more elaborate models the gain coefficient is taken
o be saturable and depends on the pulse energy. We op-
rate with two pulses that are roughly defined by the
xed set of parameters. Thus, gain can also be considered
o be fixed justifying our choice of constant parameter .
We deal here with soliton pairs that exist even without
he external modulation. Thus, we consider the range of
arameters where single pulses are stable and above that
lso pulse pairs are stable. Clearly, the latter do exist in a
uch narrower range of parameters than single pulses.
e assume that the soliton pairs are at their maximum
tability regime. Very likely, this occurs in the middle of
he region of soliton pair stability. To ensure that this is
ndeed the case, we have chosen the same parameters
hat were found in previous numerical simulations [31].
he set of these parameters is given below in the caption
or Fig. 1. For this set of system parameters, the resulting
air solution, in the absence of external modulation, has
he separation 
i of 8.923 and the phase difference i of
/2. Although this may not be the only possible choice, we
tick with it as the scanning of six-parameter space look-
ng for stable pairs is a tedious task that deserves more
pecialized efforts [29,32–37]. Instead, in the present
ork we concentrated our effort on varying the param-
ters  and , which are directly responsible for the ex-
ernal modulation. In this way, we may extract new
nowledge of how the modulation influences the cavity
olitons and soliton pairs.
The variety of laser systems designed by now is enor-ous. Clearly, each one has to be considered on an indi-
idual basis. In some cases, the parameters of the CGLE
an be related directly to the parameters of the system. In
articular, this has been done for a fiber laser that utilizes
onlinear polarization rotation [25]. However, we do not
tick to any particular model as this would restrict the
hoice of parameters that could be used in the CGLE. In
articular, our choice of =−0.075 may be more related to
olid state lasers with Kerr-lens mode locking rather than
o fiber lasers. The choice  being zero may shift the whole
ange of CGLE parameters that admit stable soliton pairs
o another region.
In the present paper, we consider only one region of
GLE parameters that admit stable soliton pairs. We
ave found that they remain stable when the external
odulation is applied. In reality, there may be other re-
ions of parameters that generally may have a wider ba-
in of attraction. This question is not trivial and requires
ore studies that cannot be done in the frame of a single
ork. The difficulty in addressing the problem analyti-
ally is that presently there is no general soliton interac-
ion theory that would help to solve our problem. The
GLE does not have analytic single soliton solutions for
very set of the equation parameters. The absence of ana-
ytical description for each soliton makes it difficult to
tudy their interactions. Various approximations can be
eveloped [33] but we found that they fail in attempts to
escribe complicated bifurcations in the interaction of two
issipative solitons. There are nice exceptions [35] but
ven those studies are mainly based on previous knowl-
dge gained from computer simulations. Thus, here we
oncentrate our efforts on numerical analysis.
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ig. 1. External phase modulation (dashed curve) with three
ifferent frequencies (a) =0, (b) =20, and (c) =30 ap-
lied to the soliton bound state (solid curve) formed at D=1, 
1.4, =0.5, =−0.2, =−0.5, and =−0.075. The initial separa-
ion 
i of the pair is 8.923 and the phase difference  is  /2.
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2206 J. Opt. Soc. Am. B/Vol. 26, No. 11 /November 2009 Chang et al.As mentioned, an unperturbed stable soliton pair has a
hase difference of  /2 and consequently an asymmetric
pectrum. This causes a stable pair to have a finite veloc-
ty in the t direction. Such pairs have been observed ex-
erimentally in [38,39]. Any external potential that stops
olitons from moving influences the phase difference be-
ween the two solitons. Indeed, our previous work [20]
as shown that the presence of even a weak periodic
hase modulation can suppress the transverse motion of
he pair. The absolute phase of the soliton bound state is
ree and remains free after the modulation is applied.
. PHASE MODULATION
. Small Periods of Modulation
e start our study with the case of purely phase modula-
ion when the parameter  is real. We define 0=2 /
i,
here 
i is the initial pair separation as it is solely deter-
ined by the passive mode-locking mechanism. Hence,
hen the modulation frequency =0, the modulation
eriod is exactly matched to the soliton pair separation
nd the troughs of the periodic potential coincide with the
oliton positions as shown in Fig. 1(a).
We also consider two additional cases where =20
nd 30; hence, the modulation period becomes a fraction
f the soliton separation as shown in Figs. 1(b) and 1(c),
espectively. Following the results of our preliminary
ork [20], we expect that in all three cases there will be a
ynchronization between the external frequency and soli-
on separation.
Moreover, the soliton separation 
 and phase difference
etween the solitons, , are influenced by the strength of
odulation . For all three cases, shown in Fig. 1, we
ave observed hysteresis of these parameters at small
odulation amplitudes with the loops that are very simi-
ar to each other. Figure 2 shows that two different soliton
airs exist simultaneously in a small region of  values.
he particular form of the solution depends on the direc-
ion in which the modulation amplitude  is varied.
All three cases here are similar except for =20. In
igs. 2(a), 2(b), 2(e), and 2(f), the branch moving in the di-
ection of decreasing modulation amplitude jumps to the
econd branch while in Figs. 2(c) and 2(d) this does not
appen. Instead, in this case, at the end of the branch the
air merges and forms a single soliton solution, which is
nother stable solution in this region. The reason is that
he periodic potential has a minimum between the soli-
ons in the case =20, while it has a maximum in each
f the two other cases, thus, helping to keep the two soli-
ons apart.
. Large Periods of Modulation
nother choice for the external modulation period is that
hich is much higher than the bound soliton separation.
his is the choice that was suggested in the experimental
ork [19]. The location of the pulses in the pair relative to
hree different external modulations is shown in Fig. 3.
As the two pulses are located within a single potential
ell, the two pulses experience external pressure toward
ach other. As a result, the pulse separation reduces when
he amplitude of the modulation increases. The numerical
esults for the soliton separation in this case are shown inig. 4. The separation reduces from the original value of
.923 down to approximately 5.178 for each of the three
odulation frequencies. The latter is the minimal dis-
ance at which the two solitons can exist as separate
nits. Further compression of the pulse separation results
n the merging of the two solitons into a single pulse.
Such merging occurs at  reaching the values 0.283,
.073, and 0.020 for modulation frequencies of 0.1250,
.250, and 0.50, respectively. The relative phase be-
ween the solitons goes quickly down from the original
alue of  /2 at =0 to zero at −0.01 for all three cases.
hese observations are in line with the experimental
ork of Hsiang et al. [19] (see Fig. 5 of their work). Thus,
elatively low modulation frequencies (large time periods)
llow us to efficiently control the time separation of soli-
on pairs inside the cavity.
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ig. 2. [(a),(c),(e)] Soliton pair separation 
 and [(b),(d),(f)] phase
ifference between the pair  versus the modulation depth  for
he three cases shown in Fig. 1.
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ig. 3. External phase modulation with the frequency 
0.1250 (dashed curve), =0.250 (dotted curve), and 
0.50 (dashed-dotted curve) is applied to the soliton pair solu-
ion (solid curve).
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ODULATION
. Small Periods of Modulation
s mentioned, an imaginary amplitude of the modulation
orresponds to the modulation of the cavity linear gain-
oss parameters. Such modulation may involve different
hysical processes. Despite this difference, qualitatively,
he action of gain-loss modulation can be similar to that of
hase modulation. When the period of modulation is
uch smaller than the soliton separation, the action of
inear gain-loss parameters tends to be averaged across
he soliton pair. In that case, the periodic modulation can
e approximated by constant parameters and the equa-
ion is reduced to a pure CGLE. We consider here only
wo examples where such averaging does not happen
ompletely. Namely, we choose =20 and =30. For
hese two cases, we calculated both the soliton separation
nd the phase difference between the solitons as shown in
ig. 5.
The diagrams for positive and negative  are mirror
mages of each other due to the periodicity of the modula-
ion. When increasing the amplitude of the modulation,
e observe bifurcation and hysteresis phenomena that
re very similar to those of Fig. 2. Such similarity occurs
n each case except for the specific values of  where the
ifurcation occurs. Changes in soliton separation here are
elatively small—much less than 1% of the total separa-
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ig. 4. Soliton pair separation 
 versus the modulation depth 
or the three cases shown in Fig. 3. Namely, =0.1250 (dashed
urve), =0.250 (dotted curve), and =0.50 (dashed-dotted
urve).
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ig. 5. [(a),(c)] Soliton pair separation 
 and [(b),(d)] phase dif-
erence between the pair  versus the modulation depth  for
odulation frequencies =2 and =3 , respectively.0 0ion. At the same time, the phase difference between the
olitons changes from  /2 to . Thus, the phase difference
s the main parameter to monitor in the experiments
hen observing this type of bifurcation. By comparing
igs. 2 and 5, we can also conclude that soliton pairs are
ore robust against changes in the gain-loss parameters
han in the case of phase modulation.
. Medium Periods of Modulation
hen  is comparable to 0, we should expect synchro-
ization of the pulse separation with the modulation pe-
iod. Figure 6 shows that indeed the soliton separation re-
uces to the same value of the modulation period as the
odulation amplitude  is increased. The soliton sepa-
ation reduces from the original value 8.923 as  is in-
reased until it approaches 7.19. We recall that positive
nd negative  only shift the phase of the modulation.
he phase difference between the solitons, being  /2 at
ero amplitude, sharply approaches zero at very small 
nd remains equal to zero upon further increases in the
odulation amplitude. This happens as the soliton pair
oses the ability to move freely at relatively small ampli-
udes of modulation and has to adjust the phase differ-
nce to zero to stop transverse motion completely.
The synchronization itself can be seen in Fig. 7. Two
olitons are compressed and their maxima coincide with
he maxima of the periodic modulation. Further increases
n the modulation depth  result in the generation of a
ulse train in the crests of the periodic gain-loss modula-
ion instead: this happens at around =0.51 for 
1.250.
For smaller modulation frequencies we can still observe
imilar synchronization. Namely, in Fig. 8 the crosses on
he vertical axes where =0 represent unperturbed soli-
on separation and phase difference. However, very small
odulation 0.005 shifts these parameters to new val-
es 
2 /=11.153 and  ± that correspond to the
wo solitons being attached to the maxima of the modula-
ion pattern the same way as in Fig. 7. Further increase
n modulation amplitude hardly changes the new separa-
ion and phase difference until the bifurcation threshold
s reached. The second transition appears when  is
round 0.24. It causes the single branch of soliton pair so-
utions to split into two new branches. One of the
ranches does not experience much change in the pair
eparation after the bifurcation, whereas the second
ranch appears with both a smaller pair separation and
maller phase difference. In each case after the bifurca-
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Ω = (5/4)Ω
0
ig. 6. Soliton separation 
 versus  for =1.250. Phase dif-
erence is zero in the whole interval except for a region of small
, which cannot be resolved in the scale of this figure.
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axima of the periodic modulation but shifts to its slopes.
he pairs find new “equilibrium” positions in the periodic
attern, which are shown in Fig. 9. The new equilibrium
ositions can be either on the same slope or on two differ-
nt slopes. Each of these solutions may exist indepen-
ently and they can also exist simultaneously, thus, cre-
ting a bifurcation structure. When they are on the same
lope, the pair separation remains at 11.153 and this cor-
esponds to the upper branch in Fig. 8(a), while the lower
ranch represents the pair on two different slopes. At
arger values of the modulation amplitude 0.37, the
nstability of the zero amplitude background causes a
rain of pulses to be generated.
For each case shown in Figs. 6 and 8, there is also a
egion of bistability at very small  0.002, which is
imilar to those shown in Fig. 6 of [20]. The bifurcations
nd the corresponding hysteresis loops are too small to be
een in the scale of Figs. 6 and 8. However, when =0,
his bistability disappears. The curves for soliton separa-
ion 
 and the phase difference  shown in Fig. 10 are
ingle valued. Upon varying , the pair separation 
 and
he phase difference  change only slightly from their ini-
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α = −0.4i
ig. 7. Location of two solitons (solid curve) in the pair relative
o the pattern of periodic gain-loss modulation (dashed curve) for
=1.250 and =−0.4i.
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ig. 8. Soliton separation 
 and phase difference between the
olitons versus  for =0.80. The crosses on the vertical axes
here =0 represent unperturbed soliton separation and phase
ifference. Very small modulation 0.002 shifts these param-
ters to new values 
11.153 and = that stay almost fixed
ntil the bifurcation threshold is reached. Splitting into two
ypes of solitons occurs at 0.24. Soliton pairs above this
hreshold have branches of 0,  /2, and  phase difference be-
ween the pulses. The arrows show the sequence of changes
hen increasing or decreasing .ial values. This shows that the influence of the periodic
odulation in this case is minimal as should be expected.
. Large Periods of Modulation
s the imaginary amplitude of modulation  means that
he gain-loss balance is modulated along the t axis, it rep-
esents an addition to the linear loss term i and can
hift an area of original loss into gain. Thus, with the ap-
lied periodic term, the conditions for generating solitons
re changing with t. Solitons may become unstable at cer-
ain points in time across the modulation period and some
referable positions for solitons along the t axis may be
reated. We can call them “equilibrium positions.” The
atter are defined either by the overall balance between
ain and loss or by the gradient of gain-loss across the pe-
iod.
The equilibrium positions can be identified in numeri-
al simulations just by propagating solitons. Whichever
ositions they had initially, single solitons or pairs of
hem will eventually move to the equilibrium position.
or the chosen values of the system parameters, the equi-
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ig. 9. Location of two solitons (solid curve) in the pair relative
o the pattern of periodic modulation (dashed curve) for 
0.80 and =−0.3i. Solitons prefer certain equilibrium posi-
ions in the pattern thus comprising two types of bound states.
a) The solution representing the upper branch and (b) the lower
ranch in Fig. 8(a).
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 versus the gain-loss modulation depth  for period of
odulation = .0
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Chang et al. Vol. 26, No. 11 /November 2009 /J. Opt. Soc. Am. B 2209ibrium positions of solitons found in that way are shown
n Figs. 11 and 12. Clearly, these equilibrium positions
ary with the amplitude of modulation . The cases of two
maller  are presented in Fig. 11 while the case of 
0.3i is shown separately in Fig. 12.
When the amplitude of the modulation is =0.1i, which
s smaller than the linear loss term =0.2, the modulation
oes not destroy the soliton pair. Starting from any point
ithin the period of the modulation, the pair moves to one
f the equilibrium positions shown in Fig. 11(a). It may be
ocated either on the negative or positive slope of the po-
ential. Only one of them is shown in the plot.
An example of soliton pair evolution in this case is
hown in Fig. 13(a). In this example, the pair is initially
ocated at t=0 where the linear loss is minimal. The pair
oves to the right because of the specified positive sign of
he phase difference  /2 between the solitons in the pair.
f the sign is negative, the pair moves to the left. In a
hort distance, the pair arrives to the equilibrium position
nd stays there forever. In this simulation, the pair con-
inues to oscillate around the equilibrium state approach-
ng the limit cycle. For other sets of parameters, the limit
ycle may be transformed into a fixed point.
For higher value of the amplitude =0.2i, the gain is
xactly balanced with loss at t=0. At other values of t the
inear loss prevails. The bound state does not exist and
he pair splits into two separate solitons. Two equilibrium
tates of solitons for this case are shown in Fig. 11(b).
hey are located symmetrically on the positive and nega-
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ig. 11. Equilibrium positions of the soliton pairs and single
olitons shown by solid curves when (a) =0.1i and (b) =0.2i.
ashed curve shows the periodic linear gain-loss function with
=0.1250.
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ig. 12. Equilibrium state of single solitons when =0.3i. An
dditional soliton appears in the middle due to the instability of
he background. Its position is not fixed and may vary along t in
volution. Dashed curve shows the periodic linear gain-loss func-
ion with =0.125 .0ive slopes of the gain-loss curve. As the background for
he dissipative terms stays negative, noise does not grow
nd single solitons are stable across the whole periodic
otential. Equilibrium positions are shifted closer to the
enter t=0 in comparison with the case with =0.1i. The
oliton pair becomes unstable and splits into two indepen-
ent solitons right from the beginning of its evolution.
he simulation showing this behavior is displayed in Fig.
3(b). After splitting, each soliton moves to the equilib-
ium position being fixed for the rest of the simulation.
An interesting case occurs when the modulation ampli-
ude =0.3i. As this value is higher than the linear loss
erm =0.2, there are two points at the modulation curve
hat cancel gain loss in the linear approximation. These
re approximately the equilibrium states of the solitons.
hey are shown in Fig. 12. The interval between the equi-
ibrium positions is unstable as the linear gain is positive
ere. Thus, additional solitons may be created due to the
pontaneous amplification of noise. One of them is shown
n Fig. 12. The simulation starting from the soliton pair
hows its splitting (see Fig. 13) and the moving of each
oliton to its equilibrium position. A third soliton is cre-
ted between them. It moves chaotically due to the insta-
ility of the background. At some z, two solitons may exist
imultaneously in the region of instability.
. CONCLUSIONS
e studied the dynamics of bound solitons of the complex
ubic-quintic Ginzburg–Landau equation (CGLE) under
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emains bounded and occupies the equilibrium position as a
ound state. (b) =0.2i; the pair splits and each soliton occupies
he equilibrium position. (c) =0.3i; the pair splits and each soli-
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ell. The background between the two solitons is unstable creat-
ng additional chaotically moving solitons.
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e considered periods of modulation being larger or
maller than the soliton separation and the amplitude of
odulation being either real or imaginary. In the former
ase the modulation influences the soliton separation
hile in the latter case solitons split and end up finding a
osition in the two equilibrium states of the periodic po-
ential. We illustrated the complicated dynamics of this
rocess by a few numerical examples. These results may
ecome useful in experimental studies of lasers that have
imultaneously passive and active mode-locking mecha-
isms. One of the possibilities found in this work has been
onfirmed in the experimental results of [19]. Other cases
onsidered here are also worthy of experimental observa-
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