ABSTRACT With the development of mission critical sensors and sensor networks (MC-SSNs), using MC sensor for monitoring the changes of soil moisture has become convenient and real time. However, the method used to process the data obtained by the MC sensor directly affects the monitoring effect. Although the past research methods have achieved certain results, they all need to extract data features. In this paper, we propose the soil moisture retrieval algorithm with time-frequency analysis and convolutional neural network (CNN) based on ultra-wideband radar echoes, which do not need to build feature database in advance. The algorithm transforms the soil echoes into time-frequency (TF) distribution patterns and utilizes the CNN algorithm to classify soil echoes with different soil volumetric water contents (VWCs). WignerVille (WV) distribution and Choi-Williams (CW) distribution are the two methods used for time-frequency transform; VGGNet and AlexNet are, respectively, applied to classify the TF patterns with different VWCs. We totally construct four soil moisture retrieval systems (WV-AlexNet, CW-AlexNet, WV-VGGNet, and CW-VGGNet), and the echoes of 27 soil water contents with different signal-to-noise ratios (SNRs) are studied. The simulation results with raw data show that the correct recognition rate of soil VWCs can reach 100% when the soil echoes are at 10 dB (SNR). The WV-AlexNet system has the best recognition performance among the four systems.
I. INTRODUCTION
The effective soil parameter monitoring [1] is the basis for implementing precision agriculture. The soil moisture plays an important role in soil parameters [2] , [3] . Research on soil moisture helps farmers to grasp the growth of crops. The first key question is how to get the soil data needed for the study without destroying the soil structure [4] . With the rapid development of MC-SSN in recent years, the use of MC radar sensor echoes to attain the data that can be used for analysis has become the main method [5] . In 2002, surface detection method [4] was first used for generating echoes. However, this method is more demanding on radar sensors and the radar scanning frequency is susceptible to multipath effects. The crosshole is a method of measuring the soil echoes by a ground penetrating radar proposed by Looms et al. [6] , but this method destroys the soil structure and requires a lot of manpower and material resources. Above all, we urgently need a simpler method of collecting soil echoes. The application of UWB radar has brought new development to soil monitoring technology due to its wide frequency band, good penetrability and strong anti-interference ability [7] . The lowaltitude scanning was proposed in 2011 [8] , a method of observing a small-scale soil echoes by arranging a UWB radar sensor at a certain height on the ground. This method is simple in operation, high in measurement efficiency and high in accuracy. It is the most suitable technique for rapid measurement and monitoring of surface soil moisture content. Therefore, in this paper we improve and use this method to collect soil radar echoes.
The above soil echoes measurement method is an important component of soil parameter retrieval, but the retrieval algorithm describing the mapping relationship between radar echoes and soil moisture is also the core of soil moisture retrieval technologies. The second key to research is how to get the soil moisture information we need from the collected echoes. At present, the existing method is to obtain a feature template by using various feature extraction methods, and then use the existing recognition method to identify the collected echoes according to the template. Zhu et al. [9] and Liu et al. [10] used the fuzzy logic system to extract the feature template. However, the operation of this method is cumbersome, and the larger the amount of data, the larger the template database obtained. So we use the TFA method to preprocess soil echoes and CNN algorithm to recognize soil echoes with different VWCs in this paper. The TF image has the characteristics of time domain and frequency domain. It fully explores the characteristics of data itself, and therefore can replace the method of template. The CNN algorithm includes many powerful fitting algorithms [11] , which can describe the high complexity and uncertainty relationship between soil echoes and soil moisture.
In this paper, we propose the algorithm based on TFA and CNN. The TFA includes WV distribution and CW distribution, which are used for converting soil echoes into TF images. The AlexNet and VGGNet of CNN are applied in recognizing 27 types of TF images with different VWCs. There are four recognition systems, WV-AlexNet, WV-VGGNet, CW-AlexNet and CW-VGGNet, respectively. In order to verify the robustness of the system, different SNRs have been analyzed. We perform performance analysis on these four systems from different aspects and conclude that the WV-AlexNet system has the best performance. The contributions of this paper are listed as follows: 1) TFA is used to convert soil echoes into TFA images, instead of extracting features from echoes directly. The template of feature database is replaced by TFA images database. 2) For the first time, a soil moisture algorithm combining time-frequency analysis and convolutional neural network is established, and the systems' performance is verified from different aspects.
The rest of this paper is organized as follows. Section II presents the problem reformulation using CNN. Section III presents the definition of the Wigner-Ville analysis and Choi-Williams analysis for soil echoes. Section IV presents the detail information of AlexNet and VGGNet. Section V presents the performance of simulation and multiple classes classifying results. Section VI concludes this paper.
II. SOIL MOISTURE RETRIEVAL VIA TFA IMAGES USING CNN
The soil water content classification algorithm based on TFA and CNN is divided into two parts: the training stage and the classification stage. The training stage converts the soil radar echoes of known soil moisture into TFA images, and stores the TFA images and their corresponding soil moisture labels in the database. The TFA images are trained according to different soil VWCs using the CNN. In the classification stage, the unknown soil VWC echoes are converted into TFA images, and input them into the trained CNN for classification to identify the corresponding VWC label. The schematic diagram of the whole system design is shown in Fig. 1 .
In Fig. 1 , the training classifier includes two parts, which are building TFA images database and CNN classifier. During the part of building TFA images database, the soil echoes are converted into TFA images using Wigner-Ville TF transform and Choi-Williams TF transform, respectively. In the classification part, two CNN algorithms, AlexNet and VGGNet, are used to form four soil VWC classification systems, which is shown in Fig. 2 . Therefore, there are four soil VWC classification systems: CW-AlexNet, CW-VGGNet, WV-AlexNet and WV-VGGNet. We input the TF images as the input data and treat the problem as the 27-categories classification.
During the simulation, the two-dimensional matrices of TFA images need to be normalized as follows,
where P stands for the TFA output, which is an energy distribution matrix with two-dimensional, p max and p min stand for the maximum and minimum of the matrix. The purpose of normalization is to convert the range of the energy distribution matrix element into the range [0, 255] of the gray image pixel, so that the TFA images are close to the gray images and the CNN systems can process the images. We use the ratio of 3:1 as the train-test split each category (600 groups), so there are 450×27 samples for training every system and 50 × 27 samples for testing every system. Those two-dimensional matrices of TFA images are converted into three-dimensional matrices with the size of 128 × 128 × 1 as the input data for AlexNet and VGGNet, where the number 1 represents the count of color channels (the number of color image is three). Training data are randomly generated each time in order to ensure the stability and robust of systems. According to the training results, the training parameters are continuously adjusted to optimize the classification results. Finally, the learning rates of the two models were adjusted to 0.01 and 0.008, respectively. Based on the adjusted learning rates, we experimente with the testing data and verify the results.
The output of AlexNet and VGGNet is all a vector of K × 1, and K is the number of sample categories, which is 27 according to this study. The final output classification decision is ''1-of-K'', which means that the ideal output of the Kth sample is 1 for the Kth element and 0 for the rest. The correct recognition rates (CRR) are computed for each category using formula (2) , where N stands for the total size of samples and i represents the i-th sample.
An average CRR is generated by formula (3), where M stands for the number of category and i represents the i-th category.
III. TIME-FREQUENCY ANALYSIS FOR SOIL ECHOES A. THE RAW DATA AND PREPROCESSING OF SOIL ECHOES
The field experiment was carried out continuously from March 2018 to April 2018 in Chengdu, Sichuan province of China. We selected bare soil with the area of approximate 50 m 2 in the west of Chengdu. We take the flat area as field experiment environment to ensure that there is no obvious change in terms of the roughness of the surface of the bare soil. In the experiment, the soil echoes are collected by using the UWB radar module P440 and the corresponding VWC values are measured by TDR300 [12] , [13] , which are used as labels for soil echoes during the training stage. The values of VWC are adjusted manually by adding water in order to change the soil VWCs gradually during the experiment [14] , [15] . A total of 27 UWB soil echoes with different VWCs are used in the experiment, including 13 types of nursery soil (VWC 25.6%, 27.4%, 29.8%, 31.0%, 32.7%, 33.5%, 34.7%, 35.3%, 36.0%, 36.9%, 38.6%, 39.3% and 42.6%), 10 types of farmland soil (VWC 26.9%, 28.9%, 29.4%, 32.1%, 33.7%, 34.2%, 35.4%, 36.2%, 37.0% and 39.5%) and 4 types of sand (VWC 8.4%, 14.1%, 16.4% and 18.6%). The unit sample in the echo is spaced at a 61ps increment and the total time index of one echo is set 480ns, which is enough for simulating. We collected 16200 groups of UWB soil echoes for 27 different soil VWC values, 600 groups per VWC.
Radar echoes are affected by antenna coupling, surface reflections, and soil noise [16] , so the collected echoes need to be pre-processed to obtain truly simulated effective echoes. Fig. 3 shows a reflected echo from the subsurface of soil, which contains the complete spread of an echo. Time index 91 and 390 are set as the beginning and the ending of two-way propagation [17] , respectively. The rest of the sequence is regarded as the background noise.
Since the soil echoes collected by the experiment are obtained under a relatively ideal experimental environment, the soil echoes in actual life will be interfered by various external factors. In order to verify the robustness of the four systems, we add white Gaussian noise to the preprocessed soil echoes in the simulation process. Its noise intensity is represented by the power SNR.
For each echo of VWC, white Gaussian noise with SNR of 0dB, 2dB, 4dB, 6dB, 8dB, and 10dB is added, so each of the VWC form six sets of samples.
B. GENERATING TFA IMAGES
TFA is a method of simultaneously analyzing the time and frequency of a signal and expressing spectral energy by a twodimensional spectral distribution image. In the traditional signal processing method, the signal is regarded as infinitely generated and stable, and the time domain and frequency domain characteristics of the signal can be clearly expressed. However, traditional signal processing such as Fourier transform cannot directly reflect the characteristics of the signal in the frequency domain. Although the TFA can not directly represent the time domain and frequency domain characteristics of the signal as the traditional signal processing method, it can visually display the variation characteristics of the time-varying signal spectrum, such as time-frequency analysis of the chirp signal, which can directly reflect the signal frequency's linear curve over time.
1) COHEN'S CLASS
The TFA technique considers time-domain signal information of finite time, which was originally derived from the short-time Fourier transform [18] . This paper uses the widely used Cohen time-frequency transform method. This kind of algorithm convolves the signal time and frequency at the same time. Its principle is similar to the matched filter, and the signals are matched at different times and frequencies, and VOLUME 7, 2019 the spectral energy of the output value at the matching point is the max value.
Equation (5) shows a general expression for the Cohen's class TF transform, where t, ω represent time and frequency respectively, f (x) represents the input signal, and ϕ represents the kernel function in the TF transform algorithm, which is the important part of the algorithm. In order to obtain the TFA images for the simulation, WV time-frequency transform and CW time-frequency transform are respectively performed on the soil echoes with added noise. In the time-frequency transform process, the frequency domain is set to 128 frequency points and the 300 sampling points in the time domain are downsampled to 128 sampling points, finally a two-dimensional distribution map of 128 × 128 is obtained.
2) WIGNER-VILLE
The Wigner-Ville time-frequency transform is the earliest proposed of other methods [19] , which ϕ = 1 in equation (5) . The Wigner-Ville and other TFA algorithms, which using window functions to filtering the signal, have the advantages of strong focus and image fidelity, so it is superior to single signal processing such as linear frequency, step frequency and other signal processing. However, when the signals are multiple, the Wigner-Ville transform is prone to cross-term interference due to the mixing effect between the signals. At this time, there will be strong peaks in the image mixing part of the time-frequency analysis and sometimes the interference value will be higher than the real value. Soil radar echoes will have strong multipath effects when they are affected by the surrounding environment and surface reflection, so using Wigner-Ville transform to deal with soil signals is prone to cross-term interference, which affects the feature acquisition process in soil signal TF images. Fig. 4 shows the TFA images of Wigner-Ville transform for three examples with different type of soil.
3) CHOI-WILLIAMS
The Cohen's class time-frequency transform mainly solves the cross-term interference problem by improving the kernel function ϕ to place information redundancy by constraining the value of the kernel function at other time-frequency points [20] . The Choi-Williams transform mainly modify the ϕ as ϕ (ξ, τ ) = e −ξ 2 τ 2 /σ , where σ is a scalar greater than 0 and needs to be set manually. Due to the special kernel function of Choi-Williams transform, the general formula (5) can be transformed as follows, where A = 1/ 4π τ 2 /σ . After expansion, a Gaussian function is obtained, which is affected by u − t. When the u value is far away from the t value, the function will rapid decay, avoiding the possibility of cross-interference at other points in time. Due to the symmetry of the Cohen's class time-frequency transform, the nature of the function in the frequency domain is the same as that in the time domain. In this paper, a fast Fourier transform method is used in the analysis process due to the soil signal is discrete-time signal, which formula is as in formula (7), where F = f (n + µ + τ ) f * (n + µ − τ ), n stands for the discrete time points and k stands for the discrete frequency points.
The more sampling points of the frequency, the clearer the analysis of the acquired time-frequency analysis images. In this paper, N = 128 was taken for time-frequency analysis of soil signals. Fig. 5 shows the TFA images of Choi-Williams transform for three examples with different type of soil.
IV. CNN FRAMEWORK
Deep learning has been applied in various frontier disciplines fields due to its strong performance advantages [21] - [23] . The most representative fields include face recognition, speech recognition, medical image processing, etc. The traditional radar signal processing field has also begun to adopt deep learning method. This paper mainly uses the AlexNet framework and VGGNet framework based on deep learning convolutional neural networks (CNN).
A. CONVOLUTIONAL NEURAL NETWORKS
CNN is the basic framework of most deep learning algorithms in image recognition. The basic structure is shown in Fig.6 . The original purpose of CNN is to simplify the Artificial Neural Networks (ANN) structure in order to achieve better training efficiency and deeper training layers. Later, it is found that the convolutional neural network is suitable for studying image data with rotation, scaling and translation invariance [24] , [25] . In recent years, convolutional neural networks have also been applied in radar signal processing.
The convolutional neural network consists of multiple convolutional layers, each consisting of a convolution kernel, an activation function, and a pooling layer. The different features of the convolution kernel extraction signal enable observation of the specific mode of the input signal. The convolution function of convolution kernel is as follows.
where k represents the number of convolution layers and b j represents the bias constant.
The activation function represents the degree of response of the neuron to the kernel function. It is a strongly nonlinear function and generally uses the sigmoid function. The pooling layer downsamples the feature image output by the activation function to reduce the parameters and complexity of the convolution layer.
B. THE FRAMEWORK OF ALEXNET
AlexNet is a deep convolutional neural network proposed by Hiton. The network won the first place in the Large Scale Visual Recognition Challenge 2012 (ILSVRC2012), in which 1.2 million pictures of 1000 categories were classified. AlexNet achieves a correct recognition probability of 84.69%, which is much higher than the correct recognition probability of 73.83% of the second place. Therefore, AlexNet has opened a new era of deep learning network in image processing. Fig. 7 shows the basic block diagram of AlexNet. At the last fully connected layer, the network outputs 27 classes that match the experiment.
AlexNet not only proposes a new CNN framework, but also introduces a lot of new technologies, which no longer uses the traditional sigmoid function as the activation function, but instead chooses the rectified linear argument function (ReLU) function f (x) = max(0, x) as the activation function. The advantage of ReLU is that its gradient is always maintained at 1 when the neuron is activated, so there is no gradient disappearance or explosion, which is more stable than the sigmoid function.
AlexNet also introduces a neural network lateral neural suppression mechanism. Assuming that a i x,y is the output of the i-th convolution kernel at (x, y), it will be suppressed by neighboring neurons. The inhibition function is shown as
where n represents the convolution kernel of the feature image at the same position in different mapping spaces. In this paper, the parameters are set k = 2, n = 5, α = 10 −4 , β = 0.75.
AlexNet added the Dropout strategy on the last two layers to solve the over-fitting problem of the fully connected layer. The Dropout strategy means that each time the network is trained, the neurons in the partial network are randomly selected to stop working. When the parameters are adjusted by the gradient descent method, the neurons that stop working are skipped, thereby creating a different connection form. Fig.8 is a schematic diagram of the Dropout decision.
C. THE FRAMEWORK OF VGGNET
VGGNet is a deep convolutional neural network developed by researchers at the Visual Geometry Group of Oxford University and Google Deep-Mind. This network model achieved the second place with a correct recognition probability of 92.7% at ILSVRC 2014.
In this paper, the most common VGG16 network structure is used for our simulation. The structure of VGG16 is similar to that of AlexNet and it consists of 13 layers of 13 convolutional layers, 2 layers of fully connected layers and 1 layer of output layers. The biggest feature of VGG16 is that each layer of convolutional layer is composed of the smallest 3 × 3 convolution kernel.VGGNet also uses the ReLU function as an activation function, and uses the dropout strategy to train the network at the full connection layer. However, VGG16 does not use the lateral suppression mechanism in AlexNet, which has little effect on VGGNet and is too computationally intensive.
V. THE PERFORMANCE ANALYSIS OF CNN FOR TFA IMAGES WITH DIFFERENT VWCS
In order to compare the performance of the two CNN models, four classification systems, we selected the loss values generated by the two models during the training process. We use cross entropy to represent the loss of the training process. The softmax function (10) map a scalar output to a probability output. The output is a vector of size recognition classes, [y 1 , y 2 , y 3 , · · · ], where y 1 , y 2 , y 3 , · · · represent the probability of belonging to the class.
The final loss is obtained by cross-entropy of the output vector of softmax and the actual label of the sample, as the equation (11) follows, where y i and y i represent the value of the i-th in the actual label and the value of the i-th element in the output vector of softmax, respectively. four figures listed in Figure 9 , we can enumerate the following performance analysis. Whether using CW TFA or WV TFA, the AlexNet loss function value converges to 0 faster than VGGNet. Under the condition of CW TFA, the trend of AlexNet's loss function curve does not change much with the increase of the SNR, while the trend of VGGNet's loss function curve gradually becomes gentle with the increase of the SNR. Under the condition of WV TFA, it is easier to see more clearly that VGGNet's loss function value decreases with SNR increasing, and the training effect is getting better. When SNR is 0dB, the VGGNet's loss function value does not reach 0. But with the SNR gradually changing, the VGGNet's loss function value reaches 0.
During the training process, the two CNN models have a sudden increase in individual loss values, away from the cluster point, indicating that the adjusted parameters are not optimal for all situations, but the final results are optimal, indicating that CNN is unstable in the training process due to too many parameters and layers, and it is prone to fluctuations. Thoes figures show that AlexNet's training loss curve converges significantly faster than VGGNet, and two loss functions is similar when converging, which indicating that the training speed of AlexNet is higher than VGGNet but the training ability is near. The ability of two CNN models to classify soil echoes with different VWC is similar. However, the execution time of VGGNet is four times that of AlexNet, which one is 242-245s and another is 952-956s, and the different SNRs do not influence the running time whether it is AlexNet or VGGNet. Fig. 10 shows the average CRR curves of 27 categories for four systems at different SNR. The CRR of WV-VGGNet is poor at low SNR, while the other three systems can be maintained above 97% at different SNR. Among them, WV-AlexNet system has the best effect, as the highest CRR can reach 100% and it can maintain more than 98% of CRR at low SNR.
In order to further present the ability of the four systems to classify soil echoes with different VWCs, we enumerate the training CRR of 27 categories under different SNRs, different TFAs and different CNNs, as shown in Figure 11 . According to Fig. 11 , the performance of AlexNet system does not change much whether using CW TFA or WV TFA at different SNRs, while the performance of VGGNet system has a faster converges under the CW TFA than WV TFA. Fig. 12 shows the detail information of CRR of 27 VWCs under four systems for soil echoes from different soil types, which are the VWC 25.6% and 34.7% of nursery soil, the VWC 26.9% and 32.1% of farmland soil and the VWC 8.4% of sand. In summary, WV-AlexNet has the best ability of classifying soil echoes with different VWCs, CW-AlexNet and CW-VGGNet have the second classification performance and the performance of WV-VGGNet is the last space.
VI. CONCLUSION
This paper proposes a soil water content classification algorithm based on TFA images and CNN under MC radar sensor condition. Time-frequency transform technology is used to convert soil signals with different VWCs into time-frequency VOLUME 7, 2019 analysis images, and input into deep learning model to achieve the purpose of classification and identification of water content corresponding to soil signals. In this paper, Wigner-Ville time-frequency transform and Choi-Williams time-frequency transform are used respectively, and two deep learning frameworks, ALexNet and VGGNet, are used in the classification process to construct four recognition systems. Four system performances were verified using 27 categories with different soil VWCs measurements.
The results show that the four soil moisture classification systems have high probability of correct recognition. Under the influence of different noise levels, the WV-AlexNet system maintains the highest correct recognition probability, and as the noise increases, the correct recognition probability decreases the least. At the same time, CW-AlexNet has a classification ability close to WV-AlexNet with a faster training process, which is more suitable for the identification of soil echoes with different VWCs. Though CW-VGGNet also has a high CRR, it is not suitable for big data sets' classification due to it's long execution time. XIAOXU LIU received the B.S. and M.S. degrees in electrical engineering from the University of Electronic Science and Technology of China, Chengdu, in 2015 and 2018, respectively. His research interests include fuzzy logic system, soilparameters retrieval, machine learning, and deep learning.
