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Abstract
In this article we give a geometric explanation of the fact that the Betti numbers of the d-
fold symmetric product of the proyective space of dimension n are the same as those of the
Grassmanian of d-planes in the complex vector space of dimension n + d. In fact, we give a
correspondence which is the graph of a rational morphism which induces an isomorphism, and
whose matrix is the identity. We also prove some properties of Euler–Chow series and state
some open problems related to this series. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 14
Chow varieties have been used in algebraic geometry for a long time as “abstract”
parameter varieties. However, not too much attention has been paid to their geometric
or topological properties. Following work of Lawson, some interesting results along
these lines were obtained, but we can still say that little is known about the geometry
and topology of Chow varieties.
In this article, we present some results and state some interesting open questions that
arise when one studies the topology of Chow varieties, and the related Euler–Chow
series, introduced by Lawson and Yau in [8], Elizondo and Lima-Filho in [4].
In Section 1 we prove (see Theorem 1.1) that if D and E are divisor classes on
smooth proper complex varieties X and Y , respectively, then the Euler characteristic
of the Chow variety of the divisor class X × E +D× Y on X × Y equals the product
 The Crst author was supported in part by grants UNAM-DGAPA IN119298 and CONACYT 27969E. The
second author was supported in part by a Swarnajayanthi Fellowship of the D.S.T.
∗ Corresponding author.
E-mail addresses: javier@math.unam.mx (E.J. Elizondo), srinivas@math.tifr.res.in (V. Srinivas).
0022-4049/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(00)00178 -X
68 E.J. Elizondo, V. Srinivas / Journal of Pure and Applied Algebra 166 (2002) 67–81
of the Euler characteristics of the Chow varieties of the classes of D and E on the
varieties X and Y , respectively.
In Section 2 we present a geometric “explanation” for the fact that the Betti numbers
of the d-fold symmetric product of the projective space Pn are the same as those
of the Grassmannian of d-planes in a vector space of dimension n + d. Here, the
symmetric product is viewed as a Chow variety of 0-cycles of degree d on Pn, while
the Grassmannian is viewed as the Chow variety of cycles of degree 1 and dimension
d − 1 on the (d − 1)th Lawson suspension of Pn. This suggests that there might be
other “symmetries” in the diagram of Chow varieties Cr; s of cycles of degree r + 1
and dimension s on the s-fold Lawson suspension of Pn (the case we consider is that
of the pair Cd−1;0; ;C0;d−1).
Finally, Section 3 formulates some interesting inter-related questions on dimensions
of Chow varieties of divisors, which are just linear systems, in our situation. We give
a positive answer to one of these questions in Proposition 3.1.
1. Euler–Chow series for the Neron–Severi group
Let X be a complex projective variety, and 
 an element in the homology group
H2p(X;Z). Let C
(X ) denote the Chow variety of X with respect to 
, namely the
space of all eLective algebraic cycles in X of dimension p with homology class 
.
If X is a non-singular complex projective variety of dimension n, then using PoincarMe
duality to identify H 2p(X;Z), with H2(n−p)(X;Z), we may similarly consider the Chow
variety C
(X ) associated to any cohomology class 
 ∈ H 2p(X;Z), parametrizing eLec-
tive algebraic cycles on X of codimension p with cohomology class 
. In particular,
if p= 1; C
(X ) is a Chow variety of eLective divisors in X ; in this case C
(X ) = ∅
implies that 
 ∈ NS(X )⊂H 2(X;Z), where NS(X ) denotes the Neron–Severi group of
algebraic (or homological) equivalence classes of divisors on X .
If X and Y are non-singular complex projective varieties, there is a natural inclusion
NS(X ) ⊕ NS(Y ) ,→ NS(X × Y ), obtained by associating to the classes of divisors D
on X and E on Y the class of the divisor X × E + D × Y on X × Y .
The result we prove in this section is the following. The proof ultimately relies on
the following fact: if V and W are Cnite-dimensional C-vector spaces, then we have
an equality between topological Euler characteristics
(P(V )× P(W )) = (P(V ⊗W )):
Theorem 1.1. Let X and Y be non-singular complex projective varieties. Let
C(X ); C(Y ) and C(;)(X × Y ) denote the Chow varieties of X; Y and X × Y;
respectively; with respect to the divisor classes  ∈ NS(X );  ∈ NS(Y ) and (; ) ∈
NS(X ) ⊕ NS(Y )⊂NS(X × Y ). Then
(C(;)(X × Y )) = (C(X ))(C(Y )):
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Proof. We Crst begin with some general remarks about Chow varieties of divisors. Let
X be a non-singular projective variety and let  be an element in NS(X ). We denote
by Pic(X ) the isomorphism classes of line bundles on X with algebraic equivalence
class . Observe that Pic(X ) is a principal homogeneous space for the abelian variety
Pic0(X ); therefore Pic(X ) is isomorphic to an abelian variety.
Let C(X ) be the Chow variety of eLective divisors with class  in NS(X ). Denote
by X :C(X )→ Pic(X ) the natural map. There exists a stratiCcation
{Pici (X )}i≥0
of Pic(X ) be Zariski closed subsets such that
Pici (X ) = {L ∈ Pic(X ) | h0(X;L) ≥ i};
where hj(X;F):=dimHj(X;F).
Lemma 1.2. We have the following properties for the above strati=cation.
(a) Pici (X )⊂Pici−1(X ).
(b) By semi-continuity; Pici (X )⊂Pic(X ) is Zariski closed; and
−1X (Pic

i (X )− Pici+1(X ))→ (Pici (X )− Pici+1(X ))
is a Pi−1-bundle. From now on we write Vi = Pic

i (X )− Pici+1(X ).
(c) If X and Y are smooth projective varieties; then for any  ∈ NS(X ) and any
 ∈ NS(Y ); we have
(i) NS(X ) ⊕ NS(Y ) ,→ NS(X × Y );
(ii) Pic(;)(X × Y ) = Pic(X )× Pic(Y );
(iii) Pic(;)i (X×Y )=
⋃
r·s≥i (Pic

r (X ))×(Pics (Y ))=
∐
r·s≥i V

r (X )×Vs (Y ) (KAunneth
formula for line bundles).
(d) If X×Y :C;(X ×Y )→Pic(;)(X × Y ) then −1X×Y (Vr × Vs ) → Vr × Vs is a
Prs−1-bundle (KAunneth formula for line bundles).
We now make use of the following property of topological Euler characteristics of
complex algebraic varieties: if Z is an algebraic variety which is a disjoint union of
locally closed subvarieties Zi, then
(Z) =
∑
i
(Zi):
From this we obtain
(C(X )) =
∑
r≥0
(−1X V

r (X )) =
∑
r≥0
r · (Vr (X ));
where the last equality holds because −1X V

r (X ) → Vr (X ) is a Pr−1-bundle. In the
same way we have
(C(Y )) =
∑
s≥0
(−1Y V

s (Y )) =
∑
s≥0
s · (Vs (Y )):
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Finally, we compute that
(C(;)(X × Y )) =
∑
r; s≥0
(−1X×Y (V

r (X )× Vs (Y )))
=
∑
r; s≥0
rs · ((Vr (X )× Vs (Y ))) (by Lemma 1:2(d))
=
∑
r; s≥0
rs · (Vr (X )) · (Vs (Y )) (K Qunneth for singular cohomology)
=

∑
r≥0
r(Vr (X ))



∑
s≥0
s(Vs (Y ))


=(C(X ))(C(Y )):
Now we recall the deCnition of the Euler–Chow series of X (see [5,4]). Let
M ⊂H 2p(X;Z) be any submonoid of the monoid of cohomology classes of eLective
algebraic cycles of codimension p. The addition map M ×M → M has Cnite Cbers.
Hence, if Z[[M ]] is the space of all functions form M to Z, with pointwise addition,
and multiplication given by convolution, then Z[[M ]] is a commutative ring in a natural
way. For example, if M ∼= Z≥0 is the additive monoid of non-negative integers, then
Z[[M ]] is just the ring of formal power series in 1 variable. If M ′⊂M is a submonoid,
clearly, Z[[M ′]]⊂Z[[M ]] is a subring.
The Euler–Chow series of X , for the monoid M of eLective algebraic cycle classes
is deCned by
Ep(M)(X ) =
∑

∈M
(C
(X ))
 ∈ Z[[M ]]:
If M is the monoid of all eLective cycle classes on X of codimension p, we also
denote Ep(M)(X ) by Ep(X ).
We now have the following corollary.
Corollary 1.3. Let M be the monoid of eBective divisor cycle classes on X ×Y which
are contained in NS(X ) ⊕ NS(Y ). Then we have
E1(M)(X × Y ) = E1(X )E1(Y ) ∈ Z[[M ]]:
2. Grassmannians and symmetric products
The aim in this section is to give a geometrical content (see Theorem 2.4) to the
equality between the Betti numbers of the dth symmetric product Sd(Pn) of the com-
plex projective space Pn and the complex Grassmannian G(d; n+d) of d-dimensional
subspaces of Cn+d, or equivalently, of (d−1)-dimensional linear subvarieties of Pn+d−1.
Note that both of these are Chow varieties — the Chow variety C0;d(Pn) of zero
cycles of degree d in Pn is just the d-fold symmetric product Sd(Pn) of Pn, while the
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Chow variety Cd−1;1(P(d+n−1)) of (d−1)-cycles of degree 1 in P(d+n−1) is isomorphic
to the Grassmann variety G(d; d+ n) of d-planes in Cd+n.
The Lemmas 2.2 and 2.3 below are presumably “well known”, though we could not
locate a speciCc reference, so we give proofs for them. They imply the equality of
Betti numbers stated above.
The rational cohomology (and hence Betti numbers) of the symmetric product Sd(Pn)
can be computed by identifying H∗(Sd(Pn);Q) with the subring of invariants in
H∗((Pn)d;Q) of the d-fold self-product of Pn, for the natural action of the permutation
group Sd on d letters. This identiCcation is a particular case of the following standard
lemma, whose proof is omitted (this lemma is a special case of [1, III, Theorem 7:2]).
Lemma 2.1. Let X be a complex algebraic variety with an action of a =nite group G
of algebraic automorphisms. Let X=G denote the quotient (topological) space. Then
the natural map from the rational cohomology ring of X=G to the subring of H∗(X;Q)
of G-invariants
H∗(X=G;Q)→ H∗(X;Q)G
is an isomorphism.
We have H∗(Pn;Q)=Q[x]=(xn+1), where x=c1(OPn(−1)) ∈ H 2(Pn;Q) is the Chern
class of the tautological line subbundle OPn(−1) of the trivial Cn+1-bundle on Pn. Now
by the KQunneth formula,
H∗((Pn)d;Q) = H∗(Pn;Q)⊗d ∼= Q[x1; : : : ; xd]=(xn+11 ; : : : ; xn+1d )
is a truncated polynomial algebra in d variables. Let s1; : : : ; sd be the elementary sym-
metric polynomials in x1; : : : ; xd. The subalgebra of H∗((Pn)d;Q) generated by s1; : : : ; sd
is identiCed with H∗(Sd(Pn);Q) (the assertion for a truncated polynomial algebra can
be deduced from a similar assertion about the polynomial algebra, which is standard).
Lemma 2.2. The monomials sa11 s
a2
2 · · · sadd with
∑
i ai ≤ n form a Q-basis for
H∗(Sd(Pn);Q).
Proof. We Crst claim that the monomials sa11 s
a2
2 · · · sadd with
∑
i ai ≤ n are all linearly
independent elements of H∗(Sd(Pn);Q). Indeed, when expressed in terms of x1; : : : ; xd,
each si is expressible as a linear polynomial in xj with coeTcients in the remaining
xk ; hence each monomial s
a1
1 s
a2
2 · · · sadd with
∑
i ai ≤ n is a Q-linear combination of
monomials xb11 x
b2
2 · · · xbdd where each bj ≤ n. This immediately implies the desired linear
independence, since any non-zero Q-linear combination of monomials in s1; : : : ; sd is a
non-zero polynomial in Q[x1; : : : ; xd], and the monomials xb11 · · · xbdd with b1; : : : ; bd ≤ n
map to linearly independent elements of Q[x1; : : : ; xd]=(xn+11 ; : : : ; xn+1d ).
Next, note that if V =H∗(Pn;Q), then there is an isomorphism of Q-vector spaces
H∗(Sd(Pn);Q) = (V⊗d)Sd ∼= Sd(V ):
Hence
dimQH∗(Sd(Pn);Q) = dim Sd(V ) =
(
n+ d
d
)
:
72 E.J. Elizondo, V. Srinivas / Journal of Pure and Applied Algebra 166 (2002) 67–81
On the other hand, the cardinality of the above set of monomials sa11 · · · sadd equals
the dimension of the space of homogeneous polynomials of degree n in d + 1 vari-
ables, which is (d+nn ). Since this coincides with dimQH
∗(Sd(Pn);Q), these linearly
independent monomials must form a Q-basis.
Lemma 2.3. Let Sd;N denote the universal subbundle of rank d on the Grassmannian
G(d; N ) of d-dimensional subspaces of CN ; and let ci = ci(Sd;N ) ∈ H 2i(G(d; N );Z)
denote the Chern classes of Sd;N . Then the monomials ca11 · · · cadd with aj ≥ 0; and∑
i ai ≤ N − d; form a Z-basis for the cohomology H∗(G(d; N );Z).
Proof. The classes of Schubert cells are known to form a Z-basis for H∗(G(d; N );Z);
and by Giambelli’s formula, these Schubert classes are Z-linear combinations of the
above monomials in c1; : : : ; cd (see [6, Propositions 14:6:4, 14:6:5]). Since the number
of Schubert cells equals the number of distinct monomials in c1; : : : ; cd listed above,
the lemma follows.
The remainder of this section is devoted to the proof of the following result.
Theorem 2.4. There is a birational map f : (Pn)d → G(d; n + d); well de=ned up
to automorphisms of the domain and range; such that if $f is the correspondence
de=ned by the closure of the graph of f; then the map on cohomology
[$f]∗ :H∗(G(d; n+ d);Z)→ H∗((Pn)d;Z)
is given by
[$f]∗(ca11 · · · cadd ) = sa11 · · · sadd :
Hence [$f]∗ determines an isomorphism between H∗(G(d; d+n);Q) and H∗(Sd(Pn);
Q); such that for the monomial bases of the two cohomology algebras given by
Lemmas 2:2 and 2:3; the matrix representing [$f]∗ is the identity.
To simplify notation, we will use g∗ to denote the map on cohomology [$g]∗ :
H∗(Y ) → H∗(X ), for any rational map g :X → Y between non-singular proper vari-
eties, where $g is the closure of the graph of g. Recall that [$g]∗ is deCned as follows: if
p1 :X ×Y → X and p2 :X ×Y → Y are the projections, then [$g]∗(t)=p1∗([$g]∪p∗2 t),
where [$g] ∈ H 2 dim X (X × Y ) is the cohomology class of the algebraic cycle $g. Here
p1∗ denotes the Gysin (or push-forward) map on cohomology; for cohomology with
coeTcients in a Celd, it is obtained using PoincarMe duality from the standard (con-
travariant) map. If $g is non-singular, and p :$g → X; q :$g → Y are the restrictions
of the two projections, then we have the alternate description [$g]∗ = p∗ ◦ q∗. The
equality of the two deCnitions follows from the fact that if i :$g ,→ X × Y is the
inclusion, then for all t ∈ H∗(Y ),
p∗ ◦ q∗(t) = p1∗ ◦ i∗ ◦ i∗ ◦ p∗2 (t) = p1∗(i∗(1) ∪ p∗2 (t))
and i∗(1) = [$g] ∈ H 2 dim X (X × Y ).
We will abuse notation below, and use the same symbol to denote a d-dimensional
linear subspace of CN and the corresponding point of the Grassmannian G(d; N ).
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We now proceed with the proof of Theorem 2.4. Let
( : OPn(−1) ,→ O⊕ n+1Pn
be the canonical inclusion of the tautological line bundle OPn(−1) into the trivial bundle
of rank n + 1. If pi : (Pn)d → Pn; 1 ≤ i ≤ d are the projections, then there is an
induced subbundle
(d :
⊕
d
i=1p
∗
i OPn(−1) ,→ O⊕ d(n+1)(Pn)d :
There is a corresponding embedding j : (Pn)d ,→ G(d; d(n+1)), such that if Sd;d(n+1)
is the universal subbundle of rank d of the trivial bundle of rank d(n + 1) on the
Grassmannian, then j∗Sd(n+1)=
⊕d
i=1 p
∗
i OPn(−1). The choice of a (d+n)-dimensional
quotient linear space p :Cd(n+1)  Cd+n determines a rational map hp :G(d; d(n +
1))→ G(d; n+ d), by
(L ∼= Cd⊂Cd(n+1)) → (hp(L) ∼= Cd⊂Cd+n):
The rational map f is deCned to be the composition hp ◦ j. For a suTciently general
choice of the quotient map p, we will see that the rational map f is well deCned, and
is birational.
In fact, consider the subvariety
$p = {(L;M)⊂G(d; d(n+ 1))×G(d; d+ n) |p(L)⊂M}:
We then have the following diagram:
For any subspace M ⊂Cd+n of dimension d, the Cber −12 (M) is
−12 (M) =G(d; p
−1(M)) ∼= G(d; dn+ d− n):
Further, 2 :$p → G(d; d + n) is a Zariski locally trivial Cber bundle. Hence $p is
irreducible and non-singular. The map 1 :$p → G(d; d(n + 1)) is birational, and an
isomorphism over the open subset U = {L ∈ G(d; d(n+ 1)) |L ∩ kerp = 0}. Now by
choosing p so that U∩ image j = 0, we ensure that f = hp ◦ j is well deCned as a
rational map.
Next, observe that the embedding j : (Pn)d ,→ G(d; d(n+ 1)) is given by
(L1; : : : ; Ld) ∈ (Pn)d → L1 ⊕ · · · ⊕ Ld⊂(Cn+1)⊕ d = Cd(n+1):
Let i+ :Cn+1 ,→ (Cn+1)⊕ d = Cd(n+1); + = 1; : : : ; d be the obvious inclusions. If p :
Cd(n+1) → Cd+n is suTciently general, then each of the d-induced maps p◦ i+ :Cn+1 →
Cn+d is injective. If M ⊂Cn+d is a suTciently general d-dimensional subspace, then
L+=(p ◦ i+)−1(M) is a one-dimensional subspace of Cn+1, for each +. The assignment
M → (L1; : : : ; Ld) is a rational map G(d; d + n) → (Pn)d, which is easily seen to be
the inverse rational map to f = hp ◦ j; in particular, f is birational, as claimed.
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The Grassmannian G(d; d(n+1)) is a homogenous space for the group GLd(n+1)(C),
which also operates transitively on the space of all surjective linear transforma-
tions p :Cd(n+1)→Cd+n. For g∈GLd(n+1), the graph $g·p of the rational map hg·p :
G(d; d(n+1))→ G(d; d+n) determined by the surjection g·p=p◦g−1 :Cd(n+1) → Cd+n
is just
(g× 1G(d;d+n))($p)⊂G(d; d(n+ 1))×G(d; d+ n):
If we identify (Pn)d with its image under the embedding j, then the Kleiman–Bertini
Theorem (see [7, III 10:8]) implies that for a general choice of the surjection p :
Cd(n+1) → Cd+n, the non-singular subvarieties
(Pn)d ×G(d; d+ n)⊂G(d; d(n+ 1))×G(d; d+ n);
$p⊂G(d; d(n+ 1))×G(d; d+ n)
intersect transversally in a non-singular subvariety $f ⊂(Pn)d × G(d; d + n) of pure
dimension nd. Since the Crst projection $p → G(d; d(n + 1)) is birational, it follows
that $f → (Pn)d is birational as well; in particular, $f is irreducible. By construction,
since the rational map f : (Pn)d → G(d; d+ n) is the restriction of hp; we see that $f
coincides with the closure of the graph of f.
As a consequence, the map on cohomology
f∗ :H∗(G(d; d+ n);Z)→ H∗((Pn)d;Z)
is the composition
H∗(G(d; d+ n);Z)
h∗p−→H∗(G(d; d(n+ 1));Z) j
∗
−→H∗((Pn)d;Z);
where h∗p is itself factored as the composition
H∗(G(d; d+ n);Z) 
∗
2−→H∗($p;Z) 1∗−→H∗(G(d; d(n+ 1));Z):
We clearly have a formula relating Chern classes
j∗(ck(Sd;d(n+1))) = ck
(
d⊕
i=1
p∗i OPn(−1)
)
= sk(x1; : : : ; xd) ∈ H∗((Pn)d;Z) = Z[x1; : : : ; xd]=(xn+11 ; : : : ; xn+1d ):
So the theorem will be proved if we show that for any monomial ca11 · · · cadd with∑
i ai ≤ n; where ck = ck(Sd;d+n); then we have the formula
1∗ ◦ ∗2 (ca11 · · · cadd ) = c1(Sd;d(n+1))a1 · · · cd(Sd;d(n+1))ad :
More generally, we have the following.
Lemma 2.5. Let p :Cm → Cm′ be any surjection; where m¿m′ ≥ d. Then for the
associated rational map h :G(d;m)→ G(d;m′); we have
h∗(c1(Sd;m′)a1 · · · cd(Sd;m′)ad) = c1(Sd;m)a1 · · · cd(Sd;m)ad
for any a1; : : : ; ad with
∑
i ai ≤ m′ − d.
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Proof. We prove this by induction on m−m′; by factorizing the rational map h. This
is done in the following way.
Let m1¿m2¿m3 ≥ d be positive integers, and choose surjections p1 :Cm1  Cm2
and p2 :Cm2  Cm3 ; with p = p2 ◦ p1. We then have the corresponding rational
maps h1 :G(d;m1) → G(d;m2); h2 :G(d;m2) → G(d;m3); h :G(d;m1) → G(d;m3);
with h = h2 ◦ h1 as rational maps. Let $12⊂G(d;m1) × G(d;m2); $23⊂G(d;m2) ×
G(d;m3); $13⊂G(d;m1) × G(d;m3) be the closures of the graphs of h1; h2 and h;
respectively. Consider the following commutative diagram, where the dotted arrows
denote rational maps, and the solid arrows denote morphisms:
Since 12 :$12 → G(d;m2) and 23 :$23 → G(d;m3) are Zariski locally trivial Cber
bundles whose Cbers are Grassmannians, the morphism
22 ◦ . :$12 ×G(d;m2) $23 → G(d;m3)
is a smooth proper morphism with irreducible Cbers; hence
$12 ×G(d;m2) $23⊂G(d;m1)×G(d;m2)×G(d;m3)
is an irreducible, non-singular closed subvariety. Similarly since 11 and 21 are proper
and birational, so is the composition 11 ◦ / :$12 ×G(d;m2) $23 → G(d;m1). Hence
the graph $13⊂G(d;m1) × G(d;m3) of the rational map h must be the image of
$12 ×G(d;m2) $23 under the projection
G(d;m1)×G(d;m2)×G(d;m3)→ G(d;m1)×G(d;m3):
Further, the induced morphism b :$12 ×G(d;m2) $23 → $13 is proper and birational as
well.
Hence we deduce that on cohomology, we have
h∗ = 1∗ ◦ ∗2 = 1∗ ◦ b∗ ◦ b∗ ◦ ∗2 = 11∗ ◦ /∗ ◦ .∗ ◦ ∗22
= 11∗ ◦ ∗12 ◦ 21∗ ◦ ∗22 = h∗1 ◦ h∗2 :
In particular, if the lemma holds for h1 and h2, it holds for h as well.
Hence, we are reduced to proving the lemma for the special case of the rational
map h :G(d;m+1)→ G(d;m) corresponding to a surjection p :Cm+1 → Cm. We now
follow a suggestion of the referee, which results in a shorter treatment of this case.
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Consider the corresponding diagram
Here, $p⊂G(d;m+1)×G(d;m) is the graph of the rational map h; the map 2 is
a Pd-bundle, while 1 is proper and birational.
This diagram can be augmented as follows. Let F(d; d+1;m+1) denote the partial
Vag variety
F(d; d+ 1;m+ 1) = {(L;M) |L ∈ G(d;m+ 1); M ∈ G(d+ 1; m+ 1); L⊂M}:
The surjection p :Cm+1 → Cm induces an embedding i :G(d;m) ,→ G(d + 1; m + 1)
deCned by i(L) = i−1(L). Then one has a commutative diagram
where the square is a pull-back.
For any N ≥ d; let Sd;N and Qd;N ; respectively, denote the universal subbundle of
rank d; and the corresponding quotient bundle of rank N − d; on the Grassmannian
G(d; N ). Thus, we have an exact sequence of vector bundles on G(d; N )
0→Sd;N → CN ⊗C OG(d;N ) → Qd;N → 0:
Then for any subspace H ⊂CN of dimension d; if C(H) ∼= C is the residue Celd of the
corresponding point of G(d; N ), we can identify the exact sequence of C(H)-vector
spaces
0→Sd;N ⊗ C(H)→ CN ⊗C C(H)→ Qd;N ⊗ C(H)→ 0
with
0→ H ,→ CN  CN =H → 0:
In the above diagram, the projection q2 :F(d; d+ 1;m+ 1)→ G(d+ 1; m+ 1) may
be naturally identiCed with P(Sd+1;m+1)=Proj S•(Sd+1;m+1); the projective bundle of
hyperplanes in the Cbers of Sd+1;m+1. Hence we have an identiCcation
$p = P(i∗Sd+1;m+1) = P(Sd;m ⊗ OG(d;m)):
The exceptional divisor E for the birational morphism 1 :$p → G(d;m+1) consists of
pairs of d-dimensional linear spaces (L;M) with L⊂Cm+1; M ⊂Cm; p(L) ( M; which
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is identiCed with the subset of F(d; d + 1;m + 1) consisting of Vags L⊂L′⊂Cm+1;
dim L′ = dim L+ 1 = d+ 1; such that kerp⊂L. Hence E is easily seen to equal
E = P(Sd;m)⊂P(Sd;m ⊕ OG(d;m))
associated to the projection map on sheaves Sd;m ⊕ OG(d;m) → Sd;m; here E is the
∞-section of the projective bundle P(Sd;m ⊕ OG(d;m)). From this description of E, it
follows that O$p(E) = O$p(1); where O$p(1) is the tautological invertible sheaf on the
projective bundle $p = P(Sd;m ⊕ OG(d;m)).
There is an exact sequence of locally free sheaves
0→ q∗1Sd;m+1 → q∗2Sd+1;m+1 →L→ 0;
where L is an invertible sheaf; identifying F(d; d+1;m+1) with P(Sd+1;m+1); L is
the tautological sheaf OP(Sd+1; m+1)(1). Thus there is an induced exact sequence
0→ ∗1Sd;m+1 → ∗2Sd;m ⊕ O$p → O$p(E)→ 0:
Thus, if y=[E]= c1(O$p(1)); then we have an equation between total Chern classes
∗2 (c(Sd;m)) = 
∗
1 (c(Sd;m+1))(1 + y);
which yields
∗2ck(Sd;m) = 
∗
1ck(Sd;m+1) + y
∗
1ck−1(Sd;m); 1 ≤ k ≤ d:
This implies that
∗2 (c1(Sd;m)
a1 · · · cd(Sd;m)ad)
=∗1 (c1(Sd;m+1)
a1 · · · cd(Sd;m+1)ad)
+
∑
1≤t≤a1+···+ad
yt∗1pt(c1(Sd;m+1); : : : ; cd(Sd;m+1))
for some polynomials pt in d variables with integer coeTcients. Since 1 is a birational
morphism between non-singular proper varieties, 1∗◦∗1 is the identity on H∗(G(d;m+
1);Z). This gives the formula
h∗p(c1(Sd;m)
a1 · · · cd(Sd;m)ad)
=1∗∗2 (c1(Sd;m)
a1 · · · cd(Sd;m)ad)
=1∗∗1 (c1(Sd;m+1)
a1 · · · cd(Sd;m+1)ad)
+
∑
1≤t≤a1+···+ad
1∗(yt∗1pt(c1(Sd;m+1); : : : ; cd(Sd;m+1)))
= c1(Sd;m+1)a1 · · · cd(Sd;m+1)ad
+
∑
1≤t≤a1+···+ad
1∗(yt)pt(c1(Sd;m+1); : : : ; cd(Sd;m+1)):
Thus, the inductive step of the lemma will be proved if we show that 1∗(yt) = 0 for
1 ≤ t ≤ m− d.
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If iE :E ,→ $p is the inclusion of the exceptional divisor for the birational projective
morphism 1 :$p → G(d;m+1), then E has image Z(p)⊂G(d;m+1), where Z(p) ∼=
G(d− 1; m) is the subvariety of linear spaces L ∈ G(d;m+1) with kerp⊂L; further,
the reduced Cbers of E → Z(p) are all isomorphic to Pm−d. Since y=[E] is the class
of a divisor, the class yi ∈ H 2i($p;Q) is represented by a codimension i algebraic cycle
zi on $p which is supported in E. Hence 1∗(yi) is represented by the direct image
cycle 1∗(zi) (that is, the image of zi under the proper push-forward map on algebraic
cycles associated to the map 1). But 1∗ vanishes on algebraic cycles supported on
E of codimension ≤ m − d − 1 in E (or equivalently, of codimension ≤ m − d in
$p), since all Cbers of E → Z(p) are irreducible of dimension m − d. In particular,
1∗(yt) = 0 for 1 ≤ t ≤ m− d, as desired.
As explained earlier, by combining all of the above, we deduce the result stated in
the theorem.
Remark 2.6. The proof given above can be modiCed to yield the following stronger
statement: if E is a vector bundle of rank n + 1 on a variety X , and P(E) → X the
associated projective bundle, then
(i) There is a rational map fE : (P(E)=X )d → G(d;E ⊕ O⊕ d−1X ) of X -schemes,
where (P(E)=X )d is the d-fold Cbered self-product of P(E) relative to X , and
G(d;E ⊕ O⊕ d−1X )→ X is the relative Grassmannian of d-dimensional subspaces
of the Cbers of the vector bundle E ⊕ O⊕ d−1X of rank d+ n on X .
(ii) On Cbers, this is identiCed with one of the maps f considered in Theorem 2.4.
(iii) The rational cohomology algebras of Sd(P(E)=X ) (the d-fold relative symmetric
product) and G(d;E ⊕ O⊕ d−1X ) are each free modules over H∗(X;Q), with bases
given by monomials in appropriate Chern classes.
(iv) The map f∗E :H
∗(G(d;E ⊕ O⊕ d−1X );Q)→ H∗((P(E)=X )d;Q) identiCes H∗(G(d;
E ⊕ O⊕ d−1X );Q) with the free H∗(X;Q)-submodule H∗(Sd(P(E)=X );Q)⊂
H∗((P(E)=X )d;Q); with respect to the above bases of H∗(G(d;E ⊕ O⊕ d−1X );Q)
and H∗(Sd(P(E)=X );Q) as free H∗(X;Q)-modules, the map f∗E is represented by
the identity matrix.
Remark 2.7. Let Cr;s=Cr+1; s(Pn+s) be the Chow variety of cycles of dimension s and
degree r+1 in Pn+s. We may view Cr;s as obtained from C0;0 by repeated application
of two processes:
(i) Increasing the degree by 1, by considering the operation on cycles of adding a
linear subspace of the same dimension.
(ii) Increasing the dimensions of the cycles and ambient space by 1, via Lawson’s
suspension operation (i.e., taking the projective cone).
In particular, Cd−1;0=Sd(Pn), while C0;d−1=G(d; d+n). Thus, we may view the theo-
rem as exhibiting a symmetry property of the cohomology diagram {H∗(Cr;s;Q)}r; s≥0.
It is tempting to speculate that there might be other (presumably more complicated)
“symmetries” relating the cohomologies (or “motives”) of Cr;s and Cs;r .
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3. Some open problems and remarks
In this section we would like to point out some interesting questions and problems
which arise naturally from the Euler–Chow series of divisors.
We start with some relations between the Euler–Chow series and the Riemann–Roch
problem.
Let M be the monoid of linear equivalence classes of eLective divisors on a smooth
proper variety X over an algebraic closed Celd k, such that linear and homological
equivalence coincide for divisors on X , or equivalently, the Picard variety Pic0(X ) is
trivial.
Let us deCne the Zariski ring of X by
Z =
⊕
D∈M
H 0(X;O(D)):
There is a series associated to it, namely the Euler–Chow series E = E1(X ) ∈ Z[[M ]]
for divisors,
E =
∑
D∈M
dimH 0(X;O(D))D:
We can also deCne the Riemann–Roch ring R=R(D) for any eLective divisor (class)
D ∈ M by
R(D) =
⊕
n≥0
H 0(X;O(nD));
and the series associated to this ring is the Riemann–Roch series
SR =
∑
n≥0
dimH 0(X;O(nD))tn:
Here we identify the subring Z[[ND]]⊂Z[[M ]] with the formal power series Z[[t]]. It
is well known that if either of the two rings Z or R is a Cnitely generated k-algebra,
then the corresponding series deCnes a rational function.
Proposition 3.1. With the above notation; if Z is a =nitely generated k-algebra; then
so is R(D); for any eBective divisor D.
Proof. The natural graded inclusion R(D) ,→ Z of k-algebras has a splitting as R(D)-
modules. Indeed, we note that the graded projection map from Z to R(D) with kernel⊕
D′∈M\ND
H 0(X;O(D′));
where D′ ranges over the divisor classes in M which are not multiples of D, gives
an R(D)-linear splitting of the inclusion map R(D) ,→ Z . The proposition now follows
from [3, Corollary 1:5, p. 31].
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This gives us our Crst relation between the Euler–Chow series and the Riemann–
Roch series. In general, we would like to know which of the implications appearing
in the following diagram hold:
Proposition 3.1 implies that the implication 3 holds, and as we mentioned earlier, the
implications 1 and 5 also hold.
We take a closer look at the other implications that appear in the diagram. Implication
4 is very interesting, and we do not know if it is true. For example, if Z is to be Cnitely
generated as a k-algebra, then M is a Cnitely generated monoid. We do not know if
the Cnite generation of all the rings R(D), together with Pic0(X ) = 0, implies that M
is Cnitely generated. Assuming Cnite generation of M , then from a general algebraic
point of view, the problem can be generalized in the following terms.
Problem 1. Let A =
⊕
5∈I A5 be a graded k-algebra, graded by a Cnitely generated
monoid I with unit element 0, such that A0 = k. Assume that for each 5 ∈ I , the
subring A(5) =
⊕
n≥0 An5 is a Cnitely generated k-algebra. Is it true that A itself is a
Cnitely generated k-algebra?
Now, let us look at the remaining implications. Cutkosky and Srinivas proved that
for any smooth algebraic surface in characteristic 0, the series SR always deCnes a
rational function, even if R is not Cnitely generated k-algebra (see [2]). In particular,
implication 6 is false. About implications 2, 7 and 8, we have neither positive results
nor counterexamples. We guess that all of these implications are false, but examples
are diTcult to compute at present.
Another problem that we would like to mention, is to Cnd a generalization of Corol-
lary 1.3 in Section 1.
Problem 2. Let X and Y be projective varieties of dimension n and m. We wonder
under what conditions the following product formula hold:
En+m−1(X × Y ) = En−1(X )Em−1(Y ):
For example, the formula is valid for toric varieties [5], or more generally if Pic0(X )=
Pic0(Y )=0. By Corollary 1.3, the formula is equivalent to the assertion that NS(X ) ⊕
NS(Y ) = NS(X × Y ).
It would of course be very interesting to Cnd criteria for the analogues of Corollary
1.3, or the validity of a product formula as stated above, for the Euler–Chow series
associated to cycles of codimension ¿1.
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Remark 3.2. After the Cnal revision, Javier Elizondo and Keiichi Watanabe have found
a counter example to implication 4, the variety is normal, with singularities. It is still
interesting to try to Cnd an answer to this question for smooth varieties.
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