A belief function can be viewed as a generalized probability function and the belief and plausibility measures can be regarded as lower and upper bounds for the probability of an event. From this point of view, the common approach for computing belief and plausibility measures may be unreasonable in many real applications because there are cases where the probability function that governs the random process is not exactly known. In order to overcome this difficulty, Walley's imprecise Dirichlet model is used to extend the belief, plausibility and possibility measures. An interesting relationship between belief measures and sets of multinomial models is established. A combination rule taking into account reliability of sources of data is proposed. Various numerical examples illustrate the proposed extension.
Introduction
Evidence theory or Dempster-Shafer theory [6, 14] provide us with an appropriate mathematical model of uncertainty when information is not complete or when the result of each observation is not point-valued but set-valued, so that it is not possible to assume the existence of a unique probability measure. From this point of view, Dempster-Shafer theory can be interpreted as a generalization of probability theory where probabilities are assigned to sets as opposed to mutually exclusive singletons. There are three main functions in Dempster-Shafer theory: the basic probability assignment function, the belief function, and the plausibility function. As indicated in [9, 13] , generally, the term "basic probability assignment" does not refer to probability in the classical sense, but it is useful to interpret the basic probability assignment as a classical probability, and the framework of Dempster-Shafer theory can support this interpretation. Under this circumstance, Dempster-Shafer theory allows one to calculate upper (plausibility) and lower (belief) bounds for a probability of occurrence of an outcome, and many real applications use this interpretation.
At the same time, real applications meet some difficulties by using the classical probabilistic interpretation because it requires a large number of observations of events. If this number is small, inferences become too precise and incautious. Therefore, an approach to extend the belief and plausibility functions in order to take into account a lack of sufficient statistical data is proposed in the paper. This approach is based on Walley's imprecise Dirichlet model [19] . Since the possibility distribution function [7] can be regarded as a special case of belief and plausibility functions, then the same extension is applied to the possibility measure.
The paper is organized as follows. Basic formal definitions of Dempster-Shafer theory are given in Section 2. A relationship between a set of multinomial models and statistical data in the form of intervals is established in Section 3. The imprecise Dirichlet model is considered in Section 4. The extensions of belief and plausibility functions are proposed in Section 5. Some important properties of the obtained extensions are investigated in Section 6. The extended possibility distribu-tion is described in Section 7. A combination rule is proposed in Section 8. Lower and upper probability distributions and expectations produced by extensions of belief and plausibility functions are considered in Section 9.
Belief functions
Let U be a universal set under interest, usually referred to in evidence theory as the frame of discernment. Suppose N observations were made of a parameter u ∈ U , each of which resulted in an imprecise (non-specific) measurement given by a set A of values. Let c i denote the number of occurrences of the set A i ⊆ U , and P(U ) the set of all subsets of U (power set of U ). A frequency function m can be defined, called basic probability assignment, such that [6, 10, 14] :
Note that the domain of basic probability assignment, P(U ), is different from the domain of a probability density function, which is U . According to [6] , this function can be obtained as follows:
If m(A i ) > 0, i.e. A i has occurred at least once, A i is called a focal element. According to [14] , the belief Bel(A) and plausibility P l(A) measures of an event A ⊆ Ω can be defined as
As pointed out in [9] , a belief function can formally be defined as a function satisfying axioms which can be viewed as a weakening of the Kolmogorov axioms that characterize probability functions. Therefore, it seems reasonable to understand a belief function as a generalized probability function [6] 
Let us find lower and upper bounds for the probability that the first component is failed (A = {1}).

By using (2), we obtain
Bel(A) = m(A 1 ) = 0.54, P l(A) = m(A 1 ) + m(A 2 ) = 0.7.
Now we can write
As a result, we have quite different bounds. It is obvious that the number of experts is rather small to consider the obtained belief and plausibility functions as correct bounds for the probability of A.
Thus, definition (1) can be used when N is rather large. However, this condition may be violated in many real applications. There are cases where the probability function that governs the random process is not exactly known. This difficulty has been investigated by Smets [15] . If N is small, inferences become too precise and incautious. In order to overcome this difficulty, I try to apply the imprecise Dirichlet model [19] and to extend belief and plausibility function to take into account a lack of sufficient statistical data. 
If to assume that the sets A i occurred independently and a ball in the i-th small box has some unknown probability π i , then every combination of balls in small boxes produces the standard multinomial model. M possible combinations of balls produce M equivalent standard multinomial models. The models are equivalent in the sense that we can not choose one of them as a more preferable case.
For every model, the probability of an arbitrary event A ⊆ U depends on n (k) , that is, we can find P (A|n (k) ). So far as all the models are equivalent, even by precise probabilities of all categories only lower and upper probabilities of A can be com- 
In particular, if all sets A i consist of single elements, that is, all oblong boxes are of size 1, then M = 1 and
The following problem is to define n (k) and P (A|n (k) ). In the case of multinomial samples, the Dirichlet distribution is the traditional choice.
Remark 1 It is worth noticing that the Dirichlet distribution should be regarded as one of the possible multinomial models that can be applied here.
Remark 2 If U is some interval of real numbers, then we can always transform this universal set to a set with finite numbers of elements. Let {i}
n−1 ) as follows:
Here A n+1 = U . As a result, we divide the set U into a set of non-intersecting intervals 
Imprecise Dirichlet model
The Dirichlet (s, α) prior distribution for π, where α = (α 1 , ..., α L ), has probability density function [5, 22] (1, L) , and the proportionality constant C is determined by the fact that the integral of p(π) over the simplex of possible values of π is 1 and
Here α i is the mean of π i under the Dirichlet prior and s determines the influence of the prior distribution on posterior probabilities. Γ(·) is the Gamma-function which satisfies Γ(x+1) = xΓ(x) and Γ(1) = 1. S(1, L) denotes the interior of the unit simplex.
Walley [19] pointed out several reasons for using a set of Dirichlet distributions to model prior ignorance about probabilities π:
1. Dirichlet prior distributions are mathematically tractable because they generate Dirichlet posterior distributions;
2. sets of Dirichlet distributions are very rich, because they produce the same inferences as their convex hulls and any prior distribution can be approximated by a finite mixture of Dirichlet distributions;
3. the most common Bayesian models for prior ignorance about probabilities π are Dirichlet distributions.
The imprecise Dirichlet model is defined by Walley [19] as the set of all Dirichlet (s, α)
For the imprecise Dirichlet model, the hyperparameter s determines how quickly upper and lower probabilities of events converge as statistical data accumulate. Walley [19] defined s as a number of observations needed to reduce the imprecision (difference between upper and lower probabilities) to half its initial value. Smaller values of s produce faster convergence and stronger conclusions, whereas large values of s produce more cautious inferences. At the same time, the value of s must not depend on L or a number of observations. The detailed discussion concerning the parameter s and the imprecise Dirichlet model can be found in [1, 2, 4, 16, 19] . The application of the model in reliability was studied in [4] . This model was also applied to the game theory for choosing a strategy in a two-player game by Quaeghebeur and de Cooman [12] . An approach to dealing with incomplete sets of multivariate categorical data by exploiting Walley's imprecise Dirichlet model was studied by Zaffalon [23] .
Let A be any non-trivial subset of a sample space {ω 1 , ..., ω L }, and let n(A) denote the observed number of occurrences of A in the N trials, n(A) = ω j ∈A n j . Then, according to [19] , the predictive probability P (A, s) under the Dirichlet posterior distribution is
where α(A) = ωj ∈A α j . By maximizing and minimizing α j under restriction α ∈ S (1, L) , we obtain the posterior upper and lower probabilities of A:
By returning to the multinomial models considered in the example with boxes and balls and assuming that probabilities of balls are governed by the Dirichlet distribution, we can write the lower P (A, s) and upper P (A, s) probabilities of an event A, whose elements have indices from a set J, as follows:
where
Bounds for belief and plausibility functions
Now we have to find n (k) (A) and α(A). The lower and upper probabilities P (A, s) and P (A, s) can be rewritten as follows: In order to find the minimum and maximum of n (k) (A) we consider three sets
A. Numbers of their occurrences are c 1 , c 2 , c 3 , respectively. It is obvious that all balls (c 1 ) corresponding to the set A 1 belong to the set A and n (k) (A) can not be less than c 1 . On the other hand, all balls (c 2 ) corresponding to the set A 2 do not belong to A. This implies that n (k) (A) can not be greater than N − c 2 . A part of balls corresponding to A 3 may belong to A, but it is not necessary. Therefore, min n (k) (A) = c 1 and max n (k) (A) = N − c 2 . By extending this reasoning on an arbitrary set of A i , we get the minimal, L 1 (A), and maximal, L 2 (A), values of n (k) (A):
It can be seen from (1) that
This implies that L 1 (A)/N and L 2 (A)/N (see (2) ) are none other than the belief Bel(A) and plausibility P l(A) measures of the set A ⊆ U . Then there hold
It is obvious from the above expressions that P (A, s) ≤ Bel(A) and P (A, s) ≥ P l(A), i.e., P (A, s) and P (A, s) are extensions of the belief and plausibility measures of A taking into account the fact that N is restricted. Let us rewrite equalities (5) as follows:
where ε = (1 + s/N ) −1 and ε ∈ [0, 1]. From this representation, lower P (A, s) and upper P (A, s) probabilities can be regarded as some correction of belief and plausibility functions. 
It can be seen from the results that P (A, 1) and P (A, 1) are closely equal to Bel(A) and P l(A).
Properties of lower and upper probabilities
Let us consider some special cases and properties of the proposed extended belief and plausibility measures.
For any s ≥ 0 and A ⊆ U , there hold P (A, s) ≤ Bel(A) and P (A, s) ≥ P l(A).
2. In the case of total ignorance about elements of U , i.e., before making any observations, it can be stated c i = N = 0. Then for any s ≥ 0, there hold
3. In the case N → ∞, i.e., basic probability assignment coincides with probability in its classical sense, it can be stated for any s: P (A, s) . Moreover, if N → ∞ and all the sets A i are singletons and
5. Suppose that s 1 ≤ s 2 , then there holds
6. If A c is the complement of the set A, then there hold
The first equality follows from
The second equality is similarly proved. 
s).
Indeed, due to coherence of belief functions we can write
Let us consider two special cases when belief and plausibility functions may give improper conclusions. Suppose that there is one estimate A. According to Dempster-Shafer theory, the corresponding belief and plausibility functions are Bel(A) = P l(A) = 1. This implies that we believe completely to one estimate. The conclusion is very unlikely. This contradiction can be avoided by using the imprecise Dirichlet model (s > 0). Indeed, if we take s = 1, then there hold
It is worth noticing that if we have r identical estimates, then the belief and plausibility functions are the same Bel(A) = P l(A) = 1. This implies that the belief and plausibility functions do not depend on the value r while P (A, s) and P (A, s) are
Suppose that there are 2 conflicting judgments
It is difficult to expect that both intervals have the same precise probabilities 0.5. At the same time, we can write
If to take s = 1, then P (A i , s) = 1/3 and P (A i , s) = 2/3. The above special cases show an advantage of extended belief and plausibility measures.
Extended possibility distribution
When the set of focal elements can be ordered in such a way that A i ⊆ A i+1 , i = 1, ..., n − 1, then this set is said to be consonant. The focal elements can thus be seen as the α-cuts of the fuzzy set F whose membership function, or possibility distribution is:
Then plausibility coincides with possibility and belief with necessity in possibility theory [7] . In this interpretation, a fuzzy set is a model of ambiguity and not of vagueness [17] . Let us extend the possibility distribution π F (u) by taking into account the restriction of N . By using (5), we can write
It is obvious that π F (u, s) ≥ π F (u) for all u and for any s ≥ 0. Fig.2 (curve 1 
Combination rule
Combination rules are some types of aggregation methods for data obtained from multiple sources (bodies of evidence). These sources provide different assessments for the same frame of discernment and Dempster-Shafer theory is based on the assumption that the sources are independent [13, 8] . A large literature has developed over 
The main property of the Dirichlet distribution is that the Dirichlet prior density with parameters α = (α 1 , ..., α L ) generates a posterior density function with parameters α
. This implies that every source of data can be regarded as additional observations. If we have two sources, then the aggregated lower probability P (A, s) of an event A is
On the other hand, lower probabilities of the event A separately obtained from the first and second sources are
Hence
It is assumed here that the hyperparameters s 1 and s 2 of Dirichlet distributions, corresponding to different sources, may vary. By substituting the above equalities into (6), we get
Note that the hyperparameter s can be interpreted as the number of hidden observations. This implies that, by having s 1 hidden observations from the first source and s 2 hidden observations from the second source, we can expect s = s 1 + s 2 hidden observations in their combination. Then there holds
It is worth noticing that P (A, s) = P 1 (A,
. Consequently, the above combination rule is idempotent.
The similar combination rule can be written for the upper probability:
The parameter γ can be viewed as a relative degree of reliability of sources. Furthermore, γ increases as N 1 increases. Indeed, large numbers of observations (judgments) produce more reliable estimates. 
Bounds for distribution functions and expectations
Suppose that U is the real line restricted by some values inf U and sup U . Then we can define lower and upper cumulative probability distribution functions of a random variable X, about which we have data in the form of intervals A i , i = 1, ..., n. By using (5) and taking into account the fact that α(U ) = 1, we get These expressions coincide with similar ones given in [3] by s = 0. The distribution functions are an envelope of all the possible cumulative distribution functions compatible with the data and they allow us to calculate the lower and upper expectations of X. If X is a continuous random variable, then the following hold
The same expressions can be obtained for the case of the discrete random variable X. It is worth noticing that the same expectations by s = 0 can be found in [6] : 
Conclusion
Extension of belief and plausibility measures when there is little information about elements of the frame of discernment has been proposed in the paper. Let me pointed out main virtues and shortcomings of the approach. First, the extended belief and plausibility functions can be simply updated after observing new events or obtaining new expert judgments because Dirichlet prior distributions generate Dirichlet posterior distributions. Second, the extended functions may be more realistic in many applications and possible large imprecision of results reflects insufficiency of available information. At the same time, the main open question here is how to determine the value of the hyperparameter s because different values of s lead to different results and to large imprecision. This is a direction for further work, which, in my opinion, could be solved in the framework of imprecise probability theory [11, 18, 21] .
