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.2 Raffaele Resta
1 Introduction
Some intensive observables of the electronic ground state in condensed matter have a
geometrical or even topological nature. In crystalline systems at the noninteracting (or
mean-field) level the term “geometrical” refers to the geometry of the occupied manifold
of the state vectors, parametrized by the Bloch vector k in reciprocal space. A state-of-
the-art account about several of such observables can be found in the recent outstanding
book by D. Vanderbilt [1].
In the present Review I present, instead, the known geometrical observables beyond band-
structure theory, in order to deal with the general case of disordered and/or correlated
many-electron systems. The term “geometrical” refers therefore to an Hilbert space
(defined below in Sect. 3) different from the Bloch space.
It is now clear that the geometrical observables come in two very different classes. The
observables of class (i) only make sense for insulators, and are defined modulo 2pi (in
dimensionless units), while the observables of class (ii) are defined for both insulators and
metals, and are single-valued.
As for class (i), two observables are known: electrical polarization and the “axion” term in
magnetoelectric response [1]. For both observables the modulo 2pi ambiguity is fixed only
after the termination of the insulating sample is specified. Furthermore in presence of
some protecting symmetry only the values zero or pi (mod 2pi) are allowed: the observable
becomes then a topological Z2 index. So far, the expression of the axion term is only known
within band-structure theory: therefore in the present Review I only discuss electrical
polarization, whose many-body expression was first obtained in 1998 [2]. The geometrical
nature of polarization is thoroughly investigated in Sect. 4, while in Sect. 5 it is shown
that 1d polarization in inversion-symmetric systems is a Z2 invariant.
After discussing polarization, I will address four observables of class (ii); they do not
include the case of orbital magnetization, whose geometrical expression is known since
2006 at the band-structure level [3], but which to date lacks a corresponding many-
body formulation. Of these four observables two are time-reversal (T) even and two
are T-odd; the latter are nonzero only if the material breaks T-symmetry. The T-even
are the Drude weight and the Souza-Wilkens-Martin sum rule; the T-odd ones are the
anomalous Hall conductivity and the magnetic circular dichroism sum rule. It may appear
surprising that I include spectral sum rules in the class of ground-state observables: this
is because, owing to a fluctuation-dissipation theorem, a frequency-integrated dynamical
probe becomes effectively a static one. The corresponding physical property cannot be
actually measured with a static probe, but is nonetheless a genuine ground-state property.
All of the four single-valued observables—despite being ground-state properties—have to
do with the conductivity tensor σαβ(ω); therefore, before addressing them, in Sect. 6 I
display the full many-body Kubo formulæ. They comprise four terms: real and imaginary,
symmetric (longitudinal) and antisymmetric (transverse).
The content of Sects. 7 and 8 is a thorough discussion of the four class-(ii) geometrical
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observables and of their consequences, in particular for the theory of the insulating state.
A synoptic view of all five observables object of this Review is provided in the concluding
Sect. 9. Some boring derivations are confined to the Appendix.
2 What does it mean “geometrical” in quantum mechanics?
The funding concept in geometry is distance. Let |Ψ1〉 and |Ψ2〉 be two quantum states in
the same Hilbert space: it is expedient to adopt for their pseudodistance the expression
D212 = − ln |〈Ψ1|Ψ2〉|2. (1)
It is “pseudo” because it violates one of the distance axioms in calculus textbooks; such
violation does not make any harm in the present context.
Eq. (1) vanishes when the states |Ψ1〉 and |Ψ2〉 coincide, while it diverges when the states
|Ψ1〉 and |Ψ2〉 are orthogonal. The states |Ψ1〉 and |Ψ2〉 are defined up to an arbitrary phase
factor: fixing this factor amounts to a gauge choice. Eq. (1) is clearly gauge-invariant.
The distance in Eq. (1) can equivalently be rewritten as
D212 = − ln〈Ψ1|Ψ2〉 − ln〈Ψ2|Ψ1〉, (2)
where the two terms are not separately gauge-invariant. While the distance is obviously
real, each of the two terms in Eq. (2) is in general a complex number. If we write
〈Ψ1|Ψ2〉 = |〈Ψ1|Ψ2〉|eiϕ21 , (3)
then the imaginary part of each of the two terms in Eq. (2) assumes a transparent meaning:
−Im ln 〈Ψ1|Ψ2〉 = ϕ12, ϕ21 = −ϕ12. (4)
Besides the metric, an additional geometrical concept is therefore needed: the connection,
which fixes the relative phases betweeen two states in the Hilbert space.
The connection is arbitrary and cannot have any physical meaning by itself. Nonetheless,
after the 1984 groundbreaking paper by Michael Berry [4], several physical observables are
expressed in terms of the connection and related quantities. When the state vector is a
differentiable function of some parameter κ, then the differential phase and the differential
distance define the Berry connection and the quantum metric, respectively:
ϕκ,κ+dκ = Aα(κ)dκα, D2κ,κ+dκ = gαβ(κ)dκαdκβ, (5)
Aα(κ) = i〈Ψκ|∂καΨκ〉, gαβ(κ) = Re 〈∂καΨκ|∂κβΨκ〉 − 〈∂καΨκ|Ψκ〉〈Ψκ|∂κβΨκ〉; (6)
summation over repeated Cartesian indices is understood (here and throughout). The
Berry curvature is defined as the curl of the connection:
Ωαβ(κ)dκαdκβ = [∂καAβ(κ)− ∂κβAα(κ)]dκαdκβ = −2 Im〈∂kαΨκ|∂kβΨκ〉dκαdκβ. (7)
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The connection is a 1-form and is gauge-dependent; the metric and the curvature are
2-forms and are gauge invariant. The above fundamental quantities are defined in terms
of the state vectors solely; we will also address a 2-form which involves the Hamiltonian as
well. Suppose that H is the Hamiltonian and E0 its ground eigenvalue: we will consider
G = 〈Ψ |(H − E0)|Ψ〉, (8)
which vanishes for |Ψ〉 = |Ψ0〉; an essential feature of G is that it is invariant by translation
of the energy zero. The geometrical quantity of interest is the gauge-invariant 2-form
which obtains by varying |Ψ〉 in the neighborhood of |Ψ0〉.
3 Many-body geometry
We address here the geometry of the many-body state vectors by generalizing the Hilbert
space defined by W. Kohn in a milestone paper published in 1964 [5], well before any
geometrical or topological concepts entered condensed matter physics.
For the sake of simplicity we deal with the simple case where a purely orbital Hamiltonian
can be established. Following Kohn, we consider a system of N interacting d-dimensional
electrons in a cubic box of volume Ld, and the family of many-body Hamiltonians
parametrized by the parameter κ:
Hˆκ =
1
2m
N∑
i−1
[
pi +
e
c
A(ri) + ~κ
]2
+ Vˆ , (9)
where Vˆ includes one-body and two-body potentials. We assume the system to be
macroscopically homogeneous; the eigenstates |Ψnκ〉 are normalized to one in the
hypercube of volume LNd. The vector potential A(r) summarizes all T-breaking terms,
as e.g. those due to spin-orbit coupling to a background of local moments. The vector
κ, having the dimensions of an inverse length, is called “flux” or “twist” and amounts to
a gauge transformation. In order to simplify notations we will set Hˆ0 ≡ Hˆ, |Ψn0〉 ≡ |Ψn〉
, En0 ≡ En.
Bulk properties of condensed matter obtain from the thermodynamic limit: N → ∞,
L→∞, N/Ld constant. All of the observables discussed here include κ-derivatives of the
state vectors |Ψnκ〉: it is important to stress that the differentiation is performed first,
and the thermodynamic limit afterwards. This ensures that a given eigenstate is followed
adiabatically while the flux is turned on. Kohn’s Hamiltonian can be adopted within two
different boundary conditions, thus defining two different Hilbert spaces.
3.1 Open-boundary-conditions Hilbert space
Within the so-called “open” boundary conditions (OBCs) one assumes that the cubic box
confines the electrons in an infinite potential well; we will indicate as |Ψ˜nκ〉 the OBCs
eigenstates, square-integrable over RNd. Within OBCs the effect of the gauge is easily
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“gauged away”: the energy eigenvalues En are gauge-independent, while the eigenstates are
|Ψ˜nκ〉 = e−iκ·rˆ|Ψ˜n〉, where rˆ =
∑
i ri is the many-body position (multiplicative) operator,
well defined in this Hilbert space.
3.2 Periodic-boundary-conditions Hilbert space
Within Born-von-Kàrmàn periodic boundary conditions (PBCs) one assumes that the
many-body wavefunctions are periodic with period L over each electron coordinate
ri independently, whose Cartesian components ri,α are then equivalent to the angles
2piri,α/L. The potential Vˆ and the vector potential A(r) enjoy the same periodicity:
this means that the macroscopic E and B fields vanish. It is worth observing that the
position rˆ is not a legitimate operator in this Hilbert space: it maps a vector of the space
into something which does not belong to the space [2].
As said above, setting κ 6= 0 amounts to a gauge transformation; since PBCs violate
gauge-invariance, the eigenvectors |Ψnκ〉 and the eigenvalues Enκ have a nontrivial κ-
dependence [5]. The macroscopic ground-state current density is
jκ = − e~Ld 〈Ψ0κ|∂κHˆκ|Ψ0κ〉 = −
e
~Ld
∂κE0κ ; (10)
it vanishes at any κ in insulators;1 within OBCs it vanishes even in metals
An important comment is in order. Here we follow Kohn, by keeping the boundary
conditions fixed and “twisting” the Hamiltonian; other authors [6] have addressed the
many-body geometry by keeping the Hamiltonian fixed, and “twisting” the boundary
conditions. The equivalence between the two approaches is rather straightforward.
4 Macroscopic electrical polarization
Macroscopic electrical polarization only makes sense for insulators which are charge-
neutral in average, and is comprised of an electronic (quantum) term and a nuclear
(classical) term. Each of the terms separately depends on the choice of the coordinate
origin, while their sum is translationally invariant; we also assume that the system is
T-invariant, such that all κ = 0 wavefunctions are real.
4.1 Bounded samples within open boundary conditions
We consider, for the time being, the electronic term only. Within OBCs the observable
has a pretty trivial definition:
P(el) = − e
Ld
〈Ψ˜0|rˆ|Ψ˜0〉. (11)
I am going to transform Eq. (11) into a geometric form: using |Ψ˜0κ〉 = e−iκ·rˆ|Ψ˜0〉, one
gets
P(el) =
ie
Ld
〈Ψ˜0|∂κΨ˜0〉 = − e
Ld
A˜(0). (12)
1A mobility gap implies that any infinitesimal perturbation to the Hamiltonian does not induce a
macroscopic current.
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The Berry connection is gauge dependent and cannot express a physical observable per
se; we have in fact arrived at Eq. (12) by enforcing a specific gauge. The most general
κ-dependence of the state vector is |Ψ˜0κ〉 = e−iϑ(κ,rˆ)|Ψ˜0〉, where ϑ(κ, rˆ) = κ · rˆ + φ(κ)
where the gauge function φ(κ) is arbitrary; Eq. (12) makes sense only if we impose a
gauge which makes ϑ(κ, rˆ) odd in rˆ at any κ.
4.2 Unbounded samples within periodic boundary conditions
We may try to adopt within PBCs the same definition as in Eq. (12):
P(el) =
ie
Ld
〈Ψ0|∂κΨ0〉 = − e
Ld
A(0), (13)
an obviously gauge-dependent expression. If, for instance, we evaluate the κ-derivative
by means of perturbation theory:
|∂κΨ0〉 =
∑
n6=0
|Ψn〉〈Ψn|∂κHˆ|Ψ0〉
E0 − En , (14)
then we get 〈Ψ0|∂κΨ0〉 = 0. In fact the parallel-transport gauge is implicit in the standard
perturbation formula. In order to fix the gauge in a similar way as we did in the OBCs
case, we realize that e−iκ·rˆ|Ψ0〉 in general does not belong to the Hilbert space, bar in the
cases where the κ components are integer multiples of 2pi/L. It is easy to verify that in
such cases e−iκ·rˆ|Ψ0〉 is the ground eigenstate of Hˆκ with eigenvalue E0. We choose a κ
in this set:
κ1 = (2pi/L, 0, 0). (15)
Since the connection is by definition the differential phase, Eqs. (4) and (5) yield to leading
order
Ax(0)2pi
L
' −Im ln 〈Ψ0|Ψ0κ1〉, Ax(0) ' −
L
2pi
Im ln 〈Ψ0|Ψ0κ1〉; (16)
Eq. (13) yields
P (el)x =
e
2piLd−1
Im ln 〈Ψ0|Ψ0κ1〉. (17)
The state |Ψ0κ〉 is by definition the eigenstate of Hˆκ which obtains by following |Ψ0〉
adiabatically while the flux κ is turned on; owing to Eq. (10), its energy in insulators
is E0 (κ-independent). Therefore in insulators—and in insulators only—|Ψ0κ1〉 is the
ground eigenstate of Hˆκ1 ; we fix its gauge by choosing |Ψ0κ1〉 = e−iκ1·rˆ|Ψ0〉, in the same
way as we did in the OBCs case:
P (el)x =
e
2piLd−1
Im ln 〈Ψ0|e−iκ1·rˆ|Ψ0〉 = − e
2piLd−1
Im ln 〈Ψ0|ei 2piL
∑
i xi |Ψ0〉. (18)
The polarization is intensive, ergo the logarithm scales like N1−1/d, while the modulus
of its argument tends to one from below. It is worth observing that the present gauge
choice can be regarded as the many-body analogue of the periodic gauge in band-structure
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theory [1]: see Eq. (64) below, and the related footnote. Eq. (18) is the so-called single-
point Berry-phase formula [2]; for a crystalline system of noninteracting electrons it yields
the (by now famous) Berry-phase formula in band-structure theory [7], first obtained by
King-Smith and Vanderbilt in 1993 [1, 8] (see also the Appendix).
When the Hamiltonian is adiabatically varied |Ψ0〉 acquires an adiabatic time-dependence.
It can be proved that j(el)x , defined as
j(el)x = P˙
(el)
x =
e
2piLd−1
Im
(
〈Ψ˙0|e−iκ1·rˆ|Ψ0〉
〈Ψ0|e−iκ1·rˆ|Ψ0〉 +
〈Ψ0|e−iκ1·rˆ|Ψ˙0〉
〈Ψ0|e−iκ1·rˆ|Ψ0〉
)
, (19)
coincides indeed—to leading order in 1/L—with the adiabatic current density which
traverses the sample [2, 7].
The nuclear term can be elegantly included in Eq. (18). If X` is the x coordinate of the
`-th nucleus with charge eZ`, then
Px = − e
2piLd−1
Im ln 〈Ψ0|ei 2piL (
∑
i xi−
∑
` Z`X` )|Ψ0〉, (20)
clearly invariant by translation of the coordinate origin. This expression also applies if
the quantum nature of the nuclei is considered, and |Ψ0〉 includes the nuclear degrees of
freedom.
4.3 Multivalued nature of polarization
We define the single-point Berry phase γx, including the nuclear contribution, as
γx = Im ln 〈Ψ0|ei 2piL (
∑
i xi−
∑
` Z`X` )|Ψ0〉, Px = − e
2piLd−1
γx. (21)
After Eq. (16), the single-point Berry phase scales like N1−1/d. Given that γx is arbitrary
modulo 2pi, bulk polarization within PBCs is a multivalued vector. This may appear a
disturbing mathematical artefact, but is instead a key feature of the real world. In the
following we analyze separately three different cases: 1d systems, 3d crystalline systems,
and 3d noncrystalline systems at the independent-electron level.
4.3.1 One-dimensional polarization
The polarization P of a quasi-1d system (e.g. a stereoregular polymer) has the dimensions
of a pure charge; in the unbounded case within PBCs P is arbitrary modulo e. The modulo
ambiguity is fixed only after the sample termination is specified: we are going to show
this in detail on the paradigmatic example of polyacetylene, where the Berry phase yields
P = 0 mod e.
We consider two differently terminated samples of trans-polyacetylene, as shown in Fig.
1: notice that in both cases the molecule as a whole is not inversion symmetric, although
the bulk is. The dipoles of such molecules have been computed for several lengths from
the Hartree-Fock ground state, as provided by a standard quantum-chemistry code [9].
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Quantization of the dipole moment and of the end charges
in push-pull polymers
Konstantin N. Kudina! and Roberto Car
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!Received 18 June 2007; accepted 24 September 2007; published online 15 November 2007"
A theorem for end-charge quantization in quasi-one-dimensional stereoregular chains is formulated
and proved. It is a direct analog of the well-known theorem for surface charges in physics. The
theorem states the following: !1" Regardless of the end groups, in stereoregular oligomers with a
centrosymmetric bulk, the end charges can only be a multiple of 1 /2 and the longitudinal dipole
moment per monomer p can only be a multiple of 1 /2 times the unit length a in the limit of long
chains. !2" In oligomers with a noncentrosymmetric bulk, the end charges can assume any value set
by the nature of the bulk. Nonetheless, by modifying the end groups, one can only change the end
charge by an integer and the dipole moment p by an integer multiple of the unit length a. !3" When
the entire bulk part of the system is modified, the end charges may change in an arbitrary way;
however, if upon such a modification the system remains centrosymmetric, the end charges can only
change by multiples of 1 /2 as a direct consequence of !1". The above statements imply that—in all
cases—the end charges are uniquely determined, modulo an integer, by a property of the bulk alone.
The theorem’s origin is a robust topological phenomenon related to the Berry phase. The effects of
the quantization are first demonstrated in toy LiF chains and then in a series of trans-polyacetylene
oligomers with neutral and charge-transfer end groups. © 2007 American Institute of Physics.
#DOI: 10.1063/1.2799514$
I. INTRODUCTION
Push-pull polymers have received much attention due to
their highly nonlinear electronic and optical responses. Such
molecules usually contain a chain of atoms forming a conju-
gated !-electron system with electron donor and acceptor
groups at the opposite ends. Upon an electronic excitation a
charge is transferred from the donor to the acceptor group,
leading to remarkable nonlinear properties. What is surpris-
ing, however, is that—as will be shown in the present
work—nontrivial features already appear when addressing
the lowest-order response of such molecules to the static
electric fields, i.e., their dipole moment. A model push-pull
polymer is shown in Fig. 1. Note that instead of addressing
computationally challenging excited states, we would rather
much prefer to focus on the ground state properties. There-
fore, in the case of the push-pull system shown in Fig. 1, we
simulate the charge transfer not by moving an electron but by
moving a proton from the COOH to NH2 groups located at
the opposite ends.
The most general system addressed here is, therefore, a
long polymeric chain, which is translationally periodic !ste-
reoregular, alias “crystalline”" along, say, the z direction,
with period a. We are considering insulating chains only, i.e.,
chains where the highest occupied molecular orbital–lowest
unoccupied molecular orbital gap stays finite in the long-
chain limit. The chain is terminated in an arbitrary way, pos-
sibly with some functional group attached, at each of the two
ends. In the case of a push-pull polymer, such groups are a
donor-acceptor pair. Therefore, the most general system is
comprised of Nc identical monomers !“crystal cells”" in the
central !“bulk”" region, augmented by the left- and right-end
groups. If the total length is L, the bulk region has a length
a"Electronic mail: kkudin@princeton.edu
FIG. 1. !Color online" Two states of a prototypical push-pull system. The
long insulating chain of alternant polyacetylene has a “donor” !NH2" and
“acceptor” !COOH" groups attached at the opposite ends. The charge trans-
fer occurring in such systems upon some physical or chemical process is
simulated here by moving a proton from the COOH to NH2 groups: in !a"
we show the “neutral” structure and in !b" the “charge-transfer” one. The
two structures share the same “bulk,” where the cell !or repeating monomer"
is C2H2, and the figure is drawn for Nc=5.
THE JOURNAL OF CHEMICAL PHYSICS 127, 194902 !2007"
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Fig. 1: A centrosymmet-
ric polymer with two different
terminations: alternant trans-
polyacetylene. Here the “bulk”
is five-monomer long. After
Ref. [9].
final statement is that the end charges Qend of the most ge -
eral polymeric chain, whose bulk region is centrosymmetric,
may only assume !in the large-Nc limit" values which are
integer multiples of 1 /2. We have previously anticipated this
statement !Sec. II" and demonstrated it heuristically !Sec. III"
using a simple binary chain as test case. Although we used
for pedagogical purpos stro gly ionic system, the theo-
rem is general and holds for systems of any ionicity. Further-
more, in all cases, the actual value of Qend is determined,
within the set of quantized values, by the chemical nature of
the system.
E. The correlated case
Throughout this work, we have worked at the level of
single-particle approaches, such as HF or DFT. The specific
tools used in our detail d proof !i.e., localized Boys’/
Wannier orbitals" prevent us from directly extending the
present proof to correlated wave function methods. Nonethe-
less, the exact quantization of end charges !in the large-
system limit" still holds, as a robust topological phenom-
enon, even for correlated wavefunctions. In this respect, the
phenomenon is si ilar to the f actional quantum Hall effect,
where correlated wavefunctions are an essential ingredient.16
We have stated above that the bulk dipole per cell !or per
monomer" p0 is defined in terms of Berry phases; more de-
tails about this can be found in our previous paper,26 where a
QC reformulation of the so-called “modern theory of
polarization”7–10 is presented. The ulti ate reason for the
occurre ce of charge quantization is th modulo 2! arbitrari-
ness of any phase, as, e.g., in Eq. !17". A correlated wave
function version of the modern theory of polarization, also
based on Berry phases, does exist.10,27,28 The quantization
features, as discussed here for polymeric chains, remain un-
changed. While not presenting a complete account here, we
rovide below the expression for p0 in the correlated case.
Suppose we loop the polymer onto itself along the z
coordinate, with the loop of length L, where L equals a times
the number of monomers. Let " !r1 ,r2 , . . . ,rN" be the many-
body ground state wave function, where spin variables are
omitted for the sake of simplicity. Since z is the coordinate
along the loop, " is periodic with period L with respect to
th zi coordinate of each el ctron. We define the !unitary and
periodic" many-body operator
Uˆ = ei!2!/L"#i=1
N zi, !18"
nowadays called the “twist” operator,28 and the dimension-
less quantity
# = Im ln$" %Uˆ %" & . !19"
This #, defined modulo 2!, is a Berry phase in disguise,
which is customarily called a “single-point” Berry phase.27
In order to get p0 in the correlated case, it is enough to
replace the sum of single-band Berry phases occurring in Eq.
!17" with the many-body Berry phase #, as defined in Eq.
!19".
Notice that the large-L limit of Eq. !19" is quite non-
trivial, since as L increases, Uˆ approaches the identity, but
the number of electrons N in the wave function " increases;
no etheless, this limit is well-defined in insulators !and only
in insulators".29,30 In the special case where " is a Slater
determinant !i.e., uncorrelated single-particle approaches",
the large-L limit of # converges to the sum of the Berry
phases of the occupied bands, each given by Eq. !13". This
result is proved in Refs. 10 and 27. Therefore, for a single-
determinant " , the c rr lated p0 defined via # in Eq. !19"
coincides !in the large-L limit" with p0 discussed throughout
this paper.
V. CALCULATIONS FOR A CASE OF CHEMICAL
INTEREST
Our realistic example is a set of fully conjugated trans-
polyacetylene oligomers with the C2H2 repeat unit !a
=4.670 114 817 4 a.u.", such as shown in Fig. 1. For the
monomer unit, the bond distances and angles are r!CvC"
=1.363Å, r!C–C"=1.428Å, r!C–H"=1.09Å, $!CCC"
=124.6°, and $!CvC–H"=117.0°. Note that due to alter-
nating single-double carbon bond length, such a system is
insulating. The chain with the equal carbon bonds would be
conducting and, therefore, the theorem would not be appli-
cable. The calculations were carried out at the RHF/30-21G
level of the theory with the GAUSSIAN 03 code,6 up to Nc
=257 C2H2 units in the largest oligomer !Fig. 4". In order to
save computational time, all the monomers were taken to be
identical, i.e., each one with the same geometry. For the
structure with the noncharged groups 'Fig. 1!a"(, we compute
p!257"=8.0% 10−7, i.e., both p, and Qend vanish, with a very
small finite-size error. The charge-transfer structure 'Fig.
1!b"( yields instead p!257"=4.669 728 2, which corresponds
to Qend=1 to an accuracy of 8.0% 10−5. Thus, by modifying
the end groups, one can observe the quantization theorem in
a conjugated system, and again, the quantization is extremely
accurate. For comparison, we have also carried out full peri-
odic calculations31 of the dipole moment via the Berry-phase
approach,26,32 utilizing 1024 k points in the reciprocal space.
Since these calculations were closed shell, the electronic di-
pole was computed for only one spin and then doubled. If the
FIG. 4. Longitudinal dipole moment per monomer p!Nc" of the trans-
polyacetylene oligomers, exemplified in Fig. 1, as a function of Nc: dia-
monds for the neutral structure 'NN( 'Fig. 1!a"( and squares for the charge-
tranfer structure '&¯' ( 'Fig. 1!b"(. The double arrow indicates their
difference, which is exactly equal to one quantum.
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Fig. 2: Quantization of polariza-
tion in polyacetylene: dipole per
monomer (a.u.) as a function of the
number of monomers in the chain,
for the two different terminations.
After Ref. [9].
The dipoles per monomer are plotted in in Fig. 2: for small lengths both dipoles are
nonzero, as pected, while in the large-chain limit they clearly converge to a quantized
value. Since the lattice constant is a = 4.67 bohr, the dipole per unit length is P = 0
and P = e for the two cases. The results in Fig. 2 are in perspicuous agreement with the
Berry-phase theory: in the two bounded realizations of the same quasi one-dimensional
periodic system the dipole per unit length assumes—in the large-system limit—two of
the values provided by the theory. Insofar as the system is unbounded the modulo e
ambiguity in the P value cannot be removed.
4.3.2 Three-dimensional crystalline polarization
In the 3d case Eq. (21) yields
Px = − e
2piL2
γx, (22)
which clearly cannot be used as it stands in the L → ∞ limit. Notwithstanding,
polarization is a well defined multivalued observable whenever the system is crystalline:
with this we mean that a uniquely defined lattice can be associated with the real sample.
The lattice is an abstraction, which is uniquely defined even in cases with correlation,
quantum nuclei, chemical disorder—i.e. crystalline alloys, a.k.a. solid solutions—where
the actual wavefunction may require a supercell (multiple of the primitive lattice cell).
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For the sake of simplicity we consider—without loss of generality—a simple cubic lattice
of constant a. The supercell side L is an integer multiple of a: L = Ma. The integral is
over a 3N -dimensional hypercube of sides L:
〈Ψ0|ei 2piL (
∑
i xi−
∑
` Z`X` )|Ψ0〉 =
∫
hcube
N∏
i=1
dri e
i 2pi
L
(
∑
i xi−
∑
` Z`X` )|〈r1, r2 . . . rN |Ψ0〉|2. (23)
Owing to the crystalline hypothesis, the integral is equal the sum ofM2 identical integrals:
see the Appendix for a proof. Therefore we may define a reduced matrix element and a
reduced Berry phase
γ˜x = Im ln
1
M2
∫
hcube
N∏
i=1
dri e
i 2pi
L
(
∑
i xi−
∑
` Z`X` )|〈r1, r2 . . . rN |Ψ0〉|2, (24)
in terms of which
Px = − e
2pia2
γ˜x. (25)
the polarization of a crystal is therefore a well defined multivalued crystalline observable,
ambiguous modulo e/a2 in each Cartesian component in the case of a simple cubic lattice.
A generic lattice is dealt with by means of a coordinate transformation [10]; the bulk
value of P is then ambiguous modulo eR/Vcell, where R is a lattice vector and Vcell is
the volume of a primitive cell. By definition a primitive cell is a minimum-volume one:
this choice is mandatory in order to make P a well defined multivalued observable. As
in the 1d case, the modulo ambiguity is resolved only after the sample termination is
specified; there are same complications, though. The theory, owing to PBCs and to the
hypothesis of macroscopic homogeneity, yields the polarization P in zero E field; instead
shape-dependent depolarization fields are generally present in a polarized 3d sample. The
depolarization field is zero for a sample in the form of a slab, and with P parallel to the
slab (transverse case) [11]. The second complication is the possible occurrence of metallic
surfaces. Both complications are ruled out in the quasi-1d case discussed above.
4.3.3 Infrared spectra of liquid and amorphous systems
Whenever a lattice cannot be defined, Eq. (22) shows that P itself is not a ground-
state observable in the thermodynamic limit. Nonetheless the single-point Berry phase
of Eq. (22), at finite size L, is instrumental for evaluating polarization differences, or
macroscopic currents; the latter are the key entry in the theory of infrared spectra. It is
enough to choose L larger than the relevant correlation lengths in the material; Eq. (22)
can then be used to access polarization differences ∆P much smaller than e/L2.
For the sake of completeness we show here the form of Eq. (22) when |Ψ0〉 is the Slater
determinant of N/2 doubly occupied k = 0 (supercell-periodical) Kohn-Sham orbitals
|uj〉 = |ψj〉. One defines the connection matrix
Sjj′ = 〈uj|ei 2piL x|uj′〉; (26)
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by including the nuclei and accounting for double orbital occupancy the polarization, in
terms of the instantaneous Kohn-Sham orbitals, is
Px(t) = − e
2piL2
γx = − e
2piL2
Im ln
[
(det S)2e−i
2pi
L
∑
` Z`X`
]
. (27)
The key quantity in the infrared spectra is the imaginary part of the isotropic dielectric
response. The Kubo-Greenwood formula yields
ε”(ω) =
2piω
3L3kBT
∫ ∞
−∞
dt 〈d(t) · d(0) 〉, (28)
where d = L3P is the dipole of the simulation cell and the brackets indicate the thermal
average. In a Car-Parrinello simulation the integrand is evaluated at discrete time steps,
and only small polarization differences are needed: at any discretized time n∆t the
polarization is
P(n∆t) = P(0) + [P(∆t)−P(0)] + [P(2∆t)−P(∆t)] + . . .
+ [P(n∆t)−P((n− 1)∆t). (29)
Not surprising, the material whose infrared spectrum has been most studied is liquid
water. The very first Car-Parrinello infrared spectrum for liquid water appeared in
1997 [12]; many other followed over the years.
5 Topological polarization in one dimension
In presence of inversion symmetry P = −P , ergo either P = 0 or P = e/2, mod e.
This feature has clearly a one-to-one mapping to Z2, the additive group of the integers
modulo two. The polarization of a centrosymmetric polymer is in fact topological: one
cannot continuously transform a Z2-even insulator into a Z2-odd—by enforcing inversion
symmetry—without passing through a metallic state. Arguably, this is the simplest
occurrence of a Z2 topological invariant in condensed matter physics. Similar arguments
lead to the quantization of the soliton charge in polyacetylene, whose topological nature
was discovered by Su, Schrieffer, and Heeger back in 1979 [13]; they also considered more
generally non-singlet cases (here we always assume a nondegenerate singlet ground state).
Fig. 2 shows that quantization occurs in the large-L limit only: this is an OBCs feature.
Within PBCs quantization occurs even at finite L: in all inversion symmetric cases, the
matrix element in Eq. (20) is always real: either positive (Z2-even) or negative (Z2-odd).
The above results clearly demonstrate that polyacetylene is a Z2-even topological case.
A paradigmatic Z2-odd case instead is a one-dimensional “ionic crystal”: a linear chain
of alternating equidistant anions and cations. In the long-chain limit P = e/2 mod
e, independently of the ionicity of the two atoms; this happens e.g. for the two-band
Hubbard model discussed next, at low U values.
A topological quantum transition—occurring in a paradigmatic highly correlated
system—was identified long ago in Refs. [14] and [15], although no topological jargon
was in fashion at the time. Here I reinterpret topology-wise the original results.
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The model system addressed was the two-band Hubbard model (at half filling):
H=
∑
jσ
[(−1)j∆c†jσcjσ − t(c†jσcj+1σ + H.c.)] + U
∑
j
nj↑nj↓. (30)
We assume ∆ > 0, and neutralizing classical charges equal to +1 on all sites; the system
is clearly inversion-symmetric at any U .
Preliminarly, it is expedient to investigate the trivial t = 0 case. At small U the anion
site (odd j) is doubly occupied, and the energy per cell is −2∆ + U ; at U > 2∆ single
occupancy of each site is instead energetically favored. As for polarization, it is easily
realized that the system is Z2-odd in the former case and Z2-even in the latter. At the
transition point Uc = 2∆ the ground state is degenerate and the spectrum is gapless, ergo
the system is “metallic”. If the hopping t is then switched on adiabatically, the Z2 invariant
in each of the two topological phases cannot flip unless a metallic state is crossed.
Finite t simulations have been performed in Ref. [15] for several U values, where the
explicitly correlated ground-state wavefunction has been found by exact diagonalization,
at fixed t/∆ = 1.75. The insulating/metallic character of the system was monitored by
means of the squared localization length
λ2 = − L
2
4pi2N
ln |〈Ψ0|ei 2piL
∑
i xi |Ψ0〉|2, (31)
which will be addressed in detail in Sect. 7.2.1 below. For the time being, suffices to
say that in the large-N limit λ2 stays finite in all kinds of insulators while it diverges in
metals.
The results of the simulations are shown in Fig. 3. The t = 0 arguments presented
above guarantee that at low U values the system is a band-like insulator (Z2-odd) , while
at high U values it is a Mott-like insulator (Z2-even). The sharp transition occurs at
the singular point Uc = 2.27t; there is no metal-insulator transition, only an insulator-
insulator transition, while the system is metallic at the transition point. If we start from
the pure band insulator at U = 0, there is a single occupied band and a doubly occupied
Wannier function, centered at the anion site: therefore P = e/2 mod e [1]. Suppose now
Fig. 3: Squared localization length
for the Hamiltonian in Eq. (30)
at half filling for t/∆ = 1.75:
the plot shows the dimensionless
quantity D = (2piN/L)2λ2. The
system undergoes a quantum phase
transition from band-like insulator
(Z2-odd) to Mott-like insulator (Z2-
even) at U/t = 2.27. After Ref. [15].
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we switch on the Hubbard U continuously: the Wannier function is no longer defined,
while polarization P , Eq. (20), is well defined at any U value (Uc excepted). At the
transition point the gap closes and P flips to the 0 (mod e) value for U > Uc.
Remarkably, it was found that the static ionic charges (on anion and cation) are continuous
across the transition, while they are instead obviously discontinuous in the t = 0 case.
It was also found that the the dynamical (Born) effective charge on a given site changes
sign [14] at the transition; in retrospect, we now understand that such sign change in a
linear-response property was indeed the fingerprint of the flip of the topological Z2 index
in the ground state.
6 Kubo formulæ for conductivity
Although this review only concerns ground-state properties, it is expedient to display
the whole Kubo formulæ for the dynamical conductivity σαβ(ω). We define the κ = 0
many-body velocity operator and its matrix elements:
vˆ =
1
~
∂κHˆ =
1
m
N∑
i−1
[
pi +
e
c
A(ri)
]
(32)
Rn,αβ = Re 〈Ψ0|vˆα|Ψn〉〈Ψn|vˆβ|Ψ0〉, In,αβ = Im 〈Ψ0|vˆα|Ψn〉〈Ψn|vˆβ|Ψ0〉, (33)
where Rn,αβ is symmetric and In,αβ antisymmetric; we further set ω0n = (En − E0)/~.
The longitudinal (symmetric) conductivity is:
σ
(+)
αβ (ω) = Dαβ
[
δ(ω) +
i
piω
]
+ σ
(regular)
αβ (ω), (34)
Dαβ =
pie2
Ld
(
N
m
δαβ − 2~
∑
n6=0
Rn,αβ
ω0n
)
, (35)
Re σ(regular)αβ (ω) =
pie2
~Ld
∑
n6=0
Rn,αβ
ω0n
[ δ(ω − ω0n) + δ(ω + ω0n) ], (36)
Im σ(regular)αβ (ω) =
2e2
~Ld
∑
n6=0
Rn,αβ
ω0n
ω
ω20n − ω2
. (37)
It will be shown below that the Drude weight Dαβ can be regarded as a geometrical
property of the many-electron ground state; it vanishes in insulators. The real part of
longitudinal conductivity obeys the f -sum rule∫ ∞
0
dω Re σαβ(ω) =
Dαβ
2
+
∫ ∞
0
dω Re σ(regular)αβ (ω) =
ω2p
8
δαβ =
pie2n
2m
δαβ, (38)
where n = N/Ld is the electron density and ωp is the plasma frequency.
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Dissipation can be included phenomenologically in the Drude term by adopting a single-
relaxation-time approximation, exactly as in the classical textbook case [16, 17], i.e.
σ
(Drude)
αβ (ω) =
τ
pi
Dαβ
1− iωτ , (39)
whose τ →∞ limit coincides with the first term in Eq. (34).
In the special case of a band metal (i.e. a crystalline system of non interacting electrons)
σ
(regular)
αβ (ω) is a linear-response property which accounts for interband transitions, and is
nonvanishing only at frequencies higher than a finite threshold; the threshold also survives
after electron-electron interaction is turned on, owing to translational symmetry and the
related selection rules. In absence of translational symmetry the selection rule breaks
down: in disordered systems—and in disordered systems only [20]—σ(regular)αβ (0) may be
nonzero (and the Drude weight may vanish).
Transverse conductivity is nonzero only when T-symmetry is absent. The Kubo formulæ
for the transverse (antiymmetric) conductivity are:
Re σ(−)αβ (ω) =
2e2
~Ld
∑
n6=0
In,αβ
ω20n − ω2
(40)
Im σ(−)αβ (ω) =
pie2
~Ld
∑
n6=0
In,αβ
ω0n
[δ(ω − ω0n)− δ(ω + ω0n)]. (41)
7 Time-reversal even geometrical observables
7.1 Drude weight
Electron transport in the diffusive regime is a balance between free acceleration and
dissipation [17]; the Drude weight Dαβ (also called adiabatic charge stiffness) is an
intensive property of the pristine material, accounting for the former side of the
phenomenon only.
In the case of a flat one-body potential (i.e. electron gas, either free or interacting) the
velocity operator vˆ is diagonal over the energy eigenstates: the matrix elements Rn,αβ
in Eq. (35) vanish and Dαβ assumes the same value as in classical physics [18, 16], i.e
Dαβ = pie
2(n/m)δαβ. Given Eq. (38), switching on the potential (one-body and two-
body) has the effect of transferring some spectral weight from the Drude peak into the
regular term. For free electrons the acceleration induced by a constant E field is −e/m,
and the accelerating current is −e times the mechanical acceleration. Dαβ measures then
the free acceleration of the many-electron system induced by a field E constant in space,
although in the adiabatic limit only (it is an ω = 0 linear response) [19]; equivalently, it
measures the (inverse) inertia of the electrons.
The form of Eq. (35) does not explicitly show that Dαβ is a ground-state property. In
order to show that, I adopt the symbol “ .=” with the meaning “equal in the dc limit”, and
I define σ(D)αβ (ω)
.
= ∂jα(ω)/∂Eβ(ω). Conductivity requires the vector-potential gauge: we
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consider the response to a vector potential A(ω) in the dc limit:
σ
(D)
αβ (ω)
.
=
∂jα
∂Aβ
∂A
∂E . (42)
The κ-dependent current was given above in Eq. (10); we notice that
∂jα
∂Aβ
=
e
~c
∂jα
∂κβ
= − e
2
~2cLd
∂2E0(κ)
∂κα∂κβ
∣∣∣∣
κ=0
dA
dE
.
= −c
[
piδ(ω) +
i
ω
]
, (43)
where the second expression comes from the causal inversion of E(ω) = iωA(ω)/c [20]; we
thus arrive at the famous Kohn’s expression [5]:
Dαβ =
pie2
~2Ld
∂2E0
∂κα∂κβ
, σ
(D)
αβ (ω) = Dαβ
[
δ(ω) +
i
piω
]
(44)
where we remind that it is crucial to set κ = 0 in the derivative before the large-L limit
is taken. From Eq. (10) it is obvious that Dαβ vanishes in insulators.
The expression in Eq. (44) is not yet geometrical; we arrive at an equivalent geometrical
form starting from the identity 〈Ψ0κ| (Hˆκ − E0κ) |Ψ0κ〉 ≡ 0, taking two derivatives, and
setting κ = 0:
∂2E0κ
∂κα∂κβ
=
N~2
m
δαβ − 2Re 〈∂καΨ0κ| (Hˆκ − E0κ) |∂κβΨ0κ〉 (45)
Dαβ =
pie2N
mLd
δαβ − 2pie
2
~2Ld
Re 〈∂καΨ0| (Hˆ − E0) |∂κβΨ0〉, (46)
The two terms in Eq. (46) have a very transparent meaning: the first one measures the
free-electron acceleration; the geometrical term measures how much such acceleration is
hindered by the one-body and two-body potentials. As observed above, the geometrical
term is zero even for the interacting electron gas; whenever instead the one-body potential
is not flat, then both one-body and two-body terms in Vˆ concur in hindering the free
acceleration.
The geometrical term in Eq. (46) can also be cast as a sum rule for longitudinal
conductivity: from Eq. (38) we have
pie2
~2Ld
Re 〈∂καΨ0| (Hˆ − E0) |∂κβΨ0〉 =
∫ ∞
0
dω Re σ(regular)αβ (ω). (47)
On the experimental side, the partitioning of σ(+)αβ (ω) into a broadened Drude peak and a
regular term σ(regular)αβ (ω) is not so clearcut as one might wish [17].
7.2 Souza-Wilkens-Martin sum rule and the theory of the insulating state
The insulating behavior of a generic material implies thatDαβ = 0 and that Re σ
(regular)
αβ (ω)
goes to zero for ω → 0 at zero temperature. For this reason Souza, Wilkens, and Martin
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(hereafter quoted as SWM) proposed to characterize the metallic/insulating behavior of
a material by means of the integral [21]
I
(SWM)
αβ =
∫ ∞
0
dω
ω
Re σ(+)αβ (ω), (48)
which diverges for all metals and converges for all insulators; in a gapped insulator the
integrand is zero for ω < gap/~. Owing to a fluctuation-dissipation theorem, the SWM
integral is a geometrical property of the insulating ground state.
7.2.1 Periodic boundary conditions
Dealing with dc conductivity obviously requires PBCs; whenever the Drude weight is
nonzero, the integral in Eq. (48) diverges because of the δ(ω)/ω integrand. Therefore
determining whether I(SWM)αβ converges or diverges is completely equivalent to determining
whether Dαβ is zero or finite; it will be shown that the PBCs metric is related to
σ
(regular)
αβ (ω) only.
We insert a complete set of states into Eq. (6) at κ = 0 to obtain the intensive quantity:
gαβ =
1
N
gαβ(0) =
1
N
Re
∑
n6=0
〈∂καΨ0|Ψn〉〈Ψn|∂κβΨ0〉. (49)
We then evaluate the κ-derivatives via perturbation theory in the parallel transport gauge:
|∂καΨ0〉 = −
∑
n6=0
|Ψn〉〈Ψn|vˆα|Ψ0〉
ω0n
, gαβ =
1
N
∑
n6=0
Re〈Ψn|vˆα|Ψ0〉〈Ψn|vˆβ|Ψ0〉
ω20n
(50)
From the Kubo formula, Eq. (36), we have∫ ∞
0
dω
ω
Re σ(regular)αβ (ω) =
pie2
~Ld
∑
n 6=0
Rn,αβ
ω20n
=
pie2N
~Ld
gαβ, (51)
where the N →∞ limit is understood. The intensive quantity gαβ, having the dimensions
of a squared length, in the case of a band insulator is related to the gauge-invariant
quadratic spread ΩI of the Wannier functions [1]: for an isotropic solid
gxx =
ΩI
nbd
, (52)
where nb is the number of occupied bands. It is seen from Eq. (51) that gαβ does not
discriminate between insulators and metals: it is finite in both cases. The story does not
ends here, though.
In 1999 Resta and Sorella have defined a squared localization length λ2 as a discriminant
for the insulating state [15]: as a function of N , λ2 converges to a finite value in all
insulators, and diverges in all metals. In the original paper the approach was demonstrated
for the two-band Hubbard model of Eq. (30) and its quantum transition. Many years after
the divergence/convergence of λ2 has been successfully adopted for investigating the Mott
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transition in the paradigmatic case of a linear chain of hydrogen atoms [22]. In insulators
λ2 is a finite-N approximant of gxx, but when the same definition is applied to metals λ2
has the virtue of diverging. We assume an isotropic system and we consider once more
κ1 = (2pi/L, 0, 0); since the metric is by definition the infinitesimal distance, Eqs. (1) and
(5) yield to leading order
Ngxx
(
2pi
L
)2
' −ln |〈Ψ0|Ψ0κ1〉|2, gxx ' −
L2
4pi2N
ln |〈Ψ0|Ψ0κ1〉|2. (53)
If the system is insulating, we may replace |Ψ0κ1〉 = e−iκ1·rˆ|Ψ0〉 as we did in Eq. (18)
above:
gxx ' − L
2
4pi2N
ln |〈Ψ0|ei 2piL
∑
i xi |Ψ0〉|2. (54)
The r.h.s. coincides indeed with λ2, Eq. (31), originally introduced in Ref [15]. Given
that gxx is intensive, the logarithm in Eq. (53) scales like N1−2/d.
Next we address the metallic case. In a band metal |Ψ0〉 is a Slater determinant of Bloch
orbitals, and not all the k vectors in the Brillouin zone are occupied. A selection rule
then guarantees that 〈Ψ0|ei 2piL
∑
i xi |Ψ0〉 vanishes even at finite N [23, 24]; therefore λ2 is
formally infinite. In disordered or correlated materials the selection rule breaks down,
and λ2 diverges in the large-N limit only: this can be seen as follows. Whenever the
Drude weight is nonzero, then Eq. (44) guarantees that |Ψ0κ1〉 is an eigenstate of Hˆκ1
orthogonal to e−iκ1·rˆ|Ψ0〉; to lowest order in κ1 we have:
0 = 〈Ψ0|eiκ1·rˆ|Ψ0κ1〉 ' 〈Ψ0|eiκ1·rˆ|Ψ0〉, (55)
which proves the divergence of λ2. In the large-L limit the matrix element’s modulus
|〈Ψ0|eiκ1·rˆ|Ψ0〉| approaches one from below in insulators, while it approaches zero in metals.
7.2.2 Open boundary conditions
The SWM integral is more useful in practical computations within OBCs. A bounded
sample does not support a dc current, and Dαβ = 0 at any finite size: this is consistent
with the fact that Eq. (10) vanishes within OBCs. An oscillating field E(ω) in a large
sample linearly induces a macroscopic polarization P(ω); since j(t) = dP(t)/dt, we define
a “fake” conductivity by means of the relationship
σ˜αβ(ω) = −iω∂Pα(ω)
∂Eβ(ω) . (56)
The Kubo formulæ for this OBCs response function are:
Re σ˜αβ(ω) =
pie2
~Ld
∑
n6=0
Rn,αβ
ω0n
[ δ(ω − ω0n) + δ(ω + ω0n) ]. (57)
Despite the formal similarity with Eq. (36), σ˜αβ(ω) is very different—at finite size—
from σ(regular)αβ (ω): different eigenvalues, different matrix elements and selection rules; also,
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σ˜αβ(ω) saturates the f -sum rule, while σ
(regular)
αβ (ω) by itself does not (in metals). Then it
is easy to show that the SWM integral is related to the OBCs metric in the same way as
in Eq. (51): ∫ ∞
0
dω
ω
Re σ˜αβ(ω) =
pie2
~Ld
∑
n6=0
Rn,αβ
ω20n
=
pie2N
~Ld
g˜αβ, (58)
where again the N → ∞ limit is understood. The OBCs metric per electron g˜αβ
coincides with the PBCs one in insulators, but has the virtue of diverging in metals [25].
What actually happens is that the low-frequency spectral weight in the OBCs σ˜αβ(ω)
is reminiscent of—and accounts for—the corresponding Drude peak within PBCs, thus
leading to a diverging I(SWM)αβ .
Within OBCs one has |∂κΨ0〉 = −irˆ|Ψ0〉, hence Eq. (6) yields
g˜αβ =
1
N
( 〈Ψ0|rˆαrˆβ|Ψ0〉 − 〈Ψ0|rˆα|Ψ0〉〈Ψ0|rˆβ|Ψ0〉 ), (59)
and the “Re” is not needed. This is clearly a second cumulant moment of the dipole
(per electron): the symbol 〈rαrβ〉c has been equivalently used in some previous literature.
Alternatively, g˜αβ measures the quadratic quantum fluctuations of the polarization in the
ground state [21]. An equivalent expression for g˜αβ is in terms of the one-body density
n(r) and the two-body density n(2)(r, r′) [25]:
g˜αβ =
1
2N
∫
dr dr′ (r− r′)α(r− r′)β[n(r)n(r′)− n(2)(r, r′) ].
= − 1
2N
∫
dr dr′ (r− r′)α(r− r′)β n(r)nxc(r, r′), (60)
where nxc(r, r′) is by definition the exchange-correlation hole density. Therefore g˜αβ is a
second moment of the exchange-correlation hole, averaged over the sample.
Finite-size model-Hamiltonian OBCs calculations have provided—by means of g˜αβ—
insight into the Anderson insulating state in 1d [26, 27], and into the Anderson metal-
insulator transition in 3d [28].
8 Time-reversal odd geometrical observables
8.1 Anomalous Hall conductivity and Chern invariant
Edwin Hall discovered the eponymous effect in 1879; two years later he discovered the
anomalous Hall effect in ferromagnetic metals. The latter is, by definition, the Hall
effect in absence of a macroscopic B field. Nonvanishing transverse conductivity requires
breaking of T-symmetry: in the normal Hall effect the symmetry is broken by the applied
B field; in the anomalous one it is spontaneously broken, for instance by the development
of ferromagnetic order. The theory of anomalous Hall conductivity in metals has been
controversial for many years; since the early 2000s it became clear that, besides extrinsic
effects, there is also an intrinsic contribution, which can be expressed as a geometrical
property of the electronic ground state in the pristine crystal. Without extrinsic
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mechanisms the longitudinal dc conductivity would be infinite; such mechanisms are
necessary to warrant Ohm’s law, and are accounted for by relaxation time(s) τ ; in absence
of T-symmetry, extrinsic mechanisms affect the anomalous Hall conductivity (AHC) as
well. Two distinct mechanisms have been identified: they go under the name of “side
jump” and “skew scattering” [29]. The side-jump term is nondissipative (independent of
τ). Since a crystal with impurities actually is a (very) dilute alloy, we argued that the sum
of the intrinsic and side-jump terms can be regarded as the intrinsic term of the alloy [30].
As a matter of principle, such “intrinsic” AHE of the dirty sample can be addressed either
in reciprocal space [30,31], or even in real space [32]. Finally the skew-scattering term is
dissipative, proportional to τ in the single-relaxation-time approximation. Here we deal
with the intrinsic geometrical term only.
As pointed out by Haldane in a milestone paper appeared in 1988 [33], AHC is also allowed
in insulators, and is topological in 2d: therein extrinsic effects are ruled out. In fact in
insulators the dc longitudinal conductivity is zero, and—as a basic tenet of topology—any
impurity has no effect on the Hall conductivity insofar as the system remains insulating.
The effect goes under the name of quantum anomalous Hall effect (QAHE); the synthesis
of a 2d material where the QAHE occurs was only achieved since 2013 onwards [34,35].
The Kubo formula of Eq. (40) immediately gives the intrinsic AHC term as:
Re σ(−)αβ (0) =
2e2
~Ld
∑
n 6=0
′ Im 〈Ψ0|vˆα|Ψn〉〈Ψn|vˆβ|Ψ0〉
ω20n
. (61)
In a similar way as for Eqs. (50) and (51), we easily get
Re σ(−)αβ (0) = −
e2
~Ld
Ωαβ(0), (62)
where Ωαβ(0) is the many-body Berry curvature, Eq. (7). The expression holds for metals
and insulators, in either 2d or 3d; the large-system limit is understood. In the band-
structure case Ωαβ(0)/Ld is simply related to the Fermi-volume integral of the one-body
Berry curvature [1, 31].
Next we consider the 2d case: in any smooth gauge the curvature per unit area can be
written as
1
L2
Ωxy(0) =
1
L2
(
L
2pi
)2 ∫ 2pi
L
0
dκx
∫ 2pi
L
0
dκy Ωxy(κ), (63)
where the integral and the prefactor are both dimensionless. Even this formula holds for
both insulators and metals, but we remind that |Ψ0κ〉 obtains by following |Ψ0〉 as the flux
κ is adiabatically turned on; the behavior of the integrand in Eq. (63) is then qualitatively
different in the insulating vs. metallic case.
We deal with the insulating case only from now on. Since the Drude weight is zero, the
energy is κ independent; furthermore the integral in Eq. (63) is actually equivalent to
the integral over a torus and is therefore quantized. In order to show this, we observe
that whenever the components of κ − κ′ are integer multiples of 2pi/L, then the state
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ei(κ−κ
′)·rˆ|Ψ0κ〉 is eigenstate of Hˆκ′ with the same eigenvalue:
|Ψ0κ′〉 = ei(κ−κ′)·rˆ|Ψ0κ〉. (64)
Since Ωxy(κ) is gauge-invariant, an arbitrary phase factor may relate the two members of
Eq. (64). It is worth stressing that in the topological case a globally smooth gauge does
not exist; in other words we can enforce Eq. (64) as it stands (with no extra phase factor)
only locally, not globally.2
The integral in Eq. (63) is quantized (even at finite L) and is proportional to the many-
body Chern number, as defined by Niu, Thouless and Wu (NTW) in a famous paper [6]:
C1 =
1
2pi
∫ 2pi
L
0
dκx
∫ 2pi
L
0
dκx Ωxy(κ), Re σ(−)xy (0) = −
e2
h
C1. (65)
In the present formulation we have assumed PBCs at any κ, and—following Kohn [5]—
we have “twisted” the Hamiltonian. The reverse is done by NTW: the Hamiltonian is
kept fixed, and the boundary conditions are “twisted”. It is easy to show that the
two approaches are equivalent: within both of them the two components of κ become
effectively angles, the integration is over a torus, and the integral is a topological invariant.
The AHC is therefore quantized in any 2d T-breaking insulator, thus yielding the QAHE.
Originally, NTW were not addressing the QAHE; the phenomenon addressed was instead
the fractional quantum Hall effect, where the electronic ground state is notoriously highly
correlated [36]. While the topological invariant is by definition integer, the fractional
conductance owes—according to NTW—to the degeneracy of the ground state in the large-
L limit. Also, in presence of a macroscopic B field, gauge-covariant boundary conditions
and magnetic translations must be adopted.
8.2 Magnetic circular dichroism sum rule
Since a very popular (and misleading) paper appeared in 1992 [37], magnetic circular
dichroism (MCD) has been widely regarded among synchrotron experimentalists as an
approximate probe of orbital magnetization M in bulk solids. It became clear over the
years that this is an unjustified assumption, thanks particularly to Refs. [38], [39], and [40].
The differential absorption of right and left circularly polarized light by magnetic materials
is known as magnetic circular dichroism; the object of interest is the frequency integral
of the imaginary part of the antisymmetric term in the conductivity tensor
I
(MCD)
αβ = Im
∫ ∞
0
dω σ
(−)
αβ (ω); (66)
2The gauge choice of Eq. (64) is the many-body analogue of the periodic gauge in band-structure
theory. Therein it is well known that, in the topological case, it is impossible to adopt a gauge which is
periodic and smooth on the whole Brillouin zone: an “obstruction” is necessarily present. See Ch. 3 in
Ref. [1].
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a kind of fluctuation-dissipation theorem relates I(MCD)αβ to a ground-state property. The
Kubo formula, Eq. (41), immediately yields
I
(MCD)
αβ =
pie2
~Ld
∑
n6=0
In,αβ
ω0n
=
pie2
~L3
Im
∑
n6=0
〈Ψ0|vˆα|Ψn〉〈Ψn|vˆβ|Ψ0〉
ω0n
; (67)
this expression holds both within OBCs and PBCs, although with different eigenvalues,
different matrix elements, and different selection rules (at any finite size). In both
cases, I(MCD)αβ can be cast as a geometric property of the electronic ground state, via
the substitution
|∂κΨ0〉 = −
∑
n6=0
|Ψn〉〈Ψn|vˆ|Ψ0〉
ωn0
(68)
(Hˆ − E0)|∂κΨ0〉 = −
∑
n6=0
|Ψn〉〈Ψn|vˆ|Ψ0〉. (69)
By comparing the last expression to Eq. (67) the geometrical formula is
I
(MCD)
αβ =
pie2
~2L3
Im 〈∂καΨ0|(Hˆ − E0)|∂κβΨ0〉. (70)
The PBCs many-body expression for I(MCD)αβ , Eq. (70), unfortunately cannot be compared
with a corresponding formula forM. To this day such a formula does not exist: the orbital
magnetization of a correlated many-body wavefunction within PBCs is currently an open
(and challenging) problem. A thorough comparison has been done at the band-structure
level only, where both I(MCD)αβ andM have a known expression, as a Fermi-volume integral
of a geometrical integrand [39,40].
A direct comparison between I(MCD)αβ andM was instead provided within OBCs as early as
2000 by Kunes and Oppeneer [38]; we are going to retrieve their outstanding result within
the present formalism. As already observed, within OBCs one has |∂κΨ0〉 = −irˆ|Ψ0〉, ergo
I
(MCD)
αβ =
pie2
~2L3
Im 〈Ψ0|rˆα(Hˆ − E0)rˆβ|Ψ0〉 = − ipie
2
2~2L3
Im 〈Ψ0|rˆα[Hˆ, rˆβ]|Ψ0〉
= − pie
2
2~L3
〈Ψ0|(rˆαvˆβ − rˆβ vˆα)|Ψ0〉. (71)
The ground-state expectation value in Eq. (71) was originally dubbed “center of mass
angular momentum”. By expanding the many-body operators rˆ and vˆ, the matrix element
is the ground-state expectation value of
∑
ii′ ri×vi′ , while the orbital moment of a bounded
sample is proportional to the expectation value of
∑
i ri × vi. The two coincide only in
the single-electron case; this is consistent with the band-structure findings. Indeed it has
been proved that I(MCD)αβ and M coincide only for an isolated flat band: a disconnected
electron distribution with one electron per cell (and per spin channel) [40].
The MCD sum rule I(MCD)αβ is an outstanding ground-state observable per se, because
of reasons not to be explained here, and which are at the root if its enormous
experimental success. Notwithstanding, there is no compelling reason for identifying
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it, even approximately, with some form of orbital magnetization. The two observables
I
(MCD)
αβ and M provide a quantitatively different measure of spontaneous T-breaking in
the orbital degrees of freedom of a given material.
9 Conclusions
The known geometrical observables come in two very different classes: those in class
(i) only make sense for insulators, and are defined modulo 2pi (in dimensionless units),
while those in class (ii) are defined for both insulators and metals, and are single-valued.
Such outstanding difference owes—at the very fundamental level—to the fact that the
observables in class (i) are expressed by means of gauge-dependent (2n− 1)-forms, while
those in class (ii) are expressed in terms of gauge-invariant 2n-forms.
I have thoroughly discussed here the only observable in class (i) whose many-body
formulation is known: macroscopic polarization [2]; it is rooted into the Berry connection,
a gauge-dependent 1-form, called Chern-Simons 1-form in mathematical speak. The
many-body connection, Eq. (5), may yield a physical observable only after the gauge
is fixed: in the present case, I adopted the many-body analogue of the periodic gauge in
band-structure theory. I have also discussed the multivalued nature of bulk polarization,
whose features in either 1d or 3d are somewhat different.
Another class-(i) geometrical observable is known in band-structure theory, where it is
expressed as the Brillouin-zone integral of a Chern-Simons 3-form: this is the so called
“axion” term in magnetoelectric response [1]. The corresponding many-body expression
is not known; it is even possible that it could not exist as a matter of principle [41]. In
presence of some protecting symmetry a class-(i) observable may only assume the values
zero or pi (mod 2pi): the observable becomes then a topological Z2 index: a Z2-odd
crystalline insulator cannot be “continuously deformed” into a Z2-even without passing
through a metallic state and without breaking the protecting symmetry.
Four geometrical observables of class (ii), having a known many-body expression, have
been discussed in the present Review. All are single valued, and all are rooted in gauge-
invariant 2-forms; the following table summarizes them:
Time-reversal odd Time-reversal even
Anomalous Hall conductivity Souza-Wilkens-Martin sum rule
Magnetic circular dichroism sum rule Drude weight
The four observables are expressed by means of the κ = 0 values of the geometrical
2-forms F and G, defined as follows:
F = [ 〈∂καΨ0κ|∂κβΨ0κ〉 − 〈∂καΨ0κ|Ψ0κ〉〈Ψ0κ|∂κβΨ0κ〉 ] dκαdκβ, (72)
G = 〈∂καΨ0κ| (Hˆκ − E0κ) |∂κβΨ0κ〉 dκαdκβ. (73)
Both forms are extensive; the real symmetric part of F coincides with the quantum metric,
Eq. (6), while its imaginary part (times −2) coincides with the Berry curvature, Eq. (7).
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The T-odd observables in the table obtain from the antisymmetric imaginary part of
F (AHC) and G (MCD sum rule); similarly, the T-even observables obtain from the real
symmetric part of F (SWM sum rule) and G (Drude weight). All of these observables have
an elegant independent-electron crystalline counterpart: within band-structure theory
they are expressed as Fermi volume integrals (Brillouin-zone integrals in insulators) of
gauge-invariant geometrical 2-forms in Bloch space [42]. There is one very important
T-odd geometrical observable missing from the above table: orbital magnetization. Its
expression within band-structure theory is known since 2006, for both insulators and
metals [1,3]. Very baffingly, a corresponding expression in terms of the many-body ground
state does not exist to this day.
The two T-even observables have an important meaning in the theory of the insulating
state [24]. The Drude weight is zero in all insulators, and nonzero in all metals; to
remain on the safe side, the statement applies to systems without disorder [20]. Instead
the geometrical term in the SWM sum rule within PBCs does not discriminate between
insulators and metals; nonetheless I have shown that a discretized formulation of the
same observable—proposed by Resta and Sorella back in 1999 [15]—does discriminate.
Furthermore it is expedient to alternatively cast the SWM sum rule in the OBCs Hilbert
space: even in this case the geometrical observable acquires the virtue of discriminating
between insulators and metals [24,28].
Among the five observables dealt with in this Review, only two may become topological.
I have shown that the polarization of a 1d (or quasi-1d) inversion-symmetric insulator
is a topological Z2 invariant (in electron-charge units): Fig. 2 perspicuously shows
that polyacetylene is a Z2-even topological case. In modern jargon, the Z2 invariant
is “protected” by inversion symmetry. Notably, the—closely related—topological nature
of the soliton charge in polyacetylene was discovered long ago [13]. The second geometrical
observable which may become topological is the AHC: this occurs in 2d insulators
whenever T-symmetry is absent. Therein the AHC in natural conductance units3 is a
Z invariant (Chern number): the effect is known as QAHE (quantum anomalous Hall
effect) [34, 35]. The same Z invariant plays the key role in the theory of the fractional
quantum Hall effect [6].
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Appendix
As in the main text we address a simple cubic lattice of constant a, with L = Ma; here
we consider the electronic term only. We define [r] = (r1, r2 . . . rN), and we indicate with
the simple integral symbol
∫
a multidimensional integral over the segment (0, L) in each
variable. Then the integral over the hypercube is
〈Ψ0|ei 2piL
∑
i xi |Ψ0〉 =
∫ N∏
i=1
dri e
i 2pi
L
∑
i xi |〈[r]|Ψ0〉|2 (74)
=
∫
dy1dz1
∫
dx1
N∏
i=2
dri e
i 2pi
L
∑
i xi |〈[r]|Ψ0〉|2. (75)
Under the crystalline hypothesis, the inner integral is a lattice-periodical function of
(y1, z1), hence
〈Ψ0|ei 2piL
∑
i xi |Ψ0〉 =M2
∫
cell
dy1dz1
∫
dx1
N∏
i=2
dri e
i 2pi
L
∑
i xi |〈[r]|Ψ0〉|2. (76)
As defined in the main text, the reduced Berry phase is then
γ˜(el)x = Im ln
∫
cell
dy1dz1
∫
dx1
N∏
i=2
dri e
i 2pi
L
∑
i xi |〈[r]|Ψ0〉|2. (77)
This holds for a correlated wavefunction in a perfect lattice; in case of chemical disorder
one instead averages over the disorder by evaluating Eq. (75) on the large supercell and
then dividing it by M2 before taking the “Im ln”. A similar reasoning applies to the
nuclear term as well: hence Eq. (24) in the main text.
At the independent-electron level |Ψ0〉 is the Slater determinant of N Bloch orbitals. We
get rid of trivial factors of 2 by addressing spinless electrons; furthermore we consider the
contribution to P (el)x of a single occupied band. The km Bloch vectors are:
m ≡ (m1,m2,m3), km = 2pi
L
(m1,m2,m3), ms = 0, 1, . . . ,M − 1. (78)
The Bloch orbitals |ψkm〉 = eikm·r|ukm〉 are normalized over the crystal cell of volume a3.
It is expedient to define the auxiliary Bloch orbitals |ψ˜km〉 = ei
2pi
L
x|ψkm〉, and |Ψ˜0〉 as their
Slater determinant; we also define q = (2pi/L, 0, 0). Then
〈Ψ0|ei 2piL
∑
i xi |Ψ0〉 = 〈Ψ0|ei
∑
i q·ri |Ψ0〉 = 〈Ψ0|Ψ˜0〉 = 1
M3N
det S, (79)
where S is the N ×N overlap matrix, in a different normalization:
Smm′ = M3〈ψkm|ψ˜km′ 〉 =M3〈ukm|ei(q+km′−km)·r|ukm′ 〉
= M3〈ukm|ukm′ 〉 δq+km′−km =M3〈ukm|ukm−q〉δmm′ . (80)
.24 Raffaele Resta
The normalization factors cancel: we have in fact
〈Ψ0|ei 2piL
∑
i xi |Ψ0〉 = 1
M3N
det S =
M−1∏
m1,m2,m3=0
〈ukm |ukm−q〉, (81)
γ˜(el)x =
1
M2
M−1∑
m2,m3=0
Im ln
M−1∏
m1=0
〈ukm |ukm−q〉; (82)
the multi-band case is dealt with in detail in Ref. [11].
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