Abstract-This paper proposes a framework for qualitybased fault detection and diagnosis for nonlinear batch processes with multimode operating environment. The framework seeks to address 1) the mode partition problem using a kernel fuzzy C-clustering method, and the optimal cluster number will be guaranteed by a between-within proportion index; 2) the diagnosis problem using a contribution rate method based on an improved kernel partial least squares (PLS) model, by which better detection and diagnosis performances are provided; and 3) the classification of online measurements using a hybrid kernel PLS regression and the Bayes inference theory, where the new coming measurement can be correctly assigned to its constituent mode. The whole framework is developed for batch processes, and applied to the hot strip mill rolling process. It is shown using the real industrial data that for faults affecting the thickness and flatness of the strip steel in this process, the detection and diagnosis abilities of the present methods are better compared with the existing methods.
I. INTRODUCTION

W
ITH THE rapid development of the scale, degree of automation, and integration of industrial processes, challenges have emerged for practitioners with problems of frequently switched operating points, different operating batches, and strong nonlinearities [1] . The complexity also makes it even harder to guarantee the product quality, the most core profitable indicator for an industrial process. For example, in the hot strip mill rolling (HSMR) process, the increasing demands on product quality subject to the requirement on different grades of products and lower energy consumption have made it so complicated that it is involving different kinds of challenges in optimal control and process monitoring areas. Table I shows an overview of products in an HSMR plant, where it can be found that the most concerned quality indices by the plant engineers: the final thickness and width. Different from the qualitative modeling of product quality [2] , [3] , this work uses the quantitative one, which is famously quantified as quality variables. According to different uses, grades of strip steels are different and the annual output of them are also different. It is known that different grades of steel underly that the rolling system works in different operating modes, and also well known that the strip steel are produced coil by coil with each coil representing a batch. Noted that the multimode and multibatch properties in HSMR process are slightly different from those in chemical processes [4] . Another handicap for ensuring the product 0278-0046 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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TABLE I DIFFERENT TYPES OF STRIP STEEL PRODUCTS
quality is the strong nonlinearity in HSMR, in this case, the traditional linear theory will not be sensible. In recent years, to solve such kinds of problem, quality-related fault detection and diagnosis (QFDD) methods have been raised and proved to be useful for quality control [1] , [5] - [8] .
In general, QFDD methods can be divided into model-based ones and data-driven ones. Of them, the later developed using the process measurements have drawn more attentions over the past decades [9] , [10] . Its advantage is evident when dealing with some large-scale processes, as the first-principles models can not be accurately identifiable for this kind of process. The commonly used data-driven methods are multivariate statistics methods [11] , [12] , subspace aided data-driven methods [10] , machine-learning and signal process-based methods [7] , etc. However, for the nonlinear processes with multiple operating modes, the traditional approaches, e.g., principal component analysis (PCA) and partial least squares (PLS) that are for linear steady-state processes cannot be usable. For these processes, Zhao et al. used multiway PCA and PLS approaches [13] , [14] . In [14] , the multiway PLS was developed using the angles between different operating models, where the angle measures the similarities of two PLS models. In [15] , Hwang and Han proposed a hierarchical clustering-based super PCA model for real-time use. Doan and Srinivasan [16] resolved this problem by dividing the continuous multimode processes into different stages, and built models for each stage. Since then, a large number of stage division approaches have emerged to promote the development of multimode QFDD. Yu et al. combined the finite Gaussian mixture models (FGMMs) and Bayesian inference (BI) technique in [4] and [17] to identify the constituent modes. By FGMM method, different process modes can be represented using different Gaussian distributions with unique means and covariances. The method was introduced to dynamic processes by Haghani et al. [18] . The above-mentioned methods are all linear, thus, cannot well address the nonlinear multimode problem. To divide the nonlinear data, this paper would like to introduce a kernel fuzzy C-clustering method (KFCM) [19] . Furthermore, traditional approaches have not well understood how to obtain the optimal mode number. This is still an open topic, but can significantly affect the QFDD results. Thus, in this paper, a validity index called between-within proportion (BWP) that considers the geometric property of the data set will be introduced to solve this problem [20] .
The QFDD methods based on kernel PCA (KPCA) [21] and kernel PLS (KPLS) [22] models were widely applied, in which original process data are transformed into a feature space via a nonlinear mapping, and then a linear model is built in the feature space. With the aid of the kernel trick, the explicit nonlinear mapping function can be avoided. Recently, such kind of models have been extended to batch processes for QFDD [23] , [25] , [26] . However, KPLS has drawbacks such as low fault detection rate (FDR) and high false alarm rate (FAR) [5] . Thus, some improvements should be derived based on KPLS model to let it more efficient. Some other nonlinear methods like particle filter has been applied to resolve the nonlinear challenge [24] .
Once a quality-related fault is successfully detected, the root cause should be identified as soon as possible [7] . Many fault diagnosis approaches were developed, e.g., fault estimation [27] , discriminant analysis [28] , pattern matching using dissimilarity factors [29] , and contribution plot [30] . Of them, contribution plot method was broadly used, as it is free of a prior process knowledge [31] . Considering KPLS model with the kernel function involved, a contribution rate plot approach was proposed by Peng et al. [5] . It was also proved that this approach can be promoted to any kernel methods [5] .
Therefore, objectives of this paper are as follows: 1) to cluster the nonlinear multimode data using KFCMbased method, and optimize the mode number using a new BWP index; 2) to develop an improved KPLS model and contribution rate-based diagnosis for nonlinear QFDD; 3) to realize the online classification based on KPLS regression and Bayes inference; and 4) to apply the proposed approaches to a real HSMR process and compare the performance between the present and the existing ones. Two probability distributions are used in this work. Let χ 2 (l) be the χ 2 -distribution with l degrees of freedom; F (a, b) be the F -distribution with a and b degrees of freedom.
II. METHODOLOGY
In modern industry, emerging techniques have made the processes more integrated, e.g., in HSMR process, the same set of equipment can batch-wise produce different grades of strip steels. In this case, the fault diagnosis that designed for guaranteeing qualities of products becomes more and more challenging. Given the multibatch and multimode processes and quality data, this part resolves the problems using three methods: 1) KFCM clusters the different modes; 2) the improved KPLS model fulfils the QFDD; and 3) the combination of KPLS regression and Bayes inference makes the whole framework efficiently online applicable.
A. KFCM-Based Mode Partition and BWP Index
This section gives a detailed view on KFCM algorithm. LetX be the three-dimensional (3-D) multibatch data. After unfolding it to be two-dimensional (2-D) [17] , the data turn to be the form of X = [x 1 , x 2 , . . . , x n ] ∈ R κ×n that contain the mixed process data collected from different operating modes. It includes the process measurements Z ∈ R m×n and quality measurements Y ∈ R l×n in a way of X = Z Y . It is assumed in this part that no a prior process knowledge is available to partition them, hence, an unsupervised clustering method is needed. Among the exiting methods, the fuzzy C-clustering method (FCM) has been intensively used, as it is a soft fuzzy clustering that uses the membership matrix U to reduce the false clustering rate (FCR). In the sense of FCR, the method is better than K-means clustering (KMC) method, a hard clustering method. Let U ∈ R c×n and it is constrained
where c is the prespecified clustering number. For nonlinear clustering problem, it has been frequently encountered that the process nonlinearity can be linearly approximated after transferring x with a function φ (·). φ (·) may not have an explicit form or even project x onto a infinite-dimensional space by φ (x). Then, the KFCM seeks to minimize the objective function
and the ith clustering center, namely, C i , in thê m-dimensional linear space and δ a parameter for tuning the soft degree. Using the Lagrange multiplier method, and taking the derivative with respect to U and C gives
By iterating (2) and (3), the optimal U can be resolved until it is converged. In (3), d 2 i,j is calculated in the form of
By introducing the kernel trick:
. All the equations are arithmetically solvable. Generally, K(.) is called a kernel function [21] , and the Gaussian version
) is widely used [21] , where σ is a tunable parameter. After obtaining U , the data can be partitioned into c clusters based on entries of it, i.e, the ith data belongs to the jth cluster with the degree of u i,j .
The clustering number c shall be accurately determined beforehand, an optimal c will make the following fault diagnosis more reliable. In this paper, a new BWP index will be introduced [20] . First, define two kinds of distances, the first one is
which measures the minimum distance between jth element in the ith cluster (φ(x (j)i )) and the data in other clusters. The other one is
which measures the average distance between φ(x (j)i ) and other data in the jth cluster.
, namely the clustering result is correct, the BWP index approximates +1. On the contrary, the BWP index approximates −1. Thus, the BWP index can reflect the clustering validity of the examined method, i.e., the better clustering methods have the larger the BMP (approximate +1). Inductively, let BWP (c) =
be the average value of BWP, the optimal c opt should be the one with the maximum BWP (c). Noted that 2 < c < c max , c max can be defined depending on different processes. Given c opt and U , X can be successfully classified into X (i) for i = 1, . . . , c opt . Compared with the fuzzy C-mean clustering method, the present KFCM could 1) resolve the nonlinearity in HSMP data; and 2) effectively determine the optimal cluster number using BWP index.
B. Improved KPLS-Based QFDD
For nonlinear QFDD purpose, KPLS-based approaches have many advantages. Compared with the nonlinear methods in [32] , where nonlinear optimizations such as gradient descent, and nonlinear curve fitting-based approaches are used, the modeling of KPLS is free of this design and more straightforward to address the nonlinearity. Given the process and quality data within a single operating mode, which are expressed by Φ ∈ R N ×m and Y ∈ R N ×l , respectively. Let a single process measurement be φ ∈ Rm, which is an abbreviation of φ(z), by the convenience of kernel trick, K = ΦΦ T ∈ R N ×N and k = Φφ ∈ R N are satisfied. Actually, they are the normalized value based on the raw mapped data in a way [5] where K raw is directly calculated from the kernel function. Like the PLS model, the nonlinear iterative KPLS model is shown in Table II .
After the KPLS model, Φ and Y can be modeled as
with
The prediction model of KLS can be shown using the formation
Let the projector Π y equal ψ y ψ
Then, theŷ-related part of Φ can be written using
Instead, projecting φ onto the complementary space of ψ y
Since, this part may include theỹ-related part [5] , a further PCA decomposition on it is needed. To this end, the PCA model is developed as follows:
1) do an SVD on
store Aŷ⊥ eigenvectors as ω, and scale them with the eigenvalues [21] 
In order to thoroughly detect the quality-related faults, both Φŷ and Φỹ should be both taken into account. For monitoring the first part, it can be observed that Φŷψ y = Φψ y =Ŷ, thus this part can be monitored using a T 2 statistic [10]
where ψ T y Φ T y Φŷψ y =Ŷ TŶ , and
The threshold is normally derived based on the J th, [10] . For the second part, since it only consists of a very few variations, the SPE statistic could be given as
The threshold is calculated using J th,SPE = gχ For the seek of simplification, a combined statistic shall be developed based on the following approach [5] :
N ×N , details of it can be derived by integrating (9) 
Regarding the method, it is worth noting: 1) it can deliver higher fault detection performances, as it avoids the qualityorthogonal part inΦ, which is the completely quality-related part in KPLS; 2) it further includes the possible quality-related parts inΦ, while this part was left by KPLS modeling; and 3) it involves a simplified computation process compared with the method in [5] . The method involves an extra PCA model on an N × N (O(N 3 )) matrix than KPLS model, however, in [5] , the method includes one extra PCA on an l × l matrix and two additional PCA models on N × N matrices. It is evident that the new method can save many calculation efforts. Besides, the efficient implementation performance will be shown in Section III.
After a quality-related fault has been detected, it is urgent to find out the root cause for further corrective activities. The methods developed for KPLS-based diagnosis can be found in [5] and [25] . The contribution rate-based approach in [5] has been recently concerned, as it has more clear physical interpretation. The contribution rate of variable i to the increment of ϕ y when a fault occurs can be shown as
where
. v i is a scaling factor that can signify the change of the ith variable in the form of v i z i . The first part of (17) could be calculated as
Then, the second part is given using
where the ith element of ∂knew ∂vi | v=1m is shown in the following:
In the end, the variables that have larger contribution rates are thought as faulty potentials. Compared against the intensively used contribution plot, the contribution rate plot is concerned with quantifying each variable's impact on the change of the detection index, which allows it more adequate for kernel-based nonlinear methods.
C. A Hybrid KPLS Regression and Bayes Inference for Online Classification
The proposed QFDD framework will be used for the online measurement z new . The first step should identify its hidden mode. This section proposes a Bayes inference-based one. By employing the KPLS-based prediction model
The priori probability of z new belonging to the ith class can be defined as N i = n. By Bayes' theorem, the posterior probability that z new is within the ith mode is
where the priori probability of the ith cluster could be given by its proportion in the training data, or by the scheduled output volumes of this class. In the end, z new can be determined by
Compared with the methods in [17] and [18] , the present approach takes into account the quality variable to supervise classification procedure. In this sense, the classification result would be more reliable for QFDD purpose. The effectiveness of the method will be verified in the following section.
D. Summary of the Proposed Methods
Offline use of the framework consists of the following steps: 1) unfold the dataX to X, and identify the c modes using KFCM-based method and BWP index; 2) build the improved KPLS model using X, and train the regression model (9), detection model (15) , and diagnosis model (17) . Online use consists of the following steps: 1) collect z new online; 2) classify it into its mode using (24); 3) fault detection using (15) , judge logic (16), if a fault occurs, turn to Step 4), else turn to Step 1); 4) root-cause diagnosis using (17) , and loop to Step 1).
III. VERIFICATION STUDY: APPLICATION TO HSMR PROCESS
This part first presents an overview of HSMR process, and then shows the application and comparison results of the proposed framework.
A. Introduction to HSMR Process
The HSMR process is a complex system encountered in iron and steel industries. It can decrease the thickness of hot strip steel to the desired thickness, and keep the high-quality requirements for the flatness and width of the steel. In general, the HSMR process consists of six sections: reheating furnace, rough mill, transfer table and crop shear, finishing mill, run-out table cooling, and coiler. A generic streamline of HSMR can be found in [5] . The incoming strip steel is first reheated in the reheating furnace to reach the required temperature, and, then, in the rough mill section, it is roughly shaped to the desired thickness and width. After transported by the transfer table, the strip steel will arrive at the finishing mill section, where it will be accurately milled toward the preset width and thickness and fulfill the expected flatness. Then, the run-out table cooling section allows the strip to cool to the desired temperature, which allows the steel being of good mechanical property. The detailed descriptions of this process can be found in Peng et al. [5] and Ding et al. [1] . It can be observed that for the HSMR process, the four key quality variables are thickness, width, flatness, and temperature, of which the first three are primarily determined by the finishing mill rolling process (FMRP). Therefore, the focus of this example will be on analyzing and understanding the fault diagnosis issue in the finishing mill, as well, the thickness and flatness are selected as the basis of the work.
There are seven groups of stands in the FMRP. As shown in Fig. 1 , each group of stand has four rolls: two rolls located in the middle work directly on the strip steel, while the other two rolls support the working ones. Normally, before a strip arrives at the stand, the rolling force directly imposed on the upper supporting roll is computed based on the desired thickness reduction rate and the weight of the upper supporting roll. As well, the bending force that mainly affects the flatness and can also affect the thickness is set beforehand using some empirical equations [5] . It is noted that the deformation of the thickness is affected not only by the rolling and bending force but also by the temperature, rolling speed, and also by some other physical properties that depend on the specific strip steel. Physically speaking, besides the bending force, factors affecting flatness will be more complicated than thickness. Thus, it is hard to build precise, first principles model between the forces and output thickness and flatness for a single stand. In the overall FMRP system, the stands do not work individually, but are coupled with each other by different control methods. For example, in the seventh stand, the thickness is compared with the desired value and the difference can be fed back to adjust the rolling force in that or previous stands. It is noted that the thickness cannot be measured between two stands, instead the gap measurements between two working rolls can be measured by the height of the upper working roll. Due to the rebounding phenomenon, the thickness is approximately equal to the gap subtract the impact of the roll's stiffness. However, since the stiffness is hard to precisely calculate, it is impossible to adjust the downstream stands based on the upstream thickness. The thickness can only be measured using an X-ray device located at a distance from the stands; thus, it will cause time delay in the feedback control system. To be worse, the flatness cannot be online measured, instead, it has to be offline analyzed based on the signals from the CCD camera. The measurable variables and quality variables concerned in this example are shown in Table III . Note that, the flatness has the unit of I, which is only a symbolic without any physical meaning. This study uses z = [z for,1 ∼ z for,7 , z ben,2 ∼ z ben,7 , z gap,1 ∼ z gap,7 ] ∈ R 20 and y = y fla or y thi .
Remark 1: Corresponding to the chemical process, the multimode and multibatch properties in hot rolling processes are slightly different. It is clear in chemical process that the process may work in different modes that are always referred to production rates to fulfil the different demands, e.g., Tennessee Eastman process [10] . However, the rolling process, multimode typically refers to different specifications of steel. It is a profitable reason to produce different steels in the same streamline. In chemistry, polymerization sector in special, batch process is very appealing to save economic costs and decrease the control complexity. While in hot rolling, a batch represents a coil. The strip steel is produced coil by coil for convenient shipments.
B. Offline Training Phase of the Framework
FMRP is a typical batch process, where the strip steels are produced coil by coil with td coil by coil with the length varying from 1000 to 1500 m. As well mentioned in Table I , different grades of products underly that there are different operating modes for the system. Based on the two features, Fig. 2 shows a schematic of the FMRP data. It can be observed that the data set is 3-D with time axis, batch axis, and variable axis. The different batches also contain different operating modes which are distinguished by distinct colors. To conveniently analyze the data, it should be unfolded to be 2-D in a variable-wise way. The method is shown in Fig. 2 . After that, the resulting data matrix X can be modeled. First of all, the KFCM-based mode partition method is examined. Consider the flatness as the quality variable, four modes of data are collected from the plant historian with each mode having eight batches. Each run of batch contains 500 samples, thus, X ∈ R 21×16 000 is developed. Fig. 3 shows the result of BMP index obtained from KFCM method. It can be seen that the proposed method gives a consistent clustering number without a priori mode information. By contrast, the method using KMC and BMP index cannot show the correct optimal clustering number. It is worth noting that the proposed method assumes the case that parameters: δ, σ 2 , c max have been appropriately selected beforehand. Since the major focus of this paper is not here, thus, this process is omitted and one can refer to [5] for details. Finally, X (j) for j = 1, . . . , 4 that corresponds to different modes can be formed by comparing the entries in U ∈ R 4×16 000 . Since both quality variables cannot be immediately measured, the timely fault detection and diagnosis for them have to use the process measurement z. In this case, the improved KPLS model should be developed. Regarding each X (i) , the detection model (15) and diagnosis model (17) can be established.
For the thickness-related example, the same procedures are repeated. Two modes with thickness equaling 2.7 and 3.95 mm are used. Ten batch runs of them are attained from historian such that X ∈ R 21×10 000 . After the clustering phase, two models are obtained. Then, the fault detection and diagnosis models (15) and (17) are available for online use.
C. Online Application to FMRP
Two different faulty scenarios will be considered. 1) Fault Scenario 1: For 1 ≤ i ≤ 1400, the process operates in mode 2 without fault; for 1401 <i ≤ 2100, the process runs within mode 1 with fault occurred from the 1601st to the 1800th sample; for 2101 <i ≤ 3500, the process runs within mode 3 without fault. 2) Fault Scenario 2: For 1 ≤ i ≤ 3000, the process operates under mode 1 with fault from the 20th s. Scenario 1 is a flatness-related fault, it occurred when the gap sensor in the fourth stand malfunctioned. This fault will directly affect the gap and bending force measurements in the downstream stands, then, until the flatness value. Using the developed model, first of all, Fig. 4 shows the online classification results. It can be observed from which that the proposed method has successfully classified all the data to their constituent modes. Fig. 5 shows the detection results of Scenario 1. It can be seen that ϕ y detected this fault at around the 1600th sample. During the fault, the method kept a high detection rate until the fault vanished. The results can also be verified by the real flatness measurements, which is shown in Fig. 5 . This can prove that the method can correctly reflect the status of the quality variable even there is no accurate quality measurement. As well known that PLS and KPLS can also resolve this problem, these three methods were compared in terms of the FDR using Scenario 1. Table IV shows the results. It can be seen that improved KPLS behaves better than PLS and KPLS. Fig. 6 shows the contribution rate-based diagnosis results from the 1500th to the 1700th samples. It can be observed from around the 1600th sample that the contribution rate values of some variables started to increase. The 18th variable was particular, as it had the largest contribution rate. The result is consistent with the description of this fault. It is noted that the other variables also had large [8] for the calculation formula of FDR. contribution rates, e.g., the 7th (total force in 7th stand) and the 17th (gap in 4th stand). This can be understood by the fault smearing effect.
The fault in Scenario 2 was defined as the malfunction of the gap control loop in the fourth stand. It directly affected the gap measurement in this stand. Typically, measurements in the downstream stand will echo this change. Fig. 7 shows the detection results for Scenario 2. It can be seen that ϕ y detected this fault at around the 2000th sample, which behaves efficiently, as the fault occurred at this time instant. In addition, the results are consistent with the real thickness measurements as displayed in Fig. 7 . It is also worth noting that the thickness data become changed at around the 2350th sample, which also points out that the proposed method can identify faults largely before they are even noticed. Table IV provides the detection rates delivered by PLS, KPLS and improved KPLS, where it verifies the excellence of the proposed method. Fig. 8 demonstrates the diagnosis results of this fault. It was shown that variable 5 (total force in the 5th stand) and 17 (gap in the 4th stand) had the largest contribution rates. The results are correct consistently with the definition of this fault. Thus, it can be seen that the proposed nonlinear framework can effectively detect and diagnose faults before they are even noticed in the quality variables. This allows for efficient and prompting resolution of any potential problems. Finally, regarding the realtime implementation of the framework, it should be noted.
Remark 2: Most plant engineers concern largely on the computational cost of the proposed method due to the limited computation resources. The present approach is computer resource intensive, which is mostly attributed to the contribution rate-based fault diagnosis step. As shown in Section II-B, as a new process sample is available, the diagnosis step involves m repeated calculations of the contribution rate for each sample. The realtime operation of the model is time-consuming when using the laboratory-sized computer. According the test using the computer configured with Intel Core i7-3770 CPU, 8 GB memory, the overall operating time is larger than the real operating time (3 min). However, for the plantsized computer, the processor is significantly high-efficiency, which make it possible for realtime implementation of this method.
IV. CONCLUSION
This paper proposed the framework for QFDD with application to batch multimode processes. The framework consists of three relevant methods: multimode clustering, a nonlinear fault diagnosis method, and online classification of the new measurement. The training data from different operating modes were clustered using the nonlinear KFCM-based method, and a BWP index was developed for determining the optimal mode number. The KPLS method was improved by considering a higher FDR, and based on it, the contribution rate method was used for fault diagnosis. The online data were classified using the abilities of KPLS regression and Bayes inference.
The proposed methods were applied to a batch HSMR process to diagnose faults that affect the product's thickness and flatness. It was seen that the framework can show accurate clustering results, higher detection, and precise diagnosis performance.
Future work considers topics with dynamics and nonGaussian dataset in batch multimode processes to achieve optimal operating performance. 
