This paper addresses the regularization by sparsity constraints by means of weighted ℓ p penalties for 0 ≤ p ≤ 2. For 1 ≤ p ≤ 2 special attention is payed to convergence rates in norm and to source conditions. As main results it is proven that one gets a convergence rate of √ δ in the 2-norm for 1 < p ≤ 2 and in the 1-norm for p = 1 as soon as the unknown solution is sparse. The case p = 1 needs a special technique where not only Bregman distances but also a so-called Bregman-Taylor distance has to be employed.
Introduction
In this paper we discuss the regularizing properties of so-called sparsity constraints. We consider linear inverse problems with a bounded operator A : X → Y between two Hilbert spaces. Our setting is classical [12] : We assume that we are given noisy data g δ ∈ Y such that there exists g + = Af + with g + − g δ Y ≤ δ. Our aim is to reconstruct f + from the noisy data g δ . It is well known that this problem is ill-posed if and only if the range of A is non-closed [12] .
Recently regularization with sparsity constraints has become popular due to the influential paper [9] . In this setting one assumes, that the unknown solution has a sparse representation in a certain orthonormal basis or frame (ψ k ) of X, i.e. the unknown solution f + can be expressed as f + = u k ψ k where the sum consists of a few (and especially finitely many) terms only. This knowledge is used to set up a so-called sparsity constraint for Tikhonov regularization, i.e. the regularized solution is given as a minimizer of
with a suitably chosen function φ. The parameter α > 0 is a regularization parameter and the weighting sequence w k > 0 allows to regularize each coefficient individually. For the weighting sequence we assume that it is bounded away from zero: w k ≥ w 0 > 0. Several choices of φ are possible. In [9] it is argued that the choice φ(s) = s p for 1 ≤ p < 2 promotes sparsity of the minimizer. A heuristic explanation is that this functions give a higher weight to small coefficients and lower weight to large coefficients. Of course the cases p < 1 or even p = 0 will produce sparse minimizers but in this case the convexity of the functional is lost and minimizers need not to exist (see [16] for a discussion of the case A = I).
For notational convenience we introduce the synthesis operator B : ℓ 2 → X defined by Bu = k u k ψ k . We define K = AB and rewrite the Tikhonov functional as
The calculation of a minimizer of the above functional is not a straightforward task. Convergent algorithms in the infinite dimensional setting for 1 ≤ p ≤ 2 were proposed and analyzed in [4-6, 9, 10, 14] . Generalizations to joint sparsity [13] , nonlinear operators [2, 17, 18] and the case p = 0 [1] have been proposed. In this paper we are going to discuss the regularizing properties of sparsity constraints. First results on this topic can be found in [9] where convergence of the minimizers in X (resp ℓ 2 ) for vanishing noise and the parameter choice α(δ) such that α → 0 and δ 2 /α → 0 has been shown. Moreover, it is shown that, in the special case of wavelet bases with a special class of weights which lead to Besov spaces, convergence rates can be achieved. The paper [18] also deals with convergence of the minimizers and the proofs there show that convergence in the stronger ℓ 1 norm holds. Sparsity constraints can also be discussed in the framework of regularization in Banach spaces like, e.g., in [7, 8, 15, 19, 20] . In these papers convergence rates for general convex regularization are given in terms of Bregman distances. In this paper we focus on convergence rates for sparsity constraints in norm, i.e. in the norm in X resp. ℓ 2 or the ℓ 1 -norm. The paper is organized as follows. Section 2 presents auxiliary results and in Section 3 results on convergence rates for Tikhonov regularization with (1) for 1 < p ≤ 2 are presented, especially we illustrate the role of the source condition. Section 4 treats the case p = 1 which is considerably different and a different technique has to be used. The Section 5 collects preliminary results on the regularization with p < 1. Here, no convergence rates can be given so far, and are not to be expected in general. In the last section we draw conclusions.
Notation. We denote with ℓ p w the weighted ℓ p space, i.e. the sequences u such that w k |u k | p converges. We consider the spaces ℓ p w for 0 < p < ∞ which are normed spaces (quasi-normed for p < 1) when equipped with the (quasi-)norm u p,w = ( w k |u k | p ) 1/p . By ℓ 0 we denote the set {u : N → R : u k = 0 for finitely many k} of finitely supported or sparse sequences and with ℓ 0 w the set {u : N → R : w k sgn(|u k |) < ∞}. For simplicity we write u = u 2 and the inner product of u, v ∈ ℓ 2 is denoted by u| v . Moreover, we will frequently use component-wise application of operators to sequences,
we denote the multivalued sign while sgn stands for the usual sign with sgn(0) = 0. For an operator A : X → Y between two Hilbert spaces the Hilbert space adjoint is denoted by A * : Y → X.
Preliminary results
In this section we collect preliminary results which are needed in the following.
As a first result we report that the cases 1 ≤ p < 2 indeed promote sparsity and that p = 1 lead to finitely supported minimizers.
Proof. Every minimizer u of Φ fulfills
For p > 1 the inclusion becomes an equation and since the left hand side is an ℓ 2 sequence, the right hand side is also in ℓ 2 . It follows that
For p = 1 assume that u / ∈ ℓ 0 w 2 i.e. the sum w 2 k sgn(|u k |) diverges. Hence, every other choice of a sign in (2) also leads to a diverging sum and it follows that the left hand side in (2) can not be an ℓ 2 sequence, which is a contradiction.
The next statement is on convergence of minimizers of (1) for δ → 0.
Theorem 2.2 ( [9]
). Assume that either p > 1 or K is injective, w k ≥ w 0 > 0, and let u α,δ be a minimizer of Ψ from (1) . If the parameter choice α(δ) fulfills
This says that that the method is indeed a regularization. To get a statement on the rate of convergence the true solution u + has to fulfill some source condition. This will be topic of sections 3 and 4.
Next we state a basic inequality which we will need in the following.
In this section we analyze the "easiest" case 1 < p ≤ 2. The main result goes as follows.
Theorem 3.1. Let 1 < p ≤ 2, w k ≥ w 0 > 0 and let u α,δ be a minimizer of Ψ given in (1) . Furthermore let u + fulfill the source condition
Then for the choice α ∼ δ it holds
Proof. Due to the minimizing property we have
Since |u 
Rearranging gives
Applying the source condition (3) and the Cauchy-Schwarz inequality leads to
Adding and subtracting g δ in the last norm and denoting ρ = θ Y p/2 leads to
Rearranging and completing the squares gives
This finally implies
and
The assertion follows with α ∼ δ.
Since w k ≥ w 0 we can deduce the following corollary immediately.
Corollary 3.2. Under the assumptions of Theorem 3.1 it holds
We state a few remarks to illustrate Theorem 3.1.
Remark 3.3 (Constants in the O-notation). From (6) one deduces that
and hence, the constant in the O notation only depends on ρ. From the estimate (7) we have
In this case, the constant depends also on κ from Lemma 2.3 for which it holds
where C is an upper bound on |u [7] ). In the case of a general convex and lower-semicontinuous penalty functional J, Burger and Osher proved that the source condition ∃θ :
leads to a convergence rate
Here ∂J denotes the subgradient of J, ξ ∈ ∂J(u + ) and
is the Bregman distance, see also [15] . One can also deduce Theorem 3.1 from this result by noting that this source condition is precisely the one in Theorem 3.1 and that for 1 < p ≤ 2 the Bregman distance of J(u) = w k |u k | p can be bounded from below:
for u α,δ − u + < M (which follows from Lemma 2.3 or the inequalities of Xu and Roach, see [21] [22] [23] 
4 Regularization with p = 1
We now turn to the case p = 1. In this case previous results give convergence rates in the Bregman distance only [7, 15, 19, 20] . Moreover, Remark 3.4 does not apply, since the function J(u) = k w k |u k | is not strictly convex and hence, the Bregman distance with respect to the functional J(u) = w k |u k | can not be estimated by the ℓ 2 -norm in general. It holds ∂J(u) = (w k Sgn(u k )) k . One sees that the Bregman distance fulfills
Consequently, the Bregman distance is zero as soon as the signs of u and u + coincide and a convergence rate regarding the Bregman distance does not give satisfactory information, see also [8] .
To prove a convergence rate like in Theorem 3.1 we need the following lemma which can be found in similar form in [5] . As an important ingredient we need the so called FBI property, also from [5] . 
Then there exists λ > 0 such that
Proof. We define I = {k | sgn(u + k ) = ±1} which is a finite set. We estimate
Denoting with I c the complement of I and with P I c the projection onto the subspace where all coefficients in I are zero we get (using u
To establish an estimate for the remaining part P I u we start with u = P I u + P I c u and use the inequalities of Cauchy-Schwarz (in the form − u| v ≤ u v ) and Young (ab ≤
Since I is finite and K obeys the FBI property there is a constant c > 0 such that c P I u 2 ≤ KP I u 2 Y . Moreover, again since I is finite, we can estimate the 2-norm from below by the 1-norm which leads toc
Combining this with (11) gives
Applying this estimate to u − u + instead of u and adding the inequality (10) leads to
By estimating the 1-norm from below by the 2-norm in (10) we get
and hence,
which proves the claim.
While the term R from (9) is a Bregman distance, the term T from (8) can be seen as Taylor distance: We define the functional
and observe that the term T can be rewritten as
Consequently, T is the remainder of the Taylor expansion of the fidelity term F . Therefore, Lemma 4.2 can be seen as an estimate on the Bregman-Taylordistance R + T . Lemma 4.2 enables us to prove the main result of this paper: 
Then for every
Since the convergence u α,δ → u + is known from Theorem 2.2 we can use Lemma 4.2 to obtain αλ u α,δ − u
With the source condition (12), the notation ρ = θ Y /2, and the CauchySchwarz inequality this gives αλ u α,δ − u
Adding and subtracting g δ in the last norm and rearranging leads to αλ u α,δ − u
Dividing by (1 − α) and completing the square on the left hand side gives
Finally, this gives
The choice α = δ proves
For p = 1 the source condition says that u + must only have a finite number of non-zero entries. This is the natural limit for p → 1 as can be seen from Remark 3.5.
Theorem 4.3 is remarkable since, as mentioned in Remark 3.3, the constant in the O-notation in Theorem 3.1 blows up to infinity for p → 1. Equation (13) shows that the constant in the O-notation depends on the constant λ from 
(note that the negative sign on the left hand side is a typo in the original paper). This source condition is difficult to check in concrete situations. Applied to the situation of Theorem 4.3 it reads as:
There exists ξ ∈ w Sgn(u + ) such that
This condition is for example fulfilled if the sequence w k is bounded and 
Regularization with p < 1?
The functional (1) is not convex if p < 1. Hence, there is no guarantee for uniqueness or existence of a minimizer. In this section we show two extreme examples: One in which there exist minimizers which can be computed explicitly and regularization can be proven and the other where no minimizer exists at all.
Regularization is possible
In this example we use an orthonormal basis which is perfectly adapted to the operator: the singular basis. The singular value decomposition (σ k , ψ k , φ k ) of the operator A consists of the singular values σ k and two orthonormal bases ψ k and φ k of X resp. Y . The operator A can now be expressed as ǫ > 0 there is an index k 0 such that g − h k0 Y ≤ ǫ. We define the operator A on the basis (ψ k ) by
Proposition 5.5. Let K be defined by (20) , g 2 Y > α and let further g be not a multiple of h k for every k. Then the functional
does not have a minimizer.
Proof. Since the penalty term k sgn(|u k |) does only depend on the number of coefficients we minimize separately over subspaces of a given dimension n.
As first case we consider n = 0, i.e. we minimize just over u = 0. We observe that Ψ(0) = g 2 Y .
As second case we observe that Ψ(u) ≥ 2α if u has more than two different non-zero entries.
The last case is to minimize over the one-dimensional subspaces X k = span{e k } where e k is the canonical basis of ℓ 2 . The values of Ψ are
Since {h k } is dense in the unit ball may take d k = g Y and find a sequence h l such that g Y h l → g for l → ∞. Hence, the minimal value of Ψ over all subspaces X k is α, i.e. inf
and this infimum is not attained since g is not a multiple of a basis vector h k .
It is clear that a similar example can be constructed if the vectors h k accumulate at a single point: take g as the accumulation point of h k . Remark 5.6. We remark that also the constrained model
is not well posed with K from (20) 
Moreover, for sufficiently large l, u ǫ,δ = e l is a solution of (P ǫ ) with ǫ = τ δ with τ > 1 (assumed that the norm of g δ is not too small). Finally, u ǫ,δ − u + = √ 2 is not converging to zero for ǫ = τ δ and δ → 0.
Conclusions
In this paper the regularizing properties of sparsity constraints have been analyzed. Special attention was payed to convergence rates in norm and to the source conditions. For 1 < p ≤ 2 we could show, as a simple application of the results of Burger, Osher [7] and the inequality of Xu and Roach [23] (or the basic inequality in Lemma 2.3 from [4] ), that a convergence rate √ δ in the 2-norm can be achieved by a source condition saying that u + has to be in a weighted ℓ p space with small p, see Remark 3.5. The case p = 1 needed a special technique: the Bregman-Taylor-distance from [5] . Applying this, a convergence rate √ δ in the stronger 1-norm could be achieved under the source condition that u + is finitely supported. The incipient discussion on regularization with p < 1 showed two things: First, regularization may or may not be possible and second, the regularization properties depend on the interplay of the operator A and on the choice of the basis functions (ψ k )-a phenomenon which is not known for p ≥ 1. One may conjecture that if the operator A acts well on the basis (ψ k ) (in the sense that the values
are not too large) regularization is possible. This would parallel observations in the framework of compressed sensing on the mutual coherence of dictionaries, see [11] .
