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Abstract
The effect of atmospheric circulation on temperature variability and trends in Finland in 1979–2018 is studied using a trajec-
tory-based method. On the average 81% of the detrended interannual variance of monthly mean temperatures is explained by 
the start points of the three-dimensional trajectories, with the best performance in autumn and winter. Atmospheric circulation 
change is only found to have had a small impact on the observed annual mean temperature trends, but it has considerably 
modified the trends in individual months. In particular, changes in circulation explain the lack of observed warming in June, 
the very modest warming in October in southern Finland, and about a half of the very large warming in December. The 
residual trends obtained by subtracting the circulation-related change from observations are robustly positive in all months 
of the year, exhibit a smoother seasonal cycle, and agree better with the multi-model mean temperature trends from models 
in the 5th Coupled Model Intercomparison Project (CMIP5). Nevertheless, some differences between the residual trends 
and the average CMIP5 trends are also found.
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1 Introduction
The observed evolution of climate results from the interplay 
of two factors. On one hand, climate is affected by changes 
in external forcing on different time-scales (e.g., anthropo-
genic increases in greenhouse gas concentrations and varia-
tions in stratospheric aerosol load due to volcanic eruptions). 
On the other hand, the non-linear dynamics of the climate 
system generate substantial internal variability. A separa-
tion between forced change and internal variability would be 
valuable, for example, when testing climate models for their 
ability to simulate climate response to increasing greenhouse 
gas concentrations.
The effects of external forcing and internal variability can 
be approximately separated in single-model ensembles of 
climate model simulations, in which the ensemble members 
share the same external forcing but have different realiza-
tions of internal variability (e.g., Selten et al. 2004; Deser 
et al. 2012, 2014). Averaging over a sufficient number of 
ensemble members, internal variability largely cancels out, 
leaving a good approximation of the externally forced cli-
mate change. However, this method is not applicable to the 
real world, where only one realization of climate is available.
Since atmospheric greenhouse gas concentrations have 
increased gradually over a period of several decades, the 
resulting forced climate change should also be a smooth 
function of time, assuming that this forced response is 
approximately linear (Tebaldi and Arblaster 2014). Con-
versely, a large fraction of internal variability occurs on rela-
tively short, interannual-to-decadal time-scales. Therefore, 
calculating trends over a sufficiently long period of time 
helps to better discern the anthropogenic climate change 
signal. Still, on local to regional scales, internal climate vari-
ability may substantially affect even multi-decadal trends in 
climate (Deser et al. 2012, 2014). This holds even for surface 
air temperature, which generally has a higher signal-to-noise 
ratio between the greenhouse gas induced change and inter-
nal variability than, for example, precipitation and sea level 
pressure (Räisänen 2001; Deser et al. 2012).
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A major cause of surface climate variability is variation 
in atmospheric circulation (Parker 2009; Deser et al. 2012, 
2014; Saffioti et al. 2016, 2017). For example, surface air 
temperature is affected by circulation both directly via the 
advection/energy convergence mechanism and because cir-
culation impacts diabatic heating, particularly by regulat-
ing cloudiness (Holmes et al. 2016; Räisänen 2018). Thus, 
isolating the effect of atmospheric circulation might help 
to better delineate the underlying long-term anthropogenic 
climate change that would have occurred without the change 
in circulation (Saffioti et al. 2016).
To complicate the matter, atmospheric circulation may 
change as part of forced anthropogenic climate change as 
well as a result of internal variability. For example, Saffioti 
et al. (2017) analysed an ensemble of climate model simula-
tions from the 5th Coupled Model Intercomparison Project 
CMIP5 (Taylor et al. 2012) for the Representative Concen-
tration Pathways (RCP) 8.5 scenario, and found that 13% of 
the 40-model mean winter warming in Scandinavia in the 
years 2006–2050 was explained by atmospheric circulation 
change. Nevertheless, circulation changes in climate models 
tend to have a low signal-to-noise ratio, becoming robust 
only when averaged over a large number of model simula-
tions (see also Selten et al. 2004 and Deser et al. 2012). To 
the extent that these model results serve as a guide for real-
ity, this leads to the hypothesis that most of the atmospheric 
circulation changes observed during the past few decades 
have resulted from internal variability rather than from 
external forcing.
A wide range of statistical methods have been used to 
describe the effect of atmospheric circulation on surface 
climate variability; examples are listed in the introduc-
tions of Smoliak et al. (2015) and Saffioti et al. (2016). 
These methods all share the premise that, in a stationary 
climate, a similar atmospheric circulation should be asso-
ciated with similar surface climate conditions. However, 
they differ in several aspects of their formulation. One 
of the main choices is the variables used to describe the 
circulation. Sea level pressure is probably the most com-
mon choice, but geopotential heights or winds at higher 
atmospheric levels can also been used (e.g., Klein and 
Walsh 1983). Another choice is the time resolution of 
these predictor variables. When the interest is on interan-
nual climate variability, monthly mean data are commonly 
used. However, some studies have used daily data (e.g., 
Fereday et al. 2018; Gallagher et al. 2018), which give 
potentially more robust information on the relationship 
between circulation and surface climate by providing a 
larger sample size. Finally, a variety of approaches have 
been used for characterizing the statistical dependence 
of surface climate on the pressure or height fields that 
describe the circulation. Most of these fall within the fami-
lies of regression and analog methods. Examples of the 
former include ordinary linear regression using either indi-
ces of large-scale circulation variability [such as the North 
Atlantic Oscillation index in Karpechko et al. (2015)] or 
multiple principal components of the pressure or height 
field as predictors (e.g., Saffioti et al. 2016, 2017), as well 
as partial least squares regression (Smoliak et al. 2015). 
Analog methods have been based on objective classifica-
tion of pressure patterns (e.g., Gallagher et al. 2018) or 
other measures of similarity (e.g., Cattiaux et al. 2010), 
and on the constructed analogue technique (Deser et al. 
2016; Lehner et al. 2017).
In this study, we aim to quantify the effect of atmospheric 
circulation on temperature variability and trends in Finland 
in the years 1979–2018. We build on Parker (2009), who 
related variations of Central England temperature to air mass 
origin using a trajectory-based method. Such a trajectory-
based approach has at least two attractive features. First, the 
geographical origin of air is directly related to the likely 
effect of temperature advection, particularly in seasons with 
a strong climatological temperature gradient. Second, back-
trajectories implicitly account for the fact that temperature 
at any given time is affected by the atmospheric circulation 
in the preceding days as well as the concurrent circulation. 
Nevertheless, we extend the method of Parker (2009) in two 
important ways:
1. Three-dimensional instead of horizontal trajectories are 
used. This improves the performance of the method par-
ticularly during the warm season.
2. Trajectories with different durations (24–168 h) and end 
levels (550–1000 hPa) are considered. Combining the 
information from the various alternatives turns out to 
provide a better description of temperature variability 
than any single duration/end level combination alone.
In hydrostatic balance, increasing temperature reduces the 
vertical derivative of pressure and thus causes a systematic 
increase in geopotential height at constant pressure levels 
above the surface (Toumi et al. 1999). However, wind and 
therefore trajectories are governed by the horizontal gradi-
ent rather than the absolute value of geopotential height. 
Because of this, a trajectory-based description of circula-
tion is much less affected by greenhouse gas induced global 
warming than a method based directly on atmospheric 
geopotential heights would be. In addition, time series are 
detrended in this study when analyzing the relationship 
between circulation and temperature (Sect. 2).
The methods and the data sets used are documented in 
Sect.2. The observed temperature trends in Finland and 
the results of the trajectory-based analysis are described in 
Sect. 3. Then, in Sect. 4, the observed temperature trends 
with and without the circulation effect subtracted are com-
pared with the temperature trends found in the CMIP5 
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simulations. Finally, the main conclusions are given in 
Sect. 5. Several additional figures are provided as supple-
mentary material.
2  Methods
We relate daily mean surface air (2 m) temperatures from 
the European Climate Assessment & Dataset gridded 
E-OBS dataset version 19.0e (Haylock et al. 2008) to tra-
jectories calculated from 6-hourly horizontal wind compo-
nents and vertical motion (ω) in the ERA-Interim reanalysis 
(Dee et al. 2011). The E-OBS data are averaged over two 
1° latitude × 2° longitude boxes: region South in southern 
(61°–62°N, 23°–25°E) and region North in northern Finland 
(67°–68°N, 26°–28°E) (Fig. 2). Due to the large horizontal 
scale of monthly and longer term temperature variability, 
the precise delineation of these regions is unimportant (for 
example, qudrapling of their area had virtually no effect on 
the results). The ERA-Interim data have a higher native reso-
lution but were reduced to a 50 hPa vertical and 2.5° × 2.5° 
horizontal grid to cut down the data volume. The study cov-
ers the years 1979–2018.
To put the observed temperature trends in context, global 
climate model simulations from CMIP5 are used in Sect. 4. 
Temperature trends in the two study areas are calculated for 
the same set of 42 CMIP5 models as used in the Intergov-
ernmental Panel on Climate Change 5th assessment report 
(Collins et al. 2013), concatenating the historical simula-
tions for 1979-2005 with RCP4.5 simulations for 2006-2018. 
Since the four RCP scenarios are still close to each other in 
the early 21st century, the choice between them is largely 
arbitrary (van Vuuren et al. 2011).
Parker (2009) calculated geostrophic winds from sea level 
pressure, used them to trace the origin of air masses arriving 
to Central England, and in this way identified the component 
of temperature variability associated with atmospheric cir-
culation. For the current study, his method was modified and 
extended in several ways. First, back-trajectories were calcu-
lated from seven end levels, 550–1000 hPa, at 75 hPa inter-
vals. Second, the calculation was based on analyzed rather 
than geostrophic winds, and vertical motion was included. 
Third, the method of relating temperature anomalies to tra-
jectory origin was revised. The details are described below.
Back-trajectories ending in the centres of the two study 
areas (61.5°N, 24°E and 67.5°N, 27°E) at each of the 
seven levels were calculated four times per day (00, 06, 12 
and 18 UTC). Wind and vertical motion were interpolated 
linearly between the longitudes, latitudes, pressure levels 
and times included in the reanalysis, and the air parcels 
were then traced back using a 10-min time step. The start 
coordinates of the trajectories were registered for seven 
trajectory durations: 24, 48, 72, 96, 120, 144 and 168 h. 
For each end day and each trajectory duration, the coordi-
nates of the 00, 06, 12 and 18 UTC trajectories were aver-
aged before relating them to the daily mean temperature 
anomaly in the E-OBS data set.
The dependence of temperature on the coordinates of 
the trajectory origin was estimated using regression analy-
sis. First, the coordinates were transformed to a rotated 
grid in which the centre of the southern or northern target 
area is at (0°N, 0°E). Then the coefficients in the linear 
regression equation:
were determined using the least squares method. Here ΔTday 
is the anomaly in daily mean temperature relative to the 
40-year (1979–2018) mean for the same day and N = 19 is 
the number of predictors. The predictors fi are first- (x, y, 
z), second- (x2, y2, z2, xy, xz, yz) and third-order (x3, y3, z3, 
x2y, xy2, x2z, y2z, xz2, yz2, xyz) functions of x, y and z, which 
are defined as follows: x = sin (휆) cos (휑) , y = sin (휑) , and 
z = Δp . Here 휆 and 휑 are the longitude and latitude of the 
trajectory start point in the rotated grid, and Δp is the pres-
sure difference between the trajectory start and end points. 
These formulations allow x and y to change nearly linearly 
with distance for short trajectories, while simultaneously 
avoiding spuriously large far-field values and discontinuities 
that would result from using 휆 and 휑 directly. The coeffi-
cients a0…aN were estimated separately for each 12 calen-
dar months. Examples of the resulting regression fields are 
shown in Fig. S1.
The focus in this paper is on monthly temperature 
anomalies. The simplest way to estimate their circulation-
related component is to average the daily anomalies from 
(1):
where the over bar indicates a time mean. However, although 
ΔT1 and the observed monthly temperature anomalies ΔTobs 
are in many cases highly correlated, ΔT1 severely underes-
timates the amplitude of the anomalies. Furthermore, the 
residuals ΔTobs − ΔT1 exhibit a systematic positive correla-
tion with ΔT1 itself (see Fig. 1 for an example). Therefore, 
revised estimates for the monthly temperature anomalies 
were derived by using ΔT1 as the predictor:
(1)ΔTday = a0 +
N∑
i=1
aifi + 휀
(2)ΔT1 = a0 +
∑N
i=1
aifi
MON
(3)ΔT2 = b0 + b1ΔT1.
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The values of b1 vary with month, trajectory end level and 
trajectory duration but almost invariably exceed one. For 
the case in Fig. 1, b1 ≈ 1.5 , which is typical.1 There are at 
least two potential explanations for this result. First, monthly 
means of temperature may be more sensitive to atmospheric 
circulation than daily mean temperatures, because temper-
ature variations on the daily time scale are more strongly 
damped by the surface heat capacity. Second, uncertainties 
in the trajectory calculation introduce noise to the predictors 
on the right-hand-side of (1), which makes the least-squares 
regression coefficients for daily temperature variability 
smaller than they would be in the absence of noise. On the 
monthly time scale, most of the noise cancels out, allowing 
b1 in (3) to exceed one.
The trajectory duration (24–168  h) and end level 
(550–1000 hPa) are both somewhat arbitrary choices. In 
general, medium-long (72–120 h) trajectories ending at mid-
levels (700–850 hPa) are found to give the smallest regres-
sion residuals, but this minimum is not sharp (Fig. S3). 
Therefore, a consensus estimate for the circulation-related 
monthly temperature anomaly is calculated as
where the brackets indicate averaging over all the 49 (dura-
tion, end level) combinations and the coefficients c0 and c1 
are estimated from linear regression against ΔTobs.
(4)ΔT3 = c0 + c1⟨ΔT2⟩
(a) (b)
Fig. 1  a Anomalies of December mean temperature in area 
South from observations (red) and the estimate △T1 from Eq.  (2) 
(blue), using 96-hour trajectories ending at 850  hPa. The resid-
ual ΔTobs − ΔT1 (gray) is shown at the bottom. b The relationship 
between ΔT1 and ΔTobs − ΔT1. r =correlation coefficient
Fig. 2  Linear trends in annual mean temperature in Finland from 
1979 to 2018 in the E-OBS data set. The areas South (S) and North 
(N) are also indicated
1 b0 is small but differs from zero because the regression is applied 
in a leave-1-out mode, so that the mean temperature anomaly in the 
sample used for calculating the coefficients is not exactly zero.
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In all of (1), (3) and (4), the regression coefficients 
were calculated separately for each year, using only the 
data for the other 39  years. Thus, the predicted tem-
perature anomalies are independent from the observed 
temperature anomaly. Furthermore, the predictor and 
predictand time series were linearly detrended when 
deriving the regression coefficients. These choices serve 
to minimize both artificial skill in the regression and the 
aliasing between circulation-related variability and non-
circulation-related climate change.
3  Results
In this section, the observed temperature trends in the study 
area are first described (Sect. 3.1). Then, the ability of the 
trajectory-based approach to explain interannual temperature 
variability is documented (Sect. 3.2). After this, the result-
ing estimates of circulation-induced temperature trends are 
presented (Sect. 3.3) and their meteorological interpretation 
is studied (Sect. 3.4).
3.1  Temperature trends in Finland
In the years 1979–2018, the annual mean temperature 
increased everywhere in Finland (Fig. 2a). The 39-year 
linear trends in the E-OBS data set vary from 1.3 °C near 
the southeastern border to 3.5 °C in northwestern Lapland, 
although some of the local variability might reflect inhomo-
geneity in the underlying station observations. The average 
trends in areas South (1.9 °C) and North (2.7 °C) are fairly 
representative for southern and northern Finland.
The observed temperature trends vary from month to 
month, with generally smaller warming in summer than in 
winter (Fig. 3). In particular, June mean temperatures have 
slightly decreased in South and remained nearly constant in 
North. There is also a distinct local minimum in warming 
in October in South, between larger warming in September 
and November. By contrast, a sharp maximum in warming 
occurred in December particularly in North, with a 39-year 
trend of 6.5 °C. It is tempting to hypothesize that at least 
some of these irregularities in the observed temperature 
Fig. 3  Linear trends in monthly mean temperature from 1979 to 2018 
in (red) South and (blue) North
(a) (b)
Fig. 4  Explained variance of temperature anomalies for a South and 
b North. Blue and yellow: daily and monthly anomalies, using the 
best duration—end level combination for each; red: monthly anoma-
lies, consensus model, crosses: linearly detrended monthly anomalies, 
consensus model
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trends have been caused by changes in the atmospheric 
circulation.
3.2  Performance of the regression model
In Fig. 4, the performance of the trajectory-based regression 
is measured by the explained variance
 
where ΔTres is the difference between the observed and 
predicted temperature anomalies. Four general conclusions 
hold for both the southern and the northern area. First, the 
explained variance is typically larger for monthly than daily 
mean temperatures (yellow vs. blue bars). Second, monthly 
and to some extent daily temperature variability is predicted 
better in autumn, winter and early spring (September to 
March/April) than in late spring and summer (April/May to 
August). This aligns with the results of Parker (2009) and 
is most likely explained by the larger climatological tem-
perature gradient in the first-mentioned seasons. Third, the 
consensus model (4) almost invariably outperforms the best 
single-level/single-duration model (3) (red vs. yellow bars), 
when the latter is chosen based on the explained annually 
averaged variance. Even when the best single-level/single-
duration model is selected separately for each month, which 
clearly involves a risk of over-fitting (DelSole and Shukla 
2009), the consensus model is still better in about half of all 
cases (not shown). Finally, detrending of the time series for 
1979–2018 increases the explained variance (crosses vs. red 
bars). This suggests that atmospheric circulation has caused 
a larger fraction of the interannual variability than of the 
long-term trends of temperature in Finland.
Statistics for explained annually averaged variance are 
given in Table 1; note that these values are affected most by 
winter months when temperature variability in Finland is 
largest. For the monthly mean temperature anomalies, the 
best single-level/single-duration model is 850 hPa/120 h in 
(5)E = 1 −
ΔT2
res
1979−2018
ΔT2
obs
1979−2018
South and 625 hPa/72 h in North. The explained variance 
decreases towards higher and lower trajectory end levels and 
shorter and longer trajectory durations, but not very steeply 
(Fig. S3). The advantage of the consensus model relative to 
the best single-level/single duration model is 4% in South 
and 7% in North. For detrended temperature anomalies, 
the explained variance of the consensus model is about 5% 
larger than without detrending, reaching 81% in both two 
areas.
The lower part of Table 1 addresses the question whether 
the third-order regression model with 19 predictor terms 
could have been replaced by a simpler model. In fact, a 
first-order model with just three predictors (x, y, z) explains 
only 5-8% less, and a second-order model (x, y, z, x2, y2, z2, 
xy, xz, yz) only 0.7–1% less temperature variance than the 
third-order model. Thus, the difference in the performance 
of the third- and second-order models is small, and the 
choice between them also has little impact on the inferred 
circulation-related temperature trends (not shown). Finally, 
a third-order model that excludes all terms with z included, 
and thus only uses the horizontal location of the trajectory 
start point, also explains 76% of the detrended monthly tem-
perature variance. The inclusion of the trajectory start level 
increases the explained variance substantially from May to 
August, but its effect in autumn and winter is very small 
(Fig. S4).
The regression maps between trajectory start point and 
temperature anomalies (Fig. S1) show physically expected 
geographical patterns. Trajectories originating from south 
(north) are typically associated with positive (negative) 
temperature anomalies throughout the year. There is also 
a pronounced east–west gradient in late fall and win-
ter, with warmer temperatures for trajectories originating 
from the Atlantic Ocean than from the Eurasian continent. 
This east–west gradient is reversed in summer but is much 
weaker. In spring and summer, trajectories descending from 
upper levels are associated with warmer temperatures than 
those rising from lower levels (Fig. S2). This may partly 
reflect the adiabatic warming of descending air, but may 
also be because descending motion tends to reduce cloud 
cover and hence increase the solar radiation reaching the sur-
face. In autumn and winter, the dependence of temperature 
Table 1  Explained annual 
mean variance of temperature 
anomalies (%) 1979–2018
South North
Daily, best level/duration (S: 925/72, N: 925/72) 55.5 50.9
Monthly, best level/duration (S: 850/120, N: 625/72) 72.1 68.5
Monthly, consensus model 76.0 75.3
Monthly, detrended, consensus model 81.0 80.8
Monthly, detrended, consensus model, only 1st order terms 73.3 75.7
Monthly, detrended, consensus model, 1st + 2nd order terms 80.3 79.8
Monthly, detrended, consensus model, only horizontal terms 76.2 75.9
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on the vertical motion along the trajectories is much less 
pronounced.
3.3  Circulation and temperature change
Time series of observed monthly mean temperature anoma-
lies and the consensus regression-based predictions ΔT3 
(Eq. (4)) are shown in Fig. 5. The differences between these 
two are also included. Similar diagrams for all 12 months 
and both the two areas are provided in Figs. S5-S6.
The four cases in Fig. 5 were chosen because of their 
unexpectedly large or small observed trends (Fig. 3). In all 
of them, circulation change is found to play an important 
role. In June in South (Fig. 5a), slight cooling was observed 
(− 0.3 °C in 39 years), but the trend associated with circu-
lation change is even more negative (− 1.6 °C), leaving a 
residual warming of 1.3 °C. Similarly, the near absence of 
warming in South in October is due to a markedly negative 
circulation contribution (− 1.4 °C) (Fig. 5b). By contrast, 
circulation change has greatly amplified the warming in 
December, explaining about half of the 3.9 °C warming in 
South and the 6.5 °C warming in North (Fig. 5c, d). As 
expected, the interannual variability in the residual time 
series is always smaller than the observed variability, mak-
ing the signal-to-noise ratio of the warming larger for the 
residual series.
Figure 6a, b show the observed 39-year monthly tempera-
ture trends (red bars) and the circulation-related trend (blue 
bars) for all 12 months and the two areas. An uncertainty 
estimate for the circulation-related temperature trends is 
also shown. This is based on the assumption that, without 
circulation variability, temperature would have changed lin-
early with time from 1979 to 2018. Under this conservative 
assumption, all the detrended interannual variability in the 
residual time series ΔTobs − ΔT3 in Fig. 5 would result from 
the inability of the trajectory approach to fully represent the 
effects of atmospheric circulation. Neglecting interannual 
(a) (b)
(c) (d)
Fig. 5  Time series of temperature anomalies in a June, b October and 
c December in South, and d December in North. Red: observations; 
blue: the consensus trajectory-based prediction ΔT3 from Eq.  (4); 
gray: the residual ΔTobs − ΔT3. The least-squares linear trend lines 
(dotted) and the corresponding 39-year temperature changes (num-
bers in  °C) are also included
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autocorrelation, the standard deviation of the circulation-
induced trends was estimated as
where 휀t are the detrended residuals and N = 40 is the num-
ber of years. The error bars in Fig. 6 span 1.686 standard 
deviations around the best-estimate trend, representing 
the 5–95% confidence interval of the t distribution with 38 
degrees of freedom.
In both two study areas, the largest circulation-related 
warming is found in December and November (Fig. 6a, b). 
The contribution of circulation change is also significantly 
positive in September. Conversely, the circulation effect has 
been significantly negative in March and June, and in South 
in October. In January, there is a contrast between significant 
circulation-related warming in North and cooling in South. 
Also note the wider error bars for the circulation-induced 
temperature change in Fig. 6a, b in winter than in summer 
(6)휎trend =
������ 1N − 2
∑N
t=1
휀2t∑N
t=1
�
t −
N
2
�2
months. Although circulation explains a larger fraction of 
the observed temperature variability in winter than in sum-
mer (Fig. 4), the residual variability is still larger in winter 
when the observed variability is much larger.
Due to opposing contributions in different months of the 
year, the effect of circulation change on the annual mean 
warming in Finland in 1979–2018 is found to be modest: as 
a best estimate − 0.1 °C (5–95% uncertainty range − 0.4 °C 
to 0.3 °C) in South and + 0.1 °C (− 0.3 °C to 0.5 °C) in 
North.
The error bars in Fig. 6a, b represent the accuracy at 
which the regression method can quantify the effect of the 
observed atmospheric circulation change on temperature 
changes in 1979–2018. They do not tell us whether these 
circulation-induced temperature changes can be explained 
by internal variability, or whether they included a forced 
trend that might be expected to continue in the future. To 
evaluate these possibilities, internal variability in circula-
tion-induced 39-year temperature trends was estimated by 
replacing 휀t in (6) with the detrended circulation-induced 
temperature anomalies. The circulation-induced temperature 
trends in 1979–2018 were found to be outside the 5–95% 
(a) (b)
(c) (d)
Fig. 6  Linear trends of monthly mean temperature in (left) South 
and (right) North. In a and b, the red bars show the observed trend 
and the blue bars the best-estimate circulation-related trend. In c and 
d, the residual trends are shown. The error bars indicate the 5–95% 
uncertainty range in the circulation-related trend and the residual 
trend based on interannual variability
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range of internal variability in only three out of the 24 cases: 
in June in South, and in June and December in North (Fig. 
S7). Considering this result, it seems unlikely that one can 
extrapolate these trends to the future.
Subtracting the circulation-related trends from the 
observed temperature trends gives the residual trends shown 
in Fig. 6c, d. These residual trends have a much smoother 
seasonal cycle than the actually observed trends (red bars in 
Fig. 6a, b), and the residual warming is statistically signifi-
cant in all 12 months. However, there is a strong seasonal 
contrast between large warming in winter and smaller warm-
ing in summer and early fall. In South, the best-estimate 
monthly residual trends vary from 1.2 °C in July to 3.9 °C 
in January, in North from 1.3 °C in October to 4.2 °C in 
February.
3.4  Physical interpretation
Having analyzed the effect of atmospheric circulation trends 
on temperature trends, a natural follow-up question is how 
the circulation actually changed. One complication here is 
the fact that changes in both the horizontal and the vertical 
distribution of the trajectory start points might play a role. 
Furthermore, these two are not independent of each other, 
since horizontal and vertical motion in the atmosphere tend 
to be correlated. However, it appears that changes in verti-
cal motion have generally not been very important or, at 
least, that the relationship between vertical and horizontal 
motion along the trajectories has not changed substantially. 
This can be inferred from Fig. 7, which compares the cir-
culation-related temperature trends from the 3-dimensional 
(a) (b)
Fig. 7  Circulation-related linear trends of monthly mean temperature in (left) South and (right) North, as calculated with the 3-dimensional 
(solid line) and the horizontal regression model (dashed line)
(a) (b) (c)
Fig. 8  The contours show the linear trend in the density of trajectory 
start points from 1979 to 2018 (96-h trajectories ending at (61.5°N, 
24°E, 850  hPa), contour interval 0.3%  10−6  km−2 (39  years)−1, 
dashed for negative values, zero contour omitted). To obtain the den-
sity trends, the number of trajectory start points was first counted in 
10°lat × 15°lon grid boxes, after which the smth9 smoothing function 
in the GrADS software was applied to further emphasize the general 
features. The colours indicate the average daily temperature anomaly 
in South as a function of the trajectory start point based on regres-
sion model (1), for 96-h trajectories starting and ending at 850 hPa. a 
June, b October, c December
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third-order regression model (19 predictors in (1)) with the 
horizontal third-order model mentioned in Sect. 3.2 (nine 
predictors formed of x and y alone). The circulation-related 
cooling in May and June is larger for the 3-dimensional than 
the horizontal model, and the same applies to the circula-
tion-related warming in South between July and Septem-
ber. Otherwise, the differences between the two models are 
small, indicating that it is sufficient to consider the changes 
in the horizontal position of the trajectory start points.
To exemplify the change in the horizontal start points 
of the trajectories, we focus in Fig. 8 on the southern area 
and the same 3 months as in Fig. 5a–c. As it is impractical 
to show maps for all trajectory durations and end levels, 
we choose 96-h trajectories ending at 850 hPa, this being 
a representative example. To put the changes in the trajec-
tory start points in context, the colours in Fig. 8 indicate the 
distribution of average daily temperature anomalies based 
on the regression model (1). Similar maps for all 12 months 
are shown in Fig. S8.
In June (Fig. 8a), there has been an increase in trajectories 
originating from northern Scandinavia and the Nordic Seas, 
whereas trajectories from the Black Sea region have become 
less common. This trend, which is indicative of a general 
increase in northerly flow, is conducive to lower tempera-
tures. The trend pattern in October (Fig. 8b) shows a similar 
northward shift, with an increasing frequency of trajectories 
starting from northern Russia and the Arctic Ocean, and 
a decreasing frequency from southern Europe. In Decem-
ber (Fig. 8c), trajectories far from the west (western North 
Atlantic and eastern Canada) have become more common, 
those from nearby areas in northern Russia and the Arctic 
Ocean less common. Consequently, the circulation-related 
temperature trend is strongly positive (Figs. 5c and 6a).
4  Comparison with CMIP5 simulations
The observed monthly temperature trends in 1979-2018 and 
the residual trends obtained by subtracting the circulation 
effect are compared with the CMIP5-simulated temperature 
trends in Fig. 9. The variation between the CMIP5 mod-
els is large. Since local, relatively short trends in monthly 
mean temperatures are analysed, most of this variation likely 
results from internal variability in the models, particularly 
variability in the atmospheric circulation (cf. Deser et al. 
2014). The observed temperature trends in both South and 
North fall within ± 1 standard deviation of the CMIP5 multi-
model mean in eight out of the 12 months, just as expected 
if the observed and the simulated trends came from the same 
distribution. None of the observed monthly temperature 
trends is out of the range of the 42 CMIP5 simulations (not 
shown). Closest to this comes the cooling in June in South, 
which is exceeded in two of the 42 models.
Assuming that changes in atmospheric circulation in 
the CMIP5 models are dominated by internal variability, 
or that they are forced but model-dependent, their effect on 
temperature change should be strongly reduced when aver-
aging over the 42 models. If this is true, the multi-model 
mean temperature change should be only weakly affected 
by atmospheric circulation change. This also leads to the 
expectation that the residual warming should fall closer to 
the multi-model mean warming than the observed warm-
ing does. This is indeed the case when considering the 
12 months together. In South, the root-mean-square differ-
ence from the average CMIP5 monthly temperature trends 
is 1.12 °C for the observed trends but only 0.68 °C (39% 
smaller) for the residual trends. The corresponding numbers 
for North are 1.71 °C, 1.01 °C and 41%.
(a) (b)
Fig. 9  Linear trends in annual mean temperature in a South and b North from 1979 to 2018. Red: observations from E-OBS; blue: observations 
minus effect of circulation change; black: CMIP5 multi-model mean; shading: CMIP5 multi-model mean ± 1 intermodel standard deviation
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The agreement between the residual warming and the 
multi-model mean warming is still not perfect. First, the 
annual mean residual warming exceeds the CMIP5 multi-
model mean. The difference is modest in South (2.0 °C 
vs. 1.7 °C) but larger in North (2.5 °C vs. 1.8 °C). Sec-
ond, the seasonality in the residual warming is larger. The 
residual warming in winter (December–January–Febru-
ary) exceeds that in summer (June–July–August) by a fac-
tor of 2.4 (3.2 °C/1.3 °C) in South and by a factor of 1.8 
(3.4 °C/1.9 °C) in North. The corresponding ratios for the 
CMIP5 multi-model mean warming are 1.3 in South and 
1.5 in North.
Identifying the causes of the model–observation dif-
ferences remains an important topic for further research. 
Here we list some of the main possibilities that should be 
considered.
1. The comparison of the residual warming with the CMIP5 
multi-model mean warming is not clean, because the lat-
ter may also be to some extent affected by atmospheric 
circulation change. However, if the findings of Saffioti 
et al. (2017) extend to the period considered in this 
study, subtracting the effect of atmospheric circulation 
change should in fact slightly reduce the multi-model 
mean winter warming in Scandinavia. This would rather 
amplify than reduce the difference between models and 
observations. Ideally, the simulated residual warming 
should be quantified directly by repeating be trajectory 
analysis for the CMIP5 simulations, but this is precluded 
by limitations in data availability.
2. Despite excluding at least most of atmospheric circula-
tion variability, the residual warming might be affected 
by long-term internal variability in ocean conditions. 
In particular, there was a shift from the negative to the 
positive phase of the Atlantic Multidecadal Variability 
in the 1990s (i.e., the warming of sea surface tempera-
tures in the North Atlantic has exceeded the global aver-
age), although its causes are still debated (Sutton et al. 
2018). Both model simulations and observations suggest 
that such a shift should promote warmer conditions in 
northern Europe, with the largest effect in the northern-
most parts of the area (Lyu and Yu 2017). This could 
thus have amplified the residual warming relative to 
the CMIP5 multi-model mean warming and might also 
explain why the difference between these two is larger 
in northern than southern Finland.
3. Climate models might misrepresent some of the feed-
backs that regulate the magnitude of the greenhouse gas 
induced warming. The fact that the observed residual 
warming exceeds the CMIP5 multi-model mean warm-
ing particularly in winter and in North in spring suggests 
that snow processes might play a role. The strength of 
the snow-albedo feedback varies substantially between 
the CMIP5 models but, based on the variations of tem-
perature and surface albedo during the seasonal cycle, 
the models do not seem to systematically under- or over-
estimate this feedback (Qu and Hall 2014). On the other 
hand, satellite retrievals suggest a decreasing trend in 
surface albedo in Scandinavia in the years 1982–2015 
already before the start of the snow melt period (Anttila 
et al. 2018). Such an albedo decrease, which is distinct 
from the traditional snow-albedo feedback, might reflect 
either changes in vegetation or climate (e.g., less snow in 
trees in milder winters). To evaluate the potential impor-
tance of this issue, comparison between observed and 
simulated trends in surface albedo would be needed.
4. The effects of some non-greenhouse-gas forcing agents 
may be inaccurately represented in the CMIP5 simula-
tions. For example, sulphur emissions in Europe as well 
as upstream in North America have strongly decreased 
since 1980 (Vestreng et al. 2007; Aas et al. 2019). If cli-
mate models underestimated the regional cooling caused 
by sulphate aerosols, the decrease in sulphur emissions 
could have induced a larger warming in the real world 
than in the models (e.g., Wild 2012). Land use changes 
might also be a factor, but it appears unlikely that they 
have had a major impact on recent temperature change 
in Finland. Large areas of peat land have been drained 
and forested in Finland since the 1920s, but the resulting 
temperature changes in regional climate model simula-
tions are modest, with a local maximum warming of 
about 0.4 °C in April in western Finland (Gao et al. 
2014). Moreover, most of this land use change already 
occurred before the period analyzed in this study.
Warming in Finland started well before the period con-
sidered in this paper. Mikkonen et al. (2015) report a best-
estimate 2.3 °C increase in the national mean temperature 
between the decades 1847–1856 and 2004–2013, using a 
dynamic linear model approach to isolate the long-term 
trend underlying the observations. The contrast between 
winter and summer trends was even larger than that in 
1979–2018: a mean warming of 3.3 °C in December–Janu-
ary–February and 0.9 °C in June–July–August. Clearly, their 
study and the present analysis overlap in time periods, and 
the results are therefore not independent. Still, the findings 
of Mikkonen et al. (2015) reinforce the conclusion that the 
warming in Finland has had, this far, a larger winter-to-sum-
mer contrast than expected based on the CMIP5 simulations. 
Before the causes of this difference are understood properly, 
it is premature to speculate whether the same will also hold 
in the future.
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5  Conclusions
A trajectory-based method was used to diagnose the effect 
of atmospheric circulation changes on interannual variability 
and trends of surface air temperature in Finland in the years 
1979–2018. The main findings are as follows:
• On the average, 81% of the detrended interannual varia-
bility of monthly mean temperatures is explained by vari-
ation in the start points of the trajectories. The explained 
variance is larger in autumn, winter and early spring than 
in late spring and in summer.
• Climate in Finland warmed substantially during the study 
period, with a 39-year annual mean linear trend of 1.9 °C 
(2.7 °C) in the southern (northern) Finland study area. 
These annual mean trends were insignificantly affected 
by atmospheric circulation change, which provided a 
best-estimate contribution of − 0.1 °C in the south and 
0.1 °C in the north.
• Despite their small effect on the annual mean warming, 
changes in atmospheric circulation substantially modi-
fied the seasonal cycle of temperature change in Finland 
in 1979−2018. In particular, they explain the lack of 
observed warming in June, the very modest warming in 
October in southern Finland, and about a half of the very 
large warming in December.
• The residual trends obtained by subtracting the circulation-
related change from observations are robustly positive in 
all months of the year and exhibit a smoother seasonal 
cycle than the actually observed temperature trends.
• The residual temperature trends agree better with the 
CMIP5 multi-model mean trends than the observed 
trends do. However, they still exhibit a larger contrast 
between winter and summer warming than the CMIP5 
multi-model mean. In addition, the annual mean residual 
warming exceeds the CMIP5 multi-model mean warming 
particularly in northern Finland. Despite several potential 
candidates, the causes of these differences remain largely 
unclear.
The current trajectory-based method is also applicable 
to other areas. Therefore, a natural extension of this study 
would be a wider analysis of the contribution of atmospheric 
circulation change to observed temperature changes in dif-
ferent parts of the world. Furthermore, despite the large data 
needs of the trajectory calculation, an application of this 
method to at least some climate model simulations would 
clearly be beneficial.
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