Let (R, m) be a Cohen-Macaulay local ring and let I be an ideal. There are at least five algebras built on I whose multiplicity data affect the reduction number r(I) of the ideal. We introduce techniques from the Rees algebra theory of modules to produce estimates for r(I), for classes of ideals of dimension one and two. Previous cases of such estimates were derived for ideals of dimension zero.
Introduction
Let R be a commutative Noetherian ring, and let I be one of its ideals. A reduction of I is an ideal J ⊂ I such that I n+1 = JI n . The least such integer n is the reduction number of I relative to J, and is denoted by r J (I). Reductions play a role in the theory of finite morphisms of the blowup Blow V (I) (Spec(R), with the reduction number being a control element. In case R is a local ring (of infinite residue field), minimal reductions are particularly valuable because they help control the cohomology of the blowup. We are interested in the minimum value of r J (I), which we denote by r(I), from among all possible minimal reductions.
Reduction numbers are derivative invariants of I, often measuring the interplay amongst the 'primary' invariants of the ideal. It can achieve very low values, as in the case when R is a Cohen-Macaulay local ring and the Rees algebra of I is also Cohen-Macaulay: according to [6] , r(I) < dim R. Several of these notions can be defined on graded algebras and R-modules, and here we want to exploit this even when we focus on ideals.
In this paper we shall seek to extend to ideals of positive dimension the quadratic relationships between the reduction number r(I) and various multiplicities that were developed 0 2000 AMS Mathematics Subject Classification. Primary 13H15; Secondary 13D40, 13H10. 0 Key Words and Phrases. Cohen-Macaulay ring, Hilbert function, multiplicity, reduction number, Rees algebra.
* Partially supported by the NSF.
in [4] and [12] for ideals of dimension zero. Figuratively, for an ideal, module or algebra A (graded in the appropriate case), where the notions of reduction number r(A), multiplicity d(A) and dimension d have been defined, there are usually no direct relationships between these quantities. More correctly, the relationship between r(A) and d(A) is mediated through various agents such as dimensions, Castelnuovo-Mumford regularity, Hilbert function, and numerical information in the syzygies associated to one of the various algebras built on I: R[It, t 
F(I)
We want to capture these possibilities by inequalities of the form
where d(A) is some 'degree' of A (deg(A), arith-deg(A) or even some extended degree Deg(A) ( [4] ), and f is a polynomial of low degree. For example, if I is an m-primary ideal and the residue field of R has characteristic zero, then r(I) < arith-deg(gr I (R)),
where gr I (R) is the associated graded ring of I.
There are other bounds mediated by different agents, thus, according to [12] , for a Cohen-Macaulay local ring (R, m) of Krull dimension d, a m-primary ideal I of multiplicity e(I), satisfies
where h is some integer h < d such that depth gr I (R) ≥ h. The method of [12] was dependent on the Cohen-Macaulayness of R and on I being a m-primary ideal. To extend to more general rings required in [9] replacing e(I) by the length λ(R/J), where J is a minimal reduction of I. The reduction number of an ideal is actually a property of its fiber cone, F(I) = gr I (R)⊗ (R/m), and therefore a major issue is how I affects the properties of F(I). For example, if the residue field of R has characteristic zero, r(I) < arith-deg(F(I)).
To refine this bound, in a manner that is responsive to other properties of I, is a challenge. It is a difficult task to track the properties of I in its passage to F(I). A practical approach to this problem begins by attempting to bound the Hilbert function of the fiber cone of I, ν(I n ) for all n, by a polynomial f (n) of degree s − 1, f (n) depending on the various extended multiplicities of I. Solving for the least solution of
which may require a convenient form for f (n), and using a result of [5] , gives n > r(I). This provides for a reduction L generated by s elements and an attached bound for r L (I).
In case I is m-primary, s = (I), and L is a minimal reduction. If however dim R/I ≥ 1, this approach only provides for a reduction L with fewer generators. It is helpful however to find a minimal reduction J of L in order to apply r J (I) ≤ r L (I) + r J (L).
We will take two paths to these estimations. First, by extending to ideals of positive dimension the methods that have already been used for ideals of finite co-length. Then we exploit an opening provided by the consideration of the Rees algebra of the conormal module. It is a small gap but sufficiently enough to lead to several other cases of ideals of low dimension.
Our more precise aim is to be obtain analogs of (1) and (2) for ideals of dimension 1 and 2. Our two main results are the following. In both, R is a Cohen-Macaulay local ring of dimension d, with an infinite residue field. For an ideal I, we set G = gr I (R) for its associated graded ring.
• Theorem 4.6: If I is a Cohen-Macaulay ideal of dimension 1 that is generically a complete intersection, then r(I) < e(G).
• Theorem 4.10: If I is a perfect Gorenstein ideal of dimension 2 and R/I is normal, then r(I)
Actually, both estimates come close to bounding the reduction numbers r J (I) for an arbitrary reduction J of I, the so-called big reduction number br(I) of I.
General techniques
In this section we convert quickly the techniques used in [4] to estimate the number of generators of the powers I n of certain ideals.
Codimension minus one trick
Let (R, m) be a Cohen-Macaulay local ring of dimension d > 0, with an infinite residue field, and let I be an ideal of height g < d; and set = (I) for the analytic spread of I. Let J 0 = (a 1 , . . . , a h ) be part of a minimal reduction of I, with the a i 's forming a regular sequence. Now from the embedding
We need to bound the right hand by a polynomial f (n) of degree at most − 1 in order to apply the comments above. The first term is simply
so it presents no difficulty since h ≤ g ≤ ≤ d. The other term arises from an ideal of the Cohen-Macaulay S = R/J n 0 , whose properties are traceable to those of R and ordinary multiplicities of R/I. The heart of the matter is to estimate the number of generators of the ideal I n /J n 0 , using some multiplicity of S but still bounded by a polynomial of degree − 1.
Two variants can be introduced: (i) Since one can use other kinds of multiplicities, some of which may work well for non Cohen-Macaulay rings, we do not have to choose J 0 to be a complete intersection. (ii) To achieve a minimal reduction J with the desirable reduction number, one may first use the technique to achieve an intermediate reduction L, as indicated above.
Let us indicate how this works in practice by extending a result of [4] to a much wider class of filtrations. 
Proof. We pick J 0 as above:
is an ideal of height g − 1 with the a i 's being part of a minimal reduction of I. This already accounts for the summand
By the other assumption, I n /J n 0 is a Cohen-Macaulay ideal of height 1 of the CohenMacaulay ring R/J n 0 . Thus I n /J n 0 is a Cohen-Macaulay module and therefore
Let J = (J 0 , x) be a minimal reduction of I. Since x is regular module J 0 , we have
What we need will be provided in a estimate of multiplicities based on a well-known theorem of Lech ([7] ): Theorem 2.2 Let (R, m) be a Noetherian local ring of dimension d and let I be an mprimary ideal. Then
We formulate it replacing I by its integral closure I, which can only sharpen the inequality. Proposition 2.3 Let R be a Cohen-Macaulay local ring of infinite residue field and let I be an equimultiple ideal of codimension g. If J is a minimal reduction of I then
Proof. Consider how the associativity formula for multiplicities relates to R/J:
where p runs over the minimal primes of J; since I is equimultiple, they are the same as the minimal primes of I. We note that λ(R p /J p ) is the Samuel multiplicity of the ideal I p . By Theorem 2.2,
Noting that e(R p ) ≤ e(R), we obtain
giving the asserted bound. 2
Multiplicity of the special fiber
We give an application of the method to derive estimates for the multiplicity of the special fiber of m-primary ideals. Let (R, m) be a Cohen-Macaulay local ring of dimension d and let I be an m-primary ideal. The surjection of d-dimensional rings
gives the inequality deg(gr I (R)) = e(I) ≥ e(F(I)). The following observation permits the derivation of another kind of bound, one that involves the next coefficient, e 1 (I), of the Hilbert polynomial of I. Let J = (a 1 , . . . , a d ) be a minimal reduction of I, and consider the exact sequence of modules of finite length
Taking lengths, we have
For n 0, replacing λ(R/I n ) by the Hilbert polynomial of I, we obtain
from the cancelling of the term e(I)
Proposition 2.4 Let (R, m) be a Cohen-Macaulay local ring and let I be an m-primary ideal. Then
Proof. From the estimate for the number of generators of I
for n 0, we obtain
which together with the observation in (5) proves the assertion. 2
In another application of this technique, we are going to derive a bound for the reduction number of a m-primary ideal of an arbitrary Noetherian local ring (R, m). Theorem 2.5 Let (R, m) be a Noetherian local of dimension d and infinite residue field. For an m-primary ideal I,
where
Lemma 2.6 Let (R, m) be a Noetherian local ring of dimension one. For any ideal I and for any parameter x, ν(I) ≤ λ(R/(x)).
Proof. We have used repeatedly the version of this result for Cohen-Macaulay rings. For the general case, set L = H 0 m (R) and consider the two exact sequences
Tensoring by R/(x), we get the exact sequences
The second of the preceding sequences give
On the other hand, from the first sequence we have λ(R/xR) = λ(L/xL) + λ(R /xR ). Finally, λ(I /xI ) ≤ λ(R /xR ), since these are the multiplicities of the Cohen-Macaulay ring R and its Cohen-Macaulay submodule I (see [3, Section 4.7] ). Combining the inequalities we have the desired relation.
2
Proof of Theorem 2.5: As in the proof of Proposition 2.1, we set J 0 = (x 1 , . . . , x d−1 ) and estimate the number of generators of the ideal M = I n /J n 0 of the one-dimensional local ring R/J n 0 . We use induction in n.
It will be enough to estimate the number of generators of factors such as M = M/M 0 → J n−1 0 /J n 0 and add up. Note that the module J n−1 /J n 0 is a homomorphic image of the module F n−1 of (n − 1)-forms in d − 1 variables over the ring R/J 0 . Therefore M is a homomorphic image of a submodule of F n−1 , all of which can be generated by λ(R/J) · rank (F n−1 ). The rest of the proof is as in Proposition 2.1.
If R is Cohen-Macaulay, λ(R/J) = e(I), the multiplicity of the ideal I. Observe in this case that x does not have to be chosen in I, it could be a parameter for the maximal ideal of R/J 0 . In particular, if I ⊂ m s , we could replace in the formula e(I) by e(I) s .
Number of generators of Cohen-Macaulay ideals
Let (R, m) be a Cohen-Macaulay of dimension d and let I be an ideal of height g > 0. If I is a Cohen-Macaulay ideal, there are at least two approaches that can be used to bound the minimal number of generators of I in terms of the multiplicity data.
A very general approach uses the method of extended multiplicities. These are numerical functions (denoted by Deg(·)) on modules that coincide with the classical multiplicity of local rings or graded modules (denoted by deg(·)). A typical expression from [4] is:
where Deg(·) is any extended degree function and r = depth R/I. If I is a Cohen-Macaulay ideal, Deg(R/I) = deg(R/I), and we have (see also [10] )
The other method, which we already outlined, has a different character: Let J 0 be an ideal generated by a regular sequence of g − 1 elements, J 0 ⊂ I. Preferably J 0 should be part of a minimal reduction of I. We have
since I/J 0 is a maximal Cohen-Macaulay module of rank 1 over the Cohen-Macaulay ring R/J 0 . The issue is to relate deg(R/J 0 ) to deg(R/I).
Let us consider the case of an ideal I that is equimultiple. The first approach is somewhat not sensitive to this additional information. Let us consider two applications of the second method. First, let R be a Gorenstein ring and suppose J = (J 0 , x) is a minimal reduction of I. Since x is regular modulo J 0 , we have deg(R/J 0 ) ≤ deg(R/J),
Consider the exact sequence The difference between the two approaches is more pronounced when we seek to estimate the multiplicity of a Cohen-Macaulay ideal of the form R/I n for some positive integer n. The point is that the multiplicity of R/I n , for n large, is a polynomial of degree g. On the other hand, using the second method we obtain
and therefore
which in the equimultiple case gives
Theorem 3.1 Let R be a Cohen-Macaulay local ring with infinite residue field and let I be an ideal of height g > 0. If I is normally Cohen-Macaulay then
The proof is similar to that in [4] in the m-primary case.
If the ideal I is not normally Cohen-Macaulay the term Deg(R/I) − deg(R/I) in (8) must be taken into account. The simplest case is that of an ideal I of dimension one. One may proceed as follows, using the function Deg(·) = hdeg(·) of [12] (A = R/J n 0 , ω A the canonical module of A):
The last term vanishes and Ext
has finite length and therefore we may write
Finally an easy calculation shows that Ext
A (R/I n , ω A ), a module which by local duality has the same length as H 0 m (R/I n ). To sum up, we have the estimate
The last term in this expression, λ(H 0 m (R/I n )), is not very predictable. We will now give the method of [1] that in dimension two is more suitable to the purpose here. Proof. Let K be the Koszul complex associated to {x, y}. For any finitely generated R-module M , the Euler characteristic of the complex K(M ) = K ⊗ M is the multiplicity e(x, y; M ) of the module M (see [3, Theorem 4.7.4] ),
, and noting that H 1 (K(I)) = H 2 (K(R/I)) = I : (x, y)/I and H 2 (K(I)) = 0, we obtain e(x, y; I) ≥ ν(I) − λ(I : (x, y)/I).
From the additivity of the function e(x, y; ·), we have e(x, y; I) ≤ e(R), giving rise to the desired inequality.
We may refine the bound (12) as follows:
Corollary 3.3 Let (R, m) be a Cohen-Macaulay local ring of dimension at least two and let I be an ideal of dimension one. Let J 0 be a subideal of I generated by a regular sequence of d − 2 elements. If (x, y) is a minimal reduction of m modulo J 0 , then for all integers n ≥ 1
Equimultiple ideals of dimension one
Let I be an ideal of dimension one as above but assume that I is equimultiple. Let J = (a 1 , . . . , a d−1 ) be a minimal reduction. Let us discuss a reduction to the case when the ideal can be generated by d elements. Consider the sequence
since R/J n is Cohen-Macaulay. As we have by Proposition 2.3 that
we solve
and get a reduction L generated by d elements satisfying
What is needed now is an estimate for the reduction number of L, since if K is a minimal reduction of L, with r K (L) = s, it would follows that r K (I) ≤ r + s.
Rees algebra of the conormal module and multiplicities
Let (R, m) be a quasi-unmixed local ring of dimension d and let I be an ideal of codimension g that is generically a complete intersection. We denote by G the associated graded ring of I. The conormal module has rank g and its Rees algebra R(I/I 2 ) is isomorphic to G modulo its R/I-torsion. For simplicity we denote it by G ,
When I is an ideal of dimension 1, or R/I has isolated singularities, H(I) = H 0 m (G). In this case, from the exact sequence in which the associated primes of G do not contain those of H(I), we obtain the equality of arithmetic degrees
arith-deg(G) = arith-deg(H(I)) + arith-deg(G ).
Throughout this section, in order to have this description of H(I) we shall assume that I/I 2 is torsionfree on the punctured spectrum. We want to make the case that the examination of both H(I) and of G play a role in the determination of the reduction number of I in terms of the arithmetic degree of G. A first observation is that if J is a minimal reduction of I, then H(I) and G are graded R[Jt]-modules and we will seek the degrees of the equations of integral dependence of the elements of R[It] acting as endomorphisms of these modules.
We will now pay attention to some of the general properties of H(I) of G . We note that dim G = dim R = d, and that dim G /mG < d, since m contains regular elements on G . In the theory of Rees algebras of modules, the dimension of the special fiber of G is called the analytic spread of the module
Definition 4.1 The inertial analytic spread of of I is the dimension of the module H(I). We will denote it by h(I) = dim H(I).
A first observation is that since H(I) is annihilated by a power of m, it admits a filtration whose factors are modules over G ⊗ R/m = F(I). It follows that
A more concrete elementary observation is the following: Proof. Using the Artin-Rees lemma, choose s to be large enough so that H ∩ m s G = 0. This leads to the exact sequence 
These observations will be useful for two reasons. First, we can use the theory of CayleyHamilton polynomials to bound the degrees of endomorphisms on H(I); second, the fact that (I/I 2 ) is usually smaller than (I), allow us to get a simpler reduction for the module than the ideal I itself allows.
Ideals of dimension one
The first application of this setting is: Proposition 4.5 Let (R, m) be a Cohen-Macaulay local ring and let I be an ideal of dimension 1 that is generically a complete intersection. Let H = H 0 m (G). If H = 0 then dim H = d and the algebra defined by
Proof. We only have to show that e(R/I) = e(G ). The R/I-module E = I/I 2 (modulo torsion) admits a reduction F ⊂ E which is a free module. Thus the Rees algebras R(F ) ⊂ R(E) have the same multiplicity. Since R(F ) R/I[T 1 , . . . , T d−1 ], we get the asserted equality of multiplicities. 2 Theorem 4.6 Let (R, m) be a Cohen-Macaulay local ring and let I be an ideal of dimension 1 that is generically a complete intersection. Suppose further that R contains a field of characteristic zero. Then r(I) < e(G).
Proof. We may assume that R is a complete local ring. Let J be a minimal reduction of I and view the terms of the exact sequence
as modules over the Rees algebra R[Jt]. We can also view H as a module over a ring of polynomials k[T 1 , . . . , T d ] which is actually the special fiber of R[Jt]. This happens because H is a module annihilated by a power of the maximal ideal m r and therefore is defined over the Artinian ring R/m r . Since R/m has characteristic zero, we can find a field of representatives of R/m r . After noting that the image of Jt in G defines a reduction of the module E above, we can choose a minimal reduction F of E contained in JtG . As R contains a field k of representatives, there is a parameter z such that the inclusion k[ 
In characteristic zero this implies, as remarked earlier, the desired inequality r(I) < e(G). 2
Gorenstein ideals of dimension two
It becomes considerably more complicated when the ideal has dimension greater than one. To simplify we assume that R is a Gorenstein local ring, dim R/I = 2, that I is a perfect Gorenstein ideal and R/I is normal.
Let us make some general observations first. Let J be a minimal reduction of I. If (I) < d, I is a complete intersection. Indeed, if J is generated by d − 1 elements by [11, Corollary 5.3.5] , its associated primes have codimension at most d − 1, which is impossible since R/I is normal.
We may then assume that I has a minimal reduction J = (a 1 , . . . , a d ). In particular this implies that H 0 m (G) = 0. The module E = I/I 2 /(modulo torsion) has analytic spread d − 1, so that d − 1 elements of Jt map into a reduction F of E. Indeed a minimal reduction of E cannot be a free module F since then G would be integral over a ring of polynomials over a normal ring. This would imply that E is also free which in turn would mean that
a condition that would say that I contains a regular sequence of d − 1 elements. Therefore we have (E) = d − 1. We claim that G has a reduction that is a hypersurface ring over R/I,
Let F be a minimal reduction of E. F is a torsionfree module with a presentation
where K is a reflexive module of rank 1. Let f ∈ (R/I) d−1 be a nonzero element of K, and let L be the ideal generated by its coordinates as an element of (R/I) d−1 . Note that
Checking at the localizations of R/I at height one primes, it follows easily that these modules are the same. We now make use of the fact that E is an orientable module, and therefore so will be its reductions. From the exact sequence above, L −1 f is an orientable module as well. Since it is reflexive, of rank one, it must be principal.
Multiplicity of almost complete intersections
Let (R, m) be a Cohen-Macaulay local ring and let E be a torsionfree R-module of rank r > 0 with (E) = r + 1. We assume that E is an orientable module. This will imply that any minimal reduction F has a free presentation
We will assume further that the Rees algebra of F is an almost complete intersection, which means that
where (a 1 , . . . , a r+1 ) is an ideal of grade at least 2. From this description one has e(R(E)) = e(R(F )) = deg R(T 1 , . . . , T r+1 )/(f ).
We want however a different expression for this multiplicity. Let us explain the goal of how to obtain a bound for the reduction number of E in terms of this multiplicity. We do this using a number of elementary observations. Since the ring R is Cohen-Macaulay and R(F ) is Cohen-Macaulay and the ideal generated by its 1-forms has height r, there is (we are assuming that the residue field of R is infinite) a submodule F of F generating a regular sequence of height r. Furthermore its generators can be chosen so that e(R(F )) = e(R(F )/( F )).
Proposition 4.7 The R-module C n defined by the exact sequence
Proof. We note that the modules F n all have projective dimension 1 so that the projective dimension of C n is also 1. So for the purpose of putting together deg(C n ) through the usual associativity formula
we may assume that dim R = 1. We recall that we may reduce to the case of modules over discrete valuation rings, and the assertion is a simple calculation of determinants. Proof. We note that the module E n / F n is Cohen-Macaulay of dimension 1. Its multiplicity is the same as that of F n / F n . This leads to the inequalities
To apply [5] again (we may have to replace F by another minimal reduction F ), since (F ) = r + 1, is will suffice to set n = r(E) + 1 such that
This is equivalent to n > (r + 1)a − 2(r + 1), which is the desired bound for the reduction number of E. 2
We must now relate a = deg(C 1 ) to the multiplicity of R(F ). We use the additivity formula on R(F )/( F ). Let P be a minimal prime of ( F ), p = R ∩ P. Note that p = m since F is generated by r elements in a minimal generating set for F . In particular C 1 is a cyclic module.
There will be two kinds of minimal primes P of ( F ), depending on whether p = R ∩ P has height 0 or 1. If p is a minimal prime of R, P = (p, F ). In the other case, P = (p, F ), where p is an associated prime of C 1 .
We can now put together the multiplicity formula: In the other partial summation, one has λ((R(F )/(F )) P ) = λ((C 1 ) p ), and the degree factor is at least 1. Altogether we obtained:
Proposition 4.9 The following estimation holds e(R(F )) = e(R(F )/( F )) ≥ deg(R/I) + a.
As a consequence, we derive the following bound for the reduction number of the Gorenstein ideal that we treated: Theorem 4.10 Let R be a Gorenstein local ring of dimension d and let I be a perfect Gorenstein ideal of dimension two such that R/I is normal. Suppose in addition that the residue field of R has characteristic zero. The following bound for the reduction number of I holds r(I)
Proof. We are going to bound the reduction number of I by gluing it from the reduction number of E and the multiplicity of H(I) in the exact sequence 0 → H(I) −→ G −→ G → 0.
For each element z ∈ G, we have a monic, homogeneous, polynomial f (z) with coefficients in a minimal reduction of I (in fact, any minimal reduction) such that f (z)H(I) = 0. We proved earlier that f can be chosen of degree at most e(H(I)) ≤ e(G).
On the other hand, we also proved that E s+1 = F E s , where (recall r = d − 2)
Lift F to a minimal reduction J ⊂ I. This is feasible with the assumption that R has an infinite residue field and the manner in which the reductions F (or F ) and J are chosen as generic linear combinations of a set of generators of I. Thus for any element Z ∈ G 1 , we have that z = Z s+1 − g(Z) ∈ H(I), with the class of g(Z) in R(E) lying in F E s . Now we find an equation for z as described earlier.
Altogether we have an equation of integral dependence for Z over JtG, of degree ≤ s + 1 + e(H(I)).
Since we proved that a ≤ e(R ( This is very similar to the formula of [4] that considers the primary case.
