A three-dimensional vision system for inspection activities of installations and equipment by remotely operated vehicles is presented. A real-time vision system is used for the acquisition of stereo pairs of images which, after preprocessing, are submitted to a reconstruction procedure in order to obtain 3-D coordinates and to perform dimensioning of objects. A minimization procedure applied to a robust least-squares implementation of the camera system orientation is described. Experimental results are shown to verify the effectiveness of the proposed techniques.
INTRODUCTION
This work repotis a stereo vision system suitable for the activities of visual inspection in real time. Its methodology consists of suppressing objects that are not of interest from the images being evaluated, by canying out a preprocessing of these images, to obtain with greater reliability the parameters to be extracted. Through techniques of analytic photogrammetry, a reconstruction procedure is applied to the stereo images in order to obtain 3-D coordinates from the scene. and to perform the dimensioning of objects of interest. Based on this methodology, a modular, integrated (SOHware and hardware) three-dimensional vision system has been developed, which performs the acquisition and processing of stereo pairs. The three-dimensional vision system can be divided into three stages, as illustrated in 
IMAGE ACQLJrSITlON AND PREPROCESSING
The system is based on a personal computer, and uses two CCD cameras for the stereo image acquisition, making it possible the visualization in real time of the scenes to he investigated [I] . Its architecture is presented in Fig. 2 .
The CCD cameras have been assembled on a fixed basis, lined up horizontally, with a baseline of about 5.5 centimeters. Although for reconstruction purposes the baseline should he chosen as large as possible to avoid narrow triangulation, and consequently inaccurate 3-D coordinate estimation, a relatively short value was applied here because it corresponds approximately to the distance between the eyes of an adult human being, and gives the user the sensation of real stereo vision [?.] . The digitizer cards are frame grabbers that convert the NTSC video signals coming from the cameras so that they can be shown on a SVGA monitor. The output of hotb cards are connected to an auxiliary card, whose function is to perform the switching between the left and right images alternatively, at a rate of 120 Hz, to assure that each image is shown for a human eye in 1/60 seconds, thus eliminating blinking effect that would occur in showing the two images alternatively. The stereoscopic imaging device is composed by an LCD screen and passive eyeglasses, that allows the visualization of 3-D scenes from the composition of the 2-D images (left and right), providing the notion of depth.
The preprocessing stage includes techniques of image processing, such as histogram equalization and filtering. to the acquired images. Among the techniques are low-pass filtering for noise smoothing and interpolation and bandpass filtering for the enhancement of edges. Also used is edge detection to allow better characterization ofthe boundaries of each image, which is particularly useful here for the determination of the 2-D coordinates. A gradient operator is applied to find the edges, followed by a comparison with a threshold to generate a binary edge map [I] .
RECONSTRUCTION
After the acquisition and preprocessing stages, the stereo images are submitted to the reconstruction stage, where 3-D coordinates are estimated, with the purpose of performing the dimensioning between points of interest in the scene.
0-7803-7946-2/03/$17.00 02003 IEEEThe reconstmction procedure comprises photogrammetric methods. Analytic photogrammetry includes a set of techniques by which, from measurements of one or more 2-D perspective projections of a 3-D object, one can make inferences about the 3-D position and orientation of the observed 3-D object in a world reference frame [ 1,3,4] .
The complete specification of the orientation of a camera is given by the exterior orientation and by the interior orientation. The exterior orientation refers to the computation of the parameters that determine the pose ofthe camera in the world reference frame. The interior orientation refers to the parameters that determine the geometry of a bundle of 3-D rays from the measured image coordinates, relating the geometry of the ideal perspective projection to the physics of the camera.
The relation between the camera and world reference frames is given by a translation and a rotation. A point x = [x y 21' in the world reference frame is expressed with respect to the camera reference frame by a translation given by the vector t = [xo yo z0IT. The perspective projection of the camera is obtained with respect to the z-axis, that is, the optical axis of the camera. However, the directions of the x--, y-and z-axes of the camera reference frame may differ from the directions of the world reference frame. The rotation by which the world reference frame is positioned with respect to the camera reference frame is a sequence of and K, which can be determined through a non-linear leastsquares technique, as detailed below.
Exterior and Interior Orientations Computation
In the estimation of the parameters of the exterior orientation, N 3-D points [xn yn 4' having known positions in
the object reference frame are used to obtain the unknown rotation and translation that put the camera reference frame in the world reference frame [3] . The corresponding 3-D points in the camera reference frame and their 2-D projections in the image plane can be determined by (1) and (2).
This problem can be set as a non-linear least-squares approach, which can be solved by first assuming an approximate initial solution (as discussed in Sec. 3.1.1) around which a linear model is produced, and then iteratively adjusting the partial solutions until a given stopping criterium is achieved. It uses the Newton method, so that at the t-tb iteration the following equation system is solved The Jacobian matrix G depends upon the 3-D and the 2-D points [3] , and E = y* -ye. The vector y* contains the image points, while ye is its estimate at P-th iteration. Expanding the vectors:
The vector
containing the parameters is updated at each iteration by using the equation n , (related to the focal distance), U , ] , uug (the coordinates of the principal point). These parameters are also used in the exterior orientation computation. In order to simplify the reconstruction procedure, these intrinsic parameters are directly used as the parameters of interior orientation.
The parameters related to lens distortion can be nonlinearly estimated using the model 
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A Robust Least-Squares Implementation
If a good initial estimate is produced, the convergence of the algorithm is rapidly achieved, but in most cases it is not possible to guarantee convergence. The least-squares algorithm is sensitive to noise in the input points, and sometimes it does not converge to the global minimum, but to a local minimum. Also, the algorithm frequently fails as the number of input points increases. In order to obtain a robust method, some changes, described next, were included in the least-squares procedure.
In Eq. (6) the estimation of AD requires the inversion of the matrix G'G. It was observed that this matrix is frequently ill-conditioned, leading to singularity. To eliminate this problem, the Levenbeig-Marquardt approach [7] was applied, by adding a factor p to the diagonal elements of GTG to guarantee an acceptable condition number for this matrix. Its value is related to the magnitude of this matrix and to the objective function F = E~E at each iteration. If Fe+' 2 F' the value of pe is increased until F'+' < F' is reached. Accordingly, Eq. (6) is modified as:
Another important change is in Eq. (9), which represents the update of the parameter vector p at each iteration. It was observed that in most cases the step size of each update (related to the rate of convergence) is not adequate. Large
steps (i.e., large values of Ap) may lead to local minima or even to divergence. The step size needs to be reduced or increased at each iteration, dependingon the directionof the gradient ofthe evaluation function, and can be controlled by introducing a factor cy! in Eq. (9):
This factor can be made constant for all iterations, although better results are obtained by using a variable step size, modified at each iteration by using the Armijo rules [7] i). The image points used to estimate the exterior and interior orientations, as well as the image points needed in the stereo triangulation procedure, are selected semi-automatically in the stereo images by applying a stereo matching procedure: the operator selects the required points in the left image, and automatically their corresponding points are identified in the right image. The method adopted is a correlation-based method, that finds conjugate patches oftwo images having similar brightness patterns. Given a patch in an image, typically a single rectangular window, the correlation with each patch along the corresponding epipolar line on the other image is computed, and the point having the "best" correlation value is accepted as the corresponding point [SI. The correlation 
is computed considering the sum of squared-differences, given by:
where i and j are, respectively, the column and row positions in the patch. Since the camera planes are parallel to each other, all the epipolar lines are also parallel to each other along the z-axis, yielding U L = U R . Therefore, the scanning performed to match the point [UL VL]' in the right image is made along the epipolar line located at w = U R .
i j
EXPERIMENTAL RESULTS
This section presents an illustrative application of the proposed stereo vision system. The stereo pair of images used in the experiments are shown in Fig. 3 . The results of several measurements involving edges of the images are shown in Table I , where the real and estimated (calculated) dimensions are compared. The points chosen in each image are labeled in Fig. 3 by capital letters. The dimension of each edge bas been estimated from the 3-D coordinates of the vertices that delimit it. The errors are less than 3%, which are considered satisfactory for the application in view.
CONCLUSIONS
This paper presented a stereo vision system designed for activities of inspection and 3-D reconstruction in remote sites. The system was divided into three stages: stereo image acquisition, preprocessing and reconstruction. The vision system allowed the visualization of images in real time, with notion of depth, though a friendly operation interface. Although the system described here has been originally developed for applications in submarine activities in deep waters, its characteristics of low cost, reliability and portability, allow remote operation in real time with telepresence sensation in many situations where the automation of tasks is necessary, mainly in hostile environments for the user. It is also potentially suitable for serving as an artificial vision system for autonomous vehicle guidance.
