In this paper, we studied the use of the foreground and background features and SVM classifier to improve the accuracy of offline handwritten numeral recognition. The foreground features are two directional features: directional gradient feature by Kirsch operators and directional stroke feature by local shrinking and expanding operations, and the background feature is concavity feature which is extracted from the convex hull of the numeral, where the concavity feature functions as complement to the directional features. During classification of the numeral, these three features are combined to obtain good discrimination power. The efficiency of our scheme is tested by recognition experiments on the handwritten numeral database CENPARMI, where SVM classifier with RBF kernel is used. The experimental results show the usefulness of our scheme and recognition rate of 99.10% is achieved.
Similarly, in the directional expanding operation, the pixel value at   for direction  is calculated by:
And, in the 4-neighbor expanding operation, the pixel value at   is calculated by: In our experiments, the size of a normalized image was set to 24×24.
(ii The concavity features are extracted from the convex hull of a numeral, as shown in Fig. 3 .
Concavity features are calculated, as described below:
(i) A binary input image is denoised by removing the convex pixels and filling in the concave pixels. Thereafter, size normalization by using a bilinear interpolation algorithm is applied to the image so that the image has a standard width and height. In our experiments, the size of the normalized image was set to 40×40.
(ii) The normalized image is binarized and a convex hull image is obtained from this binary image. [22] .
Basically, SVM is a binary classifier. For our task, we need multi-class SVMs. The simplest strategies for implementing multi-class SVMs are "one against the rest" and "one against one". In the "one against the rest" strategy, k In SVM implementation, the optimization method should be used to solve the quadratic programming problem by using training samples. We used the SVM library [21] , which is a fast SVM training algorithm that deals with large scale data [22] .
IV . Exp eri me nt a nd res ul t s
In our experiments, we used three different implemented using the SVM library [21] , and image processing and feature extractions were performed using C code. 
5-concavity types
We used SVM classifiers for classification.
The feature vectors were scaled before they were used in classifiers in the training and testing stages [19] , [22] . RAM., Each method was implemented using the C code. Table 4 lists the computation times obtained by each method, which shows that the total computation time of our method for one numeral is 0.016107 seconds. This speed seems to be good for several applications. Vol.18, No. 6, pp.648-652, 1996 .
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