Digital image correlation (DIC) is a well-established, non-invasive technique for tracking and quantifying the deformation of mechanical samples under strain. While it provides an obvious way to observe incremental and aggregate displacement information, it seems likely that DIC data sets, which after all reflect the spatially-resolved response of a microstructure to loads, contain much richer information than has generally been extracted from them. In this paper, we demonstrate a machine-learning approach to quantifying the prior deformation history of a crystalline sample based on its response to a subsequent DIC test. This prior deformation history is encoded in the microstructure through the inhomogeneity of the dislocation microstructure, and in the spatial correlations of the dislocation patterns, which mediate the system's response to the DIC test load. Our domain consists of deformed crystalline thin films generated by a discrete dislocation plasticity simulation. We explore the range of applicability of machine learning (ML) for typical experimental protocols, and as a function of possible size effects and stochasticity. Plasticity size effects may directly influence the data, rendering unsupervised techniques unable to distinguish different plasticity regimes.
Introduction
The prior deformation history and/or material processing of mechanical components may dramatically influence their mechanical properties without nominally altering their chemical composition (Frazier, 2014) . Given a mechanical component design, it is mandatory to identify whether the mechanical properties of the component are in accord with its nominal properties. In crystals, a major component of property sensitivity is plastic deformation. How can we inexpensively and swiftly distinguish whether a crystalline sample is pristine or if it has been heavily deformed in the past? Scanning electron microscopy (SEM), X-ray powder diffraction, and Transmission Electron Microscopy (TEM), are insightful but relatively cumbersome ways of answering this question. Moreover, they may be consistently successful for elasticity mapping or for molecular microstructures with the same crystal type but different interatomic potentials (Kalidindi, 2015) but it is not clear what to expect when plastic inhomogeneity and strain localization are present, as in ductile metals and alloys. In contrast, nanoindentation or digital image correlation (DIC) (Anuta, 1970; Keating et al., 1975) are both inexpensive, swift and applicable to a vast range of material classes. In this paper, we focus on DIC: Is it possible to devise a technique for generic quantification of prior plastic deformation in crystals by using DIC? What would be the basic requirements of such an endeavour?
For crystal plasticity, the principal signature of plastic deformation has been strain localization, typically in the form of shear bands (Bigoni and Hueckel, 1991; . However, this is only a fragmentary and incomplete measurement, and for a complete characterization of plasticity, full strain correlation signatures should be taken into account. Moreover, computing the full strain correlation signatures becomes mandatory at the microscale, where size effects and stochastic deformation can be a defining factor for plastic deformation. A particularly popular method for tracking local strain fields is digital image correlation (DIC) (Anuta, 1970; Keating et al., 1975) . DIC is crucially dependent on optical resolution standards as well as frame rate, rendering difficult the direct observation of strain localization in crystal plasticity. Experimental studies have shown that high-resolution atomic force microscopy (AFM) has reached values less than a nm, to calculate step heights of a grain boundary in the microstructure . In contrast, studies on fatigue crack growth have shown that obtaining multiple optical microscope images (like DIC does) of cracks is possible and inexpensive, with resolution of 10 nm and more (Chen et al., 2011; Z. Chen, 2012; Chen et al., 2012; Carroll et al., 2013; Khademi et al., 2015 Khademi et al., , 2016 Khademi Bieler et al., 2016; Khademi et al., 2017) , through coupling with transmission electron microscopy (TEM) or electron backscatter diffraction (EBSD) (Chen et al., 2012 (Chen et al., , 2011 . In this paper, we emulate DIC using discrete dislocation dynamics (DDD) simulations, in order to quantify and classify the statistical correlations of various plastic deformation stages.
Strain correlation patterns in a microstructure may be investigated through the material knowledge system (MKS) framework , which can efficiently quantify generic correlations. MKS uses statistical approaches to create processing-structure-property relationships and has the potential to bridge multiple length scales using localization and homogenization linkages. MKS is made more practical and flexible by the Python Materials Knowledge System (PyMKS) (Wheeler et al., 2014) framework, which is an objectoriented set of tools and examples, written in Python, that provide high-level access to the MKS frameworks for rapid creation and analysis of structure property-processing relationships. We will be using the MKS and PyMKS frameworks along with statistical tools from scikit-learn (Pedregosa et al., 2011) for efficiently classifying correlations.
Mitchell defines machine learning (ML) as a natural outgrowth of the intersection of Computer Science and Statistics (Mitchell, 2006) . ML has rapidly evolved in the last decade to include almost all scientific communities (Russell and Norvig, 1995; Friedman, 1998; Werning et al., 2010; James et al., 2013) . From the most simple Gaussian representation of a data set (Rasmussen and Nickisch, 2010) to complex data mining applications and evaluation, ML has made major inroads within materials science and holds considerable promise for materials research and discovery. Some examples of successful applications of ML within materials research include accelerated and accurate predictions (using past historical data) of phase diagrams, crystal structures, and material properties (Mueller et al., 2016) .
In our work, we use ML for quantifying plastic deformation in crystals. A simple example of crystal plasticity arises during uniaxial compression of single crystals. In this context, the simplest realistic case is a thin film, which can be modeled by simple 2D-edge discrete dislocation dynamics (2D-DDD) simulations (Van der Giessen and Needleman, 1995) . Such 2D simulations have been able to explain experimentally observed aspects of size dependent plasticity in thin films (Nicola et al., 2006; Deshpande et al., 2012; Vlassak et al., 2014; Deshpande et al., 2013; Shishvan and Van der Giessen, 2010) . The benefit of 2D-DDD for thin films is that it allows for efficient numerical evaluation of inter-dislocation correlations. Nevertheless, the methods developed here are directly applicable to more complex numerical approaches such as 3D-DDD (Wang et al., 2006) or continuous crystal plasticity models , or even actual DIC experiments. Furthermore, thin films have demonstrated a rich phenomenology, since they display strong size effects and stochastic plastic fluctuations as the sample thickness decreases (Papanikolaou et al., 2017; . In this paper, we explore whether such size effects and stochastic fluctuations influence the applicability of ML methods. In this paper, we build an approach for explicit statistical analysis of plastically deformed microstructures by mimicking the DIC protocol (Fig. 1) . We simulate thin film compression with 2D discrete dislocation dynamics and then we use correlation algorithms as a statistical approach, analogous to detecting digital image correlations in thin films, as a way to infer the existing deformation history from total strain profiles. Such strain profiles may originate in non-invasive mechanical testing (such as DIC or Digital Strain Imaging), and we assume they do. Nevertheless, the proposed method is applicable to any strain profile, however it is obtained. ML protocols help build our statistics model for recognition of differently deformed microstructures. Principal component analysis (PCA) is used along with 2-point correlation statistics (Niezqoda et al., 2008) to help us recognize and find possible correlations of slip bands formed due to stress, and then a clustering algorithm is used to characterize these possible correlations in an efficient way.
The remainder of this paper is organized as follows: In section 2 we describe our 2D-DDD model for obtaining mock data samples and we also describe our approach for quantifying strain correlation patterns. In section 3 we discuss the ML approaches we use for processing our data samples, and present our results based on various parameters. In section 4 we present a summary of our work and the conclusions drawn. Figure 1 : Schematic of the DIC protocol in modeling and sequence of sample loading: A schematic of the sequence of events when loading, unloading and reloading a sample is shown, with the corresponding stress and strain graphs vs the time step of simulation. A sample is obtained from 2D-DDD simulation and it's loaded to a specific strain value -Prior loaded state (found at specific time steps). Then, the sample is unloaded to zero stress and the remaining plastic strain can be calculated -Prior unloaded states. Finally, the sample is reloaded to a DIC-testing strain -Test reloaded state. The DIC process begins when the sample is at the prior unloaded state. Even though a sample has been plastically deformed (at the prior loaded state), the samples obtained for DIC experiments can be polished, thus the surface of a sample is not able to provide information about deformation (the prior unloaded state sample can be seen in the figure as having smooth surface). Randomly placed DIC-tracking nanoparticles that are detected optically and contribute to correlation statistics are applied to the sample. Then, as the sample is reloaded, the permament deformation can be seen via DIC, since there are changes in the distances between tracked nanoparticles.
Figure 2: DIC for various loading histories: A material has an assumed prior deformation history (prior loaded states). We unload the sample and obtain the prior unloaded states. How does the result of DIC, which characterizes the test reloaded states, reflect the prior history?
The model

Discrete dislocation dynamics
The geometry of the model problem is shown in Fig. 3 for single slip system (a) and double slip systems (b). In this work, our primary focus will be on the double slip system samples, and we will compare the performance with single slip in Section 3.3. Samples are modeled (Papanikolaou et al., 2017) by a rectangular profile of width w and aspect ratio α (α = h w). The 2D discrete dislocation plasticity model of uniaxial compression of thin films: Slip planes (lines) span the sample, equally spaced at d = 10b, but planes close to corners are deactivated to maintain a smooth loading boundary. Surface and bulk dislocation sources are present (disks) and forest obstacles are spread homogeneously across the active slip planes. Initially the sample is free of stress and mobile dislocations (a) Single slip system (b) Double slip system Plastic flow occurs by the nucleation and glide of edge dislocations, on single or double slip systems. We study sample widths ranging in powers of 2 from w = 0.125 (or w 0 ) to 2 µm with α = h w = 4. The top and bottom edges (x = 0, w) are traction free, allowing dislocations to exit the sample. Loading is taken to be ideally strain-controlled, by prescribing the y-displacement at the lateral edges (y = 0, h). The applied strain rate (for both loading and unloading regimes),ḣ h = 10 4 s −1 , is held constant across all our simulations, similar to experimental practice. Plastic deformation of the crystalline samples is described using the discrete dislocation framework for small strains (Van der Giessen and Needleman, 1995) . Each dislocation is treated as a singularity in a linear elastic background solid with Young's modulus E and Poisson ratio ν, whose analytic solution is known at any position.
Available slip planes are separated by 10 Burgers vectors and are oriented at ±30 ○ from the loading direction ( Fig. 3) . At the beginning of the calculation, the crystal is stress free and there are no mobile dislocations. Bulk sources are randomly distributed over slip planes, and their strength is selected randomly from a Gaussian distribution with mean valueτ nuc = 50 MPa and 10 % standard deviation. We only consider glide of dislocations, neglecting the possibility of climb. The motion of dislocations is determined by the component of the PeachKoehler force in the slip direction. Each sample contains a random distribution of forest dislocation obstacles and surface and bulk dislocation sources. Once nucleated, dislocations can either exit the sample through the tractionfree sides, annihilate with a dislocation of opposite sign when their mutual distance is less than 6b, or become pinned at an obstacle. Our simple obstacle model is that a dislocation stays pinned until its Peach-Koehler force exceeds the obstacle-dependent value τ obs b. The strength of the obstacles τ obs is taken to be 300 MPa with 20 % standard deviation. Our simulations are carried out for material parameters that are reminiscent of aluminum: E = 70 GPa, ν = 0.33. We consider 50 random realizations for each parameter case. If dislocations approach the physical boundary of the sample then a geometric step is created on the surface along the slip direction (see Fig. 4 ). The simulation is carried out incrementally, using a time step that is a factor 20 smaller than the nucleation time t nuc = 10 ns. At the beginning of every time increment, nucleation, annihilation, pinning at and release from obstacle sites are evaluated. After updating the dislocation structure, the new stress field in the sample is determined, using the finite element method to solve for the image fields (Van der Giessen and Needleman, 1995).
Figure 4: Strain profiles captured from the 2D-DDD simulation at the prior loaded and test reloaded states -w = 2 µm -Double slip system: A sample is loaded to 10 % strain and the resultant strain profile is shown. Then, the sample is unloaded to zero stress and is reloaded to DIC-testing strain of 0.1 %. (a) Strain profile for the prior loaded sample at 10 % strain. Plastic steps are allowed to emerge on the film surface (Papanikolaou et al., 2017) . The strain map is unitless. (b) A strain profile at the test-reloaded state is shown, after subtracting the residual plastic deformation at the prior-unload state. We consider such strain profiles as analogous to typical DIC experimental strain profiles. For higher strain localization we have higher values in the colormap (light blue to red), while for little to no strain localization we have smaller values in the colormap (darker blue). Since we subtract the remaining plastic strain at the prior unloaded states, all the previous localizations have been removed from the strain profile, thus most of the strain profile has a dark blue color (0 values in colormap). The strain map is unitless.
The DIC test that we wish to imitate would measure the strain field in the sample after it has been strained and relaxed, as described above, and then subjected to a subsequent "DIC-testing" strain. (Since we can measure the strain field directly in the simulations, there is no need to simulate the DIC tracking particles.) We consider a testing reload regime that is governed mainly by the degree of invasiveness we introduce to the data set. All tests have been carried out for prior loaded states in three different regions (0.1 %, 1 %, 10 %) of total strain. These regions represent samples under different degrees of plastic deformation. Fig. 2 shows a schematic of the way we create our data set: A sample is loaded to 3 different strains (prior loaded states). From each state we unload to obtain the prior unloaded states. In the prior unloaded states, the samples are stress free, but there is some remaining strain due to plasticity. We then reload the samples to a specific DIC-testing strain. In particular, the strain difference between the test reloaded states and prior unloaded states is constant in all samples.
Samples of different widths (w) undergo the same unload-reload protocol to create our data set. We have the option to select at which strain the unload process begins, as well as the DIC-testing strain level we want to introduce. We perform tests at two values of the reloading strain; the small-reload data set has a DIC-testing strain of 0.1 %, and the large-reload data set has strain of 1.0 % : that is the difference in strain between prior unloaded states and test reloaded states is 0.1 or 1 %. Fig. 5 shows various characteristic stress-strain curves like that shown schematically in Fig. 1 (a) . The prior loaded state points, as well as the prior unloaded and test reloaded points are shown. Note that there is less noise in the data for larger widths w (Papanikolaou et al., 2017) . Fig. 5 (c) shows a stress strain curve obtained through reloading to larger DIC-testing strain, 1 %. The main difference is at the reload points, which show further deformation of the sample, in contrast to samples reloaded to smaller strain (0.1 %).
Figure 5: Examples of stress strain curves obtained from simulations at various widths and DIC-testing strains: Samples are loaded to 3 different deformations levels (prior loaded states -diamonds). The sample is then unloaded to prior unloaded state (squares). The predeformed sampled is then reloaded to a DIC-testing strain (0.1 % for "small−reload" and 1 % for "large−reload" data sets -disks). Each color represents a different loading-unloading-reloading region of the sample. (a) w=0.125 µm, DIC-testing strain = 0.1 %. The prior loaded states are found at 0.1, 1 and 10 % strain. The prior unloaded states are found at 0.01, 0.59 and 9.61 % strain. Test reloaded states are at 0.11, 0.69 and 9.71 % strain. (b) w=2.0 µm, DIC-testing strain = 0.1 %. The prior loaded states are found at 0.1, 1 and 10 % strain. The prior unloaded states are found at 0.01, 0.76 and 9.73 % strain. Test reloaded states are at 0.11, 0.86 and 9.83 % strain. (c) w=2 µm, DIC-testing strain = 1 %. The prior loaded states are found at 0.1, 1 and 10 % strain. The prior unloaded states are found at 0.01, 0.82 and 9.69 % strain. Test reloaded states are at 1.01, 1.82 and 10.69 % strain, respectively.
Emulation of the digital image correlation (DIC) technique for plastically deforming crystals
Digital image correlation (DIC) is an optical method that employs tracking and image registration techniques. DIC techniques have been increasing in popularity, including micro-and nano-scale mechanical testing applications, due to its relative ease of implementation and use. Advances in computer technology and digital cameras as well as white-light optics have been instrumental in the development of the technique (Anuta, 1970; Keating et al., 1975) . DIC compares a series of images of a sample at different stages of deformation, tracks pixels movement in a representative volume and calculates displacement and strain with a correlation algorithm. The tracking is done by applying speckled registration dots to the surface of samples. The dots move along as the sample is deformed. Each dot moves both absolutely and relatively to other nearby dots, making possible a reliable identification of the same registration dots in different images, even though the dots have moved. This identification can be used to measure deformation, displacement, strain, and optical flow and it is widely applied in many areas of science and engineering. Through this process we can easily obtain strain fields that may help characterizing a particular elastoplastic behavior (Anuta, 1970; Keating et al., 1975; McCormick and Lord, 2012; Roux et al., 2009) . DIC only measures relative displacements, it cannot by itself distinguish elastic from plastic strain -for that, one has to unload the sample and see how much of the strain is recovered.
Our data set consists of samples of various widths under different states of deformation, obtained by simulating thin film uniaxial compression with our 2D-DDD algorithm. Fig. 6 shows samples of different widths w under deformation. In particular, (a) and (c) show samples at 0.1 % total DIC-testing strain while (b) and (d) show samples at 1 % total DIC-testing strain. These figures are produced through removing the remaining plastic strain (at the prior unloaded states of each sample) from the test reloaded states of each sample. In DIC these figures would be the final images produced after reloading the sample.
Clearly it is not straightforward to characterize the plastic behavior of the samples without prior knowledge (i.e. the degree of plasticity incurred from the prior loaded and test reloaded states). For example, in Fig. 6 , without prior knowledge we would not know that the samples in (a),(b) are loaded to 10 % strain while in (c),(d) the samples are loaded to 1 % strain. The figures appear to be quite different, and the similarity of their histories is not recognizable by eye. Furthermore, (a) and (c) appear to be similar and without prior knowledge, we wouldn't know that the samples were loaded to different strains (the same is true for (b) and (d)). The figures show similarities that only ML's trained eye is able to detect. Indeed, in later sections we will show how ML algorithms can show that the differences in figures are quantifiable and fundamentally different. With the help of ML we are able to find the initial deformation history of various samples, as long as the DIC-testing strain does not overwrite it.
Figure 6: Variety of strain profiles in 2D-DDD simulations for smaller and larger DIC-testing strain: A sample is loaded to a high deformation of strain (which could be either 1 % or 10 %) and then unloaded. This predeformed sample is then reloaded to a DIC-testing strain. In 
Microstructural Discretization
In this section, we manipulate our microstructural data to make it suitable as input to the subsequent machinelearning steps, closely following the scheme of the Materials Knowledge System (MKS) In the general MKS scheme, one selects one or more spatially-varying quantities which characterize the microstructure. The space of all possible values of these quantities is called the local state space, H, and a point in this space is denoted h. Some care with the vocabulary is required, since physically speaking, these quantities are simply the values of fields of interest to us, and may or may not correspond to thermodynamic state variables.
In particular, in the current study, we take as our quantity of interest the determinant of deviatoric total strain (other invariants work equally well) φ ≡ In the MKS method, one further considers a "microstructure function", defined on the product space of the microstructure state variables H, and physical space x, m(h, x). In general use, this function may be thought of a probability density on these spaces. In our case, where we have a succession of particular microstructural instances, the microstructure function corresponding to each instance is a delta-function in h at each point in space.
In order to obtain data suitable for constructing two-point correlations, it is necessary to bin the state variables. We make use of the PyMKS software (Wheeler et al., 2014) which offers tools to accomplish this. The most basic h-axis discretization scheme is the so-called "primitive basis" scheme, in which one selects some number N of evenly-spaced levels, h 0 , h 1 , . . . h N , and, at a point in space where the state variable has value h, selects amplitudes ω i for these levels such that ∑ i ω i h i = h, with the additional restriction that only the h i 's which are directly below and directly above the local value h are nonzero, and ∑ i ω i = 1. The entire system is thus described by a set of values {ω i } in each spatial bin x, from which we can compute auto-and cross-correlation functions (ω i , ω i ) and (ω i , ω j ). In our simulations we discretize the state space into 3 different bins, corresponding to 3 local states ω 1 , ω 2 , and ω 3 at low, intermediate, and high local strains. 
Pre-processing, clustering and classification for strain profiles of crystalline thin films
The classification of deformation histories through investigations of strain profiles is not always simple. Certainly, strain localization and shear banding can be strong signatures of local plastic deformation, however with our small DIC-testing strains, localization is not easy to observe. Instead, signatures of plastic deformation are concentrated in collective features of the 2-point correlation function (see Eq. B.6). In order to identify and classify these collective features, a statistical approach needs to be implemented in a multitude of training samples. In the following, we use Principal Component Analysis (PCA) as a step in classifying deformation histories. (There are many other machine learning methods that we could have used instead, but a survey of possible methods lies beyond the scope of this manuscript.) We also discuss the applicability of a classification algorithm to the PCA results.
Principal Component Analysis
After obtaining a set of samples with different plastic deformation histories and calculating statistical correlation functions of each sample, we must show that differences between the correlations can be used to distinguish samples with different "prior" plastic strain levels. A handy tool to apply is principal component analysis (PCA).
PCA is a statistical approach that finds an ordered set of orthogonal basis vectors that efficiently describes the variance in a data set (Jon Shlens, 2003) . These vectors are called principal components. The number of principal components is necessarily less than the possible number of observations and the total number of original variables. The basis is defined in such a way that the first principal component has the largest possible variance (that is, accounts for as much of the variability in the data as possible), and the following components in turn have the highest variance possible, while still being orthogonal to all the preceding components. For this reason, it is critical that all samples in the data set were acquired under identical controlled conditions with a clear understanding of the origin of the variability. PCA is commonly used as one step in a series of analyses; one can use it to reduce the number of variables, especially when there are too many predictors relative to the number of observations. PCA is accomplished by the application of Singular Value Decomposition (SVD) (Press, 2007) . Given an data matrix, D, whose columns each contain the components of a single data point, D may be decomposed to a diagonal matrix of singular values, S, and left/right singular vector matrices V and U, with D = V T SU. The columns of V and U are the left and right singular vectors of D. The V vectors that correspond to the largest singular values capture the most characteristic features. After calculating the V vectors, we project the data samples onto the subspace defined by them. In decreasing order of their corresponding singular values, we denote the first three basis vectors (principle components) as PC1, PC2, and PC3.
In Machine Learning, the PCA technique is used to project data vectors which lie in a high-dimensional space to a smaller dimensional space whose basis vectors are selected to capture most of the variation in the original data. In the textbook scheme, one typically has an n × m array, with n indexing the samples, and m being the dimensionality of the feature space the vectors lie in. In our case, we wish to do PCA on our correlation data, which we can treat as a vector by listing the data values from the grid in raster order.
For any given sample, it is possible to compute the two-point correlations out to any distance that can be supported by the data, but in order to meaningfully compare correlations across samples of different sizes, it is necessary to have uniform input data to our eventual machine-learning pipeline. For this reason, we truncate the two-point correlation vector on to a square grid that we believe is large enough to be a useful statistical characterization of the spatial arrangement of the strain field, but small enough to give reasonable execution speeds in our numerical analysis operations.
Having projected the correlation data to the PCA-derived subspace, we can address our main objective, to find the prior deformation history of the samples from the strain correlation measurements. We generate data on samples of different widths w (0.125, 0.25, 0.5, 1.0, 2.0 m) for both single and double slip systems, reloaded to two values of the DIC-testing strain which we call "large-reload" (1 %) and "small-reload" (0.1 %). The aspect ratio is fixed (h w = 4), and the number of pixels in each of the DDD simulations is fixed to 80 (in both dimensions). We calculate the two-point correlation matrix for all samples of each width and restrict the data to the 40 by 40 region. Continuing, we adjust the truncated correlation matrix by subtracting the average. The end result is used as an input for the start of our ML method. The information is fed to the PCA algorithm in order to change from the high dimensional space of the correlation matrix, to a more controlled subspace of the principal components. In our calculations the first three components of PCA describe more than 98 % of the variance in the data sets, so we restrict the computation to those three components. Next, we project the correlation matrix onto the new reduced subspace. Visually, at this point, we are able to examine the possible clusters that have formed due to the different PCA vectors that have been produced. Furthermore, we are able to identify the samples that belong to each cluster, which we use as an input for examining the accuracy of classification algorithm. The set of points belonging to the 3D subspace of PCA (PC1,PC2,PC3) are used as an input to the classification algorithm to examine whether or not the visually identified clusters are replicated by the classification algorithm. 
Clustering and classification
We use the Continuous k-Nearest Neighbors (CkNN) algorithm (Berry and Sauer, 2017) to classify samples after running PCA on the data set. CkNN searches for samples that are close to each other (k-nearest neighbors) and arranges them into clusters. The algorithm is an unsupervised method that detects natural clusters within a data set, and our interest in it is the degree to which the natural clusters correspond to the prior deformation. After different clusters have been identified, the algorithm classifies the samples based on the cluster to which they belong. The input to this algorithm must consist of a set of points, which in our case is the projections of the correlation matrix on the 3 principal components. As an output, the algorithm produces the classified samples, based on the cluster to which they belong.
The size of the data set, as in most classification algorithms, imposes a limitation on the algorithm. For double slip system simulations our data set consists of 150 samples for each w while for single slip system simulations our data set consists of 27 samples for each w. This introduces a limitation on classification, especially for single slip systems. The algorithm groups data samples with similar PCA vectors into one cluster. We find that the algorithm works better for larger data sets. The method is successful if the samples with different prior loading are grouped into different clusters. Note that the clustering is done in three dimensions using all three PC components, but most of our plots are two dimensional, which can sometimes hide the degree of clustering.
In Fig. 11 we show a 3D PCA map for material samples of w = 1 µm. It is obvious that the clustering isn't affected by Mthe 3rd dimension, and in this case the information provided by PC3 is irrelevant to our results.
The results shown on this paper, except for results shown in section 3.5, are extracted by applying the PCA and the CkNN algorithm to the whole data set. The same PCA and CkNN steps are applied to all the simulations. The remainder of this paper discusses how well the clustering algorithm works in various situations. Fig. 7 . Projection of data set on first two principal components. (a) Different strain profiles are seen for a single slip system of w = 2 µm. These strain profiles are obtained through subtracting the remaining plastic strain at the prior unloaded state, from the test reloaded state. The top profile is for sample initially loaded to 0.1 % strain, then unloaded to zero stress and reloaded to DIC-testing strain of 0.1 %. The middle profile is for sample initially loaded to 1 % strain and then unloaded and reloaded. The bottom figure is for sample initially loaded to 10 % strain and then underwent the unload-reload process. (b) PCA projection of of our results for samples of w = 2 µm. The similarity between strain profiles at 1 and 10 % doesn't affect the formation of separate clusters for samples that were initially loaded at these strains. For description of color map see Fig. 4 (b). 3.3. Distinguishing plasticity regimes for small DIC-testing strain (0.1 %)
We ran a multitude of tests for different w. For large w (> 0.5µm), our algorithm correctly clusters and classifies data into 3 different groups, one for each of the prior strain values, which was the main objective of our work. Fig. 7 (a) shows that clustering is easily observed for w = 2 µm, where 3 distinct clusters appear in the PCA of the mω 1 autocorrelation. It is clear that there is enough cluster separation to reliably classify plastically deformed metals into heavily deformed and less deformed categories. For these larger sized systems the CkNN algorithm has 100 % accuracy, while for smaller sized systems with w ≤ 0.5 µm the clustering algorithm fails to cluster data points according to their deformation state. That is evident in Fig. 9 (b) , where one can see what a correct clustering and classification would look like for specimens of w = 0.5 µm. In Fig. 9 (a) one can observe the results after the CkNN algorithm is applied to the data set. Other figures in the Appendix C.1 show how specimens of various sizes are classified using the CkNN algorithm. The plastic noise fluctuations in the system, as well as the finite size of the system, interferes with the classification of smaller sized data samples, while for larger w the samples are classified correctly. Fig. 7 (b) and (c) show the representation of the first 2 principal components, shown in their natural sample coordinates (i.e., the PCA vectors have been converted back to the 2D grid representation of a correlation function) with units denoting number of elements (in regular DIC, it would correspond to number of pixels in each direction). If two correlation functions were randomly chosen from the data set, the difference between them would most likely look like 7 (b) (with some scaling) mixed with a smaller amount of 7 (c). Note that the first principal component is roughly isotropic, while the second is strongly anisotropic. Figs. 7, 9 show the progression of PCA's effectiveness as a clustering technique as sample width decreases. We can observe that the first PCA component at larger w is relatively isotropic. While in Fig. 7 (b) we notice a concrete isotropy of the first principal component of the analysis, it gradually becomes anisotropic as the sample width decreases (Fig. 9 (b) ). This change is correlated with the onset of stochastic fluctuations at small scales and mechanical annealing (Shan et al., 2008 ) that promotes concrete slip bands even at small DIC-testing strains. While both principal components for w = 2 µm (Fig. 7 (b,c) ) are smooth, they gradually become less structured as w decreases (Fig. 9 (b,c) ), naturally an effect of stochastic fluctuations at small length scales. For w = 2 µm there is a distinct difference between the first and second principal components, related to a spatial symmetry breaking. This distinction disappears as w decreases. For smaller w, due to the emerging crystal plasticity size effects (Papanikolaou et al., 2017) , the data set is not as distinguishable as we would have wanted with our clustering technique, because of the noise associated with strengthening. (Fig. 5  (a) ). Examples may be seen in Fig. 9 and in Appendix C.1. These figures show the behavior of our classifier and how they compare to the actual initial deformation of our samples.
One deficiency of our procedure emerged as we examined the results: as w decreases, the distance between the PCA-transformed samples also decreases. It is known that classification algorithms have an inherent limitation: when the distance between points in one cluster is similar to the distance separating two clusters, then the algorithm has difficulty distinguishing the clusters. In particular, Fig. 7 shows that the cluster distances in the PC1 direction are of order of magnitude 10 −2 to 10 −1 . For w ≤ 0.5 µm the cluster between PCA-transformed samples is on the order of 10 −3 to 10 −2 , similar to the distance between the samples itself, and the data samples cannot be classified correctly. For smaller sized systems, it is evident that samples with 0.1 % and 1 % prior loaded strain (red circles and blue triangles, respectively) are so close to each other that the classifier regards them as belonging to the same cluster.
Distinguishing plasticity regimes for single slip samples
As mentioned in Sec. 2.1, we model single and double slip systems. So far, we have shown how emergent shear bands can be observed in our simulations for both of these systems (Fig. 6) , as well as PCA results for double slip (Figs 7, 9) . PCA results for single slip are consistent with double slip, as shown in Fig. 12 . Specifically, Fig. 12 (a) shows results of single slip system simulations for w = 2 µm and (b) for w = 1 µm. The clustering properties for these larger sized systems are similar to the properties observed for similar systems for double-slip simulations. Figure 15: w = 2 µm -2D projection of PCA results for thin films -Double slip system -Validation: ω 1 ,ω 1 auto-correlation. Red blobs denote training samples with 0.1 % strain prior loaded state, blue triangles training samples with 1 % strain prior loaded state and green squares denote training samples with 10 % strain prior loaded state, respectively. Red stars depict testing samples of 0.1 % prior loaded state, blue stars testing samples of 1 % prior loaded state and green stars testing samples of 10 % prior loaded state. Validated-split data set. Projection on first two principal components.
Validation and accuracy of the algorithm
A ML algorithm, in order to be considered successful, should be validated with "unknown" data sets (testing data) which have the same features as the data set the algorithm was designed for (training data). In many cases, testing data sets are hard to find, so the whole data set is split into two parts (not necessarily a half and half split), and the ML algorithm can be trained on part of the data set and its effectiveness tested on the rest. The results shown in the rest of this paper are an application of PCA transformation and the CkNN algorithm on the whole data set (for a given w).
For validation purposes, we "trained" the algorithm by computing the PCA transformation from a randomly chosen half of the w = 2 µm samples and applying the CkNN algorithm. Then we applied the PCA transformation to the remaining half of the samples and examined whether or not they were projected into the correct clusters. The results are shown in Fig. 15 . It is evident that the testing data perfectly matches the training set. Similarly "training" the algorithm to samples of various sizes (i.e., half of the samples instead of all the samples), follows the results of section 3.3. For samples with w ≥ 1 µm the "testing" data set is projected to the 3 classified clusters that have formed. In contrast, for smaller sized systems, the training data set is misclassified (as happens when examining the whole data set) and the testing data set falls within the misclassified results.
We can quantify the degradation of the clustering process using some of the tools provided in the scikit-learn metrics module (Pedregosa et al., 2011) . In particular, we examine the accuracy score of the algorithm, as well as the F β score. Accuracy is the ratio of the number of classified samples by our algorithm (prediction) over the number of the true classification of our samples. We apply the CkNN algorithm and generate clusters. Because we know the prior strain for each sample, we can immediately check whether the clusters correspond to the strain levels. Perfect clustering is when each cluster contains only samples with identical prior strains. The results are summarized in Fig. 16 . For w ≥ 1 µm the accuracy score is 1 as seen in Fig. 16 (a) ; that is, all the samples are correctly classified. For smaller samples w ≤ 0.5 µm (or w w 0 ≤ 2 2 as in the figure), we have a 0.33 accuracy score, because only the samples of one cluster are correctly classified. The CkNN algorithm predicts that most samples belong to that cluster, but this doesn't affect the accuracy score, since the samples that belong to that cluster are correctly classified.
To quantify the performance of the classification process, we use the F β score (David Powers, 2011; Yates and Ribeiro-Neto, 2011) ,
where precision p is the number of correctly classified samples in the cluster divided by the number of all classified samples in the same cluster, and recall r is the number of correctly classified samples in the cluster divided by the number of samples that should have been returned (classified). The β number changes the weight of recall vs precision. For β > 1 then recall is weighted more than precision, while for β < 1 precision is weighted more than recall. For β = 1 then we have the F 1 -score, with precision and recall having the same weight in the equation. In our work, we examine the F 1 , F 2 and F 0.5 -score. In Fig. 16 (b,c,d ) we see the respective results for these scores. For samples with w ≥ 1 µm (or w w 0 ≥ 2 3 we have value of 1 on all scores and all clusters, while for smaller w we observe that the line with the squares, which corresponds to samples with 10 % initial compressive loading returns non-zero values, varying as the β value changes. For the samples belonging to that cluster we don't get the highest possible result, because the number of correctly classified samples is smaller than the number of samples in the cluster (i.e., the precision is small). The line with the circles, which corresponds to samples with 0.1 % initial strain loading, has value 0 for w ≤ 0.5 µm because no samples have been classified as belonging to that cluster. The last line, with the triangles corresponding to samples with 1 % initial loading has non-trivial values because in some cases there are some samples that are classified correctly (the recall and precision are very small). In summation: For the "square" cluster we have low precision but high recall,since we classify the samples that actually belong that the cluster correctly, but we also classify samples from other clusters; for the "triangle cluster" we have low recall and low precision, since we classify a small number of samples into that cluster. The line with the squares represents the cluster with samples of 10 % initial strain loading, while the line with the triangles is for the cluster with samples initially loaded to 1 % strain. Finally, the line with the circles is for the cluster with samples initially loaded to 0.1 % strain. For smaller sized systems we have observed that most of the samples are classified as belonging in the "square" cluster, hence the scored value for that cluster only. Since the algorithm correctly classifies the samples that were initially loaded to 10 % strain, but also classifies more samples as belonging to that cluster, then the score does not have the maximum value of 1 but lower. (c) F 2 -score of our 3 cluster that have formed. The definition of the colored lines follows (b). Since for F2-score we have increased weight of the recall, the 0.7 maximum value is expected for the "square" cluster. (d) F 0.5 -score of our 3 clusters. The colors definitions follow (b). Since we have reduced weight of the precision, for lower sample widths it is expected to have lower score than F 1 for the "square" cluster. 3.6. Distinguishing plasticity regimes for large DIC-testing (1 %) total strain
The construction of the "large-reload" data set was intended to show the delicate handling needed for us to get the cluster separation we require. In particular, when reloading to 1 % DIC-testing strain our method does not produce the desired separation. As the DIC-testing strain increases so do strain localization features and shear band sizes. With a shear band spanning the whole specimen, we expect that the statistical correlations differ significantly from the statistical correlations of the "small-reload" data set. That is due to the overall effect of localization, from a structural correlation viewpoint: as load is applied to the sample and before strain localization emerges in the form of shear bands, crystal plasticity must be homogeneous and relatively isotropic. This is mainly due to the dislocation sources and obstacles that are placed in an unbiased manner (randomly) across the slip planes in our simulations. However, after localization emerges, correlations are dominated by shear banding and become highly anisotropic. Our methods pick up that transition. Indeed, even in the case of lower reload strain, while some separation is present, for the prior loaded state of 0.1 % strain and 1 % strain the distance between clusters is small, while in smaller sized systems (Fig. 9) samples are unclassifiable. Coupled with the invasive nature of the total strain imposed on the DIC-test reloaded state, the inseparability of the clusters makes the samples' prior loaded state history indistinguishable. Fig. 17 compares the small and largereload DIC-testing regimes. Fig. 17 (b) and (d) show the results of PCA with a clustering algorithm applied to the data set. From Fig. 17 (d) we can see that higher DIC-testing strain renders samples indistinguishable in PCA coordinates. The separation that was present for the low DIC-testing strain (0.1 %) is missing for higher values. Figs. 17 (a,c) show the strain profiles captured when the sample is reloaded to low (a) DIC-testing strains and high (c). A more comprehensive comparison for these regimes can be found in Appendix C.3. It is obvious that for higher DIC-testing strain there is much more mixing of the samples, thus the classification algorithm fails. Fig. 18 shows another difference between the two DIC testing regines. For small reload strain the first principal component (a) appears relatively isotropic, while it becomes highly anisotropic for larger reload strain (c). This observation extends to other components (e. g., 2nd (b,d) ) and is correlated to the emergent anisotropy of strain localization.
3.7. Dependence of unsupervised learning capacity on pre-processing aspects.
As discussed in Sec. 2.3, the discretization scheme defines the form and dimensions of the correlation functions to which we apply a PCA transformation. We can choose to examine correlations between different local states ω. We can categorize samples based on their deformation history either for ω 1 ,ω 1 auto-correlations or ω 2 ,ω 2 autocorrelations. We find that cross-correlations aren't helpful for classifying samples according to their deformation levels. Figs. 19 shows results obtained from various correlation functions: in general, as w decreases, we observe that distances between each cluster are also decreasing. In particular, Fig. 19 (b) shows that the distances in each cluster are measured in an order of magnitude 10 −4 to 10 −3 while in Fig. 19 (a) ,(c) the order of magnitude is 10 −2 to 10 −1 . This difference in Fig. 19 (a) , (c) is enough for the clustering algorithm to find the different deformation levels and classify with 100 % accuracy our data set. Another choice we can make is the quantity that characterizes the microstructure. Until now, we considered an isotropic measure of the total deformation strain in the sample. Our classification scheme produces similar results if we use the more common 2nd invariant of the strain deformation tensor, J 2 = ε ik ε ki . Fig. 20 shows the results for different microstructural measure calculations. For larger systems (w = 1,w = 2) the only notable difference is the overall variance of the data in PCA coordinates. Finally, we may use the plastic strain as the microstructural deformation state variable (following Kalidindi -it is not actually a thermodynamic state variable), which would effectively correspond to applying DIC on the test unloaded state dislocation ensembles. The test unloaded state would be the state that would emerge after unloading the sample on the test reloaded state. Fig. 21 shows that classification still works and there is an observable difference of the data variance in PCA coordinates. For more figures on the differences in pre-processing aspects see Appendix C.4. 
Independence from the choice of discretization schemes and dimension reduction methods
We find that our methods are not sensitive to reasonable variations of the microstructural binning of the local strain variable. As a test, we discretize the microstructure into L = 2, 3, 4 and 5 parts. We are able to distinguish the initial deformation history of all the samples when calculating the ω 1 ,ω 1 auto-correlations and the ω 2 ,ω 2 autocorrelations. These results are independent of the discretization scheme (i.e. the number of local states used). Fig. 22 shows the results for data samples of w = 1 µm, as the number of local states L increases. Clustering and classification is possible, and the clustering algorithm has 100 % accuracy independently of the number of local states, but the overall noise of the data increases with the number of local states. The noise is due to the use of a fixed number of DDD simulations for each prior strain level. The signal strength in each correlation function increases with system size and the number of dislocations, but decreases as the data is distributed into more bins L. This effect is more pronounced for cross-correlations because they decrease for short distances and our correlation function range is truncated. Hence we do not obtain classifiable results for any cross correlations. While PCA is one of the most common and useful tools for dimensionality reduction, some data sets could be so large that it is impractical. With that in mind, we compared our PCA results with other common algorithms, such as Incremental Principal Component Analysis (IPCA) and the Truncated Singular Value Decomposition (TSVD). IPCA uses a different form of processing a data set that allows for partial computations which in most cases match the results of PCA. Incremental PCA stores estimates of component variances and updates the variance ratio of a component incrementally. It is faster and uses memory more efficiently than PCA. TSVD on the other hand, implements a variant of singular value decomposition (SVD) that only computes the largest singular values. Given that PCA works on the basis of the singular value decomposition, we expect little to no difference with this method. No significant differences are seen when applying some of these variations of PCA to our data sets. The results are shown on Fig. 23 . Note that no additional parameters, other than the initialization of the different methods, have been modified; in particular, the same clustering algorithm is used as with the PCA methods. The TSVD results do not display any differences from regular PCA, besides slight changes in data variance and data cluster positions. The IPCA results, on the other hand, are mirrored from the PCA results in both the PC1 and PC2 axes (negative values). If we calculated the absolute values we would see just minor differences in data variance and cluster positions as in the TSVD results. 
Summary
We examined the applicability of ML algorithms to practical and relatively inexpensive experimental methods for the detection of mechanical deformation and crystal plasticity, such as DIC. The principal question was whether it is possible to detect the degree of prior plastic deformation of thin films, especially when they display significant plasticity size effects. Our conclusion is that ML algorithms can achieve our objective with varying levels of success in various situations. Through mimicking the DIC protocol in two dimensional discrete dislocation plasticity simulations, we identified realistic cases (single and double slip thin films with widths larger than 1 µm) where data clustering and classification is possible, based on the degree of prior plastic deformation. However, when size effects come into play, we found that such clustering and classification becomes gradually more difficult, since the intrinsic, plasticity induced crackling noise causes large variance in smaller systems. Our simulations uncovered a crucial parameter for the applicability of our methods, namely the DIC-testing total strain during reloading. While for a small-reload level of 0.1 % (half of the commonly defined engineering yield stress, found at at engineering strain 0.2 %), our methods are highly successful, they are clearly not successful one order of magnitude higher, at 1 %. In summary, we demonstrated that the detection of prior plastic deformation is possible through the use of principal component analysis and the CkNN algorithm, for films wider than 0.5 µm and DIC-testing total strains smaller than 0.5 %. Our future goals include quantitatively predicting the prior strain (and its uncertainty) from the test strain, and also applications to actual DIC data from experiments.
The main difference between our simulation and actual DIC data sets is the resolution. Since we obtain direct strain measurements we assume we have infinite resolution for examining our data set, in contrast to DIC, which has limited resolution. DIC is limited in that regard in a 3-fold way: the average observable distance in experiments, the smallest distance between DIC markers and the resolution of the machinery that is used.
Appendix A. Discrete Dislocation Dynamics
In our DDD simulation, plastic flow occurs by the nucleation and glide of edge dislocations, on single or double slip systems. With the typical Burgers vector of FCC crystals being b = 0.25 nm, we study sample widths ranging in powers of 2 from w = 0.125µm to 2µm with α = h w = 4-32. The lateral edges (x = 0, w) are traction free, allowing dislocations to exit the sample. Loading is taken to be ideally strain-controlled, by prescribing the y-displacement at the top and bottom edges (y = 0, h). The applied strain rate (for both loading and unloading regimes),ḣ h = 10 4 s −1 , is held constant across all our simulations, similar to experimental practice. Plastic deformation of the crystalline samples is described using the discrete dislocation framework for small strains (Van der Giessen and Needleman, 1995) , where the determination of the state in the material employs superposition. As each dislocation is treated as a singularity in a linear elastic background solid with Young's modulus E and Poisson ratio ν, whose analytic solution is known at any position, and because the sample does not extend to infinity: the displacement, strain and stress fields need to be corrected by smooth image fields (denoted byˆbelow) to satisfy boundary conditions at the edges. Hence, the displacements u i , strains ε i j , and stresses σ i j are written as
where the (˜) field is the sum of the fields of all N dislocations in their current positions, i.e.
Image fields are obtained by solving a linear elastic boundary value problem using finite elements with the boundary conditions changing as the dislocation structure evolves under the application of mechanical load. At the beginning of the calculation, the crystal is stress free and there are no mobile dislocations. This corresponds to a well-annealed sample, yet with pinned dislocation segments left that can act either as dislocation sources or as obstacles. Dislocations are generated from sources when the resolved shear stress τ at the source location is sufficiently high (τ nuc ) for a sufficiently long time (t nuc ). We consider bulk dislocation sources and obstacles (Van der Giessen and Needleman, 1995) . A dislocation configuration of one of the simulations, at 10% total strain, is shown in Fig. A .24(a), together with the xx−component of the total strain (b) and the shear stress (c).
The bulk sources are randomly distributed over slip planes at a density ρ bulk nuc = 60 µm −2 , while their strength is selected randomly from a Gaussian distribution with mean valueτ nuc = 50 MPa and 10% standard deviation. Bulk sources are designed to mimic the Frank-Read mechanism in two dimensions (Hirth and Lothe, 1982) , such that they generate a dipole of dislocations at distance L nuc , when activated. The initial distance between the two dislocations in the dipole is (A.3) at which the shear stress of one dislocation acting on the other is balanced by the local shear stress. Surface dislocation sources are successively placed at opposite ends of slip planes, which corresponds to a surface density of around ρ sur nuc = 175 µm. Once a single dislocation is generated from a surface source, it is put at 10b from the free surface. Under this circumstance, our surface nucleated dislocation has an effective nucleation strength of 312 MPa (Papanikolaou et al., 2017) . We only consider glide of dislocations, neglecting the possibility of climb. The evolution of dislocations is determined by the component of the Peach-Koehler force in the slip direction. For the Ith dislocation, this is given by
where n (I) is the slip plane normal and b (I) is the Burgers vector of dislocation I. This force will cause the dislocation I to glide, following over-damped dynamics, with velocity 
where B is the drag coefficient. In this paper, its value is taken as B = 10 −4 Pa s, which is representative for aluminum. Each sample contains a random distribution of forest dislocation obstacles and surface dislocation sources, as well as a random distribution of bulk dislocation sources. Once nucleated, dislocations can either exit the sample through the traction-free sides, annihilate with a dislocation of opposite sign when their mutual distance is less than 6b, or become pinned at an obstacle. Point obstacles are included to account for the effect of blocked slip caused by precipitates and forest dislocations on out-of-plane slip systems that are not explicitly described. They are randomly distributed over slip planes with a constant density that corresponds on average, to one source, either surface or bulk, for every 8 randomly-distributed obstacles. In this way the densities of sources and obstacles remains the same as the sample dimensions change, but there is a statistical preference towards always accompanying sources with obstacles in order to avoid statistical outlier behaviors. We model obstacles in a simple way where a dislocation stays stays pinned until its Peach-Koehler force exceeds the obstacle-dependent value τ obs b. The strength of the obstacles τ obs is taken to be 300 MPa with 20 % standard deviation. Our simulations are carried out for material parameters that are reminiscent of aluminum: E = 70 GPa,ν = 0.33. We consider 50 random realizations for each parameter case.
The simulation is carried out in an incremental manner, using a time step that is a factor 20 smaller than the nucleation time t nuc = 10 ns. At the beginning of every time increment, nucleation, annihilation, pinning at and release from obstacle sites are evaluated. After updating the dislocation structure, the new stress field in the sample is determined, using the finite element method to solve for the image fields (Van der Giessen and Needleman, 1995).
Appendix B. Microstructural discretization and N-point correlation statistics
To avoid confusion, we will be referring to the strain fields as the "microstructure", following Kalidindi's terminology (Kalidindi, 2012) . However, it is clear that the complete microstructure should also include the material and all of its properties that go into determining the strain field. The discretization of our microstructure is the separation of the local strain information into various stages (low,intermediate and high local strains). The continuous local state variable h, the local state space H and the microstructure function m(h, x) are used to represent a single microstructure in a digital format. The local state space H can be thought of as the complete collection of all the necessary state variables that are needed to uniquely define the material structure at a given location. The local state variable h is one point in the local state space, or one configuration of state variables. In our simulations, we consider the isotropic strain measure φ which takes the role of the continuous local state variable φ ≡ h. The microstructure µ(x) can be described by a distribution m(h, x), the microstructure function, for a local state h at a position x:
The domain of a microstructure is discretized in both real and state space. Binning in real space follows naturally from the DDD simulation method, dividing the total volume into S rectangular bins, neglecting bins that are too close to the boundary (see Appendix A- Fig. A.24 ). The local state space H can be binned by expanding m in a set of basis functions. We use the primitive basis function from PyMKS, Λ l (h), which has a triangular form
where δh is the bin width. For linear binning of H into L − 1 bins, δh = H (L − 1), with any bin defined by the edges l ∈ [1, L] with values h l−1 , h l . The discretized microstructure function is then
in spatial bin s and state bin l. In the above expressions, variables in round brackets are continuous and variables in square brackets are discrete. A microstructure function discretized with this basis is subject to the constraint
which is equivalent to saying that every location (spatial cell) is filled with some configuration of local states. N-point spatial correlations provide a way to quantify material structure, using statistics. 1-point statistics is based on the probability that a specified local state will be found in any randomly selected spatial bin in a microstructure (Niezqoda et al., 2008; Fullwood et al., 2009; Niezqoda et al., 2010) . 1-point statistics computes the volume fractions of the local states in the microstructure.
is the probability of finding the local state l in any randomly selected spatial bin in the microstructure, m[s, l] is the microstructure function (the digital representation of the microstructure), S is the total number of spatial cells in the microstructure and s is a specific spatial cell.
2-point spatial correlations (also known as 2-point statistics) contain information about the fractions of local states as well as the first order information on how the different local states are distributed in the microstructure. 2-point statistics is based upon the probability of having a vector placed randomly in the microstructure with one end of the vector be on one specified local state and the other end on another specified local state. This vector could have any length or orientation that the discrete microstructure allows. The equation for 2-point statistics reads:
In this equation f [r l, l ′ ] is the conditional probability of finding the local states l and l ′ at a distance and orientation away from each other defined by the vector r. When the 2 local states are the same l = l ′ , the correlation is called an auto-correlation. If the 2 local states are not the same, it is a cross-correlation. Our algorithm combines 2-point spatial correlations and the primitive basis function. Given our microstructure and through simple one line commands of PyMKS we find the correlations we want in the spatial bins. The relevant information of auto and cross-correlations are stored into matrices for further processing. The discretization of the microstructure into the arbitrary chosen local states allows for multiple cross and auto-correlations. In our case we discretize our microstructure in 3 different bins, with 3 possible local states, at low, intermediate and high local strains. These local states create the following possible correlations: let ω 1 be local state 1, ω 2 local state 2 and ω 3 local state 3. We have (ω 1 ,ω 1 ) auto-correlations, (ω 2 ,ω 2 ) and (ω 3 ,ω 3 ) auto-correlations. Furthermore, it is also possible to observe (ω 1 ,ω 2 ), (ω 1 ,ω 3 ) and (ω 2 ,ω 3 ) cross-correlations. ) showing how a correct classification should be, we can also observe that due to the high reload strain value, we added plastic memory to the samples. Thus, we completely changed the PCA projections of our samples. 
