In this paper, by studying the properties of meromorphic functions which have few zeros and poles, we find all the entire functions f (z) which share a small and finite order meromorphic function a(z) with its derivative, and f (n) (z) − a(z) = 0 whenever f (z) − a(z) = 0 (n 2). This result is a generalization of several previous results.
Introduction
Let f (z) be a nonconstant meromorphic function in the complex plane C. We shall use the standard notations in Nevanlinna's value distribution theory of meromorphic functions such as T (r, f ), N(r, f ) and m(r, f ) (see, e.g., [3] ). The notation S(r, f ) is defined to be any quantity satisfying S(r, f ) = o(T (r, f )) as r → ∞ possibly outside a set of r of finite linear measure.
A meromorphic function a(z) ( ≡ ∞) is called a small function with respect to f (z) provided that T (r, a) = S(r, f ).
Suppose that f and g are two nonconstant meromorphic functions, and a is a small function with respect to f and g. We say that f and g share a CM provided that f − a and g − a have the same zeros counting multiplicities. Similarly, we say that f and g share a IM provided that f − a and g − a have the same zeros ignoring multiplicities. Nevanlinna's four values theorem [8] shows that two meromorphic functions f and g must be linked by a Möbius transformation provided that they share four values CM. If the four values be replaced by four small functions, and two of them been shared ignoring the multiplicities, then f and g must be linked by a quasiMöbius transformation (see [5] ). When dealing with an entire function f and its derivative f , Rubel and Yang [9] proved that if f is an entire function and shares two finite values CM with f , then f ≡ f . In 1986, Jank et al. [4] proved that for a nonconstant meromorphic function f , if f, f and f share a finite nonzero value CM, then f ≡ f . This result has been improved as follows.
Theorem A. [6] Let f (z) be an entire function, a be a finite nonzero value, and let n ( 2) be a positive integer. If f, f and f (n) share the value a CM, then f assumes the form
where b, c are nonzero constants and c n−1 = 1.
J.M. Chang and M.L. Fang considered the same problem for small function a, and proved the following results.
Theorem B. [1] Let f (z) be an entire function, a be a small function with respect to f , and
a = a . If f (z) − a(z) = 0 ⇔ f (z) − a(z) = 0 and f (z) − a(z) = 0 ⇒ f (z) ⇒ a(z) = 0, then f = f .
Theorem C. [2]
Let f (z) be a nonconstant entire function, a be a nonconstant small function with respect to f , and let n 2 be an integer.
In this paper, we study properties of meromorphic functions which have few zeros and poles, and prove the following theorem. 
Theorem 1. Suppose that f is a nonconstant entire function, a is a finite order meromorphic function satisfying T (r, a) = S(r, f ), and n 2 is an integer. If f and f share a CM, and if
f (z) − a(z) = 0 implies f (n) (z) − a(z) = 0,(a) f (z) = a(z) + c exp{(z) − a(z) = 0 implies f (n) − a(z) = 0, then f ≡ f ,
Lemmas
Lemma 1. [7] Suppose that h is a nonconstant meromorphic function. If
is an irreducible rational polynomial in h with coefficients being small functions of h, and
Lemma 2. [10] Let f be a transcendental meromorphic function and
is polynomial in f with coefficients being small functions of f . Then either
Lemma 3. Suppose that h is a nonconstant meromorphic function satisfying
Proof. Without loss of generality, we assume that a p = 1. First of all, we prove the result under the simple case: If the degree of f 1 is greater than 0, then by a similar method, we can find two small functions c 2 and d 2 such that f 2 = c 2 f 1 − d 2 f 1 is a polynomial in h of degree less than the degree of f 1 , and the last term is 1. Continuing such process, we can find polynomials f j in h (j = 1, . . . , s + 1) with last term 1 and deg f j > deg f j +1 , j = 1, . . . , s. Moreover, we have f s+1 = 1 and the recurrence formula
where c j and d j (j = 1, . . . , s) are small functions of h. From the above recurrence formula, we can express the constant 1 as a linear differential polynomial in f with coefficients being small functions of h. By the lemma of logarithmic derivative, we get m(r, 1/f ) = S(r, h).
Now we consider the general case. If q = p, then the function
Therefore, we just need to prove the result under the condition q < p. In the following, we use mathematical induction on p to prove such result.
The conclusion for p = 1 has been discussed above. Suppose the conclusion is true for p < n. Then for p = n, from the simpler case, we have
So, we can assume that the last term b q in g is not zero. Using the Eucliding algorithm for polynomials, we find two polynomials P (h) and Q(h) in h such that
By Lemma 1 and the assumption of the induction, we have
r, P (h) + S(r, h) = (n − q)T (r, h) + S(r, h).
Then by Nevanlinna's first fundamental theorem and from the simpler case, we have
T (r, h) + qT (r, h) − nT (r, h) + S(r, h) = S(r, h).
This means that the conclusion is true for p = n, and it completes the proof of Lemma 3. 2
Lemma 4. Suppose that h is a nonconstant meromorphic function satisfying condition in (1).
Suppose that
Proof. We prove the conclusion by induction on the degree q. If q = 1, then by the division of polynomials, we have
where g(h) is a polynomial in h of degree p − 1, and c 0 ≡ 0 is a small function of h. Since
N r, f (h) − g(h) = N r, f (h) + S(r, h) = S(r, h),
we have N(r, 
) = S(r, h), which implies T (r, h) = S(r, h), a contradiction. Hence b
This means that the conclusion of Lemma 4 is true for q = 1.
Suppose that the conclusion of Lemma 4 is true for q n − 1. When q = n, we have
By division of polynomials, we have f (h) = P (h) + R(h), and
where P (h), Q(h) are polynomials in h, and deg Q < n. Since
any common factor of the polynomials b 0 h n + · · · + b n and Q(h) is a factor of a 0 h p + · · · + a p . Note that the rational polynomial in the right-hand side of (2) 
is irreducible. So R(h) is still irreducible, and

N r, R(h) = N r, f (h) + S(r, h) = S(r, h).
If b n = 0, then by Lemma 3, we have m(r, R(h)) = S(r, h). Therefore, T (r, R(h)) = S(r, h). From this and by Lemma 1, we get T (r, h) = S(r, h)
, which is impossible for nonconstant meromorphic function h. Hence b n = 0. And thus
which is still irreducible and N (r, hf (h)) = S(r, h).
By the assumption of the induction, we have b 1 = · · · = b n−1 = 0. Hence the conclusion of Lemma 4 is also true for q = n. 2
Proofs of the results
Proof of Theorem 1. Since f is entire and f − a share 0 CM with f − a, there exists an entire function α such that
If a = a, then there exists a nonzero constant c such that
In the sequel, we assume that a ≡ a . Let g = f − a. Then
Set
From (4), we see that the zero of g of multiplicity k ( 2) is the zero of a − a of multiplicity k − 1. Therefore, N (2 (r,
Note that f share a with f , and
The zero of g must be the zero of the numerator of (5). Therefore, we have N(r, ϕ) = S(r, f ). Differentiating (4) gives
By differentiating (4) repeatedly and by induction, we can obtain
where P k (e α ) and Q k (e α ) are differential polynomials in e α of degree k, and satisfy the following recurrence formulas:
The initial values are Q 0 (e α ) = a − a , Q 1 (e α ) = (a − a )e α + a − a , P 1 (e α ) = e α , and P 2 (e α ) = e 2α + α e α . Eliminate g and g (n) from (5) and (6), we get
We distinguish two cases below.
a−a e α − ϕ a−a ≡ 0. In this case, we have
Let S * = S * (f ) be the set of such meromorphic functions h: for any positive number ε, there exists a set E ε ⊂ (0, +∞) of finite linear measure such that
It is obvious that S * is a field of functions, and contains all small functions of f , but f / ∈ S * .
If e α ∈ S * , then by (10), we get g ∈ S * . Recall that g = f − a. We get f ∈ S * , a contradiction. Hence e α / ∈ S * . This means that there exists a positive number ε such that T (r, e α ) > εT (r, f ) holds for r ∈ I , where I is a set of r of infinite linear measure. Hence a and ϕ are also small functions of e α when we restrict r to I .
From (10), g is a rational polynomial in e α , which can be reduced to be an irreducible rational polynomial in e α . Since N(r, g) = 0 , by Lemma 4, we get
where A(e α ) is a polynomial in e α of degree k − 1, and the last term c 0 ≡ 0 is a small function of e α . Taking derivative gives
The numerator of (12) 
On the other hand, substituting (11) into (4) yields
Therefore, T (r, g ) (k − 1)T (r, e α ) + S(r, e α ). Hence we get T (r, e α ) = S(r, e α ), a contradiction. Case 1 has been ruled out.
Case 2. P n (e α ) −
a−a (n) a−a e α − ϕ a−a ≡ 0. From (9), we have
Then from (6), we get
Note that g = f − a. The above equation yields
If n = 2, then it follows from (15) that Q 1 (e α ) = a − a . On the other hand, from (4), we have Q 1 (e α ) = (a − a )e α + a − a . Hence e α = 1 is a constant.
Suppose n > 2. If e α is not a constant, then it must be a transcendental entire function. From the recurrence formulas (7) and (8), we see that P k (e α ) is a polynomial in e α of degree k with coefficients being the differential polynomials in α. And
where b = a − a . Therefore, we can express Q n−1 (e α ) as
where R k is a polynomial in e α of degree k. From (15) and (17), we have
Therefore,
By Lemma 4 and noting that b = a − a is a function of finite order, the above equation yields
O(log r) + S r, e α .
However, we have
Therefore, m(r, e α ) O(log r) + S(r, e α ), which is impossible when e α is transcendental. Hence e α must be a nonzero constant. Let e α = c. Then P k (e α ) = c k and
Since g = cg + b and b = a − a , it follows from (19) that
and
If c = 1, then both g and a are functions of exponential type or constants. Note that a is a small function of g. So, a is a constant and c n−1 = 1. From (3), we get f (z) = λe cz + a − a c , where λ is a nonzero constant. If c = 1, then it follows from (3) that f = f . Hence f (z) = λe z , where λ is a nonzero constant, which also completes the proof of Theorem 1. 2 Proof of Corollary 1. Follow the proof of Theorem 1. Since f (z) − a(z) = 0 implies f (n) (z) − a(z) = 0 and the multiplicities of the zeros of f (n) − a not exceed the multiplicities of the zeros of f − a, we can see from (16) that P n (e α ) has no zero. By the recurrence formulas (7), we can deduce that P n (e α ) is a polynomial in e α of the form 
