Poisson equation is frequently encountered in mathematical modeling for scienti…c and engineering applications. Fast Poisson numerical solvers for 2D and 3D problems are, thus, highly requested. In this paper, we consider solving the Poisson equation r 2 u = f (x; y) in the Cartesian domain = [ 1; 1] [ 1; 1], subject to all types of boundary conditions, discretized with the Chebyshev pseudospectral method. The main purpose of this paper is to propose a re ‡exive decomposition scheme for orthogonally decoupling the linear system obtained from the discretization into independent subsystems via the exploration of a special re ‡exive property inherent in the second-order Chebyshev collocation derivative matrix. The decomposition will introduce coarse-grain parallelism suitable for parallel computations. This approach can be applied to more general linear elliptic problems discretized with the Chebyshev pseudospectral method, so long as the discretized problems possess re ‡exive property. Numerical examples with error analysis are presented to demonstrate the validity and advantage of the proposed approach. 2010 Mathematics Subject Classi…cation: 35J05, 65F05, 65N35.
Introduction
There have been considerable studies in the development of robust and e¢ cient solvers for Poisson equation. A fast and accurate Poisson solver has many scienti…c and engineering applications. These include computer simulations of plasma physics [3] , industrial plasma engineering [17] , and planetary dynamics [4] . The popular projection method for solving Navier-Stokes equations also involves solving a Poisson equation for the pressure …eld [7] .
In this paper, we consider solving the Poisson equation r 2 u = f (x; y); (x; y) 2 ( 1; 1) ( 1; 1); 1 u + 1 @u @x = g 1 (y); at x = 1; 2 u + 2 @u @x = g 2 (y); at x = 1; 3 u + 3 @u @y = g 3 (x); at y = 1; 4 u + 4 @u @y = g 4 (x); at y = 1;
where i and i ; 8i; are constants and can not be zeros at the same time. Also, at least one of the 0 i s is not zero to ensure the uniqueness of solution. The current paper proposes a re ‡exive decomposition scheme to solve (1.1) more e¢ ciently when (1.1) is discretized by the Chebyshev pseudospectral method.
Most Poisson solvers are based on …nite di¤erence or …nite element methods. While the geometry of computational domain is rectangular, the Chebyshev pseudospectral method has advantage over traditional …nite di¤erence and …nite element methods in numerical accuracy. Its convergence rate is of exponential order O c N , 0 < c < 1; for smooth solutions where N is the number of grid points [18] . [11] presented the solution of Poisson equation using the resolution of the mixed collocation equations into two quasi-tridiagonal systems to simplify the di¤erential operators. Shizgal et al. [20, 21, 12] used eigenvalue/eigenvector technique to diagonalize the discretized system, which is a very e¢ cient method but only subject to Dirichlet boundary conditions. So far, the eigenvalue/eigenvector matrix diagonalization method for solving Poisson equation over a rectangular domain is most e¢ cient [9, 13] . However, it can be only applied with ease for Dirichlet boundary conditions. For non-Dirichlet boundary conditions like Neumann or Robin ones, this matrix diagonalization method requests messy row operations or costly iterations [22] .
To apply Chebyshev pseudospectral method coping with Neumann or Robin boundary conditions, even more general second-order arbitrary-coe¢ cient elliptic partial di¤erential equations, we need to use Kronecker product during discretization for Poisson equation in 2D/3D rectangular domains. The resultant linear system is very costly to solve, especially for 3D problems, by direct Gaussian elimination or iteration methods. To solve this problem, here we explore the re ‡exive property [10] of Chebyshev collocation derivative matrix for possible coarse-grain decomposition of the resultant huge matrix. To be more elaborate, we apply re ‡exive decomposition to orthogonally decompose the original linear system into two, or more, smaller decoupled subsystems so that we can save enormous computation time by solving several smaller linear systems instead. This coarse-grain system reduction can further foster coarse-grain parallelism, which can save more computation time by parallel computation.
The organization of this paper is as follows. In section 2, we begin with an observation that the second-order Chebyshev collocation derivative matrix is centrosymmetric and then show that the matrix associated with the 2D discretized Poisson equation using Chebyshev pseudospectral method with a tensor product is block-centrosymmetric and therefore re ‡exive. In section 3, we further decompose the resultant matrix into submatrices via orthogonal re ‡exive decomposition.
Operations count and numerical experiments with error analysis show-
ing exponential convergence are presented in section 4, and conclusion is given in section 5. 
; j = 0; 1; :::; N;
where c j = 8 < : 2; for j = 0; N;
1; otherwise, and L N;j (x l ) = jl with jl being Kronecker delta. A function u (x) can be approximated by interpolating polynomials above,
and its derivative values at Chebyshev-Gauss-Lobatto points can be therefore approximated by
The entries of D N have long been available in literatures [15, 16, 18] and are given as
; i 6 = j; and i; j = 0; 1; :::; N;
where c i = 8 < :
2; for i = 0; N;
1; otherwise, and note that D N is a (N + 1)
Likewise, the k th derivative values of a function u (x) at Chebyshev-Gauss-Lobatto points can be approximated by
where D k N represents the k th power of D N : Note that D N is an anticentrosymmetric matrix, that satis…es (D N ) ij = (D N ) N i;N j ; i; j = 0; 1; :::; N; :
Accordingly, the second-order derivative matrix D 2 N , denoted by S, will be a centrosymmetric matrix [1, 2, 6, 19] satisfying (S) ij = (S) N i;N j ; i; j = 0; 1; :::; N;
Deriving this will use the property J 2 N +1 = I N +1 ; where I N +1 is the identity matrix of dimension N + 1: Extending this idea, D k N will be anti-centrosymmetric for any odd k and centrosymmetric for any even k; i.e., D k N ij = ( 1) k D k N N i;N j ; i; j = 0; 1; :::; N: To solve 2D Poisson problem like (1.1), we apply tensor product to discretize the equation as
where L N is the discretized Laplacian operator that can be expressed as
with representing the Kronecker product [18] . :
Actually, we can further express (2. Here we used the centrosymmetric property s ij = (D 2 N ) ij = (D 2 N ) N i;N j = s N i;N j for the derivation above:
Reflexive decomposition of L N
As seen in the previous section, the matrix L N is re ‡exive with respect to R. This re ‡exive property enables us to decompose L N into smaller submatrices using orthogonal transformation. The decomposition is referred to as the re ‡exive decomposition because of the re ‡ection matrix R. where R 1 = J k I N +1 ; K ij 2 < k(N +1) k(N +1) ; 8 i; j = 1; 2: From the re ‡exive property K = RKR, we can derive the following relations easily, (3.3)
Let Q be the following orthogonal matrix,
Using (3.3) and the facts R 2 1 = I and R T 1 = R 1 , it can be easily shown that the transformation Q T KQ is block-diagonal and therefore decouples K into two independent submatrices as follows [5, 8, 10] , where ; K 11 ; K 13 ; K 31 ; K 33 2 < k(N +1) k(N +1) ;
From K = RKR; we can derive (3.7)
By (3.7), the orthogonal transformation Q T KQ yields [10] (3.9)
Then, the process of ;
After solvingû 1 andû 2 ; we can recoverû; and …nally obtain u by u = Qû:
3.2. Explicit forms of the decomposition. In this section, we want to derive the explicit forms of D 1 and D 2 mentioned above for the convenience of coding. Again, we categorize cases according to N + 1 being even or odd. and we can easily see 
Error analysis and operations count
The spectral convergence is still preserved during decomposition, and this is demonstrated by the following numerical experiments. with the exact solution being u (x; y; z) = x 2 1 y 2 1 (z 1) e z=2 :
The errors of both experiments above are shown in Table 1 . Basically, we can observe the exponential convergence, the feature of pseudospectral methods, in Table 1 as N increasing until contaminated by round-o¤ errors (in 3D case). Taking 2D Poisson problem as example, the structure of L N = K will look like Figure 1(a) . The operations count of solving (2.1) without re ‡exive decomposition by Gaussian elimination would be (4.1)
with M = (N + 1) 2 : With re ‡exive decomposition, K is transformed toK; and the structure ofK is shown in Figure 1(b) . The opera- In addition to the advantage of computing time reduction by the obvious comparison between (4.1) and (4.2), the decomposition also yields coarse-grain parallelism, which can be conducted by parallel computing. If higher computing e¢ ciency is requested, especially when N is large, it should be noted that D 1 and D 2 turn out to be re ‡exive too, and can be decomposed by the same procedure stated above. The submatrices from the decomposition of D 1 and D 2 are also re ‡exive and subject to further decomposition. This repetitive hierarchical decomposition can de…nitely increase computing e¢ ciency enormously.
Conclusion
In this paper, we …rst explore the inherent re ‡exive property of second-order Chebyshev collocation derivative matrix subject to all kinds of boundary conditions. We then apply re ‡exive decomposition to decompose the matrix resultant from the discretization of Poisson equation by Chebyshev pseudospectral method into two smaller submatrices. Computing these two smaller linear systems de…nitely saves time from computing the original large system, not to mention its availability for coarse-grain parallel computing. This time saving e¤ect is particularly notable for 3D cases. These two decomposed submatrices can be further decomposed to four even-smaller submatrices by repeating re ‡exive decomposition. After n-th decomposition, we will have 2 n quite-small-sized submatrices, and this hierarchical de- 
