We extend to infinite dimensional separable Hilbert spaces the Schur convexity property 
Introduction
An important notion in the finite dimensional theory of convex functions is that of the Schur convexity. Roughly speaking, Schur-convex functions are real-valued mappings which are monotone with respect to the majorization ordering. A rigorous definition is stated in what follows. Let R n ≥ denote the cone of vectors with nonincreasing components, that is,
The dual cone of the cone R 1 ≤ k ≤ n − 1. In particular, the mapping S n X → λ n (X) is concave. A classical result (see, e.g., [2, 17] ) asserts that Schur-convex functions are pre- depending only on the eigenvalues of X. In fact, if we write diag(λ) (where λ = (λ 1 , . . . , λ n ) ∈ R n ) for the diagonal matrix with diagonal entries λ 1 , . . . , λ n ,
17
and define a function Φ : R n → R by Φ(λ) = f (diag(λ)), then Φ is convex and symmetric: Φ(λ) = Φ(σ • λ) for all permutation σ ∈ P n . The converse is also true: if 19 
Φ : R
n → R is a symmetric convex function, then the function f : S n → R defined by f (X) = Φ(λ(X)) (where λ(X) = (λ 1 (X), . . . , λ n (X)) T ) is convex and satisfies 21 f (U * XU ) = f (X) whenever U ∈ M n,n (R) is a unitary matrix. The above result is due to Davis [5] .
23
The above considerations show that it is natural to impose an adequate "symmetry" assumption in order to obtain a Schur convexity property for linear operators 25 defined on arbitrary Hilbert spaces. That is why we consider throughout this paper linear selfadjoint operators defined on infinite dimensional Hilbert spaces. 
A Schur Convexity Property in Hilbert Spaces
In the first part of this section, we establish an infinite dimensional version of 29 the Schur convexity property for linear, selfadjoint and compact operators defined on separable Hilbert spaces. Next, we extend this property to the class of linear 31 selfadjoint operators that can be approximated by operators of finite rank. Several examples from mechanics and quantum mechanics illustrate both cases.
Schur convexity property for selfadjoint, compact operators
Let H be a separable Hilbert space and assume that S : H → H is a linear, self-theorem ([14, Theorem VI.15]), the spectrum σ(S) of S is a discrete set having no 1 limit points except perhaps the origin. Moreover, any λ ∈ σ(S)\{0} is an eigenvalue of finite multiplicity. Next, the classical spectral theory of compact selfadjoint oper- In conclusion, the spectrum of S is discrete and it consists of a countable family of eigenvalues (λ n (S)) n≥1 with the additional property that λ n (S) → 0 as n → ∞. At 7 this stage, the Hilbert-Schmidt theorem ([14, Theorem VI.16]) implies that there is a complete orthonormal basis (e n ) n≥1 of H such that Se n = λ n e n for all n ≥ 1, where λ n = λ n (S). So, Sx = ∞ n=1 λ n (x, e n )e n , for all x ∈ H. We observe that for any fixed positive integer n, the set
is either empty or finite. Thus, we can rearrange the eigenvalues of S such that
(2.1)
Moreover, the unique limit point of the sequence (λ n (S)) n∈Z is 0. If S has a finite 11 number of negative eigenvalues (say, n), we denote them by λ −1 (S) ≤ · · · ≤ λ −n (S) and we set λ −k (S) for all k ≤ n + 1. We make a similar convention if S has finitely 13 many positive eigenvalues. If 0 is an eigenvalue of S, we denote λ 0 (S) = 0. 
∞ n=−∞ µ n is an absolutely convergent series. 23 Then, the functional ψ : Proof. We first observe that since S ∈ K 1 (H) is not assumed to be a nuclear operator, then the series n∈Z λ n (S) is not necessarily convergent. However, our hypothesis that the series ∞ n=−∞ µ n is absolutely convergent implies that the series ∞ n=−∞ µ n λ n (S) is absolutely convergent, too, so the mapping ψ is well-defined. Indeed, for all S ∈ K 1 (H),
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Any operator S ∈ K 1 (H) is the norm limit of a sequence of operators of finite rank. Indeed, if (e n ) n∈Z is a complete orthonormal basis of H so that Se n = λ n (S)e n for all n ∈ Z, with λ n (S) arranged as in (2.1), then Sx = ∞ n=−∞ λ n (S)(x, e n )e n , for all x ∈ H. Set, for any m ≥ 1,
. So, by the finite dimensional Schur convexity property, the mapping
is sublinear. So, for any S, T ∈ K 1 (H) and all α ∈ R,
On the other hand,
Thus, by (2.2) and (2.3), ψ is a sublinear functional. In particular, ψ is convex.
5
It remains to argue that ψ is lower semicontinuous, that is,
Taking ε → 0, we obtain ψ m (S) ≤ ψ m (S n ), for all positive integers m and n. So, for all n ≥ 1,
We deduce that ψ(S) ≤ lim inf n→∞ ψ(S n ) and the proof is concluded. in quantum mechanics as well as classical physics are described by the Sturm-
where y(x) is the quantum mechanical wave function or other physical quantity,
are given functions that are determined by the nature of the system of interest. We can assume, without loss of generality, that
Thus, by the Lax-Milgram lemma, there exists a 
is an eigenvalue corresponding to the Sturm-Liouville prob-9 lem (2.4). In the particular case p ≡ 1 and q ≡ 0, a straightforward computation
Let µ n (n ≥ 1) be real numbers such that µ i ≥ µ j if i < j and such that the series ∞ n=1 µ n converges absolutely. So, by Theorem 2.1, the mapping
is convex and lower semicontinuous. 
Notice that the potential V (|r|) = α/|r| is the energy of the electric field surrounding the electron, α depends on the electron's charge, and |r| is its distance from the atom's nucleus. As established in [15] , S has no eigenvalues for any α < 0 and, if α > 0, then all eigenvalues of S are
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Let (µ n ) n≥1 be a sequence of real numbers such that µ 1 ≥ µ 2 ≥ · · · ≥ µ n ≥ · · · and the series ∞ n=1 µ n converges absolutely. So, by Theorem 2.1, the mapping
, and
Compare with [15] , the eigenvalues of S are precisely electrostatic attracting force of the atomic nucleus, while from the eigenvalues λ of (2.6), one obtains the energy levels of the electron of the hydrogen atom. 
We observe that this class contains potentials V satisfying 
A More general framework
On the other hand, since S ∈ K 2,µ (H),
Let S, T ∈ K 2,µ (H) and assume that S n , T n are operators of finite rank such that S n − S → 0 and T n − T → 0 as n → ∞. Applying the Schur convexity property, we obtain
Taking n → ∞ and using (2.7), we find
Next, by (2.8), we deduce that ψ(S + T ) ≤ ψ(S) + ψ(T ), for all S, T ∈ K 2,µ (H).
A similar argument shows that ψ is positive homogeneous.
7
The lower semicontinuity of ψ follows with the same arguments as in the proof of Theorem 2.1. 
Fix the real numbers µ n (n ≥ 1) such that µ i ≥ µ j if i < j and the series ∞ n=1 µ n λ n (S) converges. Using the asymptotic estimate (2.9), we deduce that, for the last purpose, it is enough to choose µ n so that µ n = O (n −p ), for some p > 3. Then, by Theorem 2.2, the mapping
is convex and lower semicontinuous. Define the following discontinuous potential energy of a particle in the force field
Consider the Schrödinger equation
where m is the mass of the particle and is Dirac's constant (reduced Planck's constant). Compare with [13, p. 102] , the definition of V forces ψ = 0 outside (−b, a). A straightforward computation shows that the eigenvalues of the associated operator S are given by
Fix the real numbers µ n (n ≥ 1) such that µ i ≥ µ j if i < j and the series ∞ n=1 µ n λ n (S) converges. The above expression of eigenvalues shows that it is enough to choose µ n so that µ n = O (n −p ), for some p > 3. Applying Theorem 2.2, we deduce that the mapping
Outside the fundamental segment of length L = a + b, the standing wave ψ is prolonged by periodicity such that ψ(x+L) = ψ(x), for all x ∈ R. In [13, p. 108] , it is provided a class of potentials V for which the associated bound state energies to the above problem are given by
Thus, by Theorem 2.2, the mapping S → ∞ n=1 µ n λ n (S) is convex and lower 5 semicontinuous, provided (µ n ) n≥1 are chosen so that µ i ≥ µ j if i < j and the series ∞ n=1 µ n λ n (S) converges.
(5) Generalized model of the helium atom. Let S be the differential operator on
where M and m i (1 ≤ i ≤ n) are arbitrary positive numbers. Compare with [15] , the above operator has been introduced by Zhislin and S can be viewed as the Hamiltonian of a system consisting of a nucleus of mass M and n electrons of masses m 1 , . . . , m n , after the center of the mass motion has been removed. This model generalizes the elementary model of the helium atom which is described by the operator S on L 2 (R 6 ) given by
In both cases (see Kato's Theorem and Theorem XIII. 
Consider the real numbers µ n (n ≥ 1) such that µ i ≥ µ j if i < j and the series ∞ n=1 µ n λ n (S) converges. Applying Theorem 2.2, we deduce that the mapping 
13
We distinguish two cases: the regular case where a > 0 or a = 0 and 0 ≤ α < p− 1, and the singular case defined by a = 0, α ≥ p − 1. In the singular 15 case the boundary condition at the origin is u (0) = 0. In both cases Walter [22] proved that problem (2.11) has a countable number of simple eigenvalues 
Conclusions

23
In this paper, we have extended the Schur convexity property of the eigenvalues of a symmetric matrix with real entries in the framework of infinite dimensional
25
Hilbert spaces. First, we have considered the case of linear, selfadjoint, and compact operators. Next, we have established a corresponding version of the Schur convexity 27 property for linear selfadjoint operators that can be approximated by operators of finite rank and having a countable family of eigenvalues. Our abstract results 
