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Abstract
This work presents an extension of the high-resolution RiMAX multipath estimation algorithm, enabling the analysis
of frequency-dependent propagation parameters for ultra-wideband (UWB) channel modeling. Since RiMAX is a
narrowband algorithm, it does not account for the frequency-dependency of the radio channel or the environment.
As such, the impact of certain materials in which these systems operate can no longer be considered constant with
respect to frequency, preventing an accurate estimation of multipath parameters for UWB communication. In order to
track both the specular and dense multipath components (SMC and DMC) over frequency, an extension to the RiMAX
algorithm was developed that can process UWB measurement data. The advantage of our approach is that
geometrical propagation parameters do not appear or disappear from one sub-band onto the next. The UWB-RiMAX
algorithm makes it possible to re-evaluate common radio channel parameters for DMC in the wideband scenario, and
to extend the well-known deterministic propagation model comprising of SMC alone, towards a more hybrid model
containing the stochastic contributions from the DMC’s distributed diffuse scattering as well.
Our algorithm was tested with synthetic radio channel models in an indoor environment, which show that our
algorithm can match up to 99% of the SMC parameters according to the multipath component distance (MCD)
metric and that the DMC reverberation time known from the theory of room electromagnetics can be estimated on
average with an error margin of less than 2 ns throughout the UWB frequency band. We also present some
preliminary results in an indoor environment, which indicate a strong presence of DMC and thus diffuse scattering.
The DMC power represents up to 50% of the total measured power for the lower UWB frequencies and reduces to
around 30% for the higher UWB frequencies.
Keywords: Ultra-wideband, Multipath propagation, Multipath estimation, RiMAX, Specular multipath components,
Dense multipath components, Channel modeling, Channel sounding, Indoor environment
1 Introduction
In the last couple of years, the physical view of how
the radio channel is composed has undergone certain
changes. The radio channel used to be considered as a
collection of specular multipath components (SMC) that
have well-defined discrete locations in the different radio
channel dimensions (such as the spatial-, frequency-,
or time-delay domain). These SMC are the propagation
paths which are considered to have a significant influence
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in the total received power and are comprised of the
strongest (specular) reflections. Presently, it is widely
accepted that over these dimensions, a part of the radio
channel is also continuous, originating mainly from dis-
tributed diffuse scattering on electrically small objects
[1, 2], which are inherently more present at sub-20 GHz
frequencies [3, 4]. These are the so-called dense multi-
path components (DMC). The ideology behind the DMC
is to include all radio channel energy that cannot be asso-
ciated with the SMC, disregarding whether they originate
from reflections, diffractions, etc. This implies that cer-
tain (specular) multipath components, from a physical
point of view, can be regarded as being part of the DMC
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process because they cannot be reliably detected. This
could be, e.g., due to the limited accuracy of the radio
channel model used, a too low signal-to-noise ratio (SNR),
or because they lie very close to other multipath compo-
nents in the time-delay or angular domains [5, 6]. Since
the phase of the DMC is inaccessible for estimation, only
their average power can be modeled across the aforemen-
tioned domains. This opposes the SMC contribution to
the channel, where both the power and the phase of each
propagation path are accessible.
The objective of this work is to extend the high-
resolution DMC-inclusive RiMAX algorithm [7] from its
narrowband channel model to an ultra-wideband (UWB)
one, facilitating the analysis of frequency-dependent
propagation parameters for UWB channel modeling.
UWB is currently standardized in wireless personal area
network (WPAN) IEEE 802.15.4a, which thanks to its
large bandwidth allows for data rates over 2 Gbit/s over
a short distance [8]. UWB systems are characterized by
their ability to transmit small pulses with a very low power
density (limited to – 41.3 dBm/MHz) in a large frequency
band (3.1–10.6 GHz) [9]. This enables such systems to
harmlessly operate in frequency bands currently occupied
by other applications. Combining UWB technology with a
MIMO antenna configuration vastly increases the capac-
ity of the UWB system, allowing for extremely high data
rates [10], and the accurate localization of target nodes in
wireless networks [11–16].
Several ray-tracing studies [17] and measurements
[18, 19] have already shown that SMC alone is not suf-
ficient to describe the complicated interactions to which
electromagnetic waves are exposed to in a real environ-
ment. This is especially true for high-resolution parameter
estimation in the field of channel sounding, where the
number of resolvable SMC is limited by the overall char-
acteristics of the measurement system, the obtained SNR,
and the design of the multipath estimation algorithm [20].
This led to the innovative introduction of DMC in the
RiMAX multipath estimation algorithm, to account for
parts of the radio channel that cannot be resolved as SMC.
However, in contrast to standardized UWB channel mod-
els such as [21], the inclusion of the DMC contributions in
it are missing, which this work aims to overcome.
Multidimensional channel sounding is a necessary pro-
cess to describe the geometric structure of the multiple-
input multiple-output (MIMO) radio channel in terms of
geometrical parameters such as the geometrical parame-
ters such as [22]. These parameters are needed to deduce
a geometry-based stochastic channel model (GBSCM) for
the evaluation of MIMO transmission systems [23] and
to investigate their exact propagation mechanisms. They
can also be used to develop localization algorithms for
location estimation or tracking. In particular, the double-
directional modeling of the radio channel has attracted
a lot of interest because it gives a better physical insight
into the wave propagation mechanisms in real environ-
ments. The effect of DMC has been investigated on the
angular properties of the radio channel in [5, 6, 20, 24],
the polarization characteristics in [23, 25, 26], the cluster-
ing of multipath components in [1, 27], and the channel
capacity in [28, 29] for outdoor and industrial scenarios,
respectively.
The novelty of our approach is that the newly devel-
oped UWB-RiMAX algorithm allows for the global
(i.e., frequency-wise) estimation of multipath parameters
throughout the UWB frequency band, whilst maintain-
ing the DMC-inclusive behavior of the radio channel. In
contrast with executing the RiMAX algorithm in multiple
UWB sub-bands, the advantage of our algorithm is that
the AoD, AoA, and ToA are kept constant over the entire
UWB bandwidth in the initialization procedure, ensuring
that geometrical propagation parameters do not appear or
disappear from one sub-band onto the next. This makes it
possible to estimate the physically most likely radio chan-
nel parameters for the SMC and DMC components in the
wideband scenario and to extend the well-known deter-
ministic propagation model comprising of SMC alone,
towards a hybrid model which also contains the stochas-
tic contributions due to the DMC’s distributed diffuse
scattering.
The structure of this paper is as follows; Section 2
describes related work to our approach, whilst Section 3
explains the applied data model. Section 4 then covers
the UWB-RiMAX multipath estimation algorithm, and
Section 5 describes the applied evaluationmetrics. Finally,
Sections 6 and 7 highlight the simulation and measure-
ment results of our algorithm, and Section 8 summarizes
this paper with a conclusion and some ideas for future
work.
2 Related work
It was shown previously that the contribution of the DMC
to the capacity of the channel in MIMO systems is quite
significant, and often larger than that of the SMC. In [29],
an experimental analysis of the DMCwas conducted in an
industrial environment at 3 GHz, where the DMC covari-
ance structure of the RiMAX data model was validated.
The authors found that the DMC power accounted for 23
to 70% of the total channel power and found it was more
important than in office environments due to its highly
cluttered and metallic nature. Similar results are reported
in [28] for outdoor environments at 5.2 GHz, which found
DMC power contributions ranging from 10% of the total
channel power, even up to 90%. Currently, only a few
more studies have been conducted regarding the influ-
ence of DMC [5, 6, 26, 30, 31]. It was shown in [32, 33]
and [34] that the DMC increases the level of the recon-
structed eigenvalues, resulting in a better approximation
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of the measured eigenvalue structure of the MIMO chan-
nel. This indicates that an accurate modeling of the DMC
parameters is necessary to prevent the underestimation of
the MIMO transmission performance [28].
Naturally, the introduction of DMC in the physical
model of the radio channel means that common radio
channel parameters have to be re-evaluated for diffuse
scattering as well [26]. This includes parameters such as
mean delay, delay spread, Ricean K-factor, shadowing, fad-
ing, cross polarization and ratios. Recent studies such
as [26] found that the SMC and DMC power show, on
average, a strong correlation of about 0.90 and 0.95 for
line-of-sight (LoS) and obstructed-line-of- sight (OLoS)
scenarios, respectively. This implies that the DMC can
alternatively be interpreted as the non-coherent superpo-
sition of paths with weaker SNR, which still follow the
specular power decay as a function of distance [5, 6]. The
same study found that for OLoS scenarios, the cross-polar
normalized DMC power even exceeds 60% on average,
indicating that these channels could be modeled relatively
accurately by only considering their DMC characteristics
(as it is done in the original room electromagnetics model
[35]). Hence, simple DMC models can be used to design
more advanced channel models, as e.g. proposed in [36],
where a distance-dependent model for the power delay
profile (PDP) of in-room radio channels was developed.
The PDP in this model assumes an early primary compo-
nent and a DMC reverberant component responsible for
the shaping of the tail in the PDP.
The physical reality of DMC raises the question of
how well estimation algorithms which historically did
not include DMC in their signal model, such as esti-
mation of signal parameters via rotational invariance
techniques (ESPRIT) [37] or space-alternating general-
ized expectation-maximization (SAGE) [38], can estimate
the SMC part of the channel. This was investigated in
[39, 40], in which the authors compared both ESPRIT and
SAGE to the performance of the DMC-inclusive RiMAX
algorithm. The results of this study demonstrated that
SMC estimation in the presence of DMC is prone to
large errors if the signal model is not accordingly modi-
fied to cope with DMC contributions, as is the case with
ESPRIT or SAGE. This was also shown theoretically in
[41]. Therefore, determining the DMC by simply subtract-
ing the specular part (estimated by ESPRIT or SAGE)
from the total channel response is flawed and must be
avoided. For a reliable estimation of the SMC and/or DMC
parameters, the use of DMC-inclusive algorithms such as
RiMAX is highly recommended. Next to that, since the
resolution and accuracy of classical signal processing algo-
rithms is limited by the available measurement aperture
in the space-frequency-time domain, parametric super-
resolution algorithms such as ESPRIT, SAGE, and RiMAX
are more suitable to enhance the time-delay resolution.
This is done by fitting an appropriate data model to the
measured data, allowing the algorithm to overcome the
Fourier limitation of the delay resolution.
In [42, 43], the UWB-SAGE algorithm was proposed,
which is an extension to the SAGE channel estimation
algorithm for UWB channel modeling. The UWB-SAGE
algorithm estimates a certain number of individual prop-
agation paths from the measured data and estimates the
AoD, AoA, ToA, and the variation of the amplitude and
phase for each path. UWB-SAGE is based on the assump-
tion that the UWB channel can be expressed as the super-
position of a certain number of sub-bands, in which the
scattering loss and the antenna directivity is sufficiently
constant. The log-likelihood of the whole UWB band-
width is then defined as the sum of the log-likelihoods of
its sub-bands. This process reduces the distortion effect of
amplitude and phase caused by antennas when the param-
eters of the incident waves are estimated. However, at the
same time, the resolution of time-delay decreases due to
the sub-band processing, making it necessary to appro-
priately choose the bandwidth of the sub-bands in which
the total UWB bandwidth is divided. However, this algo-
rithm disregards the influence of DMC on the channel
transfer function, and is thus not an appropriate algorithm
for channel parameter estimation or channel modeling. In
our work, the ideology of the UWB-SAGE algorithm will
be incorporated in the DMC-inclusive RiMAX algorithm.
3 Channel model
3.1 Specular- and dense multipath components
To describe the geometric properties of the electromag-
netic waves of the MIMO propagation channel in terms of
AoD, AoA, and ToA, multidimensional frequency domain
channel sounding must be performed. This can be done
with (virtual) MIMO array systems, consisting ofMT and
MR antennas at transmitter (Tx) and receiver (Rx), sam-
pled atMf frequency points. As such, the total amount of
samples can be defined byM as follows:
M = MTMRMf . (1)
An observation of the frequency response of a MIMO
radio channel h can be modeled as the superposition
of a deterministic part x(θ smc) (determined by the SMC
parameter set θ smc) and a stochastic part d(θdan) (diffuse
scattering and noise; determined by the DMC and noise
(DAN) parameter set θdan). Both parameter sets will be
described later in this section.
h = x(θ smc) + d(θdan)
h ∈ CM×1. (2)
The deterministic part x(θ smc) of the data model acts as
the first order statistics of the radio channel, so that it can
be interpreted as the mean of h, whilst the stochastic part
d(θdan) describes the second-order statistics by means of
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its covariance matrix R(θdan) ∈ CM×M, which will be
discussed in Section 5.1.2. A realization of the radio chan-
nel h can be considered as a random variable distributed
according to a complex multivariate Gaussian distribution
h ∼ Nc(x(θ smc),R(θdan)) [44] as follows:
p(h) = 1
πM det(R)e
−(h−x)HR-1(h−x). (3)
An estimate of the most likely SMC and DMC and
noise parameters can be found by maximizing the like-
lihood function of Eq. (3). Since this is not a trivial
task, estimation frameworks such as the RiMAX algo-
rithm will estimate θˆ smc and θˆdan of the deterministic
and stochastic arrays, such that they maximize the like-
lihood of observing the measured frequency response h
of the radio channel. The objective is thus to find the
parameters θˆ smc and θˆdan that maximize the correlation
with the measurement data. A maximum likelihood (ML)
estimator for the parameters θ smc and θdan has been pro-
posed in [7, 22], exploiting the fact that the parameters of
the two components of the channel model are asymptot-
ically independent. Therefore, one can decouple the esti-
mation problem into two separate estimation problems.
The resulting RiMAX algorithm is iterative and alter-
nates between themaximization of the likelihood function
with respect to the parameters θ smc and θdan. It has
an approximately linear computational complexity in the
number of propagation paths P and in the number of data
samplesM [7].
Based on the capability of the RiMAX algorithm to
extract both parameter sets from the (virtual) array mea-
surement data, the following structures for the determin-
istic and stochastic parameter sets (θ smc ∈ CP×4S and
θdan ∈ R4×S, respectively) can be adopted:
θ smc =
⎡
⎢⎢⎣
ϕDT
ϕAT
τAT
γ T
⎤
⎥⎥⎦
T ← SMC angle of departure [rad]
← SMC angle of arrival [rad]
← SMC time-delay of arrival [s]
← SMC complex amplitude [/].
(4)
In (4), ϕD, ϕA, τA, and γ are P × S matrices, where
P is the number of SMCs extracted from the measure-
ment data, and S is the number of sub-bands in which the
total UWB bandwidth was partitioned (in analogy with
the UWB-SAGE algorithm). As such, θ smc is of size 4S×P.
We will discuss the frequency-dependency of the geomet-
rical parameters of the propagation paths in Section 4.2.
Each row in the aforementioned matrices ϕD, ϕA, and τA
contains the corresponding specular parameter for each
of the p ∈ P propagation paths (P = |P| in total) and
describes its frequency-dependency in each of the s ∈ S
sub-bands (S = |S| in total). We note that the angular
modeling was limited to that of the azimuthal plane, which
is acceptable since most measurement campaigns are only
performed with a planar array, with which the estima-
tion of elevation parameters is not possible. The extension
of the data model to the elevation domain is straightfor-
ward, where the AoD and AoA of the SMC will now have
an extra elevation component together with an azimuthal
component. We also consider only a single snapshot of
the channel, such that the covariance matrix R(θdan) is
only averaged over one observation of the channel. Whilst
it would be more reliable to use several snapshots of the
channel in a real measurement environment, we would
then have to impose a parametric model to handle the
time dependence of the SMC, or assume them to be
independent and independent and identically distributed
(i.i.d.) across snapshots in time. Since this is out of the
scope for the purpose of this paper, we will leave this up
for future work.
θdan =
⎡
⎢⎢⎣
α1
τd
τr
α0
⎤
⎥⎥⎦
← DMC peak power [W]
← DMC onset time [s]
← DMC reverberation time [s]
← Noise power [W].
(5)
In (5), θdan contains the DMC parameters([
α1 ∈ R1×S, τd ∈ R1×S, τr ∈ R1×S
])
and the noise
parameters (α0 ∈ R1×S) for each sub-band s ∈ S . A
discussion of the model for the DMC can be found in
[7]. The model is based on the observation that the PDP
ψ(τ) [W] of the DMC and noise, which describes how
the power of a signal is distributed over the time-delay
domain, has a base time-delay τd related to the distance
between the transmitter and receiver, together with an
exponential decay over time-delay (see Eq. (6)), corrupted
by complex additive white Gaussian noise with power α0:
ψ(τ) =
{
α1 e
(
− τ−τd
τr
)
+ α0, if τ > τd
α0, otherwise.
(6)
In Eq. (6), α1, τd, τr , and α0 are the four parameters
which fully describe the DMC and noise characteristics
of each sub-band and are gathered in the DMC and noise
parameter vector θdan. In this work, we will assume that
the DMC is spatially white at the transmit and receive
side of the measurement system, meaning that they have
constant angular power densities. It should be noted that
recent works will assume the DMC to be spatially cor-
related with the SMC. For example, [25, 45] report a
correlation between the location of SMC and DMC in the
angular domain. In [27], the DMC is modeled as local
clusters around the SMC. In [20, 46], it is proposed that
the Power Angular Profile (PAP) is to be modeled by a
uni-modal Von-Mises distribution.
The covariance matrix R(θdan) can be constructed by
converting the model in Eq. (6) from the time-delay
domain to the frequency domain. To do so, κ(θdan) ∈
C
NF×1 [W] is first introduced, which denotes a band-
limited sampled version of the Fourier transform of
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Eq. (6), and can be defined for a bandwidth B and Mf
frequency samples as follows:
κ(θdan) =α0 e0 + α1Mf
⎡
⎣ 1
βd
, e
−j2πτd
βd + j2π 1Mf
· · ·
e−j2πτd
(
Mf −1
)
βd + j2π
(
Mf −1
)
Mf
⎤
⎥⎦ ,
(7)
in which e0 ∈ NMf ×1 is a unit vector defined as follows:
e0 = [1, 0, · · · , 0] . (8)
Furthermore, in Eq. (7), βd is the normalized coherence
bandwidth (dimensionless), calculated as follows:
βd = BdB =
1
B · τr , (9)
in which Bd is the coherence bandwidth (Hz), normalized
by the bandwidth per sub-band B (Hz). Furthermore, the
frequency sampling interval f (Hz) can be written as a
function of B andMf as follows:
f = BMf − 1 . (10)
After calculating κ(θdan), the covariance matrix R(θdan)
of the DMC and noise can be calculated by applying the
Toeplitz-operator [7] as follows:
R(θdan) = toep
(
κ(θdan), κ(θdan)H
)
. (11)
The original data model of the RiMAX estimation algo-
rithm follows the narrowband assumption, hence stating
that the SMC and DMC are Kronecker-separable in the
spatial and frequency domains in order to keep the algo-
rithm computationally viable [7]. In our measurements
section, prior to the processing of the measurement data,
we will check for the uncorrelated scattering assump-
tion, which needs to hold in order to apply the Kro-
necker model. For a large MIMO configuration in a given
communication system, the dimensions of the covariance
matrix R(θdan) becomes too large to allow for a reliable
estimation (remember that it has a size of [M × M]).
This becomes a processing burden to accurately model the
interaction between transmitter and receiver, so that both
ends of a communication system need to be decoupled
by applying the well-known Kronecker model. We refer to
[47] for a discussion of its applicability and limitations.
In the Kronecker model, the covariance matrices at
transmitter and receiver are assumed independent and
separable, allowing the full covariance matrix of the chan-
nel to be expressed as the Kronecker-product of sev-
eral smaller matrices. Thus, the covariance matrix R is
assumed to have the following structure [7]:
R = RT ⊗ RR ⊗ Rf + α0IM, (12)
in which RT ∈ CMT×MT and RR ∈ CMR×MR are the covari-
ance matrices at the transmitter and receiver, respectively,
describing the spatial distribution of the DMC at both
ends, whereas Rf ∈ CMf ×Mf is the covariance matrix in
the frequency domain. The term α0I denotes the amount
of complex additive white Gaussian measurement noise,
which contributes to the stochastic part of the data model.
The matrix IM is an identity matrix of size [M × M].
3.2 Modeling propagation paths
In this extension of the RiMAX algorithm, we will assume
that the transmitter and receiver are equipped with a
uniform circular array (UCA), given that its angular res-
olution capability is uniform since the effective aperture
does not change with azimuth angle. The extension to
other array configurations is straightforward since only
the steering matrices in the following subsection have to
be adjusted. It should be noted that other configurations
for the antenna array can be used in this algorithm as well,
without much modification to the hereinafter explained
matrices. The broadbandMIMO radio channel model can
be expressed inmatrix notation tomap the time-delay and
angles of a propagation path to its complex notation in
the frequency domain.We will therefore define the matrix
Bf (τA) ∈ CMf ×P (dimensionless), which maps the time-
delays τA of each propagation path p ∈ P to its related
complex exponential e−j2π ·mf ·τA,p notation as follows:
Bf (τA)=
⎡
⎢⎢⎢⎢⎢⎣
e
−j2πf
(
−Mf −12
)
τA,1 · · · e−j2πf
(
−Mf −12
)
τA,P
... . . .
...
e
−j2πf
(
+Mf −12
)
τA,1 · · · e−j2πf
(
+Mf −12
)
τA,P
⎤
⎥⎥⎥⎥⎥⎦
,
(13)
Similarly, we can define the mapping of both the depart-
ing and the arriving angles ϕD and ϕA to the transmitting
and receiving array responses BsT (ϕD) ∈ CMT×P (dimen-
sionless) and BsR(ϕA) ∈ CMR×P (dimensionless) in each
sub-band s ∈ S as follows:
BsT (ϕD)=
⎡
⎢⎢⎣
e−j
2π
λs r cos(ϕD,1−ρ1) · · · e−j 2πλs r cos(ϕD,P−ρ1)
... . . .
...
e−j
2π
λs r cos
(
ϕD,1−ρMT
)
· · · e−j 2πλs r cos
(
ϕD,P−ρMT
)
⎤
⎥⎥⎦ ,
(14)
and
BsR(ϕA)=
⎡
⎢⎢⎣
e−j
2π
λs r cos(ϕA,1−ρ1) · · · e−j 2πλs r cos(ϕA,P−ρ1)
... . . .
...
e−j
2π
λs r cos(ϕA,1−ρMR) · · · e−j 2πλs r cos(ϕA,P−ρMR)
⎤
⎥⎥⎦ ,
(15)
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with r being the radius of the UCA, λs (m) the wave-
length in each sub-band s ∈ S , and the vector function
ρ(MT/R) ∈ RMT/R×1 (rad) mapping the angle between
each antenna in the UCA and a chosen reference axis,
defined as follows:
ρ(MT/R) = (0 : 1 : MT/R − 1) 2πMT/R . (16)
Both matrices BT (ϕD) and BR(ϕA) describe the com-
plex frequency-dependent far-field beam pattern at each
antenna array port at the transmitting and receiving array,
respectively.
Now let us consider a measurement snapshot of the
multidimensional UWB-MIMO channel h. This snapshot
can be defined as the instantaneous frequency domain
transfer function of the channel between each MIMO
antenna pair and is modeled as a superposition of P dis-
crete paths x plus a contribution of DMC and noise,
written as follows:
h =
P∑
p=1
xp
(
θ smc,p
) + d(θdan). (17)
The model for a single propagation path p in sub-band s
is given by:
xsp
(
θ ssmc,p
)
= vec (BsT (ϕD,p)♦BsR(ϕA,p)♦Bf (τA,p)
)
γ sp ,
(18)
where the operator ♦ denotes Khatri-Rao (column-wise
Kronecker) product and the variable γ sp denotes the com-
plex amplitude of path p in sub-band s. The superposition
of P paths in sub-band s can then be written as follows:
xs (θ ssmc
) =
P∑
p=1
xsp
(
θ ssmc,p
)
= (BsT (ϕD)♦BsR(ϕA)♦Bf (τA)
)
γ s
= Bs (ϕD,ϕA, τA
)
γ s ∈ CM×1,
(19)
in which Bs (ϕD,ϕA, τA
)
represents the steering vector
in space and frequency for the entire array, and for all
propagation paths, in sub-band s.
4 Extension to UWB-RiMAX algorithm
4.1 Global overview of the algorithm
In a wideband scenario, the reflection coefficients of cer-
tain materials in the environment (e.g., furniture, cabi-
nets) can no longer be considered constant with respect
to frequency. In addition, the antenna array responses
of transmitter and receiver will no longer be frequency-
independent and can vary significantly over the total
UWB bandwidth. To overcome this issue, the total UWB
band was split up into S sub-bands to assure frequency
stationarity in each sub-band. This is in agreement with
the multiband radio UWB principle [48], where the total
UWB band is split into multiple sub-bands that are sep-
arately processed by the receiver, to avoid problems with
the restrictions on the analog RF circuit designs. Although
the geometrical propagation characteristics (AoD, AoA,
and ToA) are frequency-independent, the complex ampli-
tude of each path will vary throughout the UWB fre-
quency band. Hence, we can adopt the narrowband
assumption in each sub-band, making it sufficient in
terms of measurement accuracy to describe the direc-
tional characteristics of the antenna arrays at the center
frequency of each sub-band.
In order to properly estimate propagation parame-
ters over the UWB frequency band, an extension to
the RiMAX algorithm was developed that can process
UWB measurement data and will be referred to as UWB-
RiMAX from now on. The global outline for this algo-
rithm is broadly described in Fig. 1. In the next following
subsections, we will go deeper into certain aspects of the
algorithm.
4.2 Initialization (Fig. 1): modeling
frequency-dependency
In this subsection, we will discuss how the frequency-
dependency of the SMC was modeled in the initializa-
tion procedure. As outlined in Fig. 1, the geometrical
parameters ϕD, ϕA, and τA are kept constant over fre-
quency, ensuring that these could not appear or disappear
from one sub-band onto the next. In a latter part of the
algorithm (estimation and optimization of the SMC (see
Fig. 1), these geometrical parameters will be optimized in
each sub-band separately, in order not to over-constrain
the optimization procedure of the complex amplitudes γ .
This also facilitates the optimization, as there is no strong
dependency to be modeled between the sub-bands. Doing
so, the geometrical parameters can thus vary slightly over
frequency after the optimization procedure is carried out,
but jointly estimating them in the initialization procedure
ensures that they start their optimization from the same
set of values.
4.2.1 Maximum likelihood expression
The parameter estimation for propagation paths is initial-
ized by a successive interference cancelation type of grid
search, where the detection of paths is based on a single
path ML criterion [42]. Taking the logarithm of Eq. (3)
and maximizing it with respect to the deterministic and
stochastic part gives the following ML criterion:
[
θˆ smc
θˆdan
]
=argmax
θ smc,θdan
( − ln(det(R(θdan))) (20)
− (h − x(θ smc))H R−1(θdan)(h − x(θ smc))
)
.
The parameter estimates θˆ smc and θˆdan of the determin-
istic and stochastic arrays are defined as the maximizing
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Fig. 1 Flowchart of the UWB-RiMAX multipath estimation algorithm. In the first iteration, the input data will be the measured channel h. The
one-time switch at the top will ensure that subsequent iterations of the algorithm will make use of the residual channel as input data
arguments of the nonlinear objective function in Eq. (20).
The estimation algorithm determines these parameters
such that they maximize the likelihood of observing the
measured frequency response h of the radio channel.
Since the number of parameters that are nonlinear in this
equation is quite large, the solution to this equation is
far from easy since it is not practical to perform a mul-
tidimensional search for the joint maximization of this
log-likelihood function. By splitting the problem into sev-
eral smaller sub-problems, and choosing several param-
eter subsets, it becomes practically feasible to solve the
joint maximization problem. We then have to maximize
the objective function by alternating between the opti-
mization procedures with respect to these subsets. It is
evident that we choose θ smc and θdan for both these
parameter subsets. This approach exploits the fact that the
parameters of the two components of the channel model
are asymptotically independent, so that one can decouple
the full estimation problem into two separate estimation
problems. If we assume the covariance matrix R(θdan)
of the stochastic process is known (thus the parameters
θdan are known), the maximization problem of Eq. (20)
reduces to:
θˆ smc = argmin
θ smc
(
(h − x(θdan))HR−1(θdan)(h − x(θ smc))
)
.
(21)
The term (h − x)HR−1(h − x) in this equation is the
so-called Mahalanobis norm [49]. The ML function in
Eq. (21) can be regarded as a nonlinear weighted least
squares problem since it is nonlinear in the structural
parameters θ smc. More specifically, it is an optimally
weighted least squares problem since there is no arbi-
trary weighting matrix used, but instead, we apply the
inverse noise covariance matrix R−1(θdan) as weighting
matrix. Since the Mahalanobis norm is a non-convex
function of the structural parameters x, multiple solu-
tions to this problem exist, and no closed-form solution is
available. Therefore, an iterative procedure has to be fol-
lowed in order to find the ML parameter sets θˆ smc and
θˆdan (denoted with a hat-operator) of the “true” values of
θ smc and θdan, such that they maximize the likelihood of
observing the measured frequency response h of the radio
channel given these parameters, as will be discussed in
Section 4.3.2.
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If the stochastic part of the MIMO channel observa-
tion is a zero-mean circular Gaussian i.i.d. process with
a covariance matrix equal to σ 2I, then the minimization
problem is reduced to a classical nonlinear least squares
problem [50]. It then becomes a matter of searching for
the value θˆ smc that minimizes the error h − x(θ smc). This
can also be seen as minimizing the Euclidean norm (the
so-called Frobenius norm):
θˆ smc = argmin
θ smc
‖h − x(θ smc)‖2F . (22)
4.2.2 Global estimation of SMC parameters
Using the general structure of the data model as given by
Eq. (18), which describes the contribution of the specular
propagation paths to the channel in a certain sub-band s ∈
S , we can substitute this term in Eq. (19) as follows:[
θˆ
s
smc
θˆ
s
dan
]
= argmin
θ ssmc,θ sdan
((hs − Bs (ϕD,ϕA, τA
)
γ s
)H (23)
R−1 (θ sdan
) (hs−Bs (ϕD,ϕA, τA
)
γ s
) )
,
in which hs denotes the frequency response of the
MIMO radio channel h in sub-band s, which corre-
sponds to the following range of frequency samples
in h:
[
(s − 1) Mf −1S + 1 : s
Mf −1
S + 1
]
. Since the complex
amplitudes γ s are linear in Eq. (23), this minimization
problem can be solved directly for γˆ s given a parameter set
Bˆs = Bs (ϕD,ϕA, τA
)
. For any Bˆs, and Rs = R (θ sdan
)
, the
best linear unbiased estimate (BLUE) is given as follows:
γˆ
s =
((Bs)H (Rs) −1Bs
)
−1 (Bs)H (Rs) −1h. (24)
Inserting Eq. (24) in Eq. (23) yields the following expres-
sion for the ML criterion in sub-band s [7]:
C
(
ϕD,ϕA, τA,hs
) =
∣∣∣∣
(
Bsp
)H
hs
∣∣∣∣
2
, (25)
in which Bsp can be written as follows:
Bsp = vec
(BsT (ϕD,p)♦BsR(ϕA,p)♦Bf (τA,p)
)
. (26)
For the UWB-RiMAX approach, this extends to:
C
(
ϕD,ϕA, τA,
{hs}Ss=1
)
=
S∑
s=1
C
(
ϕD,ϕA, τA,hs
)
(27)
=
S∑
s=1
∣∣∣∣
(
Bsp
)H
hs
∣∣∣∣
2
. (28)
We can see that this ML criterion estimates the param-
eters of the electromagnetic waves which extract the
largest power from the measured channel h. As such,
this approach can allow for a path occurring at a low
frequency, but not surviving at a high frequency. In our
results, this gives rise to that path having a significant
power at the low frequency, but a negligible power at a
high frequency. Thus, we can rewrite this minimization
procedure in the following three-dimensional simultane-
ous search:
(
ϕˆD, ϕˆA, ˆτA
) = argmax
[ϕD,ϕA,τA]
∣∣∣C
(
ϕD,ϕA, τA,
{hs}Ss=1
)∣∣∣
(29)
The contribution of the SMC can be expressed by the
superposition of several individual specular propagation
paths. As such, it becomes apparent to maximize the cor-
relation function sequentially with respect to the param-
eters θ smc,p. This implies that we can minimize the objec-
tive function in Eq. (21) sequentially with respect to the
different parameter subsets. This sequential optimization
for all the geometrical propagation parameters can be
written as follows:
τˆA,p = argmax
τA
∣∣∣C
(
ϕD,p,ϕA,p, τA,
{hs}Ss=1
)∣∣∣ , (30)
ϕˆD,p = argmax
ϕD
∣∣∣C
(
ϕD,p,ϕA,p, τˆA,p,
{hs}Ss=1
)∣∣∣ , (31)
ϕˆA,p = argmax
ϕA
∣∣∣C
(
ϕˆD,p,ϕA,p, τˆA,p,
{hs}Ss=1
)∣∣∣ . (32)
The corresponding specular power of this path can then
be determined by inserting these ML parameter estimates[
ϕˆD,p, ϕˆA,p, τˆA,p
]
into Eq. (24). The total specular path can
then be described as follows:
xˆsp
(
θˆ
s
smc,p
)
= vec (BsT
(
ϕˆD,p
)
♦BsR
(
ϕˆA,p
)
♦Bf
(
τˆA,p
))
γˆ sp .
(33)
The initialization procedure as described above, i.e.,
finding the global ML estimates for the AoD, AoA, and
ToA over UWB frequencies of a propagation path p, will
subsequently be used for the estimation and optimization
of the DMC and SMC parameter sets (see Fig. 1).
4.3 Optimization of DMC and SMC
4.3.1 Estimation and optimization of DMC
After the initialization procedure (see Fig. 1), the UWB-
RiMAX algorithm will estimate and optimize the DMC
and noise parameter estimates in each sub-band s ∈ S
separately by using a Gauss-Newton algorithm. This algo-
rithm relies on the calculation of the correlation matrix of
the residual signal (h − x(θ smc)), which is used to maxi-
mize the log-likelihood function with respect to the DMC
parameters (see Eq. (20)). It uses the Jacobian of this log-
likelihood function to update the DMC parameter set in a
next iteration, until convergence of the result is achieved.
Since no adjustments were made to the estimation and
optimization algorithm of the DMC and noise parameters,
we refer to [7] for its full mathematical description.
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4.3.2 Estimation and optimization of SMC
The optimization of the SMCwas performed as presented
in Fig. 2. As we can see from this figure, the globally
estimated geometrical parameters [ϕD,ϕA, τA] over UWB
frequency of each specular propagation path p, together
with its frequency-dependent amplitude γ s per sub-band
s ∈ S , are used as initial values for the search of their
optimal values
[
ϕˆsD, ϕˆsA, τˆ sA, γˆ s
]
in sub-band s. By using the
globally estimated geometrical parameters as initial val-
ues for the Levenberg-Marquardt (LM) algorithm [7], we
can ensure that the optimal values in each sub-band lie
close to these globally estimated values. By also making
these geometrical parameters frequency-dependent per
sub-band, we allow for more freedom in the estimation of
the optimal value γ s for the frequency-dependent ampli-
tude. In the algorithm for the optimization of the SMC,
the switch ensures that subsequent iterations will use the
previously optimized (but not yet converged) SMC values
for a better optimization. When eventually convergence is
achieved, the next sub-band that is to be optimized will
again use the globally estimated SMC as initial values for
their optimization in sub-band s + 1.
4.4 Model order selection and the reliability of specular
paths
4.4.1 Proposedmethod formodel order selection
The total number of specular propagation paths P that
is to be extracted from the measurement data is an issue
that should be treated with care. This number will nat-
urally influence the ratio between the total power of the
SMC components and those that are categorized as DMC.
Algorithms like the Akaike information criterion [51] or
theminimum description length [52] can be used to tackle
this problem. However, in this work, we will use the
approach outlined in [7, 29] that is based on the esti-
mated power of the extracted propagation paths. Because
the RiMAX algorithm provides an estimate of the Fisher
Information Matrix (FIM) as a by-product, the diagonal
elements of the inverse of the FIM are estimates of the
variance of the channel parameters in Eq. (5). For each
estimated propagation path, it is possible to associate an
SNR with it: a path p with an estimate γˆp for its complex
amplitude, has an accompanying SNR ρˆp (dimensionless),
equal to the following:
ρˆp =
∣∣γˆp
∣∣2
var
{|γˆp|
} . (34)
In Eq. (34), var(·) denotes the variance of γˆp. It can be
proved that the
∣∣γˆp
∣∣ estimator follows a half-normal distri-
bution with variance var
(|γˆp|
)
[7]. The SNR ρˆp in Eq. (34)
then follows a chi-squared distribution with 2° of freedom(
χ22
)
. The propagation path p is considered to be unre-
liable and removed from further analysis if its estimated
SNR is smaller than the 90th percentile of χ22 , equal to
6.63 dB [29].
4.4.2 Stop criterion for path detection
In the flowchart of the UWB-RiMAX algorithm (see also
Fig. 1), we can see that an attempt is made to extract
more propagation paths from the measured (or residual)
channel. It should be noted that (UWB-) RiMAX is an iter-
ative algorithm, implying that in each iteration, it tries to
estimate a fixed number of new specular paths from the
measured (or residual) channel response. The number of
Fig. 2 Flowchart of the estimation and optimization of the SMC. The first iteration of a new sub-band s will use the globally estimated SMC from the
initialization procedure as described in Section 4.2.2 as initial values for the search of its optimal values. The switch ensures that subsequent
iterations will use the previously optimized (but not converged) values for a better optimization. When convergence is achieved, the next sub-band
s + 1 will again use the globally estimated SMC as initial values for the optimization
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Fig. 3 APDP of the synthetic radio channel in the time-delay domain, together with the UWB-RiMAX retained SMC, the DMC, and noise
new propagation paths per iteration was arbitrarily cho-
sen as five, as originally proposed in [7]. It should be noted
that this number can be chosen differently depending on
the propagation environment. For example, indoor sce-
narios usually result in stronger multipath behavior than
outdoor scenarios. If at least one of the five paths in an
iteration succeeds the SNR threshold of 6.63 dB in all
sub-bands, the algorithm keeps searching for new paths.
Otherwise, the channel is considered to be exhausted of
reliable specular paths, and the algorithm is stopped. Sub-
sequently, the resulting SMC and DMC parameter sets are
stored, after which they can be used for further analysis.
The model order selection based on Eq. (34) is more
suited for this paper’s topic than a selection based on
information criteria such as the Akaike one. The latter
approach calculates an optimal value for the size of the
signal subspace as a whole without deciding on the reli-
ability of individual specular paths. In contrast, the path
SNRmethod checks each individual path for its reliability.
This approach is more in agreement with the philoso-
phy of DMC, stating that they can also comprise specular
paths which cannot be resolved reliably due to the limited
apertures of the measurement equipment or the limited
capabilities of the multipath estimation algorithm.
5 Evaluation
5.1 Synthetic radio channel modeling
In order to evaluate the UWB-RiMAX multipath esti-
mation algorithm as described above, we have generated
200 synthetic channels with controlled parameters for the
SMC and DMC parameters. In the following subsections,
we first describe how these parameters were modeled in
our evaluation procedure. Subsequently, we will describe
how the estimated SMC and DMC are compared with
their synthetically generated counterparts, in order to
evaluate the performance of our algorithm.
5.1.1 Contribution of SMC
The generation of the SMC was performed by a ray-tracer
in a virtual indoor environment of 15 m× 10 m× 3 m,
where for each of the 200 channel realizations in total,
random positions are chosen for the transmitter and
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Fig. 4 CDF of the MCD metrics between the input and output strongest 90, 95, and 99% propagation paths
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Table 1 Percentiles of the MCD metric as a function of the
number of strongest input propagation paths
Number of strongest input paths (%) MCD metric [/] - percentiles
5th 50th 95th
90 0.0227 0.0443 0.1066
95 0.0228 0.0477 0.1136
99 0.0235 0.0554 0.1404
receiver, with the restriction that they are at least 3 m
separated from each other. The height of both transmit-
ter and receiver was fixed at 1.5 m. Further details about
the working of the ray-tracer are explained in [53]. For
each channel realization, the ray-tracer launched several
rays from the randomly positioned transmitter into the
environment, each of which could undergo up to 7 reflec-
tions, until a total number of 40 paths were obtained at the
receiver.
Both the transmitter and receiver consisted of a planar
UCA withMT = MR = 8 antennas, with an inter-element
spacing of 0.45 times the wavelength at the highest UWB
frequency (10.6 GHz), resulting in a diameter d (m) equal
to the following:
d = 0.45 × λ10.6 GHzsin(π/MT/R)
= 1.8 cm
(35)
The radio channel was then sampled at Mf = 4501 uni-
formly spaced frequency points ranging from 3.1 up to
10.6 GHz, resulting in a maximummeasurable time-delay
τmax of 600 ns. An arbitrary sub-bandwidth of 250 MHz
was assumed in the evaluation setup of the UWB-RiMAX
algorithm, resulting in a total of 30 UWB frequency sub-
bands in which the time-delay bin width τ is 4 ns.
5.1.2 Contribution of DMC and noise
In order to generate a realization of the DMC and noise
process d(θdan) contributing to the radio channel, we first
have to generate a circular Gaussian process with zero
mean and a covariance matrix R(θdan) as follows:
d(θdan) ∼ Nc(0,R(θdan)) ∈ CMf ×1. (36)
In order to do so, we will generate a multivariate i.i.d.
circular Gaussian process z as follows:
z ∼ Nc(0, I) ∈ CMf ×1, (37)
and use a transformation matrix L(θdan) satisfying:
R(θdan) = L(θdan) · LH(θdan), (38)
so that we can finally compute d(θdan) as follows:
d(θdan) = L(θdan) · z. (39)
In the equations above, the transformation matrix
L(θdan) can be calculated by using the Cholesky decom-
position or the singular value decomposition (SVD) of
the covariance matrix R(θdan). Based on Eq. (11), we can
construct this matrix by controlling the four parameters
in θdan. The choice for α0 was chosen as the average
noise-level of the SMC contribution to the channel, taking
into account an SNR of 20 dB after calculating the aver-
age signal power of the SMC. Mathematically, α0 can be
calculated as follows:
α0|dBm = PSMC |dBm − SNR|dB. (40)
The value for α1 was chosen as the peak value of the
SMC contributions, minus 3 dB. The reverberation time
τrev was calculated based on Eq. (9), in which the coher-
ence bandwidth Bd can be calculated from the root-mean-
square (RMS) delay spread τRMS [s] as follows:
Bd = 1
τRMS
, (41)
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Fig. 5 CDF of AoD differences between the input and output strongest 90, 95, and 99% propagation paths
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Fig. 6 CDF of AoA differences between the input and output strongest 90, 95, and 99% propagation paths
and τRMS can be calculated from the SMC power as
follows:
τRMS =
√√√√√√
∑
n
PSMC(n) τ 2n
∑
n
PSMC(n)
−
⎛
⎝
∑
n
PSMC(n) τn
∑
n
PSMC(n)
⎞
⎠
2
, (42)
in which τn (s) is the time-delay of the nth delay-bin, which
is equal to n × τ , and PSMC(n) is the PDP of the SMC,
which can be calculated by performing an Inverse Discrete
Fourier Transform (IDFT) operation on the signal x(θ smc).
This DMC model was then superimposed onto the SMC
contribution to the channel, which was generated with the
help of the ray-tracer as described in Section 5.1.
5.2 Pairing of estimated multipath parameters
In order to evaluate how well the synthetically generated
SMC are estimated by the algorithm, we will make use of
the multipath component distance (MCD) [54, 55]. The
MCD (dimensionless) can be seen as a metric to define
the “closeness” between two parameter sets in multipath
parameter distance space. It was previously shown that it
outperforms the Euclidean distance, and is a suitable met-
ric for combining parameters that have different units (as
is the case here with both angles and delays). The pairing
of each UWB-RiMAX estimated SMC with its syntheti-
cally generated counterpart is done by searching for the
smallest MCD between each (output) estimated SMC and
the (input) synthetically generated SMC. The MCD ϕi,j
(dimensionless) between two distinct angles ϕi and ϕj, i.e.,
the angular distance between both, can be calculated as
follows:
ϕi,j =
1
2
∣∣∣∣
(
cos(ϕi)
sin(ϕi)
)
−
(
cos(ϕj)
sin(ϕj)
)∣∣∣∣ (43)
The MCD τi,j (dimensionless) between two distinct
angles time-delay instances τi and τj can be written as
follows:
τi,j = ζ ·
|τi − τj|
τmax
· τstd
τmax
(44)
with τstd being the standard deviation of all delays τ , and
τmax calculated as follows:
τmax = maxi,j
{∣∣τi − τj
∣∣} . (45)
The parameter ζ is a delay scaling factor to give the delay
more weight in theMCDmetric when necessary. This fac-
tor was chosen as 1, as originally proposed in [55]. Higher
values can be chosen to give more weighting to the delay
for the pairing of multipath parameters. The delay dis-
tance of the MCD was scaled with the normalized delay
spread τstd
τmax
. The resulting MCDmetrici,j between two
multipath parameter sets i and j can then be calculated as
follows:
i,j =
√
2ϕDi,j + 2ϕAi,j + 2τi,j , (46)
which can be interpreted as the radius of a circle in the
normalized multipath parameter distance space.
It should be noted that in our scenario, there is no
one-to-one matching of the (output) estimated SMC to
the (input) synthetically generated SMC. The fact that we
allow multiple output SMCs to be matched to the same
Table 2 Percentiles of the angular differences (AoD and AoA) as
a function of the number of strongest input propagation paths
Number of strongest input paths Angular difference [°] - percentiles
5th 50th 95th
90% AoD – 30.47 0.96 35.64
AoA – 22.17 0.27 24.48
95% AoD – 29.08 0.98 37.52
AoA – 22.75 0.27 25.13
99% AoD – 29.24 1.01 44.12
AoA – 27.65 0.27 26.76
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Fig. 7 CDF of the ToA differences between the input and output strongest 90, 95, and 99% propagation paths
input SMC is to overcome the case when, e.g., the remain-
der of the signal after subtraction of previously detected
paths at a certain time-delay instance, still contains a
sufficient amount of power at this time-delay instance.
Newly detected paths then have the same time-delay value
and directional parameters, so that we allow them to be
matched to the same input SMC.
6 Results of simulations
Figure 3 shows the averaged power delay profile (APDP)
in the time-delay domain for a randomly generated syn-
thetic radio channel as described in the previous chapter,
as well as the UWB-RiMAX estimated SMC, the resid-
ual DMC, and noise, and its exponential fit from Eq. (6).
Looking at this figure, we can state that the SMC compo-
nents are well estimated from the radio channel and that
the DMC and noise exponential decay (linear in a dBm-
scale) of the radio channel is clearly visible and perfectly
estimated from the simulations.
6.1 Estimation of propagation paths
6.1.1 MCDmetric
Figure 4 shows the cumulative distribution function
(CDF) of the resulting MCDs between the 90, 95, and
99% strongest input paths, and their closest output path
in multipath parameter space to the inputs. Table 1 shows
the 5th, 50th (median), and 95th percentiles of the MCD
metric as a function of the percentage of strongest input
paths.
Figure 4 and Table 1 show that when taking into account
the 90 or 95% strongest input paths, at least 95% of those
are closely matched with the output paths when apply-
ing a 0.11 threshold for the MCD metric. When taking
into account the 99% strongest input paths, at least 95%
of those are closely matched with the output paths when
applying a 0.14 threshold for the MCD metric. Since the
MCD is a bounded dimensionless metric between 0 and
1, we can safely state that 99% of the strongest input paths
are very well estimated by our algorithm.
6.1.2 Angular differences
Figures 5 and 6 show the CDF of the angular differences
(AoD and AoA) between the 90, 95, and 99% strongest
input paths, and their closest output path. Table 2 shows
the 5th, 50th (median), and 95th percentiles of the angu-
lar differences as a function of the percentage of strongest
input paths.
Figures 5 and 6 and Table 2 show that when taking
into account the 99% strongest input paths, 90% of them
have an AoD error somewhere between − 29.24° and
+ 44.12°, and an AoA error somewhere between − 27.65°
and + 26.76°. Table 2 also shows that the median error
(50th percentile) is smaller or equal to 1°, regardless of
whether it is the AoD or AoA. The table also shows
that the range between the 5 and 95th percentiles, so
where 90% of the estimated values lie between, gets larger
when taking into account more input paths. For exam-
ple, when considering the 90% strongest input paths, the
difference between the 5 and 95th percentiles AoA error
is 46.65°, where it is 47.88° when considering the 95%
strongest input paths, and 54.41° when considering the
99% strongest input paths.
6.1.3 ToA differences
Figure 7 shows the CDF of the ToA differences between
the 90, 95, and 99% strongest input paths, and their closest
Table 3 Percentiles of the ToA differences as a function of the
number of strongest input propagation paths
Number of strongest input paths (%) ToA difference (ns) - percentiles
5th 50th 95th
90 – 0.81 0.02 7.51
95 – 0.81 0.02 7.49
99 – 1.12 0.01 6.69
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Fig. 8 Box plot of the differences between the input and output reverberation time
output path. Table 3 shows the 5th, 50th (median), and
95th percentiles of the ToA differences as a function of the
percentage of strongest input paths.
Figure 7 and Table 3 show that when taking into account
the 99% strongest input paths, 90% of them have a ToA
error somewhere between − 1.12 and + 6.69 ns. Table 3
also shows that the median error (50th percentile) is
around 0.02 ns, regardless of whether we take the 90, 95,
or 99% strongest input paths.
6.2 Estimation of reverberation times
All synthetically generated propagation paths in the APDP
were superimposed with a DMC model, as described in
Section 5.1.2. Figure 8 shows the resulting differences
between all generated and estimated reverberation times
as a function of UWB sub-band. This data is represented
by means of box plots per frequency band, which indi-
cate the first, second (median), and third quartiles of these
differences, and the 1.5 interquartile range from both the
lower and upper quartiles.
Figure 8 shows that a median error of less than 4 ns can
be obtained for the lower frequencies in the UWB band.
For the higher frequencies in the UWB band, a median
error of less than 2 ns can be obtained. Overall, more
than 75% of our simulation results show an absolute dif-
ference between true and estimated reverberation times
of less than 4.6 ns in the worst-case scenario, which are
more than acceptable results given the relatively low SNR
of 20 dB in our evaluation.
6.3 Estimation of signal powers
Figure 9 depicts the box plots of the difference between
the input and output powers for the total channel, as well
as the contributions of both the SMC and DMC power.
From Fig. 9, we can see that the total power in the chan-
nel is very well estimated by the UWB-RiMAX algorithm,
both at the lower and higher frequencies. We can also
observe median differences between the true and esti-
mated SMC powers ranging between –0.3 dB at the lower
UWB frequencies, increasing to about 1.5 dB at the higher
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Fig. 9 Box plot of the differences between the input and output powers for the total channel, as well as the contributions of both the SMC and DMC
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Fig. 10Measurement environment: schematic representation
UWB frequencies. These are more than acceptable errors
in the estimation of the SMC signal power, if we take
into account that the error is still less than 1 dB up to
9 GHz. Next to that, we can observe median absolute dif-
ferences between the true and estimated DMC powers of
about –0.2 dB at the lower UWB frequencies, increas-
ing to about –1 dB at the higher UWB frequencies. The
fact that the power of both SMC and DMC is estimated
slightly worse at the higher UWB frequencies might be
resolved by softening the stop criterion at these frequen-
cies, as it is currently influenced by the SNR of each path,
which is thus lower at higher frequencies than at lower
frequencies.
Overall, the values for the MCD metric show that our
proposed algorithm is able to correctly estimate the most
significant input propagation paths, and by analyzing the
differences between the input and output SMC,DMC, and
total powers, we can state that our proposed algorithm
gives a fairly good agreement between the generated input
values and the estimated output values.
7 Results of measurements
7.1 Measurement scenario
7.1.1 Measurement environment
In order to test our UWB-RiMAX algorithm, we have per-
formed indoor measurements in a laboratory of Ghent
University in Belgium. The schematic representation of
the measurement environment is depicted in Fig. 10, with
an indication of what we call the long and small side of
the laboratory. The long side was approximately 16 m long
and 5 m wide (see Fig. 11), and the small side adjacent
to it was approximately 8.5 m long and 5 m wide (see
Fig. 12). In this environment, most of the equipment con-
sisted of metallic cabinets, tables, computers, and various
other hardware. As can be seen from the pictures below,
the environment was a very cluttered one.
In this laboratory environment, the indoor radio chan-
nel was measured between 15 spatially distinct receiver
positions with respect to one single transmitter (see
Fig. 10 for an outline of their positions). The exact posi-
tions of the receivers with respect to the transmitter were
Fig. 11Measurement environment: photograph of long side
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Fig. 12Measurement environment: photograph of small side
measured bymeans of a digital laser distancemeter, which
had an accuracy of 2 mm. In total, 8 of the 15 positions
were considered LoS scenarios, where there is a direct
(free space) path from the transmitter to the receiver.
Next to that, 4 of the 15 positions were considered OLoS
scenarios, where the free space path from transmitter to
the receiver can only be reached via a reflection and/or
a diffraction. Lastly, 3 of the 15 positions were consid-
ered non-line-of-sight (NLoS) scenarios, where the path
from the transmitter to the receiver needs to undergo a
transmission through a certain medium (in this case, a
plasterboard wall).
7.1.2 Channel sounding procedure
At each of the 15 indoor positions, we have carried out
channel sounding measurements with a vector network
analyzer (VNA) of type Rohde & Schwarz ZNB8 to probe
the radio channel ranging from 3.1 up to 10.6 GHz. A
planar horizontal virtual [ 8 × 8] UCA was created at
the transmit and receive side of the measurement sys-
tem by an automatic positioning system (see Fig. 13). The
UCA is preferred over other planar array configurations
due to its circular configuration, through which it has
a 360° full azimuthal field of view (in contrast to linear
arrays). A virtual array ensures that the antennas do not
suffer from mutual coupling. The inter-element spacing
between two adjacent antennas on the virtual UCA was
0.45 × λ10.6 GHz = 1.27 cm. Both antennas were omni-
directional UWB antennas in the azimuthal plane of type
Electro-Metrics EM-6865 [56], placed 1.5 m above the
ground.
In the 3.1 to 10.6 GHz UWB frequency band, the VNA
sampled the complex gain between each pair of Tx and
Rx antennas over Mf = 7501 uniformly spaced fre-
quency point, with a resolution bandwidth of 10 kHz.
This complex gain corresponds with the S21-scattering
parameter, which is the ratio of the output reflected power
wave divided by the input incident power wave, where all
values are expressed as complex quantities. Our measure-
ments resulted in a maximummeasurable time-delay τmax
of 1000 ns. The cables connecting Tx and Rx antennas
were included in the calibration of the VNA to exclude
their influence from the measurement data. Measure-
ments were conducted outside of working hours to get a
static radio channel without any movement.
Fig. 13 Automated positioning system and UWB antenna, to form a
planar horizontal virtual UCA
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Fig. 14 Analysis of the stationarity bandwidth of the measurement data for different values of the MSR
7.1.3 Frequency stationarity
Prior to the processing of the measurement data in the
UWB band, we will first check the uncorrelated scat-
tering (US) assumption which is often assumed for the
modeling of wireless channels. The US assumption states
that the second-order statistical description of the radio
channel is independent of the absolute frequency, which
implies that channel contributions at different time-delays
are uncorrelated. In order to evaluate the US assump-
tion in the UWB band, we will apply the procedure
explained in [57], which proposes a test that defines a
frequency stationarity region (or stationarity bandwidth)
in which the US assumption holds. This test is based on
the definition of a minimum stationarity region, which
is a power spectral density in the frequency domain
in which the US property locally holds. Subsequently,
the test measures how many neighboring MSRs can be
formed, of which their adjacent overlap in the frequency
domain exceeds a certain threshold. The total number
of neighboring MSRs which exceed this threshold thus
form a frequency stationarity region, corresponding with
a certain number of frequency samples (and thus a certain
bandwidth).
We have analyzed the stationarity bandwidths for
the different measurement positions for MSR values of
50 MHz (corresponding with 50 frequency samples) and
100 MHz (corresponding with 100 frequency samples)
with a threshold value of 0.9 to decide if neighboring
MSRs can be considered stationary in the frequency
domain. Choosing a smaller value for the MSR would
deteriorate its resolution. The results of this analysis can
be found in Fig. 14.
Figure 14 shows that it is reasonable to assume a sub-
bandwidth of 250 MHz in the setup of the UWB-RiMAX
algorithm, in which we can thus state that the US assump-
tion holds. This analysis proves that it is even reasonable
to assume sub-bandwidths of 300 MHz.
7.2 Results of SMC and DMC
Figure 15 shows the 10 strongest estimated geometrical
propagation paths in the environment. Their length is an
indication of their relative power.
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Fig. 16Mean values of the measured powers in the radio channel as a function of UWB frequencies: LoS scenario
From Fig. 15, we can see that our algorithm is able to
estimate the correct geometrical propagation paths in the
environment. For receiver positions 11 and 12, it looks like
the algorithm estimated the wrong angles, but it should be
noted that there was a metallic cabinet in the long side of
the environment on which the paths apparently scattered
from transmitter to receiver.
Figures 16, 17, and 18 show the mean values of the mea-
sured SMC, DMC, and SMC+DMC (total reconstructed)
powers in the radio channel as a function of UWB fre-
quencies. The power of the SMC part of the radio channel
in each sub-band PsSMC can be calculated from Eq. (19),
whilst the power of the DMC part of the radio channel
in each sub-band PsDMC can be calculated from Eq. (39).
The total reconstructed power in each sub-band PsTot can
then be calculated by summing over both PsSMC and PsDMC.
Figure 16 presents the results of the LoS scenarios, Fig. 17
presents the results of the OLoS scenarios, and Fig. 18
presents the results of the NLoS scenarios.
Figures 16, 17, and 18 show that the SMC+DMC (total
reconstructed) powers match very well with the mea-
sured power in the channel across the UWB frequency
band. For the LoS scenario, the difference between the
measured and the reconstructed power resulted in a mini-
mum (underestimated) value of –1.61 dB and a maximum
(overestimated) value of 1.20 dB. For the OLoS scenario,
the minimum difference was –1.38 dB, and the maxi-
mum difference was 0.55 dB. For the NLoS scenario, the
minimum difference was –1.73 dB, and the maximum dif-
ference was 0.52 dB. Figure 16 shows that the SMC power
dominates the DMC power in a LoS scenario, especially
for the higher UWB frequencies. This can be explained
by the fact for higher frequencies, the wavelength of the
transmitted ray is small, meaning that an incident ray
on a surface will encounter little effect from the rough-
ness of the material and will reflect on it specularly. In
an OLoS scenario, Fig. 17 shows that both the SMC and
DMC power result in comparable power levels. This can
be explained by the fact that the inherent necessity of
a reflection from transmitter to receiver will automati-
cally generate more DMC in the channel, originating from
the roughness of the surface on which the reflection of
the path occurs. The more reflections a propagation path
undergoes, the higher the chance that the incident wave
at the receiver will have encountered diffuse scattering
along the way. In an NLoS scenario, Fig. 18 shows that
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Fig. 18Mean values of the measured powers in the radio channel as a function of UWB frequencies: NLoS scenario
the DMC power dominates the SMC power, especially for
the lower UWB frequencies. This can be explained by the
fact for lower frequencies, the wavelength of the trans-
mitted ray is large, meaning that an incident ray on a
surface with irregularities comparable in size to its wave-
length will cause this ray to be scattered at many angles
rather than just at one angle (as is the case with a spec-
ular reflection). This diffuse scattering typically occurs
at lower frequencies, which explains why the contribu-
tion of the DMC is significantly higher than those of the
SMC. The DMC power ratio will be discussed in the
next section.
7.3 DMC power ratio
The DMC power ratio psr can be quantified as the relative
power attributable to the DMC part of the measured radio
channel and can be written as follows in each sub-band s:
psr =
Mf∑
n=1
PsDMC(n)
Mf∑
n=1
PsMeas(n)
. (47)
Figure 19 shows that the relative power attributable to
the DMC part of the measured radio channel is higher for
NLoS scenarios than for OLoS and LoS scenarios. In a LoS
scenario, the presence of a strong direct path (LoS com-
ponent) will dominate in power over the reflected paths,
such that the relative DMC power ratio is lower than for
OLoS or NLoS scenarios. The DMC power represents up
to 50% of the total measured power for the lower UWB
frequencies down to 30% for the higher UWB frequen-
cies. As in the previous section, we know that this is due
to the fact that an incident ray on an electrically small sur-
face will encounter more effect from the roughness of its
material, causing it to reflect on it diffusely. In contrast,
in an OLoS scenario, the path between transmitter and
receiver has to undergo one or more reflections, giving
rise to more diffuse scattering along the way. This effect
can be especially seen around 3 to 4 GHz. Finally, in an
NLoS scenario, the DMC power represents up to 60% of
the total measured power for the lower UWB frequen-
cies (3.1 to 7 GHz), whilst it still represents up to 50% of
the total measured power for the higher UWB frequen-
cies (7 to 10.6 GHz). The necessity of a transmission from
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Tx to Rx in these NLoS scenarios between different media
gives rise to more diffuse behavior of the waves, caused
by the inherent roughness of the surfaces which the wave
has to pass through. Overall, we can see that the DMC
power ratio is lower for these higher frequencies, due to
the fact that the encountered surfaces from Tx to Rx are
electrically larger, resulting in more specular reflections.
8 Conclusions
This work presented an extension of the RiMAX mul-
tipath estimation algorithm, facilitating the analysis of
frequency-dependent propagation parameters for ultra-
wideband (UWB) channel modeling. The newly proposed
algorithm is capable of tracking both the specular and
dense multipath components (SMC and DMC) over dif-
ferent UWB sub-bands by estimating the most likely
geometrical propagation parameters such as angle of
departure (AoD), angle of arrival (AoA), and time-delay
of arrival (ToA) of the SMC occurring throughout these
bands. In order to do so, a maximum likelihood (ML)
criterion was proposed, allowing to estimate those propa-
gation paths representing a significant amount of power in
themeasured radio channel over all sub-bands. Themodel
for the DMC and noise was based on the observation that
its power in the time-delay domain follows an exponential
decay, and is related to the distance between transmit-
ter and receiver. This algorithm was tested by generating
synthetic radio channels in an indoor environment, with
contributions to these channel consisting of SMC gen-
erated with a ray-tracer, and an associated DMC model.
The geometric parameters were estimated from these syn-
thetic models and matched with the generated parameter
values with the help of the multipath component distance
(MCD) metric. This metric was also used to define the
closeness between the generated and estimated parame-
ters in multipath parameter distance space. Next to that,
the powers of the reconstructed SMC, DMC, and total
channel were compared with their generated values.
Our simulation results show that the newly designed
UWB-RiMAX algorithm can match up to 99% of the
SMC parameters according to the MCD metric, and that
the DMC reverberation time known from the theory of
room electromagnetics can be estimated on average with
an error margin of less than 2 ns throughout the UWB
frequency band.
Our measurement results indicate the strong presence
of DMC in an indoor environment, in which the DMC
power represents up to 50% of the total measured power
for the lower UWB frequencies, caused by the fact that
the encountered surfaces from Tx to Rx are electrically
smaller, resulting in more diffuse reflections. This DMC
power ratio reduces to around 30% for the higher UWB
frequencies since these surfaces will react more as specu-
lar reflectors.
Future work consists of performing a more exten-
sive measurement campaign in line-of-sight (LoS),
obstructed-LoS and non-LoS environments, and the esti-
mation of SMC and DMC parameters in these different
scenarios. The results from this measurement campaign
will be used in a localization algorithm in order to esti-
mate the location of a mobile receiver node with the help
of a single transmitter node.
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