Using dichotomy conditions, we obtain asymptotic formulae for the solutions of perturbed linear second order difference equations.
INTRODUCTION
In recent years, there has been great interest in studying discrete analog of qualitative results valid for ordinary differential equations, see [ 14, [6] [7] [8] 123 . Our purpose is to obtain asymptotic formulae for the solutions of the difference equation 
Our main result establishes that Eq. (1) has a fundamental system of solutions ( y, , yz} such that for k ---t cc, Y,(k)=p,(k)Cv,(k)(l +41))+41)(~Ak)l y,(k) = pAk)[cp,(k)(l + 41 )I + 41) cp,(k)l, (4) where pi, i = 1, 2, are functions which we will precise later (see Theorem 3.1).
In Section 4 we will prove (see Theorem 4.1) that formulae (4) are also valid for the equation
which is not included in (1). Thus we have studied the perturbations of all finite difference linear equations
or E2y + aEy + by = 0, where E is the operator defined by Ey(k) = y(k + 1).
The operators A and E are very important in these kind of equations in special by the product rules (see [4] ) A(a . b) = aAb + AaEb E(a . b) = aEb + AaEb. (8) In this way, we obtained the discrete analog of some continuous results obtained in [5, 9-l 11 , which do no in appear in the literature.
PRELIMINARIES
To facilitate the statement of the results we introduce some notation. First, all sequences considered are complex and defined for k 2 k,. For a sequence CJ we will denote by l,(o) the vectorial space of all sequence x such that xr~ is summable, i.e., if CFak,, Ix(k) a(k)/ < co. [7, pp. 200-2021 . Consider the linear system
where /I(k) = diag{l,(k), . . . . A,(k)) for k 2 k, is a diagonal matrix. Then system (9) has a fundamental matrix X satisfying as k + CG
RELATED FORMULAE
In this section, we will prove formula (4) for Eq. (1). We consider that in Eq. ( 1) Proof: Taking z1 = y, z2 =pEy, and z = (z,, z,), Eq. (1) is equivalent to the system
where
[ 1
ASYMPTOTIC REPRESENTATION OF SOLUTlONS
Let @ = @(k) be the fundamental matrix then u = W lz satisfies where r = g/E( pc) and c = ck is the Casorati of the system { cp r, (p2}.
and I is the identity matrix. Thus, we have obtained the system
where A = r .diag(qo, Eq2, -q2Eq,} and R=r(h,) with 509 (12) (13) and hzz=cP1Ev,~Eq,.qz+ (~2)2((ql)2qz-Eq,)+cpzE~,.qlqz.
System (13) is equivalent to the system
where ji(k) = I+ A(k).
Therefore since system (14) satisfies Theorem A, there exists a fundamental matrix V such that for k --) co,
Hence system (11) has a fundamental matrix Z(k) such that for k + ~3,
Thus Eq.
(1) has a fundamental system of solutions { y, , vz} which for k + co, verifies the asymptotic formulae (10).
This theorem is in effect the analog to [S, Theorem 11. From system (12) we obtain Thus, we obtain the following theorem. That is to say when
Thus, the results in Section 3 do not apply when a(k) = 0 for k 3 k,.
Consider the equation
where f(k) and g(k) are real valued sequences defined for k>, k, and f(k)#O for k>k,.
In this case, although Eq. (17) cannot be transformed in Eq. (1) we are able to determinate the asymptotic behaviour of the solutions of Eq. (17) if we know a fundamental system of solutions of the unperturbed equation
The results and proofs in this case, except by small modifications, are similar to those in Section 3. where r = g/EC. Thus we have obtained a system as (12) in Theorem 3.1.
Then from now on the proof follows as in Theorem 3.1.
In the same way, we may obtain results for Eq. (17) which are analogs to Theorem 3.2 and Corollaries 3.1 and 3.2. (10) [R(k)1 is not summable but the summability condition of g has improved, then we can apply the process again.
