Abstract-This paper discusses the forbidden state problem, as specified by generalized mutual exclusion constraints, in the context of supervisory control of discrete event systems modelled by Petri nets. The case of backward-conflict-free and free-choice uncontrollable subnets is considered and it is shown how to transform such subnets in well-formed free-choice nets. Then, the wellformed free-choice nets are decomposed in marked graph components by recurring to minimal T-invariants. The forbidden state problem is so reformulated for the obtained marked graph components into an equivalent one which is shown to be a linear programming problem. Thus, improving existing results in literature, a polynomial complexity solution, suitable for on-line control, is achieved. Free-choice relationship and cycle modelling, that frequently occur in real-life situations, are so allowed in the uncontrollable subnet.
I. INTRODUCTION
P ETRI NETs (PNs) have been successfully proposed as modelling formalism for discrete-event system (DES) control [1] - [3] as an alternative to controlled automata [4] .
When modelling a supervisory control problem using PNs a transition may be either controllable or uncontrollable. A controllable transition may be disabled by the supervisor-a controlling agent which ensures that the behavior of the system remains within the legal behavior. The presence of uncontrollable transitions implies that any marking from which it is possible to reach a non-legal marking by firing only uncontrollable transitions must also be considered illegal. Thus, the study of the reachability set of markings of the uncontrollable subnet plays a key role in the supervisory control synthesis.
Enforcing generalized mutual exclusion constraints (GMECs) on a PN model is a very interesting research topic in the area of supervisory control of DESs. A lot of DES control problems (boundedness, mutual exclusion in resource sharing, deadlock avoidance, etc.) can be formulated in terms of GMECs [5] .
Three approaches to solving this problem can be found in the literature. 1) Logical predicate based solutions [2] , [6] , [7] where the general idea is to perform an offline structural analysis to determine algebraic expressions to be evaluated online for the current marking in order to decide the enabling of controllable transitions. They are very efficient for online control but can be applied only to marked graphs, generalized marked graph (i.e., forward and backward conflict free nets [8] , [9] ) and state machines. They also require some restrictions on the paths influencing the marking of constrained places. Recently, these restrictions have been removed for live marked graphs [10] . 2) PN based controllers [1] , [11] which give, in general, a nonmaximally permissive solution [12] but they take the form of a PN, thus simplifying closed-loop analysis and controller implementation. 3) Integer linear programming problem solutions [13] which can be applied to any acyclic uncontrollable subnet but which are not efficient from a computational point of view since a big online computational effort is required. In [14] and [15] , the acyclicity of the whole uncontrollable subnet was replaced by a weaker condition, that is the acyclicity on proper portions of the uncontrollable subnet. In the PN field it is usual to restrict the generality of the model in order to make the study of system behavior easier. In this paper the restriction of the uncontrollable subnet to a subclass is considered. This approach is very successful since the graphical nature of a PN makes it easy to recognize if a PN belongs to a certain net subclass [16] . This paper deals with PNs whose uncontrollable subnets are backward-conflict free-choice nets (BCFCNs). In addition to the free-choice relationship (each arc from a place to a transition is either the unique outgoing arc from the place or the unique incoming arc of the transition) this subclass requires the backward-conflict relationship (each place has only one incoming arc-no join places are allowed). BCFCNs can model not only concurrency and synchronization of activities-as the Marked Graph subclass-but also decisions.
The proposed control design strategy consists of two stages.
• Offline computation: The BCFCN uncontrollable part of plant model is extended into a number of well-formed free choice nets and then decomposed in marked graph components. Such components can be obtained from minimal T-invariants of the extended net.
• Online computation: The forbidden state problem is re-formulated into an equivalent problem, based on the marked graph components of the extended net; this equivalent problem can be solved by a linear programming problem with polynomial complexity. The proposed result is novel in that it permits to have a maximally permissive supervisor with low on-line computational ef-fort even in the case of uncontrollable subnets which belong to BCFCN subclass.
The remainder of this paper is organized as follows: Sections II-IV concern notations, definitions and literature results used in the paper, while in Sections V-VIII the contribution of the paper is presented.
In detail, Section II introduces the basic notions and definitions on PN theory used in the paper. In Section III, it is recalled that the forbidden state problem is, in general, solvable by an integer programming problem provided there are no cycles of uncontrollable transitions. This motivates the research for reducing the integer programming problem to a linear programming problem, preserving maximal permissiveness, and admitting cycles of uncontrollable transitions. Section IV recalls the main results on well-formed FCNs useful in this paper.
A new algorithm of nonpolynomial complexity is described in Section V in order to extend a BCFCN into strongly connected FCNs. The approach presented in the paper requires that the strongly connected FCNs obtained from the algorithm are well-formed; this can be verified by the Rank theorem. Section VI presents some results to guarantee this before applying the algorithm. This verification is of polynomial complexity. Section VII proves that the forbidden state problem formulated on the uncontrollable plant subnet can be transformed into an equivalent linear programming (LP) problem on nets obtained from FCNs given by the algorithm. The proof is based on the fact that the constraint matrix of the programming problem is totally unimodular; this is shown in the Appendix. Finally, in Section VIII the paper's results are summarized.
II. NOTATIONS AND DEFINITIONS
A place/transition (P/T) net is a structure where:
is a set of places, represented by circles; is a set of transitions, represented by bars; is the sized, natural valued, pre-(post-)incidence matrix. For instance, means that there is an arc from to ( to ). A net having all arc weights equal to one is called ordinary. The preset and postset of a node are denoted and . The incidence matrix of the net is defined as . An ordinary P/T net is a Marked Graph (MG) if
. An ordinary P/T net is a Free Choice Net (FCN . P-flows (T-flows) form a linear space over the field of rational numbers (it is also possible to consider real-valued solutions; however since incidence matrices only have integer entries, every real-valued solution is the product of a real scalar and a rational-valued solution). When positive integer solutions are considered, right (left) annuller vectors of are called T-invariants (P-invariants), i.e., ; P-invariants (T-invariants) do not form a linear space. The support of a T-invariant (P-invariant) is defined as . A T-invariant (P-invariant) has a minimal support iff there exists no other invariant such that . A T-invariant (P-invariant) is canonical iff the greatest common divisor of its components is 1. A T-invariant (P-invariant) is said to be minimal iff it is canonical and has a minimal support. A T-invariant (P-invariant) is said to be positive iff . A place is said to be k-bounded iff . A net system is said to be k-bounded iff each one of its places is k-bounded, and it is bounded iff it is bounded for some . A net system is live when, from every reachable marking, every transition can ultimately occur. Now, the definitions of some structural PN properties useful in this paper are recalled.
A . In [10] it is shown that for any GMEC such that for some place , it is always possible to find an equivalent GMEC , such that and , defined on the net obtained from by adding the dual place, named , of the place , such that and . It must be , . It is assumed that the set of transitions of a net is partitioned into two disjoint subsets:
, the set of uncontrollable transitions (drawn as filled boxes), and , the set of controllable transitions (drawn as empty boxes). A controllable transition may be disabled by the supervisor-a controlling agent which ensures that the behavior of the system remains legal.
is the set of all possible sequences of uncontrollable transitions (including the empty sequence).
Given a net , the incidence matrix of the net obtained by eliminating from every controllable transition is denoted . A controlling agent, called supervisor, must ensure that forbidden markings will not be reached. Since uncontrollable transitions cannot be disabled, in addition to each marking which does not satisfy the GMEC, also the set of markings has to be forbidden.
The set of states reachable by firing only uncontrollable transitions, denoted by , has the following property:
(
since the state equation may have spurious solutions. Thus, it follows that
The set of legal markings under control is and obviously .
A supervisor is maximally permissive if it forces the set of constraints to be obeyed, while allowing any action that is not forbidden by the constraints.
The computation of the set is the key issue of the supervisor synthesis.
In [13] , it has been shown that, if the uncontrollable plant subnet is acyclic, relation (3) can be replaced by an equality and can be computed as solution of an integer linear programming (ILP) problem having NP-hard complexity. This leads to a maximally permissive supervisor enabling a transition under the net marking iff and (3) where is the solution of the following ILP:
Starting from these preliminary remarks, the contribution of this paper is twofold.
1) It will be shown that the ILP problem (4), when applied to a BCFCN system under some hypotheses, can be computed by solving an LP problem (with polynomial complexity) without loss of permissiveness. 2) BCFCN systems having cyclic uncontrollable subnets can be considered.
IV. SOME BACKGROUND ON WELL-FORMED FREE CHOICE NETS
In this section, some results, well known in FCN theory [17] , are recalled. They are extensively used in this paper since the uncontrollable subnet, assumed to be BCFCN, is extended into FCNs.
Definition 1: (Well-Formed Nets):
A connected net is wellformed if there exists a marking of such that is a live and bounded system.
Definition 2 (MG-Component):
Let be the subnet of a net generated by a nonempty set of nodes.
is a MG-component of if • ; • is a strongly connected MG. Let be a minimal T-invariant of . The subnet generated by is said to be induced by minimal T-invariant . Theorem 3 (The Rank Theorem): Let be a FCN. Let be the incidence matrix of and the set of clusters of . The net is well-formed iff a) it is connected, and has at least one place and one transition; b) it has a positive P-invariant; c) it has a positive T-invariant; d)
. An important consequence of the Rank theorem is that it is possible to decide in polynomial time if a FCN is well-formed.
V. AN ALGORITHM TO EXTEND A BCFCN INTO STRONGLY CONNECTED FCNS
In this section, the concept of the GMEC critical subnet is introduced. By working on this subnet it is possible to reformulate the ILP problem (4) into a LP problem. In order to achieve this goal an algorithm extending a BCFCN into a strongly connected FCNs is proposed here.
Definition 4: (Influence Path):
An influence path of a critical place is a directed path joining to such that is a controllable transition and all other transitions in the path are uncontrollable.
Influence paths are essential to identify the set of transitions whose firing can change the marking of a critical place. Let be the set of all the influence paths of . Let be the set defined as follows:
The influence zone of a critical places is the subnet containing all nodes (places or transitions) for which there exists a directed path from to without controllable transitions except possibly .
Definition 6: (GMEC Critical Subnet):
The GMEC Critical subnet, denoted as , is the subnet containing all places and transitions that belong to the influence zone of at least one critical place of the GMEC (see Fig. 1 ). Denote by and , respectively, the set of places and transitions of . The introduction of the GMEC critical subnet allows determining the marking of a critical place from the critical subnet that has a smaller size than net modelling the plant. This is formalized in the next lemma.
Lemma 1: Let be the net system modelling the plant, a GMEC to be enforced on the plant system, and be the net system formed by the GMEC critical net system and initial marking . Let be a sequence of uncontrollable transitions, then in where is the sequence obtained from by removing transitions that does not belong to . Proof: Obvious from the definition of a critical subnet. Without loss of generality the case of a unique GMEC is considered from here on. For the sake of brevity is used instead of is used instead of and, consequently, and are used, respectively, instead of and . Assumption 1: The net is assumed to be BCFCN. The results presented below require two further assumptions about the net . Definition 7: Let be the net obtained by adding places to the critical subnet (as shown in Fig. 2 ) such that . Assumption 2: The net is conservative. Definition 8: Let be the net obtained by adding transitions to the critical subnet (as shown in Fig. 3 ) such that . Assumption 3: The net is consistent. If the critical subnet (assumed to be a BCFCN) is not connected, Algorithm 1 below has to be applied to each connected component.
The aim of the algorithm is to extend the critical subnet into a strongly connected FCN that is conservative and consistent. Loosely speaking, such extension is made a) without introducing any incoming or outgoing arc to places or transitions of the critical subnet except incoming arcs to controllable transitions or outgoing arcs from critical places as shown in Fig. 4 ; b) by synchronizing concurrent influence paths and by joining influence paths coming from choice places in order to obtain a conservative and consistent net (Assumptions 2 and 3 make this possible).
Definition 9:
Let be the subnet formed by (see Fig. 4 ) so that and . If the critical subnet is not connected, a strongly connected FCN component is obtained applying Algorithm 1 to each one of the connected components of the critical subnet. For the sake of simplicity and without loss of generality, in the remainder of the paper-with the exception of Section VIII-it is assumed that the critical subnet has only one connected component. All the results shown are still valid in the general case. In the general case denotes the net obtained by taking the union of the strongly connected FCN components obtained applying Algorithm 1 to each connected component of the critical subnet.
VI. CRITICAL SUBNET CHARACTERIZATION
In order to apply the approach proposed in this paper it is required that the strongly connected FCN , obtained from Algorithm 1, is well-formed. The Rank theorem can be applied to to verify that it is well-formed, but its computational complexity is not polynomial in the size of the net, since Algorithm 1 is based on a search of all possible influence paths of the critical subnet.
In this section some results, summarized in Proposition 6, are derived in order to recognize with a polynomial complexity if is well-formed prior to applying the algorithm.
In order to present the results of this section it is useful to partition the incidence matrix of the net , obtained from Algorithm 1, as follows: Proof: This follows from the Rank theorem, from Propositions 2, 3, and 5, and from the fact that is strongly connected by construction.
VII. MAIN RESULT
This section proves that the ILP problem (4) formulated on the uncontrollable plant subnet can be transformed into an equivalent LP problem. This LP problem represents the only on-line computation required in the proposed approach. To write down the LP problem a number of offline steps have to be performed first as it is explained below.
Before presenting the main result, that is formalized in the proposition 7, auxiliary definitions 10 and 11 are introduced and auxiliary results are stated in Lemmas 2-4.
From now on it is assumed that, given a net , the set of places, the set of transitions, the incidence matrix, the marking and the firing count vector are denoted respectively as . As for example, and are, respectively, the set of places and transitions of . Definition 10: Let be a net system, where is the well-formed FCN net obtained from Algorithm 1 and if and if . Definition 11: Let be the well-formed FCN system of Definition 10 and let be the net system given by all MG-components of with , where is the set of places associated to a in the net (since may belong to more than one MG-component).
Similarly, if a transition belongs to more than one MG-component the set of transitions in the net , associated to after the MG decomposition, is denoted by . Finally, define . For example, in the MG decomposition shown in Fig. 9 (this figure refers to an example which will be described afterwards) and . Lemma 2: Let be a critical BCFCN net system and let be the well-formed FCN system of Definition 10.
Let be a sequence of uncontrollable transitions in , then in Proof: No incoming (outgoing) arc to (from) places or transitions in the critical subnet, except incoming arcs to controllable transitions (outgoing arcs from critical places), have been added in the construction of the net . The proof is immediate since the enabling of uncontrollable transitions does not depend on places and transitions outside the critical subnet provided controllable transitions are disabled. Denote and .
Lemma 3:
Let be the net system generated by removing from the places that belong to the set and transitions that belong to the set .
Let be a sequence of uncontrollable transitions in , then in (9) Proof: Places and transitions removed from are both controllable transitions and places and transitions added by Algorithm 1 to the critical subnet. Thus, the marking of a place in the set cannot be influenced by places and transitions added by Algorithm 1 without a firing of a controllable transition. In addition, all the sequences of uncontrollable transitions enabled in the net system are still enabled in the net system . Remark 2: The net is obtained by removing from (that is a collection of MGs) places that belong to the set and transitions that belong to the set . These places and transitions belong to directed paths starting from a transition of the set and ending with a transition in the set . Thus the is not a MG since all its places have exactly one input arc and one outgoing arc with the exception of places in the set that have only one outgoing arc and places in the set that have only one input arc. Lemma 4: Let be, respectively, a critical subnet system and the decomposition of the critical subnet system with (10) then (11) and (12) Proof: Let . Lemma 3 shows that the reachability problem of the marking of places in the set in the net system under uncontrollable transition firing can be solved on the net system . From Proposition 1 it follows that a MG-component is not influenced by the rest of the system. Since no join place (i.e., a place with ) is present in the net (join places may be found only in the subnet added by the algorithm but their marking is not affected by uncontrollable transitions firing), all tokens moved into a place which belong to a MG-component by firing a sequence of uncontrollable transitions which belong to this MG-components cannot be removed by firing a sequence of uncontrollable transitions which belong to other MG-components. Since a place of the critical subnet may be present in more than one MG-component, it follows that .
Let
. Assume , with . From Lemma 2 it follows that the reachability problem of the marking of places of the critical subnet under uncontrollable transition firing can be solved on the system (assumed to be a well-formed free choice net and, thus, covered by MG-components).
Since no join place (i.e., a place with ) is present in the net , in a MG-component there is no uncontrollable transitions that can be enabled by places which do not belong to this MG-component. Furthermore, a place of the critical subnet may be present in more than one MG-component. Thus, an initial token allocation in each MG-component according to (10) must exist such that from this initial marking, each MG-component will evolve individually and . The following proposition proves that the ILP problem (4) formulated on the uncontrollable plant subnet can be transformed into an equivalent LP problem reformulated on the net , that represents the only computation to be performed online.
Proposition 7: Let be, respectively, a plant net system, a GMEC to be enforced on the plant net system and the decomposition of the critical subnet associated to the GMEC. A controllable transition has to be enabled under the net marking iff and (13) where is the solution of the following LP (a)
(c) if belongs to a directed circuit then add (14) with variables and which are positive integer vectors and where is the set of places of the GMEC critical subnet is the number of minimal P-invariants of the net (vectors ) whose support has only places that belong to a directed circuit and is the equivalent GMEC weight vector to be enforced on the decomposed net system with . Proof: Let , with . From Lemma 1 it follows that the problem of checking if is equivalent to the problem of checking if Then, by firing only uncontrollable transitions on the net system can be reduced to the problem of checking if on the GMEC critical subnet system with . In order to obtain an equivalent GMEC on the net , notice that (14-b) imposes and so, from Lemma 4, it follows that Furthermore, from Lemma 4, it follows that (15) Hence where otherwise. By applying ILP (4) to the net , inequality (13) and (14-a) are obtained. Since is composed of subnets, obtained by removing places from the MG-components, (14-c) ensures that in the presence of a token-free directed circuit the state equation represented by (14-a) gives no spurious solutions [16] .
Since only fireable sequences of uncontrollable transitions verify (14-a-c) and since in the Appendix it is shown that the programming problem (14) can be re-written in ILP standard form with a totally unimodular constraint matrix and, thus it is a LP problem, the desired result follows.
Given a GMEC the offline supervisor synthesis steps can be summarized as follows.
1) Build the critical subnet ; derive and . 2) If the hypotheses of Proposition 6 hold then goto step 3) else the method cannot be applied. 3) Get by Algorithm 1. 4) Construct . 5) Extract from and transform the GMEC into an equivalent constraint on the net.
The online computation consists of solving LP problem (14) .
Remark 3:
The possibility of reducing the problem of finding a maximally permissive supervisory control law by solving an integer linear programming problem (in this case a LP problem) in the presence of cycles, is based on the possibility of reducing the problem into an equivalent one on the decomposed net, that is a marked graph. For this subclass of PNs [16] it is possible to eliminate from the state equation spurious solutions, simply by imposing that a transition that belongs to a token free circuit cannot fire.
VIII. CASE STUDY
In order to illustrate an application of the proposed method consider an example of coordinating multiple automated guided vehicles (AGVs) inspired by the case study of [2] . The PN in The GMECs to be imposed are: (16) This means that, in order to avoid collisions between AGVs on the lines 1 and 2, only one token can be present in critical places at the same time. Similarly, in order to avoid collisions between AGVs on the lines 2 and 3, only one token can be present in critical places at the same time.
The first step in the proposed method is to find the two critical subnets and associated to GMECs (16.1) and (16.2) (see Fig. 7 ).
If Proposition 6 is verified for each connected component of the critical subnets and , then an equal number of well-formed FCNs can be obtained by implementing Algorithm 1.
As step 2, Algorithm 1 is applied to each connected component of the BCFCN in Fig. 7 , in order to get the associated strongly connected FCNs.
is transformed into and is transformed into (see Fig. 8 ). The third step in the net decomposition is to calculate all the minimal T-invariants of the well-formed FCNs in Fig. 8 , thus obtaining the MG-component decomposition, as shown in Figs. 9 and 10. The last step consists of building the nets and starting from the nets and (see Figs. 11  and 12 ).
For the sake of brevity, consider only the subnet associated to the GMEC 16.2 (see Fig. 12 ). Related to this GMEC, in order to complete the offline computation, the linear programming problem (14) is specified as follows: (17) with variables
. Notice that the indexes of the 's refer to the numbers associated to the transitions in Fig. 12 .
A similar LP problem has to be written in order to impose the constraint 16.1. These two LP problems represent together the only on-line computations necessary to decide if a controllable transition has to be enabled or not. Notice that and are BCFCNs, whereas the PN of Fig. 6 is not backward conflict free.
IX. CONCLUSION
The method presented in this paper has shown that it is possible to use a decomposed view of a PN model to reduce the complexity of a supervisory control problem. The decomposition is obtained via off-line computation and leads to a transformed net where a simpler equivalent supervisory control problem may be formulated.
Provided the uncontrollable part of the plant model is a BCFCN, it can be transformed into a number of well-formed free-choice nets and then decomposed in marked graph components. In presence of a GMEC specification, the supervisory control problem can be formulated in terms of a linear programming problem on the marked graph components. This allows considering uncontrollable plant nets with free choice, parallelism and synchronization relationship, and to enforce GMECs on them by an algorithm of a polynomial complexity (for the online work). 
APPENDIX
In this section it is proved that the programming problem (14) can be re-written in a standard ILP whose constraint matrix is totally unimodular.
Theorem 4 ([18]):
Let be a matrix with entries . Then the following statements are equivalent:
• is totally unimodular, i.e., each square submatrix of has determinant 0,1, ;
• each collection of columns of can be split into two parts so that the sum of the columns in one part minus the sum of the column in the other part is a vector with entries ; • is totally unimodular. Observe that total unimodularity is preserved under the following operations:
• taking the transpose;
• multiplying a row or column by ; • repeating a row or a column;
• making a pivot operation;
• adding an all-zero row and column, or adding a row with one non zero, being ; • permuting rows or columns. The ILP (14) is equivalent to (18) with variables and and where the equality (14b) has been replaced with inequalities (18b) and (18c).
The programming problem (18) can be rewritten as
with variables and where is a constant positive integer vector of dimension equal to and are respectively an appropriately sized all-zero matrix and an appropriately sized all-zero column vector, is is an appropriately sized identity matrix, is a matrix with entries 0 or 1 having one 1 in each column which corresponds to the marking of a place in the set , is a matrix with entries 0 or 1 having one 1 in each column which corresponds to transitions of which belongs to a directed circuit and is a matrix with entries 0 or 1 whose rows are minimal P-invariants whose support has only places which belongs to a directed circuit.
The ILP (19) is in the standard ILP form (20) with and thus it can be solved as a LP problem iff its constraint matrix is totally unimodular.
The constraint matrix of programming problem (19) is
In the sequel of this section it is proved that is totally unimodular. The total unimodularity of follows from the fact that is obtained from by adding the block of rows multiplied by and that total unimodularity is preserved under this operation.
The total unimodularity of is preserved by pivot operations on the elements of matrix. These pivot operations lead to the matrix where is a matrix whose rows are the sum of rows of which correspond to places in the set . Since each place in the set belongs to a different MG component by adding rows corresponding to such places a row with 0 and 1 is obtained. Hence, is a matrix with entries 0 and 1. Note that performing pivot operations each row of results to be a sum of rows which correspond to places that belong to circuit to a row of , then . Rows corresponding to matrix and columns corresponding to matrix can be removed since they have only one 1. Then, the total unimodularity of can be proved by the total unimodularity of matrix The total unimodularity of is proved by showing that each collection of columns of can be split into two parts so that the sum of the columns in one part minus the sum of the column in the other part is a vector with entries . has the following property: in each row there is exactly one 1 and one (since in a MG ) except for some rows with only one 1 (they correspond to places in the set ) and some other rows with only one (they correspond to places in the set ) (see Remark 2). Hence, each collection of columns can be split into two parts so that the sum of the columns in one part minus the sum of the column in the other part is a vector with entries : it is possible to conclude that is totally unimodular. Each row of correspond to a place and it has non-zero entries only in the columns corresponding to transitions of the MG component which this place belongs to. Since total unimodularity is preserved under row or column permutation, assume that rows and columns of corresponding to the same MG invariant are adiacent.
Without loss of generality assume that consists of two MG components. Let and be the incidence matrices of these MG components, can be partitioned as follows
Each row of corresponds to a place . For each place such that is a singleton the corresponding row of has exactly one 1 and one or only one 1 or only one
. If is not a singleton it consists of two places named, as for example, and . By definition and belong to different MG components and the the row of corresponding to may have more than two non-zero entries. The row of which correspond to can be partitioned in two parts having columns in and respectively. Given a transition , each transition in the set belongs to a different MG component. Let or , all entries in a row of corresponding to a transition in the set are equal. Then, it is never possible to select two rows and two columns of so that the following square submatrix can be obtained
Hence, each collection of columns of can be split into two parts such that the sum of the columns in one part minus the sum of the column in the other part a vector with entries 0, 1, . Then, is totally unimodular.
