Schwarz's Lemmas for mappings satisfying Poisson's equation by Chen, Shaolin & Ponnusamy, Saminathan
ar
X
iv
:1
70
8.
00
71
5v
1 
 [m
ath
.C
V]
  2
 A
ug
 20
17
SCHWARZ’S LEMMAS FOR MAPPINGS SATISFYING
POISSON’S EQUATION
SHAOLIN CHEN AND SAMINATHAN PONNUSAMY
Abstract. For n ≥ 3, m ≥ 1 and a given continuous function g : Ω → Rm, we
establish some Schwarz type lemmas for mappings f of Ω into Rm satisfying the
PDE: ∆f = g, where Ω is a subset of Rn. Then we apply these results to obtain
a Landau type theorem.
1. Preliminaries and statements of main results
1.1. Notations. For n ≥ 2, let Rn denote the usual real vector space of dimension
n. Sometimes it is convenient to identify each point x = (x1, . . . , xn) ∈ Rn with an
n× 1 column matrix so that
x =

 x1...
xn

 .
For w = (w1, . . . , wn) and x ∈ Rn, we define the Euclidean inner product 〈·, ·〉 by
〈x, w〉 = x1w1 + · · ·+ xnwn so that the Euclidean length of x is defined by
|x| = 〈x, x〉1/2 = (|x1|2 + · · ·+ |xn|2)1/2.
Denote a ball in Rn with center w ∈ Rn and radius r by
B
n(w, r) = {x ∈ Rn : |x− w| < r}.
In particular, Bn and Sn−1 denote the unit ball Bn(0, 1) and the unit sphere in Rn,
respectively. Set D = B2, the open unit disk in the complex plane C ∼= R2. For
k ∈ N0 := N ∪ {0} and m ∈ N0, we denote by Ck(Ω1,Ω2) the set of all k-times
continuously differentiable functions from Ω1 into Ω2, where Ω1 and Ω2 are subsets
of Rn and Rm, respectively. In particular, let C(Ω1,Ω2) := C0(Ω1,Ω2), the set of all
continuous functions of Ω1 into Ω2. For f = (f1, . . . , fm) ∈ C1(Ω1,Ω2), we denote
the derivative Df of f by
Df =


D1f1 · · · Dnf1
... · · · ...
D1fm · · · Dnfm

 , Djfi(x) = ∂fi(x)∂xj .
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In particular, if n = m, the Jacobian of f is defined by Jf = detDf and the
Laplacian of f ∈ C1(Ω1,Ω2) is defined by
∆f =
n∑
k=1
Dkkf.
For an m× n matrix A, the operator norm of A is defined by
|A| = sup
x 6=0
|Ax|
|x| = max{|Aθ| : θ ∈ S
n−1}
where m ≥ 1 and n ≥ 2.
1.2. Poisson equation and Schwarz lemma. For x, y ∈ Rn\{0}, we define x′ =
x/|x|, y′ = y/|y| and let
[x, y] := |y|x| − x′| = |x|y| − y′| .
Also, for x, y ∈ Bn with x 6= y and |x|+ |y| 6= 0, we use G(x, y) to denote the Green
function:
(1.1) G(x, y) = cn
(
1
|x− y|n−2 −
1
[x, y]n−2
)
,
where cn = 1/[(n − 2)ωn−1] and ωn−1 = 2pi n2 /Γ
(
n
2
)
denotes the Hausdorff measure
of Sn−1. The Poisson kernel P : Bn × Sn−1 → R is defined by
P (x, ζ) =
1− |x|2
|x− ζ |n .
We write
∇ =
(
∂
∂x1
, . . . ,
∂
∂xn
)
and for a vector valued function f = (f1, . . . , fm), we define the directional derivative
∂f
∂−→n by a componentwise interpretation:
∂f
∂−→n (x) = (〈∇f1(x), x
′〉, . . . , . . . , 〈∇fm(x), x′〉) .
For a given bounded integrable function ψ : Sn−1 → Rm and g ∈ C(Bn,Rm), the
solution of the Poisson equation
(1.2)
{
∆f = g in Bn
f = ψ in Sn−1
is given by
(1.3) f(x) = Pψ(x)− Gg(x),
where
(1.4) Pψ(x) =
∫
Sn−1
P (x, ζ)ψ(ζ)dσ(ζ) and Gg(x) =
∫
Bn
G(x, y)g(y)dV (y)
for x ∈ Bn. Here dσ denotes the normalized Lebesgue surface measure on Sn−1
and dV is the Lebesgue volume measure on Bn. It is well known that if ψ and g
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are continuous in Sn−1 and in Bn, respectively, then f = Pψ − Gg has a continuous
extension f˜ to the boundary, and f˜ = ψ in Sn−1 (see [16, p. 118–120] or [17, 18, 21]).
The classical Schwarz lemma states that a holomorphic function f from D into
itself with f(0) = 0 satisfies |f(z)| ≤ |z| for all z ∈ D. It is well-known that the
Schwarz lemma has become a crucial theme in a lot of branches of mathematical
research for more than a hundred years to date. For n ≥ 3, the classical Schwarz
lemma of harmonic mappings in Bn infers that if f is a harmonic mapping of Bn
into itself satisfying f(0) = 0, then
|f(x)| ≤ U(rN),
where r = |x|, N = (0, . . . , 0, 1) and U is a harmonic function of Bn into [−1, 1]
defined by
U(x) = P(X
S+−XS−)(x).
Here X is the indicator function, S+ = {x = (x1, . . . , xn) ∈ Sn−1 : xn ≥ 0} and
S− = {x = (x1, . . . , xn) ∈ Sn−1 : xn ≤ 0} (see [1]). For the case n = 2, we refer to
[6, 13, 15, 22]. In [19], Kalaj proved the following result for harmonic mappings f
of Bn into itself:
(1.5)
∣∣∣∣f(x)− 1− |x|2(1 + |x|2)n2 f(0)
∣∣∣∣ ≤ U(|x|N).
1.3. Main results and Remarks. The first aim of the paper is to extend the
result (1.5) to mappings satisfying the Poisson equation. More precisely, we shall
prove the following.
Theorem 1. Let n ≥ 3, m ≥ 1 and g ∈ C(Bn,Rm). If f ∈ C2(Bn,Rm)∩C(Sn−1,Rm)
satisfies ∆f = g, then, for x ∈ Bn,
(1.6)
∣∣∣∣f(x)− 1− |x|2(1 + |x|2)n2 Pf(0)
∣∣∣∣ ≤ ‖Pf‖∞U(|x|N) + ‖g‖∞2n (1− |x|2),
where
Pf(x) =
∫
Sn−1
P (x, ζ)f(ζ)dσ(ζ), ‖f‖∞ = sup
x∈Bn
|f(x)| and ‖g‖∞ = sup
x∈Bn
|g(x)|.
If we choose g(x) = (−2nM, 0, . . . , 0) and f(x) = (M(1−|x|2), 0, . . . , 0) for x ∈ Bn,
then the inequality (1.6) is sharp in Sn−1 ∪ {0}, where M > 0 is a constant.
By Theorem 1, we give an explicit estimate as follows.
Corollary 1. Let n ≥ 3, m ≥ 1 and g ∈ C(Bn,Rm). If f ∈ C2(Bn,Rm)∩C(Sn−1,Rm)
satisfies ∆f = g, then, for x ∈ Bn,
(1.7)
∣∣∣∣f(x)− 1− |x|(1 + |x|)n−1Pf (0)
∣∣∣∣ ≤ ‖Pf‖∞
[
1− 1− |x|
(1 + |x|)n−1
]
+
‖g‖∞
2n
(1− |x|2).
If we choose g(x) = (−2nM, 0, . . . , 0) and f(x) = (M(1−|x|2), 0, . . . , 0) for x ∈ Bn,
then the inequality (1.7) is sharp in Sn−1 ∪ {0}, where M > 0 is a constant.
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There is a classical Schwarz lemma at the boundary, which is as follows and the
same may be obtained from standard texts. See for instance, [14] or [29, p. 249,
Corollary 6.62].
Theorem A. Let f be a holomorphic function from D into itself. If f is holomorphic
at z = 1 with f(0) = 0 and f(1) = 1, then f ′(1) ≥ 1. Moreover, the inequality is
sharp.
Theorem A has been generalized in various forms. For example, Krantz [24]
explored many versions of the Schwarz lemma at the boundary point of a domain
in C, and reviewed several results of many authors. A natural response to these
results is to ask whether we can extend the Schwarz lemma at the boundary to
higher dimensional cases. This form of the Schwarz lemma has attracted much
attention, see [4, 26, 25] for holomorphic functions, and see [1, 3, 19, 20, 28] for
harmonic functions. In the following, by using Theorem 1, we establish a Schwarz
lemma at the boundary for mappings satisfying Poisson’s equation, which is also a
generalization of Theorem A.
Theorem 2. For n ≥ 3, m ≥ 1 and a given g ∈ C(Bn,Rm), let f ∈ C2(Bn,Rm) ∩
C(Sn−1,Rm) be a mapping of Bn into itself satisfying ∆f = g, where
‖g‖∞ < nAn(
1 + 1
2
n
2
) and An = n!
[
1 + n− (n− 2)F (1
2
, 1; n+3
2
;−1)]
2
3n
2 Γ
(
n+1
2
)
Γ
(
n+3
2
) .
If f(0) = 0 and limr→1− |f(rζ)| = 1 for some ζ ∈ Sn−1, then
(1.8) lim inf
r→1−
|f(ζ)− f(rζ)|
1− r ≥ An −
‖g‖∞
n
(
1 +
1
2
n
2
)
.
In particular, if ‖g‖∞ = 0, then the estimate of (1.8) is sharp.
The definition of the classical hypergeometric function F (a, b; c; z) is given in
Section 2. Next, we state a Schwarz-Pick type lemma, which is a generalization of
[20, Theorem 1.3], [28, Theorem 2.12] and [19, Corollary 2.2].
Theorem 3. Let n ≥ 3 and m ≥ 1. If f ∈ C2(Bn,Rm) ∩ C(Sn−1,Rm) satisfies
∆f = g for a given g ∈ C(Bn,Rm), then
|Df(x)| ≤ ‖Pf‖∞
1− r supγ>0 C(γ, r) +
n
n + 1
‖g‖∞ for x ∈ Bn,
where r = |x| and
C(γ, r) =
4ωn−3
ωn−1
2n−1
(1 + r)n−1
1√
1 + γ2
∫ 1
0
Ψr(γt) + Ψr(−γt)√
(1− t2)4−n dt <∞.
Here
Ψr(γ) =
∫ γ+√γ2+1−α2(r)
1−α(r)
0
n− β(r) + nγρ− β(r)ρ2
(1 + ρ2)
n
2
+1(1 + τ 2(r)ρ2)
n
2
−1ρ
n−2dρ,
τ(r) =
1− r
1 + r
, α(r) =
r(n− 2)
n
and β(r) =
[n− (n− 2)r]
2
.
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Remark 1.1. We observe that if n = 4 in Theorem 3, then supγ>0C(γ, r) can be
replaced by [
r
√
4− r2(2 + r2) + 4(1− r2) arctan (r√4−r2
r2−2
)]
pi(1 + r)r3
,
where r = |x| (see [20, Theorem 1.3]). In particular, using (1.5), we can obtain an
explicit estimate for |DPf (x)|. But it is not going to yield a better bound than the
bound stated in Theorem 3. Indeed, for any fixed x ∈ Bn, consider the function
ν(y) = Pf
(
x+ (1− |x|)y).
Now, if we apply (1.5) to ν/‖Pf‖∞, then we deduce that∣∣∣∣∣Pf
(
x+ (1− |x|)y)− Pf (x)
|y| −
[
(1− |y|2)(1 + |y|2)−n/2 − 1]
|y| Pf(x)
∣∣∣∣∣ ≤ ‖Pf‖∞U(|y|N)|y| ,
which, together with the fact that
lim
t→0+
(1− t2)(1 + t2)−n/2 − 1
t
= 0,
implies
(1.9) (1− |x|)|DPf (x)| ≤ ‖Pf‖∞
∂U(rN)
∂r
∣∣∣
r=0
=
2ωn−1
V (Bn)
‖Pf‖∞ = 2n‖Pf‖∞,
where V (Bn) is the volume of Bn. Finally, by (1.9) and (2.17), we conclude that
(1.10) |Df(x)| ≤ |DPf (x)|+ |DGg(x)| ≤
2n‖Pf‖∞
1− |x| +
n
n+ 1
‖g‖∞ for x ∈ Bn
as desired. 
There exists a number of articles dealing with Landau type theorems in geometric
function theory and, for general class of functions without some additional condi-
tion(s), there is no Landau’s theorem. See for example [6, 7, 8, 9, 10, 11, 12, 13, 33]
and the related references therein. In our next result, we use Theorems 1 and 3 to
establish a Landau type theorem for mappings satisfying the Poisson equation.
For n ≥ 3 and a given g ∈ C(Bn,Rn), we use Fg to denote the set of all mappings
f ∈ C2(Bn,Rn) ∩ C(Sn−1,Rn) satisfying ∆f = g and |f(0)| = Jf(0) − 1 = 0. Let
FMg be the set of all mappings f ∈ Fg satisfying ‖f‖∞ + ‖g‖∞ ≤ M , where M is a
positive constant.
Theorem 4. For n ≥ 3 and a given g ∈ C(Bn,Rn), let f ∈ FMg . Then there is a
positive constant r0 depending only on M and g such that B
n(0, r0) ⊂ f(Bn).
Remark 1.2. We wish to point out that the Landau type theorem fails for the
family Fg without appropriate additional condition(s). For example, consider g(x) =
(0, . . . , 0, 2n/3) and fk(x) = (kx1, x2/k, x3, . . . , xn−1, |x|2/3 + xn) for k = {1, 2, . . .},
where n ≥ 3 and x = (x1, . . . , xn) ∈ Bn. It is easy to see that each fk is univalent
and |fk(0)| = Jfk(0)− 1 = 0. Furthermore, each fk(Bn) contains no ball with radius
bigger than 1/k. Hence, there does not exist an absolute constant r0 > 0 which
can work for all k ∈ {1, 2, . . .}, such that B(0, r0) is contained in the range fk(Bn).
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Although Theorem 4 provides existence of the Landau-Bloch constant for f ∈ FMg ,
an explicit estimate on the Landau-Bloch constant is not established.
The proofs of Theorems 1, 2, 3 and Corollary 1 will be presented in Section 2.
Moreover, the proof of Theorem 4 will be given in Section 3.
2. The Schwarz Lemmas for mappings satisfying Poisson’s equation
2.1. Mo¨bius Transformations of the Unit Ball. For x ∈ Bn, the Mo¨bius trans-
formation in Bn is defined by
(2.1) φx(y) =
|x− y|2x− (1− |x|2)(y − x)
[x, y]2
, y ∈ Bn.
The set of isometries of the hyperbolic unit ball is a Kleinian subgroup of all Mo¨bius
transformations of the extended spaces Rn ∪ {∞} onto itself. In the following, we
make use of the automorphism group Aut(Bn) consisting of all Mo¨bius transforma-
tions of the unit ball Bn onto itself. We recall the following facts from [2]: For
x ∈ Bn and φx ∈ Aut(Bn), we have φx(0) = x, φx(x) = 0, φx(φx(y)) = y ∈ Bn,
(2.2) |φx(y)| = |x− y|
[x, y]
, 1− |φx(y)|2 = (1− |x|
2)(1− |y|2)
[x, y]2
and
(2.3) |Jφx(y)| =
(1− |x|2)n
[x, y]2n
.
2.2. Gauss Hypergeometric Functions. For a, b, c ∈ R with c 6= 0,−1,−2, . . . ,
the hypergeometric function is defined by the power series in the variable x
F (a, b; c; x) =
∞∑
k=0
(a)k(b)k
(c)k
xk
k!
, |x| < 1.
Here (a)0 = 1, (a)k = a(a + 1) · · · (a + k − 1) for k = 1, 2, . . ., and generally (a)k =
Γ(a + k)/Γ(a) is the Pochhammer symbol, where Γ is the Gamma function. In
particular, for a, b, c > 0 and a + b < c, we have (cf. [30])
F (a, b; c; 1) = lim
x→1
F (a, b; c; x) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) <∞.
The following result is useful in showing one of our main results of the paper.
Proposition 1. ([23] or [30, 2.5.16(43)]) For λ1 > 1 and λ2 > 0, we have∫ pi
0
sinλ1−1 t
(1 + r2 − 2r cos t)λ2 dt = B
(
λ1
2
,
1
2
)
F
(
λ2, λ2 +
1− λ1
2
;
1 + λ1
2
; r2
)
,
where B(., .) denotes the beta function and r ∈ [0, 1).
2.3. Proofs.
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Proof of Theorem 1. Let n ≥ 3. For x, y ∈ Bn with x 6= y and |x| + |y| 6= 0, by
(2.2), we have∣∣∣∣ 1|x− y|n−2 − 1[x, y]n−2
∣∣∣∣ = 1|x− y|n−2
∣∣∣∣1− |x− y|n−2[x, y]n−2
∣∣∣∣(2.4)
=
1
|x− φx(z)|n−2
(
1− |z|n−2) ,
where φx ∈ Aut(Bn) and z = φx(y). By (2.1), direct calculation shows that
x− φx(z) = x[x, z]
2 − |x− z|2x+ (1− |x|2)(z − x)
[x, z]2
=
(z − x|z|2)(1− |x|2)
[x, z]2
,
which gives
(2.5) |x− φx(z)| = |z|(1− |x|
2)
[x, z]
.
By (2.4) and (2.5), we obtain
(2.6)
∣∣∣∣ 1|x− y|n−2 − 1[x, y]n−2
∣∣∣∣ = [x, z]n−2(1− |z|n−2)|z|n−2(1− |x|2)n−2 .
Now, let g ∈ C(Bn,Rm) be given. Then, by (1.3) with f in place of ψ, we have
f(x) = Pf (x)− Gg(x), where Pf and Gg are defined by (1.4). It follows that
|Gg(x)| ≤
∫
Bn
|G(x, y)g(y)|dV (y)
≤ cn‖g‖∞
∫
Bn
∣∣∣∣ 1|x− y|n−2 − 1[x, y]n−2
∣∣∣∣ dV (y), by (1.1),
= cn‖g‖∞
∫
Bn
[x, z]n−2(1− |z|n−2)
|z|n−2(1− |x|2)n−2
(1− |x|2)n
[x, z]2n
dV (z), by (2.2) and (2.6),
= cn‖g‖∞(1− |x|2)2
∫
Bn
(1− |z|n−2)|z|n+2
|z|n−2∣∣x|z|2 − z∣∣2+ndV (z)
=
‖g‖∞(1− |x|2)2
n− 2
∫ 1
0
dr
∫
Sn−1
r(1− rn−2)
|rx− ζ |2+n dσ(ζ).(2.7)
Using the polar coordinates and Proposition 1, we obtain∫
Sn−1
dσ(ζ)
|rx− ζ |2+n =
1∫ pi
0
sinn−2 tdt
∫ pi
0
sinn−2 tdt
(1 + r2|x|2 − 2r|x| cos t)n+22
dt
=
Γ
(
n
2
)
√
piΓ
(
n−1
2
) · √piΓ
(
n−1
2
)
Γ
(
n
2
) F(n+ 2
2
, 2;
n
2
; r2|x|2
)
= F
(n+ 2
2
, 2;
n
2
; r2|x|2
)
.(2.8)
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By (2.7) and (2.8), we get
|Gg(x)| ≤ ‖g‖∞(1− |x|
2)2
n− 2
∫ 1
0
F
(n+ 2
2
, 2;
n
2
; r2|x|2
)
r(1− rn−2)dr
=
‖g‖∞(1− |x|2)2
n− 2
∫ 1
0
∞∑
k=0
Γ
(
n
2
)
Γ
(
n
2
+ k + 1
)
Γ(2 + k)
Γ
(
n
2
+ 1
)
Γ
(
n
2
+ k
)
Γ(2)
r2k+1(1− rn−2)|x|2k
k!
=
‖g‖∞(1− |x|2)2
n− 2
∫ 1
0
∞∑
k=0
2
n
(
k +
n
2
)
(k + 1)r2k+1(1− rn−2)|x|2kdr
=
‖g‖∞(1− |x|2)2
n− 2
∞∑
k=0
2
n
(
k +
n
2
)
(k + 1)
(n− 2)
2(k + 1)(2k + n)
|x|2k
=
‖g‖∞(1− |x|2)2
2n
∞∑
k=0
|x|2k
=
‖g‖∞(1− |x|2)
2n
.(2.9)
For ρ ∈ (0, 1), let F (x) = Pf (ρx), x ∈ Bn. Then
(2.10) F (x) =
∫
Sn−1
P (x, ζ)F (ζ)dσ(ζ),
which, together with (1.5), yields that
(2.11)
∣∣∣∣F (x)− 1− |x|2(1 + |x|2)n2 F (0)
∣∣∣∣ ≤ ‖Pf‖∞U(|x|N).
Applying (2.11), we see that∣∣∣∣Pf(x)− 1− |x|2(1 + |x|2)n2 Pf(0)
∣∣∣∣ = limρ→1−
∣∣∣∣F (x)− 1− |x|2(1 + |x|2)n2 F (0)
∣∣∣∣
≤ ‖Pf‖∞U(|x|N).(2.12)
Hence, by (2.9) and (2.12), we conclude that∣∣∣∣f(x)− 1− |x|2(1 + |x|2)n2 Pf (0)
∣∣∣∣ =
∣∣∣∣Pf(x)− 1− |x|2(1 + |x|2)n2 Pf(0)− Gg(x)
∣∣∣∣
≤
∣∣∣∣Pf(x)− 1− |x|2(1 + |x|2)n2 Pf(0)
∣∣∣∣+ |Gg(x)|
≤ ‖Pf‖∞U(|x|N) + ‖g‖∞
2n
(1− |x|2).
Now we prove the sharpness part. For x ∈ Bn, let g(x) = (−2nM, 0, . . . , 0) and
f(x) = (M(1−|x|2), 0, . . . , 0), where M is a positive constant. If x ∈ Sn−1, then the
optimality of (1.6) is obvious. On the other hand, if x = 0, then
‖Pf‖∞ = 0 and M = |f(0)−Pf (0)| = |f(0)| = ‖g‖∞
2n
=M.
The proof of the theorem is complete. 
Schwarz’s Lemmas for mappings satisfying Poisson’s equation 9
Proof of Corollary 1. For ρ ∈ (0, 1), let F (x) = Pf (ρx), x ∈ Bn. Then, following
the proof of Theorem 1 and considering F described by (2.10), we deduce that∣∣∣∣F (x)− 1− |x|(1 + |x|)n−1F (0)
∣∣∣∣ =
∣∣∣∣
∫
Sn−1
[
P (x, ζ)− 1− |x|
(1 + |x|)n−1
]
F (ζ)dσ(ζ)
∣∣∣∣
≤
∫
Sn−1
[
P (x, ζ)− 1− |x|
(1 + |x|)n−1
]
|F (ζ)|dσ(ζ)
≤ ‖Pf‖∞
[
1− 1− |x|
(1 + |x|)n−1
]
and therefore,∣∣∣∣Pf (x)− 1− |x|(1 + |x|)n−1Pf(0)
∣∣∣∣ = limρ→1−
∣∣∣∣F (x)− 1− |x|(1 + |x|)n−1F (0)
∣∣∣∣
≤ ‖Pf‖∞
[
1− 1− |x|
(1 + |x|)n−1
]
which by Theorem 1 leads to∣∣∣∣f(x)− 1− |x|(1 + |x|)n−1Pf (0)
∣∣∣∣ =
∣∣∣∣Pf(x)− 1− |x|(1 + |x|)n−1Pf (0)− Gg(x)
∣∣∣∣
≤
∣∣∣∣Pf(x)− 1− |x|(1 + |x|)n−1Pf (0)
∣∣∣∣+ |Gg(x)|
≤ ‖Pf‖∞
[
1− 1− |x|
(1 + |x|)n−1
]
+
‖g‖∞
2n
(1− |x|2).
The proof of the corollary is complete. 
Lemma B. ([19, Lemma 2.3]) For r ∈ [0, 1], let ϕ(r) = ∂U(rN)
∂r
. Then ϕ(r) is
decreasing on r ∈ [0, 1] and
ϕ(r) ≥ ∂U(rN)
∂r
∣∣∣∣
r=1
= ϕ(1) = An,
where An is the same as in Theorem 2.
Proof of Theorem 2. For x ∈ Bn, there is a ρ ∈ (r, 1) such that
(2.13)
1− U(rN)
1− |x| =
∂U(ρN)
∂r
,
where r = |x|. Now, for n ≥ 3 and a given g ∈ C(Bn,Rm), by (1.3) with f in place
of ψ, we have
f(x) = Pf(x)− Gg(x),
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where Pf and Gg are defined as in (1.4). Since f(0) = Pf (0)− Gg(0) = 0, by (2.9),
Theorem 1 and the assumptions, we see that
|f(ζ)− f(rζ)| =
∣∣∣∣f(ζ) + Pf(0) 1− r2(1 + r2)n2 − Gg(0) 1− r
2
(1 + r2)
n
2
− f(rζ)
∣∣∣∣
≥ 1−
∣∣∣∣f(rζ)− Pf(0) 1− r2(1 + r2)n2
∣∣∣∣− |Gg(0)| 1− r2(1 + r2)n2
≥ 1− U(rN)− ‖g‖∞
2n
(1− r2)− ‖g‖∞
2n
1− r2
(1 + r2)
n
2
,(2.14)
where r ∈ [0, 1). Finally, by (2.13), (2.14) and Lemma B, there is a ρ ∈ (r, 1) such
that
|f(ζ)− f(rζ)|
1− r ≥
1− U(rN)
1− r −
‖g‖∞
2n
(1 + r)− ‖g‖∞
2n
1 + r
(1 + r2)
n
2
≥ ∂U(ρN)
∂r
− ‖g‖∞
2n
(1 + r)
(
1 +
1
(1 + r2)
n
2
)
≥ An − ‖g‖∞
2n
(1 + r)
(
1 +
1
(1 + r2)
n
2
)
,
which gives (1.8). The sharpness part easily follows from [19, Theorem 2.5]. The
proof of the theorem is complete. 
Theorem C. ([28, Theorem 2.12]) Let u be a bounded harmonic function from Bn
into R, where n ≥ 3. Then, for x ∈ Bn,
|∇u(x)| ≤ ‖u‖∞
1− |x| supγ>0 C(γ, |x|),
where C(γ, |x|) is defined in Theorem 3.
Proof of Theorem 3. Let n ≥ 3 and g ∈ C(Bn,Rm) be given. As before, by (1.3),
we have
f(x) = Pf(x)− Gg(x),
where Pf and Gg are defined as in (1.4). Set Gg = (Gg,1, . . . ,Gg,m) and g =
(g1, . . . , gm). For k ∈ {1, 2, . . . , m}, we let
Ik =
∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣ |gk(y)|dV (y).
If we apply Cauchy-Schwarz’s inequality and [23, Theorem 2.1], it follows that
I2k ≤
∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣ dV (y)(2.15)
×
[ ∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣ |gk(y)|2dV (y)
]
≤ 2npi
n
2
(n+ 1)Γ
(
n
2
) ∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣ |gk(y)|2dV (y),
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which yields that
|∇Gg,k(x)|2 ≤ I
2
k
ω2n−1
≤ n
(n + 1)ωn−1
∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣ |gk(y)|2dV (y).(2.16)
Then, using (2.16) and [23, Theorem 2.1], we obtain
|DGg(x)| = sup
θ∈Sn−1
(
m∑
k=1
|〈∇Gg,k(x), θ〉|2
) 1
2
≤
(
m∑
k=1
|∇Gg,k(x)|2
) 1
2
≤
[
n
(n+ 1)ωn−1
∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣
m∑
k=1
|gk(y)|2dV (y)
] 1
2
≤
[
n
(n+ 1)ωn−1
] 1
2
‖g‖∞
(∫
Bn
∣∣∣∣ x− y|x− y|n − |y|
2x− y
[x, y]n
∣∣∣∣ dV (y)
)1
2
≤
[
n
(n+ 1)ωn−1
] 1
2
(
nωn−1
n+ 1
) 1
2
‖g‖∞
=
n
n+ 1
‖g‖∞.(2.17)
Now we estimate |DPf |. For x ∈ Bn, we may let Pf (x) = (Pf,1(x), . . . ,Pf,m(x)).
Then, for any θ ∈ Sn−1 and k ∈ {1, 2, . . . , m}, by Cauchy-Schwarz’s inequality, we
have
|〈∇Pf,k(x), θ〉|2 =
∣∣∣∣
∫
Sn−1
〈∇P (x, ζ), θ〉Pf,k(ζ)dσ(ζ)
∣∣∣∣
2
≤
(∫
Sn−1
∣∣〈∇P (x, ζ), θ〉∣∣|Pf,k(ζ)|dσ(ζ)
)2
≤ δ(x, θ)
∫
Sn−1
∣∣〈∇P (x, ζ), θ〉∣∣|Pf,k(ζ)|2dσ(ζ),
which gives that(
m∑
k=1
∣∣〈∇Pf,k(x), θ〉∣∣2
) 1
2
≤ (δ(x, θ)) 12
(∫
Sn−1
∣∣〈∇P (x, ζ), θ〉∣∣ m∑
k=1
|Pf,k(ζ)|2dσ(ζ)
)1
2
≤ δ(x, θ)‖Pf‖∞,(2.18)
where
δ(x, θ) =
∫
Sn−1
∣∣〈∇P (x, ζ), θ〉∣∣dσ(ζ).
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Applying (2.18), [28, Lemma 2.3] and Theorem C, we see that, for x ∈ Bn,
|DPf (x)| = sup
θ∈Sn−1
(
m∑
k=1
∣∣〈∇Pf,k(x), θ〉∣∣2
) 1
2
≤ ‖Pf‖∞ sup
θ∈Sn−1
δ(x, θ)
≤ ‖Pf‖∞
1− |x| supγ>0 C(γ, |x|)(2.19)
By (2.17) and (2.19), we conclude that
|Df(x)| ≤ |DPf (x)|+ |DGg(x)| ≤
‖Pf‖∞
1− |x| supγ>0 C(γ, |x|) +
n
n+ 1
‖g‖∞, x ∈ Bn.
The proof the theorem is complete. 
3. An application of the Schwarz Lemma
Let f : Ω→ Rn be a differentiable mapping and x be a regular value of f , where
x /∈ f(∂Ω) and Ω ⊂ Rn is a bounded domain. Then the degree deg(f,Ω, x) is defined
by the formula (cf. [27, 32])
deg(f,Ω, x) :=
∑
y∈f−1(x)∩Ω
sign
(
det Jf(y)
)
.
Lemma D. The deg(f,Ω, x) satisfies the following properties (cf. [31, p. 125-129]):
(a) If x ∈ Rn\f(∂D) and deg(f,Ω, x) 6= 0, then there exists an w ∈ Ω such that
f(w) = x.
(b) If D is a domain with D ⊂ Ω and x ∈ Rn\f(∂D), then deg(f,D, x) is a
constant on each component of Rn\f(∂D).
Lemma 1. Let n ≥ 3 and m ≥ 1. For a given g ∈ C(Bn,Rm), if f ∈ C2(Bn,Rm) ∩
C(Sn−1,Rm) satisfies ∆f = g and ‖f‖∞ + ‖g‖∞ ≤ M for some constant M > 0,
then there is a constant L > 0 such that
|f(x1)− f(x2)| ≤ L|x1 − x2| for all x1, x2 ∈ Bn(x0, ρ0),
where x0 ∈ Bn and ρ0 ∈ (0, 1− |x0|) are some constants.
Proof. By Theorem 3 or (1.10), for all x ∈ Bn(x0, ρ0), we have
|Df(x)| ≤ ‖Pf‖∞
1− |x| supγ>0 C(γ, |x|) +
n
n+ 1
‖g‖∞ ≤ 2nM
1− ρ0 − |x0| +
n
n + 1
M := L,
which implies, for all x1, x2 ∈ Bn(x0, ρ0),
|f(x1)− f(x2)| ≤
∫
[x1,x2]
|Df(x)| |dx| ≤ L
∫
[x1,x2]
|dx| = L|x1 − x2|,
where [x1, x2] is the segment from x1 to x2 (or x2 to x1) with the endpoints x1 and
x2. 
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Proof of Theorem 4. We prove the theorem by the method of contradiction.
Suppose that the result is not true. Then there is a sequence {ak} of positive real
numbers, and a sequence of functions {fk} with fk ∈ FMg , such that {ak} tends
to 0 and ak /∈ fk(Bn) for k ∈ {1, 2, . . .}. By Theorem 1, Lemma 1 and Arzela`-
Ascoli’s theorem, we know that there is a subsequence {f ∗k} of {fk} which converges
uniformly on a compact subset of Bn to a function f ∗. For each k, it is easy to
see that the function hk = f
∗
k − f ∗1 is harmonic. As a consequence, the sequence
{hk} converges uniformly on compact subsets of Bn to f ∗ − f ∗1 and therefore, the
partial derivatives of f ∗k converge uniformly on compact subsets of B
n to the partial
derivatives of f ∗. In particular, f ∗k (0) → f ∗(0) and Jf∗k (0) → Jf∗(0) as k → ∞,
which imply that f ∗ ∈ FMg . Since Jf∗(0)− 1 = |f ∗(0)| = 0, there are r0 ∈ (0, 1) and
c1 > 0 such that Jf∗ > 0 on Bn(0, r0), f
∗(Bn(0, r0)) ⊃ Bn(0, c1) and |f ∗(x)| ≥ c1 for
x ∈ ∂Bn(0, r0).
Now, we let c2 = c1/2, Br0 = B
n(0, r0) and Bc2 = B
n(0, c2). Then there is a k0
such that |f ∗k (x)| ≥ c2 for k ≥ k0 and Jf∗k > 0 on Br0 . Since deg(f ∗k ,Br0 , 0) ≥ 1,
by Lemma D, we see that, for y ∈ Bc2 and k ≥ k0, deg(f ∗k ,Br0, y) ≥ 1. Hence, for
k ≥ k0, f ∗k (Br0) ⊃ Bc2 which contradicts our assumption. The proof of the theorem
is complete. 
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