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Multicenter evaluation of signal enhancement algorithms for
hearing aids
Abstract
In the framework of the European HearCom project, promising signal enhancement algorithms were
developed and evaluated for future use in hearing instruments. To assess the algorithms' performance,
five of the algorithms were selected and implemented on a common real-time hardware/software
platform. Four test centers in Belgium, The Netherlands, Germany, and Switzerland perceptually
evaluated the algorithms. Listening tests were performed with large numbers of normal-hearing and
hearing-impaired subjects. Three perceptual measures were used: speech reception threshold (SRT),
listening effort scaling, and preference rating. Tests were carried out in two types of rooms. Speech was
presented in multitalker babble arriving from one or three loudspeakers. In a pseudo-diffuse noise
scenario, only one algorithm, the spatially preprocessed speech-distortion-weighted multi-channel
Wiener filtering, provided a SRT improvement relative to the unprocessed condition. Despite the
general lack of improvement in SRT, some algorithms were preferred over the unprocessed condition at
all tested signal-to-noise ratios (SNRs). These effects were found across different subject groups and test
sites. The listening effort scores were less consistent over test sites. For the algorithms that did not affect
speech intelligibility, a reduction in listening effort was observed at 0 dB SNR. 
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In the framework of the European HearCom project, promising signal enhancement algorithms
were developed and evaluated for future use in hearing instruments. To assess the algorithms’
performance, five of the algorithms were selected and implemented on a common real-time
hardware/software platform. Four test centers in Belgium, The Netherlands, Germany, and
Switzerland perceptually evaluated the algorithms. Listening tests were performed with large
numbers of normal-hearing and hearing-impaired subjects. Three perceptual measures were used:
speech reception threshold SRT, listening effort scaling, and preference rating. Tests were carried
out in two types of rooms. Speech was presented in multitalker babble arriving from one or three
loudspeakers. In a pseudo-diffuse noise scenario, only one algorithm, the spatially preprocessed
speech-distortion-weighted multi-channel Wiener filtering, provided a SRT improvement relative to
the unprocessed condition. Despite the general lack of improvement in SRT, some algorithms were
preferred over the unprocessed condition at all tested signal-to-noise ratios SNRs. These effects
were found across different subject groups and test sites. The listening effort scores were less
consistent over test sites. For the algorithms that did not affect speech intelligibility, a reduction in
listening effort was observed at 0 dB SNR.
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yI. INTRODUCTION
The main complaints of hearing aid users are problems
with speech understanding in noisy listening environments
and reduced spatial awareness Kochkin, 2005; Noble and
Gatehouse, 2006. With the advent of fully digital hearing
aids around 1995, there was a general belief that new signal
processing strategies would be developed and older
schemes would be integrated as software modules in the new
digital engines. Several speech-in-noise enhancement strate-
gies, including directional microphone systems, can be con-
sidered as a front-end to the core processing of the hearing
aid or cochlear implant. Whereas a lot of research has been
carried out on speech enhancement approaches in challeng-
ing noisy environments, until now only a limited number of
algorithms have been implemented in commercial devices
Dillon, 2001; Blamey, 2005; Spriet et al., 2007; Hu and
Loizou, 2008. The implementation of a signal processing
scheme in a hearing aid or cochlear implant makes strong
demands in terms of computational complexity and process-
ing delay, and requires extensive validation through physical
and perceptual validation tests.
The reason for the limited application of digital signal
enhancement techniques in commercial hearing instruments
is twofold. First, few signal processing schemes have been
developed and sufficiently evaluated for real-world applica-
tion. Second, only a limited number of these signal process-
ing schemes have actually demonstrated real benefits for
hearing aid users both in laboratory environments and under
daily listening conditions. Moreover, the results are hard to
compare across different developers and test sites. Based on
results published in the engineering literature, replication is
sometimes difficult because of incomplete knowledge of de-
tails. In addition, the physical evaluations and objective mea-
sures are not always relevant to the perception of speech in
noise. For instance, not only is the signal-to-noise ratio
SNR usually important, but also perception-related mea-
sures such as the intelligibility-weighted SNR Greenberg et
al., 1993 and the speech intelligibility index SII ANSI
S3.5-1997, 1997. The evaluation should not be limited to
experiments with artificial noise e.g., white noise, but
should include extensive testing with real-world signals as
well. Additionally, perceptual evaluation experiments should
be included, with both normal-hearing NH and hearing-
impaired HI subjects, i.e., representative of the target popu-
lation.
One of the subprojects within the framework of the Eu-
ropean research project HearCom Hearing in the Communi-
cation Society has focused on the development and evalua-
tion of signal enhancement techniques for improving speech
understanding by use of hearing aids. Based on physical per-
formance measures Eneman et al., 2008a, 2008b, five sig-
nal enhancement techniques single- as well as multi-
channel were selected from a large set of state-of-the-art
algorithms and implemented on a common real-time low-
delay test platform Grimm et al., 2006. The study presented
in this paper comprises the perceptual evaluation of these
1492 J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010five algorithms at four different test sites with large numbers
of normal-hearing listeners and hearing aid users with flat or
sloping moderate hearing losses.
Adaptive speech reception threshold SRT tests were
performed to evaluate the effect of the signal enhancement
algorithms on speech intelligibility. Several previous studies
on the perceptual benefits of single-channel noise reduction
algorithms described increased comfort or ease of listening,
while finding no evidence for improvement in speech intel-
ligibility Marzinzik and Kollmeier, 1999; Walden et al.,
2000; Ricketts and Hornsby, 2005; Bentler et al., 2008.
Therefore, in the current study, listening effort and overall
preference were also assessed. The listening effort scaling
LES and preference rating PR measurements were carried
out at a number of fixed SNRs up to +10 dB, which are
representative of many daily listening conditions.
The following research questions are addressed and dis-
cussed in this paper: Do signal processing strategies lead to
similar outcomes across different test sites, given the differ-
ent test environments/rooms, test materials, and evaluation
test platforms? Do the enhancement strategies yield different
outcomes for different subject groups? How do the results
for both objective and subjective perceptual measures vary
across the signal processing algorithms?
II. SIGNAL ENHANCEMENT TECHNIQUES
This section describes the five signal enhancement algo-
rithms that were selected and evaluated.
A. Single-channel noise suppression based on
perceptually optimized spectral subtraction „SC1…
Spectral subtraction is a well-known computationally-
efficient noise reduction technique, based on the idea of sub-
tracting an estimate of the noise spectrum from an estimate
of the spectrum of the noisy signal e.g., Boll, 1979. The
present implementation of this principle is a variant known
as magnitude spectral subtraction. To reduce the well-known
phenomenon of musical noise artifacts, the present version
was perceptually optimized to control the trade-off between
speech distortion and noise suppression. The input signal is
analyzed in 50% overlapping Hann-windowed blocks of du-
ration 4 ms, with 2-ms frame update steps. The enhanced
speech discrete Fourier transform DFT coefficients Sˆ m ,k,
with frame index m and DFT bin k, are obtained as Sˆ m ,k
=HSSm ,k ·Ym ,k, where Ym ,k=Sm ,k+Nm ,k are the
DFT coefficients of the input speech Sm ,k and noise
Nm ,k. HSSm ,k is a real-valued time- and frequency-
dependent adaptive filter gain, calculated as
HSSm,k = qHSSm − 1,k
+ 1 − q1 − m,kNˆ m,k2
Ym,k
 ,
and limited to ensure that HSSm ,k0. Here, the first-order
recursive low-pass smoothing parameter is q=0.9, giving an
effective time constant of 19 ms for the adaptive gain varia-
ˆ 2tions. Nm ,k represents the noise power spectrum as esti-
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ymated from the modulation pattern of the noisy input signal,
using the minimum statistics algorithm Martin, 2001 based
on a memory buffer of the most recent 1.5 s of the input
signal. The degree of spectral subtraction is controlled by the
frequency-dependent “aggressiveness factor” m ,k, with
values between 0 and 1.6, determined as a function of the
estimated frequency-dependent noisy-signal-to-noise ratio
NSNR zm ,k= Ym ,k2 / Nˆ m ,k2, as
m,k = a − a tanhb10 log10 zm,k − c2 .
The parameters a, b, and c have been manually tuned to
optimize the perceptual performance of the algorithm. Their
values are adapted slowly, depending on the overall not
frequency-dependent SNR, calculated using first-order re-
cursive low-pass filter smoothing of the estimated speech
and noise frame power values, with time constants of 1.6 s.
For low overall SNRs, of 0 dB or less, the maximum aggres-
siveness is 0.6 for zm ,k corresponding to 3 dB. For SNRs
of 20 dB or higher, the maximum aggressiveness is 1.6 for
zm ,k corresponding to 7.5 dB. The aggressiveness factor is
zero for any zm ,k below 15 dB and above +25 dB. Fi-
nally, the enhanced time-domain output signal is recon-
structed from Sˆ m ,k by the inverse discrete Fourier trans-
form IDFT and overlap-add operations.
B. Wiener-filter-based single-channel noise
suppression „SC2…
A second single-channel noise suppression algorithm
was based on the Wiener filter, which minimizes the mean-
squared error between the unknown desired speech signal
and a filtered version of the observed noisy speech. Since
speech is stationary only over short time intervals, statistical
expectation operations have to be replaced with short-term
averages. Therefore, instead of using the actual a priori SNR,
estimated a priori SNR values were computed as described
by Ephraim and Malah 1984. The samples of the observed
noisy speech signal were partitioned into frames of 8-ms
length, overlapping by 6 ms. The frame shift was 2 ms. Each
frame of data was weighted with the square root of a Hann
window and was then transformed to the DFT domain. The
enhanced speech spectral coefficients Sˆ m ,k, with frame in-
dex m and DFT bin k, were obtained as Sˆ m ,k
=Hm ,k ·Ym ,k, where Ym ,k=Sm ,k+Nm ,k are the
DFT coefficients of speech Sm ,k and noise Nm ,k.
Hm ,k is a time- and frequency-dependent gain. For the
Wiener filter approach, Hm ,k is real-valued. Only the am-
plitudes of the noisy DFT coefficient are changed and the
phases are left unchanged. The Wiener filter solution
Hm,k =
E	Sm,k2

E	Sm,k2
 + E	Nm,k2

is obtained by a minimization of the mean-square error be-
tween estimated and true speech spectral coefficients e.g.,
Vary and Martin, 2006. E	X
 denotes the expectation of
variable X. After IDFT and weighting the data again with the
square root of a Hann window, the time-domain signal was
reconstructed via overlap-add operations. The estimation of
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010the noise power spectral density E	Nm ,k2
 via minimum
statistics Martin, 2001 rests on the observation that the
power of the noisy speech signal frequently decays to the
level of the noise. An estimate of the noise power can hence
be obtained by tracking minima of the spectral power. Then,
the bias between minimum and mean is compensated for.
Due to the minimum principle, noise power estimation via
minimum statistics does not require explicit voice activity
detection.
The algorithm variant used was a complexity- and
delay-optimized solution. The reduced frame length and
frame shift result in a larger frame overlap and hence a sig-
nificantly increased correlation of the spectral data of succes-
sive frames. In Mauler and Martin 2006, it was shown that
highly correlated spectral data require an adjustment of the
noise power bias correction in the minimum statistics algo-
rithm. Alternatively, without modification of this bias correc-
tion, the correlation of spectral data can be reduced if its
estimation is based on subsampled frames i.e., less over-
lapped. In the algorithm under test, the noise power estimate
was updated only after three frame shifts, i.e., after every 6
ms, while the enhanced speech spectrum was computed after
every frame shift.
C. Broadband blind source separation „BSS… based
on second-order statistics
The aim of blind source separation is to recover the
original source signals from an observed set of signal mix-
tures, solely based on the assumption of statistical indepen-
dence of the original source signals. The term “blind” im-
plies that the mixing process and the original source signals
are unknown. In acoustical scenarios, like in a hearing aid
application, signals propagate through multiple paths due to
acoustical reflections. The microphone signals result there-
fore from a superposition of multiple scaled and delayed ver-
sions of the original source signals. This superposition of
sounds emitted from the same source can be described as a
convolutional product. Hence, in a multiple-source scenario,
the source signals are mixed in a convolutive manner. Sepa-
ration is achieved by applying a set of adaptive filters to the
microphone signals. The adaptation of the BSS filters is per-
formed by forcing the BSS outputs to become statistically
independent, as described in Buchner et al. 2004, 2005a
and Aichner et al. 2006, where a class of broadband BSS
algorithms was derived. Broadband BSS approaches process
all frequency bins jointly, in contrast to the so-called narrow-
band approaches, which consider each frequency bin inde-
pendently.
The broadband BSS algorithm selected here is a com-
putationally efficient, low-delay variant using frequency-
domain-based fast convolution techniques and second-order
statistics see Aichner et al., 2006. The BSS algorithm was
applied to binaural hearing aids, using the front microphone
signal from each hearing aid as its inputs. This two-
microphone implementation allows the separation of two
point sources and offers two output signals. Thus, the output
containing the desired signal had to be selected and pre-
sented to the hearing aid user.
Luts et al.: Evaluation of signal enhancement algorithms 1493 A
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2005b, the time-difference-of-arrival TDOA of the sound
waves originating from the separated sources can be deter-
mined from the BSS filters, without any prior knowledge of
the microphone positions. Note that, as the microphone spac-
ing is not accurately known, and since head-shadow effects
influence the TDOA estimate, accurate direction-of-arrival
DOA cannot be calculated for each separated source. How-
ever, it is assumed here that the desired source is located
approximately in front of the hearing aid user. The TDOA
estimates are then sufficient for identifying the most frontal
source i.e., the source with the smallest TDOA. The BSS
output channel containing the desired source is selected
based on this information.
D. Spatially preprocessed speech-distortion-weighted
multi-channel Wiener filtering „MWF…
The MWF is an adaptive noise suppression technique
that is based on work described in Spriet et al., 2004, 2005
and Doclo et al., 2005, 2007. It consists of a fixed spatial
preprocessor, i.e., a fixed beamformer and blocking matrix,
and an adaptive stage. The fixed beamformer creates a so-
called speech reference by steering a microphone beam to-
ward the front. The blocking matrix creates so-called noise
references by steering zeros toward the front so that the noise
contributions are dominant compared to the speech leakage
contributions. As a consequence, the MWF can be viewed as
a variant of the well-known generalized sidelobe canceler
GSC structure. Whereas in the case of the GSC the filter
weights converge to a solution that merely reduces the re-
sidual noise, the cost function of the adaptive stage in the
MWF approach minimizes a weighted sum of the residual
noise energy and the speech-distortion energy. In this way, a
trade-off is provided between noise reduction and speech dis-
tortion. If the trade-off parameter in the cost function is set to
infinity, speech distortion is completely ignored and the al-
gorithm reduces to a GSC structure. The MWF algorithm can
therefore be considered as an extension of the GSC. As the
MWF approach incorporates a trade-off between noise sup-
pression and speech distortion, the algorithm is more robust
against speech leakage than the standard GSC Spriet et al.,
2004. Several algorithm variants have been developed, lead-
ing to low-cost implementation and/or improved perfor-
mance Spriet et al., 2004, 2005; Doclo et al., 2005, 2007.
Here, a three-microphone version of the algorithm was used
that relies on a frequency-domain variant of the cost function
and that uses efficient updating of the correlation matrix
Doclo et al., 2007.
E. Binaural coherence dereverberation filter „COH…
Dereverberation algorithms are designed to increase lis-
tening comfort and speech intelligibility in reverberant envi-
ronments and diffuse background noise e.g., babble. The
dereverberation technique used here was a binaural-
coherence-filtering-based approach that builds on work de-
scribed by Wittkop and Hohmann 2003. It estimates the
coherence, i.e., the signal similarity, between the signals cap-
tured at the left and right ears. The estimate is computed in
1494 J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010different frequency bands using a fast Fourier transform
FFT-based filterbank with a non-linear frequency mapping
that approximates the Bark scale. As a coherence estimate,
the absolute value of the time average of the complex phase
difference vector e^i IPD is computed. If the signals are
coherent in a specific frequency band, the sound is expected
to be directional. Hence the gain in the frequency band is set
to a high value. If the coherence is low, a diffuse sound field
is present, and accordingly, the frequency band is attenuated.
The phase in a frequency band is estimated by taking the
complex-valued average across frequency of the complex-
valued signal spectrum, weighted with a frequency-
dependent filter shape function. This filter shape function is
an asymmetric Hann window with the maximum value of 1
at the center frequency and the value of 0 at the neighboring
band center frequencies. The IPD is calculated in each fre-
quency band by taking the difference of the phases of the
respective frequency bands. The IPD is then translated into
the complex plane, e^i IPD, and this complex phasor is
filtered with a first-order low-pass with a time constant of 40
ms Grimm et al., 2009b. The vector strength, i.e., the ab-
solute value of the low-pass filtered complex IPD, is the
estimate of the coherence. The frequency-dependent gains
are derived from the phase difference vector strength by ap-
plying an exponent between 0.5 and 2 to the coherence
estimate. High values of the exponent provide efficient filter-
ing, but lead to more audible artifacts. Because of diffraction
effects around the head, the coherence is always high at low
frequencies, independent of the type of signal. At medium
and high frequencies the coherence is low for diffuse babble
noise and for reverberant signal components late reflec-
tions, while it is high for the direct-path contribution of the
signal of interest. Due to the temporal and spectral fluctua-
tions of speech, the ratio between non-coherent noise-like
signal components and the desired target signal components
may vary across time and frequency. Hence, by applying
appropriate gains in frequency bands and at times where the
non-coherent signal components are dominating, reverberant
signal components and diffuse noise can be suppressed rela-
tive to direct-path signal components.
III. IMPLEMENTATION ON A COMMON EVALUATION
PLATFORM
The signal enhancement algorithms were implemented
on a common real-time hardware/software platform, called
the personal hearing system PHS. The hardware platform
consists of a laptop PC running a real-time low-latency
Linux operating system. The PC is equipped with a multi-
channel RME sound card, which is connected to a pair of
hearing aids via a pre-amplifier box. The signals were
sampled with 24-bit resolution at 32-kHz sampling rate, re-
sampled to 16 kHz, and the signal processing was performed
with single precision floating point resolution 32 bits/
sample. With this setup, a glitch-free total delay of approxi-
mately 10 ms from the microphones to the receiver was at-
tained. All algorithm developers incorporated a C/C
implementation of their algorithm into the master hearing aid
MHA. This software environment simulates the processing
Luts et al.: Evaluation of signal enhancement algorithms A
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Hence, apart from passing signals to and from the algo-
rithms, the MHA software is also responsible for applying
basic hearing aid processing to the signals, such as
frequency-dependent gain setting according to the audiogram
of the subject and compensative calibration of microphones
and receivers. More details are given later. More information
about the MHA and PHS can be found in Grimm et al.
2006, 2009a.
The devices used in this study were Siemens Acuris
behind-the-ear hearing aids each with three microphones in
end-fire configuration and a single receiver. There was no
processor in the hearing aids themselves. All signal process-
ing was done externally on the PC. The single-channel noise
suppression algorithms, SC1 and SC2, only used the front
microphone signal, and the same algorithm was used for
each aid signal, with identical parameters, independently of
each other double monaural system. The BSS and COH
approaches were truly binaural algorithms using the front
microphones of the left and right hearing aids as their inputs.
The MWF beamformer processed all three microphone sig-
nals of each of the hearing aids. The same algorithm was run
for the left and right hearing aid signals, independently of
each other for an overview, see Table I.
For possible future implementation in commercial hear-
ing aids, the computational complexity and the input/output
delay of the algorithms have to be considered see Table I.
The computational complexity measurements were per-
formed on a Dell Latitude D610 with Intel Pentium M 1.6
GHz processor. The baseline processing of the PHS-MHA
system when all signal enhancement algorithms were
switched off required 10.3% of CPU time. The total input/
output delay from the signal sent into the AD converter to the
signal that appears at the DA converter output was measured
on a Dell Latitude D620 with Intel Core Duo 1.83 GHz
processor. Table I shows the total input/output delay, which
includes the combined delay of the PHS-MHA system and of
the selected signal enhancement algorithm. With all signal
enhancement algorithms switched off an input/output delay
of 10.6 ms was measured. Both the PHS-MHA system and
the signal enhancement algorithms operate in the frequency
domain and thus require an analysis and re-synthesis filter-
bank. The algorithms SC1 and COH use the analysis and
synthesis filterbank of the PHS-MHA system. The current
implementations of SC2, BSS, and MWF, however, use a
TABLE I. Characteristics of the different signal enhancement approaches
when implemented on the PHS system.
Algorithm
Monaural/
binaural
processing
No. of
microphones
used
Computational
complexity
% CPU
time required
Input/
output
delay ms
SC1 Monaural 1 8.3 10.8
SC2 Monaural 1 4.2 16.8
BSS Binaural 2 59.9 10.8
MWF Monaural 3 4.3 13.2
COH Binaural 2 1.2 10.6separate filterbank, which causes an additional delay. In an
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010optimized implementation with a shared filterbank, this delay
could be reduced. According to Stone and Moore 1999, the
auditory effects of hearing aid delays are likely to become
disturbing for delays exceeding 20 ms. In the current study,
none of the processing delays exceeded 20 ms.
IV. MATERIALS AND METHODS
All five signal enhancement algorithms described in Sec.
III were evaluated through listening tests in Dutch and Ger-
man across four different test sites in Belgium ExpORL,
Department of Neurosciences, K.U.Leuven, “BE”, The
Netherlands AMC, KNO-Audiologie, Amsterdam, “NL”,
Germany Hörzentrum Oldenburg GmbH, “DE”, and Swit-
zerland Department of Otorhinolaryngology, University
Hospital Zürich, “CH”.
A. Subjects
In total, 109 subjects participated. Three groups were
defined, based on audiogram information only. One group
consisted of 38 NH subjects with average hearing thresholds
better than or equal to 20 dB hearing level HL for octave
frequencies between 250 and 8000 Hz. The other 71 subjects
had a moderate sensorineural hearing loss and were experi-
enced bilateral hearing aid users at least 6 months of expe-
rience. Bilateral acoustic inputs were used for all tests.
Therefore, only a limited amount of asymmetry between the
two ears could be tolerated. To this end, the average absolute
difference between the left and the right hearing thresholds at
the octave frequencies between 500 and 4000 Hz referred to
as symmetry was intended to be below 10 dB range 1–19
dB, exceeding 10 dB only in four subjects. The HI subjects
were divided into two groups based on the slope of their
hearing loss. Slope was defined as the difference between the
maximum and minimum hearing thresholds for octave fre-
quencies between 500 and 4000 Hz. The group of hearing-
impaired subjects with a flat hearing loss HI-F had a slope
averaged for the two ears of no more than 25 dB. The
group with a sloping hearing loss HI-S had a slope of more
than 25 dB. More details of the subject groups can be found
in Table II. The numbers of subjects tested at each test site
were 30, 30, 28, and 21 for BE, NL, DE, and CH, respec-
tively.
B. Fitting
Bilateral fittings were based on the audiogram octave
frequencies between 250 and 8000 Hz. The hearing aids
were fitted with the NAL-RP prescription rule Byrne et al.,
1991. No compression was included, only a limiter set at
100 dB sound pressure level SPL within each frequency
band. The gain was adjusted in eight frequency bands, cen-
tered at the frequencies 250, 500, 1000, 1500, 2000, 3000,
4000, and 6000 Hz. Fine-tuning was limited to two situa-
tions, namely, overall gain experienced as too loud by the
subject, or the occurrence of feedback. These situations oc-
curred for approximately 25% and 15% of the HI subjects,
respectively. Instead of earmolds, disposable foam earplugs
with tubing were used for all ears. For NH subjects, the
insertion gain was set to 0 dB.
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To investigate the effect of reverberation time on the
performance of the algorithms, evaluation tests were con-
ducted in two types of listening room: office-like rooms, rep-
resentative of many everyday listening conditions, and
highly reverberant rooms, which were included to assess the
algorithms under more challenging acoustic conditions. At
all test sites, the tests were conducted in an office-like room,
with a reverberation time RT60 for frequencies between
300 and 8000 Hz measured according to the ISO 3382-1997
standard between 300 and 600 ms. The critical distances for
these rooms were 128, 102, 186, and 145 cm for BE, CH,
DE, and NL, respectively. Additionally, at two test sites BE
and DE, the algorithms were assessed in a highly reverber-
ant room with an RT60 greater than 1 s. The critical distances
of these rooms were 37 and 119 cm, for BE and DE, respec-
tively. The maximum background noise level in the rooms
was 35 dBA. For both types of rooms, no additional speci-
fications room dimensions, room organization, position of
test subject, etc. were defined. At DE the measurements in
office-like and reverberant conditions were carried out in a
room whose acoustics can be changed systematically.
D. Environmental conditions
During the tests, the listener was given a hearing aid pair
controlled by the PHS-MHA. The subject was seated in the
test room amidst four loudspeakers that were positioned at
0°, 90°, 180°, and 270°, at 1 m distance from the center of
the listener’s head. In the highly reverberant room of partner
DE, the distance between loudspeakers and listener was 2 m.
All loudspeakers were directed toward the listener. Speech
was always presented through the front loudspeaker. Two
different noise configurations were used. One consisted of
three uncorrelated noise sources at 90°, 180°, and 270°
S0N90/180/270. All algorithms were evaluated in this
noise scenario, in both room types. In the highly reverberant
room, this led to a diffuse noise, as the loudspeakers were
positioned outside of the critical distance. In the office-like
room, however, this was not the case and the noise field is
called pseudo-diffuse. A second noise configuration, which
was only used in the office-like room, consisted of one inter-
fering noise source at 90°, i.e., to the listener’s right
S0N90. Only two algorithms BSS and MWF were evalu-
ated in this single point-source scenario.
A perceptually relevant noise type was chosen for the
TABLE II. Description of the subject groups. Degree, slope, and symmetry
as the difference between the maximum and minimum hearing thresholds. S
right hearing thresholds.
Group N
Age
years
Deg
dB H
Average Range Average
NH 38 30 16–52 4
HI-F 34 62 22–79 49
HI-S 37 68 51–80 45evaluation of the algorithms. A multitalker babble from the
1496 J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010CD Auditory Tests (Revised) Auditec, St. Louis, MO was
used. The noise sources were calibrated to produce a com-
bined sound level of 65 dBA at the center of the listener’s
head without the listener being present. The speech level
was then adjusted to obtain the desired SNR. The noise
started 5 s before the first speech sound was presented, to
allow the algorithms to initialize properly.
E. Evaluation measures and speech materials
All subjects performed three types of listening tests:
adaptive SRT tests, LES, and PR. SRT, LES, and PR were
measured for all algorithms and for the unprocessed condi-
tion at all four test sites in an office-like room with three
sources of multitalker babble. The LES and PR tests were
carried out after the SRT test so the subjects were already
familiar with the listening situation. For the SRT test, addi-
tional measurements were performed in other test conditions
at a subset of test sites.
1. Adaptive SRT test
At the Dutch-speaking test sites, BE and NL, the open-
set VU-sentences male speaker were used Versfeld et al.,
2000. Sentence scoring was applied. This speech material
consists of 39 lists of 13 sentences. An adaptive one-up one-
down test procedure was used. The noise was presented at a
fixed level of 65 dBA and the level of the target speech was
adapted in 2-dB steps. The SRT was defined as the average
of the ten last speech presentation levels including the 14th
level, calculated based on the response to the 13th sentence.
At BE, the APEX software was used for the SRT testing
Francart et al., 2008. At NL, custom software was used.
At the German-speaking test sites, CH and DE, the
closed-set OLSA sentence test was used Wagener et al.,
1999. This speech material male speaker consists of 10
lists of 10 sentences with a fixed structure 5 words, com-
bined to give lists of 20 sentences. Sentence scoring was
used. The adaptive procedure and the fit of the psychometric
curve were as described by Brand and Kollmeier 2002. The
OLSA sentence test was used as incorporated in the Olden-
burg measurement applications software package developed
by Hörtech Oldenburg. Two training lists were used in quiet
20 sentences each.
SRTs using the algorithms were always compared to the
SRT for the unprocessed condition, i.e., when all signal en-
hancement algorithms were switched off and only the basic
calculated for octave frequencies from 500 to 4000 Hz. Slope was defined
etry was defined as the average absolute difference between the left and the
Slope
dB
Symmetry
dB
ange Average Range Average Range
3 to 12 9 0–18 4 0–9
4–65 17 5–25 5 1–11
4–61 44 28–70 6 1–19were
ymm
ree
L
R

3
3processing of the PHS-MHA system was activated. In this
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sessed. An overview of all test conditions is shown in Table
III. All conditions were tested in randomized order and con-
ducted twice test and retest in one or more test sessions,
depending on the total number of conditions to test.
2. LES
Each subject had to rate the listening effort for each
algorithm and for the unprocessed condition at five different
SNRs: 10, 5, 0, +5, and +10 dB. The LES was per-
formed using a 13 point scale 7 subcategories, with 1 empty
button in between. The subcategories ranged from “extreme
effort” score 6 to “no effort” score 0. LES was performed
in the office-like room, with the three interfering noise
sources S0N90/180/270. The same speech material as for
the SRT test was used. All conditions were tested and re-
tested, resulting in a total of 60 ratings.
3. PR
As the perceptual differences between the algorithms
were expected to be small, a paired-comparison test was used
for the PR. Each algorithm was compared to the unprocessed
condition. Preference rating was done under office-like room
conditions only, with the three interfering noise sources
S0N90/180/270. Each pair of algorithms was presented at
three different SNRs 0, +5, and +10 dB, and every presen-
tation was conducted twice test and retest. This gave a total
of 30 ratings.
During the PR, the subject could listen to the algorithms
as long as needed and could toggle between the algorithms
as often as wanted. After indicating a preference, the subject
had to rate how much better the preferred algorithm was
compared to the other one. This rating can be interpreted as
the confidence of the subjective preference judgments. The
outcome of the test is the amount of preference for an algo-
rithm over the unprocessed condition. This preference score
can vary between “very much worse” scored as 5 and
“very much better” scored as +5. The PR test used a
forced-choice paradigm, so equal preference that would be
represented by score 0 was not an option.
The preference-rating data were rescaled with a linear
Gaussian model LGM in order to obtain a perceptually cor-
rect scale. The data were evaluated according to the method
of Dahlquist and Leijon 2003, where it is assumed that the
TABLE III. Overview table indicating which partner
Test condition
Room Noise scenario Masker azim
Office-like room Pseudo-diffuse 90°/180°/27
Office-like room Point-source 90°
Reverberant room Diffuse 90°/180°/27perceptual quality of each algorithm has a specific neural
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010representation in the listener’s sensory system. This repre-
sentation can be modeled as the outcome of a normally dis-
tributed Gaussian random variable X with mean i, when-
ever algorithm Ai is presented, and a constant variance 2.
The LGM places the algorithms on an interval scale.
It is assumed that each paired-comparison decision is
determined by the outcome of two independent random vari-
ables X1 ,X2 with Gaussian distributions with variance 2
and means i, j, whenever algorithm pair Ai,Aj is pre-
sented. The LGM estimates the unknown parameters, lead-
ing to a nonlinear and multidimensional maximization prob-
lem, which can be solved using routines provided by the
MATLAB optimization toolbox. The LGM provides the limits
of the estimated confidence intervals. These limits can be
used to evaluate the differences between two specific algo-
rithms in terms of the five categories that were used by the
subjects to rate the algorithms. As the unprocessed condition
was used as a reference, all results were shifted so that the
reference was placed at scale value zero. The LGM was ap-
plied to each set of data for every subject. Afterwards the
results for the individuals were pooled.
F. Statistical analyses
Statistical analyses were carried out with the SPSS soft-
ware. To test whether the distribution of the variables was
normal, Kolmogorov–Smirnov tests were used. To analyze
the SRT data, repeated-measures analyses of variance ANO-
VAs were carried out. For tests of within-subjects effects,
lower-bound corrections for violations of sphericity were ap-
plied. Post hoc tests consisted of pairwise comparisons. To
keep the type I error rate across all comparisons at 0.05,
Bonferroni correction was applied. For LES and PR data,
non-parametric statistics were applied. When several condi-
tions were compared and consequently several tests were re-
quired, the significance level was also adjusted using Bon-
ferroni correction unless mentioned differently.
V. RESULTS
A. Test-retest reliability
Test and retest scores for SRT, LES, and PR were com-
pared for results obtained in the office-like room, with three
interfering noise sources. Test and retest scores for all algo-
rithms were taken together. In this way, for SRT, only one
formed which SRT test conditions.
Algorithm
Unpr SC1 SC2 BSS MWF COH
All All All All All All
BE BE BE
CH CH CH
NL NL NL
BE BE BE BE BE BE
DE DE DE DE DE DEs per
uth
0°
0°paired-comparison was carried out using a paired-samples
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SNR with a non-parametric Wilcoxon signed rank test.
Test-retest scores for SRT were significantly different
p0.001. The mean difference was 0.8 dB with the retest
scores being lower than the test scores. This might be due to
a learning effect. For LES there was a significant difference
between test and retest at 10, 5, and 0 dB SNR p
0.001 with the retest scores being, respectively, 0.1, 0.2,
and 0.3 points higher than the test scores. For PR, test and
retest were not significantly different at any SNR p0.5.
Test-retest reliability was assessed by calculating the
variability of the scores, measured as the within-subjects
standard deviation of the scores w with the formula
w =12i=1
n
xi1 − xi22
n
,
where xi1 is the ith test score, xi2 is the ith retest score, and n
is the total number of scores to compare. For SRT, w of the
absolute scores was 1.8 dB. For LES, which is scored on a
scale from 0 to 6, w was 0.6, 0.9, 1.2, 1.0, and 0.7 points at
10, 5, 0, 5, and 10 dB SNR, respectively. The reliability
was lower for the middle SNRs. At the lowest and the high-
est SNRs, subjects tended to give the maximum and mini-
mum scores, respectively. At the extremes the variability be-
tween subjects, as well as within subjects, was thus small.
For PR, which is scored on a scale from 5 to +5, w was
1.9, 2.0, and 2.0 points for 0, +5, and +10 dB SNR, respec-
tively.
For further analyses of the SRT results, test-retest was
included in the ANOVAs as a within-subjects factor. For fur-
ther analyses of LES and PR, test and retest scores were
averaged prior to analysis.
B. Speech reception threshold tests
1. Office-like room and three interfering noise
sources
To compare the results of the different subject groups
and test sites, a mixed-model ANOVA was carried out in-
cluding the absolute SRT scores measured in the office-like
room with three noise sources, because these measurements
were performed at all test sites. The analysis included two
within-subjects factors test-retest and algorithm and two
between-subjects factors subject group and test site.
Both between-subjects factors were highly significant
p0.001. Pairwise comparisons of the test sites showed
that the SRTs mean	SE averaged over all subject groups
and all algorithms for the German-speaking test sites DE
−4.7	0.4 dB SNR and CH −3.4	0.5 dB SNR were
not significantly different p=0.290. Similarly the average
SRTs for the Dutch-speaking test sites BE 0.2	0.4 dB
SNR and NL −0.7	0.4 dB SNR were not significantly
different p=0.659. Differences between German-speaking
and Dutch-speaking test sites were highly significant p
0.001. As expected, pairwise comparisons of the subject
groups averaged over all test sites showed that the NH
subjects −5.2	0.4 dB SNR had significantly lower SRTs
than the HI subject groups p0.001. The difference be-
tween the two HI subject groups was not significant p
1498 J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010=1.000. The average SRT was −0.5	0.4 dB SNR for the
group with flat hearing losses and −0.8	0.4 dB SNR for
the group with sloping hearing losses.
The main effect of test-retest p0.001 was significant.
The mean difference between test and retest data was
0.8	0.1 dB with lower SRTs for the retest. There were no
significant interaction effects between the factor test-retest
and any other factors in this analysis p0.24. The effect of
test-retest is thus independent of algorithm, test site, and sub-
ject group.
There was a main effect of algorithm p0.001, but
the factor algorithm did not interact with other factors p
0.23. The differences between the algorithms are thus
similar for test and retest scores, and for all subject groups
and test sites. Pairwise comparisons of the SRTs for the five
algorithms under test and the unprocessed condition showed
that only BSS and MWF differed significantly from the un-
processed condition. The improvement with MWF was
6.6	0.2 dB p0.001. With BSS the SRT worsened by
1.9	0.3 dB p0.001.
In what follows, we focus on the SRT changes for the
different algorithms relative to the SRT for the unprocessed
condition, as the SRT changes or relative scores did not in-
teract with subject group and test site. Figures 1 and 2 show
the mean SRT improvements, averaged over subjects and
test/retest, for the different test sites and subject groups, re-
spectively. Positive numbers in the figures indicate an im-
provement.
FIG. 1. Mean SRTs and standard deviations relative to those for the un-
processed condition in an office-like room with three noise sources. Results
are shown for the different test sites averaged over all subject groups.
FIG. 2. As Fig. 1, but for the three subject groups averaged over all test
sites.
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scenarios
At three test sites BE, NL, and CH, additional mea-
surements were carried out in the office-like room with one
noise source for the BSS and MWF. An ANOVA on the SRT
improvements with three factors test-retest, noise scenario,
and algorithm showed no effect of test-retest p=0.617.
There was a main effect of noise scenario and algorithm and
an interaction between the two p0.001. As shown in Fig.
3, the performance of the MWF improved significantly from
5.4 SD=2.2 dB to 6.9 dB SD=2.1 dB when adding
more noise sources. The BSS performed well with one inter-
fering noise source 6.4	2.2 dB improvement, but led to
worse performance for three uncorrelated noise sources
−2.0	2.8 dB.
3. Comparison of test rooms
At two test sites BE and DE, the algorithms were also
evaluated in a highly reverberant room using three interfer-
ing noise sources. The SRTs in the highly reverberant room
were on average 6.7 dB higher at BE and 5.2 dB higher at
DE than the SRTs in an office-like room. A mixed-model
ANOVA on the SRT improvements was carried out with the
within-subjects factors test-retest two levels, room two
levels, and algorithm five levels. Subject group and test
site were between-subjects factors.
The factors subject group and test site were not signifi-
cant p0.05. The main effect of room was not significant
p=0.697, but there was a significant interaction between
room and algorithm p=0.009. The origin of this interaction
effect is shown in Fig. 4. The SRT improvement for the
MWF was lower for the reverberant room 5.4	2.2 dB
than for the office-like room 6.7	2.0 dB, while the effects
FIG. 3. Comparison of results for two noise scenarios. Mean SRTs and
standard deviations relative to those for the unprocessed condition in an
office-like room are shown. Results are averaged over three subject groups
and three test sites.for the other algorithms were comparable across rooms.
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010C. LES
Unlike the SRT scores, the LES scores were not nor-
mally distributed. Moreover, the distributions were very dif-
ferent for the different SNRs. Therefore, non-parametric tests
were used.
1. LES for the unprocessed condition
The LES scores for the unprocessed condition average
of test and retest scores were analyzed in order to assess
whether there were baseline differences in LES scores be-
tween subject groups, test sites, and SNRs. The LES scores
for the unprocessed condition are depicted in Fig. 5 as a
function of SNR for the four test sites left panel and three
subject groups right panel. For each SNR, the effect of test
site and subject group was evaluated with a non-parametric
Kruskal–Wallis test. The effect of test site was significant at
all SNRs p0.005, except at 10 dB. In general, the ef-
fect was similar to the effect observed in the SRT scores. The
SRTs for the Dutch-speaking subjects were higher than for
the German-speaking subjects. Similarly, the Dutch-speaking
subjects required more effort than the German-speaking sub-
jects at the same SNR.
The effect of subject group was significant at 5, +5,
and +10 dB SNR p0.005. At these SNRs, Mann–
Whitney tests were carried out to investigate the differences
between groups. At all three SNRs the HI groups did not
differ significantly p0.4, but the NH group differed sig-
nificantly from both HI groups p0.011. Again, this effect
is similar to the SRT scores for the unprocessed condition:
HI subjects required a higher SNR to reach 50% intelligibil-
ity than NH subjects. Accordingly, at the same SNR, HI sub-
jects required more effort than NH subjects. No difference
was observed between the two HI groups for SRT or LES.
2. LES scores relative to the unprocessed
condition
We focus on scores relative to those for the unprocessed
condition. A positive relative score means that less effort was
required than for the unprocessed condition. The effect of
subject group and test site on the relative LES scores was
assessed with Kruskal–Wallis tests for each algorithm at each
SNR. After Bonferroni correction for multiple testing, only
FIG. 4. Comparison of results for two types of rooms. Mean SRTs and
standard deviations relative to those for the unprocessed condition are
shown. Results are averaged over three subject groups and two test sites.one variable the MWF at 10 dB SNR showed an effect of
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cant for many variables. Therefore, Fig. 6 shows the LES
difference scores for each test site, but averaged over subject
groups. Because the results were not normally distributed,
medians and quartiles are shown. Results are only shown for
0 dB SNR as the largest effects were obtained at this SNR.
To assess whether LES scores for the algorithms were differ-
ent from those for the unprocessed condition, Wilcoxon
signed ranks tests were carried out. As 25 comparisons were
needed, the significance level was decreased to 0.002 p
=0.05 /25. Algorithm scores that were significantly different
from those for the unprocessed condition are indicated with
an asterisk. The absolute effort scores for the algorithms can
be estimated by adding the relative scores to the average
effort scores for the unprocessed condition as shown in Fig.
5. As becomes clear from Fig. 6, results differed across test
sites. However, general trends were similar. Figure 7 illus-
trates the effect of SNR on the relative LES scores, averaged
over subject group and test site. Overall, the MWF required
less effort than the unprocessed condition. This effect was
largest at low SNRs, i.e., in the more difficult conditions.
FIG. 5. Median LES for the unprocessed condition for different SNRs. Th
respectively. Error bars represent first and third quartiles.
FIG. 6. LES relative to the LES for the unprocessed condition for 0 dB
SNR. The error bars show the first and third quartiles. Algorithm scores that
are significantly different from those for the unprocessed condition are in-
dicated with an asterisk.
1500 J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010BSS was the only algorithm that required significantly more
efforts than the unprocessed condition, and this was the case
at SNRs from 5 to +10 dB SNR. This effect, however, did
not occur at all test sites. The other algorithms did not have
a large effect on the effort scores. Only at 0 dB SNR did
SC1, SC2, and COH have an overall positive effect on the
effort scores.
D. PRs
1. Win count
The PRs were initially analyzed by counting the percent-
age of wins, which is the percentage of times a given algo-
rithm was preferred over the unprocessed condition. If sub-
jects had no preference, the percentage of wins would be
50%. Figure 8 shows the percentage of wins for the five
algorithms for the three tested SNRs. SC1, SC2, MWF, and
COH were significantly preferred over the unprocessed con-
dition. For BSS, subjects preferred the unprocessed condition
binomial test, p0.001. The general trends were the same
for the three SNRs.
To compare the percentage of wins between the different
algorithms, McNemars 
2 test was applied. To limit the num-
ects of test site and subject group are shown in the left and right panels,
FIG. 7. LES relative to the LES for the unprocessed condition for SNRs
from 10 to +10 dB, averaged over all subjects. The error bars show the
first and third quartiles. Algorithm scores that are significantly different frome effthose for the unprocessed condition are indicated with an asterisk.
Luts et al.: Evaluation of signal enhancement algorithms A
ut
ho
r's
 c
om
pl
im
en
ta
ry
 c
op
yber of comparisons, the total of wins across SNRs was used.
Except for the differences between SC1 and SC2, and SC2
and COH, all differences were significant p0.001, with a
significance level of p=0.005 after Bonferroni correction.
The MWF had the highest percentage of wins. However, the
difference between MWF and the other algorithms was very
small.
2. Degree of preference
The PR scores were not normally distributed, and thus
non-parametric statistics were applied. The PR data were res-
caled with a LGM. A Kruskal–Wallis test on the rescaled
data of each algorithm showed no significant effect of test
site p0.4. A significant effect of subject group was found
only for COH p=0.001. COH was preferred more often
than the unprocessed condition by the HI subjects, but not by
the NH subjects. Figure 9 shows the effect of algorithm and
SNR, averaged over the test sites and subject groups. For the
noise scenario with three noise sources, MWF led to the
highest preference score. SC1, SC2, and COH were also pre-
ferred over the unprocessed condition. BSS had a negative
preference score, meaning that the unprocessed condition
was more preferred. For each of the algorithms, the effect of
SNR was significant Friedman’s ANOVA, p0.001. The
degree of preference positive or negative was in general
lower at 0 dB SNR than at the higher SNRs.
E. Correlations SRT-LES-PR
SRT, LES, and PR scores were obtained for all subjects
and in the same test conditions. The correlation between re-
sults of the three tests was determined.
1. Relative scores
For PR, only scores relative to the unprocessed condi-
tion were available. Consequently, correlations between PR,
SRT, and LES scores were calculated for the relative scores.
As not all variables were normally distributed, Spearman
correlations were calculated. Doing this for each algorithm
separately did not result in any significant correlation. This is
not surprising, as the variability between subjects and thus
the data range was smaller for the relative scores than for
the absolute scores. Several algorithms did not show any
improvement for SRT and LES scores. This restricted range
FIG. 8. PR results expressed as the percentage of wins for the algorithms
compared to the unprocessed condition at three SNRs.of the variables affects the correlations.
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010Correlations were also calculated for all algorithms to-
gether, to investigate if subjects rated algorithms in a consis-
tent way over the different tests. The relative SRT scores
were significantly correlated p0.001 with relative LES
and PR scores at all tested SNRs. For LES the correlations
ranged from 0.192 at 10 dB SNR to 0.418 at 5 dB SNR.
For PR the correlations ranged from 0.316 at 10 dB SNR to
0.379 at 0 dB SNR. These results indicate that improvement
in speech intelligibility is weakly associated with improve-
ment in listening effort and degree of preference. The aver-
age SRT over all algorithms was between 0 and 5 dB SNR
for the different groups, so it is not surprising that the highest
correlations were obtained at these low SNRs. PR and LES
FIG. 9. PR scores for the different SNRs averaged over the test sites and
subject groups. The medians for the rating of the algorithms and the esti-
mated confidence intervals of the individual subject data, transformed
with a LGM, are plotted with bars. The offset along the LGM scale is
adjusted to zero for the unprocessed condition for every subject individually.
Additionally, the categories are indicated.relative scores were also significantly correlated p0.001,
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were 0.237, 0.179, and 0.200 at 0, 5, and 10 dB SNR, re-
spectively.
2. Absolute scores
The absolute LES and SRT scores were also compared.
Overall correlations for all algorithms and the unprocessed
condition together ranged from 0.439 to 0.547 p0.001.
The highest correlation was found at 5 dB SNR. Correla-
tions for each algorithm separately were all significant at p
0.05 without correction for multiple comparisons. At 5
dB SNR, Spearman correlations were 0.454, 0.348, 0.442,
0.499, 0.277, and 0.437 for the unprocessed, SC1, SC2, BSS,
MWF, and COH conditions, respectively p0.004. These
correlations indicate that lower SRTs better speech intelligi-
bility are associated with lower LES scores less listening
effort.
VI. DISCUSSION
A. Effect of test site
One goal of this study was to evaluate how comparable
the results were for the different test sites. To ensure compa-
rability of the results across the four test sites, special atten-
tion had to be paid to the test protocol. On the one hand, the
protocol had to be flexible to allow for inherent variations,
e.g., of the specification of the test rooms and the auditory
profile of the subjects. On the other hand, the protocol
needed to be sufficiently strict to minimize the impact of
unknown factors on the test results.
For the absolute SRT scores, a significant effect of test
site was observed. The overall SRT in multitalker babble
noise for the German-speaking test sites was about 3.6 dB
lower than the SRT for the Dutch-speaking test sites. This is
not surprising, as each speech material has its own reference
psychometric curve with an average SRT and slope. The SRT
for the German OLSA sentences in stationary speech-
weighted noise for NH subjects is lower than the SRT in the
same conditions for the Dutch VU-sentences. This absolute
shift in SRT scores can be taken into account by considering
the improvements relative to the SRTs for the unprocessed
condition. In this study, care was taken to use a uniform
procedure for, e.g., calibration of the setup and fitting of the
hearing aids. A common evaluation platform was used, test
procedures were thoroughly discussed and evaluated through
a series of pilot tests, and test instructions were uniform
across test sites. Other parameters, such as the specific type
of loudspeaker, sound card, speech material, and exact room
characteristics such as size and reverberation time, differed
between test sites. Variations in these parameters controlled
to a certain extent did not significantly influence the effects
of the algorithms on SRTs.
For PR, there were no significant differences between
the test sites. For LES, in contrast, there were differences
across the test sites. For the unprocessed condition, the pat-
tern of the LES scores resembled the pattern of the corre-
sponding SRT scores. Lower absolute SRTs corresponded
with lower effort scores. For LES scores, the differences be-
tween test sites were not completely eliminated by taking the
1502 J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010relative scores. General trends, however, were the same
across test sites. It was mainly the size of the effects that
differed. It is not clear what the cause of these differences
was.
B. Effect of subject group
The absolute SRT and LES scores showed differences
between subject groups. As expected, HI subjects had higher
worse absolute SRT and LES scores than NH subjects.
Nevertheless, the relative SRT and LES scores were not sig-
nificantly different between subject groups. For PR, results
were also very similar between subject groups. It is reason-
able to assume that the noise suppression algorithms succeed
in improving the SNR by some decibels, at least for positive
SNRs. As they operate on the noisy speech signals before
they are delivered to the NH or HI subject, this could result
in similar perceptual improvements for all subject groups.
Besides the perceptual evaluation of the algorithms, a
physical evaluation was performed not reported in this pa-
per, where the algorithm effects were evaluated for several
different “auditory profiles,” i.e., types of hearing impair-
ment. The algorithm performance was quantified by objec-
tive performance measures that use established auditory
models to account for one or more of the following funda-
mental effects of hearing impairment: loss of audibility at
low input levels, loudness recruitment, reduced frequency
resolution, and reduced ability to extract supra-threshold
speech cues for speech recognition. The performance mea-
sures included among others the SII-improvement, which is
a standardized and commonly used performance measure for
predicting speech intelligibility in non-fluctuating noise
ANSI S3.5-1997, 1997 and the segmental SII-
improvement, a modified version where the SII is first cal-
culated for each short-time segment, and these values are
then averaged over the duration of the test signal. According
to this physical evaluation, the algorithms did show differ-
ences in performance for different auditory profiles Eneman
et al., 2008a, 2008b. NH subjects were expected to benefit
more from the algorithms than HI subjects. Additionally, a
lower benefit was expected for the flat than for the sloping
audiogram configurations. The perceptual results, which
show no differences between NH and HI listeners, appear
inconsistent with the physical evaluation, but there are sev-
eral possible explanations for this discrepancy. First, in the
perceptual study, the groups were defined by audiogram in-
formation only. The HI subjects were assigned to the HI-S or
HI-F group on the basis of slope of the audiogram between
500 and 4000 Hz, but they might have differed in other
ways. Other aspects of the auditory profile might affect the
perceptual scores. Second, the SRT defined as the SNR for
50% intelligibility and SRT improvement were determined
at very different SNRs for the NH and HI subjects. It was
postulated that the algorithms would perform worse in terms
of SRT improvement at low negative SNRs, e.g., the
speech-noise detector of MWF would perform worse at low
SNRs. The algorithms may decrease the noise level at these
low SNRs, but this may be accompanied by a decrease in the
speech level as well. Indeed, Eneman et al. 2008a, 2008b
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worsened with decreasing SNR below 0 dB. This might ex-
plain the decreased algorithm benefit measured for NH sub-
jects compared to the benefit measured for the HI groups,
whose SRTs were higher. To conclude, the discrepancy be-
tween physical and perceptual results emphasizes once more
the importance of perceptual evaluations using NH and HI
subjects.
C. Algorithm performance
1. SRT results
In the pseudo-diffuse noise scenario, MWF was the only
algorithm that provided a significant SRT improvement rela-
tive to the unprocessed condition. Averaged over test sites
and subject groups, an improvement of 6.6 dB was obtained
with the MWF. The single-channel noise reduction methods,
SC1 and SC2, did not significantly affect SRTs. This is note-
worthy, since in single-channel noise reduction the compet-
ing signal cannot be removed without distorting the desired
signal. Single-channel noise reduction is a challenging task,
in particular, at the low SNRs at which the SRT is measured.
The BSS had a negative effect and increased SRTs relative to
those for the unprocessed condition, by on average 1.9 dB.
This is not really surprising, as the two-channel BSS algo-
rithm used was designed to separate two distinct point
sources only. At three test sites, BSS and MWF were also
evaluated using a single point-source masker. The multi-
microphone enhancement techniques BSS and MWF were
able to take advantage of the spatial diversity of the setup
and to improve speech intelligibility in this noise scenario by,
on average, 6.4 and 5.4 dB, respectively. Whereas the MWF
algorithm performed well in both noise scenarios with one
and three noise sources, the BSS algorithm appears suited
for the single point-source masker only.
The additional measurements in the reverberant room
showed that the SRT improvements were very similar for the
two rooms. Only for MWF was the relative SRT score sig-
nificantly different for the two rooms. In the reverberant
room, the improvement in SRT reduced by 1.3 dB. Never-
theless, even in these very demanding listening circum-
stances, an improvement of 5.4 dB was obtained.
2. Comparison of SRT, LES, and PR
As a consequence of the adaptive procedure, SRTs and
SRT improvements were measured at different SNRs de-
pending on the subjects’ hearing status. Additionally, for
many subjects, the SRT was at a negative SNR. This is a
disadvantage of the speech intelligibility measurements, as it
is known that several signal enhancement algorithms per-
form differently at low and high SNRs. Nonetheless, speech
intelligibility improvements are most required in difficult lis-
tening situations e.g., at 50% intelligibility, which occur at
different SNRs depending on the hearing loss. Therefore,
SRT measurements are considered to be highly relevant in
the perceptual evaluation of speech enhancement algorithms.
In addition to the SRT measurements, LES and PR can be
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010used to evaluate the algorithm improvements at high input
SNRs, as the measurements can be obtained for SNRs up to
+10 dB.
For the relative LES scores, there were differences be-
tween test sites. However, some general observations could
be made. In the pseudo-diffuse noise scenario, the MWF
required less effort than the unprocessed condition, espe-
cially at the lower SNRs. At the higher SNRs, speech was
easy to understand in the unprocessed condition, and thus the
MWF did not decrease the listening effort much. At some
test sites, the BSS led to a negative effect on listening effort,
mainly at the higher SNRs, although variability was large.
This was not unexpected since the LES scores and PR
scores were obtained in a scenario with three uncorrelated
noise sources, whereas the two-channel BSS algorithm was
designed to separate two distinct point sources.
The LES revealed improvements for algorithms, which
did not give improved SRTs, analogous to the results of
Marzinzik and Kollmeier 1999 and Walden et al. 2000.
These researchers showed a significant positive effect of
noise reduction algorithms on LES, although no improve-
ment in speech intelligibility was shown by SRT tests. Simi-
larly, in the current study, an improvement in listening effort
for SC1, SC2, and COH was found at 0 dB SNR, although
no SRT improvement was measured for these algorithms. At
the other SNRs, LES did not reveal improved listening effort
for these three algorithms.
For the PR results, preference was higher for MWF,
SC1, SC2, and COH than for the unprocessed condition, at
all three SNRs. So, PR did reveal differences for a number of
algorithms. The preference for the algorithms was higher at
the high SNRs +5 and +10 dB than at 0 dB. The increasing
PR scores with increasing SNR for SC1, SC2, and COH are
most probably due to less audible speech and noise distor-
tion at higher SNRs. Analogous results were obtained in a
study of Ricketts and Hornsby 2005. They used a similar
paired-comparison approach to determine preference. Al-
though the single-channel noise reduction in a commercial
hearing aid did not affect speech intelligibility, there was a
strong preference for the noise reduction algorithm using
both low-level and high-level noise. Natarajan et al. 2005
also reported increased speech quality ratings, while no mea-
surable changes in intelligibility occurred. A study of Alcán-
tara et al. 2003, however, showed no preference for a com-
mercial noise reduction algorithm.
The discrepancy between LES and PR has several pos-
sible causes. First, different dimensions were rated. LES is
based on a rating of the effort in understanding speech in a
noisy situation and PR gives an indication of the preference
for an algorithm in a noisy situation, which is much broader
and includes the general quality of sounds processed using
an algorithm. Second, the psychophysical methods used for
LES and PR are different. LES makes use of a categorical
magnitude rating, whereas PR is based on paired-
comparison. In addition to this methodological difference
and as a consequence, the LES scores show clear floor and
ceiling effects at the lowest and highest SNRs. Because of
these floor and ceiling effects it might be more difficult to
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essed condition. This is avoided in the paired-comparison
procedure used for the PR test.
VII. CONCLUSIONS
In this multicenter study, five different signal enhance-
ment approaches were evaluated through listening tests with
large numbers of NH listeners and hearing aid users with flat
and sloping moderate hearing losses. The SRT improvements
and PR scores for the different signal processing strategies
were comparable across the test sites, despite differences in
test material. For LES, slightly different results were ob-
tained across the test sites. Additional investigations are nec-
essary to interpret these differences. For the SRT improve-
ments, LES improvements, and PR scores, outcomes were
very similar for the different subject groups. In a pseudo-
diffuse noise scenario, MWF was the only algorithm that
provided a significant SRT improvement. The BSS algorithm
seemed suited only for the single point-source scenario. Un-
like the lack of improvement in SRT for SC1, SC2, and
COH, the PR did show preference for these algorithms over
the unprocessed condition at all tested SNRs and the LES
showed decreased listening effort at 0 dB SNR for the same
algorithms. This study shows that perceptual evaluations of
signal enhancement algorithms can be obtained in a precise,
robust, reproducible, and comparable manner across different
research groups and subject groups when an appropriate test
protocol is used.
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