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Abstract
When performing Bayesian data analysis using a general linear mixed model, the resulting poste-
rior density is almost always analytically intractable. However, if proper conditionally conjugate priors
are used, there is a simple two-block Gibbs sampler that is geometrically ergodic in nearly all practical
settings, including situations where p ą n (Abrahamsen and Hobert, 2017). Unfortunately, the (condi-
tionally conjugate) multivariate normal prior on β does not perform well in the high-dimensional setting
where p " n. In this paper, we consider an alternative model in which the multivariate normal prior is re-
placed by the normal-gamma shrinkage prior developed by Griffin and Brown (2010). This change leads
to a much more complex posterior density, and we develop a simple MCMC algorithm for exploring
it. This algorithm, which has both deterministic and random scan components, is easier to analyze than
the more obvious three-step Gibbs sampler. Indeed, we prove that the new algorithm is geometrically
ergodic in most practical settings.
Key words and phrases. Bayesian shrinkage prior; geometric drift condition; geometric ergodicity; high dimensional inference;
large p - small n; Markov chain Monte Carlo
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1 Introduction
The general linear mixed model (or variance components model) is one of the most frequently applied
statistical models. It takes the form
Y “ Xβ `
mÿ
i“1
Ziui ` e ,
where Y is an observable n ˆ 1 data vector, X and tZiumi“1 are known matrices, β is an unknown p ˆ 1
vector of regression coefficients, tuiumi“1 are independent random vectors whose elements represent the
various levels of the random factors in the model, and e „ Nnp0, λ´10 Iq. The random vectors e and u :“`
uT
1
uT
2
¨ ¨ ¨ uTm
˘T
are independent, and u „ Nqp0,Λ´1q, where ui is qi ˆ 1, q “ q1 ` ¨ ¨ ¨ ` qm, and
Λ “ ‘mi“1λiIqi . (We assume throughout that n ě 2, and that qi ě 2 for each i “ 1, 2, . . . ,m.) For a
book-length treatment of this model and its many applications, see McCulloch et al. (2008).
In the Bayesian setting, prior distributions are assigned to β and λ :“ pλ0 λ1 ¨ ¨ ¨ λmqT . Unfortunately,
any non-trivial prior leads to an intractable posterior density. However, if β and λ are assigned condition-
ally conjugate priors, then a simple two-block Gibbs sampler can be used to explore the resulting posterior
density. In particular, if we assign a multivariate normal prior to β, and independent gamma priors to the
precision parameters, then, letting θ “ pβT uT qT , it is easily shown that given observed data y, θ|λ, y is mul-
tivariate normal, and λ|θ, y is a product of independent gammas. (Since u is unobservable, it is treated like a
parameter.) Convergence rate results for this block Gibbs sampler can be found in Abrahamsen and Hobert
(2017).
Now consider this Bayesian mixed model in the high-dimensional setting where p " n. This situation
can arise, e.g., in genetics and neuroscience where variability between subjects is most appropriately handled
with random effects (see, e.g., Fazli et al., 2011; Rohart et al., 2014). While the model described above
could certainly be used in this setting, the multivariate normal prior on β is really not suitable. Indeed, when
p " n, it is often assumed that β is sparse, i.e., that many components of β are zero. Unfortunately, the
multivariate normal prior for β will shrink the estimated coefficients towards zero, but not enough to produce
an (approximately) sparse estimate of β. Additionally, when the components of β have varying magnitudes,
the estimates of the “large” components will be shrunk disproportionately compared to the estimates of the
“small” components. Below we propose an alternative prior for β that is tailored to the high-dimensional
setting.
The well-known Bayesian interpretation of the lasso (involving iid Laplace priors for the regression
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parameters) has led to a flurry of recent research concerning the development of prior distributions for
regression parameters (in linear models without random effects) that yield posterior distributions with high
posterior probability around sparse values of β. These prior distributions are called continuous shrinkage
priors and the corresponding statistical models are referred to as Bayesian shrinkage models (see, e.g.,
Bhattacharya et al. (2013, 2015), Griffin and Brown (2010), Polson and Scott (2010), and Park and Casella
(2008)). One such Bayesian shrinkage model is the so-called normal-gamma model of Griffin and Brown
(2010), which is given by
Y |β, τ, λ0 „ NnpXβ, λ´10 Inq
β|τ, λ0 „ Npp0, λ´10 Dτ q ,
(1)
where τ :“ pτ1 ¨ ¨ ¨ τpqT andDτ is a diagonal matrix with the τis on the diagonal. The precision parameter,
λ0, and the components of τ are assumed to be a priori independent with λ0 „ Gammapa, bq and τi iid„
Gammapc, dq for i “ 1, . . . , p. When c “ 1, this model becomes the Bayesian lasso model introduced by
Park and Casella (2008). We note that Bhattacharya et al. (2013, 2015) show that, in terms of frequentist
optimality, the Bayesian lasso has sub-optimal prior concentration rates in that it does not place sufficient
mass around sparse values of β. Alternatively, shrinkage priors that have singularities at zero and robust
tails (such as in the normal-gamma model with c ă 1{2), have been shown to perform well in empirical
studies.
In this paper, we propose and analyze an MCMC algorithm for a new Bayesian general linear mixed
model in which the standard multivariate normal prior on β is replaced with the continuous shrinkage prior
from the normal-gamma model. Our high-dimensional Bayesian general linear mixed model is defined as
follows
Y |β, u, τ, λ „ Nn
˜
Xβ `
mÿ
i“1
Ziui, λ
´1
0
In
¸
β|u, τ, λ „ Npp0, λ´10 Dτ q
u|τ, λ „ Nqp0,Λ´1q ,
(2)
where λ and τ are a priori independent with λi
ind„ Gammapai, biq, for i “ 0, 1, . . . ,m, and τi iid„ Gammapc, dq
for i “ 1, . . . , p. This model can be considered a Bayesian analog of the frequentist, high dimensional mixed
model developed by Schelldorfer et al. (2011). (Of course, it can also be viewed as a mixed version of the
normal-gamma shrinkage model.) A similar sparse Bayesian linear mixed model has been proposed by
Zhou et al. (2013) for polygenic modeling. They assume a “spike and slab” prior consisting of a mixture
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of a point mass at 0 and a normal distribution for the components of β. However, it is well-known that
spike and slab priors lead to MCMC algorithms that have convergence problems, especially when p is large
(Bhattacharya et al. (2015); Polson and Scott (2010)).
Recall that θ “ pβT uT qT , and let pipθ, λ, τ |yq denote the posterior density associated with model
(2). This density is highly intractable and Bayesian inference requires MCMC, which should, of course, be
based on a geometrically ergodic Monte Carlo Markov chain (see, e.g. Flegal et al., 2008; Jones and Hobert,
2001; Roberts and Rosenthal, 1998). As we show in Section 2, the full conditional densities pi1pθ|λ, τ, yq,
pi2pλ|θ, τ, yq, and pi3pτ |θ, λ, yq all have standard forms, which means that there is a simple three-block Gibbs
sampler available. Unfortunately, we have been unable to establish a convergence rate for this Gibbs sampler
(in either deterministic or random scan form). However, we have been able to prove that a related hybrid
algorithm does converge at a geometric rate. The invariant density of our Markov chain is pipθ, λ|yq :“ş
R
p
`
pipθ, λ, τ |yq dτ . Let r P p0, 1q be fixed, and denote the Markov chain by tpθk, λkqu8k“0. If the current
state is pθk, λkq “ pθ, λq, then we simulate the new state, pθk`1, λk`1q, using the following three-step
procedure.
Iteration k ` 1 of the hybrid algorithm:
1. Draw τ „ pi3p¨|θ, λ, yq, and, independently, U „ Uniformp0, 1q.
2a. If U ă r, set pθk`1, λk`1q “ pθ1, λq where θ1 „ pi1p¨|λ, τ, yq.
2b. Otherwise, set pθk`1, λk`1q “ pθ, λ1q where λ1 „ pi2p¨|θ, τ, yq.
At each iteration, this sampler first performs a deterministic update of τ from its full conditional distri-
bution. Next, a random scan update is performed, which updates either θ or λ with probability r and p1´rq,
respectively. This sampler is no more difficult to implement than the three-block Gibbs sampler. More-
over, it is straightforward to show that the Markov chain driving this algorithm is reversible with respect to
pipθ, λ|yq, and that it is Harris ergodic. This algorithm is actually a special case of a more general MCMC
algorithm for Bayesian latent data models that was recently developed by Jung (2015).
Our main result provides a set of conditions under which the hybrid Markov chain defined above is
geometrically ergodic (as defined by Jones and Hobert (2001, p.319)). Here is the result.
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Proposition 1. The Markov chain, tpθk, λkqu8k“0, is geometrically ergodic for all r P p0, 1q if
1. Z :“ pZ1 Z2 ¨ ¨ ¨Zmq has full column rank,
2. a0 ą 12 prankpXq ´ n` p2c` 1qp ` 2q, and
3. ai ą 1 for each i P t1, 2, . . . ,mu.
Note that the conditions of Proposition 1 are quite simple to check. We do require Z to be full column
rank, which holds for most basic designs, but there is no such restriction on X, so the result is applicable
when p ą n. While the second condition may become restrictive when p " n, this can be mitigated to some
extent by the fact that the user if free to choose any positive value for the hyperparameter b0. Indeed, when a
large value of a0 is required to satisfy condition (2), b0 can be chosen such that the prior mean and variance
of λ0 (which are given by a0b
´1
0
and a0b
´2
0
, respectively) have reasonable values.
Abrahamsen and Hobert (2017) established simple, easily-checked sufficient conditions for geometric
ergodicity of the two-block Gibbs sampler for the standard Bayesian general linear mixed model that assigns
a multivariate normal prior to β. Note, however, that unlike the multivariate normal prior, the continuous
shrinkage prior that we use here is hierarchical, which means that an additional set of latent variables (the
τis) must be managed, and this leads to more complicated MCMC algorithms that are more difficult to
analyze. On a related note, Pal and Khare (2014) obtained geometric ergodicity results for the Gibbs sampler
developed for the original normal-gamma model (without random effects). But again, adding random effects
to the normal-gamma model leads to new MCMC algorithms that are more complex and harder to handle.
The remainder of this paper is organized as follows. Section 2 contains a formal definition of the Markov
chain that drives our hybrid sampler. A proof of Proposition 1 is given in Section 3. Finally, a good deal of
technical material, such as proofs of the lemmas that are used in the main proof, has been relegated to the
Appendices.
2 The Hybrid Sampler
In this section, we formally define the Markov transition function (Mtf) of the hybrid algorithm. We begin
with a brief derivation of the conditional densities, pii, i “ 1, 2, 3. Let W “ rX Zs, R` “ p0,8q, and
5
recall that θ “ pβT uT qT . The posterior density can be expressed up to a constant of proportionality as
pipθ, τ, λ|yq9pipy|β, u, τ, λqpipβ|τ, λqpipu|τ, λqpipτqpipλq
9λn{2
0
exp
"
´λ0
2
py ´WθqT py ´Wθq
*
ˆ λp{2
0
«
pź
j“1
τ
´1{2
j
ff
exp
"
´λ0
2
βTD´1τ β
*
ˆ
«
mź
i“1
λ
qi{2
i
ff
exp
"
´1
2
uTΛu
*
ˆ
«
pź
j“1
τ c´1j e
´dτj IR`pτjq
ff«
mź
i“0
λai´1i e
´biλi IR`pλiq
ff
.
(3)
We will use (3) to derive the full conditional distributions of θ, τ and λ. First, it is shown in the Appendix
that the full conditional distribution of θ is multivariate normal with
Erθ|τ, λ, ys “
»
– λ0T´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZTMλ,τy
λ0Q
´1
λ,τZ
TMλ,τy
fi
fl , (4)
and
Varrθ|τ, λ, ys “
»
– T´1λ,τ ` λ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ ´λ0T´1λ,τXTZQ´1λ,τ
´λ0Q´1λ,τZTXT´1λ,τ Q´1λ,τ
fi
fl , (5)
where Tλ,τ “ λ0pXTX `D´1τ q,Mλ,τ “ I ´ λ0XT´1λ,τXT , and Qλ,τ “ λ0ZTMλ,τZ ` Λ .
Next, it’s clear from (3) that the components of λ are conditionally independent, and that each has a
gamma distribution. Indeed,
pi2pλ0|θ, τ, yq9λn{2`p{2`a0´10 e
´λ0
ˆ
||y´Wθ||2
2
`
βTD
´1
τ β
2
`b0
˙
IR`pλ0q , (6)
and, for i “ 1, 2, . . . ,m,
pi2pλi|θ, τ, yq9λqi{2`ai´1i e
´λi
ˆ
||ui||
2
2
`bi
˙
IR`pλiq . (7)
Lastly,
pi3pτ |θ, λ, yq9
«
pź
j“1
τ
´1{2
j
ff
exp
#
´λ0
2
pÿ
j“1
β2j
τj
+«
pź
j“1
τ c´1j e
´dτj IR`pτjq
ff
“
pź
j“1
τ
pc´1{2q´1
j exp
#
´1
2
˜
λ0β
2
j
τj
` 2dτj
¸+
IR`pτjq .
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Thus, the τjs are conditionally independent, and
pi3pτj |θ, λ, yq9 τ pc´1{2q´1j e
´ 1
2
˜
λ0
β2j
τj
`2dτj
¸
IR`pτjq . (8)
This brings us to a subtle technical problem that turns out to be very important in our convergence rate
analysis. Note that, if c ď 1{2 and βj “ 0, then the right-hand side of (8) is not integrable. Moreover, it is
precisely these values of c that yield effective shrinkage priors. Of course, from a simulation standpoint, this
technical problem is a non-issue because we will never observe an exact zero from the normal distribution.
However, in order to perform a theoretical analysis of the Markov chain, we are obliged to define the Mtf
for all points in the state space. Our solution is to simply delete the offending points from the state space.
(Alternatively, we could make a special definition of the Mtf at the offending points, but this leads to a
Markov chain that lacks the Feller property (Meyn and Tweedie, 2009, p.124), and this prevents us from
employing Meyn and Tweedie’s (2009) Lemma 15.2.8.) Thus, we define the state space of our Markov
chain to be
X “
!
pθ, λq P Rp`q ˆ Rm`1` : |βj | ą 0 for j “ 1, . . . , p
)
.
Taking the state space to be X instead of Rp`q ˆ Rm`1` has no effect on posterior inference because the
difference between these two sets is a set of measure zero. However, as will become clear in Section 3, the
deleted points do create some complications in the drift analaysis. We note that this particular technical issue
has surfaced before (see, e.g., Roma´n and Hobert, 2012), although, in contrast with the current situation, the
culprit is typically improper priors.
It’s clear from (8) that conditional on θ, λ and y, the distribution of τj is GIGpc´ 1{2, 2d, λ0β2j q, where
GIGpζ, ξ, ψq denotes the Generalized Inverse Gaussian distribution with parameters ζ P R, ξ ą 0, and
ψ ą 0. The density is given by
fGIGpx; ζ, ξ, ψq “
ξζ{2
2ψζ{2Kζp
?
ξψqx
ζ´1e´
1
2
pξx`ψ
x
qIR`pxq , (9)
where Kζp¨q denotes the modified Bessel function of the second kind.
Fix r P p0, 1q, and let A denote a measurable set in X. The Mtf of the Markov chain that drives our
hybrid algorithm is given by
P ppθ, λq, Aq “ r
ż
Rp`q
IApθ˜, λq
«ż
R
p
`
pipθ˜|τ, λqpipτ |θ, λq dτ
ff
dθ˜
` p1´ rq
ż
R
m
`
IApθ, λ˜q
«ż
R
p
`
pipλ˜|θ, τqpipτ |θ, λq dτ
ff
dλ˜ ,
7
where we (henceforth) omit the dependence on y from the conditional densities for notational convenience.
The Appendix contains a proof that the Markov chain defined by P is a Feller chain. In the next section, we
prove Proposition 1.
3 Proof of Proposition 1
This section contains a proof of Proposition 1. In particular, we establish a geometric drift condition for our
Markov chain, tpθk, λkqu8k“0, using a drift function, v : X Ñ r0,8q, that is unbounded off compact sets.
Since our chain is Feller, geometric ergodicity then follows immediately from Meyn and Tweedie’s (2009)
Theorem 6.0.1 and Lemma 15.2.8.
3.1 The drift function
Recall that in our model, τi
iid„ Gammapc, dq. The hyperparameter c will play a crucial role in our drift
function. Define ν : R` Ñ p0, 1{2s as
νpcq “ c Ip0, 1
2
spcq `mint1{2, 2c ´ 1u Ip 1
2
,8qpcq .
Now let δ “ pδ1 ¨ ¨ ¨ δmqT , η “ pη1 ¨ ¨ ¨ ηmqT , and define the drift function as follows
vpθ, λq “ α1‖y ´Wθ‖2 ` α2‖β‖2
`
pÿ
j“1
1
|βj |νpcq
`
mÿ
i“1
δi‖ui‖
2
` α3λ0 ` α4λνpcq{20 ` λ´10 `
mÿ
i“1
λi `
mÿ
i“1
ηiλ
´1
i ,
(10)
where α1, α2, α3, α4 P R` and δ, η P Rm` . The values of these constants are to be determined. The
Appendix contains a proof that vpθ, λq is unbounded off compact sets.
Remark 1. Using X instead of Rp`q ˆRm`1` as the state space has implications for the construction of the
drift function. In particular, since the hyper-planes where βj “ 0 are not part of X, and we need the drift
function to be unbounded off compact sets, we must have a term in the drift function that diverges as |βj | Ñ
0. In fact, this is the only reason why the term
řp
j“1
1
|βj |νpcq
is part of v. Interestingly, Pal and Khare (2014)
established their convergence rate results using a drift/minorization argument, which does not require the
drift function to be unbounded off compact sets, yet they still require this same term in their drift function.
Fortunately, we are able to reuse some of the bounds that they developed.
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Our goal is to demonstrate that
Ervpθ˜, λ˜q|θ, λs ď ρ vpθ, λq ` L , (11)
for some ρ P r0, 1q and some finite constant L. First, note that
Ervpθ˜, λ˜q|θ, λs “ r
ż
Rp`q
vpθ˜, λq
«ż
R
p
`
pipθ˜|τ, λqpipτ |θ, λqdτ
ff
dθ˜
` p1´ rq
ż
R
m
`
vpθ, λ˜q
«ż
R
p
`
pipλ˜|θ, τqpipτ |θ, λq dτ
ff
dλ˜
“ rE
„
Ervpθ˜, λq|τ, λs
ˇˇˇ
ˇθ, λ

` p1´ rqE
„
Ervpθ, λ˜q|τ, θs
ˇˇˇ
ˇθ, λ

.
It follows that
Ervpθ˜, λ˜q|θ, λs “ rE
”
E
”
α1‖y ´Wθ˜‖2 ` α2‖β˜‖2
`
pÿ
j“1
1
|β˜j |νpcq
`
mÿ
i“1
δi‖u˜i‖
2
ˇˇˇ
τ, λ
ff ˇˇˇ
ˇθ, λ
ff
` r
˜
α3λ0 ` α4λνpcq{20 ` λ´10 `
mÿ
i“1
λi `
mÿ
i“1
ηiλ
´1
i
¸
` p1´ rq
ˆ
α1‖y ´Wθ‖2 ` α2‖β‖2 `
pÿ
j“1
1
|βj |νpcq
`
mÿ
i“1
δi‖ui‖
2
˙
` p1´ rqE
„
E
„
α3λ˜0 ` α4λ˜νpcq{20 ` λ˜´10 `
mÿ
i“1
λ˜i `
mÿ
i“1
ηiλ˜
´1
i
ˇˇˇ
τ, θ
ˇˇˇ
ˇθ, λ

.
(12)
Remark 2. The hybrid sampler employs three full conditional densities, yet the expression above contains
only two nested expectations. This is due to the random scan step in the hybrid sampler. In contrast, a drift
analysis of the deterministic scan Gibbs sampler for this problem involves similar equations having three
nested expectations, which greatly complicates the calculations. On the other hand, a drift analysis of the
random scan Gibbs sampler involves no nested expectations, which suggests that such an analysis would be
relatively easy. However, it turns out to be more difficult than the analysis of the hybrid algorithm.
Now define
hpθ˜q “ α1‖y ´Wθ˜‖2 ` α2‖β˜‖2 `
pÿ
j“1
1
|β˜j |νpcq
`
mÿ
i“1
δi‖u˜i‖
2 ,
and
gpλ˜q “ α3λ˜0 ` α4λ˜νpcq{20 ` λ˜´10 `
mÿ
i“1
λ˜i `
mÿ
i“1
ηiλ˜
´1
i .
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In order to bound (12), we need to develop bounds for E
”
E
“
hpθ˜qˇˇτ, λ‰ˇˇˇθ, λı and E”E“gpλ˜qˇˇτ, θ‰ˇˇˇθ, λı.
These will be handled separately in the next two subsections.
3.2 A bound on E
”
E
“
hpθ˜q
ˇˇ
τ, λ
‰ˇˇˇ
θ, λ
ı
Let
Ri “ r0qiˆq1 . . . 0qiˆqi´1 Iqiˆqi 0qiˆqi`1 . . . 0qiˆqr s,
so that ui “ Riu for i “ 1, . . . ,m. It’s easy to see that
E
”
‖y ´Wθ˜‖2
ˇˇˇ
τ, λ
ı
“ trpWVarrθ˜|τ, λsW T q ` ‖y ´WErθ˜|τ, λs‖2 ,
E
”
‖β˜‖2
ˇˇˇ
τ, λ
ı
“ trpVarrβ˜|τ, λsq ` ‖Erβ˜|τ, λs‖2 , and
E
”
‖u˜i‖
2
ˇˇˇ
τ, λ
ı
“ trpRiQ´1λ,τRTi q ` ‖Eru˜i|τ, λs‖2 .
(13)
Hence,
E
„
E
”
hpθ˜q
ˇˇˇ
τ, λ
ı ˇˇˇˇθ, λ

“ α1E
„
trpWVarrθ˜|τ, λsW T q ` ‖y ´WErθ˜|τ, λs‖2 ˇˇθ, λ
` α2E
”
trpVarrβ˜|τ, λsq ` ‖Erβ˜|τ, λs‖2 ˇˇθ, λı
` E
«
E
«
pÿ
j“1
1
|β˜j |νpcq
ˇˇˇ
ˇτ, λ
ff ˇˇˇ
ˇθ, λ
ff
`
mÿ
i“1
δiE
“
trpRiQ´1λ,τRTi q ` ‖Eru˜i|τ, λs‖2
ˇˇ
θ, λ
‰
.
(14)
We will bound (14) using the following lemmas, which are proven in the Appendix.
Lemma 1. For all τ P Rp` and λ P Rm`1` ,
(1) trpWVarrθ|τ, λsW T q ď trpXT´1λ,τXT q ` trpZQ´1λ,τZT q , and
(2) trpXT´1λ,τXT q ď rankpXqλ´10 ,
(3) trpZQ´1λ,τZT q ď trpZZT q
řm
i“1 λ
´1
i .
Lemma 2. For all τ P Rp` and λ P Rm`1` ,
‖y ´WErθ|τ, λs‖2 ď 2n‖y‖2 ` 2n3‖y‖2 .
Lemma 3. For all τ P Rp` and λ P Rm`1` ,
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(1) trpVarrβ|τ, λsq ď λ´1
0
řp
j“1 τj ` c˚ trpZZT q
řm
i“1 λ
´1
i , and
(2) ‖Erβ|τ, λs‖2 ď c˚n2‖y‖2
´
s2max
řp
j“1 τj ` 1
¯
.
where smax is the largest singular value of X and c
˚ is a finite positive constant.
Lemma 4. For all τ P Rp` and λ P Rm`1` ,
E
«
pÿ
j“1
1
|β˜j |νpcq
ˇˇˇ
τ, λ
ff
ď pκpcqsνpcqmax λνpcq{20 ` κpcqλνpcq{20
pÿ
j“1
1
τ
νpcq{2
j
,
where
κpcq :“
Γ
´
1´νpcq
2
¯
2
1´νpcq
2
?
2pi
,
and smax is the largest singular value of X.
Lemma 5. Assume that Z has full column rank. For all τ P Rp`, λ P Rm`1` and i “ 1, . . . ,m ,
(1) trpRiQ´1λ,τRTi q ď qiλ´1i , and
(2) ||Erui|τ, λs||2 ď qitrrpZTZq´1sn3‖y‖2
´
s2max
řp
j“1 τj ` 1
¯
.
Substituting into (14) gives
E
”
E
”
hpθ˜q
ˇˇˇ
τ, λ
ı ˇˇˇˇ θ, λs ď α1rankpXqλ´10 ` α1trpZZT q
mÿ
i“1
λ´1i
` α2λ´10
pÿ
j“1
E
“
τj
ˇˇ
θ, λ
‰` α2c˚trpZZT q mÿ
i“1
λ´1i
` α2c˚n2‖y‖2s2max
pÿ
j“1
E
“
τj
ˇˇ
θ, λ
‰
` pκpcqsνpcqmax λνpcq{20
` κpcqλνpcq{2
0
pÿ
j“1
E
«
1
τ
νpcq{2
j
ˇˇˇ
ˇθ, λ
ff
`
mÿ
i“1
δiqiλ
´1
i
`max
i
tδiuq trrpZTZq´1s‖y‖2n3s2max
pÿ
j“1
E rτj |θ, λs
`K0pα1, α2, δq ,
(15)
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where
K0pα1, α2, δq :“ 2α1pn‖y‖2 ` n3‖y‖2q ` α2c˚n2‖y‖2 ` trrpZTZq´1s‖y‖2n3
mÿ
i“1
δiqi .
3.3 A bound on E
”
E
“
gpλ˜q
ˇˇ
τ, θ
‰ˇˇˇ
θ, λ
ı
From (6), we have
Erλ0|θ, τ s “
Γ
´
n`p`2a0`2
2
¯
Γ
´
n`p`2a0
2
¯ ˆ ||y ´Wθ||2 ` βTD´1τ β ` 2b0
2
˙´1
ď pn` p` 2a0q b´10 ,
(16)
and
Erλ´1
0
|θ, τ s “
Γ
´
n`p`2a0´2
2
¯
Γ
´
n`p`2a0
2
¯ ˆ‖y ´Wθ‖2 ` βTD´1τ β ` 2b0
2
˙
“ 1
n` p` 2a0 ´ 2
`
‖y ´Wθ‖2 ` βTD´1τ β ` 2b0
˘
.
(17)
Also, from Jensen’s inequality and (16),
E
”
λ
νpcq{2
0
ˇˇ
τ, θ
ı
ď E rλ0|τ, θsνpcq{2 ď rpn` p` 2a0q b´10 sνpcq . (18)
Similarly, from (7), for i “ 1, 2, . . . ,m we have
Erλi|θ, τ s “
Γ
´
qi`2ai`2
2
¯
Γ
´
qi`2ai
2
¯ ˆ‖ui‖2 ` 2bi
2
˙´1
ď pqi ` 2aiq b´1i , (19)
and
Erλ´1i |θ, τ s “
Γ
´
qi`2ai´2
2
¯
Γ
´
qi`2ai
2
¯ ˆ‖ui‖2 ` 2bi
2
˙
“ 1
qi ` 2ai ´ 2
`
‖ui‖
2 ` 2bi
˘
.
(20)
Conditions (2) and (3) of Proposition 1 imply that all of the above Gamma functions have positive arguments.
From (16)-(20), we have
E
„
E
”
gpλ˜q
ˇˇˇ
τ, θ
ı ˇˇˇˇθ, λ

ď 1
n` p` 2a0 ´ 2‖y ´Wθ‖
2
` 1
n` p` 2a0 ´ 2
pÿ
j“1
β2j E
”
τ´1j |θ, λ
ı
`
mÿ
i“1
ηi
qi ` 2ai ´ 2‖ui‖
2 `K1pα3, α4, ηq ,
(21)
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where
K1pα3, α4, ηq :“ α3pn` p` 2a0 ` 1q b´10
` α4rpn` p` 2a0 ` 1q b´10 sνpcq `
2b0
n` p` 2a0 ´ 2
`
mÿ
i“1
pqi ` 2ai ` 1q b´1i `
mÿ
i“1
2ηibi
qi ` 2ai ´ 2 .
In the next subsection, we bound the right-hand sides of (15) and (21), and then combine these new bounds
to get a bound on Ervpθ˜, λ˜q|θ, λs.
3.4 A bound on Ervpθ˜, λ˜q|θ, λs
If X „ GIGpζ, ξ, ψq, then
ErXps “ ψ
p{2Kζ`pp
?
ξψq
ξp{2Kζp
?
ξψq . (22)
Hence, for all pθ, λq P X,
Erτj|θ, λs “
d
λ0β
2
j
2d
Kc` 1
2
´b
2dλ0β
2
j
¯
Kc´ 1
2
´b
2dλ0β
2
j
¯ , (23)
Erτ´1j |θ, λs “
d
2d
λ0β
2
j
Kc´ 3
2
´b
2dλ0β
2
j
¯
Kc´ 1
2
´b
2dλ0β
2
j
¯ , (24)
and
E
«
1
τ
νpcq{2
j
ˇˇˇ
ˇθ, λ
ff
“
˜
2d
λ0β
2
j
¸νpcq{4 K
c´ 1
2
´ νpcq
2
´b
2dλ0β
2
j
¯
Kc´ 1
2
´b
2dλ0β
2
j
¯ , (25)
for j “ 1, 2, . . . , p.
Next, we will make use of the following lemmas, which are proved in the Appendix.
Lemma 6. For all pθ, λq P X ,
1. Erτj |θ, λs ď 4c`14d `
λ0β
2
j
2
, and
2. Erτj |θ, λs ď cd `
β2j
2C
` λ0C
4d
,
for every C ą 0.
Lemma 7. For all pθ, λq P X ,
Erτ´1j |θ, λs ď d`
3
2λ0β
2
j
.
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Lemma 8. For all pθ, λq P X ,
E
«
1
τ
νpcq{2
j
ˇˇˇ
θ, λ
ff
ďM1 1
λ
νpcq{2
0
|βj |νpcq
`M2 ,
whereM1 is a positive constant such thatM1κpcq ă 1, andM2 is a positive finite constant.
Applying Lemma 6, Lemma 8 and (15), we have
E
„
E
”
hpθ˜q
ˇˇˇ
τ, λ
ı ˇˇˇˇθ, λ

ď α1rankpXqλ´10 ` α1trpZZT q
mÿ
i“1
λ´1i
` α2λ´10
pÿ
j“1
˜
4c` 1
4d
` λ0β
2
j
2
¸
` α2c˚trpZZT q
mÿ
i“1
λ´1i
` α2c˚n2‖y‖2s2max
pÿ
j“1
˜
c
d
` β
2
j
2C1
` λ0C1
4d
¸
` pκpcqsνpcqmax λνpcq{20
` κpcqλνpcq{2
0
pÿ
j“1
«
M1
1
λ
νpcq{2
0
|βj |νpcq
`M2
ff
`
mÿ
i“1
δiqiλ
´1
i
`max
i
tδiuC3
pÿ
j“1
˜
c
d
` β
2
j
2C2
` λ0C2
4d
¸
`K0pα1, α2, δq,
14
where C1 and C2 are positive constants and C3 “ q trrpZTZq´1s‖y‖2n3s2max. Hence,
E
„
E
”
hpθ˜q
ˇˇˇ
τ, λ
ı ˇˇˇˇθ, λ

ď α1rankpXqλ´10 ` α1trpZZT q
mÿ
i“1
λ´1i
` α2 pp4c` 1q
4d
λ´1
0
` α2 ‖β‖
2
2
` α2c˚trpZZT q
mÿ
i“1
λ´1i
` α2c˚n2‖y‖2s2max
ˆ
‖β‖2
2C1
` pC1
4d
λ0
˙
` pκpcq
´
sνpcqmax `M2
¯
λ
νpcq{2
0
` κpcqM1
pÿ
j“1
1
|βj |νpcq
`
mÿ
i“1
δiqiλ
´1
i
`max
i
tδiuC3
ˆ
‖β‖2
2C2
` pC2
4d
λ0
˙
`K 10pα1, α2, δq,
(26)
where
K 10pα1, α2, δq :“ K0pα1, α2, δq `
pc
d
ˆ
α2c
˚n2‖y‖2s2max ` C3max
i
tδiu
˙
.
Next, using Lemma 7 and (21), we have
E
„
E
”
gpλ˜q
ˇˇˇ
τ, θ
ı ˇˇˇˇθ, λ

ď 1
n` p` 2a0 ´ 2‖y ´Wθ‖
2
` 1
n` p` 2a0 ´ 2
ˆ
d‖β‖2 ` 3p
2λ0
˙
`
mÿ
i“1
ηi
qi ` 2ai ´ 2‖ui‖
2 `K1pα3, α4, ηq.
(27)
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Substituting (26) and (27) into (12) and rearranging gives
Ervpθ˜, λ˜q|θ, λs ď α1p1´ rq
„
1` 1
α1pn` p` 2a0 ´ 2q

‖y ´Wθ‖2
` α2
„
r
2
` rc
˚n2‖y‖2s2max
2C1
` rmaxitδiuC3
2α2C2
` p1´ rq ` p1´ rqd
α2pn` p` 2a0 ´ 2q

‖β‖2
` r1´ rp1´ κpcqM1qs
pÿ
j“1
1
|βj |νpcq
`
mÿ
i“1
δip1´ rq
„
1` ηi
δipqi ` 2ai ´ 2q

‖ui‖
2
` α3
„
rα2c
˚n2‖y‖2s2maxpC1
4α3d
` rmaxitδiupC2C3
4α3d
` r

λ0
` α4r
»
–1` pκpcq
´
s
νpcq
max `M2
¯
α4
fi
flλνpcq{2
0
`
„
rα1rankpXq ` rα2pp4c` 1q
4d
` r
` p1´ rq 3p
2pn ` p` 2a0 ´ 2q

λ´1
0
` r
mÿ
i“1
λi
`
mÿ
i“1
ηi
„
rα1trpZZT q
ηi
` rα2c
˚trpZZT q
ηi
` rδiqi
ηi
` r

λ´1i
` Lpα1, α2, α3, α4, δ, η, rq ,
(28)
where
Lpα1, α2, α3, α4, δ, η, rq :“ rK 10pα1, α2, δq ` p1´ rqK1pα3, α4, ηq .
3.5 The final step
Fix r P p0, 1q and note that (aside from L) the terms of (28) agree with the terms of (10), except that
each term in (28) has an extra constant factor (coefficient). Therefore, we can establish that (11) holds by
demonstrating the existence of δ, η P Rm` and α1, α2, α3, α4, C1, C2 P R` such that all of these coefficients
are simultaneously less than 1. Moreover, if the chain is geometrically ergodic for at least one r P p0, 1q
then it is geometrically ergodic for all r P p0, 1q (Jones et al., 2014; Jung, 2015). Thus, we can treat r as
another free parameter. (A similar analysis was performed in Johnson and Jones (2015).)
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We begin by noting that two of the coefficients are always less than 1. Indeed, the coefficient of
řm
i“1 λi
is just r, and the coefficient of
řp
j“1
1
|βj|νpcq
is r1´ rp1´κpcqM1qs, which is less than 1 since, by Lemma 8,
0 ă κpcqM1 ă 1. Therefore, it suffices to show that we can identify δ, η P Rm` and α1, α2, α3, α4, C1,
C2 P R` such that the following seven inequalities all hold simultaneously:
ρ1pα1, rq :“ p1´ rq
„
1` 1
α1pn` p` 2a0 ´ 2q

ă 1 , (29)
ρ2pα2, δ, C1, C2, rq :“ r
2
` rc
˚n2‖y‖2s2max
2C1
` rmaxitδiuC3
2α2C2
` p1´ rq ` p1´ rqd
α2pn` p` 2a0 ´ 2q ă 1 ,
(30)
ρ3ipδi, ηi, rq :“ p1´ rq
„
1` ηi
δipqi ` 2ai ´ 2q

ă 1 , for i “ 1, . . . ,m , (31)
ρ4pα2, α3, δ, C1, C2, rq :“ rα2c
˚n2‖y‖2s2maxpC1
4α3d
` rmaxitδiupC2C3
4α3d
` r ă 1 ,
(32)
ρ5pα4, rq :“ r
»
–1` pκpcq
´
s
νpcq
max `M2
¯
α4
fi
fl ă 1 , (33)
ρ6pα1, α2, rq :“ rα1rankpXq ` rα2pp4c` 1q
4d
` r ` p1´ rq 3p
2pn ` p` 2a0 ´ 2q ă 1 ,
(34)
and
ρ7ipα1, α2, δi, ηi, rq :“ rα1trpZZ
T q
ηi
` rα2c
˚trpZZT q
ηi
` rδiqi
ηi
` r ă 1 , for i “ 1, . . . ,m .
(35)
We now derive a solution. Solving (29) for α1 gives
α1 ą p1´ rq
rpn` p` 2a0 ´ 2q .
Next define
α˚1 “
1
rpn` p` 2a0 ´ 2q , (36)
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so that ρ1pα˚1 , rq ă 1 for all 0 ă r ă 1. Next, let
α˚2 :“
2d
rpn` p` 2a0 ´ 2q . (37)
Substituting into (30) gives
ρ2pα˚2 , δ, C1, C2, rq “
r
2
` rc
˚n2‖y‖2s2max
2C1
` rmaxitδiuC3
2α˚
2
C2
` p1´ rq ` p1´ rqd
α˚
2
pn` p` 2a0 ´ 2q
“ r
2
` rc
˚n2‖y‖2s2max
2C1
` r
2maxitδiuC3pn ` p` 2a0 ´ 2q
4dC2
` p1´ rq ` p1´ rqr
2
“ rc
˚n2‖y‖2s2max
2C1
` r
2maxitδiuC3pn` p` 2a0 ´ 2q
4dC2
` 1´ r
2
2
.
(38)
Thus, choosing
C˚1 ą
2c˚n2‖y‖2s2max
r
and C˚2 ą
maxitδiuC3pn` p` 2a0 ´ 2q
d
,
we get
ρ2pα˚2 , δ, C˚1 , C˚2 , rq ă
r2
4
` r
2
4
` 1´ r
2
2
“ 1 , (39)
for all δ P Rm` and 0 ă r ă 1.
Next, using (34), (36) and (37), we get
ρ6pα˚1 , α˚2 , rq “ rα˚1 rankpXq `
rα˚
2
pp4c` 1q
4d
` r ` p1´ rq3p
2pn ` p` 2a0 ´ 2q
“ rankpXq
n` p` 2a0 ´ 2 `
pp4c` 1q
2pn ` p` 2a0 ´ 2q ` r `
p1´ rq3p
2pn ` p` 2a0 ´ 2q
ă rankpXq ` 2ppc` 1q
n` p` 2a0 ´ 2 ` r ,
(40)
and from condition (2) of Proposition 1,
0 ă rankpXq ` 2ppc` 1q
n` p` 2a0 ´ 2 ă
rankpXq ` 2ppc` 1q
n` p` 2
´
rankpXq´n`p2c`1qpq`2
2
¯
´ 2
“ 1 .
Thus, for
r ă 1´ rankpXq ` 2ppc` 1q
n` p` 2a0 ´ 2 , (41)
ρ6pα˚1 , α˚2 , rq ă 1.
Next, solving (31) for δi gives
δi ą p1´ rqηi
rpqi ` 2ai ´ 2q for i “ 1, . . . ,m . (42)
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Hence, by defining
δ˚i “
ηi
rpqi ` 2ai ´ 1q , i “ 1, . . . ,m , (43)
it follows that ρ3ipδ˚i , ηi, rq ă 1 for all ηi ą 0 and r P p0, 1q, i “ 1, . . . ,m.
Using equations (35), (36), (37) and (43) we get
ρ7ipα˚1 , α˚2 , δ˚i , ηi, rq “
rα˚
1
trpZZT q
ηi
` rα
˚
2
c˚trpZZT q
ηi
` rδ
˚
i qi
ηi
` r
“ trpZZ
T q
ηipn` p` 2a0 ´ 2q `
2dc˚trpZZT q
ηipn` p` 2a0 ´ 2q `
qi
qi ` 2ai ´ 2 ` r ,
(44)
for i “ 1, . . . ,m, and from condition (3) of Proposition 1,
1´ qi
qi ` 2ai ´ 2 “
2ai ´ 2
qi ` 2ai ´ 2 ą 0 .
Thus, for
η˚i ą
qi ` 2ai ´ 2
2ai ´ 2
„
trpZZT q
pn` p` 2a0 ´ 2q `
2dc˚trpZZT q
pn` p` 2a0 ´ 2q

, (45)
it follows that
0 ă trpZZ
T q
η˚i pn` p` 2a0 ´ 2q
` 2dc
˚trpZZT q
η˚i pn` p` 2a0 ´ 2q
` qi
qi ` 2ai ´ 2 ă 1 ,
for i “ 1, . . . ,m. Hence, ρ7ipα˚1 , α˚2 , δ˚i , η˚i , rq ă 1 when
r ă 1´ trpZZ
T q
η˚i pn ` p` 2a0 ´ 2q
` 2dc
˚trpZZT q
η˚i pn` p` 2a0 ´ 2q
` qi
qi ` 2ai ´ 2 , i “ 1, . . . ,m .
Next, solving (32) for α3 and (33) for α4 gives
α3 ą 1
1´ r
„
rα2c
˚n2‖y‖2s2maxpC1
4d
` rmaxitδiupC2C3
4d

, (46)
and
α4 ą r
1´ r
”
pκpcq
´
sνpcqmax `M2
¯ı
, (47)
respectively. Let α˚
3
satisfy (46), then ρ4pα2, α˚3 , δ, C1, C2, rq ă 1 for all α2, C1, C2 ą 0, δ P Rp` and
r P p0, 1q. Now, let α˚
4
satisfy (47), then ρ5pα˚4 , rq ă 1 for all r P p0, 1q.
Lastly, choose r˚ such that
r˚ ă 1´max
"
rankpXq ` 2ppc` 1q
n` p` 2a0 ´ 2 ,
max
1ďiďm
"
trpZZT q
η˚i pn` p` 2a0 ´ 2q
` 2dc
˚trpZZT q
η˚i pn` p` 2a0 ´ 2q
` qi
qi ` 2ai ´ 2
**
.
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Let δ˚ :“ pδ˚
1
δ˚
2
. . . δ˚mqT and η˚ :“ pη˚1 η˚2 . . . η˚mqT . The inequalities (29) - (35) are then satisfied for
δ˚, η˚, α˚
1
, α˚
2
, α˚
3
, α˚
4
, C˚
1
, C˚
2
and r˚. Therefore,
Ervpθ˜, λ˜q|θ, λs ď ρ1pα˚1 , r˚qα˚1‖y ´Wθ‖2
` ρ2pα˚2 , δ˚, C˚1 , C˚2 , r˚qα˚2‖β‖2
` r1´ r˚p1´ κpcqM1qs
pÿ
j“1
1
|βj |νpcq
`
rÿ
i“1
ρ3ipδ˚i , η˚i , r˚q δ˚i ‖ui‖2
` ρ4pα˚2 , α˚3 , δ˚, C˚1 , C˚2 , r˚qα˚3λ0
` ρ5pα˚4 , r˚qα˚4λνpcq{20
` ρ6pα˚1 , α˚2 , r˚qλ´10
` r˚
rÿ
i“1
λi `
rÿ
i“1
ρ7ipα˚1 , α˚2 , δ˚i , η˚i q η˚i λ´1i
` Lpα˚1 , α˚2 , α˚3 , α˚4 , δ˚, η˚, r˚q .
(48)
To formally complete the argument, let ρ˚ denote the maximum of all of the coefficients. Then,
Ervpθ˜, λ˜q|θ, λs ď ρ˚
˜
α˚1‖y ´Wθ‖2 ` α˚2‖β‖2 `
pÿ
j“1
1
|βj |νpcq
`
rÿ
i“1
δ˚i ‖ui‖
2
`α˚3λ0 ` α˚4λνpcq{20 ` λ´10 `
rÿ
i“1
λi `
rÿ
i“1
η˚i λ
´1
i
¸
` Lpα˚1 , α˚2 , α˚3 , α˚4 , δ˚, η˚, r˚q
“ ρ˚vpθ, λq ` Lpα˚1 , α˚2 , α˚3 , δ˚, η˚, r˚q ,
where ρ˚ ă 1 and Lpα˚
1
, α˚
2
, α˚
3
, δ˚, η˚, r˚q ă 8. Therefore, the chain is geometrically ergodic for r “ r˚,
which implies that it is geometrically ergodic for all r P p0, 1q. This proves Proposition 1.
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Appendices
A Derivation of pipθ|τ, λq
From (3),
pipθ|τ, λ, yq9 exp
"
´λ0
2
py ´WθqT py ´Wθq
*
exp
"
´λ0
2
βTD´1τ β
*
exp
"
´1
2
uTΛu
*
9 exp
"
´λ0
2
py ´WθqT py ´Wθq
*
exp
"
´1
2
θTCθ
*
,
where
C “
»
– λ0D´1τ 0
0 Λ
fi
fl .
Thus,
pipθ|τ, λ, yq9 exp
"
´1
2
“
θT pλ0W TW ` Cqθ ´ 2θT pλ0W Tyq
‰*
9 exp
"
´1
2
“
θT pλ0W TW ` Cqθ ´ 2θT pλ0W TW ` Cqpλ0W TW ` Cq´1pλ0W Tyq
‰*
.
Therefore, conditional on τ , λ and y, θ is multivariate normal with mean pλ0W TW ` Cq´1pλ0W Tyq and
covariance matrix pλ0W TW `Cq´1. It is now left for us to compute these two values. From the definition
ofW and C ,
pλ0W TW ` Cq´1 “
»
– λ0XTX ` λ0D´1τ λ0XTZ
λ0Z
TX λ0Z
TZ ` Λ
fi
fl
´1
.
We will make use of the following inverse formula for block matrices
»
– A B
C D
fi
fl
´1
“
»
– A´1 `A´1BpD ´ CA´1Bq´1CA´1 ´A´1BpD ´ CA´1Bq´1
´pD ´ CA´1Bq´1CA´1 pD ´ CA´1Bq´1
fi
fl . (A.1)
Let Tλ,τ “ λ0pXTX `D´1τ q,Mλ,τ “ I ´ λ0XT´1λ,τXT , and Qλ,τ “ λ0ZTMλ,τZ ` Λ. Then,
pλ0W TW ` Cq´1 “
»
– Tλ,τ λ0XTZ
λ0Z
TX λ0Z
TZ ` Λ
fi
fl
´1
:“
»
– Ω11 Ω12
Ω21 Ω22
fi
fl :“ Ω .
21
From (A.1),
Ω22 “
”
λ0Z
TZ ` Λ´ pλ0ZTXqT´1λ,τ pλ0XTZq
ı´1
“
”
λ0Z
T pI ´ λ0XT´1λ,τXT qZ ` Λ
ı
“ “λ0ZTMλ,τZ ` Λ‰´1
“ Q´1λ,τ .
Next,
Ω11 “ T´1λ,τ ` T´1λ,τ pλ0XTZqrλ0ZTZ ` Λ´ pλ0ZTXqT´1λ,τ pλ0XTZqs´1pλ0ZTXqT´1λ,τ ,
“ T´1λ,τ ` λ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ .
Similarly,
Ω12 “ ´T´1λ,τ pλ0XTZqrλ0ZTZ ` Λ´ pλ0ZTXqT´1λ,τ pλ0XTZqs´1 “ ´λ0T´1λ,τXTZQ´1λ,τ ,
and
Ω21 “ ´λ0Q´1λ,τZTXT´1λ,τ .
Hence,
Varrθ|τ, λ, ys “
»
– T´1λ,τ ` λ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ ´λ0T´1λ,τXTZQ´1λ,τ
´λ0Q´1λ,τZTXT´1λ,τ Q´1λ,τ
fi
fl . (A.2)
Now we just need to compute the conditional mean of θ given τ , λ and y. Notice that
Erθ|τ, λ, ys “ Ωpλ0W Tyq “
»
– Ω11 Ω12
Ω21 Ω22
fi
fl
»
– λ0XT y
λ0Z
T y
fi
fl ,
and
Ω11pλ0XT yq ` Ω12pλ0ZT yq “ λ0pT´1λ,τ ` λ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ qXT y ´ λ0pλ0T´1λ,τXTZQ´1λ,τ qZT y
“ λ0T´1λ,τXT y ` λ30T´1λ,τXTZQ´1λ,τZTXT´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZT y
“ λ0T´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZT pI ´ λ0XT´1λ,τXT qy
“ λ0T´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZTMλ,τy .
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Additionally, we have
Ω21pλ0XT yq ` Ω22pλ0ZT yq “ λ0p´λ0Q´1λ,τZTXT´1λ,τ qXT y ` λ0Q´1λ,τZTy
“ λ0Q´1λ,τZT pI ´ λ0XT´1λ,τXT qy
“ λ0Q´1λ,τZTMλ,τy .
Hence
Erθ|τ, λ, ys “
»
– λ0T´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZTMλ,τy
λ0Q
´1
λ,τZ
TMλ,τy
fi
fl . (A.3)
Thus, the full conditional distribution of θ is multivariate normal with mean and covariance matrix given
by (4) and (5), respectively.
B Proof that the Markov chain tpθk, λkqu
8
k“0 is Feller
To prove that the Markov chain generated by the hybrid sampler is a Feller chain, we must show that for each
open set O, P p¨, Oq is a lower semi-continuous function on X. Let pθl, λlq be a sequence in X converging to
pθ, λq P X. Then,
lim inf
lÑ8
P ppθl, λlq, Oq ě lim inf
lÑ8
r
ż
Rp`q
IOpθ˜, λlq
«ż
R
p
`
pipθ˜|τ, λlqpipτ |θl, λlqdτ
ff
dθ˜
` lim inf
lÑ8
p1´ rq
ż
R
m
`
IOpθl, λ˜q
«ż
R
p
`
pipλ˜|θl, τ, qpipτ |θl, λlq dτ
ff
dλ˜
ě r
ż
Rp`q
IOpθ˜, λq
«ż
R
p
`
lim inf
lÑ8
pipθ˜|τ, λlqpipτ |θl, λlqdτ
ff
dθ˜
` p1´ rq
ż
R
m
`
IOpθ, λ˜q
«ż
R
p
`
lim inf
lÑ8
pipλ˜|θl, τqpipτ |θl, λlq dτ
ff
dλ˜
“ r
ż
Rp`q
IOpθ˜, λq
«ż
R
p
`
pipθ˜|τ, λqpipτ |θ, λq dτ
ff
dθ˜
` p1´ rq
ż
R
m
`
IOpθ, λ˜q
«ż
R
p
`
pipλ˜|θ, τqpipτ |θ, λq dτ
ff
dλ˜
“ P ppθ, λq, Oq ,
where the penultimate equality follows from the fact that all three conditional densities are continuous in
the conditioning variables (Abrahamsen, 2016).
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C Proof that vpθ, λq is unbounded off compact sets
Recall that the drift function vpθ, λq is given by
vpθ, λq “ α1‖y ´Wθ‖2 ` α2‖β‖2 `
pÿ
j“1
1
|βj |νpcq
`
mÿ
i“1
δi‖ui‖
2
` α3λ0 ` α4λνpcq{20 ` λ´10 `
mÿ
i“1
λi `
mÿ
i“1
ηiλ
´1
i .
We need to show that this function is unbounded off compact sets; that is, we must demonstrate that, for
every d P R, the set
Sd :“ tpθ, λq P X : vpθ, λq ď du ,
is compact. Let d be such that Sd is nonempty (otherwise Sd is trivially compact). Since vpθ, λq is continu-
ous on X, Sd is a closed set. Now define
Aj “
"
βj P Rzt0u : α2β2j `
1
|βj |νpcq
ď d
*
, j “ 1, . . . , p ,
Bi “ tui P R : δiu2i ď du , i “ 1, . . . ,m ,
C0 “ tλ0 P R` : α3λ0 ` λ´10 ` α4λνpcq{20 ď du ,
Ci “ tλi P R` : λi ` ηiλ´1i ď du, i “ 1, . . . ,m .
All of the above sets are closed and bounded, and thus the set
Td :“
pą
j“1
Ai ˆ
mą
j“1
Bj ˆ
mą
i“0
Ci ,
is a compact set in X. Since, Sd is a closed set and Sd Ď Td, it follows that Sd is a compact set in X.
D Proofs of the lemmas
D.1 Preliminary results
We begin by introducing some notation and stating a few necessary facts about non-negative definite ma-
trices. Note that if C is a non-negative definite matrix then trpCq is non-negative. If A,B P Rnˆn are
symmetric matrices such that B ´ A is non-negative definite, we write A ĺ B. Similarly, if B ´ A is
positive definite, we write A ă B. Additionally, if A ĺ B, then trpAq ď trpBq. Furthermore, if A and B
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are positive definite matrices then A ĺ B ô B´1 ĺ A´1. Lastly, for a matrix D we let ‖D‖ represent the
Frobenius norm of the matrix ‖D‖ :“
a
trpDTDq.
We will also require the singular value decomposition of several matrices in our proofs, thus it will be
helpful to establish some common notation. For a matrix A P Rnˆm, let kA “ rankpAq ď mintn,mu and
denote the singular value decomposition of A by UAΓAV
T
A , where UA and VA are orthogonal matrices of
dimension n andm, respectively, and
ΓA :“
»
– Γ˚A 0kA, m´kA
0n´kA, kA 0n´kA, m´kA
fi
fl ,
where Γ˚A :“ diagtγA 1, . . . , γAku. The values γA 1, . . . , γAk are the singular values of A, which are strictly
positive. We denote γAmax as the largest singular value of A. Lastly, in an abuse of notation, γ
2
A i :“ 0
whenever i ą kA.
In order to prove Lemmas 1 - 5, we will need the following results.
Lemma 9. For all τ P Rp` and λ P Rp` ,
(1) Mλ,τ “ URλ,τUT where U P Rnˆn is an orthogonal matrix and Rλ,τ :“ diagtr1, r2, . . . , rnu where
0 ă ri ď 1 for i “ 1, 2, . . . , n.
(2) 0 ă pτmaxs2max ` 1q´1I ĺ Mλ,τ ĺ I , where τmax :“ maxtτ1, . . . , τpu and smax is the largest
singular value of the matrix X.
(3) ||Mλ,τ || ď
?
n.
Proof of Lemma 9. This proof is similar to the proof of Lemmas 4 and 5 of Roma´n and Hobert (2015).
Recall,
Mλ,τ “ I ´ λ0XT´1λ,τXT
“ I ´ λ0Xrλ0pXTX `D´1τ qs´1XT
“ I ´XpXTX `D´1τ q´1XT
“ I ´XD1{2τ pD1{2τ XTXD1{2τ ` Ipq´1D1{2τ XT .
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Let B :“ XD1{2τ and let UBΓBV TB be the singular value decomposition of B. Then
Mλ,τ “ I ´ UBΓBV TB pVBΓTBUTBUBΓBV TB ` Ipq´1VBΓTBUTB
“ I ´ UBΓBpΓTBΓB ` Ipq´1ΓTBUTB
“ UBpI ´ ΓBpΓTBΓB ` Ipq´1ΓTBqUTB
“ UBRλ,τUTB ,
where Rλ,τ :“ diagtr1, r2, . . . , rnu, with
ri “ 1´ γ
2
B i
γ2B i ` 1
“ 1
γ2B i ` 1
,
where γ2B i “ 0 for i ą kB , and 0 ă ri ď 1 for i “ 1, . . . , n. This proves (1).
Next, let τmax :“ maxtτ1, τ2, . . . , τpu, and notice that
XpXTX `D´1τ q´1XT ĺ XpXTX ` τ´1maxIpq´1XT
“ UXΓXV TX pVXΓTXUTXUXΓXV TX ` τ´1maxIpq´1VXΓTXUTX
“ UXΓXpΓTXΓX ` τ´1maxIpq´1ΓTXUTX .
Thus,
Mλ,τ “ I ´ λ0XT´1λ,τXT
“ I ´XpXTX `D´1τ q´1XT
ľ I ´ UXΓXpΓTXΓX ` τ´1maxIpq´1ΓTXUTX
“ UXrI ´ ΓXpΓTXΓX ` τ´1maxIpq´1ΓTXsUTX .
Notice that rI ´ ΓXpΓTXΓX ` τ´1maxIpq´1ΓTXs is a diagonal matrix whose entries are given by
1´ γ
2
X i
γ2X i ` τ´1max
“ τ
´1
max
γ2X i ` τ´1max
“ 1
γ2X i τmax ` 1
ě 1
s2maxτmax ` 1
,
for all i “ 1, . . . , n where smax is the largest singular value of X.
Thus,
0 ă
ˆ
1
τmaxs2max ` 1
˙
I “ UX
ˆ
1
τmaxs2max ` 1
˙
UTX ĺMλ,τ “ UBRλ,τ UTB ĺ UBUTB “ I,
which proves (2).
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Lastly,
‖Mλ,τ‖
2 “ trpM2λ,τ q “ trpUBRλ,τUTBUBRλ,τUTB q “ trpUBR2λ,τUTB q ď trpUBUTB q “ n ,
and therefore ||Mλ,τ || ď
?
n.
Lemma 10. For all λ P Rm`1` and all τ P Rp`,
(1) λ0M
1{2
λ,τ ZQ
´1
λ,τZ
TM
1{2
λ,τ ĺ In .
(2) ‖λ0M
1{2
λ,τ ZQ
´1
λ,τZ
TM
1{2
λ,τ ‖
2 ď n .
Proof of Lemma 10. Notice that
λ0M
1{2
λ,τ ZQ
´1
λ,τZ
TM
1{2
λ,τ “ λ0M1{2λ,τ Zpλ0ZTMλ,τZ ` Λq´1ZTM1{2λ,τ
“M1{2λ,τ ZpZTMλ,τZ ` λ´10 Λq´1ZTM1{2λ,τ
“M1{2λ,τ ZΛ´1{2pΛ´1{2ZTM1{2λ,τM1{2λ,τ ZΛ´1{2 ` λ´10 Iq´1Λ´1{2ZTM1{2λ,τ ,
(D.1)
Let A :“ M1{2λ,τ ZΛ´1{2 and let UAΓAV TA represent the singular value decomposition of A. Then, from
(D.1),
λ0M
1{2
λ,τ ZQ
´1
λ,τZ
TM
1{2
λ,τ “ UAΓAV TA pVAΓTAUTAUAΓAV TA ` λ´10 Iq´1VAΓTAUTA
“ UAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTA ,
(D.2)
where ΓApΓTAΓA ` λ´10 Iq´1ΓTA is a diagonal matrix whose elements are given by
γ2A i
γ2A i ` λ´10
ď 1 for i “ 1, . . . , n . (D.3)
Thus,
λ0M
1{2
λ,τ ZQ
´1
λ,τZ
TM
1{2
λ,τ “ UAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTA ĺ UAUTA “ In , (D.4)
which proves (1).
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Next, from (D.2) and (D.3)
‖λ0M
1{2
λ,τ ZQ
´1
λ,τZ
TM
1{2
λ,τ ‖
2 “ trrpλ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ qT pλ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ qs
“ trrpUAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTA qTUAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTA s
“ trrUAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTAUAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTA s
“ trrUAΓApΓTAΓA ` λ´10 Iq´1ΓTAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTA s
“ trrΓApΓTAΓA ` λ´10 Iq´1ΓTAΓApΓTAΓA ` λ´10 Iq´1ΓTAUTAUAs
“ trrΓApΓTAΓA ` λ´10 Iq´1ΓTAΓApΓTAΓA ` λ´10 Iq´1ΓTAs
“
nÿ
i“1
˜
γ2A i
γ2Ai ` λ´10
¸
2
ď n ,
(D.5)
which proves (2).
Lemma 11. For all λ P Rm`1` and τ P Rp`
(1) ‖λ0T
´1
λ,τX
T ‖2 ă 8 .
(2) ‖I ´ λ0ZQ´1λ,τZTMλ,τ‖2 ď n2
´
s2max
řp
j“1 τj ` 1
¯
.
Proof of Lemma 11.
‖λ0T
´1
λ,τX
T ‖2 “ ‖pXTX `D´1τ q´1XT ‖2
“ trpXpXTX `D´1τ q´2XT q
“
nÿ
i“1
eTi XpXTX `D´1τ q´2XT ei
“
nÿ
i“1
‖pXTX `D´1τ q´1XT ei‖2 ,
(D.6)
where ei P Rn, i “ 1, . . . , n, are the standard unit vectors. Let xi represent the ith column vector of XT .
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For a given i,
‖pXTX `D´1τ q´1XT ei‖2 “ ‖pXTX `D´1τ q´1xi‖2
“ ‖p
nÿ
j“1
xjx
T
j `D´1τ q´1xi‖2
“ ‖pxixTi `
nÿ
i‰j
xjx
T
j `D´1τ q´1xi‖2
“ ‖pxixTi `
nÿ
i‰j
xjx
T
j ` pD´1τ ´ τ´1‚ Ipq ` τ´1‚ Ipq´1xi‖2 ,
(D.7)
where τ´1‚ “ pτ1` . . .` τpq´1. Define the vectors t1, t2, . . . , tn`p P Rp such that tj “ xj for j “ 1, . . . , n,
and tn`k “ ek, k “ 1, . . . , p, where ek are the standard unit vectors in Rp. Next, define the positive
constants w1, w2, . . . , wn`p P R` as follows
wl “
$’’’’’’’’’&
’’’’’’’’’%
τ´1‚ l “ i ,
1 l ‰ i, 1 ď l ď p ,
τ´1
1
´ τ´1‚ l “ n` 1 ,
...
...
τ´1p ´ τ´1‚ l “ n` p .
Thus,
‖pXTX `D´1τ q´1XT ei‖2 “ ‖ptitti `
ÿ
lPt1,2,...,nuåtiu
wltlt
T
l `
n`pÿ
l“n`1
wltlt
T
l ` wiIpq´1ti‖2
“ tTi
¨
˝titti ` ÿ
lPt1,2,...,nuåtiu
wltlt
T
l `
n`pÿ
l“n`1
wltlt
T
l ` wiIp
˛
‚
´2
ti
ď sup
wPRn`p
tTi
¨
˝titti ` ÿ
lPt1,2,...,nuåtiu
wltlt
T
l `
n`pÿ
l“n`1
wltlt
T
l `wiIp
˛
‚
´2
ti
:“ C˚i ă 8 , i “ 1, . . . , n ,
(D.8)
where the last inequality follows from Khare and Hobert (2011). Thus
‖λ0T
´1
λ,τX
T ‖2 ď
nÿ
i“1
C˚i ă 8 , (D.9)
which proves (1).
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Next,
‖I ´ λ0ZQ´1λ,τZTMλ,τ‖2 “ trrpI ´ λ0ZQ´1λ,τZTMλ,τ qT pI ´ λ0ZQ´1λ,τZTMλ,τ qs
“ trrI ´ λ0ZQ´1λ,τZTMλ,τ ´ λ0Mλ,τZQ´1λ,τZT ` λ20Mλ,τZQ´1λ,τZTZQ´1λ,τZTMλ,τ s
“ trpIq ´ 2λ0trpZQ´1λ,τZTMλ,τ q ` λ20trpMλ,τZQ´1λ,τZTZQ´1λ,τZTMλ,τ q
“ n´ 2λ0trpM1{2λ,τ ZQ´1λ,τZTM1{2λ,τ q ` λ20trpMλ,τZQ´1λ,τZTZQ´1λ,τZTMλ,τ q
ď n` λ20trpMλ,τZQ´1λ,τZTZQ´1λ,τZTMλ,τ q .
(D.10)
From (2) of Lemma 9,
Mλ,τZQ
´1
λ,τZ
TZQ´1λ,τZ
TMλ,τ “Mλ,τZQ´1λ,τZTM1{2λ,τM´1λ,τM1{2λ,τ ZQ´1λ,τZTMλ,τ
“M1{2λ,τ pM1{2λ,τ ZQ´1λ,τZTM1{2λ,τ qM´1λ,τ pM1{2λ,τ ZQ´1λ,τZTM1{2λ,τ qM1{2λ,τ
ĺ pτmaxs2max ` 1qM1{2λ,τ pM1{2λ,τ ZQ´1λ,τZTM1{2λ,τ q2M1{2λ,τ .
(D.11)
From (2) of Lemma 10 and (2) of Lemma 9,
λ20trpMλ,τZQ´1λ,τZTZQ´1λ,τZTMλ,τ q ď pτmaxs2max ` 1qtrrλ20M1{2λ,τ pM1{2λ,τ ZQ´1λ,τZTM1{2λ,τ q2M1{2λ,τ s
“ pτmaxs2max ` 1q‖λ0pM1{2λ,τ ZQ´1λ,τZTM1{2λ,τ qM1{2λ,τ ‖2
ď pτmaxs2max ` 1q‖λ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ ‖2‖M1{2λ,τ ‖2
ď pτmaxs2max ` 1qn ‖M1{2λ,τ ‖2
“ pτmaxs2max ` 1qn trpMλ,τ q
ď pτmaxs2max ` 1qn trpIq
“ n2ps2maxτmax ` 1q
ď n2
˜
s2max
pÿ
j“1
τj ` 1
¸
,
(D.12)
which proves (2).
D.2 Proof of Lemma 1
Lemma 1. For all τ P Rp` and λ P Rm`1` ,
(1) trpWVarrθ˜|τ, λsW T q ď trpXT´1λ,τXT q ` trpZQ´1λ,τZT q ,
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(1) trpXT´1λ,τXT q ď rankpXqλ´10 , and
(2) trpZQ´1λ,τZT q ď trpZZT q
řm
i“1 λ
´1
i .
Proof of Lemma 1. First,
WVarrθ˜|τ, λsW T “ rX Zs
»
– T´1λ,τ ` λ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ ´λ0T´1λ,τXTZQ´1λ,τ
´λ0Q´1λ,τZTXT´1λ,τ Q´1λ,τ
fi
fl
»
– XT
ZT
fi
fl
“ XT´1λ,τXT ` λ20XT´1λ,τXTZQ´1λ,τZTXT´1λ,τXT ´ λ0XT´1λ,τXTZQ´1λ,τZT
´ λ0ZQ´1λ,τZTXT´1λ,τXT ` ZQ´1λ,τZT .
Notice that I ´Mλ,τ “ λ0XT´1λ,τXT , and therefore
WVarrθ˜|τ, λsW T “ XT´1λ,τXT ` pI ´Mλ,τ qZQ´1λ,τZT pI ´Mλ,τ q ´ pI ´Mλ,τ qZQ´1λ,τZT
´ ZQ´1λ,τZT pI ´Mλ,τ q ` ZQ´1λ,τZT
“ XT´1λ,τXT ` pI ´Mλ,τ qZQ´1λ,τZT pI ´Mλ,τ ´ Iq
´ ZQ´1λ,τZT pI ´Mλ,τ q ` ZQ´1λ,τZT
“ XT´1λ,τXT ´ pI ´Mλ,τ qZQ´1λ,τZT pI `Mλ,τ q ` pI ´Mλ,τ qZQ´1λ,τZT
´ ZQ´1λ,τZT pI ´Mλ,τ q ` ZQ´1λ,τZT .
Thus,
trpWVarrθ˜|τ, λsW T q “ trpXT´1λ,τXT q ´ trppI ´Mλ,τ qZQ´1λ,τZT pI `Mλ,τ qq
` trppI ´Mλ,τ qZQ´1λ,τZT q ´ trpZQ´1λ,τZT pI ´Mλ,τ qq ` trpZQ´1λ,τZT q
“ trpXT´1λ,τXT q ´ trppI ´Mλ,τ qZQ´1λ,τZT pI `Mλ,τ qq ` trpZQ´1λ,τZT q
“ trpXT´1λ,τXT q ´ trpQ´1{2λ,τ ZT pI ´M2λ,τ qZQ´1{2λ,τ q ` trpZQ´1λ,τZT q .
Applying (1) of Lemma 9 and using the fact that R2λ,τ ĺ I , we get
Q
´1{2
λ,τ Z
T pI ´M2λ,τ qZQ´1{2λ,τ “ Q´1{2λ,τ ZTUpI ´R2λ,τ qUTZQ´1{2λ,τ ľ 0 .
Hence trpQ´1{2λ,τ ZT pI ´M2λ,τ qZQ´1{2λ,τ q ě 0, and therefore
trpWVarrθ˜|τ, λsW T q ď trpXT´1λ,τXT q ` trpZQ´1λ,τZT q , (D.13)
31
which proves (1),
Next, notice that
XT´1λ,τX
T “ Xrλ0pXTX`D´1τ qs´1XT “ λ´10 XrXTX`D´1τ s´1XT ĺ λ´10 XrXTX` τ´1maxIps´1XT .
Then,
trpXT´1λ,τXT q ď λ´10 trrUXΓXV TX pVXΓTXUTXUXΓXV TX ` τ´1maxIpq´1VXΓTXUTXs
“ λ´1
0
trrUXΓXpΓTXΓX ` τ´1maxIpq´1ΓTXUTX s
“ λ´1
0
trrΓXpΓTXΓX ` τ´1maxIpq´1ΓTXUTXUX s
“ λ´1
0
trrΓXpΓTXΓX ` τ´1maxIpq´1ΓTXs
“ λ´1
0
kXÿ
i“1
γ2i
γ2i ` τ´1max
ď λ´1
0
kX “ λ´10 rankpXq ,
which proves (2).
Finally,
ZQ´1λ,τZ
T “ Zpλ0ZTMλ,τZ ` Λq´1ZT ĺ ZΛ´1ZT ĺ λ´1minZZT ,
where λmin :“ mintλ1, λ2, . . . , λru. Thus,
trpZQ´1λ,τZT q ď trpλ´1minZZT q ď λ´1mintrpZZT q ď trpZZT q
mÿ
i“1
λ´1i ,
which proves (3).
D.3 Proof of Lemma 2
Lemma 2. For all τ P Rp` and λ P Rm`1`
‖y ´WErθ|τ, λs‖2 ď 2n‖y‖2 ` 2n3‖y‖2 .
Proof of Lemma 2. First,
WErθ|τ, λs “ rX Zs
»
– λ0T´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZTMλ,τy
λ0Q
´1
λ,τZ
TMλ,τy
fi
fl ,
“ λ0XT´1λ,τXT y ´ λ20XT´1λ,τXTZQ´1λ,τZTMλ,τy ` λ0ZQ´1λ,τZTMλ,τy .
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Thus,
‖y ´WErθ|τ, λs‖2 “ ‖y ´ λ0XT´1λ,τXT y ` λ20XT´1λ,τXTZQ´1λ,τZTMλ,τy ´ λ0ZQ´1λ,τZTMλ,τy‖2
“ ‖pI ´ λ0XT´1λ,τXT qy ´ pI ´ λ0XT´1λ,τXT qλ0ZQ´1λ,τZTMλ,τy‖2
“ ‖Mλ,τy ´ λ0Mλ,τZQ´1λ,τZTMλ,τy‖2
ď 2‖Mλ,τy‖2 ` ‖λ0Mλ,τZQ´1λ,τZTMλ,τy‖2
ď 2‖Mλ,τ‖2‖y‖2 ` 2‖λ0Mλ,τZQ´1λ,τZTMλ,τy‖2
ď 2n‖y‖2 ` 2‖λ0Mλ,τZQ´1λ,τZTMλ,τy‖2 ,
(D.14)
where the last inequality follows from (3) of Lemma 9.
Indeed,
‖λ0Mλ,τZQ
´1
λ,τZ
TMλ,τy‖
2 “ ‖λ0M1{2λ,τM1{2λ,τ ZQ´1λ,τZTM1{2λ,τM1{2λ,τ y‖2,
ď ‖M1{2λ,τ ‖2‖λ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ ‖2‖M1{2λ,τ y‖2
ď ‖M1{2λ,τ ‖2‖λ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ ‖2‖M1{2λ,τ ‖2‖y‖2
ď n3‖y‖2 ,
(D.15)
where the last inequality follows from (2) of Lemma 10, and (2) of Lemma 9 since
‖M
1{2
λ,τ ‖
2 “ trpMλ,τ q ď trpInq “ n .
Thus,
‖y ´WErθ|τ, λs‖2 ď 2n‖y‖2 ` 2n3‖y‖2.
D.4 Proof of Lemma 3
Lemma 3. For all τ P Rp` and λ P Rm`1` ,
(1) trpVarrβ|τ, λsq ď λ´1
0
řp
j“1 τj ` c˚ trpZZT q
řm
i“1 λ
´1
i , and
(2) ‖Erβ|τ, λs‖2 ď c˚‖y‖2n2
´
s2max
řp
j“1 τj ` 1
¯
,
where smax is the largest singular value of X and c
˚ is a finite positive constant.
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Proof of Lemma 3. From (5)
trpVarrβ|τ, λsq “ trpT´1λ,τ q ` trpλ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ q . (D.16)
Notice that that
T´1λ,τ “ rλ0pXTX `D´1τ qs´1 ĺ λ´10
`
D´1τ
˘´1 “ λ´1
0
Dτ ,
and thus
trpT´1λ,τ q ď λ´10 tr pDτ q “ λ´10
pÿ
j“1
τj . (D.17)
Next,
trpλ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ q “ ‖Q´1{2λ,τ ZT pλ0XT´1λ,τ q‖2
ď ‖Q´1{2λ,τ ZT ‖2‖λ0XT´1λ,τ ‖2
“ trpZQ´1λ,τZT qtrpλ20T´1λ,τXTXT´1λ,τ q
“ tr `Zpλ0ZTMλ,τZT ` Λq´1ZT ˘ trpλ20XT´2λ,τXT q
ď λ´1
min
trpZZT q‖λ0T´1λ,τXT ‖2
ď c˚ trpZZT q
mÿ
i“1
λ´1i ,
(D.18)
where the last inequality follows from (1) of Lemma 11 since there exists some finite c˚ such that ‖λ0T
´1
λ,τX
T ‖2 ď
c˚. Thus, from (D.17) and (D.18)
trpVarrθ|τ, λsq ď λ´1
0
pÿ
j“1
τj ` c˚ trpZZT q
mÿ
i“1
λ´1i ,
which proves (1).
To prove (2), it follows from (4)
‖Erβ|τ, λs‖2 “ ‖λ0T´1λ,τXT y ´ λ20T´1λ,τXTZQ´1λ,τZTMλ,τy‖2
“ ‖λ0T´1λ,τXT pI ´ λ0ZQ´1λ,τZTMλ,τ qy‖2
ď ‖λ0T´1λ,τXT ‖2‖I ´ λ0ZQ´1λ,τZTMλ,τ‖2‖y‖2 ,
(D.19)
and from (1) and (2) of Lemma 11,
‖Erβ|τ, λs‖2 ď c˚‖y‖2n2
˜
s2max
pÿ
j“1
τj ` 1
¸
. (D.20)
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D.5 Proof of Lemma 4
Lemma 4. For all τ P Rp` and λ P Rm`1` ,
E
«
pÿ
j“1
1
|βj |νpcq
ˇˇˇ
τ, λ
ff
ď pκpcqsνpcqmax λνpcq{20 ` κpcqλνpcq{20
pÿ
j“1
1
τ
νpcq{2
j
,
where
κpcq :“
Γ
´
1´νpcq
2
¯
2
1´νpcq
2
?
2pi
,
and smax is the largest sinular value of the matrix X.
Proof of Lemma 4. Recall that given τ and λ, β „ Npµ,Σq where µ and Σ are given by (4) and (5),
respectively. Thus, βj „ Npµj, σ2j q where µj “ eTj µ and σ2j “ eTj Σej for j “ 1, . . . , p. As in Lemma 11,
e1, . . . , ep represent the standard unit vectors for R
p. From Proposition A1 of Pal and Khare (2014), it
follows that
E
„
1
|βj |νpcq
ˇˇˇ
τ, λ

ď κpcq
σ
νpcq
j
, for j “ 1, . . . , p , (D.21)
where
κpcq :“
Γ
´
1´νpcq
2
¯
2
1´νpcq
2
?
2pi
.
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From (5),
1
σ
νpcq
j
“
˜
1
eTj rT´1λ,τ ` λ20T´1λ,τXTZQ´1λ,τZTXT´1λ,τ sej
¸νpcq{2
ď
˜
1
eTj T
´1
λ,τ ej
¸νpcq{2
“
˜
1
eTj rλ0pXTX `D´1τ qs´1ej
¸νpcq{2
“
˜
1
eTj rλ0pVXΓTXUTXUXΓXV TX `D´1τ qs´1ej
¸νpcq{2
“
˜
1
eTj rλ0pVXΓTXΓXV TX `D´1τ qs´1ej
¸νpcq{2
ď
˜
1
eTj rλ0ps2maxI `D´1τ qs´1ej
¸νpcq{2
“ λνpcq{2
0
ˆ
s2max `
1
τj
˙νpcq{2
ď ps2maxqνpcq{2λνpcq{20 ` λνpcq{20
1
τ
νpcq{2
j
,
where smax is the largest singular value of X, and the last inequality follows from the fact that px` yqδ ď
xδ ` yδ for δ P p0, 1q. Thus, from (D.21)
E
«
pÿ
j“1
1
|β˜j |c
ˇˇˇ
ˇτ, λ
ff
ď
pÿ
j“1
κpcq
σ
νpcq
j
ď pκpcqsνpcqmax λνpcq{20 ` κpcqλνpcq{20
pÿ
j“1
1
τ
νpcq{2
j
. (D.22)
D.6 Proof of Lemma 5
Lemma 5. Suppose that Z has full column rank. For all τ P Rp` and λ P Rm`1` ,
(1) trpRiQ´1λ,τRTi q ď qiλ´1i , and
(2) ||Erui|τ, λs||2 ď qitrrpZTZq´1sn3‖y‖2
´
s2max
řp
j“1 τj ` 1
¯
,
for i “ 1, . . . ,m .
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Proof of Lemma 5. Note that
Q´1λ,τ “ pλ0ZTMλ,τZ ` Λq´1 ĺ Λ´1 , (D.23)
thus
trpRiQ´1λ,τRTi q ď trpRiΛ´1RTi q “ qiλ´1i , i “ 1, . . . ,m , (D.24)
which proves the first result.
Next, from (4),
‖Erui|τ, λs‖2 “ ‖ErRiu|τ, λs‖2
ď ‖Ri‖2‖Eru|τ, λs‖2
“ trpIqiq‖λ0Q´1λ,τZTMλ,τy‖2
“ qi‖λ0Q´1λ,τZTMλ,τy‖2
“ qi‖λ0pZTZq´1ZTZQ´1λ,τZTMλ,τy‖2
ď qi‖pZTZq´1ZT‖2‖λ0ZQ´1λ,τZTMλ,τy‖2
“ qi‖pZTZq´1ZT‖2‖λ0M´1{2λ,τ M1{2λ,τ ZQ´1λ,τZTMλ,τy‖2
ď qi‖pZTZq´1ZT‖2‖M´1{2λ,τ ‖2‖λ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ ‖2‖M1{2λ,τ ‖2‖y‖2
“ qitrppZTZq´1ZTZpZTZq´1qtrpM´1λ,τ q‖λ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ ‖2trpMλ,τ q‖y‖2
“ qitrppZTZq´1qtrpM´1λ,τ q‖λ0M1{2λ,τ ZQ´1λ,τZTM1{2λ,τ ‖2trpMλ,τ q‖y‖2 .
(D.25)
Thus, from (2) of Lemma 9 and (2) of Lemma 10,
‖Erui|τ, λs‖2 ď qitrrpZTZq´1spτmaxs2max ` 1qtrpInqntrpInq‖y‖2
“ qitrrpZTZq´1sn3‖y‖2pτmaxs2max ` 1q
“ qitrrpZTZq´1sn3‖y‖2
˜
s2max
pÿ
j“1
τj ` 1
¸
,
(D.26)
which proves the second result.
D.7 Proof of Lemma 6
Lemma 6. For all pθ, λq P X ,
1. Erτj |θ, λs ď 4c`14d `
λ0β
2
j
2
, and
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2. Erτj |θ, λs ď cd `
β2j
2C
` λ0C
4d
.
for every C ą 0 .
Proof of Lemma 6. From (23),
Erτj|θ, λs “
d
λ0β
2
j
2d
Kc` 1
2
´b
2dλ0β
2
j
¯
Kc´ 1
2
´b
2dλ0β
2
j
¯ . (D.27)
Theorem 2 of Segura (2011) states that
Kν´ 1
2
pxq
Kν` 1
2
pxq ą
x?
x2 ` ν2 ` ν ,
for ν ą 0 and x ą 0.
Thus,
Erτj|θ, λs ă
d
λ0β
2
j
2d
ˆ
b
c2 ` 2dλ0β2j ` cb
2dλ0β
2
j
“
b
c2 ` 2dλ0β2j ` c
2d
ď c
2d
` c
2d
`
d
λ0β
2
j
2d
“ c
d
`
d
λ0β
2
j
2d
,
(D.28)
where we make use of the fact that
a
x2 ` y2 ď |x|` |y|.
To get the first inequality, we use the fact that |xy| ď px2 ` y2q{2. Thus
Erτj |θ, λs ď c
d
` λ0β
2
j
2
` 1
4d
“ 4c` 1
4d
` λ0β
2
j
2
.
(D.29)
Similarly, for any constant C ą 0,
Erτj |θ, λs ď c
d
`
d
λ0β
2
j
2d
“ c
d
`
d
λ0β
2
jC
2dC
ď c
d
` β
2
j
2C
` λ0C
4d
.
(D.30)
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D.8 Proof of Lemma 7
Lemma 7. For all pθ, λq P X,
Erτ´1j |θ, λs ď d`
3
2λ0β
2
j
.
Proof of Lemma 7. From (24),
Erτ´1j |θ, λs “
d
2d
λ0β
2
j
Kc´ 3
2
´b
2dλ0β
2
j
¯
Kc´ 1
2
´b
2dλ0β
2
j
¯ .
From Lemma 2.2 of Ismail and Muldoon (1978), for each x ą 0, s ą 0 and s1 P R, the function
Ks1`spxq{Ks1pxq is increasing in s1. Thus, for s1 ă s2, s ą 0 and x ą 0
Ks1`spxq
Ks1pxq
ď Ks2`spxq
Ks2pxq
.
Thus, taking s1 “ ´32 , s2 “ ´12 and s “ c, we have
Kc´ 3
2
pxq
K´ 3
2
pxq ď
Kc´ 1
2
pxq
K´ 1
2
pxq .
Since Kspxq ą 0 for s P R and x ą 0 (Abramowitz and Stegun (1965), page 374), it follows that
Kc´ 3
2
pxq
Kc´ 1
2
pxq ď
K´ 3
2
pxq
K´ 1
2
pxq .
Next, using the fact that
K´ 1
2
pxq “ e´x
c
pi
2x
,
and
K´ 3
2
pxq “ e´x
c
pi
2x
ˆ
1` 1
x
˙
,
hence
K´ 3
2
pxq
K´ 1
2
pxq “
ˆ
1` 1
x
˙
,
for all x P R.
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Thus,
Erτ´1j |θ, λs ď
d
2d
λ0β
2
j
¨
˝1` 1b
2dλ0β
2
j
˛
‚
“
d
2d
λ0β
2
j
` 1
λ0β
2
j
ď d` 1
2λ0β
2
j
` 1
λ0β
2
j
“ d` 3
2λ0β
2
j
,
where the second inequality follows from the fact that |xy| ď px2 ` y2q{2.
E Proof of Lemma 8
Lemma 8. For all pθ, λq P X ,
E
«
1
τ
νpcq{2
j
ˇˇˇ
θ, λ
ff
ďM1 1
λ
νpcq{2
0
|βj |νpcq
`M2 ,
whereM1 is a positive constant such thatM1κpcq ă 1, andM2 is a positive finite constant.
Proof of Lemma 8. This follows directly from the arguments on pp. 613-616 and p. 618 of Pal and Khare
(2014).
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