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a b s t r a c t
The inverse-free preconditioned Krylov subspace method of Golub and Ye [G.H. Golub,
Q. Ye, An inverse free preconditioned Krylov subspace method for symmetric generalized
eigenvalue problems, SIAM J. Sci. Comp. 24 (2002) 312–334] is an efficient algorithm for
computing a few extreme eigenvalues of the symmetric generalized eigenvalue problem. In
this paper, we first present an analysis of the preconditioning strategy based on incomplete
factorizations. We then extend the method by developing a block generalization for
computing multiple or severely clustered eigenvalues and develop a robust black-box
implementation. Numerical examples are given to illustrate the analysis and the efficiency
of the block algorithm.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Weare interested in the computation of a fewextremeeigenpairs (λ, x) of the symmetric generalized eigenvalue problem
Ax = λBx, (1)
where A and B are symmetric with B positive definite. Eq. (1), sometimes referred to as an eigenvalue problem for the pencil
(A, B), arises in many physical applications, such as the dynamic analysis of structures and electronic structure calculations.
The matrices involved are typically large and sparse.
A classical iterative method for solving large and sparse eigenvalue problems (1) is the Lanczos algorithm. As a Krylov
subspace projection method, it computes approximate eigenpairs of (A, B) by projecting the eigenvalue problem onto the
Krylov subspace
Km(H, z1) = span{z1,Hz1,H2z1, . . . ,Hm−1z1} (2)
where H := B−1A, and z1 is some initial vector. The Lanczos process develops a B-orthonormal basis Z of Km(H, z1), and
then computes the eigenpairs (θ, u) of the projected problem (Z∗AZ, Z∗BZ). The eigenvalues θ are called Ritz values and are
taken as approximate eigenvalues of (A, B)with corresponding approximate eigenvectors Zu, which are called Ritz vectors.
The convergence behavior of the Lanczos algorithm has been widely studied, and it is known that the method produces
good approximations to the well-separated extreme eigenpairs rather quickly. When the extreme eigenvalues are not well-
separated, however, the rate of convergence of the Ritz values is typically rather poor. To accelerate convergence, robust
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implementations of the Lanczos algorithm use a shift-and-invert technique to get better spectral separation. That is, the
Lanczos algorithm is applied to the pencil
B(A− µB)−1Bx = λˆBx, (3)
and the eigenvalues λˆ are then transformed back to the eigenvalues of (A, B). Hereµ is some selected target for the location
of the eigenvalues. This algorithm requires the solution of the shifted linear system (A − µB)y = Bx at each step, but for
that price, it typically enjoys very rapid convergence. Solving the shifted linear systems by direct methods, however, may be
infeasible due to the size of the problemat hand. In these cases, iterativemethodsmay be employed to compute approximate
solutions of the shifted linear systems, resulting in a two-level iteration called inner–outer iteration. It has been observed
that the Lanczos algorithm is extremely sensitive to perturbations, especially in the early stages of the iteration, and therefore
the shifted systems need to be solved very accurately, see [1,2]. This somewhat limits the practicality of the shift-and-invert
approach. We remark that application of the shift-and-invert transformation is sometimes called preconditioning.
Other methods, such as JDQZ [3] and JDCG [4], also make use of a shift-and-invert strategy, however, they tolerate
much lower accuracy approximations to the solutions of the shifted linear systems. For example, the JDQZ method takes an
initial approximation to the desired eigenpair and successively solves correction equations to expand the search subspace.
Here, the preconditioning techniques for solving linear systems are applicable in approximating solutions to the correction
equations. In this framework, the preconditioner has little to do with the eigenvalue problem.
On the other hand, gradient typemethods, such as the steepest descentmethod, do not require inversion of B in any form.
However, they frequently suffer from extremely slow convergence when the extreme eigenvalues are not well-separated.
LOPCG of [5] is a simple and yet very effective way to accelerate the steepest descent method. Here, instead of applying a
shift-and-invert transformation, a different kind of preconditioning scheme is used to accelerate the iterations. Frequently,
preconditioners which work well for solving linear systems involving the matrix A are chosen and applied in the iterations
for the solution of the eigenproblem (A, B).
A method called an inverse-free Krylov subspace method is introduced in [6] that improves the steepest descent method
by expanding the search direction to a Krylov subspace. As with gradient type methods, the algorithm does not require
application of B−1 at anytime, however, unlike many gradient methods, this algorithm takes advantage of the better
approximation properties offered by Krylov subspaces.Moreover, [6] shows how a congruence transformation of (1) derived
froman incomplete LDLT factorization of a shiftedmatrixA−µBmaybe applied to accelerate the convergence to the extreme
eigenvalues. Again, wewill refer to such transformations as preconditioning. However, the analysis used in [6] to justify this
preconditioning strategy assumes an ideal situation of exact factorizations with the computed approximate eigenvalues as
the shifts, and it is only observed that incomplete factorizationswith a very rough approximate eigenvalue as the shift appear
to work as well. The first part of the present work presents a theoretical analysis of practical preconditioning strategies
that use incomplete factorizations with very rough approximate eigenvalue shifts. Our results explain some interesting
phenomena observed before.
The inverse-free Krylov subspace algorithm can suffer from poor convergence in the presence of multiple or severely
clustered eigenvalues. We note that this is typical in vector iteration based methods and can be remedied by using an
appropriate block iteration version of the algorithms. For example, the block Lanczos algorithms [7–9] and LOBPCG [10]
are respectively the block generalizations of the Lanczos algorithm and the LOPCG method. The second part of this work
is to develop a block generalization of the inverse-free Krylov subspace method to compute multiple or severely clustered
eigenvalues.We also discuss several implementation details and present a black-box implementation of the block algorithm
inMatlab called BLEIGIFP that we have developed to detect and compute multiple or severely clustered eigenvalues.
The remainder of the paper is organized as follows. Section 2 contains some background materials and preliminary
results. Section 3 presents a theoretical analysis on incomplete factorization based preconditioning together with an
illustrating example. Section 4 develops the block generalization of the inverse-free method and Section 5 presents many
pertinent implementation details. Finally, Section 6 provides numerical examples showing the ability of the block algorithm
to compute eigenvalues in clusters and with multiplicities and its competitiveness and we conclude with some remarks in
Section 7.
Part of this work is based on the Ph.D. thesis [11] of the first author, where somemore detailed discussions can be found.
2. Preliminaries
We present in this section some preliminary results that set the framework for our work. Throughout, we are interested
in computing the p smallest eigenvalues and their corresponding eigenvectors for (1). We first present a generic iterative
process based on the Rayleigh–Ritz projection. We then describe the inverse-free Krylov subspace method of [6].
2.1. A generic eigensolver
Our generic scheme for the computation of p smallest eigenvalues of a large sparse symmetric pencil is built upon iterated
Rayleigh–Ritz. That is, we iteratively construct a sequence of subspaces S(k) and apply the Rayleigh–Ritz method to obtain
Ritz pairs
(
θ
(k+1)
i , x
(k+1)
i
)
for 1 ≤ i ≤ p. The Ritz vectors are then used as a starting point for the construction of the next
1300 P. Quillen, Q. Ye / Journal of Computational and Applied Mathematics 233 (2010) 1298–1313
subspace S(k+1). Inspired by the discussion of [12], this process will be referred to as the generic eigensolver and a template
is presented as Algorithm 1. Sometimes we will refer to this process as an inner–outer iteration process as the construction
of the subspace S(k) will usually be performed by an iteration itself.
Algorithm 1 Generic Eigensolver
Input: Symmetric A, symmetric positive definite B.
1: for k = 1, 2, . . . do
2: Construct a subspace S(k) of dimensionm n from p approximate eigenpairs (θ (k)1 , x(k)1 ), . . . , (θ (k)p , x(k)p ).
3: Perform Rayleigh–Ritz on (A, B) with respect to S(k) to extract the p desired approximate eigenpairs
(θ
(k+1)
1 , x
(k+1)
1 ), . . . , (θ
(k+1)
p , x
(k+1)
p ).
4: end for
Since we use the Rayleigh–Ritz method on S(k), which includes the iterates x(k)1 , . . . , x
(k)
p , it is not difficult to establish
the monotonicity and boundedness of the sequences of the Ritz values. If we additionally assume that the residual vectors
r (k)i := Ax(k)i − θ (k)i Bx(k)i , 1 ≤ i ≤ p are contained in S(k), then we can show that each of the sequences {θ (k)i }∞k=1 converges
to an eigenvalue of (A, B). We state this in Lemma 1 and we refer the reader to [11] for a proof.
Lemma 1. Assume that the Ritz vectors x(k)1 , . . . , x
(k)
p are scaled such that ‖x(k)i ‖B = 1 and assume that the residuals r(k)i =
Ax(k)i − θ (k)i Bx(k)i are elements of S(k) for 1 ≤ i ≤ p. Then for each j = 1, 2, . . . , p, the sequence
{
θ
(k)
j
}∞
k=1
converges to some
eigenvalue λˆ of (A, B) and the sequence
{
‖(A− λˆB)x(k)j ‖
}∞
k=1
converges to zero.
A simple algorithm of the form of the generic eigensolver is the method of steepest descent with p = 1. At each outer
iteration k, the constructed subspace S(k) is the two-dimensional subspace spanned by the Ritz vector x(k)1 and the residual
r (k)1 = (A − θ (k)1 B)x(k)1 , where the residual vector may be referred to as the search direction. LOPCG [5] and LOBPCG [10] of
Knyazev are two extensions of steepest descent that fall within the framework of the generic eigensolver. At each outer
iteration k of LOPCG, the subspace S(k) is the span of the current Ritz vector, the current residual, and the previous Ritz
vector. This algorithm enjoys considerably faster convergence than the method of steepest descent. LOBPCG is a natural
block generalization of LOPCG.
2.2. Inverse-free Krylov subspace method
The inverse-free preconditioned Krylov subspace algorithm of [6] can also be placed in the framework of the generic
eigensolver with p = 1. From an approximate eigenvector x, instead of simply choosing the residual r = Ax − ρBx (with
ρ = ρ(x) the Rayleigh quotient of x) as the search direction, themethod of [6] seeks a search direction in the Krylov subspace
Km(A− ρB, r). The new approximation is therefore selected from the subspace
Km(A− ρB, x) := span{x} +Km(A− ρB, r).
The use of the Krylov subspaceKm(A−ρB, r) is furthermotivated by inexact inverse iteration, see [13]. The basic procedure
is given in Algorithm 2.
Algorithm 2 Inverse-Free Krylov Subspace Algorithm for (A, B)
Input: Symmetric A, s.p.d. B, initial approximate eigenvector x(1), with ‖x(1)‖B = 1, andm ≥ 1.
1: ρ(1) = ρ(x(1); A, B)
2: for k = 1, 2, . . . do
3: Construct a basis Zm of Km(A− ρ(k)B, x(k))
4: Form projection Am = Z∗m(A− ρ(k)B)Zm, Bm = Z∗mBZm
5: Compute smallest eigenpair (θ, u) of (Am, Bm)
6: ρ(k+1) = ρ(k) + θ ; x(k+1) = Zmu
7: end for
The construction of the basis of the Krylov subspace is accomplished using either the Lanczos method or the Arnoldi
method with the B-inner product. See [6] for a more detailed discussion concerning these issues.
The sequence of iterates, (ρ(k), x(k)) generated by Algorithm 2 converges to an eigenpair (see Lemma 1). Furthermore, an
asymptotic convergence rate for the sequence {ρ(k)} is established in [6]; this result is recalled in Theorem 2.
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Theorem 2 (Corollary 3.5 of [6]). Let λ1 < λ2 ≤ · · · ≤ λn be the eigenvalues of (A, B) and (ρ(k), x(k)) be the approximate
eigenpair obtained by Algorithm 2. Let 0 = γ1 < γ2 ≤ · · · ≤ γn be the eigenvalues of A−λ1B and assume that λ1 < ρ(k) < λ2.
Then
ρ(k+1) − λ1
ρ(k) − λ1 ≤ 4
(
1−√ψ
1+√ψ
)2m
+ O((ρ(k) − λ1)1/2) (4)
where
ψ := γ2 − γ1
γn − γ1 =
γ2
γn
Thus, ρ(k) converges to λ1 at least linearly at a rate bounded by (4), which depends on the distribution of the eigenvalues
of A − λ1B, i.e. the relative separation of γ2 from γ1. In [6], a congruence transformation of (A, B) is introduced to increase
the separation of γ1 from the rest of the spectrum (of A− λ1B) and hence to accelerate the convergence. This is referred to
as preconditioning.
Specifically, an LDL∗ factorization of A− λ1Bmay be found and scaled such that
L−1(A− λ1B)L−∗ = D = diag(1, . . . , 1, 0). (5)
We may then consider the preconditioned problem
(Aˆ, Bˆ) := (L−1AL−∗, L−1BL−∗) (6)
which has exactly the same eigenvalues as the pencil (A, B). With (6),
Aˆ− λ1Bˆ = L−1(A− λ1B)L−∗ = D (7)
has exactly two eigenvalues, namely γ1 = 0 and γ2 = · · · = γn = 1. Then ψ = 1 and Algorithm 2 enjoys superlinear
convergence (indeed, quadratic convergence using a more detailed bound, see [6]).
In practice, one would not compute a complete LDL∗ factorization of A− λ1B, however, one may compute an incomplete
factorization of A − λˆ1B as an approximation, where λˆ1 is an approximation of λ1. This factor may then be used as a
preconditioner to give improved convergence. We present an analysis in the next section showing how the incomplete
factorization and the choice of λˆ1 affects the quality of the preconditioner constructed.
We also note that applying Algorithm 2 to the pencil (6) does not require the explicit formation of Aˆ or Bˆ; we may apply
L−1 and L−∗ in such a way as to implicitly construct the desired basis. See [6] for details.
3. Preconditioning by incomplete factorizations
In this section we present some analytic results concerning quality of the preconditioner constructed for the eigenvalue
problems through incomplete factorizations. Specifically, consider a preconditioner computed through an incomplete LDL∗
factorization of A − λˆ1B. We shall derive some bounds on the relative spectral gap ψ = γ2γn of L−1(A − λ1B)L−∗ in terms of
the usual measures of incomplete factorizations. We first present a lemma.
Lemma 3. Let L−1(A − λ1B)L−∗ = F + G where F and G are symmetric. Let 0 = γ1 < γ2 ≤ · · · ≤ γn be the eigenvalues of
L−1(A− λ1B)L−∗ and δ1 ≤ · · · ≤ δn be the eigenvalues of F . Then, we have
δ2 − δ1 − 2‖G‖2
δn − δ1 + 2‖G‖2 ≤
γ2
γn
≤ 1. (8)
Proof. By the Weyl monotonicity theorem, for each i such that 1 ≤ i ≤ n we have that λ1(G) ≤ γi − δi ≤ λn(G), where
λ1(G) ≤ · · · ≤ λn(G) denote the eigenvalues of G. Exploiting this, we see that
δ2 − δ1 − (λn(G)− λ1(G)) ≤ γ2 − γ1 (9)
and
δn − δ1 + (λn(G)− λ1(G)) ≥ γn − γ1. (10)
Now, the result immediately follows from above by using λn(G)− λ1(G) ≤ 2‖G‖2. 
We first consider a preconditioner obtained from an incomplete LDL∗ factorization of A − λˆ1B with λˆ1 satisfying
λ1 < λˆ1 < λ2. This is the case, for example, in the strategy used in [14]. Here we initially run the algorithm without any
preconditioning to find a rough approximate eigenvalue ρk. We then construct a preconditioner using λˆ1 = ρk and switch
to a preconditioned iteration. Note that with λ1 < λˆ1 < λ2, A− λˆ1B is indefinite with exactly one negative eigenvalue.
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Theorem 4. Assume that λ1 < λˆ1 < λ2 and
A− λˆ1B = LDL∗ + E (11)
is an incomplete LDL∗ factorization with D = diag(±1) having exactly one −1 on the diagonal. Then, we have the following
bound on the spectral gap of L−1(A− λ1B)L−∗.
1− (λˆ1 − λ1)‖L−1BL−∗‖2 − ‖L−1EL−∗‖2
1+ (λˆ1 − λ1)‖L−1BL−∗‖2 + ‖L−1EL−∗‖2
≤ γ2
γn
≤ 1. (12)
Proof. It follows from (11) that
L−1(A− λ1B)L−∗ = D+ (λ1 − λˆ1)L−1BL−∗ + L−1EL−∗. (13)
By applying Lemma 3 to (13) with F = D and G = (λ1 − λˆ1)L−1BL−∗ + L−1EL−∗, we obtain
2− 2(λˆ1 − λ1)‖L−1BL−∗‖2 − 2‖L−1EL−∗‖2
2+ 2(λˆ1 − λ1)‖L−1BL−∗‖2 + 2‖L−1EL−∗‖2
≤ γ2
γn
(14)
from which the theorem follows. 
Remark 1. The bound shows that the quality of the preconditioner constructed depends on how small λˆ1 − λ1 and
‖L−1EL−∗‖2 are. The latter is known as a stability measure of the incomplete factorization (11) [15].
We now consider a preconditioner constructed with λˆ1 satisfying λˆ1 < λ1. In some problems, a lower bound on the
smallest eigenvalue λ1 can easily be found. For example, if A is positive definite, 0 provides a simple lower bound. In such
cases, it has been suggested in [6] that we can choose this lower bound as λˆ1 and use an incomplete Cholesky factorization
of A− λˆ1B as a preconditioner. Note that A− λˆ1B is now symmetric positive definite and there are many more methods for
the construction of incomplete factorizations for symmetric positive definite matrices than for indefinite ones.
Although the preconditioning scheme is derived from an LDL∗ factorization (7) with either a semidefinite or indefinite
D, it has been observed in [6] that the Cholesky factorization with a positive definite Dworks well in practice. The following
theorem explains this phenomenon.
Theorem 5. Assume that λˆ1 < λ1 and
A− λˆ1B = LL∗ + E (15)
is an incomplete Cholesky factorization. Let η1 ≥ · · · ≥ ηn be the eigenvalues of L−1BL−∗ (i.e. η−1i are the eigenvalues of the
pencil (A− λˆ1B− E, B)). Then, we have the following bound on the spectral gap of L−1(A− λ1B)L−∗.
η1 − η2 − 2‖L−1EL−∗‖2/(λ1 − λˆ1)
η1 − ηn + 2‖L−1EL−∗‖2/(λ1 − λˆ1)
≤ γ2
γn
≤ 1. (16)
If 1− η1 > 0 where  = ‖B− 12 EB− 12 ‖2, we also have
η2(λ2 − λ1 − 2)(1− η1)− 2‖L−1EL−∗‖2
ηn(λn − λ1 + 2)(1+ η1)+ 2‖L−1EL−∗‖2 ≤
γ2
γn
≤ 1. (17)
Proof. It follows from (15) that
L−1(A− λ1B)L−∗ = L−1(A− λˆ1B− (λ1 − λˆ1)B)L−∗
=
(
I − (λ1 − λˆ1)L−1BL−∗
)
+ L−1EL−∗. (18)
Let δ1 ≤ · · · ≤ δn be the eigenvalues of the matrix I − (λ1 − λˆ1)L−1BL−∗. Noting that λ1 − λˆ1 ≥ 0, we have
δi = 1− (λ1 − λˆ1)ηi
for 1 ≤ i ≤ n. Therefore, for any i 6= 1 we have
δi − δ1 = (λ1 − λˆ1)(η1 − ηi).
Applying Lemma 3 with F = I − (λ1 − λˆ1)L−1BL−∗ and G = L−1EL−∗, we see that
(λ1 − λˆ1)(η1 − η2)− 2‖L−1EL−∗‖2
(λ1 − λˆ1)(η1 − ηn)+ 2‖L−1EL−∗‖2
≤ γ2
γn
(19)
P. Quillen, Q. Ye / Journal of Computational and Applied Mathematics 233 (2010) 1298–1313 1303
from which (16) follows. Furthermore, noting that η−11 ≤ · · · ≤ η−1n are the eigenvalues of the pencil (LL∗, B) =
(A− λˆ1B− E, B), we have
|η−1i − (λi − λˆ1)| ≤ ‖B−
1
2 EB−
1
2 ‖2 = .
Then
λi − λ1 − 2 ≤ η−1i − η−11 ≤ λi − λ1 + 2
and
1− η1 ≤ η1(λ1 − λˆ1) ≤ 1+ η1.
Thus, using η1 − ηi = (η−1i − η−11 )ηiη1, we obtain
(λ1 − λˆ1)(η1 − η2) ≥ (λ2 − λ1 − 2)(1− η1)η2,
and
(λ1 − λˆ1)(η1 − ηn) ≤ (λn − λ1 + 2)(1+ η1)ηn.
Substituting them into (19), we obtain (17). 
Remark 2. Note that ηi (1 ≤ i ≤ n) are the eigenvalues of the pencil (B, LL∗) i.e. (B, A − λˆ1B − E). In the case of exact
factorization, that is, E = 0, we have ηi = (λi − λˆ1)−1, which corresponds to the shift-and-invert transformation. Both of
the lower bounds (16) and (17) on the relative spectral gap become
η1 − η2
η1 − ηn =
(λ1 − λˆ1)−1 − (λ2 − λˆ1)−1
(λ1 − λˆ1)−1 − (λn − λˆ1)−1
= η2(λ2 − λ1)
ηn(λn − λ1) (20)
which is expected to be large even for a λˆ1 that is modestly close to λ1.
Remark 3. Consider a nonzero but small E and assume that ‖L−1EL−∗‖2 and ‖B− 12 EB− 12 ‖2 are sufficiently small. If λ1 − λˆ1
is small, we use the bound (17) to obtain that
γ2
γn
≈ η2(λ2 − λ1)
ηn(λn − λ1) .
Note that with the ‘‘shift’’ λˆ1 close to λ1, η2 is expected to be significantly greater than ηn, resulting in accelerated
convergence. On the other hand, if λ1 − λˆ1 is relatively large, we use the bound (16) to obtain that
γ2
γn
≈ η1 − η2
η1 − ηn .
Here, the relative spectral gap between η2 and η1 can be large even when λˆ1 is not very close to λ1. So, in either case, the
preconditioning has the effect of increasing the spectral gap in the way that the shift-and-invert spectral transformation
does.
To illustrate the effects that these preconditioning schemes have on the convergence of the inverse-free algorithm
of [6], we consider an example where A = diag{1, 2, . . . , 1000} and B = diag{1000, 999, . . . , 1}. Since the matrices are
diagonal, we demonstrate the effects of perfect preconditioning. The eigenvalues of (A, B) are given by λi = i1001−i , and
for any θ (k), the eigenvalues of the iteration matrix are σi = i
(
1+ θ (k)) − 1001θ (k) giving a relative spectral gap of the
(unpreconditioned) iteration matrix as 10−3. The solid line in each of the plots in Fig. 1 represents the convergence history
of the unpreconditioned algorithm.
We use the L factor from the complete LDL∗ factorization of A − λˆ1B where λˆ1 =
( 3
4λ1 + 14λ2
)
and L is scaled such that
D = diag(−1, 1, 1, . . . , 1). That is, the diagonal elements of L are
√
|i− λˆ1(1001− i)|, and therefore the eigenvalues of the
pencil (B, LL∗) are
ηi = 1001− i√
|i− λˆ1(1001− i)|
.
Thus, we have ‖L−1BL−∗‖ ≈ 2000. Appealing to the bound (12), we have that
1− (λˆ1 − λ1)‖L−1BL−∗‖
1+ (λˆ1 − λ1)‖L−1BL−∗‖
≈ 1−
1
40002000
1+ 140002000
= 1
3
.
Noting that 13 is much larger than
1
1000 , we expect much better convergence when applying this preconditioner. The
convergence history of the algorithm using this preconditioner is the dashed line in the left-hand plot in Fig. 1. The
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Fig. 1. Convergence histories for λ1 . Left: unpreconditioned (solid), preconditioned using LDL∗ factorization of A− λˆ1B (dashed). Right: unpreconditioned
(solid), preconditioned using the Cholesky factorization of A (dashed).
Fig. 2. Convergence histories using preconditioners generated with variable λˆ1 . λˆ1 = −0.5 (solid), λˆ1 = −5 (dashed), λˆ1 = −10 (dotted).
unpreconditioned iteration requires 627 outer iterations while the iteration preconditioned with L requires only 12 outer
iterations. In both cases, the number of inner iterations here is just one.
Noting that A is positive definite, we have λˆ1 = 0 as a lower bound for the spectrum of (A, B) and wemay use a Cholesky
factor Lˆ of A as a preconditioner. As described above, use of the perfect preconditioner gives a lower bound on the relative
spectral gap of the preconditioned iteration matrix as
1000− 0
2
999 − 0
2
999 − 11000
1000− 11000
= 10002
999
1001
999
1
999999
≈ 1
2
, (21)
a quantity much larger than the relative spectral gap of the unpreconditioned iteration matrix. Using this preconditioner,
we may expect much better convergence than experienced by the unpreconditioned iteration. The convergence history of
the algorithm utilizing this preconditioner appears as the dashed line in the right-hand plot in Fig. 1. Again, the number
of inner iterations is 1. Here, the unpreconditioned iteration requires 627 outer iterations, but the preconditioned iteration
(with preconditioner Lˆ) requires 17 outer iterations.
We note that there is almost no difference between the convergence rates when using the preconditioner from the LDL∗
factorization of the iteration matrix and when using the Cholesky factor of A as the preconditioner. However, as our study
above shows, if λˆ1, the lower bound of our spectrum, is not a decent approximation of λ1, then the preconditioner obtained
from the factor ofA−λˆ1B is of lower quality. Fig. 2 shows the convergence histories of the algorithm for (A, B) preconditioned
by factors of A− λˆ1B for λˆ1 = −0.5,−5,−10. The number of inner iterations is fixed at 4 here. Notice that using these shifts
far away from λ1 diminishes the quality of the preconditioner as the difference λ1 − λˆ1 increases.
4. Block inverse-free Krylov subspace method
Algorithm 2 computes one eigenvalue at a time and can only detect multiplicity of eigenvalues through deflation with
a suitable locking strategy. Even with a suitable locking strategy [16], convergence may suffer significantly in the presence
P. Quillen, Q. Ye / Journal of Computational and Applied Mathematics 233 (2010) 1298–1313 1305
of clustered eigenvalues as examples in Section 6 will show. This is common in methods based on vector iterations and it
is typically dealt with through an iteration with blocks of vectors that computes several eigenvalues simultaneously. We
develop in this section block generalizations of the inverse-free Krylov subspace algorithm.
4.1. Block variant I
Consider an algorithm based on the generic process to compute p eigenvalues of the pencil (A, B). At each iteration,
we construct a subspace from p Ritz pairs (θ (k)i , x
(k)
i ) (for 1 ≤ i ≤ p) and it is clear from Lemma 1 that inclusion of Ritz
vectors and the associated residuals in the search space give a sufficient condition for convergence. Like Algorithm 2, we
can accelerate convergence by using the subspace S(k) = K with
K :=
p∑
i=1
Km(A− θ (k)i B, x(k)i ). (22)
That is, any vector u ∈ K is given by u =∑pi=1 ui where ui ∈ Km(A−θ (k)i B, x(k)i ). Onemay construct a basis for this subspace
by first constructing p bases, say Zi for 1 ≤ i ≤ p of the pKrylov subspacesKm(A−θ (k)i B, x(k)i ), 1 ≤ i ≤ p, and then performing
a global orthogonalization to obtain Z , an orthogonal basis ofK . We remark that the B-inner product is best suited for the
basis construction, as the Ritz vectors are automatically B-orthogonal. The algorithm is detailed in Algorithm 3.
Algorithm 3 Block variant I: direct sum of Krylov spaces
Input: Symmetric A, s.p.d. B, X (1) ∈ Rn×p with X (1)∗BX (1) = Ip, andm ≥ 1.
1: Θ(1) = diag(X (1)∗AX (1))
2: for k = 1, 2, . . . do
3: for i = 1, . . . , p do
4: Construct a basis Zˆi of Km(A− θ (k)i B, x(k)i )
5: end for
6: Orthonormalize
(
Zˆ1 · · · Zˆp
)
to obtain Z
7: Form projection Am = Z∗AZ , Bm = Z∗BZ
8: Compute p smallest eigenpairs (θi, ui), 1 ≤ i ≤ p of (Am, Bm)
9: Θ(k+1) = diag(θ1, . . . , θp); X (k+1) = ZU , U =
(
u1 · · · up)
10: end for
Orthonormality of thematrix Z , though notmandated by the Rayleigh–Ritz process, is desirable as it contributes stability
to the computation of the eigenpairs of the projected problem. Moreover, the two blocks may together be rank deficient.
That is, although Zˆ1 and Zˆ2 are orthonormal matrices by themselves, the larger matrix
(
Zˆ1 Zˆ2
)
may fail to have full column
rank. The detection (and subsequent deletion) of linearly dependent collections of vectors from Zˆ = (Zˆ1 · · · Zˆp) will
be a desirable byproduct of the global orthogonalization step. A weakness of this approach is that any linear dependence
among the blocks Zˆi is only detected after all of them have been formed, despite the inherently parallel process expressed
by the loop in lines three through five. Indeed, if any block is dependent on any other block, its formation and subsequent
removal in the global orthogonalization is a substantial waste. Another weakness is the difficulty in forming the projected
pencil (Z∗AZ, Z∗BZ).
We now show that the basis constructed has an Arnoldi-like structure. Using the Arnoldi process to generate bases of
Km(A− θ (k)i B, x(k)i ) in line four of Algorithm 3 gives the relations
(A− θiB)Zˆi = ZˆiHˆi + wie∗m 1 ≤ i ≤ p (23)
where Hˆi is upper Hessenberg, e∗m = [0, . . . , 0, 1] and Zˆ∗i wi = 0. We have suppressed the superscripts on θi for readability.
Collecting all of the relations (23) we obtain
AZˆ − BZˆ(Θ ⊗ Im+1) = Zˆ Hˆ + Wˆ (24)
where
Hˆ = diag(Hˆ1, . . . , Hˆp) and Wˆ =
(
w1e∗m w2e
∗
m · · · wpe∗m
)
and⊗ is the Kronecker product. Let {e1, . . . , em} be the canonical basis of Rm and let {1, . . . , p} be the canonical basis of
Rp. Define
P :=

e1∗1 e2
∗
1 · · · em∗1
e1∗2 e2
∗
2 · · · em∗2
...
...
...
e1∗p e2
∗
p · · · em∗p
 (25)
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and note that P is a p × m block permutation matrix with blocks of dimension m × p. As Wˆ is a 1 × p block matrix with
blocks of dimension n×m, we may form the product WˆP to obtain
WˆP = w1e∗m
(
e1∗1 e2
∗
1 · · · em∗1
)+ · · · + wpe∗m (e1∗p e2∗p · · · em∗p )
= (0 0 · · · w1∗1)+ · · · + (0 0 · · · wp∗p ) = WE∗m (26)
whereW = (w1 · · · wp) and Em is them× 1 block matrix of p× p blocks whosemth block is Ip, the identity of order p.
Post-multiplying (24) by P , noting that Imp = PP∗, and applying (26) we obtain
A(ZˆP)− B(ZˆP)P∗(Θ ⊗ Im)P = (ZˆP)(P∗HˆP)+WE∗m. (27)
Investigating further, we find that P∗(Θ ⊗ Im)P = (Im ⊗ Θ). Furthermore, the ij block of P∗HˆP is a diagonal matrix whose
entries are the ij entries of each matrix Hˆk, 1 ≤ k ≤ p. Thus, P∗HˆP is block upper Hessenberg with a lower bandwidth of p.
Revisiting (24), we now write
AZ˜ − BZ˜(Im ⊗Θ) = Z˜ H˜ +WE∗m (28)
where Z˜ = ZˆP = (Z˜1 · · · Z˜m) and H˜ = P∗HˆP . The relation (28) generalizes the standard equation of the Arnoldi process.
However, Z˜ is not a globally orthogonal basis.
Algorithm 3 further explicitly orthogonalizes the columns of Zˆ , or rather, the columns of Z˜ . Orthogonalizing the columns
of Z˜ yields the QR factorization Z˜ = ZR. Substituting into (28), we obtain
AZR− BZR(Im ⊗Θ) = ZRH˜ +WE∗m. (29)
Using E∗mR−1 = R−1mmE∗m, we therefore have
AZ − BZ(R(Im ⊗Θ)R−1) = Z(RH˜R−1)+ (WR−1mm)E∗m, (30)
where the matrix RH˜R−1 maintains its block Hessenberg and its banded structure since R is upper triangular.
4.2. Block variant II—A block Arnoldi-like process
Investigating relation (28) on a block-by-block basis reveals that
AZ˜j − BZ˜jΘ =
j+1∑
k=1
Z˜kH˜kj (31)
for each j : 1 ≤ j ≤ m− 1, and
AZ˜m − BZ˜mΘ =
m∑
k=1
Z˜kH˜kj +W . (32)
This is quite reminiscent of the Arnoldi recurrence and motivates us to redefine the block entries in the block upper
Hessenbergmatrix to impose orthogonality on the blocks of Z˜ . Indeed, (31) and (32) suggest that we build a basis for a block
Krylov-like subspace by means of an Arnoldi-like process performed with respect to the linear operator op : Rn×p → Rn×p
defined by op(X) := AX−BXΘ . To this end, suppose that the inner productwewish toworkwith is defined by the symmetric
positive definite matrixM . Given an arbitrary block Z1 such that Z∗1MZ1 = I , we develop
W = AZ1 − BZ1Θ − Z1H11 (33)
with H11 = Z∗1M(AZ1 − BZ1Θ). We then define Z2 and H21 by W = Z2H21, the QR factorization of W with respect to the
M-inner product.Wemay then continue to develop Z3, . . . , Zm in a similarmanner. Indeed, applying Arnoldi to op(·) to build
a block variant of Algorithm 2 seems to be a natural block extension of the algorithm, from merely a notational standpoint.
The algorithm for constructing this basis is detailed below, a complete block algorithmwill have the same form as Algorithm
3 with lines 3 to 6 there replaced by Algorithm 4.
By construction, we obtain an orthonormal matrix Z and a block upper HessenbergH . Furthermore, we have the Arnoldi-
like relation
AZ − BZ(Im ⊗Θ) = ZH +WmE∗m (34)
where Z∗MWm = 0. It is interesting to note that Algorithm 4 does not take advantage of any of the possible symmetries of
A, B, or Θ . Indeed, one would hope that in our case, where A and B are both symmetric, and Θ is diagonal, we could then
reduce the Arnoldi-like algorithm to a Lanczos-like algorithm, however, the presence of Θ does not allow this. If Θ is a
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Algorithm 4 Arnoldi-like process for the operator op(X) := AX − BXΘ
Input: A, B ∈ Rn×n,Θ ∈ Rp×p, s.p.d.M , Z1 ∈ Rn×p, with Z∗1MZ1 = Ip, andm ≥ 1.
1: for j = 1, . . . ,m do
2: Wj = AZj − BZjΘ
3: for i = 1, . . . , j do
4: Hij = Z∗i MWj
5: Wj = Wj − ZiHij
6: end for
7: ComputeWj = Zj+1Hj+1,j, the QR factorization ofWj with respect 〈·, ·〉M .
8: end for
multiple of the identity, then of course we have such a reduction, but in general this will not be the case. Also, if B = I and
the usual inner product is used, the algorithm reduces to the usual block Lanczos and we may use a short-term recurrence.
Just as with the usual block Arnoldi/Lanczos processes, for some j, the matrixWj generated by Algorithm 4may not have
full column rank, ormay have nearly linearly dependent columns. Indeed, this situation should be revealedwhen attempting
to compute the QR factorization ofWj, and the offending columns should be deleted altogether, or replaced. We note that
for the usual block Lanczos, Golub and Underwood [17] recommend replacing the dependent columns while Cullum and
Willoughby [8] advocate dropping the offenders.
Since our purpose of using the block algorithm here is to find eigenvalues in clusters (or with multiplicities) of size up to
p, it is desirable to maintain the size of the block at p. We therefore advocate replacing the linearly dependent columns in
Wj by random vectors.
We further note that the need for replacing the linearly dependent columns can be seen by examining the special case
B = I , where our block algorithm reduces to the standard block Lanczos algorithm. Here the rank deficiency of a block may
simply come as a result of the undesirable situation that the vectors z(1)1 , . . . , z
(1)
p in the initial block Z1 all belong to some
Krylov subspaceK`{A, c}, in which case the block Lanczos starting with Z1 will not be able to find any multiple eigenvalue
since the block Krylov subspace generated is a subspace of K`{A, c}. We note that in this case, after at most ` + 1 block
Lanczos steps, the new block must become rank deficient. So, rank deficiency of Wj may signal inadequacy of the block
subspace used and we need to introduce new vectors to expand the subspace.
Suppose at step 4 of Algorithm 4, we have a rank deficientWj with rank pˆ and we have computed the QR factorization
Wj = Zˆj+1Hˆj+1,j with an n× pˆ orthonormal Zˆj+1 and a pˆ× p upper triangular Hˆj+1,j. To complete the block, we may generate
an orthonormal n× (p− pˆ) block Wˆj+1 that is orthogonal to Z1, . . . , Zj and Zˆj+1 and then construct
Zj+1 =
(
Zˆj+1 Wˆj+1
)
, Hj+1,j =
(
Hˆj+1,j
0
)
.
Clearly,Wj = Zj+1Hj+1,j is satisfied and we may continue the construction with Zj+1.
In our implementation, Wj = Zj+1Hj+1,j is computed by the modified two-sided Gram–Schmidt process with the
tolerance used for declaring linear dependence set to the machine precision. In our numerical tests, this only occurs
occasionally, typically when an eigenpair is nearly converged.
With the block Arnoldi-like process, we may construct a block variant of Algorithm 2 which differs from block variant I
only in the choice of subspace at each step. Indeed, we note that by examining the relation (34) on a vector-by-vector basis,
it is easy to see that the subspace spanned by the columns of Z as constructed by Algorithm 4 differs from the subspaceK .
Notably, however, each of the variants reduces to Algorithm 2 when m = 1. We note that the use of either block variant
allows us to compute and store the products AZ and BZ throughout the development of the basis. Formation of the projection
maybeobtained at the cost of applying Z∗ to each of these storedblocks for a total of 2(mp)2(2n−1) floating point operations.
4.3. Preconditioning
As the block variants reduce to Algorithm2when the block size is one, we follow the preconditioning strategy considered
for the single vector algorithm to accelerate convergence. Since we use the block algorithm to compute p eigenvalues
λ1, . . . , λp in a cluster, we may find a single approximate eigenvalue for the whole cluster λˆ1 ≈ λ1, . . . , λp and compute
an incomplete factorization of A − λˆ1B = LDLT + E. We then apply a block algorithm to the transformed problem (6),
i.e. (L−1AL−∗, L−1BL−∗). This can be carried out implicitly and we repeat the discussion found in [6]. Since the block Arnoldi-
like process (variant II) is the one we use in our implementation, we present the preconditioning strategy in the context of
Algorithm 4.
The block Arnoldi-like recurrence for (Aˆ, Bˆ) for the construction of a basis Zˆ orthogonalwith respect to the Bˆ inner product
is given by
Zˆj+1Hj,j+1 = AˆZˆj − BˆZˆjΘ −
j∑
i=1
ZˆiHij (35)
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where Hij = Zˆ∗i Bˆ(AˆZˆj − BˆZˆjΘ). Substituting Aˆ := L−1AL−∗ and Bˆ := L−1BL−∗ into above, we obtain Hij = Zˆ∗i L−1BL−∗L−1
(AL−∗Zˆj − BL−∗ZˆjΘ). Defining Zj := L−∗Zˆj, we see that
Hij = Z∗i BL−∗L−1(AZj − BZjΘ), (36)
and we have the recurrence
Zj+1Hj,j+1 = L−∗L−1(AZj − BZjΘ)−
j∑
i=1
ZiHij (37)
defining the preconditioned block Arnoldi-like process. We note that as (35) constructs a basis Zˆ which is orthogonal with
respect to the inner product defined by Bˆ, the relation (37) constructs a basis Z which is orthogonal with respect to the
inner product defined by B. To incorporate the preconditioned block Arnoldi-like process, we carry out the Rayleigh–Ritz
projection as usual by forming (Z∗AZ, Z∗BZ). A complete preconditioned block algorithm has the same form as Algorithm 3
with lines 3 to 6 there replaced by the preconditioned block Arnoldi-like process for op(X) := AX − BXΘ below.
Algorithm 5 Preconditioned Arnoldi-like process for op(X) := AX − BXΘ
Input: A, B ∈ Rn×n,Θ ∈ Rp×p, s.p.d.M , Z1 ∈ Rn×p, with Z∗1MZ1 = Ip,m ≥ 1, and L ∈ Rn×n
1: for j = 1, . . . ,m do
2: Wj = L−∗L−1(AZj − BZjΘ)
3: for i = 1, . . . , j do
4: Hij = Z∗i MWj
5: Wj = Wj − ZiHij
6: end for
7: ComputeWj = Zj+1Hj+1,j, the QR factorization ofW with respect 〈·, ·〉M .
8: end for
5. A robust black-box implementation
We have worked out a black-box implementation of Algorithm 5 in Matlab. The program is called BLEIGIFP and is
available at http://www.ms.uky.edu/~qye/ for download. This section discusses some extra steps taken in the development
of this program, which includes deflation, an LOBPCG type acceleration and a strategy for adaptively choosing a block size.
In addition, we have implemented the strategy to adaptively select the number of inner iterationsm that is derived in [14].
Adaptively selecting block size and inner iterations is implemented as optional.
5.1. Deflation of converged eigenvectors
Suppose that we have a collection of j Ritz vectors that have converged to the eigenvectors corresponding to the j
algebraically smallest eigenvalues λ1 ≤ · · · ≤ λj of the pencil (A, B). Suppose further that we have still not obtained all
of the desired eigenpairs. Iterating the outer loop in either of the block variants with the converged Ritz pairs will lead to
extra computation. To avoid superfluous computation, one usually removes the converged eigenvectors via a process called
deflation, and there are at least two ways to go about this; deflation schemes are discussed in [8,18–20].
Explicit deflation removes the j Ritz vectors from the initial block and makes use of the observation that given any j× j
diagonal matrixΣ , the pencil
(A+ BXjΣX∗j B, B) (38)
has eigenvalues λ1+σ1, λ2+σ2, . . . , λj+σj, λj+1, . . . , λn. Here, Xj denotes thematrixwhose columns are the j eigenvectors
corresponding to the eigenvaluesλ1, . . . , λj. By all accounts, this idea is attributed toHotelling, and is easy to verify by noting
that the matrix X of eigenvectors of (A, B) simultaneously diagonalizes A and B. Indeed, in an implementation of Algorithm
2, Money and Ye [14] use this technique to successively compute eigenpairs from the left end of the spectrum. They take
special care, however, to choose σ1, . . . , σj such that λp+1 < λi + σi < λn, 1 ≤ i ≤ j so as to preserve the convergence
properties of the algorithm. That is, such choices of σi will not necessarily degrade the convergence of each Ritz pair, as the
interval which determines the rate of convergence is interfered with minimally, if at all. The block variant of the algorithm
may be applied to the pencil (38) with a block size of p− j in order to resolve the remaining p− j desired eigenpairs.
As pointed out in [16], the threshold for considering an approximate eigenvector converged and locked for the purpose
of deflation may need to be smaller in order to maintain certain accuracy in additional eigenvalues to be computed. In our
implementation, the default stopping criterion for locking an approximate eigenpair (θ, x) is
‖Ax− θBx‖/‖x‖ < 10√np(‖A‖ + |θ |‖B‖)u
where u is the machine precision. This is the same deflation criterion as used in EIGIFP.
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5.2. Adding the previous Ritz vector
Knyazev’s LOBPCG algorithm [10] is essentially the steepest descent algorithm with the previous iterate added. In fact,
Knyazev adds the vector d(k) = x(k) − x(k−1) to the steepest descent subspace, provided that it is significant. Simply adding
this vector gives a notable increase in the rate of convergence. In view of this, the EIGIFP implementation [14] also adds
the vector d(k) to the subspace Km(A − ρ(k)B, x(k)), which shows a similar increase in convergence. Motivated by these
experiments, we also add the block of difference vectors to our subspace. We point out that as of yet, there is no theory
defining just how addition of this vector affects the rate of convergence of schemes in the form of our generic eigensolver,
althoughmany have observed the benefit [10,21,14,22]. Moreover, it has been noted that the addition of any more previous
iterates, say the past two or three previous iterates, does not give a corresponding acceleration.
To form the Rayleigh–Ritz projection on the subspace with d(k) added, we need Ad(k) and Bd(k), which can be updated
recursively. However, instability may arise due to roundoff errors in updating Ad(k) and Bd(k). So we may occasionally
need to explicitly compute them. This increases the number of matrix-vector multiplications somewhat, but usually not
significantly.
5.3. Adaptively choosing the block size
The block methods described above are easily modified to include a scheme for the adaptive choice of block size as in
[23,24]. Indeed, all that is required is a test for clustering of Ritz values and then, if necessary, increase of the block size.
Due to the inner–outer iteration structure of the algorithms, changing the block size does not complicate construction of
the basis in any way; vectors must simply be added to the initial block. The newly added vectors should be B-orthonormal
to the current vectors, and the corresponding eigenvalue approximations should be chosen as the Rayleigh quotients of the
new vectors.
As in the adaptive block Lanczos procedure in [24], we are only interested in possible clusters which exceed our current
block size, since presence of such clusters degrade convergence of our algorithms. As in [24], in order to detect such a cluster,
we need to maintain the block size greater than the currently known cluster size so that a potentially larger cluster size can
be detected. Therefore, if the current block size is p, we increase it by 1 when a cluster of size p is detected. To determine
whether the p Ritz values θ1, . . . , θp form a cluster, we use the following criterion
θp − θ1
spreadθ
≤ η (39)
where η is some threshold and spreadθ = (θmax − θ1)/n and θmax is the maximum Ritz value. Namely, we consider the first
p Ritz values a cluster if its spread θp − θ1 is less than η relative to an approximate average spread of the spectrum spreadθ .
In our implementations, we have used η = 10−4.
Clearly, there are situations that the heuristic (39) may falsely indicate a larger cluster size than is really there. Therefore,
a limit on the block size should be imposed. Of course, setting the block size to be the size of the largest known cluster is
ideal, however, this may not always possible.
6. Numerical examples
In this section, we present some numerical examples to demonstrate the capability and efficiency of BLEIGIFP. We shall
test various options available in BLEIGIFP and compare it with EIGIFP [14] and LOBPCG [10]. We have chosen to compare
with these two closely related algorithms as they are the ones that the present algorithm attempts to improve on; we
refer to [12,14] for some testing results comparing this class of methods with various other methods. When used without
preconditioning and when the block size is set to one and is not adapted, BLEIGIFP is theoretically equivalent to EIGIFP. On
the other hand, when the number of inner iteration (innerits) is set to one and the block size is fixed, BLEIGIFP is theoretically
equivalent to LOBPCG, although the BLEIGIFP implementation carries some overhead cost in this case.
We note that BLEIGIFP is designed to reliably detect and compute multiple and clustered eigenvalues efficiently, with
which some overhead costs are associated. For example, by adaptively choosing the block size to detect multiplicity or
clusters, we need to use a block size that is greater than the cluster size by 1, while the optimal block size would be exactly
the cluster size which is assumed to be unknown. Therefore it usually uses more matrix-vector multiplications in the end
when compared with one that uses an optimal block size. The advantage of adapting the block size properly is a reduction
in the outer iterations as well as detecting a cluster correctly.
In our experiments, we compare the number of outer iterations, the number of matrix-vector multiplications and CPU
time used by each of the methods. All examples are run in Matlab 7.4 on a machine with two Dual-core AMD Opteron
processors and 4 GB of RAM running Debian Linux.
Example 1. We consider the Laplacian eigenvalue problem
−∆u(x) = λu(x) x ∈ Ω
u(x) = 0 x ∈ ∂Ω (40)
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Fig. 3. Mesh for barbell shaped domain.
Fig. 4. Convergence history for the two algebraically smallest eigenvalues of (A, B) for the single vector iteration (dashed line) and the BLEIGIFP
(solid line) Left: λ1 , Right: λ2 .
with Ω being the barbell shaped domain depicted in Fig. 3. Using Matlab’s PDE toolbox, it is discretized by the finite
element method on amesh containing 2713 nodes, of which 2441 are interior nodes. This results in the discretized problem
Ax = λBxwith A and B symmetric positive definite matrices of dimension 2441× 2441; the Dirichlet boundary conditions
are eliminated in the construction of these matrices. The pencil (A, B) has eigenvalues occurring in small clusters of two due
to the binodal structure of the domain. In fact the two algebraically smallest eigenvalues match to five significant digits.
We first compare the block algorithm with the single vector iteration (EIGIFP). Here, the numerical result on vector
iterations is based on EIGIFP. For each of the codes, convergence is declared when the residual of the given Ritz pair is
smaller than 10−12. For EIGIFP, the second eigenpair is computed by deflating the first eigenpair as described in [14]. We use
the same random initial vectors for both EIGIFP and BLEIGIFP. Fig. 4 shows the convergence histories for the two algebraically
smallest eigenvalues plotted against the number of outer iterations. In both cases, the number of inner iterations is fixed
at four to facilitate a comparison. For the block method, the block size is initially two and is not adapted. Note that the
single vector iteration exhibits a sawtooth convergence history for the first eigenvalue, as the Ritz vector gets polluted by
the components in the second eigenvector which are slowly resolved. The single vector iteration required 942matrix-vector
multiplies to approximate the first eigenpair and 534 to compute the second. The block method, on the other hand required
only 957 matrix-vector multiplies to compute both eigenpairs. See Table 1 for more details.
We then compare BLEIGIFP with LOBPCG, for both of which the block size is set to 2. With the cluster size being 2,
LOBPCG has no difficulties resolving the cluster. Convergence is declared when the residual norm falls below 10−8 and both
methods are run with the same random initial blocks. When the number of inner iterations (innerits) is fixed at one, the two
are comparable and Fig. 5 illustrates the qualitative similarities in convergence.We also run BLEIGIFPwith adaptive choice of
inner iterations and the results are given on the same figure (dotted lines). The adaptive strategy clearly reduces the number
of outer iterations required. More details may be found in Table 1. We note that the extra matrix-vector multiplications
over two times outer iterations in BLEIGIFP are associated with additional cost in our implementation of adding previous
approximates to the subspace.
Our next example illustrates how adaptive block sizing can accelerate convergence to a cluster.
Example 2. We consider the exact same generalized eigenvalue problem as in Example 1, only this time, the two
algebraically smallest eigenpairs of (A, B) already computed are deflated (to give a pencil (Aˆ, B)) in order to compute the
next two eigenvalues, which are in a cluster of size four. Here convergence is declared when the two-norm of the residual
is reduced to 10−8. Starting from two random vectors, LOBPCG with block size two is executed to compute the two smallest
eigenvalues of (Aˆ, B) (i.e. the third and the fourth of (A, B)). LOBPCG successfully drives the residuals to 10−8; however, the
method requires 4094 outer iterations and a total of 8188 matrix-vector multiplications to do so. Starting with the same
block of two random vectors as in LOBPCG, BLEIGIFP with the number of inner iterations fixed at one and with our adaptive
block size selection strategy requires only 254 outer iterations and 1124matrix-vectormultiplications to drive the residuals
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Fig. 5. Convergence history for the two algebraically smallest eigenvalues of (A, B) for LOBPCG (dashed line), BLEIGIFP with 1 inner iteration (solid line),
and BLEIGIFP with adaptive inner iterations (dotted line). Left: λ1 , Right: λ2 .
Table 1
Summary of comparisons between EIGIFP, BLEIGIFP, and LOBPCG.
Method Matvecs Outer iterations CPU time (s)
Example 1. EIGIFP vs. BLEIGIFP (fixed innerits = 4)
EIGIFP 1476 370 2.65
BLEIGIFP 957 117 1.98
Example 1. LOBPCG vs. BLEIGIFP (fixed innerits = 1 and adaptive innerits)
LOBPCG 674 338 1.25
BLEIGIFP (innerits = 1) 764 338 2.13
BLEIGIFP (adaptive) 734 298 1.99
Example 2. LOBPCG vs. BLEIGIFP (adaptive blocking) without preconditioning
LOBPCG 8188 4094 15.30
BLEIGIFP 1124 254 4.28
Example 2. LOBPCG vs. BLEIGIFP (adaptive blocking) with IC(0) preconditioning
LOBPCG 3024 1512 10.51
BLEIGIFP 485 118 2.33
Example 3. LOBPCG vs. BLEIGIFP (adaptive blocking) without preconditioning
LOBPCG 948 474 12.68
BLEIGIFP 2121 360 39.08
Example 3. LOBPCG vs. BLEIGIFP (adaptive blocking) with IC(0) preconditioning
LOBPCG 262 131 5.92
BLEIGIFP 469 131 11.59
to 10−8. Upon convergence of BLEIGIFP, we also have good estimates to the other eigenpairs in the block. Fig. 6 shows the
convergence histories for both LOBPCG and BLEIGIFP for the two algebraically smallest eigenpairs of (Aˆ, B).
Similar behavior is observed in the presence of preconditioning. We use an incomplete Cholesky factorization with zero-
fill (IC(0)) of A as the preconditioner for both LOBPCG and BLEIGIFP. Both methods require roughly half the outer iterations.
Detailed results are listed in Table 1.
Notably, the difficulty in convergence exhibited by LOBPCG is not an artifact of the construction of the operator. That
is, the accuracy of the smallest eigenpairs deflated from (A, B) to generate the operator (Aˆ, B) is not responsible for the
poor convergence as may be the case sometimes [16]. Indeed, with an initial blocksize of 4, LOBPCG only requires 464 outer
iterations, indicating that convergence suffers due to the insufficient initial block size.
Example 3. We consider the same Laplacian eigenvalue problem (40) but this time the domainΩ is a four node barbell as
in Fig. 7. Again the discretization (A, B) of the continuous problem is achieved using theMatlab PDE toolbox for ameshwith
12513 nodes, of which 11553 nodes are interior to the domain. Starting from a block of two random vectors, LOBPCG and
BLEIGIFP with adaptive block sizing and adaptive updating of the number of inner iterations are used to compute two of the
smallest eigenvalues of the pencil (A, B). As in the previous example, convergence is declared when the two-norm residual
of the Ritz pairs falls below 10−8. Unlike the previous example, LOBPCG with a block size of two experiences no trouble in
resolving two eigenvalues without detecting them being in a cluster of four. LOBPCG requires 474 outer iterations and thus
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Fig. 6. Convergence history for the two algebraically smallest eigenvalues of (Aˆ, B) for LOBPCG (dashed line) and BLEIGIFP with adaptive block sizing
(solid line). Left: λ1 , Right: λ2 .
Fig. 7. Mesh for four node barbell shaped domain.
Fig. 8. Convergence history for the two algebraically smallest eigenvalues of (A, B) for LOBPCG (dashed line) and BLEIGIFP with adaptive block sizing
(solid line). Left: λ1 , Right: λ2 .
948matrix-vector multiplications. On the other hand, BLEIGIFP, which detects the cluster and adaptively increase the block
size from two to five, requires 360 outer iterations. The total matrix-vector multiplications is significantly more at 2121 but
this is due to using a larger block size to adapt to the cluster size. Of course, when ourmethod finds the first two eigenvalues
to the required tolerance at iteration 360, it has also computed decent approximations to the third and fourth eigenpairs in
the cluster. Fig. 8 shows the convergence histories for the smallest two eigenvalues of (A, B) and Table 1 gives more details.
Similar behavior is observed when using a no-fill incomplete Cholesky factorization of A as a preconditioner. LOBPCG
requires 131 outer iterations and about 262 matrix-vector multiplications, while our method requires 131 outer iterations
and 469 matrix-vector multiplications.
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7. Conclusion
We have presented an analysis explaining some observed behavior of the preconditioning strategies suggested in [6] for
the symmetric generalized eigenvalue problem.We have also derived a block variant of the inverse-free algorithm of [6] and
a robust black-box implementation. Numerical examples show that this algorithm is competitive and can effectively detect
multiple and clustered eigenvalues. In particular, if the multiplicity or the cluster size is known in advance, we can choose
and fix the block size accordingly inwhich case BLEIGIFP is comparable to existing algorithms. However, if themultiplicity or
the cluster size is not known, by adapting the block size to a proper one, BLEIGIFP could significantly accelerate convergence
to clustered eigenvalues, when compared with a block algorithm using an insufficient block size. As might be expected, this
gain in reliability is achievedwith somebut not significant cut in performance in terms of extramatrix-vectormultiplications
and CPU time.
While our numerical experimentswith the blockmethod demonstrate its convergence properties, we have yet to develop
a local convergence theory of the block method, which is left to a future work.
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