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MARTIN BOUNDARY COVERS FLOYD BOUNDARY
ILYA GEKHTMAN, VICTOR GERASIMOV, LEONID POTYAGAILO, AND
WENYUAN YANG
Abstract. For finitely supported random walks on finitely generated
groups G we prove that the identity map on G extends to a continuous
equivariant surjection from the Martin boundary to the Floyd bound-
ary, with preimages of conical points being singletons. This yields new
results for relatively hyperbolic groups. Our key estimate relates the
Green and Floyd metrics, generalizing results of Ancona for random
walks on hyperbolic groups and of Karlsson for quasigeodesics. We then
apply these techniques to obtain some results concerning the harmonic
measure on the limit sets of geometrically finite isometry groups of Gro-
mov hyperbolic spaces. .
1. Introduction
It is a common thread in geometric group theory to relate asymptotic
properties of random walks on a group to the dynamics of its action on
some geometric boundary. The Green metric dG(., .) associated to a random
walk µ on the group G is roughly defined to be minus the logarithm of the
probability that a random path starting at the first point ever reaches the
second [4]. Its horofunction boundary ∂MG is called the Martin boundary
of (G,µ) (see Section 2 for more details).
The geometric boundary we consider is the Floyd boundary. The Floyd
metric δfo (., .) at a basepoint o ∈ G is obtained by rescaling the word metric
by a suitable scalar function f : R+ → R+. The function f is called Floyd
function whose definition makes the corresponding Cauchy completion Gf
of the Cayley graph to be compact. The set ∂fG = Gf \ G is called the
Floyd boundary (see Section 3 for more details).
One of the main results of the paper which confirms the above mentioned
comparison principle is the following inequality which relates the probabilis-
tic metric dG with the geometric metric δ
f
o .
Theorem 1.1 (Theorem 4.1). Let G be a finitely generated group and f a
Floyd function on G. Let µ be a probability measure on G whose support
generates G. Let dG be the Green metric associated to µ.
Assume that one of the following conditions holds:
a) The support of µ is finite; or
b) The measure µ has superexponential moment and x2+αf(x) → 0
(x→∞) for some α > 0.
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Then there exists a decreasing function A : R+ → R+ such that ∀x, y, z ∈
G one has:
dG(x, y) + dG(y, z) ≤ dG(x, z) +A(δfy (x, z)). (1)
An analog of the inequality (1) in the context of word hyperbolic groups
and finitely supported measures is due to A. Ancona [1] and claims that
there exists a constant C such that one has
dG(x, y) + dG(y, z) ≤ dG(x, z) +C, (Ancona)
where the points x, y, z lie in this order on the geodesic G in the Cayley
graph. The extension to measures of infinite support is due to Gouezel
[27]. There are two essential differences between the inequality (1) and the
Ancona inequality. Unlike the function A(·), the constant C in the Ancona
inequality is a uniform constant (depending on the hyperbolicity constant
of the group). On the other hand, in the inequality (1) the distinct triple
{x, y, z} does not necessarily belong to one geodesic.
The Ancona inequality reflects the hyperbolic nature of the metric dG in
a hyperbolic group. It has sparked a fruitful line of research (see [5], [32] for
more details).
We obtain the inequality (1) as a consequence of the following statement
(see Section 5 for a more general statement).
Theorem 1.2. (Theorem 5.2). There exists a function R : R+×R+ → R+
such that for every ε > 0 the probability that a random path from x to
y passes through a ball centered at z of radius R(δfz (x, y)) is greater than
1− ε.
There is another inequality due to A. Karlsson [33, Lemma 2.1] which
states the following:
d(v, [x, y]) ≤ K(δv,f (x, y)), (Karlsson)
where [x, y] is a (quasi-)geodesic between the vertices x and y and K :
R+ → N is a decreasing function. One can restate Karlsson inequality in
the following form:
Karlsson’s lemma. For every ε > 0 there exists R = R(ε) such that the
condition δfv (x, y) > ε implies that d(v, [x, y]) ≤ R.
So if one replaces the ”random path” by ”(quasi)-geodesic” the Theorem
above becomes Karlsson’s lemma and vice versa. The Karlsson inequality
in its turn admits many corollaries for relatively hyperbolic groups (see [21],
[22], [24], [25]). It was one of our initial motivations to relate the Martin
and Floyd compactifications.
To complete this discussion let us recall the classical Gromov inequality
for δ-hyperbolic graphs:
d(v, [x, y])− δ < (x.y) < d(v, [x, y]), (Gromov)
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where (x.y) is the Gromov product (which is replaced by the Floyd distance
in our case)[29].
Note that the left-hand side of the Gromov inequality is not true when
the Cayley graph is not hyperbolic, in particular in the case of a relatively
hyperbolic groups it is not satisfied for the horospheres at parabolic points.
Here an horosphere at a point is the set of all bi-infinite geodesics all based at
this point (necessarily not conical). We refer to Section 3 where all standard
definitions are given (e.g. conical points, parabolic points, horospheres etc).
We use Theorem 1.1 in our next result to prove that the Martin boundary
∂MG associated to (G,µ) covers the Floyd boundary ∂fG.
Theorem 1.3 (Theorem 7.4). Let G, µ and f be as in Theorem 1.1.
The identity map on G induces a continuous G-equivariant surjection pi :
∂MG→ ∂fG. Moreover, the preimage of any conical point of ∂fG is a single
point.
If every point of ∂fG is conical then the map constructed in Theorem
1.3 is a homeomorphism, recovering a result of Ancona [1] for hyperbolic
groups.
Most of the applications of Theorems 1.1 and 1.3 deal with relatively
hyperbolic groups. If a group G is relatively hyperbolic with respect to a
finite collection P of subgroups there exists a compactum T = ∂BG (the
Bowditch boundary) on which the action of G is geometrically finite, i.e. it
is a minimal convergence action and every point of ∂BG is either conical or
bounded parabolic [6].
Then for an exponential Floyd function f : n ∈ N→ λn ∈ R (λ ∈ (0, 1)),
there is a continuous equivariant surjection [22]:
φ : ∂fG→ ∂BG.
Moreover, the map
ψ = φ ◦ pi : ∂MG→ ∂BG
is a continuous G-equivariant surjection with |ψ−1(q)| = 1 for every conical
q ∈ ∂BG (note, ∂BX contains at most countably many nonconical points).
In [12] the authors use Theorem 1.1 as a crucial ingredient to precisely
identify the Martin boundary ∂MG when G is relatively hyperbolic with
respect to a system of virtually abelian subgroups. In particular it is shown
in [12] that if p ∈ ∂BG is a parabolic point with stabilizer which contains
Zd as a subgroup of finite index then ψ−1(p) is homeomorphic to Sd−1.
A point z on a (quasi-)geodesic α is called (ε,R)-transition point if for
any horosphere P one has α ∩ B(v,R) 6⊂ Nε(P ) where B(v,R) denotes the
ball centered at v of radius R, and Nε(P ) is an ε-neighborhood of P .
Theorem 1.1 has the following consequence:
Corollary 1.4 (Corollary 6.4). Let G be hyperbolic relative to a collection
of subgroups, and let µ be a probability measure on G with superexponential
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moment and support generating G. If x, y, z ∈ G lie on a word geodesic α,
and y is an (ε,R)-transition point between x and z then
dG(x, y) + dG(y, z) ≤ dG(x, z) +A
where A depends only on (ε,R), and µ.
For hyperbolic groups, every point on a word geodesic is a transition point
and every point of the Bowditch boundary is conical, so the above inequality
implies the Ancona’s inequality for hyperbolic groups.
We note that Theorem 1.1 and Corollary 1.3 are proved for arbitrary
finitely generated groups. Furthermore, unlike that of Ancona, our proofs
of them on neither potential theory nor hyperbolic geometry.
We denote below by ∂minM G the set of points of the Martin boundary ∂MG
which correspond to minimal harmonic functions (see Section 6), every point
of this subset is called minimal. In the following result we describe the subset
of minimal points of the preimage of the limit set of a fully quasiconvex
subgroup H of G acting cocompactly on the complementary set of its limit
set (see Section 7):
Theorem 1.5 (Proposition 8.1). Let pi : ∂MG → ∂fG be the map from
Theorem 1.3. Let H < G be a subgroup acting cocompactly on X \ ΛH.
Then
pi−1(ΛH) ∩ ∂minM G ⊆ ∂MH, (2)
where ∂MH denotes the set of accumulation points of H in GM.
As a consequence we obtain that every bounded parabolic subgroup being
fully quasiconvex satisfies this Theorem. Furthermore it yields a uniform
constant C such that every sequence (xn) converging to a minimal point in
the preimage of a parabolic point p on the Bowditch boundary is situated
in a C-neighborhood of a sequence on ∈ H (see Corollary 8.3).
We use Theorems 1.1 and 1.3 to prove some results concerning the har-
monic measures on boundaries of a group. Consider a group G acting by
isometries on some proper geodesic Gromov hyperbolic metric space X. We
say that the action GyX is geometrically finite if it is on ∂X. There are
two natural classes of measures on the Gromov boundary ∂X associated
with the action. One consists of quasiconformal, or Patterson-Sullivan mea-
sures (for lattices in rank 1 symmetric spaces, these coincide with Lebesgue
measure). The other consists of stationary or harmonic measures, which are
limits of convolution powers of measures on G. Comparing these two classes
of measures has been a question of considerable interest and was our second
motivation. We prove
Theorem 1.6 (Theorem 11.3). Let X be a proper geodesic Gromov hyper-
bolic space and G < Isom(X) geometrically finite with at least one parabolic
subgroup. Let µ be a symmetric probability measure on G with superexponen-
tial moment whose support generates G. Let ν be a µ-stationary measure
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on ∂X and κ any G quasiconformal measure on ∂X. Then ν and κ are
singular.
This generalizes a result of Blachere-Haissinsky-Mathieu [5, Proposition
5.5] who proved an analogue where G is a word hyperbolic group which acts
on X with parabolics. In particular, since Lebesgue measure is conformal for
lattices in rank 1 symmetric spaces the following is an immediate corollary:
Corollary 1.7. Let G be a nonuniform lattice in a rank 1 symmetric space
X. Let µ be a symmetric measure on G with superexponential moment whose
support generates G. Then the µ-stationary measure on ∂X is singular to
the Lebesgue measure.
When X = H2 the analogue of Corollary 1.7 has been independently
obtained by [5], by Gadre, Maher, and Tiozzo in [18], and by Deroin ,
Kleptsyn and Navas in [13]. Finally, we construct and study the so called
harmonic invariant measure for random walks satisfying the inequality (1).
Theorem 1.8 (Theorem 10.1). Let G and µ be as in Theorem 1.1, and
µˆ be the reflection of µ. Let ν (resp. νˆ) be the unique µ stationary (resp.
µˆ stationary) probability measure on ∂fG. Then there exists a G-invariant
Radon measure on ∂fG× ∂fG \∆(∂fG) in the measure class of νˆf × νf .
If X is a Riemannian manifold of negative curvature bounded away from
0, or more generally a proper CAT (−1) space, then the following is true.
Theorem 1.9 (Theorem 10.4). Let µ be a finitely supported generating
measure on a geometrically finite G < Isom(X), and µˆ its reflection. Let ν
(resp. νˆ) be the µ stationary (resp. µˆ stationary) probabiliy measure on ∂X.
There is a G-invariant measure L˜ on the unit tangent bundle T 1X = ∂2X×R
in the measure class of ν × ν × Leb which projects to a finite measure L on
T 1X/G.
We call this the harmonic invariant measure of µ, in analogy with a classi-
cal construction where µ is the Brownian motion. When the action Gy X
is convex cocompact such a measure was constructed by Kaimanovich in
[31] generalizing results of Anderson and Schoen [2] for Brownian motion on
negatively curved manifolds.
By the result of [20], closed geodesics corresponding to loxodromic ele-
ments equidistribute with respect to this harmonic invriant measure along
typical random walk trajectories.
2. Random walks on groups
Let G be a finitely generated infinite group. We endow G with the word
distance d(·, ·) coming from a finite symmetric generating set S. We set
||g|| = d(e, g)
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Let µ be a probability measure on G whose support generates G. This
defines a G-invariant Markov chain on G with n step transition probabilities
pn(x, y) = µ
∗n(x−1y).
We say µ has finite support if
supp(µ) = {g ∈ G : µ(g) > 0}
is a finite set. We say µ has exponential (resp. superexponential) moment
if ∑
g∈G
c||g||µ(g) <∞
for some (resp. for all) c > 1. We define the reflected measure by µˆ(g) =
µ(g−1). The measure µ is said to be symmetric if µˆ = µ. A trajectory α of
length n, denoted by length(α), is a sequence g0, ..., gn−1 of elements of G.
Such a trajectory is said to have jump size bounded by K if d(gi, gi+1) ≤ K
for all i.
A trajectory
α = g0, g1, ..., gn
in G is called µ admissible if µ(g−1i gi+1) > 0 for each i. Note, if µ has
finite support, an admissible trajectory has jump size bounded by K =
max
g∈supp(µ)
||g||.
Given an admissible trajectory, its weight is defined to be
w(α) = µ(g−10 g1)µ(g
−1
1 g2)...µ(g
−1
n−1gn).
Let Traj(x, y) denote the set of all admissible trajectories in G which
begin at x and end at y. Let Trajr(x, y) ⊂ Traj(x, y) consist of trajectories
of length r. The Green’s function associated to µ is defined as
G(x, y) =
∑
α∈Traj(x,y)
w(α).
The µ random walk is called transient if the probability of ever returning to
the start point is less than 1. In this case, G(x, y) <∞ for all x, y ∈ G ; in
the opposite case the random walk is called recurrent [47]. If G contains Z as
a finite index subgroup, any measure on G induces a recurrent random walk.
The same is true when G contains Z2 as a finite index subgroup and µ has
exponential moment. Conversely, by work of Varopoulos [45, Theorem 4.6],
if there is a measure µ on G whose support generates G and the µ-random
walk is recurrent, then G is either finite or contains Z or Z2 as a finite index
subgroup. We will from now on assume that the µ-random walk is transient.
Note
pn(x, y) =
∑
α∈Trajr(x,y)
w(α).
For each x, y ∈ G one can define a probability measure Px,y on the set
Traj(x, y) of trajectories from x to y as follows: for V ⊂ Traj(x, y)
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Px,y(V ) =
1
G(x, y)
∑
α∈V
w(α) (3)
For a subset V ⊂ G let V c denote the complement of V in G. For V ⊂ G
let
G(x, y, V ) be the total weight of trajectories from x to y which are con-
tained in V , except possibly for the endpoints.
For a real number r define
G(x, y|r) =
∞∑
n=0
rnpn(x, y) (4)
It is easy to see that G(., .|r) is G equivariant, i.e.
G(gx, gy|r) = G(x, y|r)
for all x, y, g ∈ G, r > 0.
When the support of µ generates G as a semigroup, the convergence
of the series in (4) does not depend on x, y (see e.g. [47, Lemma 1.7]).
Consequently, the radius r(µ) of convergence of G(x, y|.) is independent of
x, y ∈ G.
Note,
r(µ) = lim inf
n→∞ p
n(x, y)−1/n.
The number ρ(µ) = 1/r(µ) is called the spectral radius of µ. Kesten [35],
[36] and Day [11] proved that ρ(µ) < 1 whenever G is nonamenable and the
support of µ generates G as a semigroup.
The following is the Harnack inequality, valid for any full-support random
walk on a finitely generated group:
Lemma 2.1. For each t ∈ (0, r(µ)) there is a λ = λt ∈ (0, 1) such that
G(x, y|t) ≥ G(x, z|t)λd(y,z) for all x, y, z ∈ G
This easily implies:
Corollary 2.2. For each t ∈ (0, r(µ)) there is an Lt > 1 such that
L
−d(x,y)
t ≤ G(x, y|t) ≤ Ld(x,y)t
for all x, y, z ∈ G
We will need the following.
Proposition 2.3. If G is nonamenable and the support of µ generates G as
a semigroup, there exists 0 < φ < 1 and D > 0 such that for any x, y ∈ G
and M ∈ N one has
Px,y(G ∈ Traj(x, y) : length(G)) ≥M) ≤ φM−Dd(x,y). (5)
Proof. Since Γ is nonamenable, r(µ) > 1. Let t ∈ (1, r(µ)). Then
G(x, y|t) =
∞∑
n=0
tnpn(x, y)
8 I. GEKHTMAN, V. GERASIMOV, L. POTYAGAILO, W. YANG
converges for all x, y ∈ G. Let φ = 1/t and L = max(L1, Lt).
We have
∑
n≥M
pn(x, y) ≤ t−M
∑
n≥M
tnpn(x, y) ≤ t−MG(x, y|t) ≤ φMLd(x,y).
On the other hand,
G(x, y) ≥ L−d(x,y).
Thus we obtain∑
n≥M
pn(x, y) ≤ φMLd(x,y) ≤ φML2d(x,y)G(x, y) = φM−Dd(x,y)G(x, y)
where D = 2 logt L > 0. 
3. Background on convergence groups and Floyd
compactifications
By a graph we mean a pair (∆0,∆1) where ∆0 is a set and ∆1 is a set of
subsets of cardinality 2 of ∆0.
A path in ∆ is a map J
γ→ ∆0 where J is a finite nonempty convex subset
of Z, such that {γ(i), γ(i+1)}∈∆1 for all i∈J\{maxJ}. The length of such
a path γ is the number maxJ−minJ .
If minJ=a,maxJ=b we write J=a, b.
For x, y let Path∆(x, y) = Path(x, y) = {γ : γ is a path 0, n → ∆0 for
some nonnegative integer n such that γ(0)=x, γ(n)=y}.
Suppose that ∆ is connected. So the “standard” distance function d on
∆0 is given by
d∆(x, y) = d(x, y) = min{length(γ) : γ∈Path(x, y)}.
Let R>0
f→ R>0 be a nonincreasing function. We use f for rescaling the
distance d as follows. Let v∈∆0 be a “basepoint”. For e∈∆1 we declare that
the (f, v)-length of the edge e is equal to f(d(e, v)). The (f, v)-length of a
path J
γ→ ∆0 is the number
lengthfv (γ) =
∑
j∈J\{maxJ} length
f
v{γ(j), γ(j+1)}, and the (f, v)-distance func-
tion
δfv (x, y) = min{lengthfvγ : γ∈Path(x, y)} is well-defined.
We suppose that the graph ∆ is locally finite, i.e, the set of edges con-
taining each vertex v∈∆0 is finite.
If the “rescaling function” f satisfies the condition
∞∑
k=0
f(k) <∞ (6)
then the Cauchy completion of the metric space (∆0, δfv ) is compact.
Now we impose on f one more condition:
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∃ κ ≥ 1 ∀n ∈ N : f(n)
f(n+1)
≤ κ. (7)
Any nonincreasing function satisfying (6) and (7) is called a Floyd rescal-
ing function. For such a function, the Cauchy completion ∆f (called the
Floyd compactification of ∆ with respect to f) does not depend on the
choice of the base point v and every isometry of the metric space (∆, d) is
uniformely continuous with respect to δf and hence extends to a homeomor-
phism ∆f → ∆f .
The distance function δfv in the case when f(x)=
1
x2+1
was introduced
by W. Floyd in [14] who used it to study limit sets of geometically finite
Kleinian group. So we will call δfv the Floyd distance.
The complement ∂f∆ = ∆f \∆0 is the Floyd boundary of ∆ with respect
to f .
Suppose that ∆ is a Cayley graph of a group G with respect to a finite
generating set S. We denote by d(·, ·) and ||·|| the word distance and its norm
in the graph (∆,S). For a fixed system S rescaling the distance d(v, edge)
by a function f we obtain in the same way the Floyd compactification of G
and its boundary denoted respectively by Gf and ∂fG.
Remarks. If lim sup
x→∞
f(x)
f(x+1)
=1 then the Floyd compactification does not
depend on the choice of finite generating set (see [23, Lemma 2.5] or [24,
Corollary 7.7] for more details).
For the construction of the Floyd compactification to make sense it suffices
to consider a function N f→ R>0 defined on the set of positive integers.
However we extend the definition of f to the set of positive real numbers
R>0 which will simplify some calculations (see the formulas of Section 4
below).
For the reader’s convenience we recall now few standard definitions cur-
rently used in the paper. An action of G on a compactum T is convergence
if the induced action on the set of distinct triples of T is discontinuous. Sup-
pose Gy T is a convergence action. The set of accumulation points ΛG of
any orbit Gx (x ∈ T ) is called limit set of the action. As long as ΛG has
more than two points, it is uncountable and the unique minimal closed G-
invariant subset of T.. The action is then said to be nonelementary. In this
case, the orbit of every point in Λ is infinite. If G admits a nonelementary
convergence action, then G must contain a free subgroup of rank 2, hence
in particular is non-amenable.
The action Gy T is minimal if ΛG = T. There is a natural topology on
the disjoint union (attractor sum) X = G unionsq ΛG such that the action GyX
is also convergence [22]. In particular if T = ∂fG is the Floyd boundary
then the action on T is convergence [33] and so is on Gf = G unionsq ∂Gf .
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A point ζ ∈ ΛG is called conical if there is a sequence gn ∈ G and distinct
points α, β ∈ ΛG such that gnζ → α and gnη → β for all η ∈ X \ {ζ}.
A point p ∈ ΛG is bounded parabolic if it is the unique (parabolic) fixed
point of its stabilizer (maximal parabolic) subgroup H, which acts cocom-
pactly on Λ \ {p}. B. Bowditch proved that if G is a relatively hyperbolic
group then there exists a compactum T on which the action is minimal,
convergence and the action Gy(T = ΛG) is geometrically finite, i.e. every
point of T is either conical or bounded parabolic [6]. Furthermore the action
of G extends to a convergence action on the compactum GB = GunionsqΛG which
we call Bowditch compactification. In its turn the existence of a geometri-
cally finite action of a finitely generated group on a metrizable compactum
implies that the group is relatively hyperbolic with respect to the system
of the parabolic points stabilizers [49]. So the existence of a geometrically
finite action can be taken as a definition of the relative hyperbolicity (the
proof that this is equivalent to several other dynamical definitions can be
found in [21], [22], [24])
A bi-infinite quasigeodesic γ : Z→ G is a horocycle at p ∈ T if lim
n→±∞ γ(n)=p.
The unique limit point p of γ is not conical [25, Proposition 4.4.1] and is
called base of the horocycle. A horosphere P at the parabolic point p is the
set of all horocycles based at p. On can equivalently define the horosphere
as a neighborhood of a left coset gH (g ∈ G) where H is the stabilizer of
the parabolic point p (see [25]).
The Floyd compactification has been instrumental in studying relatively
hyperbolic groups. Indeed, whenever G y B is a nonelementary geometri-
cally finite minimal action on a compactum, Gerasimov proved that there
exists a positive λ∈(0, 1) such that for every function f : R>0 → R>0 satis-
fying the conditions (6), (7) and f(x) ≤ λx (x ∈ R) there exists a continuous
equivariant surjection F : ∂fG→ B [22, Proposition 3.4.6].
4. Proof of Theorem 1.1.a: Geometric part
Let G be a finitely generated group equipped with a word distance d(·, ·).
For a basepoint o ∈ G let δfo (x, y) denote the Floyd distance based at o
with respect to the rescaling function f .
Given a symmetric measure µ on G Blachere and Brofferio [4] introduced
a metric dG on G, called the Green metric, given by
dG(x, y) = −lnG(x, y)G(e, e) .
When µ is not symmetric, dG still defines an asymmetric metric on G. The
expression makes sense whenever the Markov chain defined by µ is transient.
By [5, Lemma 3.6], dG is quasi-isometric to the word metric whenever G is
nonamenable and µ is symmetric and has exponential moment. The goal of
the next two sections is to prove the following, assuming µ has finite support
generating G.
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Theorem 4.1. (Ancona-Karlsson type inequality). There is a function A :
R+ → R+ such that for all x, y, z ∈ G one has
dG(x, y) ≥ dG(x, z) + dG(z, y)−A(δfz (x, y)). (8)
Proof. By equivariance we can assume z = o is a fixed basepoint. Note, if G
is amenable, Karlsson showed that |∂fG| ≤ 2 [33, Corollary 2]. If the Floyd
boundary is empty, G is finite so the µ random walk is recurrent. The same
is true when |∂fG| = 2, since in that case G is virtually Z. We now treat
the case |∂fG| = 1. Then for each δ > 0 there is an R such that if x, y are
both outside the ball BRo (in the word metric) then δ
f
o (x, y) < δ. So, if
δfo (x, y) > δ we know that one of x, y (say x) is in BRo. By the Harnack
inequality, this means C−1 ≤ G(x, o) ≤ C and C−1 ≤ G(x, y)/G(o, y) ≤
C, where C > 1 depends only on R (hence only on δ) so we must have
G(x, y) ≤ C2G(x, o)G(o, y) whenever δfo (x, y) > δ and taking logarithms we
obtain the desired inequality (8) with A(δ) = −2 lnC. From now on we
assume G is nonamenable.
Fix a constant τ > 1 (it will suffice throughout to consider τ = 2). We
begin with an elementary lemma.
Lemma 4.2. There exists a function e : R+ → R+ such that as r →∞ we
have:
e(r)→ 0, (9)
and
e(r)− e(τr)
rf(r)
→∞. (10)
Proof. Let
α(s) =
∫ ∞
s
f(t)dt
and
g(t) =
f(t/τ)
α(t/τ)1/2
,
The function α(·) is well-defined by the condition (6) of the last section,
and lim
s→∞α(s) = 0.
We also claim that the integral
∫∞
0 g(t)dt converges. Indeed, we have
dα
ds
= −f(s)
Thus for every M > 0 we obtain
∫ M
0
f(t/τ)
α(t/τ)1/2
dt = τ
∫ α(0)
α(M/τ)
dα√
α
= 2τ
(√
α(0)−
√
α(M/τ)
)
≤ 2τ
√
α(0).
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Therefore the function
e(r) =
∫ ∞
r
g(t)dt (11)
is also well defined and the condition (9) is satisfied.
On the other hand, by the mean value theorem there is an s ∈ [r, τr] with
e(r)− e(τr) = (τr − r)g(s).
Thus
e(r)− e(τr)
rf(r)
=
(τ − 1)g(s)
f(r)
= (τ − 1) f(s/τ)
f(r)α(s/τ)1/2
≥ τ − 1
α(s/τ)1/2
≥ τ − 1
α(r/τ)1/2
→∞.

Remark 4.3. If f satisfies f(r) ≤ r−1−ε for some ε > 0 we can use in the
argument above the simpler expression e(r) = 1log(r) .
For S ⊂ G we denote by NrS ⊂ G the r-neigborhood of S with respect
to the word metric d. Denote also by Nfr S the r-neighborhood of S in the
Floyd metric δfo .
Let e : R→ R be a function satisfying Lemma 4.2.
Let Er(x) = Nro ∩Nfe(r)x.
The following geometric estimate is crucial for the proof of Theorem 5.1.
Proposition 4.4. For any K > 0 there are functions R0 : R → R and
h : R → R with h(r)/r → ∞ as r → ∞ such that for all x, y ∈ G and all
r > R0(δ
f (x, y)), for each u ∈ Eτr(x) and v ∈ Eτr(y), any trajectory from
u to v disjoint from Er(x) with jump size bounded by K has length at least
h(r).
Proof. See the figure below for an illustration. Denote by δ the Floyd dis-
tance δfo (x, y). Let γ = γ0, ..., γN−1 be a trajectory of length N , with jump
size bounded by K, from u = γ0 ∈ Eτr(x) to v = γN−1 ∈ Eτr(y) and not
intersecting Er(x). Let length(γ) = N and
lfo (γ) =
N∑
n=1
δfo (γn, γn−1).
First consider the case when γ does not pass through Nro. Then for
0 ≤ n < N any unit speed trajectory between γn and γn+1 does not pass
through Nr−K/2o, so
δfo (γn, γn+1) ≤ d(γn, γn+1)f(r −K/2) ≤ Kf(r −K/2)
for each 0 ≤ n ≤ N . So
δfo (u, v) ≤ lfo (γ) ≤ K · length(γ) · f(r −K/2).
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We obtain
length(γ) ≥ δ
f
o (u, v)
Kf(r −K/2) ≥
δ − 2e(τr)
Kf(r −K/2) .
On the other hand, if γ does pass through Nro let γ(i0) and γ(i1) be the
first and last intersection of γ with Nro respectively. Since
d(γn, γn+1) ≤ K (n ∈ N)
we still have
δfo (γn, γn+1) ≤ f(r −K/2)d(γn, γn+1) for all 0 ≤ n < i0.
The trajectory γ does not intersect Er(x) so δ
f
o (x, γ(i0)) ≥ e(r). Since u ∈
Eτr(x) we have δ
f
o (x, u) ≤ e(τr). It follows that
length(γ) · f(r −K/2) ≥ length(γ|[0,i0]) · f(r −K/2)
≥ 1
K
∑
0≤n<i0−1
f(r −K/2)d(γn, γn+1) ≥ 1
K
∑
0≤n<i0−1
δfo (γn, γn+1)
≥ 1
K
δfo (γ(i0), u) ≥
1
K
|δfo (x, γi0)− δfo (x, u)| ≥
1
K
(e(r)− e(τr)),
where γ|[0,i0] denotes the restriction of γ to [0, i0].
Since the function (11) decays to zero there exists R0 = R0(δ) such that
for all r ≥ R0 we have
δ ≥ er + eτr. (12)
By (7) there exists a constant κ > 1 such that f(r − K/2)≤κ[K/2+1]f(r)
where [·] denotes the integer part of a number. Therefore in both cases we
obtain
length(γ) ≥ e(r)− e(τr)
Kf(r −K/2) ≥ C(K)
e(r)− e(τr)
Kf(r)
where C(K) =
κ[K/2+1]
K
. Set
h(r) = C(K)
e(r)− e(τr)
Kf(r)
.
It follows from (10) that h(r)/r →∞ as r →∞ completing the proof.

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5. End of the proof of Theorem 1.1.a: Probabilistic part
The goal of this section is to prove the following multiplicative version of
Theorem 4.1
Theorem 5.1. There is a decreasing function S : R+ → R+ such that for
all w, x, y ∈ G
G(x, y) ≤ S(δfw(x, y))G(x,w)G(w, y) (13)
As noted before, we can assume G is nonamenable. We then obtain (13)
as a corollary of the following:
Theorem 5.2. There is a decreasing function R : R+×R+ → R+ such that
for each ε > 0 and for all x, y, w ∈ G one has
Px,y(γ ∈ Traj(x, y) : γ ∩NR(ε, δfw(x,y))w 6= ∅) > 1− ε, (14)
where N
R(ε, δfw(x,y))
w is the ball centered at w of radius R = R(ε, δfw(x, y)).
Proof of Theorem 5.1 from Theorem 5.2. Let ε = 1/2 and R(t) = R1/2(t)
given by Theorem 5.2. Then
Px,y(γ ∈ Traj(x, y) : γ ∩NRε(δfw(x,y))w 6= ∅) > 1/2.
This implies, with R = R1/2(δ
f
w(x, y))
G(x, y) ≤ 2
∑
z∈NRw
G(x, z)G(z, y)
By the Harnack inequalities there is a constant L, depending only on
(G,µ) with
L−d(z,w) ≤ G(p, z)/G(p, w) ≤ Ld(z,w)
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for all p ∈ G and z ∈ NRw. Thus,
G(x, y) ≤ 2L2R|NRw|G(x,w)G(w, y)
for R = R(δfw(x, y)). 
The rest of this section is devoted to proving Theorem 5.2.
First, note by equivariance we can assume that w is our fixed basepoint
o ∈ G. Let Qr(x, y) be the set of trajectories from x to y which pass both
Eτr(x) and Eτr(y) but either do not pass Er(x) or do not pass Er(y). We
will use Proposition 4.4 together with Proposition 2.3 to prove the following.
Lemma 5.3. For all x, y ∈ G and all r > R0(δfo (x, y)) we have
Px,y(Qr(x, y)) ≤ φh(r)−2Dτr, (15)
where the functions h and R0 come from Proposition 4.4, and the constants
D and φ from Proposition 2.3.
Proof. First note that any trajectory γ with Px,y(γ) > 0 has jump size
bounded by K = max
g∈supp(µ)
||g||.
Since a trajectory in Qr(x, y) misses either Er(x) or Er(y) we have
Px,y(Qr(x, y)) ≤
P (γ ∈ Traj(x, y) : γ ∩ Er(x) = ∅, γ ∩ Eτr(x) 6= ∅, γ ∩ Eτr(x) 6= ∅)+
P (γ ∈ Traj(x, y) : γ ∩ Er(y) = ∅, γ ∩ Eτr(x) 6= ∅, γ ∩ Eτr(y) 6= ∅)
Let us estimate the first of these (by symmetry, the second is the same).
The total weight of trajectories from x to y which pass both Eτr(x) and
Eτr(y) but not Er(x) is:
G(x, y)Px,y(γ ∈ Traj(x, y) : γ∩Er(x) = ∅, γ∩Eτr(x) 6= ∅, γ∩Eτr(y) 6= ∅) =∑
u∈Eτr(x),v∈Eτr(y)
G(x, u,Ecτr(x))G(u, v, Ecr(x))G(v, y, Ecτr(y)). (16)
Here u is the first entrance point of γ into Eτr(x), v is the last exit point
out of Eτr(y), and E
c denotes the complement of a set E.
On the other hand the total weight of all trajectories from x to y which
pass both Eτr(x) and Eτr(y) (possibly also passing Er(x)) is:
G(x, y)Px,y(γ ∈ Traj(x, y) : γ ∩ Eτr(x) 6= ∅, γ ∩ Eτr(y) 6= ∅) =∑
u∈Eτr(x),v∈Eτr(y)
G(x, u,Ecτr(x))G(u, v)G(v, y, Ecτr(y)) (17)
Note the only difference between (5) and (5) is in the middle factor.
By Proposition 4.4, if r > R0(δ
f (x, y)), any trajectory from u ∈ Eτr(x) to
v ∈ Eτr(y) disjoint from Er(x) has length at least h(r) while d(u, v) ≤ 2τr.
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Thus, Proposition 2.3 implies:
G(u, v, Ecr(x))
G(u, v) = Pu,v(γ ∈ Traj(u, v) : γ ∩ Er(x) = ∅) ≤ φ
h(r)−2τrD.
Applying this estimate for every pair u, v in (5) by (5) we get
Px,y(γ ∈ Traj(x, y) : γ ∩ Er(x) = ∅, γ ∩ Eτr(x) 6= ∅, γ ∩ Eτr(y) 6= ∅) ≤
φh(r)−2τrDPx,y(γ ∈ Traj(x, y) : γ∩Eτr(x) 6= ∅, γ∩Eτr(y) 6= ∅) ≤ φh(r)−2τrD
Thus Px,y(Qr(x, y)) ≤ 2φh(r)−2τrD.

We are now ready to prove Theorem 5.1
Proof of Theorem 5.1. ChooseR = R(δf (x, y)) to be larger than the number
R0(δ
f (x, y)) from Lemma 5.3. By Proposition 4.4, h(R)/R→∞ (R→∞).
Then choosing R sufficiently large we can assume that h(Ry) ≥ (2D +
2)Ry (∀y ≥ 1). Putting y = τ i (i ∈ N) we obtain h(τ iR)−2τ iRD ≥ 2τ iR ≥
(i+ 1)R for each i ≥ 0.
Thus
∞∑
i=0
φh(τ
iR)−2τ iRD ≤
∞∑
i=0
φ(i+1)R = φR/(1− φR) ≤ ε
4
(18)
when R is large enough.
Any trajectory in Traj(x, y) either passes through NRo or is an element
of
∞⋃
i=0
Qτ iR(x, y). By (15) and (18) we have
Px,y(
∞⋃
i=0
Qτ iR(x, y)) ≤
∞∑
i=0
Px,y(Qτ iR(x, y))
≤
∞∑
i=0
2φh(τ
iR)−2τ iRD ≤ ε/2.
(19)
Therefore:
Px,y(γ ∈ Traj(x, y) : γ ∩NR(δf (x,y))o 6= ∅) ≥ 1− ε/2. (20)
This completes the proof of Theorem 5.2 
6. Proof of Theorem 1.1.b: extension to infinite support
Assume again that G is a nonamenable group and µ a probability measure
on G whose support generates G. The goal of this section is to generalize
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Theorem 1.1.a to measures with infinite support but superexponential mo-
ment: these are measures µ for which∑
g∈G:||g||>N
µ(g)
decays superexponentially in N , or equivalently∑
g∈G
c||g||µ(g) <∞
for all c > 1. We now proceed by proving the analogue Theorem 5.2 in this
context. We assume in this section that the Floyd function f decays at least
as fast as x → x−2−c for some c > 0. It suffices to only consider functions
of the form f(x) = x−2−c (c > 0). Indeed the function R(·) is decreasing
so once we prove Theorem 5.2 for a fixed Floyd function, the analogue for
faster decaying Floyd functions follows automatically. Let τ > 1. We will
use the following modification of Lemma 4.2.
Lemma 6.1. There exists a function e : R+ → R+ such that as r →∞ we
have e(r)→ 0 and
e(r)− e(τr)
r2f(r)
→∞
.
Proof. An easy computation shows e(r) = 1log(r) does the trick. 
We need the following adaptation of Proposition 4.4 (this is where we use
the assumption on the Floyd function).
Proposition 6.2. There are functions R0 : R → R and h : R → R with
h(r)/r → ∞ as r → ∞ such that for all x, y ∈ G and all r > R0(δf (x, y)),
for each u ∈ Eτr(x) and v ∈ Eτr(y), any path from u to v disjoint from
Er(x) with jump size bounded by r/100 has length at least h(r).
Proof. It is essentially identical to that of Proposition 4.4 with r/100 in
place of the constant K. Similar calculations to those of 4.4 give
h(r) = const · e(r)− e(τr)
rf(r)
.

We continue with the proof of Theorem 1.1 b. For each n we can write
µ = µn + σn where µn is the restriction of µ to the ball {g ∈ G : ||g|| ≤ n}
and σn = µ− µn.
The contribution to G(x, y) of trajectories of length M , with exactly m
jumps of size greater than n is bounded by(
M
m
)
|σn|m|µn|M−m
where for a measure σ on G we use the notation |σ| = σ(G).
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Since µ has superexponential moment, there exists some function W :
R→ R with W (t)/t→∞ as t→∞ such that for each K > 1:
KW (n)σn/100(G)→ 0 (21)
as n→∞. For example, one can take
W (n) =
√
n log |σn/100|−1,
satisfying the above requirement as µ has superexponential moment.
We want to extend the proof of Theorem 5.2. Theorem 5.1 will then
follow as in the finite support case.
Proof of Theorem 5.2 for measures of superexponential moment. By equiv-
ariance we can assume z = o is the basepoint. The only step where we need
to deviate from the finite support case is estimating for each u ∈ Eτr(x) and
v ∈ Eτr(x) the quantities G(u, v, Ecr(x)) and G(u, v, Ecr(x)).
We want to prove that G(u, v, Ecr(x)) ≤ Ψ(r)G(u, v) and G(u, v, Ecr(y)) ≤
Ψ(r)G(u, v) where Ψ(r) decays superexponentially in r. If this is true we can
proceed as in the proof of Theorem 5.2: by decomposing as in (5) and (5)
similarly to (19) we obtain Px,y(Qr(x, y)) ≤ 2Ψ(r). Since Ψ(r) decays super-
exponentially we have
∑∞
i=0 Ψ(τ
iR) < ε for large enough R = R(ε, δfo (x, y)).
Thus
G(x, y,Bc(o,R)) <
∞∑
i=0
G(x, y)Ψ(τ ir) ≤ εG(x, y).
We estimate G(u, v, Ecr(x)); the estimate for G(u, v, Ecr(y)) is identical.
We have d(u, v) ≤ 2τr, by Proposition 6.2 any trajectory with no jumps
of length greater than r/100 has length at least h(r). By Proposition 2.3
the contribution to G(u, v, Ecr(x)) of trajectories with no jumps greater than
r/100 is at most φh(r)−2DτrG(u, v).
Also by Proposition 2.3, the contribution of trajectories of length at least
W (r) is at most φW (r)−2DτrG(u, v).
It remains to control the contribution to G(u, v, Ecr(x)) of trajectories of
length at most W (r) with at least one jump of size at least r/100.
This is bounded above by
W (r)∑
m=0
m−1∑
k=0
(
m
k
)
|σr/100|m−k|µr/100|k (22)
(The condition that there is at least one jump of size ≥ r/100 is reflected
in the fact that the inner sum ends with k = m− 1 rather than k = m).
Since m − k ≥ 1, in the above expression we have |σr/100|m−k ≤ |σr/100|
so (22) is bounded above by
|σr/100|
W (r)∑
m=0
m−1∑
k=0
(
m
k
)
|µr/100|k
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which via binomial expansion is bounded above by
|σr/100|
W (r)∑
m=0
(1 + |µr/100|)m ≤ |σr/100|
W (r)∑
m=0
2m ≤ 2W (r)+1|σr/100|.
By the Harnack inequality there is a universal 1 > λ > 0 such that
G(u, v) ≥ G(e, e)λd(u,v) ≥ G(e, e)λ2τr.
Thus the contribution to G(u, v, Ecr(x)) of trajectories of length at most
W (r) with at least one jump of size at least r/100 is bounded above by
2W (r)+1|σr/100|λ−2τrG(e, e)−1G(u, v).
Since W (r)/r → ∞ (r → ∞) the above quantity is bounded above by
(const)W (r)|σr/100|.
By (21) the latter quantity tends to 0 superexponentially fast as r →∞.
Putting everything together, we see that
G(u, v, Ecr(x)) ≤ Ψ(r)G(u, v)
where
Ψ(r) = max (2W (r)+1λ−2τrG(e, e)−1|σr/100|, φW (r)−2Dτr), φh(r)−2Dτr)
tends to zero superexponentially fast as r →∞. 
We will now provide several useful consequences of Theorem 1.1 for rel-
atively hyperbolic groups. Suppose G is relatively hyperbolic with respect
to a collection P of subgroups then the following Proposition provides a
characterization of transition points (see the definition in the introduction)
in terms of the Floyd function f.
Proposition 6.3 ([25], Corollary 5.10). For each ε > 0 and R > 0 there is
a number δ > 0 such that if y is an (ε,R)-transition point of a word geodesic
from x to z then δfy (x, z) > δ.
As a result, Theorem 1.1 admits the following corollary for relatively
hyperbolic groups (Corollary 1.4 from the introduction).
Corollary 6.4. Let G be hyperbolic relative to a collection of subgroups, and
let µ satisfy the conditions of Theorem 1.1. If x, y, z ∈ G is an ordered triple
of distinct points belonging to a word geodesic α and y is an (ε,R)-transition
point then
dG(x, y) + dG(y, z) ≤ dG(x, z) +A
where A depends only on (ε,R), and µ. 
Remark 6.5. Theorem 1.1 cannot be extended to measures of exponential
moment. Indeed, on any hyperbolic group Gouezel constructed in [27] a
measure with exponential moment for which Corollary 1.3 fails.
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The map F : Gf → GB from the Floyd compactification to the Bowditch
compactification (see Section 3) allows one to transfer the Floyd distance
δf to GB. The proof of [22, Proposition 3.4.6] guarantees that the obtained
pseudo-distance is a real distance δ
f
on GB which we call shortcut distance
(see [23, Section 3]). The construction of δ
f
implies that for every rescaling
function f one has the following inequality:
∀x, y, v ∈ Gf : δfv (x, y) ≤ const · δfF (v)(F (x), F (y)). (23)
Since the function A(·) in Theorem 1.1 is decreasing the inequality (23)
implies the following analog of 1.1 valid on GB in terms of the distance δ
f
.
Corollary 6.6. Let G be hyperbolic relative to a collection of subgroups, and
let µ satisfy the conditions of Theorem 1.1. Then for the same decreasing
function A : R+ → R+ as in 1.1 and for all x, y, z ∈ G one has
dG(x, y) + dG(y, z) ≤ dG(x, z) +A(δfy(x, z)). (24)

7. A map from the Martin boundary to the Floyd boundary
As before, we consider a finitely generated nonamenable group G with
a probability measure µ on G whose support generates G, and denote by
G = Gµ the associated Green’s function. Recall the Green metric on G given
by dG(x, y) = − log G(x,y)G(e,e) . The horofunction compactification of (G, dG) is
called the Martin compactification and denoted by GM.
The boundary
∂MG = GM \G
is called the Martin boundary of (G,µ) [41]. This means ∂MG consists of all
functions h : G→ R such that there exists an unbounded sequence xn ∈ G
with
h(x) = lim
n→∞ dG(x, xn)− dG(o, xn)
for all x ∈ G. The Martin boundary can also often be described in terms of
µ harmonic functions on (G,µ).
A function h : G → R is called µ-harmonic (or simply harmonic when
there is no ambiguity) if for all x ∈ G,∑
g∈G
h(xg)µ(g) = h(x).
For p, q, x ∈ G we set ∆(p, q, x) = dG(p, x) − dG(q, x) and extend it by
continuity: for α ∈ ∂GM we let ∆(p, q, α) = limxn→α
xn∈G
∆(p, q, xn).
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Lemma 7.1. If µ has superexponential moment, then the function defined
by
K(·, α) = Kα(·) = e−∆(·, o,α) = lim
xn→α
G(·, xn)
G(o, xn)
is harmonic for all α ∈ GM
Proof. When µ has finite support this is noted by Woess in [47, Lemma
24.16].
As in section 6, for each n we can write µ = µn + σn where µn is the
restriction of µ to Bn(e).
Define the linear operator P = Pµ defined on the space C(G,R) of func-
tions G→ R by
Pω(x) =
∑
y∈G
p(x, y)ω(y).
Consider a sequence yn ∈ G converging to α ∈ ∂MG. We want to prove
that Kα is µ-harmonic, i.e. PKα = Kα. For this, it suffices to show that
for every x ∈ G
(1)
PKyn(x)→ PKα(x)
and
(2)
PKyn(x)→ Kα(x)
We first prove (2). Let Gn(x) = G(x, yn).
Then
PGn(x) =
∑
y∈G
p(x, y)G(y, yn) = G(x, yn) = Gn(x)
if x 6= yn while PGn(yn) = G(e, e) − 1 (accounting for the trajectory of
length zero). Since Kyn = Gn/G(o, yn) we have
PKyn(x) = Kyn(x)
if x 6= yn and PKyn(yn) = G(e,e)−1G(o,yn ).
So for each fixed x we have
PKyn(x)→ Kα(x)
as n→∞ proving (2).
Now we prove (1)
Note for each R,
Pµ = PµR + PσR .
Let Υn(x) = |Kyn(x)−Kα(x)|.
To prove (1) it suffices to show that PΥn(x)→ 0 for all x ∈ G.
Fix x ∈ G. Note, for each R and n, PµΥn = PµRΥn + PσRΥn.
By the Harnack inequality there is a uniform C > 1 with Kz(y) ≤ C ||y||
for all z ∈ G and thus Υn(y) ≤ 2C ||y||.
Hence, if R > ||x|| we have
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PσRΥn(x) ≤
∑
y/∈BR(x)
µ(x−1y)2C ||y||
=
∑
z /∈BR(e)
µ(z)2C ||xz|| ≤
∑
z /∈BR(e)
2µ(z)C2||z|| → 0
uniformly in n as R→∞ since µ has super-exponential moment.
On the other hand, for each fixed R we have that
PµRΥn(x) =
∑
y∈BR(x)
p(x, y)|Kyn(y)−Kα(y)| → 0
as n→∞ since BR(x) is finite and |Kyn(y)−Kα(y)| → 0 for each y ∈ BR(x).
It follows that for each R > ||x||
lim sup
n→∞
PµΥn(x) ≤ lim sup
n→∞
PµRΥn(x) + lim sup
n→∞
PσRΥn(x)
≤ 0 +
∑
z /∈BR(e)
2µ(z)C2||z|| → 0
as R→∞. Thus, we know PKyn → PKα as n→∞, proving (1).

For the rest of this section we make the following assumptions on the
measure µ and the Floyd function f .
Assumption 1: The inequality (1) is satisfied.
Assumption 2: For every α ∈ ∂MG, Kα is harmonic.
By Theorem 1.1 and Lemma 7.1 these axioms are satisfied when µ has
finite support, as well as when µ has superexponential moment and f(x) ≤
x−2−c for some c > 0.
The following fact is well known, but we include its proof for completeness.
Lemma 7.2. A nonconstant harmonic function does not attain its extrema
on G.
Proof. Suppose a nonconstant harmonic function h attains a maximum at
x ∈ G. By harmonicity ∑
g∈G
h(xg)µ(g) = h(x).
Since x is a maximum for h we have h(xg) ≤ h(x) for all g ∈ G so as µ is
a probability measure we must have h(xg) = h(x) for all g ∈ G. Since G
acts transitively on itself this means h is constant. Thus a nonconstant har-
monic function does not attain a maximum. If h is a nonconstant harmonic
function so is −h. Since −h does not attain a maximum on G, h does not
attain a minimum. 
We will need the following.
Lemma 7.3. There does not exist a positive harmonic function h with
h(x) ≤ G(o, x) for all x ∈ G.
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Proof. Suppose h is a positive harmonic function. Since h is positive and
does not attain a maximum on G there is a sequence xn ∈ G with ||xn|| → ∞
and lim infn→∞ h(xn) > 0. On the other hand by the Harnack inequality
G(o, xn)→ 0 as n→∞ so we cannot have h(x) ≤ G(o, x) for all x ∈ G. 
We are now ready to prove:
Theorem 7.4. The identity map on G extends to a continuous equivariant
surjection GM → Gf . The map identifies points in ∂MG whose difference
is bounded.
Proof. Fix c > 0. For h ∈ GM and n ∈ N let
Ah,n = {ω ∈ GM : |h(x)− ω(x)| < c ∀x ∈ Bno}
These are clearly open subsets of GM containing h. To prove Theorem 7.4
it suffices to show that for each c > 0 and for all ε > 0 there is an n > 0
such that for all h ∈ ∂MG there is a p ∈ ∂fG with Ah,n ∩G ⊂ Bf (p, ε)∩G.
Suppose this is not the case. Then there is an ε > 0 and xn, yn ∈ G, hn ∈
∂MG such that xn, yn ∈ Ahn,n and δfo (xn, yn) > ε. Passing to a subsequence
we have xn → α ∈ ∂MG, yn → β ∈ ∂MG with |α(x)− β(x)| < 2c for all x,
i.e.
e−2c ≤ K(x, α)/K(x, β) ≤ e2c
Fix x ∈ G. For each n we have either δfo (xn, x) > ε/2 or δfo (yn, x) > ε/2.
Suppose δfo (xn, x) > ε/2 for infinitely many n. Then by Theorem 5.1
G(x, xn) ≤ S(δfo (x, xn))G(x, o)G(o, xn) ≤ C · G(x, o) · G(o, xn),
where C = S(ε/2). We have K(x, xn) =
G(x, xn)
G(o, xn) ≤ CG(x, o). As xn → α
this implies K(x, α) ≤ C · G(o, x).
Similarly if δfo (x, yn) > ε/2 for infinitely many n, we have K(x, β) ≤
C · G(o, x) so K(x, α) ≤ C ′ · G(o, x) where C ′ = e2cC. It follows that for all
x ∈ G we have
K(x, α) ≤ C ′ · G(o, x)
contradicting Lemma 7.3
We have proved that the identity map id : G→ G embeds the neighbor-
hoods of the boundary points of GM = G unionsq ∂MG into the neighborhoods
of the boundary points of Gf = G unionsq ∂fG. So the identity map extends
to the continuous equivariant map pi = pifµ : GM → Gf . The map is nec-
essarily surjective as if q ∈ ∂Gf and a sequence xn ∈ G tends to q, then
for a subsequence we have xnk → α ∈ ∂GM (k → ∞). By construction
pi(α) = q. 
Let pi = pifµ : GM → Gf be the map constructed in Theorem 7.4. Our next
goal is to study the fibers of this map over the points of the Floyd boundary
∂fG. The rest of this section is devoted to proving that the preimage of
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every conical point in ∂fG contains only one point. In the next section we
study the fibers of pi over the parabolic points of ∂fG.
The following is a simple consequence of the Ancona type inequality given
by Theorem 5.1.
Lemma 7.5. There is a function S1 : R+ → R+ such that for all y ∈ G
and h ∈ ∂MG we have
K(y, h) ≤ S(δfo (y, pi(h))G(o, y)
Proof. Let xn ∈ G converge to h in the Martin compactification. Then by
Theorem 7.4 xn → pi(h) in the Floyd topology so for large enough n we have
δfo (y, xn) ≥ δfo (y, pi(h))/2
By Theorem 5.1 it follows that
G(y, xn)/G(o, xn) ≤ S(δfo (y, xn))G(y, o) ≤ S(δfo (y, pi(h))/2)G(y, o)
and taking limits gives
K(y, h) ≤ S1(δfo (y, pi(h))G(y, o)
for S1(t) = S(t/2) 
For a function Q : G→ R≥0 define its Martin support to be
suppMQ = {ζ ∈ ∂MG : lim sup
x→ζ
Q(x) > 0}
and its Floyd support
suppfQ = {q ∈ ∂fG : lim sup
x→q
Q(x) > 0}.
Note suppfQ = pi(suppMQ). Clearly if 0 ≤ u ≤ h then suppfu ⊂ suppfh
and suppMu ⊂ suppMh.
Lemma 7.6. Let A1, A2 ⊂ ∂MG be closed subsets of the Martin boundary
such that pi(Ai) are disjoint subsets of the Floyd boundary. Then for any
sequence xn → α with α ∈ A1 the functions β → K(xn, β) converge to 0
uniformly over β ∈ A2.
Proof. Let Ui be closed neighborhoods of Ai in GM such that pi(Ui) are
disjoint. Then there is a d > 0 such that δfo (u1, u2) > d for all ui ∈ Ui.
By Theorem 5.1 there is a C = C(d) > 0 such that K(u1, u2) < C ·G(u1, o)
for all ui ∈ Ui ∩G.
Passing to the limit u2 → β ∈ A2 we obtain K(u1, β) < C·G(u1, o) for
any u1 ∈ U1.
Now, suppose xn → α with α ∈ A1. Then xn ∈ U1 for large enough n.
Thus, for each β ∈ A2 we have K(xn, β) < C·G(xn, o)→ 0. 
A positive µ-harmonic function h : G → R+ is called minimal harmonic
if for every µ-harmonic function q : G→ R+ with q ≤ h we have q = c·h for
some constant c ∈ R.
The following is the Martin representation theorem, see e.g. [41].
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Let the minimal Martin boundary ∂minM G ⊂ ∂MG consist of those α ∈
∂MG for which K(., α) is minimal.
Theorem 7.7 (Martin Representation Theorem). Any minimal harmonic
function h : G→ R+ with h(o) = 1 is of the form h(x) = K(x, α) for some
α ∈ ∂MG. For any positive µ-harmonic function h : G → R+ there is a
finite measure νh on ∂minM G such that
h(x) =
∫
α∈∂minM G
K(x, α)dνh(α)
for every x ∈ G.
Proposition 7.8. Let h be any positive harmonic function. Then the rep-
resenting measure νh is supported on pi−1suppfh.
Proof. Suppose not. Then there is a closed subset A ⊂ ∂MG \ pi−1suppfh
with νh(A) > 0. Consider the positive harmonic function
h′(x) =
∫
γ∈A
K(x, γ)dνh(γ).
By the Martin representation theorem the set ∂minM G is a subset of ∂MG of
full νh-measure, so we have h′ ≤ h everywhere.
Since h′ cannot attain its maximal value on G there is a sequence xn ∈ G
converging to some β ∈ ∂MG with h′(xn)→ c = suppMh′ > 0. This implies
lim inf h(xn) ≥ c > 0 so β ∈ pi−1suppfh. Since A is a closed set disjoint from
the closure of pi−1suppfh we get by Lemma 7.6 that K(xn, γ)→ 0 uniformly
for γ ∈ A. This implies h′(xn) =
∫
γ∈AK(xn, γ)dν
h(γ) → 0 (xn → β)
contradicting h′(xn)→ c > 0. 
Corollary 7.9. For every α ∈ ∂MG, if h = K(., α) then νh is supported on
pi−1(pi(α)).
Corollary 7.10. For every ζ ∈ ∂fG, pi−1ζ contains a point of ∂mMG.
Proof. Since the map pi is surjective there exists h ∈ pi−1(ζ). Then by
Corollary 7.9 νh gives full (hence nonzero) measure to pi−1(ζ)∩∂mMG so this
set must be nonempty. 
Corollary 7.11. If ζ ∈ ∂fG is a point such that there is a C > 0 with
K(x, β)/K(x, α) ≤ C for all x ∈ G and α, β ∈ pi−1ζ then pi−1ζ consists of
a single point.
Proof. Let α ∈ pi−1ζ be such that h = K(., α) is minimal and β ∈ pi−1ζ be
arbitrary. By assumption K(x, β)/K(x, α) ≤ C for all x ∈ G and thus by
minimality of K(., α) we have K(x, α) = c ·K(x, β) for all x ∈ G for some
constant c. By definition of the Martin boundary, we must have K(o, α) =
K(o, β) = 1 so c = 1 thus α = β. 
We will use Corollary 7.11 to prove that if ζ ∈ ∂fG is conical, then pi−1(ζ)
consists of a single point.
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Proposition 7.12. Assume ζ ∈ ∂fG is conical. Then there is a constant
C = Cζ such that for each x ∈ G there exists a neighborhood Px(ζ) of ζ in
∂fG for which one has
C−1 ≤ K(x, p)/K(x, q) ≤ C
for all p, q ∈ Px(ζ).
Proof. Let gn ∈ G and distinct points α, β ∈ ∂fG be such that gnζ → α and
gnη → β for all η ∈ (G ∪ ∂fG) \ {ζ}.
Let U, V ⊂ G ∪ ∂fG be disjoint closed neighborhoods of α and β respec-
tively and 0 < ε < δfo (U, V ).
Fix x, y ∈ G, then for n large enough and s = gn we have sx, sy ∈ V and
sζ ∈ U. Let Px,y(ζ) = s−1U . Then Px,y(ζ) is a closed neighborhood of ζ in
G ∪ ∂fG. For p ∈ Px,y(ζ) we have sp ∈ U and sy, sx ∈ V so δfo (sp, sx) > ε
and δfo (sp, sy) > ε. Thus, δ
f
s−1o(p, x) > ε and δ
f
s−1o(p, y) > ε. Hence there
is a constant C = Cε such that by the Harnack inequality and Theorem 13
we obtain
G(p, s−1o)G(s−1o, y) ≤ G(p, y) ≤ CG(p, s−1o)G(s−1o, y)
and
G(p, s−1o)G(s−1o, x) ≤ G(p, x) ≤ CG(p, s−1o)G(s−1o, x)
for all p ∈ Px,y(ζ).
Hence,
C−1 · G(s
−1o, x)
G(s−1o, y) ≤
G(x, p)
G(y, p) ≤ C ·
G(s−1o, x)
G(s−1o, y) .
This is true for every p ∈ Px,y(ζ) hence for distinct p, q ∈ Px,y(ζ) we have
C−4 ≤ G(x, p)/G(y, p)G(x, q)/G(y, q) ≤ C
4
In particular, letting y = o and Px = Px,o we have
D−1 ≤ K(x, p)/K(x, q) ≤ D
for all p, q ∈ Px where D is a constant. 
Corollary 7.13. For each conical ζ ∈ ∂fG there is a constant D = D(ζ)
such that for all α, β ∈ pi−1ζ and x ∈ G we have K(x, α)/K(x, β) ≤ D.
Proof. Let pn, qn ∈ G with pn, qn → ζ in the Floyd compactification and
pn → α, qn → β in the Martin compactification. Then by Proposition 7.12
for each x ∈ G we have a neighborhood Px ⊂ G∪∂fG of ζ such that D−1 ≤
K(x, p)/K(x, q) ≤ D for all p, q ∈ Px and some uniform constant D. Then
for large enough n we have pn, qn ∈ Px, so D−1 ≤ K(x, pn)/K(x, qn) ≤ D.
Passing to the limits pn → α, qn → β (n→∞) in the Martin boundary, we
obtain the result. 
Corollary 7.14. If ζ ∈ ∂fG is conical, pi−1(ζ) consists of a single point.
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8. Preimage of the limit set of a subgroup acting cocompactly
outside of it
Let G be a finitely generated group and ∂fG denotes its Floyd boundary
with respect to the rescaling function f . We also denote by X the Floyd
compactification Gf of G which is the union G unionsq ∂fG (where we identify G
with the set of vertices of the Cayley graph of G).
Without loss of generality we can assume that the Floyd boundary is
not a point; otherwise the results below become trivial. Recall that if G
is relatively hyperbolic then there exists ν ∈ (0, 1) such that then ∂fG is
not trivial for every rescaling function f satisfying f(n) ≤ νn (n ∈ N) [22].
We denote by δv = δ
f
v the Floyd distance for a fixed rescaling function f
and based at the vertex v of the graph. By [33] the action GyGf is a
convergence action. For a subgroup H < G we denote by ΛH its limit set
for the action on Gf . Since the action is convergence ΛH coincides with the
boundary ∂fH of the orbit H in Gf . If there is no ambiguity we keep the
notation ΛH for the boundary ∂fH.
We consider geodesics (infinite or not) in the Cayley graph equipped with
the word metric d(·, ·). Denote by H the convex hull
{γ : Z→ G is a geodesic : lim
n→±∞ γ(n) ∈ ΛH}
of the limit set ΛH in X.
Let ∂MG be the Martin boundary of G with respect to a symmetric
measure µ on G satisfying Assumption 1 and 2 and GM = G unionsq ∂MG its
Martin compactification. Let ∂MH be the topological boundary of H in
GM, i.e. the set of accumulation points of H in GM.
A subgroup H of G is called quasiconvex if any quasigeodesic between
two elements of H belongs to a uniform neighborhood of H. It is called
fully quasiconvex if it is quasiconvex and every parabolic subgroup P of G
either intersects H in a subgroup having finite index in P or is finite. By
[25, Theorem B] the cocompactness of the action H on X \ ΛH is equiva-
lent to the full quasiconvexity of H in a relatively hyperbolic group G. By
Corollary 7.10 for every point ξ ∈ ∂fG its preimage pi−1(ξ) contains points
from the minimal Martin boundary ∂mMG. The aim of this section is the
following proposition refining this statement for the limit points of the fully
quasiconvex subgroups.
Proposition 8.1. Let pi : ∂MG → ∂fG be a continuous equivariant map
from the Martin boundary to the Floyd boundary of G. Let H < G be a
subgroup acting cocompactly on X \ ΛH. Then
pi−1(ΛH) ∩ ∂mMG ⊆ ∂MH (25)
Remark. There exist relatively hyperbolic groups with symmetric finitely
supported measures whose minimal Martin boundary is a proper subset of
the Martin boundary. Indeed, suppose G1 is nonamenable, G2 any finitely
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generated infinite group, and µi finitely supported generating measures on
Gi. Let G = G1 × G2 be the Cartesian product and µ = µ1 × µ2 be the
product measure. Picardello and Woess show [39, Corollary 4.4] that the
Martin boundary of (G, tµ) contains non-minimal points for any t up to and
including the inverse of the spectral radius of µ.
Then Theorems 26.18 and 26.21 of [47] imply that whenever (Γ,m) is
any finitely generated group and m a finitely supported measure on Γ, the
Martin boundary of the free product (G ∗ Γ, µ + m) contains non-minimal
points. 1)
Proof of Proposition 8.1. In all arguments below the subgroup H acting
cocompactly on X \ ΛH is fixed. For a vertex x ∈ G we denote by PrHx
the projection set {y ∈ H : d(y, x) ≤ d(x,H)} of x to H.
Lemma 8.2. There exist two constants D = D(H) < +∞ and δ = δ(H) >
0 such that for every sequence xn converging to a point η ∈ ΛH and every
vertex o ∈ G for the sequence on ∈ PrHxn we have δfon(o, xn) ≥ δ and
d(on, γn) ≤ D (n > n0) where γn = [o, xn] is a geodesic between o and xn.
Proof. The set H ∪ ΛH is closed subset of X. Since the action of H on
X \ ΛH is cocompact, the quotient H/H is finite [25, Proposition 4.5] (an
H-invariant set H having such a property is called weakly homogeneous in
[25]). Let F denote a compact fundamental set for the action ofH onX\ΛH.
Then there exists a constant ν = ν(H) > 0 such that δ1(F ,ΛH) ≥ ν where
δf1 is the Floyd metric based at 1 ∈ G.
Let F = PrH(F ∩ G). Since H is H-invariant and weakly homogeneous
by [25, Proposition 3.5] the diameter d = diam(F ) with respect to the word
metric is finite and depends only on the constant ν above.
Let γn : N→ G be a geodesic between o and xn such that lim
n→∞xn = η ∈
ΛH. Then there exists a sequence hn ∈ H such that yn = hn(xn) ∈ F ∩G.
Since the action of H on the Cayley graph of G is isometric, the images
hn(on) of the projections on of xn to H are projections of yn to H. So
hn(on) ∈ F and d(v, hn(on)) ≤ d for a fixed point v ∈ F .
Set zn = hn(o). and fix a sufficiently small ε ∈]0, δ[. Denote by Nfε (ΛH)
the ε-neighbourhood of ΛH in X with respect to the Floyd distance δf1 . We
have zn ∈ Nfε (ΛH) for n > n0.
Using the inequality (7) we obtain
δfv (F ,Nε(ΛH)) ≥
ν − ε
κd(1,F )
> 0. (26)
Since F is a finite set depending on the subgroup H only, the above lower
bound depends on H and fixed ε ∈]0, ν[. Applying h−1n to (26) we obtain a
constant δ = δ(H) > 0 for which δfon(o, xn) ≥ δ > 0.
By Karlsson lemma [33, Lemma 1] there exists a constant D = D(H, ε)
such that d(on, γn) ≤ D. 
1) We thank Wolfgang Woess for explaining us this example.
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End of the proof of Proposition 8.1. By Corollary 7.10 For a point ξ ∈ ΛH
fix a point α ∈ pi−1(ξ)∩∂mMG such that the harmonic function Kα is minimal.
Consider a sequence xn → α (n → ∞) and their projections on ∈ PrH(xn)
to H.
For a geodesic βn = [1, xn] by Lemma 8.2 we obtain points wn ∈ βn
such that d(on, wn) = d(on, βn) ≤ D. Then applying the Harnack inequality
(Lemma 2.1) for any x ∈ G we have
Konx
Kwnx
=
G(x, on) · G(1, wn)
G(1, on) · G(x,wn) ≤ λ
−2d(wn,on) ≤ λ−2D. (27)
We also have
Kwnx
Kxnx
=
G(x,wn) · G(1, xn)
G(1, wn) · G(x, xn) ≤ A(δ
f
wn(1, xn)). (28)
Indeed, in the nominator of (28) by Theorem 5.1 we have:
G(1, xn) ≤ S(δfwn(1, xn)) · G(1, wn) · G(wn, xn);
and in the denominator we used the (triangle) inequality G(x, xn) ≥ G(x,wn)·
G(wn, xn).
By Lemma 8.2 δfon(1, xn) ≥ δ and d(on, wn) ≤ D so δfwn(1, xn) ≥ λ−D · δ
which is a uniform constant too. The function S(·) is decreasing so (27) and
(28) imply
Konx
Kxnx
≤ C, where C = A(λ−Dδ) · λ−2D. (29)
Replacing in the previous argument the geodesic [1, xn] by a geodesic
[x, xn] we similarly obtain the points wn ∈ [x, xn] such that for the projec-
tions on ∈ PrHxn we have d(wn, on) ≤ D and δfon(x, xn) ≥ δ for the same
constants D and δ from Lemma 8.2. Then the previous argument implies
the double inequality:
1
C
≤ Konx
Kxnx
≤ C, (30)
where C is as in (29).
Up to passing to a subsequence we can assume that the sequence on ∈ H
converges to some point β ∈ ∂MG. From (30) we obtain
1
C
≤ Kβx
Kαx
≤ C. (31)
Then Kβ ≤ C ·Kα and so Kβ = C ·Kα by minimality of α.
We have that α = lim
n→∞ on = β and on ∈ H. Since H is quasiconvex
([25, Proposition 4.5]) there exists a constant C1 such that for every on ∈ H
there exists o′n ∈ H such that d(on, o′n) ≤ C1. Applying again the Harnack
inequality we obtain
Ko′nx
Konx
≤ C ′. Since α ∈ ∂mMG is minimal by the same
argument as above we also have lim
n→∞ o
′
n = α. We have proved that every
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minimal point in pi−1(ΛH) is an accumulation point of the H-orbit. The
Proposition is proved. 
Remarks. 1. In the proof above we use the set H instead of H (i.e. an H-
horosphere instead of H) because the action of G on the set of horospheres
(by the right multiplication) preserves all distances, unlike the action by
conjugation. This invariance will be used in Corollary 8.3 below.
2. One can also notice that the choice of approximation sequence (on) ⊂ H
as projection of the approximating sequence (xn) ⊂ G is constructive. One
can prove that lim
n→∞pi(on) = limn→∞pi(xn) = ξ ∈ ΛH without assuming that
the limit point α on the Martin boundary is minimal. Indeed, if it is not
the case, the word distance d(on, xn) is unbounded. By Lemma 8.2 there
exists a point un ∈ [xn, ξ[ such that d(on, un) ≤ D. Then since pi(xn) → ξ
we obtain that the infinite geodesic rays [xn, ξ[ converge to a horocycle l
based at ξ (implying by [23, Lemma 3.6] that ξ is a parabolic point). But
l ⊂ H so d(xn, on) > d(xn,H) (n > n0) which is impossible by definition of
on. However this argument does not give a uniform estimate for d(on, xn)
and therefore we needed to use the inequality (1) instead.
Consider now a minimal geometrically finite action of G on a compactum
T . By Theorem 7.4 there exists an equivariant continuous map pi : GM →
Gf from the Martin to the Floyd compactification. There also exists an
equivariant continuous (Floyd) map F from the Floyd compactification Gf
to the Bowditch compactificationGB = GunionsqT [22]. So we have an equivariant
continuous map ϕ = F ◦ pi : GM → GB.
Corollary 8.3. Let p ∈ T be a bounded parabolic point and H the stabilizer
of p for the action Gy T . Then the inclusion (25) is satisfied for the map
ϕ:
ϕ−1(T ) ∩ ∂mMG ⊆ ∂MH. (32)
Furthermore there exists a uniform constant C > 0 such that for every
bounded parabolic point p ∈ T and every α ∈ ϕ−1(p) there is some β ∈ ∂MH
such that
C−1 ≤ Kα/Kβ ≤ C.
Proof. We need to show that the constant C can be chosen uniformly being
not depending on a parabolic point. Indeed for every parabolic point p ∈ T
the action of its stabilizer H on T is cocompact on T \ {p}. Then F−1(p)
is the limit set ΛfH for the action HyGf [23, Theorem A]. Consequently
(F−1(p))c = ∂fG \ ∂fH. Since F is equivariant and continuous and ∂fG
is compact, H acts cocompactly on (F−1(p))c. So by Proposition 8.1 we
obtain the inequality (31) where α = lim
n→∞ on ∈ ∂MH.
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The constant C found in Proposition 8.1 depends only on the subgroup H.
Furthermore the system of all horospheres {HH : H is maximal parabolic
subgroup for the action GyT} is G-invariant and contains at most finitely
many G-non-equivalent horospheres [21, Main Theorem.a]. Since δfv (x, y) =
δfgv(gx, gy) and d(gx, gy) = d(x, y) (g ∈ G) the constant C is the same
for the conjugacy class of the maximal parabolic subgroup H. Since there
are at most finitely many such classes [21], it can be chosen uniformly for
all maximal parabolic subgroups of G for the geometrically finite action
GyT. 
Here are several open questions motivated by the above discussion:
Questions. Let H < G be a fully quasiconvex subgroup of a relatively
hyperbolic group G.
a) Is ∂MH = ϕ−1(ΛH)?
b) Does the inequality (31) imply that the points α and β give rise to
the same point at the Martin boundary of G (without assuming the
minimality of one them)?
Note that b)⇒ a) by the proof of Proposition 8.1.
We also note that by the existence of the continuous extension pi : GM →
Gf of the identity map id : G → G (Theorem 7.4), besides the inclusion
(32) we also have ∂MH ⊆ pi−1(ΛH). It is not clear at this moment how to
obtain the opposite inclusion.  
9. Some recurrence properties for random walks on
convergence groups
In this section, independent from the previous ones, we review and prove
some results on random walks on groups which we will need in Sections 9
and 10. Let G be an infinite group. Let µ be a probability measure on G
and let µZ be the product measure on GZ.
Let T : GZ → GZ be the following invertible transformation: T takes
the two-sided sequence (hi)i∈Z to the sequence (ωi)i∈Z with ω0 = e and
gn = gn−1hn for n 6= 0. Explicitly, this means
ωn = h1 · · ·hn for n > 0
and
ωn = h
−1
0 h
−1
−1 · · ·h−1−n+1 for n < 0.
Similarly, let µN be the product measure on GN. Let T+ : G
N → GN be
the transformation that takes the one-sided infinite sequence (hi)i∈N to the
sequence (ωi)i∈N with ω0 = e and ωn = ωn−1hn for n 6= 0. Explicitly, for
n > 0 this means
ωn = h1 · · ·hn.
Let P be the pushforward measure T∗µZ and P the pushforward measure
T+∗µN.
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The measure P describes the distribution of µ sample paths, i.e. of prod-
ucts of independent µ-distributed increments. Let µˆ be the measure on
G given by µˆ(g) = µ(g−1). Let Pˆ be the pushforward measure T+∗µˆN.
The measure space (GZ, P ) is naturally isomorphic to (GN, P ) ⊗ (GN, Pˆ )
via the map sending the bilateral path ω to the pair of unilateral paths
((ωn)n∈N, (ω−n)n∈N).
Let σ : GZ → GZ be the left Bernoulli shift: σ(ω)n = ωn+1. By basic
symbolic dynamics (see e.g. [15]), σ is invertible, measure preserving and
ergodic with respect to µZ. Therefore, when restricted to sequences with e
at the 0th coordinate,
U = T ◦ σ ◦ T−1
is invertible, measure preserving and ergodic with respect to P . Note that
for each n ∈ Z,
(Uω)n = ω
−1
1 ωn+1
and more generally
(Ukω)n = ω
−1
k ωn+k.
We will use the following result of Guivarch [16].
Theorem 9.1. Let G be any countable group, let µ be any measure on G
whose support generates a nonamenable subgroup, and let d be any proper left
invariant metric on G. Then for P a.e. ω ∈ GN we have lim infn→∞ d(ωn,e)n >
0, so in particular d(ωn, e)→∞.
Suppose G acts continuously on an infinite compact Hausdorff space B.
A Borel probability measure ν on B is called (G,µ)-stationary if
ν(A) =
∑
g∈G
ν(g−1A)µ(g)
for all Borel A ⊂ B. The following is classical.
Proposition 9.2. If G acts continuously on a compact Hausdorff space X
and µ any probability measure on G then there is some (G,µ)-stationary
measure ν on G.
Proof. The space P (X) of Borel probability measures on X is weak-* com-
pact and metrizable and the operator Pµ(ν) = µ? ν acts by isometries. The
Banach fixed point theorem guarantees a fixed point, which is by definition
a stationary measure. More explicitly, for any x ∈ X, any weak limit of a
subsequence of the probability measures
νn =
1
n
n−1∑
k=0
µ∗k ∗ δx
on X is clearly stationary, and such a limit exists by compactness of P (X)

The following is due to Furstenberg [17]; the proof uses Doob’s dominated
Martingale convergence theorem.
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Proposition 9.3. Let ν be a (G,µ)-stationary measure on B. For P al-
most every sample path ω ∈ GN, ωnν weakly converges to some measure νω.
Moreover, ν decomposes as
ν =
∫
ω∈GN
νωdP (ω)
The measure ν on B is said to be preserved by the action G y B if for
every g ∈ G and any Borel A ⊂ B we have ν(A) = 0 if and only if ν(gA) > 0.
The following is classical, see e.g. the survey by Furman [15]. We provide
a proof for completeness.
Theorem 9.4. Let G y B be any action of a countable group by home-
orphisms on a compact Hausdorff space. Let µ be a measure on G and ν
a (G,µ)-stationary measure on B. If every orbit of G is infinite and the
support of µ generates G as a semi-group, then ν has no atoms and it’s
measure class is preserved by the action G y X. If in addition the action
is minimal, then ν has full support on X.
Proof. Let x ∈ X. Any weak limit of a subsequence of the probability
measures
νn =
1
n
n−1∑
k=0
µ∗k ∗ δx
on X is clearly stationary, and such a limit exists since the space of proba-
bility measures on X with the weak topology is compact. Assume every G
orbit in B is infinite. We first show that ν has no atoms. Suppose ν has
an atom. Since ν is finite, there must be an atom b ∈ X of maximal mass.
Then ν(gb) ≤ ν(b) for all g ∈ G. By stationarity we have for each n > 0
ν(b) =
∑
g∈G
µ∗n(g)ν(g−1b).
Since µ∗n is a probability measure, and ν(g−1b) ≤ ν(b) for all g it follows that
ν(g−1b) = ν(b) for all g with µ∗n(g) > 0. Since the support of µ generates
G, for all g ∈ G there is an n > 0 with µ∗n(g) > 0 so ν(g−1b) = ν(b) for all
g ∈ G. Since the orbit Gb ⊂ B is infinite, this contradicts finiteness of ν.
Now, we show that G y X preserves the measure class of ν. Indeed,
suppose ν(A) = 0. By stationarity we have for each n > 0
0 = ν(A) =
∑
g∈G
µ∗n(g)ν(g−1A).
Since ν(g−1A) ≥ 0 it follows that ν(g−1A) = 0 for all g with µ∗n(g) > 0.
Since the support of µ generates G, for all g ∈ G there is an n > 0 with
µ∗n(g) > 0 so µ(g−1A) = 0 for all g ∈ G.
Finally, assume G y B is minimal. Suppose A ⊂ B is an open set.
If ν(A) = 0 then quasi-invariance implies ν(gA) = 0 for all g ∈ G. But
minimality of the action G y B implies B = ∪g∈GgA which would mean
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ν(B) = 0 contradicting the fact that ν is a probability measure. Thus ν has
full support on B. 
Definition 9.5. [15, Definition 2.10] Let G y B be a minimal action by
homeomorphisms with every orbit infinite. Let µ be a measure on G whose
support generates G as a semi-group. Let ν be a µ stationary measure on
B. The pair (B, ν) is called a (G,µ) boundary if for P almost every sample
path ω ∈ GN, there is an ω+ ∈ B such that ωnν converges to the Dirac
measure δω+ at ω+.
Suppose (B, ν) is a (G,µ) boundary. Then we have a measurable map
[15] bnd : GN → B, bnd(ω) = ω+ and the disintegration formula from
Proposition 9.3 implies
ν(A) = P (ω ∈ GN : ω+ ∈ A)
for every Borel A ⊂ B. In other words,
ν = bnd∗P.
Let νˆ = bnd∗Pˆ be the similarly constructed stationary measure for µˆ
Consequently, for P -almost every ω ∈ GZ there are distinct (as ν and νˆ
are non-atomic) points bnd±(ω) = ω± ∈ B such that
ωnν → δω+
and
ω−nνˆ → δω−
as n→ +∞ and
ν × νˆ = (bnd+ × bnd−)∗P .
The following is proved by Kaimanovich in Theorem 6.3 of [32] (the as-
sumptions are different but the proof carries over verbatim)
Proposition 9.6. [32, Theorem 6.3] Let (B, ν) be a (G,µ) boundary. The
(diagonal) G action on B ×B is ν × νˆ ergodic.
Proof. Note,
bnd±Ukω = ω−1k bnd±ω
Thus, if A ⊂ B × B is G-invariant with 0 < (ν × νˆ)(A) < 1 then (bnd+ ×
bnd−)−1(A) is U - invariant with 0 < P ((bnd+ × bnd−)−1(A)) < 1. Since U
is ergodic with respect to P we get the result. 
Corollary 9.7. If (B, ν) is a (G,µ) boundary, then ν is the unique µ sta-
tionary measure on B.
Proof. By Proposition 9.6, any µ-stationary measure on B is ergodic with
respect to the action Gy B. On the other hand, by the ergodic decompo-
sition for stationary measures (see e.g. [15]) any two distinct ergodic sta-
tionary measures are singular and their average is a nonergodic stationary
measure. 
MARTIN AND FLOYD BOUNDARIES 35
Theorem 9.8. Let Gy B be a minimal convergence action of a countable
group G on an infinite compact Hausdorff space B. Let µ be a measure
on G such that the support of µ generates G as a semigroup. Let ν be a
(G,µ)-stationary measure on B. Then (B, ν) is a (G,µ) boundary.
This follows by repeating almost verbatim the arguments in Lemma 2.2
and Theorem 2.4 of Kaimanovich in [32]. We reproduce the argument for
completeness.
Lemma 9.9. Let a, b, c ∈ B with a 6= b and gn ∈ G a sequence such that
gna → c, gnb → c. Let κ be any probability measure on B with no atoms.
Then gnκ→ δc.
Proof. By definition of convergence action, there is a p ∈ B with gnq → c
for all q ∈ B \ {p}, uniformly over compact subsets of B \ {p}. Since κ does
not have an atom at p it follows that gnκ→ δc. 
Proof of Theorem 9.8. Since G is nonamenable, P almost every ω ∈ GZ
is unbounded in G. Thus, we can find a subsequence ω′ of ω and points
a, b, c ∈ B with a 6= b such that ω′na→ c and ω′nb→ c. By Lemma 9.9, since
ν has no atoms, we have ω′nν → δc. But by stationarity of ν we know ωnν
converges to some measure κ so κ = δc whence ωnν → δc. 
From Theorem 9.8 and Lemma 9.7 we immediately obtain the following.
Corollary 9.10. Let Gy Z be a minimal convergence action of a countable
group G on an infinite compact Hausdorff space Z. Let µ be a probability
measure on G such that the support of µ generates G as a semigroup. Then
there is a unique µ-stationary measure ν on Z.
In the proofs of Proposition 9.13 and Theorems 9.14 and 9.15 the follow-
ing characterizations of conical points for convergence actions, which follow
easily from the definition.
Lemma 9.11. A point x ∈ B is conical if and only if there are distinct
y, z ∈ B \ {x}, a neighborhood E of the diagonal in B × B and a sequence
gn ∈ G converging to x such that we have ](g−1n x, g−1n z) /∈ E for infinitely
many n and (g−1n x, g−1n y) /∈ E for infinitely many n.
Lemma 9.12. Let Gy B be a minimal convergence action. Suppose x, y ∈
B are distinct points. The following are equivalent.
a) At least one of x, y is conical.
b) There is some infinite sequence gn in G and a neighborhood E of the
diagonal in B ×B such that (gnx, gny) /∈ E for any n.
We now prove:
Proposition 9.13. Let X be a compact second countable Hausdorff space.
Let G y X be a nonelementary convergence action of a countable group G
on X. Then the conical limit points of the action form a Borel subset of X.
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Proof. Let B ⊂ X denote the limit set of the action. For E ⊂ B × B let
An(E) ⊂ B × B consist of pairs x, y such that there are at least n distinct
g ∈ G with (gx, gy) /∈ E.
Then An(E) can be written as the union of ∩ni=1g−1i Ec over all distinct
n-tuples (g1, .., gn) of G so it is Borel as long as E is Borel.
Let A(E) = ∩n∈NAn(E), which is also Borel whenever E is Borel.
Let A = ∪n∈NA(En) where En is a decreasing sequence of neighborhoods
of the diagonal in B × B whose intersection is the diagonal (this is where
we use the second countability axiom.
Then A is a Borel subset of B ×B.
By Lemma 9.12 A exactly consists of the pairs (x, y) with at least one of
x, y conical.
The complement W = (B × B) \ A, which consists precisely of pairs of
points neither of which is conical, is thus a Borel subset of B × B. Since
the diagonal ∆(X) = {(x, x) : x ∈ X} is a Borel subset of X we obtain
that Z = W ∩ ∆(X) = {(z, z), z is not conical} is also Borel. The subset
NC ⊂ B consisting of non-conical points of B coincides with f−1(Z) for the
continuous map f : B → B ×B, f(x) = (x, x). Hence NC is Borel.
Thus, the set of conical points, which coincides with B \ NC, is also
Borel. 
Consider a convergence action of a countable group G on X. We say that
a sequence gn ∈ G converges to b ∈ B = ΛG if gnx → b for all but at most
one x ∈ B, note that it is enough to request it for two distinct points.
If ν is any non-atomic measure on B then gn → b if and only if gnν → δb.
Thus we see that for P -almost every ω ∈ GZ, there are ω± ∈ B with
ω±n → ω± as n→∞.
We want to prove:
Theorem 9.14. Let G y X be a nonelementary convergence action of a
countable group. Let µ be a measure on G whose support generates G as
a semigroup and ν the (G,µ)-stationary measure on the limit set B ⊂ X.
Then the non-conical points of X are contained in a set of ν measure zero.
We deduce Theorem 9.14 from the following statement.
Theorem 9.15. For every c ∈ (0, 1) there is a neighborhood E of the diag-
onal in B ×B with the following property. For P -almost every ω ∈ GZ
lim inf
N→∞
|{n ∈ [0, N ] : (ω−1n ω−, ω−1n ω+) /∈ E}|
N
> c
In particular, for P -almost every ω ∈ GZ there are infinitely many n ∈ Z
such that (ω−1n ω−, ω−1n ω+) /∈ E
Proof of Theorem 9.14 assuming Theorem 9.15. Recall that νˆ×ν is the push-
forward of P under the P measurable map (bnd− × bnd+) : GZ → B × B.
Furthermore, the definition P = T∗µZ implies that (ωn)n>0 and (ωn)n<0
are independent as P measurable random variables, in particular (ωn)n>0
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is independent of ω− ∈ B. Thus, from the last claim of Theorem 9.15 we
obtain a neighborhood E of the diagonal in B ×B satisfying the following.
For ν-almost every x = ω+ ∈ B there is a sequence gn = ωn converging to
x as n→∞ such that for νˆ almost every y = ω− ∈ B (g−1n y, g−1n x) /∈ E for
infinitely many n ∈ N. (the fact that (ωn)n>0 is independent of ω− allows
us to choose the same sequence gn independent of y). By Theorem 9.4 νˆ
is nonatomic, so for ν-almost every x ∈ B there is a sequence gn ∈ G con-
verging to x and two distinct y, z ∈ B such that each of (g−1n y, g−1n x) /∈ E
(g−1n z, g−1n x) /∈ E holds for infinitely many n. By Lemma 9.11 any such x is
conical. 
We now prove Theorem 9.15.
Proof of Theorem 9.15. By passing to the limit set, we can assume that the
action is minimal and so B = X. Since ν and νˆ have no atoms we have
(ν × νˆ)(∆(X)) = 0 where ∆(X) is the diagonal {(x, x) : x ∈ X}. Thus,
there is a neighborhood E of the diagonal such that (ν × νˆ)(E) < 1 − c.
Since ν = bnd∗P this implies that the P measurable set Ω of ω ∈ GZ such
that (ω+, ω−) ∈ E has P measure less than 1− c.
Note, Unω ∈ Ω if and only if (ω−1n ω+, ω−1n ω−) ∈ E. Recall, U : GZ → GZ
is measure preserving and ergodic with respect to P . Therefore, by the
Birkhoff ergodic theorem for P -almost every ω ∈ GZ we have
lim inf
N→∞
|{n ∈ [0, N ] : Unω ∈ Ω}|
N
→ P (ω) < 1− c
as N →∞ in other words
lim inf
N→∞
|{n ∈ [o,N ] : (ω−1n ω−1− , ω−1n ω+) /∈ E}|
N
> c

Remark 9.16. If the action G y B is geometrically finite, then there
are only countably many non-conical points in ΛG [21, Main Theorem, a)].
Thus, Proposition 9.13 is immediate and Theorem 9.14 follows in this case
from the fact that ν has no atoms.
Assume now that G acts by isometries on a metric space (X, dX) and
let x0 ∈ X. If µ has finite first moment (i.e.
∑
g∈G d(gx0, x0)µ(g) < ∞)
Kingman’s subadditive ergodic theorem implies that for P a.e. sample path
ω the limit
L = lim
n→∞
d(ωnx0, x0)
n
exists. This number L is called the drift of the random walk induced by µ
with respect to the metric dX .
A probability measure on G is called nonelementary if the subgroup of G
generated by its support is a nonelementary subgroup of G. The following
results are due in this generality to Maher and Tiozzo [37]; in the proper
setting they were earlier proved by Kaimanovich in [32].
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Theorem 9.17. Let G be a countable group that acts by isometries on a
separable geodesic Gromov hyperbolic space (X, dX). Let µ be a nonelemen-
tary probability measure on G. Then for any x ∈ X and P a.e. sample
path ω = (ωn)n∈N of the random walk on (G,µ), the sequence (ωnx0)n∈N
converges to a point ω+ = bnd∗ω ∈ ∂X.
If in addition µ has finite first moment with respect to the metric dX ,
then there exists LX > 0 such that for P -a.e. sample path ω and for every
x0 ∈ X one has
lim
n→∞
dX(x0, ωnx0)
n
= LX
The measure ν = bnd∗P is the unique G stationary measure on ∂X.
To prove finiteness of the harmonic invariant measures constructed in
Section 10, we will need the following result.
Proposition 9.18. Let X be a proper CAT (−1) space. Let G < Isom(X)
be a nonelementary subgroup of isometries. Let µ be a measure on G whose
finite support generates G as a group. Let ν be the stationary measure on
the ideal boundary ∂X and a basepoint o ∈ X. Then for any c < 1 there is
R > 0 such that for every x ∈ X and ν-almost every α ∈ ∂X, one has
lim sup
T→∞
|{t ∈ [0, T ] : d(γx,α(t), Go) > R}|
T
< c
where γx,α is the unit speed geodesic from x in direction α.
For ω ∈ GZ such that ωn converges to distinct points ω± as n→ ±∞ let
γω be the unit speed geodesic from ω− to ω+ parametrized so that γω(0) is
at minimal distance to o.
Since geodesic rays with the same endpoint in ∂X are asymptotic, and
using the fact that ν = bnd∗P , Proposition 9.18 follows from the following.
Proposition 9.19. For every c > 0 there is an R > 0 such that for P -almost
every ω ∈ GZ,
lim sup
T→∞
|{t ∈ [0, T ] : d(γω(t), Go) > R}|
T
< c.
Proof. Let d = max d(go, o) : g ∈ supp µ. Then for every ω ∈ GZ and every
n we have d(ωno, ωn+1o) ≤ d. Let Ω0 ⊂ GZ be the set of bi-infinite sample
paths ω such that ωn converges to distinct points ω± ∈ ∂X as n→ ±∞ and
such that d(ωno, o)/|n| → L as n → ±∞. Since ν and νˆ are nonatomic we
know (ν × νˆ)(∆(∂X)) = 0, and therefore Ω0 ⊂ GZ has full P measure.
For ω ∈ Ω0 set sn = d(ωno, γ(0)).
Note sn →∞ as n→∞ and (by the triangle inequality) |sn+1 − sn| < d
for all n. The points γ(sn) form d-net of the curve γ: for every t > s0 =
d(o, γ(0)) there exists snt such that d(γ(t), γ(snt)) = |t − snt | < d. We can
also assume that nt is chosen to minimize the expression |t − sn| bounded
by d.
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Consider A > 0. If d(ωnto, γ) ≤ A then we claim that d(ωnto, γ(snt)) ≤
2A. Indeed, there is some s with d(ωnto, γ(s)) ≤ A. It follows
|s− snt | = |d(γ(s), γ(0))− d(ωnto, γ(0))| ≤ d(ωnto, γ(s)) ≤ A
so
d(ωnto, γ(snt)) ≤ d(ωnto, γ(s)) + d(γ(snt), γ(s)) ≤ 2A
as was claimed.
Since d(γ(snt), γ(t) = |snt − t| ≤ d by triangle inequality we obtain
d(ωnto, γ(t)) ≤ 2A+ d.
Thus, if t > d(o, γ) is such that d(γ(t), Go) > 2A + d we have t ∈ [sn −
d, sn + d] for an n with d(ωno, γ) > A. Since ω ∈ Ω0 we have sn/n → L as
n → ∞, and hence snt/nt → L as t → ∞. Since |t − snt | < d this implies
t/nt → L as t → ∞. Thus for each ω ∈ Ω0 there is an T0 = T0(ω) > 0
such that for t > T0, nt ≤ 1.1t/L. Hence if t > T0 and d(γ(t), Go) > 2A+ d
we have t ∈ [sn − d, sn + d] for some n < 1.1t/L with d(ωno, γ) > A. Let
ΩA ⊂ Ω0 be the measurable set of sequences ω such that d(o, γω) > A.
The complements {ΩcN}N∈N form an increasing sequence of sets with
union Ω0. Clearly each ω ∈ Ω0 is in ΩcN for some natural N so ∪∞N=1ΩcN = Ω0
whence
P (ΩcN )→ P (Ωc0) = 1
and thus P (ΩN )→ 0 as N →∞. Choose A large enough so that P (ΩA) <
cL
100d .
Note, Unω ∈ ΩA if and only if d(ωno, γω) > A.
By the Birkhoff ergodic theorem, for P -almost every ω ∈ GZ
lim
N→∞
|{n ∈ [0, N ] : Unω ∈ ΩA}|
N
→ P (ΩA) < cL
100d
(33)
Let Ω1 ⊂ Ω0 be the full measure set where this convergence holds.
Consider ω ∈ Ω1. Then by (33) there is a T1(ω) > T0(ω) such that for
T > T1(ω) the number of integers n ∈ [0, N ] (where N = [1.1T/L] → ∞)
satisfying d(ωno, γ) > A is less than N
cL
100d <
cT
50d . Thus, for T > T1(ω), the
set of t ∈ [0, T ] with d(γ(t), Go) > 2A+ d is contained in
[0, T1] ∪
⋃
{n∈N∩[0,N ]:d(ωno,γ)>A}
[sn − d, sn + d]
which has length (Lebesgue measure) at most T1 + 2d
cT
50d = T1 +
cT
25 which
is less than cT for large enough T .

10. Application: harmonic invariant measures
Let G be a finitely generated nonamenable group and µ a measure on G
whose support generates G satisfying Assumption 1 and Assumption 2.
We denote by δf the Floyd metric on the Cayley graph of G with respect
to a finite generating set and a Floyd function f . Let ∂fG be the associated
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Floyd boundary. We will assume throughout this section that ∂fG has at
least three points (and is therefore uncountable).
Let
dG(x, y) = − log G(x, y)G(e, e)
be the Green metric and ∂MG be the Martin boundary of (G,µ).
Let ∆ : G×G× ∂MG→ R be the Busemann cocycle for dG constructed
in Section 7 and
Kα(x) = e
−∆(x,o,α)
the Martin kernel. Let pi : ∂MG → ∂fG be the equivariant surjection
constructed in Section 7.
Let µˆ(g) = µ(g−1) be the reflected measure of µ. Let
Gˆ(x, y) = G(y, x)
and
dˆG = − log Gˆ,
be the Green function and Green metric associated to µˆ. Let ∂ˆMG, ∆ˆ
and Kˆ be defined by analogy.
Let pˆi : ∂ˆMG→ ∂fG be the associated equivariant surjection.
It is known (see e.g. [41]) that for P almost every ω ∈ GN, ωn converges
to a single point in ∂MG and so we can define the harmonic measure ν on
∂MG by
ν(A) = P (ω ∈ GN : lim
n→∞ωn ∈ A)
From the definition it follows that ν is (G,µ) stationary. Moreover, ν satisfies
dgν
dν
(α) = K(g, α) (34)
for ν a.e. α ∈ ∂MG (see e.g [41, Theorem 5.1] ).
Let νˆ be the similarly constructed µˆ stationary measure on ∂ˆMG
Karlsson [34] proved that G y ∂fG is a minimal convergence action,
and thus (as Karlsson also proved) by Corollary 9.10 there is a unique µ
stationary probability measure on ∂fG, denoted by νf .
Since the pushforward pi?ν is stationary, it follows that νf = pi?ν.
Similarly, νˆf = pˆi?νˆ is the unique µˆ stationary probability measure on
∂fG. By Proposition 9.6, νˆf × νf is ergodic with respect to the G action.
By Theorem 9.4 νf and νˆf have no atoms so νˆf × νf assigns zero weight
to the diagonal.
For β ∈ ∂MG, α ∈ ∂ˆMG and g ∈ G let
Θ(α, β) = lim inf
x→α
K(x, β)
G(x, e)
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= lim inf
x→α limy→β
G(x, y)
G(x, e)G(e, y)
and let
ρGe (α, β) =
1
2
log Θ(α, β) (35)
The quantity ρGe (α, β) can be thought of as an analogue of the Gromov
product for the (asymmetric) Green metric (see section 11).
We will prove:
Theorem 10.1. There exists a G-invariant Radon measure on ∂fG×∂fG\
∆(∂fG) in the measure class of νˆf × νf .
Proof. Define a measure on ∂ˆMG× ∂MG by
dm(α, β) = Θ(α, β)dνˆ(α)dν(β)
First we show m is G-invariant.
Indeed, it is easy to see that
Θ(g−1α, g−1β) =
Θ(α, β)
Kˆ(g, α)K(g, β)
(36)
On the other hand
dgν
dν
(β) = K(g, β)
and
dgνˆ
dνˆ
(α) = Kˆ(g, α).
Thus, m is G-invariant.
Let mf = (pˆi × pi)∗m.
Since νf = pi∗ν we have that mf is a G-invariant measure on ∂fG× ∂fG
in the measure class of νˆf × νf .
We need to show mf is locally finite on ∂fG× ∂fG \∆(∂fG).
It suffices to show that for any disjoint closed subsets A,B ⊂ ∂fG we
have mf (A×B) <∞ or equivalently m(pˆi−1(A)× pi−1(B)) <∞.
For this it is enough to show that Θ(α, β) is bounded over (α, β) ∈
pˆi−1(A)× pi−1(B).
Indeed, there is a d > 0 and disjoint neighborhoods U and V of A and B
in G ∪ ∂fG such that δof (a, b) > d for all a ∈ A, b ∈ B.
Thus, by Theorem 5.1
G(x, y)
G(o, x)G(o, y) ≤ R(d)
for all x ∈ U ∩G, y ∈ V ∩G and hence by taking limits, Θ(α, β) ≤ R(d) for
all α ∈ pi−1U , β ∈ pi−1V completing the proof. 
Remark 10.2. Taking logarithms and rearranging in (36) we obtain
2ρGe (g
−1α, g−1β)− 2ρGe (α, β) = ∆ˆ(g, e, α) + ∆(g, e, β) (37)
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which is reminiscent of the usual relation between the Gromov product and
Busemann cocycle.
We will now consider an action of G on a proper Gromov hyperbolic space
X, such that the action Gy ∂X is nonelementary and geometrically finite.
Recall that in this case we call the action G y X geometrically finite as
well.
By work of Bowditch [6], the existence of such an action requires G to be
relatively hyperbolic.
The action GyX is a convergence action, hence by Corollary 9.10, there
is a unique µ stationary measure νX on the limit set Λ(G) ⊂ ∂X.
We will denote by νX (resp. νˆX) the unique µ (resp. µˆ) stationary
probability measure on ∂X.
By Proposition 9.6 νˆX × νX is ergodic with respect to the G action, and
by Theorem 9.4 νX and νˆX have no atoms. Thus, νˆX ×νX gives zero weight
to the diagonal.
Let
F : ∂fG→ Λ(G) ⊂ ∂X
be the continuous equivariant map on G obtained by Gerasimov in [22].
Let ϕ = F ◦ pi : ∂MG→ ∂X, and
ϕˆ = F ◦ pˆi : ∂ˆMG→ ∂X
By uniqueness of stationary measures on ∂X and the fact that the push-
forward pi∗ν is stationary we have:
νX = F?νf = ϕ?ν
and similarly
νˆX = F?νˆf = ϕ?νˆ
The following is a corollary of Proposition 10.1
Corollary 10.3. There exists a G-invariant Radon measure mX on ∂X ×
∂X in the measure class of νˆX × νX .
Proof. Let mf be the measure constructed in Theorem 10.1.
Let mX = (F × F )∗mf .
By G-equivariance of ϕ, and since νX = ϕ∗ν we have that mX is a G-
invariant measure on ∂X×∂X in the measure class of νˆX×νX . If A,B ⊂ ∂X
are disjoint closed sets then F−1(A) and F−1(B) are disjoint closed subsets
of ∂fG so
mX(A×B) = mf (F−1(A)× F−1(B)) <∞.
Thus mX is Radon. 
The main application is the following.
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Theorem 10.4. Assume X is a proper CAT (−1) space and G < IsomX
is a non-elementary subgroup acting geometrically finitely on X. Let µ be
a probability measure on G whose finite support generates G. Then the
measure mX defined above is the geodesic current for a G and geodesic flow
invariant measure L˜ on the unit tangent bundle T 1X = ∂2X ×R projecting
to a finite ergodic geodesic flow invariant measure L on T 1M/G.
Proof. Let M = X/G and T 1M = T 1X/G be the unit tangent bundle of
M . Denote by Φ : T 1X → T 1M and p : X →M the canonical projections.
Let g˜t and gt (t ∈ R) the geodesic flow on X and M respectively. Define a
measure L˜ on T 1X by
dL˜(q) = dmX(q
−, q+)dt
where dt is geodesic arclength. Since mX is locally finite, so is L˜. By
definition, L˜ is g˜t-invariant. Furthermore, the G-invariance of mX implies
the G invariance of L˜. Thus, L˜ projects to a gt-invariant measure L on T
1M .
Since mX is ergodic with respect to the action of G on ∂
2X = R T 1X, L is
ergodic with respect to the geodesic flow on T 1M = T 1X/G.
We want to show that L is finite. Indeed, suppose L is infinite. Then
Hopf’s infinite ergodic theorem (see e.g. [30]) implies that for every A ⊂
T 1M with L(A) <∞ and for L almost every q ∈ T 1M :
|{t ∈ [0, T ] : gtq /∈ A}|
T
→ 1
as t→∞.
Equivalently: for any C ⊂ T 1X with L(Φ(A)) < ∞, for νˆX × νX almost
every (q+, q−) ∈ ∂2X, and for any q ∈ T 1X with endpoints q±, we have
|{t ∈ [0, T ] : g˜tq /∈ C}|
T
→ 1
as T →∞.
Taking C = GT˙ 1BR(o) ⊂ T 1X we see that Φ(C) = T 1BR(p(o)) is com-
pact so L(Φ(C)) <∞ as L is locally finite.
Thus, for any R > 0, for νˆX × νX -a.e. (q+, q−) ∈ ∂2X, and for any unit
speed geodesic γ connecting q± we obtain
|{t ∈ [0, T ] : d(γ(t), Go) > R}|
T
→ 1
as T →∞. This contradicts Proposition 9.18.

Remark 10.5. The finite support assumption in Theorem 10.4 is needed
only to apply Proposition 9.18. It seems likely that the latter holds under
the weaker assumption of superexponential moment but we could not verify
it.
Remark 10.6. By a general result of Babillot [3] about product measures,
the measure L in Theorem 10.4 is mixing with respect to the geodesic flow
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on T 1X unless the logarithms of the lengths of closed geodesics on X/G are
contained in a discrete subgroup of R. This mixing condition is satisfied for
instance wheneverG contains a parabolic, wheneverX is a surface, whenever
X is a rank 1 symmetric space, or when X/G has finite Riemannian volume
[10].
11. Application: Singularity of Measures
Let (X, dX) be a proper geodesic Gromov hyperbolic space.
For x, y, z ∈ X and a, b ∈ ∂X let
βXz (x, y) = dX(x, z)− dX(y, z)
βXa (x, y) = lim inf
z∈G,z→a
βXz (x, y)
ρXz (x, y) =
1
2
dX(z, x) + dX(z, y)− dX(y, x)
ρXz (a, b) = lim inf
x,y∈X,x→α,y→β
ρXz (x, y)
The quantities ρX and βX are called the Gromov product and the Buse-
mann cocycle for (X, dX) respectively.
Fix a basepoint o ∈ X.
Suppose Gy X is a properly discontinuous isometric action by a count-
able group.
Note, this is necessarily a convergence action.
Let ΛG ⊂ ∂X be the limit set of G, and ΛcG ⊂ ΛG the G equivariant set
of conical limit points.
Definition 11.1. A finite Borel measure κ on ∂X is calledG-quasiconformal
of dimension s and quasiconformal constant C (or simply (G, s, C) quasi-
conformal) if the following hold:
a) κ is supported on the limit set ΛG ⊂ ∂X of G.
b) G preserves the measure class of κ and for all g ∈ G
C−1e−sβ
X
ζ (go,o) ≤ dgκ
dκ
(ζ) ≤ Ce−sβXζ (go,o).
Let
h = hX(G) = inf{s :
∑
g∈G
e−sdX(x,gx) <∞}
be the critical exponent of the action.
Note the Poincare´ series
∑
g∈G e
−sdX(x,gx) converges for s > h and di-
verges for s < h.
Coornaert proved in [9, Theorem 5.4] that whenever Gy X is a properly
discontinuous isometric action on a proper Gromov hyperbolic space with
h(G) <∞ there is a G-quasiconformal measure on X of dimension h(G).
The following is due in this generality to Matsuzaki-Yabuki-Jaerisch [38,
Theorem 4.1].
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Proposition 11.2. Suppose G y X is a nonelementary properly discon-
tinuous isometric action on a proper geodesic Gromov hyperbolic space. Let
κ be a G-quasiconformal measure which gives full measure to the set ΛcG
of conical limit points in ∂X. Then κ is ergodic with respect to the action
Gy ∂X.
The goal of this section is to prove:
Theorem 11.3. Suppose Gy ∂X is a nonelementary, geometrically finite
action with parabolic elements on a proper geodesic Gromov hyperbolic space
X. Let κ be a G-quasiconformal measure on ∂X.
Let µ be a symmetric probability measure on G with superexponential mo-
ment whose support generates G.
Let νX be the µ stationary measure on ∂X.
Then νX and κ are singular.
We can decompose κ as κ1+κ2 where κ1(A) = κ(A∩ΛcG is the restriction
of κ to the conical limit set and κ2(A) = κ(A \ ΛcG the restriction to its
complement in ΛG.
Then the κi are both G-quasiconformal. To prove νX is singular to κ, it
is enough to show it’s singular to both κ1 and κ2. Note, by definition κ2
gives zero weight to conical limit points in ∂X, while by Theorem 9.14 νX
gives full weight to the same set, so κ2 is singular to νX .
Therefore, we may assume κ = κ1, i.e. κ is supported on ΛcG.
Lemma 11.4. Either κ and νX are singular or there is a constant C ≥ 1
such that
C−1κ(A) ≤ νX(A) ≤ Cκ(A)
for all Borel A ⊂ ∂X.
Proof. The action Gy X preserves the measure class of νX by Theorem 9.4
and that of κ by the positivity of dgκdκ in the definition of quasiconformality.
Furthermore, G y X is ergodic with respect to νX by Proposition 9.6 and
ergodic with respect to κ by Proposition 11.2. Any two measures whose
measure classes are preserved by an action G y X and are ergodic with
respect to this action are either singular or mutually absolutely continuous,
so this is true for κ and νX . Suppose they are mutually absolutely contin-
uous. Then there is a positive Borel function J with dκ = JdνX . To prove
Lemma 11.4 it suffices to prove that J is νX -essentially bounded: that is,
there exists a K > 0 with J(a) ∈ [K−1,K] for νX -a.e. a ∈ ∂X. By the chain
rule we have
J ◦ g−1 = dgκ
dgνX
=
dgκ
dκ
dκ
dνX
dνX
dgνX
. (38)
νX -a.e.
Let ϕ : ∂MG→ ∂X be the equivariant continuous map having one-point
preimage on every conical point of ∂X (see sections 7, 9). Let ψ : ∂X →
∂MG be a Borel map with ϕ(ψ(a)) = a for all conical a ∈ ∂X (hence for νX
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a.e. a ∈ partialX, since conical points have full νX measure by Theorem
9.14). The quasiconformality of κ yields
E−1 exp(−hβXa (go, o))≤
dgκ
dκ
(a) ≤ E exp(−hβXa (go, o)) (39)
where E is the quasiconformal constant for κ. On the other hand, by (34)
we know
dνX(a)
dgνX
=
1
K(g, ψ(a))
= exp(∆(g, e, ψ(a))), (40)
for νX -a.e. a ∈ ∂X and α = ψ(a) ∈ ∂MG. Moreover, by definition we have
dκ
dνX
= J. (41)
Thus, by plugging in (39),(40), and (41) into (38) we obtain
E−1J(a) exp (∆(g, e, ψ(a)))− hβXa (go, o) ≤ J(g−1(a)) (42)
≤ EJ(a) exp (hβXa (go, o)−∆(g, e, ψ(a)))
νX -a.e. a ∈ ∂X.
Define the function J˜ : ∂2Xc → R, where ∂2Xc = {(a, b) : a, b ∈ ∂cX}
and ∂cX is the subset of conical points in ∂X, as follows:
J˜(a, b) = J(a)J(b) exp (2hρXo (a, b)− 2ρGe (ψ(a), ψ(b))), (43)
where ρG was defined in (35) in section 10.
We have,
2ρGe (g
−1α, g−1β)− 2ρGe (α, β) = ∆(g, e, α) + ∆(g, e, β) (44)
and
2ρXo (g
−1a, g−1b)− 2ρXo (a, b) = βXa (go, o) + βXb (go, o) (45)
Thus plugging (42), (44) and (45) into (43) we obtain for all g ∈ G
E−2 ≤ J˜(g−1a, g−1b) ≤ E2 (46)
Choose C > 0 to be large enough so that the set
A = {(a, b) ∈ ∂X × ∂X : C−1 < J˜(a, b) < C}
has positive νX × νX measure. Since νX × νX is ergodic (by Proposition
9.6), this implies that the subset
Ω = GA
has full νX × νX measure. Then for every (a, b) ∈ Ω there is g ∈ G with
g(a, b) ∈ A. So
C−1D−1 ≤ D−1J˜(ga, gb) ≤ J˜(a, b) ≤ DJ˜(ga, gb) ≤ DC, (47)
for all pairs (a, b) ∈ Ω. Thus, letting K = CD we see that
K−1 ≤ J˜(a, b) ≤ K,∀(a, b) ∈ Ω. (48)
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We will now show that J is νX -essentially bounded. Indeed, (48) implies
that
K−1 exp (2hρXo (a, b)− 2ρGe (α, β)) ≤ J(a)J(b)
≤ K exp (2hρXo (a, b)− 2ρGe (α, β))
for all (α, β) ∈ ϕ−1(Ω) and a = ϕ(α), b = ϕ(β).
Let U, V ⊂ ∂X be disjoint closed sets with nonempty interiors. Then by
Theorem 5.1 ρGe (α, β) is bounded over all (α, β) ∈ ϕ−1U × ϕ−1V , while the
function ρXo (a, b) is bounded over all (a, b) ∈ U × V . Hence, there is an
M > 0 with M−1 ≤ J(a)J(b) ≤M for all (a, b) ∈ (U × V ) ∩ Ω.
Let b ∈ V be such that (a, b) ∈ Ω for νX -almost all a ∈ U (since Ω has
full measure, such b exists by Fubini’s theorem).
Then M−1 ≤ J(a)J(b) ≤M for νX -almost all a ∈ U .
Thus
M−2 ≤ J(a)/J(a′) ≤M2
for νX -almost all a, a
′ ∈ U .
Thus
M−2 ≤ J(a)/J(a′) ≤M2
for νX -almost all a, a
′ ∈ U .
Now, let W1,W2 ⊂ ∂X be closed neighborhoods whose complements con-
tain closed sets with nonempty interiors and such that W1 ∪W2 = ∂X. By
the above argument there is an M > 0 such that M−2 ≤ J(a)/J(a′) ≤ M2
for almost all (a, a′)∈(W1 ×W1) ∪ (W2 ×W2). This implies that J is essen-
tially bounded on each of W1 and W2, and thus J is essentially bounded on
∂X. 
We now return to the proof of Theorem 11.3
Proof of Theorem 11.3. Let E be the quasiconformal constant for κ. Then
for κ-a.e. ζ ∈ ∂X,
E−1 exp(−hβXζ (go, o)) ≤
dgκ
dκ
(ζ) ≤ E exp(−hβXζ (go, o)). (49)
Moreover, by (40) we have
dgνX
dνX
(ζ) = K(g, ψ(ζ)) (50)
for νX -a.e. ζ ∈ ∂X.
By Lemma 11.4, if νX and κ are not singular, they are absolutely contin-
uous and there is a constant C > 1 with
C−1 ≤ dκ
dνX
≤ C
νX -a.e. Thus, since
dκ
dνX
◦ g−1 = dgκ
dgνX
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we have for every g ∈ G
C−1 ≤ dgκ
dgνX
≤ C
νX -a.e.
Consequently for every g ∈ G
dgκ/dκ
dgνX/dνX
=
dgκ
dgνX
dνX
dκ
∈ [C−2, C2]
νX -a.e. so taking logarithms we get
| log dgκ
dκ
− log dgνX
dνX
| < C ′
νX -a.e. for a uniform constant C
′.
By (49), and (50) this implies that there is C ′′ > 0 and a set Υ ⊂ ∂X of
full νX and κ measure with
| sup
α∈ϕ−1Υ
∆(g, e, α)− h · sup
a∈Υ
βXa (go, o)| < C ′′ (51)
(this is well defined since for each g, the quantities ∆(g, e, α) = − logK(g, α)
and βXζ (go, o) are bounded over α ∈ ∂MG and ζ ∈ ∂X respectively).
Since Υ has full νX measure the set U = F
−1Υ ⊂ ∂fG has full νf measure.
Furthermore, νf has full support on ∂fG by Theorem 9.4 so U = ∂fG.
Thus by continuity of ϕ we have
sup
α∈ϕ−1Υ
∆(g, e, α) = sup
α∈pi−1U
∆(g, e, α) = sup
α∈pi−1U
∆(g, e, α). (52)
Furthermore, since ∂fG = pi(pi−1U) has more than two points, there is
δ > 0 such that for each g ∈ G there is an infinite sequence zn ∈ G converging
to some α ∈ pi−1U with δof (g, zn) > δ for all n.
Consequently by Theorem 5.1
dG(g, e) + dG(e, zn)−A(δ) ≤ dG(g, zn)
and thus
∆(g, e, α) ≥ dG(g, e)−A(δ).
This implies
dG(g, e)−A(δ) ≤ sup
α∈pi−1U
∆(g, e, α) ≤ dG(g, e) (53)
for all g ∈ G.
On the other hand, clearly
sup
a∈Υ
βXa (go, o) ≤ dX(go, o) (54)
Putting together (51), (52), (53), and (54) we obtain a constant D > 0
such that
dG(g, e)− hd˙X(go, o) < D
for all g ∈ G.
MARTIN AND FLOYD BOUNDARIES 49
Since dG is quasi-isometric to the word metric ||.|| this implies
c′||g|| − dX(go, o) < D (55)
for all g ∈ G and a constant c′′ > 0.
On the other hand, since our word metric comes from a finite generating
set it is clear that the orbit map is coarsely Lipschitz, i.e. there are constants
K1, K2 with
dX(go, o) ≤ K1||g||+K2
for all g ∈ G.
This implies that the orbit map G → Go ⊂ X is a quasi-isometric em-
bedding, which is impossible in the presence of parabolic elements [42].

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