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Full diversity sets of unitary matrices from orthogonal sets of
idempotents∗
Ted Hurley†
Abstract
Orthogonal sets of idempotents are used to design sets of unitary matrices, known as constel-
lations, such that the modulus of the determinant of the difference of any two distinct elements is
greater than 0. It is shown that unitary matrices in general are derived from orthogonal sets of
idempotents reducing the design problem to a construction problem of unitary matrices from such
sets. The quality of the constellations constructed in this way and the actual differences between the
unitary matrices can be determined algebraically from the idempotents used. This has applications
to the design of unitary space time constellations.
1 Introduction
The design problem for unitary space time constellations is set out nicely in [1] and [4]: “Let M be the
number of transmitter antennas and R the desired transmission rate. Construct a set V of L = 2RM
unitary M ×M matrices such that for any two distinct elements A,B in V , the quantity | det(A − B)|
is as large as possible. Any set V such that | det(A − B)| > 0 for all distinct A,B is said to have full
diversity.”
The number of transmitter antennas is the size M of the matrices and this is also known as the order
of the constellation or matrices. ‘Order’ in this instance refers to the size of the matrices.
The set V is known as a constellation. In [1] also it is explained that the quality of the constellation
is measured by
ζV =
1
2
min
Vl,Vm∈V,Vl 6=Vm
| det(Vl − Vm)| 1M
Here we present general methods for constructing such constellations from orthogonal sets of idem-
potents. It is shown that unitary matrices are obtained from complete orthogonal sets of idempotents
in a precise manner. This enables constructions of constellations using such representations and the
nature of the constructions allows the quality to be determined algebraically; all differences may often
be explicitly calculated.
New constellation are derived from the general concept, explict constructions are given and many
more may be derived. Indeed infinite series of fully diverse real and infinite series of fully diverse complex
constellations may be constructed using the methods; from these finite sets may be chosen and the quality
worked out algebraically as required.
Extension methods for constructing constellations are derived. Algebraic results on differences of
unitary matrices are formulated which may then be used to calculate the quality of such constructed
constellations.
A method is derived in Section 5 which allows the construction of constellations of order 2n×2n from
constellations of order n×n where the higher order constellations have similar quality and similar rate to
the lower order constellations. In this way many more constellations of higher order may be constructed
from those already constructed.
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Examples are constructed which show some of the range of the methods but the methods are fairly
general and many more may be constructed.
Division algebras have also been used in this area and the excellent survey article [5] and the references
therein give the details. See also [2], [3].
1.1 Further notation
For unitary matrices A,B of the same M ×M size define the distance or difference between A and B
to be 12 | det(A−B)|
1
M . Thus for a constellation V of unitary matrices consisting of M ×M matrices its
quality is the minimum of the distances between any two different matrices in V .
A set of orthogonal idempotents in a ring R is a set {e1, e2, . . . , ek} satisfying:
(i) ei 6= 0 and e2i = ei, 1 ≤ i ≤ k.
(ii) If i 6= j then eiej = 0.
If further 1 = e1 + e2 + . . .+ ek then the set is said to be a complete set of orthogonal idempotents.
Here we use 1 for the identity of R. In general 1 will denote the identity of the system under
consideration.
The idempotent ei is said to be primitive if it cannot be written as ei = e
′
i + e
′′
i where e
′
i, e
′′
i are
idempotents such that e
′
i, e
′′
i 6= 0 and e
′
ie
′′
i = 0. A set of orthogonal idempotents is said to be primitive
if each idempotent in the set is primitive.
A mapping ∗ : R → R in which r 7→ r∗, (r ∈ R) is said to be an involution on R if and only if (i)
r∗∗ = r, ∀r ∈ R, (ii) (a+ b)∗ = a∗ + b∗, ∀a, b ∈ R, and (iii) (ab)∗ = b∗a∗, ∀a, b ∈ R.
We are particularly interested in the case where ∗ denotes complex conjugate transpose in the case of
matrices over C and denotes transpose for matrices over other fields and in particular over R, the reals.
If R has an involution ∗ then an element v ∈ R is said to be symmetric (with respect to ∗) if v∗ = v
and a set of elements is said to be symmetric if each element in the set is symmetric.
The matrix U ∈ Rn×n is said to be a unitary matrix (with respect to ∗) if UU∗ = 1.
A constellation is said to be fully diverse when it has full diversity.
Further general algebra background may be found [6] although little background in coding theory
itself is required.
1.2 Layout
In Section 2 the connection between orthogonal sets of idempotents and unitary matrices is established
and in the (sub)Section 2.2 properties of, and construction methods for, orthogonal sets of idempotent
matrices are analysed.
In Section 3 methods are derived for constructing unitary matrices from a complete set of idempotents.
The results here correspond to those obtained in the cyclic case as in [1] and [4]. Examples are given
and the rates and quality are worked out.
Methods are derived for constructing and analysing unitary matrices using different sets of orthogonal
idempotents in Section 4. In (sub)Sections 4.1, 4.2, 4.3 the methods are applied to constructing infinite
fully diverse sets of real unitary and their distances are established; from such sets finite subsets may
be taken as required and the distances and quality of these sets are then known. Examples are given
here and many more may be deduced. In Section 4.6 the methods are applied to constructing sets of
constellations with complex entries; indeed infinite such sets are constructed from which finite subsets
may be deduced as required.
In Section 5, a method, using what is called a tangle of matrices, is devised to construct sets of
2n × 2n fully diverse constellations from a set of n × n fully diverse constellations. The quality of the
2n× 2n constellations may be given in terms of the quality of the n× n constellations from which they
are derived.
2
1.3 Dependence
Some of the sections may be read independently except where a reference is made to an example con-
structed in a previous section. In this sense Sections 3, 4, 5 may be read independently. The (sub)Sections
2.2 and 2.3, on methods for constructing orthogonal sets of idempotent matrices and properties therefrom,
may be consulted as required.
1.4 Determinants of block matrices
Interested will be in P = det(
(
A B
C D
)
) where A,B,C,D are block matrices of the same size. It is not
necessary that all of A,B,C,D commute in order to have a formula (such as below) for P in terms of
A,B,C,D.
Let M =
(
A B
C D
)
.
Then
1. detM = det(AD −BC) whenever at least one of A,B,C,D is equal to the zero matrix.
2. detM = det(AD −BC) when DC = CD.
3. detM = det(AD − CB) when AC = CA.
4. detM = det(DA−BC) when BD = DB.
5. detM = det(DA− CB) when AB = BA.
Such results may be found on-line or in for example [7]. These will be applied without further reference.
2 Unitary matrices and orthogonal sets of idempotents
Unitary matrices over C are built from complete symmetric orthogonal sets of matrices as follows:
Proposition 2.1 U is a unitary n×n matrix over C if and only if U = α1v∗1v1+α2v∗2v1+ . . .+αnv∗nvn
where {v∗1v1, v∗2v2, . . . , v∗nvn} is a complete symmetric orthogonal set of idempotents in Cn×n and αi ∈ C
with |αi| = 1, ∀i. Further the αi are the eigenvalues of U .
This result appears in [10, 9] but as it leads to fundamental constructions, a proof is given here for
completeness.
Proof: Let U = α1v
∗
1v1 + α2v
∗
2v2 + . . .+ αnv
∗
nvn where {v∗1v1, v∗2v2, . . . , v∗nvn} is a orthogonal complete
set of idempotents with |αi| = 1. It is easy to check that UU∗ = 1. Then Uv∗i = αiv∗i and so the αi are
the eigenvalues of U .
Suppose then U is a unitary matrix. It is known, as in particular U is a normal matrix, that there
exists a unitary matrix P such that U = P ∗DP where D is diagonal and the entries of D must have
modulus 1. Thus P =

 v1v2...
vn

 where {v1, v2, . . . , vn} is an orthonormal basis (of row vectors) for Cn and
D = diag(α1, α2, . . . , αn) with |αi| = 1 and the αi are the eigenvalues of U . Then
U = P ∗DP
= (v∗1 , v
∗
2 , . . . , v
∗
n)

 α1 0 ... 00 α2 ... 0... ... ... ...
0 0 ... αn



 v1v2...
vn


= (α1v
∗
1 , α2v
∗
2 , . . . , αnv
∗
n)

 v1v2...
vn


= α1v
∗
1v1 + α2v
∗
2v2 + . . .+ αnv
∗
nvn.
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Thus unitary matrices are generated by complete symmetric orthogonal sets of idempotents formed
from the diagonalising unitary matrix. Notice that the αi are the eigenvalues of U .
2.1 Example
For example consider the real orthogonal/unitary matrix U =
(
cos θ sin θ
− sin θ cos θ
)
. This has eigenvalues eiθ, e−iθ
and P = 1√
2
(−1 −i
i 1
)
is a diagonalising unitary matrix. Take the rows v1 =
1√
2
(−1,−i), v2 = 1√2 (i, 1)
of P and consider the complete orthogonal symmetric set of idempotents {P1 = v∗1v1 = 12
(
1 −i
i 1
)
, P2 =
v∗2v2 =
1
2
(
1 i
−i 1
)}.
Then applying Proposition 2.1 gives U = eiθP1 + e
−iθP2 = 12e
iθ
(
1 −i
i 1
)
+ 12e
−iθ ( 1 i
−i 1
)
, which may be
checked independently to be equal to U .
2.2 Complete orthogonal sets of idempotents
Unitary matrices are designed from complete symmetric sets of orthogonal idempotents as in Proposition
2.1.
Also in [10, 9] construction methods for complete symmetric orthogonal systems of idempotents are
given. The methods are based essentially on (a) orthogonal projections; (b) group rings. The reader
may consult the results in these papers as required later.
Methods similar have been used to construct series of paraunitary matrices which play an important
role in signal processing, [10].
2.3 Rank and Determinants
The results in this subsection are used later for constructing constellations and for calculations the
differences and quality. They appear essentially in [10, 9] but in a slightly different form.
Lemma 2.1 Suppose {E1, E2, . . . , Es} is a set of orthogonal idempotent matrices. Then rank(E1+E2+
. . .+ Es) = tr(E1 + E2 + . . .+ Es) = trE1 + trE2 + . . .+ trEs = rankE1 + rankE2 + . . .+ rankEs.
Proof: It is known that rankA = trA for an idempotent matrix, see for example [11], and so rankEi =
trEi for each i. If {E,F,G} is a set an orthogonal idempotent matrices so is {E + F,G}. From
this it follows that rank(E1 + E2 + . . . + Es) = tr(E1 + E2 + . . . Es) = trE1 + trE2 + . . . + trEs =
rankE1 + rankE2 + . . . rankEs. 
Corollary 2.1 rank(Ei1 +Ei2 + . . .+Eik) = rankEi1 + rankEi2 + . . .+ rankEik for ij ∈ {1, 2, . . . , s},
ij 6= il.
Let {e1, e2, . . . , ek} be a complete orthogonal set of idempotents in a vector space over F .
Theorem 2.1 Let w = α1e1 + α2e2 + . . .+ αkek with αi ∈ F . Then w is invertible if and only if each
αi 6= 0 and in this case w−1 = 1α1 e1 + 1α2 e2 + . . .+ 1αk ek.
Proof: Suppose each αi 6= 0. Then w( 1α0 e0+ 1α1 e1+. . .+ 1αk ek) = e20+e21+. . .+e2k = e0+e1+. . .+ek = 1.
Suppose w is invertible and that some αi = 0. Then wei = 0 and so w is a (non-zero) zero-divisor
and is not invertible. 
We now specialise the ei to be n× n matrices and in this case use capital letters and let ei = Ei.
Let A = a1E1 + a2E2 + . . .+ akEk. Then A is invertible if and only if each ai 6= 0 and in this case
A−1 = 1a1E1 +
1
a2
E2 + . . .+
1
ak
Ek.
The following result is very useful for determining the quality of constellations constructed by the
methods of idempotents.
Theorem 2.2 Suppose {E1, E2, . . . , Ek} is a complete symmetric orthogonal set of idempotents in Fn×n.
Let A = a1E1 + a2E2 + . . .+ akEk. Then the determinant of A is |A| = arankE11 arankE22 . . . arankEkk .
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Proof: Now AEi = aiE
2
i = aiEi. Thus each column of Ei is an eigenvector of A corresponding to the
eigenvalue ai. Thus there are at exist rankEi linearly independent eigenvectors corresponding to the
eigenvalue ai. Since rankE1+rankE2+ . . .+rankEk = n there are exactly rankEi linearly independent
eigenvectors corresponding to the eigenvalue ai. Let ri = rankEi. Let these ri linearly independent
eigenvectors corresponding to ai be denoted by vi,1, vi,2, . . . vi,ri . Do this for each i.
Any column of Ei is perpendicular to any column of Ej for i 6= j as EiE∗j = 0.
Suppose now
∑r1
j=1 α1,jv1,rj +
∑r2
j=1 α2,jv2,rj + . . .+
∑rk
j=1 αk,j = 0.
Multiply through by Es for 1 ≤ s ≤ k. This gives
∑rk
j=1 αk,jvk,j = 0 from which it follows that
αk,j = 0 for j = 1, 2, . . . rk.
Thus the set of vectors S = {v1,1, v1,2, . . . v1,r1 , v2,1, v2,2, . . . , v2,r2 . . . , . . . , vk,1, vk,2, . . . , vk,rk} is lin-
early independent and form a basis for Fn – remember that rank(E1 + E2 + . . . + Ek) = n. Hence A
can be diagonalised by the matrix of these vectors and thus there is a non-singular matrix P such that
P−1AP = D where D is a diagonal matrix consisting of the ai repeated ri times for each i = 1, 2, . . . k.
Hence |A| = |D| = ar11 ar22 . . . arkk . 
Theorem 2.2 may be used to compute the full distribution of the differences in a constellation in
certain cases.
The following Proposition may be found in [10], Proposition 4.2.
Proposition 2.2 Let F be a field in which every element has a square root. Suppose also an involution
∗ is defined on the set of matrices over F . Then P is a symmetric (with respect to ∗) idempotent of
rank 1 in Fn×n if and only if P = vv∗ where v is a column vector such that v∗v = 1.
(Note that ‘symmetric with respect to ∗’ in the case of matrices over C is usually termed ‘Hermitian’.)
It is necessary that square roots exist in the field and an example is given in [10] to demonstrate this.
Proposition 2.2 shows that vv∗, for v a unit column vector, is a symmetric idempotent and sets of
unitary matrices are constructed from these types of idempotents in later sections.
3 Constellations from complete orthogonal set of idempotents
Recall that a set of unitary matrices is said to have full diversity or to be fully diverse if and only if the
modulus of the determinant of the difference of any two matrices in the set is non-zero.
Theorem 3.1 Let {E1, E2, . . . , Ek} be a complete symmetric orthogonal set of idempotents. Define
for s = 1, 2, . . . , t, Vs =
∑k
j=1 αs,jEj where the αp,q are complex numbers of modulus 1. Then V =
{V1, V2, . . . , Vt} is a constellation of unitary matrices. Further V has full diversity if and only if for each
t = 1, 2, . . . , k, αr,t 6= αs,t when r 6= s.
Proof: It is easy to check that each Vj is a unitary matrix. Consider all W (p, l) = Vp − Vl for p 6= l.
Then W (p, l) =
∑k
i=1(αp,i − αl,i)Ei and by Theorem 2.2, det(W (p, l)) = (αp,1 − αl,1)rankE1(αp,2 −
αl,2)
rankE2 . . . (αp,k−αl,k)rankEk . Hence | det(W (p, l))| 6= 0 for all p, l with p 6= l if and only if αp,i 6= αl,i
for 1 ≤ i ≤ k and for all p, l with p 6= l. 
Theorem 3.1 enables the construction of classes of constellations, and Theorem 2.2 enables the cal-
culation of the quality of each one and indeed the calculation of all the differences in the constellation.
3.1 Examples
Theorem 3.1 is now used to construct constellations and calculate their qualities. To keep full diversity
it is only necessary to adhere to the conditions of Theorem 3.1.
Consider the 2× 2 case. Let {E0, E1} be a complete orthogonal set of idempotents in C2×2.
For fixed θ, use (k, j) to mean ekiθE0 + e
jiθE1. Use |(p, q)| to mean |1 − eipθ||1 − eiqθ|. Note that
|1− eiα| = |1− e−iα|.
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1. n = 5, θ = 2pi/5: V = {(0, 2), (1, 4), (2, 1), (3, 3), (4, 0)}. Then quality is (sin(pi/5) sin(2pi/5))1/2 =
0.74767... . The rate here is log2(5)/2 = 1.1609...
2. n = 8: V = {(0, 0), (1, 3), (2, 6), (3, 1), (4, 4), (5, 7), (6, 2), (7, 5)}. This is the form {(j, 3j) | j =
0, 1, . . . , 7} where 3j is interpreted as 3j mod 8. Here the modulus of difference between any pairs
of these is at worst |(2, 2)| or |(1, 3)|. It is easy to see that |(2, 2)| > |(1, 3)|. Then quality is
(sin(pi/8) sin(3pi/8))1/2 = 0.5946.... The rate is log2(8)/2 = 1.5.
It is possible here also to determine the distribution of the differences. There are in total 28
differences between the 8 elements of the constellations. These are distributed as follows. There
are 16 of modulus | sin(pi/8) sin(3pi/8))1/2| = 0.5946.., 8 of modulus sin(2pi/8) sin(2pi/8)01/2 = 0.707
and 4 of modulus (sin(4pi/) sin(4pi/8))1/2 = 1. A weighted average is 0.684657.., which may possibly
be a more correct measure of a ‘quality’ subject to the main quality.
3. n = 32. Let the constellation be {(j, 7j mod 32) | j = 0, 1, . . . , 31}. On noting that |(5, 3)| > |(1, 7)|
it is seen that the quality of this is 12 (|1− eiθ||1 − e7iθ|)1/2 = (sin(pi/32) sin(7pi/32))1/2 and this is
0.24936... Here also the distribution of the differences may be determined.
4. n = 64. Use the constellation {(i, 19i) | i = 0, 1, . . . , 63} with 19i interpreted as 19i mod 64. Then
get quality (sin(pi/64) sin(19pi/64))1/2 = 0.1985..0. Note here that |(10, 2)| > |(19, 1)). The rate
here is log2(64)/2 = 3.
5. n = 128. Use the constellation {(i, 47i) | i = 0, 1, . . . , 127}. Then get quality (sin(pi/128) sin(47pi/128))1/2 =
0.14978... There are other pairs (i, 47i) where 47i mod 128 < 47 but here the i is big enough so
that |(i, 47i)| > |(1, 47)|. The rate here is log2(128)/2 = 3.5.
3.2 Higher order
Let {E0, E1, E2} be a complete orthogonal set of idempotents in C3×3 Use (k, l,m) to mean ekiθE0 +
eliθE1 + e
miθE2 when θ has been given a value.
Suppose now n = 8 and eiθ = e2ipi/8 is a primitive 8th root of 1. Consider the constellation:
{(0, 0, 7), (1, 3, 2), (2, 6, 5), (3, 1, 3), (4, 4, 0), (5, 7, 1), (6, 2, 6), (7, 5, 4)}.
This has quality (sin(pi/8) sin(3pi/8) sin(pi/8))1/3 = 0.51337... There are just two of the 28 differences
with this least modulus. All the other differences have modulus at least
(sin(2pi/8) sin(2pi/8) sin(pi/8))1/3 = 0.5762... .
For even order (i.e. for C2k×2k) by simply repeating the 2 distribution it is possible to obtain the
same quality as the 2 × 2 case but with smaller rate. Improvements on this can also be obtained by
matching ‘bad’ pairs with ‘good’ pairs.
For example consider a complete orthogonal set of idempotents {E1, E2, E3, E4} in C4×4. Then repeat
the pattern for the 2 × 2 case. Let θ = 2pi/8 and define (j, k, l,m) = ejiθE1 + ekiθE2 + eliθE3 + eliθE4.
Define the constellation {(j, 3j, j, 3j) | j = 0, 1, 2, . . . , 7} where 3j is interpreted as 3j mod 8. Then
the quality of this constellation is also (sin2(pi/8) sin2(3pi/8))1/4 = 0.5946.... With modification to the
construction the quality can be improved to (sin2(pi/8) sin(3pi/8) sin(4pi/8))1/4 = 0.60649....
3.3 General construction
In general consider a complete orthogonal set of idempotents {E1, E2, . . . , Es} in Cn×n. Let e2pi/k = eiθ
be a primitive kth root of 1. Define (j1, j2, . . . , jk) =
s∑
t=1
ejtiθEt. Then construct the constellation
{(ji1, ji2, . . . , jis) | i = 1, 2, . . . , r, 1 ≤ r ≤ k} where, for each i, jti 6= jqi for t 6= q. Maximise the quality
by choosing the jkl to maximise the minimum modulus of the differences.
This could be further developed but is left for consideration elsewhere.
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4 Constellations combining different orthogonal sets of idem-
potents
Now consider constructing constellations by combining different sets of orthogonal idempotents. Good
constellations and indeed good constellations with real unitary matrices and good quality can still be be
obtained.
4.1 Symmetric 2× 2 idempotents
Let {P, P1} be a complete symmetric orthogonal set of idempotents in C2×2. Then P1 = 1−P and since
P is a symmetric idempotent it follows that P = v∗v for a unit row-vector v by Proposition 2.2. Let
v =
(
a
b
)
and thus P = vv∗ =
(|a|2 ab∗
ba∗ |b|2
)
where |a|2 + |b|2 = 1.
Consider also the idempotent Q =
(|c|2 cd∗
dc∗ |d|2
)
where |c|2 + |d|2 = 1.
Proposition 4.1 Let P =
(
a
b
)
(a∗, b∗) and Q =
(
c
d
)
(c∗, d∗). Then
(
a c
b d
)(
a∗ b∗
−c∗ −d∗
)
= P −Q.
Proof: This may be shown directly by matrix multiplication. 
Corollary 4.1 | det(P −Q)| = | det(
(
a c
b d
)(
a∗ b∗
−c∗ −d∗
)
| = | det(
(
a c
b d
)
)2|
Proof: This follows since | detX | = | det(−X)| = | detX∗| for a matrix X . 
Corollary 4.2 | det(2(P −Q))| = 4|ad− bc|2.
Corollary 4.3 | det(P −Q)| = 0 if and only if ad = bc.
Corollary 4.4 When a, b, c, d are real, | det(2(P −Q))| = 4(ad− bc)2.
The following more general result is needed later.
Lemma 4.1
(
aa∗ − αcc∗ ab∗ − αcd∗
ba∗ − αdc∗ bb∗ − αdd∗
)
=
(
a
√
αc
b
√
αd
)(
a∗ b∗
−√αc∗ −√αd∗
)
.
Proof: This follows by direct matrix multiplication. 
Corollary 4.5 Suppose E =
(
aa∗ ab∗
ba∗ bb∗
)
, F =
(
cc∗ cd∗
dc∗ dd∗
)
. Then | det(E−F )| = | det(
(
a c
b d
)
)2| and
| det(E − αF )| = |α det(E − F )|.
Proof: That | det(E − F )| = | det(
(
a c
b d
)
)2| follows from Corollary 4.1.
Now | det(E−αF )| = | det(
(
a
√
αc
b
√
αd
)(
a∗ b∗
−√αc∗ −√αd∗
)
| = |√α√α det(
(
a c
b d
)(
a∗ b∗
−c∗ −d∗
)
)| =
|α det(E − F )|.

Now U = P−P1 = 2P−I and V = Q−Q1 = 2Q−1 are unitary matrices and U−V = 2(P−Q). Note
that U, V do not in general commute so cannot be simultaneously diagonalised. Thus these constructions
are not the same as the cyclic constructions.
More generally we have the following result.
Lemma 4.2 Let E be a symmetric idempotent in Cn×n. Then 2E − In is a unitary matrix.
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Proof: Write I for In. Then (2E−I)(2E−I)∗ = (2E−I)(2E−I) = 4E2−2E−2E+I = 4E−4E+I = I.

Now form constellations of the form {2Ei − I|i ∈ J} for some index set J where Ei are symmetric
idempotents. These matrices do not commute in general so such constellations are certainly different to
those in Section 3 and are for example cyclic.
Suppose the matrices are of order 2 × 2. The differences of the elements in the constellation are
1
2 |(det(2Ei− I− (2Ej − I)|1/2) = 12 | det 2(Ei−Ej)|1/2 = 12 |4 det(Ei−Ej)|1/2 = | det(Ei−Ej)|1/2. These
can be calculated by results such as Corollary 4.2 for certain idempotents, for example for those of the
form Ei = v
∗
i vi, for unit row vectors vi. In constructing constellations, using unitary matrices of the
form 2Ei − I, it is desirable to make the modulus of the determinants of the difference between any two
Ei and Ej as large as possible.
4.2 Sets of real unitary constellations
Consider the following idempotents formed using vv∗ for a row vector v. Assume now the entries of v
are real. Each matrix is of the form vv∗ =
(|a|2 ab
ba |b|2
)
where |a|2 + |b|2 = 1.
Let v1 =
(
1√
2
1√
2
)
to give E1 =
(
1/2 1/2
1/2 1/2
)
. This gives the unitary real matrix A1 = 2E1 − I.
Now let a22 = 1/3, b
2
2 = 2/3 to give E2 =
(
1/3
√
2/3√
2/3 2/3
)
. This gives the unitary real unitary matrix
A2 = 2E2 − I.
In general let a2k = 1/(k+1), b
2
k = k/(k+1) for k ∈ N to get vk =
(
ak
bk
)
and then the real idempotent
Ek =
(
1
k+1
√
k
k+1√
k
k+1
k
k+1
)
. Now let Ak = 2Ek − I and then Ak is a unitary matrix.
Then consider W = {Ak|k ≥ 1}. This is an infinite set of unitary matrices. Constellations may be
formed from subsets of W . The difference between any two of the unitary matrices in V is calculated as
follows.
Proposition 4.2 Let Ak, Al ∈ V where we assume l > k. Then | det(Ak −Al)| = 4(
√
l−
√
k√
(l+1)(k+1)
)2.
Proof: | det(Ak −Al)| = | det 2(Ek − El)| = 4(
√
l−
√
k√
(l+1)(k+1)
)2 by Corollary 4.2. 
Corollary 4.6 12 | det(Ak −Al)|
1
2 =
√
k−
√
l√
(l+1)(k+1)
.
Corollary 4.7 W = {Ak|k ≥ 1} is an infinite constellation with full diversity.
Further now extend the W by taking the negatives of the elements which are also unitary matrices,
that is let X = {Ak,−Ak, |k ≥ 1} =W ∪−W .
Proposition 4.3 | det(Ak +Al)| = 4(
√
l+
√
k√
(l+1)(k+1)
)2.
Proof: Note that Ak +Al = 2Ek − I + 2El − I = 2Ek − 2(I − El). Now if El is of the form
(
a2 ab
ba b2
)
with a2 + b2 = 1 then I − El =
(
b2 −ab
−ba a2
)
. Thus I − El is the idempotent formed from −b, a and
apply Corollary 4.2 to get the result. 
Proposition 4.7 below may also be used to show that | det(Ak +Al| ≥ | det(Ak −Al| which shows the
quality is calculated from the differences | det(Ak −Al)|.
Corollary 4.8 12 | det(Ak +Al)|
1
2 =
√
l+
√
k√
(l+1)(k+1)
.
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Corollary 4.9 X = {Ak,−Ak, |k ≥ 1} = W ∪−W is an infinite constellation with full diversity. The
quality is the same as that of W.
Note that the distance of Ak, Al is smaller than the distance of Ak,−Al. The quality may then be
determined by the least of these in the constellation chosen from W or from X .
Finite constellations may be chosen from X or W and the quality may be directly calculated. This
allows for a given rate R the construction of 2 × 2 constellations with full diversity and with this rate.
Care should be taken in the choices from X so as to ensure the quality is as large as possible. In Section
5 this will be extended to 4× 4, 8× 8 constellations and so on.
Examples
• Consider V = {A1, A2, A3, A4} ∪ {−A1,−A2,−A3,−A4}. The rate here is log2 8/2 = 1.5. All
the measured distances may be calculated and the least of these comes from 1/2| det(A3 −A4)|1/2
which is approximately 0.05991526. To get better quality we need to take the unitary matrices to
be ‘far enough apart’.
• Consider V = {A1, A2, A4, A16} ∪ {−A1,−A2,−A4,−A16}. The rate is again 1.5 and the smallest
measured distance comes from A4, A2 giving the quality
√
16−√4√
17∗5 which is approximately 0.217.
• Suppose it is required to construct a rate R = 2 constellation of 2× 2 matrices. Suppose also it is
required that the constellation consist of real matrices. Then choose L = 24 = 16 unitary matrices
from X or W .
Consider {A1, A2, . . . , A8,−A1,−A2, . . . ,−A8}}. This has quality
√
8−√7√
9∗√8 . This is approximately
0.02153 but note the quality is given in terms of elements of quadratic extensions of Q.
We can do better by speading out the choice.
By using roots of unity as in Section 4.5 the quality may be increased to approximately 0.3826
while still maintaining non-commutativity.
More generally: For p/q ∈ Q with p, q ∈ N, p < q define a2p,q = p/q, b2p,q = (q−p)/q and vp,q =
(
ap,q
bp,q
)
to form the idempotent Ep,q =

 pq
√
p(q−p)
q√
p(q−p)
q
q−p
q

. Then define Ap,q = 2Ep,q − I which is then a
unitary matrix.
For example E4,7 =
(
4
7
√
12
7√
12
7
3
7
)
.
Constellations may then be formed from {Ap,q,−Ap,q} by varying p, q ∈ N, q > p. For example let
p = 1, always, and vary q so as to give the previous system of constellations. Another example is let
p = 2 and vary q with q > 2. The distances are relatively easy to work out. Which of these types are
best needs to be worked on.
4.3 Real cos, sin
Take now a = cos θ, b = sin θ to form E =
(
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
)
=
(
cos2 θ sin 2θ/2
sin 2θ/2 sin2 θ
)
. Then let
A = 2E − I.
Similarly form F =
(
cos2 α cosα sinα
cosα sinα sin2 α
)
=
(
cos2 α sin 2α/2
sin 2α/2 sin2 α
)
. Then let B = 2F − I.
Then | det(A−B)| = | det 2(E − F )| = 4(cos θ sinα− sin θ cosα)2 = 4 sin2(α − θ).
Build the constellation from such unitary matrices. Thus it is required to build the constellation so
that | sin(θ − α)| is as large as possible for all θ, α used in forming the constellation.
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Define Ej,0 =
(
cos2 θj sin(θj) cos(θj)
cos(θj) sin(θj) sin
2(θj)
)
and Ej,1 = I − Ej,0. Then let Uj = Ej,0 − Ej,1 =
2Ej,0 − I which is a unitary matrix.
Let the constellation then be defined as follows: Define θj = 2jpi/n for j = 0, 1, 2, . . . , n − 1 and
Uj = 2Ej,0 − I be as above and the constellation is defined by Vn = {U0, U1, . . . , Un−1}.
Proposition 4.4 For odd n the quality of the constellation Vn is | sin(pi/n)|.
Proof: By Corollary 4.2, for A,B ∈ Vn, A 6= B, | det(A−B)| = 4| sin(θj−θk)|2 for j 6= k, 0 ≤ j, k ≤ n−1.
Thus | det(A−B)| = 4| sin(2rpi/n)|2 where r = j−k. This is never 0 for odd n and then it has minimum
value 4| sin( (n+1)pin )|2 = 4| sin(pi/n)|2 attained when r = (n + 1)/2, that is when j = (n + 1)/2, k = 0
or j = (n + 3)/2, k = 1 and others. Note that | sin(pi + α)| = | sinα| and that for α < β < pi/2 that
| sinβ| > | sinα|.
The quality of the constellation (for odd n) is thus ζn =
1
2 (4| sin2(pi/n)|
1
2 = | sin(pi/n)| . 
Thus for example:
n = 5: Rate R = log2 5/2 = 1.1609.. , ζ5 = (sin(pi/5)) = 0.58778..... Of the 10 possible differences, 5
have difference 0.58778.. and 5 have difference 0.95105..
n = 9. Rate R = log2 9/2 = 1.5849.., ζ9 = (sin(pi/9)) = 0.3420.....
n = 17. Rate R = log2 17/2 = 2.0437..., and quality ζ17 = sin(pi/17) = 0.1837..
The constellation Vn consists of real unitary matrices.
4.4 Extend the range
Consider the Ui constructed in Section 4.3. Note that −Uj = 2(I − E0,j) is also a unitary matrix
and we now include these with the constellation already constructed. Thus consider X = Vn ∪ −Vn =
{U0, U1, . . . , Un−1} ∪ {−U0,−U1, . . . ,−Un−1}.
Uj − (−Uj) = 2(Uj). Now | det(2(Uj)| = 4. Then the difference of Uj ,−Uj is 12 | det(2(Uj)|1/2 = 1.
As with Proposition 4.3 it is shown that | det(Ui + Uj)| > | det(Ui − Uj | so that the quality of the
constellation is determined by the differences | det(Ui − Uj)|.
Proposition 4.5 For n odd the quality of X is | sin(pi/n)|.
Proof: This follows from Proposition 4.4 since | det(Ui + Uj)| > | det(Ui − Uj |. 
The rate is better here.
So for example when n = 5 get quality 0.58778.. and rate log2(10)/2 = 1.6609...
When n = 9 get quality sin(pi/5) = 0.3420.. and rate log2(18)/2 = 2.0849...
When n = 17 get quality sin(pi/17) = 0.183749.. and rate log2(34)/2 = 2.5437...
To get constellations with real entries of higher degree it is necessary to use constellations constructed
from different sets of complete idempotents. Alternatively the 2 × 2 case can be upper loaded to 4 × 4
and then to 8× 8 as shown in Section 5.
4.5 Range further
Suppose now a constellation V = {A1, A2, . . . , At} has been built. Assume the elements are real unitary
matrices although this is not necessary in general.
We can extend the range as follows. For each j let Vj = {Aj, ωAj , ω2Aj , . . . , ωk−1Aj} where ω is a
primitive kth root of unity and define Vω = ∪kj=1Vj . (The case k = 2, ω = −1 was considered in Section
4.4.)
Then the following may be shown for unitary matrices constructed from the idempotents of type(
aa∗ ab∗
ba∗ bb∗
)
.
Proposition 4.6 The quality of Vω is min{sin(pi/k), ζ} where ζ is the quality of V.
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Proof: Since | det(ωkA−ωjB)| = | det(A−ωj−kB)| as |ω| = 1 it is only necessary to look at differences
| det(A−ωkB)|. Now | det(A−ωjA)| = | det(1−ωj)A| = |(1−ωj)2 detA| = |(1−ωj)2| since A is unitary.
Now |(1−ωj)2| is least when j = 1. We are interested then in the difference 1/2(|1− ω|2) 12 = 1/2|1−ω|.
Now 1/2|1− ω| = 1/2|1− e2pi/k| = 1/2|
√
2− 2 cos 2pi/k| = 1/2|√4 sin2 pi/k| = | sinpi/k|.
Now consider | det(A − ωjB|. By Proposition 4.1 this is |ω det(A − B)| = | det(A − B)|. Thus
Vω = min{sin(pi/k), ζ}.

Now apply this result to get examples of constellations as follows.
1. Consider the constellation {B1 = A1, B2 = A2, B3 = A4, B4 = A16} as in Section 4.2. As was
shown in that Section, this has quality ζ =
√
16−√4√
85
which is approximately 0.217. Now extend this
to the constellation
V = {B1, B2, B3, B4, ωB1, ωB2, ωB3, ωB4, ω2B1, ω2B2, ω2B3, ω2B4, ω3B1, ω3B2, ω3B3, ω3B4} where
ω is a primitive 4th of unity. This is a constellation of sixteen 2× 2 matrices which by Proposition
4.6 has quality min{ζ, sin(pi/4)} = ζ ≈ 0.217. The rate is log2 16/2 = 2.
2. This is the similar to previous example 1. except now let ω be an 8th root of unity and consider
the constellation of 32 unitary matrices obtained in this way. The rate is log2(32)/2 = 2.5 and the
quality is min{ζ, sinpi/8} = ζ as sin(pi/8) ≈ 0.38268...
3. Let now ω be a primitive 16th root of unity and then as in example 1. get a constellation of 64
unitary matrices with rate log2(64)2 = 3 and quality min{ζ, sin(pi/16)} = sin(pi/16) ≈ 0.1950.
The above are just a few of the constellations that may be constructed by this method.
Once 2 × 2 constellations are constructed they may be used to get 4 × 4, then 8 × 8 constellations
etc. by the methods of Section 5 and these new ones will have similar quality and rate.
4.6 Constellations constructed from complex symmetric idempotents
In Sections 4.2 and 4.3, real unitary matrices are constructed from orthogonal sets of idempotents. Now
complex constellations are constructed from complex idempotents.
We specialise to 2 × 2 unitary matrices formed from complex symmetric orthogonal idempotents
although other cases may also be considered.
We construct 2×2 unitary matrices from the idempotents uu∗ where u is a unit vector and may have
complex entries. Then as noted E = uu∗ =
(
aa∗ ab∗
ba∗ bb∗
)
and aa∗ + bb∗ = 1.
The unitary matrix 2E − I is formed. The differences between such unitary may be calculated from
Corollary 4.2.
Let v =
(
a
b
)
be a unit vector in C2. Form Ea,b = vv
∗ which is then an idempotent and let
Aa,b = 2Ea,b − 1 which is a unitary matrix.
Constellations are then formed from such unitary matrices and the differences are calculated from
Corollary 4.2. This is a very general construction and there is no restriction on v ∈ C2 except that it be
a unit vector.
Now consider constellations which will have entries in Q(i). Consider a vector u =
(
a
b
)
with a, b ∈
Z(i) where |u| = √t with t ∈ N. Then v = 1√
t
u is a unit vector and the idempotent formed from v
has the form E = 1t
(
aa∗ ab∗
ba∗ bb∗
)
and the corresponding unitary matrix has the form 2E − I which has
entries in Q(i). We refer to this matrix as Aa,b although (c, d) = α(a, b) will produce the same unitary
matrix.
Form constellations of the form {Aaj ,bj |j ∈ J, aj , bj ∈ Z, (ak, bk) 6= α(aj , bj)k 6= j}.
For example:
(1) a = 1+ 2i, b = 2+ i, E1 =
1
10
(
5 4 + 3i
4− 3i 5
)
, (2) a = 1+ 3i, b = 3+ i, E2 =
1
20
(
10 6 + 8i
6− 8i 5
)
,
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(3) a = 2+3i, b = 3+ i, E3 =
1
26
(
13 12 + 5i
12− 5i 5
)
, (4): a = 2+3i, b = 1+ i, E4 =
1
15
(
13 5 + i
5− i 2
)
.
Let Ai = 2Ei − I and form the constellation {A1, A2, A3, A4,−A1,−A2,−A3,−A4}. The quality of
the constellation is easily worked out using Corollary 4.2 and is left as an exercise.
4.7 Extending the range
Here it is shown how to extend constellations which may be done without loss of quality.
Lemma 4.3 Let A be a unitary m × m matrix and ω = eiθ a complex number of modulus 1. Then
1
2 | det(A− ωA)|
1
m = | sin( θ2 )|.
Proof: 12 | det(A − ωA)|
1
m = 12 | det((1 − ω)A)|
1
m = 12 |(1 − ω)m det(A)|
1
m = 12 |(1 − ω)m|
1
m = 12 |1 − ω| =
1
2 |
√
(1− ω)(1 − ω∗)| = 12 |
√
2− (ω + ω∗)| = 12 |
√
2(1− cos(θ)) = 12 |
√
2 ∗ 2 sin2( θ2 )| = | sin( θ2 )|. 
Proposition 4.7 Let A,B be unitary matrices and ω = eiθ a complex number of modulus 1. Then
| det(A− ωB)| ≥ | det(A−B)|.
Proof: Now | det(A − ωB)| = | det(A(I − ωA∗B))| = | det(A) det(I − ωA∗B)| = | det(A)|| det(I −
ωA∗B)| = | det(I − ωA∗B)| as A is unitary. Similarly | det(A−B)| = | det(I −A∗B)|.
Thus it is only necessary to show | det(I − ωX)| ≥ | det(I −X)| for a unitary matrix X .
Let k be the size of the matrices. AsX is unitary these exists a unitary matrix P such that P ∗XP = D
where D is a diagonal matrix with diagonal entries {d1, d2, . . . , dk}. Then also P ∗(I −X)P = D0 where
D0 is diagonal with diagonal entries {1 − d1, 1 − d2, . . . , 1 − dk} and P ∗(I − ωX) = D1 where D1 is
diagonal with diagonal entries {1− ωd1, 1− ωd2, . . . , 1− ωdk}.
Then | det(I − X)| = |∏ki=1(1 − di)| = ∏ki=1 |1 − di| and | det(I − ωX)| = |∏ki=1(1 − ωdi)| =∏k
i=1 |1− ωdi|.
For complex numbers |z1−z2| ≥ ||z1|−|z2||. Let z1 = 1, z2 = ωd and then |1−ωd| ≥ ||1|−|ωd|| = |1−d|
as |ω| = 1. Thus |1− ωdi| ≥ |1− di| for each i and so | det(I − ωX)| ≥ | det(I −X)|.

Proposition 4.8 Let V = {A1, A2, . . . , An} be a fully diverse constellation of n matrices with quality
ζ and ω = e2pii/k a primitive kth root of unity. Define Vi,ω = {Ai, ωAi, . . . , ωk−1Ai} for i = 1, 2, . . . , n
and Vω = ∪ni=1Vi,ω. Suppose Aj 6= ωtAl for j 6= l and for 1 ≤ t ≤ k − 1. Then the quality of Vω is
min{ζ, | sin(pik )|}.
Proof: The result follows from Proposition 4.7 and Lemma 4.3. Note that | det(ωkA−ωjB)| = | det(A−
ωj−kB)| and that | sin( rpik )| ≥ | sin(pik ) for 1 ≤ r ≤ k − 1. 
This enables the construction of a constellation with kn elements from a constellation V with n
elements and the quality is the same provided the quality of V is greater than or equal to sin(pi/k).
5 Tangle to construct higher order constellations
In [9] and [10] the idea of a tangle of matrices is introduced. This construction is now used to construct
constellations of matrices of higher order from constellations of smaller order matrices.
Suppose A,B are matrices of the same size. Then a tangle of {A,B} is one of
1. W = 1√
2
(
A A
B −B
)
.
2. W = 1√
2
(
A B
A −B
)
.
Note that 2. is the transpose of 1.
12
A tangle of {A,B} is not the same as, and is not necessarily equivalent to, a tangle of {B,A} which
is one of 1√
2
(
B A
B −A
)
, 1√
2
(
B −A
B A
)
.
Note that interchanging any rows and/or columns of a unitary matrix results in a unitary matrix.
If A = B then a tangle of {A,A} is a tensor product but a tangle of {A,B} is not necessarily a tensor
product when A 6= B; this is why they can can be useful for constructions.
Then as in [10] or [9] the following may be shown.1
Proposition 5.1 Let A,B be unitary matrices of the same size. Then a tangle of {A,B} or of {B,A}
is a unitary matrix.
Proof: This is shown for W = 1√
2
(
A A
B −B
)
; the proofs for the others are similar. Now WW ∗ =
1√
2
(
A A
B −B
)
1√
2
(
A∗ B∗
A∗ −B∗
)
= 12
(
AA∗ +AA∗ AB∗ −AB∗
BA∗ −BA∗ BB∗ +BB∗
)
= 12
(
2In 0
0 2In
)
= I2n. 
Lemma 5.1 Let A be an n× n matrix. Then det(αA) = αn det(A) for a scalar α.
Given a constellation of size n× n there are a number of ways of constructing constellations of size
2n× 2n from a constellation of size n× n using tangled products.
Here is an example to explain the method in general. Let V0 = {A1, A2, A3, A4,−A1,−A2,−A3,−A4}
be a constellation of m×m unitary matrices as for example constructed in Sections 4.4 or 4.6.
Then consider the following constellation of 2m× 2m matrices.
V = 1√
2
(
A1 A1
A1 −A1
)
, 1√
2
(
A2 A2
A2 −A2
)
, 1√
2
(
A3 A3
A3 −A3
)
, 1√
2
(
A4 A4
A4 −A4
)
,
1√
2
(−A1 −A1
−A1 A1
)
, 1√
2
(−A2 −A2
−A2 A2
)
, 1√
2
(−A3 −A3
−A3 A3
)
, 1√
2
(−A4 −A4
−A4 A4
)
,
1√
2
(
A1 −A1
A2 A2
)
, 1√
2
(
A2 −A2
A1 A1
)
, 1√
2
(
A3 −A3
A4 A4
)
, 1√
2
(
A4 −A4
A3 A3
)
,
1√
2
(−A1 A1
−A2 −A2
)
, 1√
2
(−A2 A2
−A1 −A1
)
, 1√
2
(−A3 A3
−A4 −A4
)
, 1√
2
(−A4 A4
−A3 −A3
)
The first 8 could be considered as tensor products. Notice that the second 4 are the negatives of the
first four but they could also be considered as tangles of the negatives −A1,−A2,−A3,−A4.
Proposition 5.2 Suppose V0 has quality ζ. Then the quality of V is 2 14 ζ.
Proof: The proof consists of working out the differences. We show the proof when the blocks are of size
2× 2; the other cases are similar.
Consider the difference of the matrices
| det( 1√
2
(
A1 A1
A1 −A1
)
− 1√
2
(
A2 A2
A2 −A2
)
|
= | det( 1√
2
(
A1 −A2 A1 −A2
A1 −A2 −A1 +A2
)
)|
= | det( 1√
2
(A1 −A2)(−A1 +A2)− (A1 −A2)(A1 −A2))|
since (A1 −A2) and (−A1 +A2) commute.
Thus this difference δ = | det( 1√
2
2(A1 − A2)2| = | det( 2√2 (A1 − A2)2)| = |
4
2 (det(A1 − A2)2)| =
2| det(A1 −A2)2)|, by Lemma 5.1 as the Ai are 2× 2 matrices.
Now it is known that 12 | det(A1−A2)|1/2 ≥ ζ and so 12δ
1
4 = 12 (2| det(A1−A2)2|)1/4) = 122
1
4 | det(A1−
A2)| 12 ≥ 2 14 ζ.
Similarly the other differences are shown to be ≥ 2 14 ζ.
Note that d
1
2 ≥ d when 0 ≤ d ≤ 1; this is needed for some of the other difference calculations.
1The result in [10] and [9] is more general where it is shown for paraunitary matrices; unitary matrices are special cases
of paraunitary matrices.
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It is clear also, since V0 contains the exact difference ζ, that the difference 21/4ζ is attained by V .

Thus in this manner it is possible to start out with a constellation of eight 2×2 matrices of quality ζ,
then construct a constellation of sixteen 4×4 matrices of quality 21/4ζ from these construct a constellation
of thirty-two 8 × 8 matrices of quality 21/421/4ζ and so on. The rates go from log2 8/2 = 1.5 to
log2 16/4 = 1 to log2 32/8 = 0.625 with higher order and the quality goes up slightly. By starting
out with 16 in the original constellation the rates go from 2 to 1.25 to .75 with higher order.
5.1 A general construction using tangles
More generally proceed as follows. Consider a constellation V0 = {A1, A2, A3, . . . , Ak} of n× n matrices
such that Ai 6= ωsAj for i 6= j where ω is a primitive tth root of unity. Consider k = 2w to make
the explanation slightly simpler but this isn’t necessary. Let Bi =
1
2
(
Ai Ai
Ai −Ai
)
for i = 1, 2, . . . , 2w
and then for i = 1, 3, . . . , 2w − 1 define Ci = 12
(
Ai −Ai
Ai+1 Ai+1
)
, Di =
1
2
(
Ai+1 −Ai+1
Ai Ai
)
. Let Vi =
{Bi, ωBi, ω2Bi, . . . , ωt−1Bi} for i = 1, . . . , 2w and Wi = {Ci, ωCi, . . . , ωt−1Ci, Di, ωDi, . . . , ωt−1Di} for
i = 1, 3, . . . , 2w − 1.
Let V0,ω = ∪2wi=1Vi ∪w−1k=0 W2k+1. Now V0,ω consists of 2n× 2n unitary matrices and has 4kt elements.
Proposition 5.3 The quality of V0,ω is min{21/4ζ, sin(pi/t)} where ζ is the quality of V0.
The proof is omitted but depends on Propositions 4.7 and 4.8 and calculations similar to those in
Proposition 5.2.
Samples Let V0 = {A1, A2, A4, A16} be a constellation of 2× 2 matrices with quality ζ ≈ 0.217, as in
Section 4.2, and ω a primitive 8th root of unity. Then V0,ω has quality min{21/4ζ, sin(pi/8)} and rate
log2 64/4 = 3. Now sin(pi/8) ≈ 0.3827 so 21/4ζ ≈ 0.258 is the quality.
Consider the elements in V0,ω not involving ω and these form a constellation W0 of 8 unitary 4 × 4
matrices. Now form W0,ω where ω is again a primitive 8th root of unity. This gives a constellation of
128 unitary 8 × 8 matrices which has quality min{21/421/4ζ, sin(pi/8)}. Now 21/2ζ ≈ 0.3069 and this is
the quality. The rate is log2(128)/8 = 0.875.
General conclusion
The methods allow the construction of constellations of many types and sizes and the quality may
be calculated directly. In many cases the complete set of differences can be worked out as required.
Idempotents are building blocks for unitary matrices. The samples given within are a small subset of
the possibilities and many more fully diverse constellations may be developed by the methods.
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