In many areas of applied statistics, confidence intervals for the mean of the population are of interest. Confidence intervals are typically constructed assuming normality although non-normally distributed data are a common occurrence in practice. Given a large enough sample size, confidence intervals for the mean can be constructed by applying the Central Limit Theorem or by the bootstrap method. Another commonly used method in practice is the back-transformation method, which takes on the following three steps. First, apply a transformation to the data such that the transformed data are normally distributed. Second, obtain confidence intervals for the transformed mean in the usual manner, which assumes normality. Third, apply the backtransformation to obtain confidence intervals for the mean of the original, non-transformed distribution. The parametric Wald method and a small sample likelihood-based third order method, which can address non-normality, are also reviewed in this paper. Our simulation results suggest that common approaches such as back-transformation give erroneous and misleading results even when the sample size is large. However, the likelihood-based third order method gives extremely accurate results even when the sample size is small.
Introduction
In the last two decades, there has been a push in psychological science to im-prove research reporting with an emphasis on effect size and confidence interval reporting (see American Education Research Association [1] ; Cumming [2] ;
Wilkinson and the Task Force for Statistical Inference [3] ). Effect sizes communicate the magnitude and direction of a practically important effect (e.g., treatment decreased depression scores by 13%), and confidence intervals communicate this effect's estimate precision. The importance of confidence intervals, their basic construction, and interpretation have thus been the focus of several influential pedagogical articles (e.g., see Cumming and Fidler [4] ; Cumming and Finch [5] ; Greenland et al. [6] ).
Most, if not all, modern introductory statistics textbooks review and describe the construction of confidence intervals (e.g., see Moore et al. [7] ). Let ( ) 1 The fundamental assumption underlying the construction of this confidence interval is that the data are normally distributed. However, collected data are usually non-normally distributed in practice (for examples in psychology, see
Cain et al. [8] ; Micceri [9] ). In public health research, Bland and Altman [10] reported that serum triglyceride measurements are distributed with positive skewness. In biology, McDonald [11] reported that the number of Eastern mudminnows in Maryland streams are non-normally distributed.
In this paper, we compare various methods for constructing confidence intervals when data are non-normally distributed. Three of the most popular and commonly used methods are the method based on the Central Limit Theorem, the bootstrap method, and the back-transformation method, which are reviewed in Section 2. The parametric based Wald method and likelihood-based third order method are also discussed in Section 2. Note that the popular back-transformation method requires the existence of a transformation such that the transformed data are normally distributed. The selection of such a transformation by the Box-Cox transformation and the Tukey's ladder of power transformation are briefly discussed in Section 2. Two empirical examples are presented in Section 3 to illustrate that confidence intervals based on the different methods discussed in Section 2 can be vastly different. Simulation results are presented in Section 4 to compare the accuracy of the methods discussed in this paper and illustrated that the likelihood-based third order method gives extremely accurate coverage probability even when the sample size is small, the Wald method, the Central Limit Theorem method and then bootstrap method all performed poorly when sample size is small but the performance increases when the sample size increases, and the popular back-transformation method should not be used because it does not construct the confidence interval for the correct parameter. Finally, some concluding remarks are given in Section 5.
Methodology
This section reviews four commonly used methods, namely the Central Limit Theorem, bootstrap, back-transformation, and Wald for obtaining a confidence interval for the mean of a non-normal distribution. A very accurate likelihood-based method is also introduced in this section.
Central Limit Theorem Method
Let ( )
be a sample from a non-normal distribution with mean ψ . When the sample size n is large, the Central Limit Theorem gives ( ) 
Bootstrap Method
The bootstrap method is a popular non-parametric method, which does not require any distributional assumptions. Efron and Tibshirani [12] provide a detailed review of the bootstrap method. The following is an algorithmic approach of obtaining a ( ) Step 2: Repeat Step 1 B times, where, typically, 200 B ≥ .
Step 3: Sort the B bootstrapped sample means; the ( ) Note that as with the Central Limit Theorem method, the bootstrap method requires the observed sample size to be large so as to be representative of the population.
Back-Transformation Method
Recall that X is a non-normally distributed random variable with mean ψ . Assume there exists a transformation ( ) 
,
and an approximate ( )
It is important to note that (3) could be misleading because The rest of this subsection is to provide a systematic way of choosing the transformation ( ) g ⋅ . In practice, the most common simple transformations are the logarithmic transformation and square root transformation. Box and Cox [13] proposed a more complicated transformation, which requires the determination of the power parameter. Similarly, Tukey [14] suggested a ladder of power transformation, which also requires the determination of the power parameter.
We review Tukey's method in a later subsection. With an observed sample ( ) 1 , , n x x  , our aim is to obtain confidence intervals for ψ . In this paper, focus is placed on the two most commonly used transformations in practice: the logarithmic transformation and the square root transformation. Note that the tansformation methods discussed can be generalized to any known transformation in theory (cf., Box-Cox or Tukey's transformations).
When observed data are non-normally distributed, a common approach is to first apply a transformation such that the transformed data become somewhat 2  1  2  2  2ˆˆ, ,ˆ, . Therefore, by the Wald method, a ( ) 
is the signed log-likelihood ratio statistic, ( ) θ is a k-dimensional vector of parameters; ( )
is the observed data.
Aim: Inference about ψ .
Step 1: From the log-likelihood function, obtain the overall MLE, ( ) ( )ˆ, Step 3: Define the tilted log-likelihood function as
where ψ is a fixed value. Obtain the constrained MLE either from the tilted log-likelihood function or from Step 2,
is the matrix of the negative of the second derivatives of the tilted log-likelihood function.
Step 4: The signed log-likelihood ratio statistic is
Step 5: Define is the first derivative of ( ) ϕ θ with respect θ . This quantity is a recalibration of the parameter of interest ψ in the canonical parameter ϕ space.
Step 6: The quantity ( ) ( ) ψ χ θ χ θ −  measures the departure of ψ from ψ in ϕ space.
Step 7: The estimated variance for the departure in ϕ space is given by 
Empirical Examples
In this section, the different methods of constructing a confidence interval about the mean of non-normally distributed data are illustrated with two empirical examples. We demonstrate that the results obtained by the methods discussed in this paper can be very different.
Example 1: Serum Triglyceride Measurements
Bland and Altman [10] considered n = 278 serum triglyceride measurements, which had a positively skewed data distribution with an average of 0.51 mmol/l and a standard deviation of 0.22 mmol/l. By applying a base 10 logarithm transformation to the data to obtain a less skewed distribution, the transformed distribution became bell-shaped with an average of −0.33 and a standard deviation of 0.17. By applying the Central Limit Theorem, they report a 95% confidence interval for the mean serum triglyceride measurements to be (0.48, 0.54). Using the back-transformation method, the corresponding interval is (0.45, 0.49). Table 2 presents the 95% confidence intervals for the mean serum triglyceride Bland and Altman [10] noted that the interval obtained by the back-transformation method is actually the 95% confidence interval for the geometric mean of serum triglyceride measurements instead of the mean serum triglyceride measurements, where the latter is the parameter of interest. Stated differently, the back-transformation method does not provide information about the focal parameter of interest (i.e., the mean of the non-normal distribution). From 
Example 2: Abundance of Eastern Mudminnows
McDonald [11] reported on data on the abundance of Eastern mudminnows in Maryland streams, which is reproduced below: These data are non-normally distributed and McDonald [11] suggested that both the logarithmic and square root transformed data are suitable for analysis because they are more normally distributed compared to the original and other competing transformations. His final analysis makes use of the logarithmic transformed data. and the bootstrap method with B = 5000 to the original data; and the backtransformation method, Wald method, and likelihood-based third order method to both the logarithmic transformed data and square root transformed data.
The results obtained by the methods discussed in this paper are very different for different transformations. In particular, the logarithmic transformation results in a much larger upper bound of the interval compared to the square root transformation. Thus, it is essential to identify which transformation is more appropriate for a given set of data.
The de-trended normal Q-Q plots for the original data, logarithmic transformed data and square root transformed data are shown in Figure 1 . From Figure 1 . De-trended Normal Q-Q plots for original and transformed data of the abundance of Eastern mudminnows.
these plots, it is obvious that the original data are not normally distributed because the points deviate from the horizontal reference line, which indicates identical quantiles between the data and a theoretical normal distribution. The two sets of transformed data are more closely normally distributed because the points in the de-trended normal Q-Q plots lie more closely to the reference line relative to the original data.
The Shapiro-Wilk test on normality of the original data gives a p-value of 0.1091. The same test on the logarithmic transformed data gives a p-value of 0.5261, and it gives a p-value of 0.6479 on the square root transformed data. Consistent with the de-trended Q-Q plot, the p-values of the Shapiro-Wilk test similarly suggest that the two transformed data sets are more likely to be normally distributed. Additionally, the empirical skewness of the original data, logarithmic transformed data, and square root transformed data are 0.5864, −0.4886, and 0.1632, respectively. These quantifications of skewness imply that the square root transformed data are more symmetrical than the original data and logarithmic transformed data. Thus, based on the criteria discussed in Section 2.3, the square root transformation is recommended for these data.
Simulation Study
A simulation study was carried out to compare the accuracies of the methods discussed in this paper. R code for the simulation is available to the interested reader upon request. For each ( )
n µ σ combination, we generated 10,000 We present only a small subset of the simulations we conducted to highlight several key points below, and other simulation results are available upon request. Table 4 presents results with the natural logarithmic transformed data being generated from Central Limit Theorem and bootstrap methods. As discussed in Section 2, the back-transformation method gives unacceptable coverage probability because it is constructing confidence intervals about a parameter that is not of interest. Similar to results in Table 4 , we can observe that the likelihood-based third order method outperforms the other methods, especially when sample size is small. In this context, the Central Limit Theorem method and the bootstrap method give similar results and they seem to converge faster than the Wald method. The back-transformation method continues to give unacceptable coverage probability because it constructs confidence intervals about a parameter that is not of interest.
Based on these simulation results, the Central Limit Theorem method, bootstrap method and Wald method converge slowly relative to the likelihood-based third order method. Hence, we recommend using the likelihood-based third order method to obtain confidence intervals for the mean of the non-transformed distribution after applying a normalizing transformation to non-normal data, especially for small sample sizes or large departures from normality. It is important to note that researchers should not use the popular back-transformation method despite its simplicity except for the special case where
More simulations have been performed with the same pattern of results. They are not reported here, but are available upon request.
Conclusion
When interest is in constructing a confidence interval about a non-normal distribution, normalizing transformations are typically recommended as a first step.
This paper recommends the use of de-trended normal Q-Q plots, the largest p-value of the Shapiro-Wilk test, and quantifications of skewness on the transformed data to determine the power parameter ( λ ) for Tukey's ladder of power transformation when the exact transformation is unavailable. Our results strongly advise against using the popular back-transformation approach in applied work because it does not construct confidence intervals about the parameter of interest (i.e., the mean of the original distribution). Instead, we recommend the 
