There are several quantitative studies that estimate the impact of RPS policies on 
Models
With the exception of the descriptive analysis of Alagappan et al. (2011) , all studies use some form of a time series cross-section regression model. Menz and Vachon (2006) Black: positive impact; grey/italic: negative impact; Significance: ***<1%, **<5%, *<10%, ° not statistically significant. CEF: clean energy funds; DP: disclosure program; FIT: feed-in tariff; GDR: generation disclosure requirement; GPP: green power purchasing; ISI: incremental share indicator (RPS); MGPO: mandatory green power option; NM: net metering; PBF: public benefit funds; ROI: return on investment (FIT). (2006) Carley (2009) does not find a significant link between an RPS binary indicator and the share of electricity generated from RES-E in the U.S. Dong (2012), however, finds a negative and significant coefficient on the RPS binary indicator using cumulative wind capacity as the dependent variable. But, the coefficient is no longer significant when standard errors are clustered in a model that includes year trends, thus supporting the finding in Carley (2009).
Results

Menz and Vachon
Carley (2009) also finds a positive and significant impact of an RPS trend variable, which represents the number of years since RPS enactment, on absolute generation. However, she shows that, after removing the state effects, the standard error on the RPS trend variable decreases, a finding which is consistent with state characteristics being an important driver of absolute RES-E deployment. Yin and Powers (2010) show that a RPS binary indicator and RPS trend variable do not have a significant relationship with the percentage of RES-E capacity in the U.S., with the former supporting and latter contradicting Carley (2009). However, they estimate a negative and significant coefficient on the annual RPS fraction using the RES-E ratio as the dependent variable, a result that is also found in Shrimali and Kneifel (2011) . They conclude that a more nuanced measure, the ISI, is needed to more accurately represent the stringency of RPS policies. In each of their regressions specifications, they find that the ISI variable has a positive and significant impact on renewable deployment. However, Groba et al. (2011) do not find a significant coefficient of RPS policies (as measured by the ISI indicator) in six EU member countries using wind and solar PV added capacities as dependent variables.
In summary, Yin and Powers (2010) is the only study (that we are aware of) that showed that RPS policies have positively impacted aggregate RES-E deployment. Nearly every other study has found either a negative or no connection between RPS policies and RES-E development. At the technology-specific level, Menz and Vachon (2006) found a positive effect of RPS policies on wind capacity. However, their model does not include fixed effects, and Shrimali and Kneifel (2011), using fixed effects, report an completely opposite result.
Data Review Quantification
Previous econometric studies on the effectiveness of policies that are intended to stimulate RES-E deployment differ with respect to dependent variable selection. Quantifying RES-E deployment can be characterized along three dimensions. First, RES-E deployment can be measured in terms of capacity (watts) or actual generation (watt-hours). Second, multiple data sets on RES-E deployment are made available by the U.S. Energy Information Administration (EIA). State-level data can be aggregated from the raw EIA annual generator surveys -also referred to as the "generator-level dataset." Alternatively, state-level aggregated RES-E data can be directly downloaded -we refer to this as the "state-level dataset." Third, renewable energy can be quantified in absolute terms or as a percentage of total electricity capacity (generation). The characterization of RES-E dependent variables in previous studies is shown in Table 2 . (2012) analyzed RES-E consumption in six major emerging countries.
Sources
The U.S. Energy Information Agency (EIA) provides data for generation and capacity at both the generator level and the state level in the U.S. The EIA forms and documents that collect this data and their brief descriptions are shown in Table 3 . In 2001, the classification of sources in the EIA generator-level data changed for both generation (EIA-906) and capacity (EIA-860). The change in the EIA's classification scheme is complex and difficult to reconcile. Some changes are as simple as slight name changes (e.g. from "Anthracite" to "Anthracite Coal"), while other changes merged classifications (e.g. from "Plutonium" and "Uranium" to "Nuclear") or split classifications into two or more groups (e.g. from "Wood and Wood Waste" into "Wood Waste Solids" and "Wood Waste Liquids"). More difficult to reconcile changes are that dropped some sources from being recorded at all (e.g. "Methanol") or added new sources (e.g. "Agriculture Crop Byproducts/Straw/Energy Crops"). Table 4 State Income captures the median income of a 4-person household in 1000 $. We expect RES-E to increase more rapidly in wealthier states since they would be in the best position to absorb the additional costs involved in the shift from conventional to renewable energy production.
Electricity Price represents the mean state electricity price in $ cents/ kWh. High electricity prices may lower market barriers for RES-E by making them appear more costcompetitive, and support their deployment. On the other hand, high electricity prices may foster reluctance to add further burden to the electricity bills due to RES-E capacity development. We lag this variable once -as in Yin and Powers (2010) -in order to avoid reverse causality.
The electricity Import Ratio controls for the imbalance between domestic sales and out-of-state power generation. Following Yin and Powers (2010), we quantify the import ratio as the percentage of net electricity imports and total electricity sales of the previous year. In order to reduce energy dependence, a high import ratio presumably advances domestic RES-E capacity building.
The LCV Score is an index created by the League of Conservation Voters (LCV) that tracks the voting behavior of state-level representatives and senators on environmental issues.
We expect high LCV Scores to positively correlate with RES-E development since a voting record in favor of environmental issues intends to support renewable energy technologies. In the matching analysis we also introduce variables that measure the technical potential of renewables at the state level, calculated using GIS data (NREL, 2012) . These variables are presented in Error: Reference source not found. State-level capacity ratio of RES-E to total electricity 1990 -year before RPS enacted Ratio of solar energy technical potential to total generation 1990 -year before RPS enacted Ratio of wind energy technical potential to total generation 1990 -year before RPS enacted Per-household income 1 -5 years prior to RPS enactment GDP growth rate 1 -5 years prior to RPS enactment Population growth rate 1 -5 years prior to RPS enactment roughly 1,500 MW of natural gas capacity to its total capacity of roughly 3,000 MW. Thus, Maine's total electricity capacity increased by 50%, whereas its RES-E capacity remained relatively stable. As a result, the RES-E capacity ratio sharply decreased from 27% in 1999 to
16% in 2000.
This event in Maine seems to be unprecedented in the panel as no other states shows such an abrupt decrease. The uniqueness of the time series of electricity capacity in Maine is independently corroborated in the matching in Section 4.7 of the paper, where the matching algorithm performs the worst for Maine due to the inability to find suitable matches for
Maine's unique RES-E ratio development.
We also calculated the interquartile range (IQR) and found that some of Maine's data points are greater -by a factor of more than 1.5 times the IQR -than the third quartile maximum. In line with the commonly used "1.5*IQR" criteria, we declare Maine to be an outlier in the sample. Henceforward, we will present our full regressions model on the base of the full sample and without Maine in order to test the robustness of our full model. Shrimali and Kneifel (2011) also followed a similar strategy. In this section, we examine the impact of RPS and other polices on the capacity of specific RES-E technologies, namely biomass, geothermal, solar, and wind. Table 7 presents the key results. Specification (1) shows the results from the RES-E (i.e., total non-hydro renewable capacity) model. The technology-specific results in Specification (2)-(5) can then be compared to the RES-E results. Because of the dominant share of biomass in total renewable energy capacity, we split the biomass regression into Specification (2A) and (2B).
The latter excludes Maine to test if the outlier is singlehandedly driving the value of the ISI coefficient. Standard errors in parentheses. The dependent variable is the percentage of RES-E, biomass, geothermal, solar, or wind capacity to total annual electricity capacity on the base of state-level data. * Significant at 10%, ** Significant at 5%, *** Significant at 1%.
In general, the regressions with biomass turn out to be similar to the full model results in our full model in the article. Since biomass capacity is by far the largest among all RES-E capacities, we argue that biomass deployment potentially drives the overall results.
ISI has a statistically significant negative effect on biomass capacity development, while no statistically significant link could be established between ISI and any of geothermal, solar, or wind development. That is, the negative impact of ISI on total renewable share is driven by the corresponding impact on biomass. However, after excluding Maine, the significance disappears for biomass in Table 7 . Again, the outlier seems to bias the coefficient of the full sample.
The presence of a public benefit fund has a statistically significant positive impact on biomass capacity development. This finding is consistent with the hypothesis that biomassburning power plants have been the principal beneficiaries of this policy. On the other hand, no statistically significant link could be found between public benefit funds and the deployment of other renewable technologies. This result demonstrates the need to explore the impact of policies on individual renewable technologies; given that the corresponding analysis for total RES-E capacity may not be nuanced enough to detect underlying impacts.
We estimate a significant negative coefficient on the existence of net metering on wind development and insignificant coefficients on biomass and solar capacity. Mandatory green power options have a statistically significant positive effect on wind capacity development, while no statistically significant link could be found between the MGPO binary and any of biomass, geothermal, or solar development. That is, the presence of an MGPO policy appears to benefit wind power development that in turn determines the coefficient on the MGPO variable in the regression with total renewable share as the dependent variable.
State income -a proxy for state economic wealth -has been robustly positive and significant throughout the previous model specifications. Table 7 shows that the overall ceteris paribus effect of wealth on RES-E capacity can be narrowed down to strong positive effects on wind capacity and a small positive -albeit less significant -effect on biomass capacity. This is consistent with wealthier states being more able to invest in wind parks with high upfront costs, everything else being equal. The import ratio -a proxy for state energy dependence -shows a similar pattern. Biomass and wind capacity development is positively affected by an increase in electricity imports over exports. However, the effect is very small.
Estimation of State-Level Causal Effects of RPS Enactment
So far, we have used regression adjustment and fixed effects to estimate causal effects in a parametric fashion that relies on conventional assumptions on the functional form of the response function. We now estimate state-level effects of enacting an RPS on future RES-E capacity deployment without any functional form assumptions. Rather than controlling for covariates that may drive RES-E development, we match states on important characteristics to develop causal estimates of the effect of enacting an RPS. This allows us to estimate effects of the RPS on individual states rather than average effects for all states. Further, these estimates have causal interpretations (Rubin, 2006) .
In the matching framework, we define enactment of an RPS as a "treatment" and therefore we have 21 treated units (i.e., states) and 29 control units that never enact an RPS.
We use six covariates to create matched synthetic control units. As in Abadie, Diamond, and
Hainmueller (2010), we match on pre-treatment values of the dependent variable. We include the ratio of solar and wind technical potential (NREL, 2012) to total generation in pretreatment years to account for renewable energy development effort prior to enacting an RPS.
We also include three demographic variables -per -household income, GDP growth, and population growth -in the 5 years prior to enacting an RPS to account for various socioeconomic factors that may affect how renewable deployment in a state may be affected by adopting an RPS. The matching covariates that we use to create synthetic controls are summarized in Table 6 in the Online Appendix.
We run the synthetic control algorithm in Abadie, Diamond, and Hainmueller (2011) to find optimal control units. For each of the 21 states that implement an RPS between 1990-2010, the optimal synthetic control unit is defined as the convex combinations of the 29 control units that minimize the mean squared prediction error between the treated and control unit during the pre-treatment period on the matching covariates. We drop states that differ from their optimal synthetic control by two percentage points in the dependent variable during their pre-treatment period. These states are CA, HI, MA, ME, MN, MT, NH, NM. Notably, Maine differs from its optimal synthetic control unit by the largest amount, 12.5 percentage points -this provides complementary evidence for dropping Maine in the regressions described in Section 5. Causal effect estimates are the difference in the outcome variable (RES-E ratio) in the post-treatment period between the treated unit and the weighted average of the control units, where the weights are given by the synthetic control algorithm. Annual causal effect estimates for the thirteen individual states that we are able to find suitable synthetic control matches for are displayed in Table 8 . The values in Table 8 are presented graphically in . after enacting an RPS. Given that the average value of RES-E over all states and in all years is 4.3 percent, these are economically significant effect estimates. The sign and magnitude of this effect is consistent with the negative effects we estimate in the article. It suggests that renewables are being deployed in states with and without RPS's but, on average, states that do not use an RPS appear to have deployed renewables more rapidly, perhaps by finding ways to deploy renewables through means other than an RPS. However, this analysis does not incorporate information about RPS policy design features or inter-state trading effects.
Instead, it considers an RPS policy to be a binary "treatment" that is either in place or not.
Therefore, these matching results do not contradict our findings in the article.
