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1 Einleitung
In der aktuellen Entwicklung von Fahrerassistenzsystemen ist der Trend zu immer komple-
xeren und gleichzeitig flexibleren Fahrerassistenzsystemen zu beobachten (Maurer, 2009).
Der Einsatz von Systemen in unterschiedlichen Projekten und Fahrzeugklassen fu¨hrt zu
neuen Herausforderungen fu¨r die maschinelle Wahrnehmung. Diese a¨ußert sich, neben den
funktionalen Erweiterungen, in einem erheblich gro¨ßeren Wartungs- und Entwicklungsauf-
wand. Durch Wiederverwendung von einzelnen Komponenten steigt zudem der Integra-
tions- und Testaufwand erheblich, da unterschiedliche, mo¨glicherweise projektspezifische
Anforderungen, umgesetzt werden mu¨ssen. Ein System zur flexiblen Zusammenstellung
von Komponenten zu neuen, speziell auf das Projekt angepassten Produkten erscheint
hier sinnvoll und no¨tig, um Auswirkungen von A¨nderungen an Komponenten unmittelbar
abscha¨tzen, gezielt umsetzen zu ko¨nnen und so die Komplexita¨t beherrschbar zu machen.
Umfeldwahrnehmungssysteme bilden fu¨r viele Fahrerassistenzsysteme die Basis, auf
der Entscheidungen getroffen werden. Eine Umfeldwahrnehmung verarbeitet Daten von
Umfeldsensoren und bereitet diese fu¨r die eigentliche Applikation geeignet auf. Beispiels-
weise werden nicht messbare Gro¨ßen bestimmt oder mehrere Sensoren zu einem konsis-
tenten Bild des Umfelds fusioniert. Durch die Eigenschaft als Konvertierungsinstanz von
Sensordaten hin zu Eingangsdaten der Applikation ist es mo¨glich, einheitliche Schnittstel-
len definieren und so den Einsatz in unterschiedlichen Projekten erheblich vereinfachen.
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Der Einsatz einer einheitlichen Umfeldwahrnehmung, welche alle Sensoren und Appli-
kationen gleichzeitig bedienen kann, stellt eine große Herausforderung fu¨r die Entwicklung
dar. Einfacher erscheint es, eine Umfeldwahrnehmung in ,,kleine” Einzelteile (Architek-
turkomponenten) aufzuteilen und nur die fu¨r die Funktion notwendigen Komponenten in
eine speziell fu¨r eine Applikation zusammengestellte Umfeldwahrnehmung einzubringen.
Die Schwierigkeit liegt damit jedoch in der Definition der Komponentenaufteilung, der
Schnittstellen zwischen den Komponenten sowie in der Zusammenstellung der Komponen-
ten zu einem konkreten Produkt. Software Produktlinien bieten eine Lo¨sungsmo¨glichkeit
fu¨r diese Problemstellung.
Als Software Produktlinie wird die Zusammenfassung mehrerer individueller Instanzen
eines Softwareprodukts einer gemeinsamen Basis bezeichnet. Eine Software Produktlinie
ist dabei die Anwendung von Produktlinien, wie sie bereits seit langem beispielsweise
im Automobilbau eingesetzt werden, auf Softwareprodukte. A¨hnlich wie bei verschiede-
nen Modellvarianten einer Fahrzeugplattform wird hier mit Hilfe von definierten Regeln
und klar definierten Schnittstellen aus Architekturkomponenten ein individuell angepass-
tes Produkt zusammengestellt. Ferner ist die Umsetzung spezieller Anforderungen durch
einzelne, projektspezifische Komponenten mo¨glich, die anstelle von Komponenten der
Produktlinie eingesetzt werden.
Fallstudien, wie z.B. von der Robert Bosch GmbH (Botterweck u. a., 2008; Thiel und
Hein, 2002) im CAFE´ Projekt (Chastek, 2002) oder Beitra¨ge der Daimler AG (Buhr
und Kolagari, 2004), haben gezeigt, dass sich Software Produktlinien im Fahrzeugumfeld
einsetzen lassen, um die Wiederverwendung von Komponenten zu steigern.
In diesem Beitrag wird eine Architektur fu¨r Umfeldwahrnehmungssysteme im Kraft-
fahrzeug vorgestellt, die diesen Ansatz anwendet. In Abschnitt 2 wird ein kurzer U¨berblick
u¨ber Software Produktlinien gegeben. Anschließend wird in Abschnitt 3 die Systemarchi-
tektur vorgestellt und im Folgenden die Zusammenstellung von Produkten dargestellt.
Ein Fallbeispiel und ein Ausblick schließen den Beitrag ab.
2 Software Produktlinien
In den 1990er Jahren wurde vor allem Software fu¨r einzelne Projekte (Individualsoftwa-
re) entwickelt. Diese wurde speziell auf den Kunden zugeschnitten und hatte somit nur
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einen geringen Wiederverwendungswert. Die Entwicklung dieser Art von Software wurde
aus Kostengru¨nden erheblich zuru¨ckgefahren und Software fu¨r einen großen Nutzerkreis,
sogenannte Standardsoftware, wurde der vorherrschende Produkttyp. Durch die damit
verbundene Massenfertigung wurden Entwicklungs- und Wartungskosten erheblich redu-
ziert. Leider wurde mit der weitgehenden Aufgabe der Entwicklung von Individualsoftware
auch die Mo¨glichkeit zur Anpassung an spezielle Doma¨nen aufgeben.
Auch hier bieten Software Produktlinien bieten einen vielversprechenden Ansatz, um
Individualsoftware mit der Idee von Standardsoftware zu kombinieren. Hierbei werden
Standardkomponenten(Architekturkomponenten) entwickelt, mit denen sich ein individu-
elles Produkt zusammenstellen la¨sst. Die Entwicklung einer Software Produktlinie basiert
auf zwei fundamentalen Prinzipien:
• der Trennung von Domain- und Applicationengineering
• der expliziten Beschreibung von Variabilita¨t
Unter Doma¨ne wird ein Bereich verstanden, der gut wiederverwendbare Funktionalita¨t
in einem Teilbereich der Produktlinie entha¨lt. Ein Produkt ist letztendlich eine konkre-
te Zusammenstellung einer Produktlinie fu¨r ein spezielles Projekt. Sowohl dem Domain-
als auch dem Applicationengineering gemein sind die Phasen des in der Organisation
gelebten Entwicklungsprozesses (z.B. (IABG, 2009), (Kruchten, 1999)). Im Domainengi-
neering werden die gemeinsamen und variablen Bestandteile einer Produktlinie entworfen
und entwickelt. Hierbei entstehen Architekturkomponenten, welche an bestimmten Punk-
ten, den sogenannten Variationspunkten, vera¨ndert werden ko¨nnen. Die Herausforderung
im Domainengineering liegt in der Abbildung aller relevanten Teile der Doma¨ne in der
Architektur. In Abschnitt 3 wird dieser Teil bezogen auf die Produktlinie Umfeldwahr-
nehmungssoftware vorgestellt.
Hingegen werden im Applicationengineering einzelne konkrete Produkte fu¨r ein spezi-
elles Projekt erstellt. Diese setzen sich gro¨ßtenteils aus den im Domainengineering entwi-
ckelten Komponenten zusammen und besitzen nur einen geringen Teil an individuell fu¨r







Abbildung 1: Softwareproduktlinienprozess (Northrop und et al., 2007)
Das Domain- und das Applicationengineering werden durch eine Managementkompo-
nente (siehe Abbildung 1) verbunden. Diese koordiniert die beiden Bereiche und sorgt so
fu¨r eine zielgerichtete Entwicklung der Produktlinie. Werden durch Projekte neue Anfor-
derungen an die Produktentwickler herangetragen, so ist es Aufgabe des Managements
zu entscheiden, ob diese Teil der Produktlinie werden oder lediglich Teil des projektspe-
zifischen Produkts bleiben. Ferner la¨sst sich durch die Trennung von Domain- und Ap-
plicationengineering beispielsweise eine proaktive Evolution der Produktlinie umsetzen
(Bo¨ckle u. a., 2004). Hierbei ko¨nnen unabha¨ngig von Projekten Komponenten entwickelt







Abbildung 2: Erstellung von konkreten Produkten
Zur Erstellung von konkreten Produkten werden die Architekturkomponenten mit den
Anforderungen des Projekts kombiniert (siehe Abbildung 2). An den durch das Domai-
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nengineering vorgesehenen Variationspunkten werden entsprechend der Anforderungen
Entscheidungen getroffen, so dass ein an das Projekt angepasstes Produkt entsteht. In
der Regel fordert der Entwicklungsprozess, dass jede Architekturkomponente durch eigene
Testfa¨lle abgesichert ist. Somit sind nur noch Tests der Kombinationen der Komponenten
notwendig. Dies vereinfacht auch die Entwicklung von neuen Funktionen, die, wenn sie
Teil der Produktlinie sind und innerhalb einer Architekturkomponente entwickelt wur-
den, ohne großen Aufwand allen Produkten zuga¨nglich gemacht werden ko¨nnen, die diese
Komponente enthalten.
3 Architektur des Systems
Die Architektur des Umfeldwahrnehmungssystems ist die Basis fu¨r die Anwendung des
Systems als Software Produktlinie. Dazu ist das System in mehrere Architekturkompo-
nenten aufgeteilt (siehe Abbildung 3), die u¨ber eine Pipeline-Architektur (Buschmann
u. a., 1996) kommunizieren.
Die Aufteilung in Komponenten leitet sich vor allem aus den Beziehungen zu anderen
Komponenten ab. Hier sind zuna¨chst die einzelnen Sensoren als einzelne Komponenten
beschrieben. Sie sind unabha¨ngig voneinander entwickelbar und kommunizieren mit dem
Rest des Systems nur u¨ber eine definierte Schnittstelle. Die zentrale Komponente des Um-
feldwahrnehmungssystems ist eine objektbasierte Sensordatenfusion, die in ihrem internen
Ablauf diverse Variationspunkte besitzt.
3.1 Architekturkomponente: Sensordatendekoder
Zur Anbindung der Sensoren wird zuna¨chst eine Abstraktion vom Bustyp (z.B. CAN oder
Ethernet) durchgefu¨hrt. Dies ermo¨glicht, die Dekodierung von Daten von Sensoren, die in
der Lage sind, diese u¨ber unterschiedliche Bustypen zu versenden, nur eimal zu implemen-
tieren. Auf diese Weise ko¨nnen die Komponenten in unterschiedlichen Netzwerklayouts
eingesetzt werden.
Die Aufgabe eines Sensordatendekoders ist die Konvertierung des Sensorprotokolls
an eine einheitliche Schnittstelle. Fu¨r Sensoren, die bereits eine Objekthypothesenbildung
durchfu¨hren, wird als Schnittstelle eine Objekthypothesenliste vorgesehen. Diese kann un-
terschiedliche Zustandsvektoren aufnehmen. Je nach Sensortyp ko¨nnen so beispielsweise
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Abbildung 3: Architektur aus Sicht des Datenflusses. Das Objekthypothesenmodell stellt
einen weiteren Variationspunkt dar.
Objekthypothesen als x-y-Koordinate oder auch als offener Polygonzug an die weiterar-
beitenden Stufen u¨bergeben werden. Fu¨r Sensoren, die keine Objekthypothesenbildung
durchfu¨hren, wird eine einfache sortierte Punktliste festgelegt.
3.2 Architekturkomponente: Objektbasierte Sensordatenfusion
Die objektbasierte Sensordatenfusion (SDF) ist eine klassische pipelinebasierte SDF (Ef-
fertz, 2009) bestehend aus Pra¨diktion, Zuordnung, Filterung und Trackinitialisierung.
Hierbei wird eine gro¨ßtmo¨gliche Unabha¨ngigkeit zwischen den einzelnen Elementen sicher-
gestellt, um eine Anpassung an viele unterschiedliche Anwendungsfa¨lle sicherzustellen.
Die vier Grundelemente sowie das verwendete Objekthypothesenmodell stellen Varia-
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tionspunkte innerhalb der Komponente dar. Welche konkreten Elemente letztendlich in
dem Produkt vorhanden sind, ha¨ngt maßgeblich von den Anforderungen des Projekts und
den vorhandenen Sensoren ab. Ein Feature-Modell zur Zusammenstellung sowie konkrete
Beispiele werden in den na¨chsten Abschnitten vorgestellt.
Folgende Variationspunkte sind Teil der SDF:
• Die Initialisierung von neuen Tracks ist in der Lage, aus jedem Eingangssensordatum
das Modell der SDF zu erzeugen. Hier ko¨nnen auch weitere Daten (z.B. Kartenda-
ten oder Inertialdaten) hinzugezogen werden, um beispielsweise fehlende Messdaten
(z.B. Geschwindigkeiten) zu ersetzen.
• Die Pra¨diktion bildet einen Track auf den aktuellen Messzeitpunkt ab und selektiert
beispielsweise anhand der Sichtbereiche des Sensors eine Menge von Tracks fu¨r die
Zuordnung aus der aktuellen Trackdatenbank.
• Die Zuordnung erha¨lt eine Menge von Messdaten sowie das Ergebnis der Pra¨diktion
und erzeugt daraus eine Menge von Tupeln aus Messdatum und Track sowie eine
Menge von nicht zugeordneten Messdaten.
• Die durch die Zuordnung erzeugten Tupel werden mit Hilfe eines Filters zusammen-
gefu¨hrt und das Ergebnis in der Trackdatenbank gespeichert.
• Das Modell der durch die Sensordatenfusion beschriebenen Objekthypothesen bildet
die Ausgangsschnittstelle zur Applikation.
Fu¨r jeden der Variationspunkte gibt es eine Mehrzahl von Implementierungen, die je
nach Anforderung eingesetzt und miteinander kombiniert werden ko¨nnen.
4 Zusammenstellung eines konkreten Produkts
Die in dem vorangegangenen Abschnitt eingefu¨hrten Architekturkomponenten mu¨ssen
zur Erstellung einer konkreten Auspra¨gung als Produkt geeignet kombiniert werden. Die
anzuwendenden Regeln lassen sich durch ein Feature-Modell (Schobbens u. a., 2006) be-
schreiben. Hier wird ein einfacher gerichteter Graph aufgestellt, dessen Kanten jeweils
zu logischen Operationen zusammengefasst werden ko¨nnen. Die Zusammenstellung ergibt
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sich schließlich aus der Selektion einzelner Kanten, welche durch die Anforderungen der




Abbildung 4: Notation eines Feature-Modells
Ein Feature-Modell ist ein gerichteter Graph, der Knoten zur Gruppierung nutzt (siehe
Abbildung 4). U¨ber Verbindungen zwischen den Knoten ko¨nnen OR- (ausgefu¨llte Dreie-
cke) oder XOR(Nicht gefu¨llte Dreiecke) beschrieben werden. Zusa¨tzlich geben Kreise am
Ende einer Kante optionale Komponenten (nicht ausgefu¨llter Kreis) oder verpflichtende
Komponenten (ausgefu¨llter Kreis) an. Im Vergleich zu Gerhard Goos und van Leeuwen
(2004) werden in diesem Beitrag nicht nur Baum- sondern auch zyklenbehaftete Graphen
zugelassen, solange mindestens ein Knoten keine Eingangskanten besitzt.
Um ein Produkt zusammenzustellen, wird die no¨tige Menge von Kanten ausgewa¨hlt.
Es gibt zwei Arten von Auswahlen: Selektionen und Vorselektionen. Eine Selektion ist ein
Element, das zur Umsetzung der Funktion unbedingt im System vorhanden sein muss.
Eine Vorselektion ist ein Element, fu¨r das es andere Mo¨glichkeiten der Umsetzung gibt.
Hier ist spa¨ter eine Abwa¨gung zu treffen.
Zur Auswertung des Graphen werden zuna¨chst Kanten selektiert, um Anforderungen
der Applikation oder beispielsweise zu nutzende Sensoren im Fahrzeug zu beschreiben.
Anschließend wird beginnend von Knoten ohne Eingangskanten mit einer Tiefensuche
begonnen und entsprechend der Typen der Kanten weitere Kanten selektiert oder vorse-
lektiert bis keine Auswahlen mehr mo¨glich sind.
Sind nach Anwendung des Algorithmus nur Selektionen durchgefu¨hrt worden, so ist
ein konkretes Produkt erzeugt worden. Wurden jedoch auch Vorselektionen durchgefu¨hrt,
so ist eine Auswahl innerhalb der Regeln des Abha¨ngigkeitsgraphen zu treffen. Hierzu
wird die Menge aller mo¨glichen Permutationen der Vorselektionen gebildet, welche den
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Abha¨ngigkeitsgraphen erfu¨llen. Jedes dieser Produkte erfu¨llt die durch Anwendung und
Rahmenbedingungen vorgegebenen Anforderungen. Um eine fundierte Auswahl der poten-
tiellen Produkte in dieser Menge zu finden, ko¨nnen Metriken angewendet werden, welche
die Qualita¨t der Produkte abscha¨tzen. Das Produkt mit der ho¨chsten Qualita¨t bezogen
auf die Anforderungen der Applikation wird schließlich die gesuchte Auspra¨gung des Pro-
dukts sein.
Im Folgenden werden zwei Metriken vorgestellt, mit denen eine Auswahl der Vorselek-
tionen mo¨glich ist. Es lassen sich auch andere, beispielsweise projektspezifische Metriken
definieren, um diesen letzten Schritt durchzufu¨hren.
Als Qualita¨t wird hier die Komplexita¨t der einzelnen Algorithmen gewa¨hlt. Um eine
mo¨glichst hohe Qualita¨t zu erzielen, ist Abdeckung der Anforderungen bei einer geringen
Komplexita¨t wu¨nschenswert.
Die Komplexita¨t O der SDF bestimmt sich aus der Summe der Komplexita¨ten der Ein-
zelverarbeitungsstufen (Pra¨diktion Op, Assoziation Oa, Filterung Of und Initialisierung
Oi).
Die Bestimmung der Komplexita¨t der Assoziation und der Initialisierung ha¨ngt maß-
geblich von den eingesetzten Sensoren ab. Die Assoziation muss im aufwa¨ndigsten Fall die
maximale Anzahl der durch die Sensoren gelieferten Objekthypothesen Ns mit der maxi-
mal durch die SDF verarbeitbaren Objekthypothesen Nsdf assoziieren. Die Wahrschein-
lichkeit fu¨r eine neu erzeugte Objekthypothese eines Sensors Ps bestimmt die Komplexita¨t
der Initialisierung. Die Komplexita¨t des Filters ha¨ngt vor allem von der Anzahl der ma-
ximal verarbeitbaren Objekthypothesen sowie von der Anzahl der gehaltenen Gro¨ßen im
Zustandsvektor Nx ab. Die Gesamtkomplexita¨t ergibt sich damit zu:









Abbildung 5: Sensorabdeckung des Fallbeispiels
Im Folgenden soll das Verfahren an einem einfachen Beispiel vorgestellt werden. Hierzu
werden zwei Projekte betrachtet, die auf dem gleichen Versuchstra¨ger betrieben werden
sollen. Der Versuchstra¨ger ist mit einem Lidar- und einem Radarsensor im Frontbereich
ausgeru¨stet (siehe Abbildung 5).
Der Lidarsensor fu¨hrt bereits eine Objekthypothesenbildung durch und beschreibt
Messdaten u¨ber eine senkrecht zum Sensor ausgerichtete Linie. Es ko¨nnen maximal 10
Objekthypothesen gleichzeitig gebildet werden. Der Sichtbereich des Sensors ist mit 15◦
O¨ffnungswinkel und einer Reichweite von 200m angegeben.
Der Radarsensor fu¨hrt ebenfalls eine Objekthypothesenbildung durch und beschreibt
diese durch einen x-y-Punkt sowie einen Geschwindigkeitsvektor. Es ko¨nnen maximal 20
Objekthypothesen gleichzeitig gebildet werden. Der O¨ffnungswinkel des Sensors betra¨gt
60◦ bei einer Reichweite von 150m.
Das erste Projekt beschreibt eine adaptive Geschwindigkeitsregelung, welche als Ein-
gangsdatum punktfo¨rmige Objekthypothesen mit lateraler Geschwindigkeit beno¨tigt, um
den Abstand zum na¨chsten vorderen Fahrzeug optimal einregeln zu ko¨nnen.
Das zweite Projekt stellt ein Sicherheitssystem fu¨r niedrige Geschwindigkeiten dar.
Dieses verhindert das Anfahren, wenn der Bereich unmittelbar vor dem Fahrzeug durch
ein Hindernis versperrt ist. Hierzu beno¨tigt das System die Ausdehnung der Hindernisse,
welche durch Objekthypothesen in Linienform beschrieben werden, sowie die Standard-
abweichung, um eine Gu¨te der gefilterten Daten mit in die Entscheidung zur Freigabe der
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La¨ngsaktorik einzubeziehen.





















In Abbildung 6 ist ein vereinfachtes Feature-Modell des Systems aufgetragen. Zuna¨chst
wird dieses fu¨r das erste Projekt ausgewertet (siehe Abbildung 7), um zu einer Konfigura-
tion zu gelangen. Zuna¨chst werden die Kanten am Knoten Umfeldwahrnehmung (Sensoren
und Modell) selektiert. Ausgehend davon lassen sich nun das Modell der SDF basierend auf
der Anforderung des Projekts sowie die verwendeten Sensoren auswa¨hlen. Das gewa¨hlte
Punktmodell sowie die durch die gewa¨hlten Sensoren vorgegebenen Eingangsdaten lassen
hier die Mo¨glichkeit, unterschiedliche Filter zu nutzen. Das Feature-Modell ist nicht ein-
deutig, da Vorselektionen durchgefu¨hrt wurden. Es besteht sowohl die Mo¨glichkeit einen
Kalman Filter als auch eine einfache gleitende Mittelwertbildung zu nutzen.
Zur Entscheidung u¨ber diese Unklarheit kann die in Abschnitt 4 vorgestellte Formel
verwendet werden. Der Wunsch nach einer mo¨glichst geringen Rechenlast ist hier aus-
schlaggebend. Der hier eingesetzte Kalman Filter besitzt durch die Matrizenoperationen























Abbildung 7: Ausgewertetes Feature-Modell fu¨r Projekt 1
Komplexita¨t O(n) besitzt. Der Mittelwert Filter entspricht somit den Anforderungen des
Projekts.
Die Auswertung des Diagramms fu¨r das zweite Projekt (siehe Abbildung 8) folgt dem
gleichen Algorithmus wie das erste Projekt. Zuna¨chst werden wieder die Kanten “Sen-
soren” und “Modell” selektiert. Davon ausgehend muss jedoch der Forderung nach der
Ausdehnung der Hindernisse Rechnung getragen werden. Aus diesem Grund wird das Li-
nienmodell sowie der Lidarsensor selektiert. Die Wahl des Filters wird bei diesem Projekt
bereits durch die Anforderungen aufgelo¨st. Die Applikation fordert eine Information u¨ber
die Gu¨te der Filterung. Diese kann durch den Mittelwert Filter nicht geliefert werden.
Der Kalman Filter liefert hier jedoch Standardabweichungen der Zustandsgro¨ßen.
6 Ausblick
Der hier vorgestellte Ansatz bietet große Vorteile bezu¨glich des variablen Einsatzes von
Umfeldwahrnehmungssystemen in unterschiedlichen Versuchstra¨gern und Projekten. Der






















Abbildung 8: Ausgewertetes Feature-Modell fu¨r Projekt 2
jekt angepassten Umfeldwahrnehmungen bei gleichzeitiger flexibler Weiterentwicklung der
Architekturkomponenten durch die Trennung von Produkt- und Komponentenentwick-
lungszyklus.
Die vorgestellte Architektur ermo¨glicht es, je nach eingesetzten Algorithmen, eine
große Anzahl von unterschiedlichen Applikationen mit den beno¨tigten Umfelddaten zu
versorgen. Durch die explizite Modellierung der Variationspunkte sowie der Abha¨ngig-
keiten zwischen den Architekturkomponenten ist eine einfache Erstellung von projekts-
pezifischen Umfeldwahrnehmungen mo¨glich. Der Einsatz von Qualita¨tsmetriken fu¨r Um-
feldwahrnehmungen zur Auflo¨sung von uneindeutigen Abha¨ngigkeiten bietet ferner die
Mo¨glichkeit, den Prozess der Produkterstellung zu automatisieren, um so eine Vielzahl
von Produkten gleichzeitig zu warten und von Weiterentwicklungen an den Architektur-
komponenten profitieren zu lassen.
Im Projekt Stadtpilot der TU Braunschweig (Wille u. a., 2009) wird die Umfeldwahr-
nehmung derzeitig als Software Produktlinie aufgebaut, um den Versuchstra¨ger flexibel
auch fu¨r andere Projekte einsetzen zu ko¨nnen. In der aktuellen Ausbaustufe werden die
Architekturkomponenten noch manuell kombiniert. Eine weitere Entwicklung in die Rich-
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tung der Automatisierung ist hier der na¨chste Schritt zu einer flexiblen Umsetzung in
mehreren Projekten. Die funktionale Weiterentwicklung der Architekturkomponenten des
Projekts sowie die Entwicklung und der Einsatz von weiteren Metriken zur Qualita¨tsbe-
stimmung der kombinierten Komponenten stellen die na¨chsten Schritte im Bereich Um-
feldwahrnehmung des Projekt Stadtpilot da.
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