Abstract. For the standard class S of normalized univalent functions f analytic in the unit disk U , we consider a problem on the minimal area of the image f (U) concentrated in any given half-plane. This question is related to a well-known problem posed by A. W. Goodman in 1949 that regards minimizing area covered by analytic univalent functions under certain geometric constraints. An interesting aspect of this problem is the unexpected behavior of the candidates for extremal functions constructed via geometric considerations.
Introduction
For a function f ∈ S, f (z) = z + a 2 (f )z 2 + . . . , analytic and univalent in the unit disk U = {z : |z| < 1}, the Dirichlet integral 2) gives the best lower bound for the area of the whole image f (U). In this note we are interested in a similar sharp lower bound for the area of f (U) concentrated in a half-plane {w : e −iα w > d} for any given 0 ≤ α < 2π and d ∈ R. In a certain sense this problem is a halfplane version of a well-known omitted area problem posed by A. W. Goodman in 1949, which has a long history, as noted in [2] . Goodman's problem concerned the minimization of the area of f (U) concentrated in the disk U r = {w : |w| < r} for any given r > 0.
Since the class S is rotationally invariant, i.e. e −iα f (e iα ) ∈ S if f ∈ S, we may assume that α = 0 and thus consider the area in the half-plane H 
with the principle branch of the radical and Let Figure 1 . The proof of Theorem 1.1 is given in Section 3. In Section 2, we apply symmetrization and local variations developed in [2] to prove some important qualitative properties of the extremal functions and extremal domains. This allows us to identify in Lemma 2.4 the closed form for the extremal functions. In Section 4, we prove two monotonicity results needed to justify the uniqueness assertions of Theorem 1.1.
Qualitative properties of the extremals
Since the area functional A f (d) is lower semi-continuous, the existence of an extremal function, at least one for each d, easily follows from the compactness of the class S. Thus the proof of our first lemma is standard (see [1, 2] ) and left to the reader.
The following lemma describes the most important geometric properties of extremal domains. We remind the reader that a domain D ⊂ C is called Steiner symmetric (possesses Steiner symmetry) w.r.t. R if for every x 0 ∈ R the intersection D ∩ {z = x 0 + it : −∞ < t < ∞} is either empty or consists of a single interval symmetric w.r.t. R. Similarly, a domain D is called circularly (Pólya) symmetric w.r.t. R − = (−∞, 0] if for every r ≥ 0 the intersection D ∩ {z : |z| = r} is either empty, coincides with {z : |z| = r}, or consists of a single arc symmetric w.r.t. R − ; see [3] . 
Lavrent ev condition
where C is a constant independent of w 1 , w 2 and J(w 1 , w 2 ) is the shortest arc of L fr between w 1 and w 2 .
Proof. The arguments establishing the Steiner and circular symmetries are standard (see [1, 2] ) and based on the following well-known results (see [3, 4] ). Steiner symmetrization w.r.t. R preserves the area in vertical strips and strictly increases the conformal radius unless the domain already possesses the symmetry. Similarly, circular symmetrization w.r.t. R − diminishes the area in the half-plane H + d and strictly increases the conformal radius unless the domain already possesses the symmetry.
Let R(D, z 0 ) denote the conformal radius of the domain D at the point z 0 (see [3, 4] ). If
These two relations lead, by a standard subordination argument, to a contradiction of the extremality of f . Thus, either
which implies that the identity mapping must be the unique extremal for the case
is Jordan, we note that the real-valued function τ (w) = |w| + a − w, which is clearly continuous, is one-to-one on L + fr . Indeed, let w 1 and w 2 be two distinct points of L + fr . If |w 1 | = |w 2 |, then w 1 = w 2 and therefore τ (w 1 ) = τ (w 2 ). If, for instance, |w 1 | < |w 2 |, then it follows from the Steiner and circular symmetries that w 2 ≤ w 1 and so again τ (w 1 ) = τ (w 2 ). Since τ is continuous and one-to-one, it follows that L + fr is Jordan; clearly the same is true for L fr .
To show that L + fr is locally rectifiable, we split it into two parts
(which may be empty). Since w and w both are monotone when w runs along L ++ , the local rectifiability of L ++ easily follows as well as the Lavrent ev condition (2.1) with constant C = 2.
To show that L +− is locally rectifiable, we fix points 
together with the circular arc γ k centered at the origin with end points at w k +ih k and w k+1 . Such vertical segments and circular arcs always exist if the distances
It is not difficult to show that each sum in (2. Let l fr = {e iθ : |θ| ≤ θ 0 } be the "free arc"; that is, l fr is the preimage of L fr under the mapping f . Similarly, let l Proof. First we show that |f (z)| is constant a.e. on l fr . Since L fr is Jordan locally rectifiable, it follows that the non-zero finite limit and fixed ϕ > 0 small enough, we consider the two-point variationD of D centered at w 1 = f (e iθ1 ) and w 2 = f (e iθ2 ) with inclinations ϕ and radii ε 1 = k 1 ε, ε 2 = k 2 ε respectively; see [2, Section 3] . Computing the change in the area by [2, formula (3.32)], we find
for all ε > 0 small enough. Similarly, applying [2, formula (3.31)], we get
for all ε > 0 small enough and ϕ chosen such that the expression in the brackets is positive. Inequalities (2.5) and (2.6) lead to a contradiction to the extremality of f for A(d), via a standard subordination argument. Thus |f (e iθ )| = β a.e. on l fr with some β > 0. This implies, in particular, that length L fr < ∞ and therefore c f < ∞, and l nf = ∅.
Since D f is Steiner symmetric w.r.t. R, the strict monotonicity of |f | along l nf follows from [2, Lemma 4] . To prove that |f (e iθ )| > β for all e iθ ∈ l nf , we assume that β = |f (e iθ1 )| > |f (e iθ2 )| = β 2 with e θ1 ∈ l fr and some e θ2 ∈ l nf . Then applying the two-point variation as above, we get inequalities (2.5), (2.6), contradicting the extremality of f for A(d), again via a subordination argument. Hence, |f (e iθ )| ≥ β for all e iθ ∈ l nf which, when combined with the strict monotonicity property of |f |, leads to the strict inequality |f (e iθ )| > β for e iθ ∈ l nf . To show that f is continuous at e ±iθ0 , we note that by the reflection principle, f can be continued analytically through l nf and f can be continued analytically through l fr . This implies that f can be considered as a function analytic in a slit disk {z : Summing up the results of this section we can prove the following lemma, which allows us to find a closed form for the unbounded extremal functions.
Lemma 2.4. Let f ∈ S be an unbounded extremal for
Proof. (a) First we show that f is univalent in U. By Lemma 2.3, |f (e iθ )| increases from β to ∞ as θ runs from θ 0 to π. Since arg f (e iθ ) = −θ strictly decreases from −θ 0 to −π as θ runs from θ 0 to π, it follows that f maps l + nf one-to-one onto an analytic Jordan arc δ + lying in {w : |w| > β, −π < arg w < −θ 0 }.
Since |f | > β in U and |f | = β on l fr , it follows that f (e iθ ) = 0 for e iθ ∈ l fr . Thus f is locally univalent on l fr and therefore arg f (e iθ ) is monotone on l fr . Let n(θ) be the outer unit normal to
The latter shows that the total variation of arg f (e iθ ) on l + fr is < 2π, which implies that f maps l + fr one-to-one onto the arc γ + = {βe iψ : −θ 0 ≤ ψ ≤ 0}. Since f is symmetric w.r.t. R and f (0) = 1, the argument principle implies that f maps U one-to-one onto a domain G 1 bounded by L =δ
Since |f (e iθ )| is monotone on l + nf , it follows that G is circularly symmetric w.r.t. 
is real non-positive for 0 ≤ θ ≤ θ 0 . Since |f (e iθ )| strictly increases in 0 < θ < θ 0 , it follows that ∂ ∂θ arg ϕ(e iθ ) changes its sign at most once in 0 < θ < θ 0 . Since arg ϕ(1) = arg ϕ(e iθ0 ) = 0 and the total variation of arg ϕ(e iθ ) on l fr is < 2π, it follows that 
and τ = τ (z) defined by (1.7). Indeed, the function τ = τ (z) maps U onto the first quadrant Q 1 = {τ : τ > 0, τ > 0} and, considering boundary values and using the argument principle, one can easily check that w = g(τ ) maps Q 1 onto a fork domain. Since
, changing the variable of integration z = z(τ ), we obtain (1.6).
To compute the area
, we apply the standard line integral formula for area to the function f 1 
Differentiating (1.6) with τ = τ (z) defined by (1.7) yields
Combining (3.2) and (3.3) we obtain inequality (1.3) under the assumption that f is unbounded.
It turns out that the minimal area and closed form for the extremal function can be nicely expressed in terms of the parameter β or via (1.8) in terms of θ 0 . To find the relation between β and d, we note that f (e iθ0 ) = d; thus,
Expanding the integrand in (3.4) into partial fractions and then integrating, we come to an equation equivalent to (1.4):
where β = 4 cos 4 (θ 0 /4) −1 and
Integration leading to (3.5), (3.6) is rather lengthy and was performed by hand, then checked with "Mathematica" and "Maple". 
It turns out that functions (3.6) and (3.7) are not monotone, which makes the problem harder and more interesting. By To show that the equation u(x) = 0 has a unique solution on 1/2 < x < 1, we note that u (x) = −2 x 3 (x − 1) 3 ;
