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With the rise of the Internet of Things (IoT) and smart communities, managing computation and communication resources required by billions of smart devices becomes a concern.
To tackle this problem, we develop algorithms for resource management to ensure better
Quality of Service (QoS), safety, and performance. We focus our efforts on three problems.
In the first problem, we studied the strict QoS requirements of applications and differentiated service requirements in different situations of vehicular networks. We propose a
generic prioritization and resource management algorithm that can be used to prioritize the
processing of received packets in vehicular networks. We formulate the generic severity-based
prioritized packet processing problem as Penalized Multiple Knapsack Problem (PMKP) and
prove that it is an NP-Hard problem. We thus develop a real-time heuristic that utilizes
a relaxed version of the formulation. The relaxed formulation executes in polynomial time
and guarantees a minimum delay per severity-level while respecting the processing rate constraint. To measure the performance of the proposed heuristic, real traffic data is used in a
small-scale experiment. The proposed heuristic is tested against the PMKP solution and results show a small degradation of up to 4% in profit for the heuristic compared to the PMKP
solution. Also, the proposed heuristic is tested against a non-prioritized processing algorithm
that works using first come first served policy. Results show that the proposed heuristic gains
9% to 67% more profit than the non-prioritized processing algorithm in moderate and high
congestion scenarios.

In the second problem, we explored the utilization of existing vehicles on roads as “message ferries” for the transport data for smart community applications to avoid the cost of
installing new communication infrastructure. We propose an opportunistic data ferry selection algorithm that strives to select vehicles that can minimize the overall delay for data
delivery from a source to a given destination. Our proposed opportunistic algorithm utilizes
an ensemble of online hiring algorithms, which are run together in passive mode, to select
the online hiring algorithm that has performed the best in recent history. The proposed
ensemble-based algorithm is evaluated empirically using real-world traces from taxies plying
routes in Shanghai, China, and its performance is compared against a baseline of four stateof-the-art online hiring algorithms. A number of experiments are conducted and our results
indicate that the proposed algorithm can reduce the overall delay compared to the baseline
by an impressive 13% to 258%.
In the third problem, we solve the problem of optimizing accuracy in stateful federated
learning with a budgeted number of candidate clients by selecting the best candidate clients
in terms of test accuracy to participate in the training process. We formulate the problem
of maximizing the probability of selecting the best candidate clients based on test accuracy
as a secretary problem then analytically analyze the performance and provide proofs. Next,
we propose an online stateful FL heuristic to find the best candidate clients. Additionally,
we propose an IoT client alarm application that utilizes the proposed heuristic in training a
stateful FL global model based on IoT device classification to alert clients about unauthorized
IoT devices in their environment. To test the efficiency of the proposed online heuristic, we
conduct several experiments using a real dataset and compare the results of the proposed
online heuristic against state-of-the-art algorithms. Our results indicate that the proposed
heuristic performance is comparable to the performance of the best offline algorithm and
outperforms the online random algorithm with up to 27% gain in accuracy.
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CHAPTER 1
INTRODUCTION

1.1. Introduction
The Internet started as a mean to connect people and provide electronic services such as
email, web, e-commerce, and social networks. Nevertheless, as more heterogeneous devices
(i.e. laptops, tables, phones, sensors, etc) are connected to the internet, the concept of
the Internet of Things (IoT) is realized. IoT refers to devices, sensors, or things in general
that are intelligent, have a unique address, and autonomous [1]. Moreover, IoT have many
applications and benefits. In fact, IoT is used in developing countries to obtain Sustainable
Development Goals (SDGs) of the United Nations [2]. The authors in [3] classified application
in IoT as follows:
• Internet of Medical Things (IoMT) with things are medical wearable devices to
control diseases such as Parkinson, diabetes or collect information such as heart rate;
• Internet of Animal Things (IoAT) with things such as smart cattle collars, RFID
ear tags, and sound analyzers;
• Internet of Waste Things (IoWasteT) with things like smart garbage bins and
RFID tags;
• Internet of Battlefield Things (IoBT) with things like ammunition, weapons,
vehicles, and human-wearable sensors;
• Internet of Underground Things (IoUGT) with things such as buried soil sensors
and seismometers;
1

• Internet of Underwater Things (IoUWT) with things such as underwater sensors
and asmrt buoys;
• Internet of Nano Things (IoNT) with things such as nano-sensors and actuators;
• Internet of Mobile Things (IoMobT) with things like mobile personal devices.
It is estimated that each person will use 6 to 7 devices by the year 2020 and 500 billion
devices will be connected to the Internet by 2030 [1]. Consequently, connecting all those
devices while providing high quality of service along with privacy and security is a challenge.
Realization of IoT vision faces many challenges mostly related to availability, reliability,
mobility, performance, management, scalability, interoperability, and security and privacy
[4]. In this work, we address some of these challenges by designing real-time and online
algorithms to optimize the use of resources in IoT applications.
1.2. Statement of the Problem
Managing communication and computation resources utilized by billions of smart devices
in IoT applications is a challenge. The lack of efficient algorithms that control the usage
of resources results in economic problems, safety threatening situations, and security and
privacy concerns.
1.3. Purpose of the Research
In this work, we investigate the use of efficient real-time and online algorithms in managing communication and computation resources in IoT applications.

2

1.4. Significance of the Study
On one study, we show that the utilization of the proposed real-time algorithm to opportunistically prioritize the processing of data flows based on a generic severity notion in
vehicles helps drivers avoid collisions, which saves lives. On another study, we reduce the
cost of setting up smart cities significantly by using vehicles as message ferries instead of
setting up a costly infrastructure. Additionally, we propose opportunistic data ferry selection
algorithm that strives to select vehicles that can minimize the overall delay for data delivery
from a source to a given destination. Finally, we optimize the accuracy of stateful federated
learning used in IoT applications.
1.5. Contributions
This dissertation is based on the following publications:
• Paper I: A. Al-Fuqaha, I. Mohammed, S. J. Hussini, and S. Sorour, “Severity-Based
Prioritized Processing of Packets in VANETs,” in IEEE Transactions on Mobile Computing, vol. 19, no. 2, pp. 484-496, 1 Feb. 2020.
• Paper II: I. Mohammed, S. Tabatabai, A. Al-fuqaha, and J. Qadir, “Opportunistic
Data Ferrying in Areas with Limited Information and Communications Infrastructure,”
2019 IEEE 90th Vehicular Technology Conference (VTC2019-Fall), Honolulu, HI, USA,
2019, pp. 1-6.
• Paper III: I. Mohammed, S. Tabatabai, A. Al-fuqaha, F. El Bouanani, J. Qadir,
and B. Qolomany, “Budgeted Online Selection of Candidate Clients to Participate in
Federated Learning,” to be submitted, IEEE Internet of Things Journal, July 2020.
The work in this dissertation also contributes to the following publications:
3

• S. Tabatabai, I. Mohammed, A. Al-fuqaha, and J. Qadir, “Opportunistic Selection
of Vehicular Data Brokers as Relay Nodes to the Cloud,” 2020 IEEE 17th Annual
Consumer Communications & Networking Conference (CCNC), Las Vegas, NV, USA,
2020, pp. 1-6.
• S. Tabatabai, I. Mohammed, A. Al-Fuqaha, and M. A. Salahuddin, “Managing a Cluster of IoT Brokers in Support of Smart City Applications,” 2017 IEEE 28th Annual
International Symposium on Personal, Indoor, and Mobile Radio Communications
(PIMRC), Montreal, QC, 2017, pp. 1-6.
1.6. Structure of the Dissertation
The overall structure of the dissertation is as follows:
• Chapter I: Introduction
• Chapter II: Paper I
• Chapter III:Paper II
• Chapter IV: Paper III
• Chapter V: Conclusions and future work
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CHAPTER 2
Severity-Based Prioritized Processing of Packets with Application in VANETs

2.1. Introduction

2.1.1. Motivation
Dedicated short-range communications (DSRC) and Wireless Access in Vehicular Communications (WAVE) have become the de-facto vehicular communications technologies in
VANETs. IEEE 802.11p and IEEE P1609 form the bases of the WAVE protocol as shown in
Fig.2.1[5]. To address the unique challenges in VANETs (i.e., dynamic topology, short communication periods and application requirements), WAVE uses multi-channel operations to
increase channel utilization, and differentiated service categories to provide Quality of Service
(QoS). To provide multi-channel operations, WAVE utilizes the IEEE 1609.4 standard, which
defines six Service Channels (SCH) and one Control Channel (CCH) for use in VANETs [6].
These channels have different frequencies, maximum transmission power, and applications.
The CCH for instance is used for transmitting safety and control data in order to insure fast
and prioritized delivery of time-critical data. Furthermore, to provide differentiated services,
WAVE relies on IEEE 802.11p, which uses Enhanced Distributed Channel Access (EDCA) at
the Medium Access Control (MAC) layer to provide differentiated QoS. The IEEE 802.11p
EDCA specifies four different Access Categories (ACs): AC_VO (Voice or AC3), AC_VI
(Video or AC2), AC_BE (Best effort or AC1) and AC_BK (Background or AC0), each of
which has a different priority for accessing the communication medium [6]–[8]. This categorization offers low latency communications and differentiated services for applications. An
overall schematic of multi-channel access and ACs assignment is shown in Fig.2.2. We have
5

to emphasize that the IEEE 802.11p scheme for prioritization only applies to applications
during data transmission and does not affect the processing of data after its receipt. For
more details on WAVE, please refer to [5], [9], [10].
The use of multi-channel access and data prioritization via ACs, as detailed in the EDCA
standard, only guarantees prioritized access to the communications medium for broadcasting
and sending data. However, this may not necessarily lead to improved system-level performance, because each vehicle in the network has to process the received data based on its
own context, not the transmitting vehicle’s context. Assume the scenario shown in Fig.2.3,
where five different vehicles are involved. If vehicles B and C collide, then both vehicles
would try to inform their neighbors by sending data using the highest priority AC. This flow
of data is very important for vehicle “A”, but not as important for vehicles “D” and “E”. In
such a scenario, vehicle “A” must prioritize the processing of packets that it receives from
vehicle “B” (and/or vehicle “C”). On the other hand, vehicles “D” and “E” do not necessarily
benefit from processing the high priority safety application data flow(s) from vehicles “B”
and/or “C” ahead of other flows with lower ACs, since the accident does not have an impact
on their mobility. In such scenarios, it is hence imperative that each vehicle processes the
received data flows, not just based on their ACs, but also based on the flows impacts on the
vehicles’ mobility.
Prioritization of received data and management of computation resources are important
tasks because autonomous and semi-autonomous vehicles have to process data from a wide
range of sensors (e.g., LIDAR, GPS, compass, radar, infrared cameras) at any given moment,
which in turn puts more computation overhead over the on-board computational resources.
Beyond processing raw sensor data, the on-board computational resources must execute
complex algorithms to perform proximity understanding and vehicle control.
Another example to illustrate the importance of the proper prioritization of received data
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flows is the security performance of basic safety messages (BSMs). To verify and sign BSMs,
the standard recommends using the Elliptic Curve Digital Signature Algorithm (ECDSA).
However, using ECDSA increases the processing overhead [11] and degrades the performance
that could result in the loss of safety-critical BSMs. This can become problematic especially
in environments with a higher density of vehicles. To solve this issue, the authors of [12]
propose re-prioritizing signature verification of received BSMs based on location proximity
of the sender’s vehicle, such that nearby vehicles are assigned higher priority. This example
demonstrates the importance of prioritized processing of data flows on the receiver’s side in
order to increase the overall performance of the system.
From the discussion of the two previous scenarios, it is evident that achieving ideal
performance in VANETs depends, not only on efficient algorithms and techniques for sending
data but also on a better prioritization of packets on the receiver side. This prioritization
must be done according to a certain severity metric that corresponds to the nature of the
application. The proposed algorithm prioritizes the processing of received data based on
their impact on the safety of a given vehicle.
2.1.2. Contributions
In this paper, we aim to design a real-time algorithm to opportunistically prioritize the
processing of data flows based on a generic severity notion, such that the benefit to the
overall system is maximized. Severity can thus be defined according to the application, as
a metric (e.g., vehicle speed, direction, position) that underlines the importance of the flow
for the overall benefit of the system. The proposed algorithm models flow prioritization
by classifying them according to their severity into multiple queues with different priority
and capacity levels. For this proposed approach, we derive an upper bound on the delay
of service for the flows classified in each queue using network calculus. We then formulate
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Figure 2.1: WAVE stack.

the problem of maximizing the severity of the admitted flows into the queue system as a
penalized multiple knapsack problem with a service delay constraint on each of the queues.
Being an NP-hard problem, we propose a real-time heuristic that divides the problem into
sub-problems, each finding the optimal admission of flows into each of the queues such that
the total severity of the admitted flows is maximized. Finally, both the optimal and heuristic
solutions are tested using real traffic data and compared to un-prioritized first come first serve
approaches.
2.1.3. Examples of Applications
The potential applications of our proposed algorithm can be numerous depending on the
application’s definition of flow severity. In the simplest form, flow severity can be defined
as a QoS requirement that needs to be fulfilled. The dynamic topology of VANETs imposes
strict QoS requirements on applications, especially the safety applications [13]. If severity is
defined as application’s QoS requirement, then the algorithm would strive to assign flows to
queues such that flows with the most strict QoS requirements get higher priority. If severity
is defined as the sending vehicle’s proximity, then the algorithm would strive to provide
8

Figure 2.2: User priority service in WAVE.

Figure 2.3: Illustrative scenario.

prioritized service to flows that belong to the closest vehicles. In all these use cases, our
algorithm acts as an admission control system, whereby it assesses the processing resources
and incoming flows and strives to service the most severe flows first in order to achieve the
best performance for the overall system.
Another important use of our proposed severity-based prioritization algorithm is to provide adaptive security in VANETs. To provide security in VANETs, WAVE relies on cryptographic solutions [10]. In order to have better security, it is important that more robust
cryptographic solutions are used. However, using more robust cryptographic solutions leads
9

to increased computations, increased cryptographic loss [11], and can have severe impact on
the achieved QoS of applications [11], [14], [15]. To overcome this problem, adaptive security
measures can be used, where a vehicle can determine the robustness of the cryptographic
solution it uses for each flow based on the load and performance of the overall system. In
such scenarios, our algorithm can classify four different cryptographic solutions ranked from
the most (i.e., requires more computations) to the least robust, and determine which cryptographic solution would result in the best performance based on the flow, application QoS
requirements, and performance of the overall system.
In conclusion, we are proposing an algorithm that can be adopted to support any application benefiting from intelligent prioritized processing of requests. In the rest of this paper,
we focus on prioritized packet processing in VANETs.
2.1.4. Organization
The remainder of the paper is organized as follows: The related literature is reviewed
in Section 2.2. The proposed prioritization model and system parameters are described in
Section 2.3. In Section 2.4, we derive the delay upper bounds for the service of each of the
queues. Section 2.5 shows the formulation of the problem in terms of the penalized knapsack
problem, while Section 2.6 provides a heuristic solution. In Section 2.6.4, we provide the
upper bound delay proof. Section 2.7 describes our experiments and results while conclusions
are drawn in Section 2.8.
2.2. Related Work
WAVE QoS, service prioritization, and performance improvements are studied extensively
in the literature. Generally, the studies and solutions offered can be divided into two broad
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groups: (1) studies that offer solutions from the sender’s point of view and (2) studies that
tackle the issue from the receiver’s point of view. In the first group, the offered solutions
range from spectrum sharing in order to prioritize safety message delivery [16]–[20] to MAC
layer enhancements and admission control techniques in order to improve QoS and channel
access [21]–[29]. Furthermore, there have been studies [30]–[32] that use vehicle’s contextual
information (i.e., vehicle’s position) in order to ensure effective utilization of resources and
provide prioritized services. The major difference between our work and these studies is that
we tackle the issue from the receiver’s point of view. We consider a receiver’s perspective
(as opposed to the sender’s perspective) to achieve prioritized processing at the receiver (as
opposed to prioritized transmission from the sender). Our algorithm deals with data that is
received by a vehicle with the objective of opportunistically prioritize the processing of the
received data for the overall benefit of the VANET.
While there have been numerous studies to improve QoS, service prioritization, and
performance of WAVE from the sender’s perspective, in the second group, there have not
been many studies that address these issues on the receiver’s side. The few studies that have
been conducted in this area focus on security performance. Verification of time-sensitive
BSMs in order to decrease cryptographic loss, by prioritizing the verification of BSMs based
on the physical position of the sender, has been studied in[12], [33]. The authors of [34]
have proposed to reduce the verification time of messages at the receiver side in dense areas
by assigning different priority levels to nearby vehicles based on their physical parameters
after verifying those vehicles. Our study in this paper extends these special cases in the
aforementioned sources to a more general prioritized processing of the received packets in
VANETs, as a function of a generic severity metric, in order to maximize the overall profit to
the system while respecting its QoS constraints. The generic severity metric can be defined
based on the application, such as physical proximity of vehicles as in [34] or more complex
11

settings as in [32]. Therefore, our proposed solutions can apply to a variety of prioritized
packet processing applications by properly defining its corresponding severity metric.
2.3. System Model

2.3.1. Prioritization Model
In this paper, we propose a real-time algorithm that allows vehicles in VANETs to intelligently prioritize the processing of the received packets based on their severity. Upon receipt
of data flows, each flow is assigned a severity-level and passed on to the next phase for flow
policing. This policing prevents flooding attacks as it regulates each flow via a token bucket
filter to a predefined processing rate. The last phase is assigning the flows to one of N queues
based on both the flow’s severity and the capacity of the queue. These queues have different
priority levels and capacities, such that “Queue N ” has the highest priority and smallest
capacity, while “Queue 1” has the lowest priority and the largest capacity. The size of each
queue is determined by the computational load and delay requirements of it’s assigned flows,
and it dictates the maximum delay that will be incurred by the flows assigned to that queue.
While assigning flows to queues, the algorithm strives to assign the highest severity flows
to the highest priority queue to ensure their fast processing. The other flows are passed to
their corresponding queues according to their severity levels. Once the capacity of a queue
is reached, the algorithm proceeds to place the next batch of unassigned flows of the same
severity to the subsequent lower priority queue. This process continues until all flows are
assigned to queues or queues are all filled. If some flows are left out after all the queues
were filled, the algorithm discards these remaining flows as these cannot be serviced in a
timely manner. Although it’s possible that some flows are discarded, our algorithm makes
sure to serve the highest severity flows first while guaranteeing performance bounds for the
12
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Figure 2.4: System model.

accepted flows. The process of assigning flows to queues happens in snapshots. During every
snapshot, which is done every ∆t, the algorithm takes the available flows and assigns them
to queues. The frequency of generating flow snapshots and the addition and removal of the
flows to the snapshots are not handled in our algorithm. Rather, it assumes the availability
of the snapshots and focuses on prioritizing flows available during each snapshot.
2.3.2. System Parameters
The system model and parameters are shown in Fig.2.4. Assuming a VANET with V
vehicles, where one vehicle Vr ∈ V receives packets of length L (measured in bytes), sent
from a set of sending vehicles Vs = V \ Vr within its communications range. Vr receives
all these packets via its On Board Unit (OBU), which has a channel reception rate Rb
(measured in Mbps) and maximum burst length B (measured in packets). Let R be the
rate in packets per second of the OBU (i.e., R =

Rb
).
L

The received packets are then passed

to the marking queue of the marking processor, which is assumed to be the On-Board
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Unit (OBU) processor. The marking processor assigns to each incoming packet a priority
(severity) level based on the receiving vehicle’s perspective. The marking service requires
simple computations (e.g., marking the packets based on the type of application, relative
position, speed and direction of the sending vehicle); thus, induces a very small and almost
negligible processing delay. The marking processor uses the packets’ source MAC address in
order to demultiplex the incoming packets into a set of flows F (i.e., a flow is defined between
a source-destination pair of vehicles). The marking process applied to the scenario shown
in Fig.2.3, would be as follows: When vehicles B and C collide, they transmit data about
the collision to their surrounding vehicles. Since vehicle A is affected by this collision, when
it receives data about the collision, based on its context severity, its marking processor will
mark the received data about the collision with the highest severity category and processes
it accordingly. But since the collision doesn’t affect vehicles D and E, when they receive
this data, their marking processors would mark it with a lower severity level (severity level
2,3, or 4 based on the defined context severity). Let Si be the severity level of the packets
in flow i, i ∈ {1, . . . , |F|}. We assume M severity levels. Packets are assigned to flows in
order to enforce per-flow policing, which is an important measure in order to protect the
system from flow-based unfair exploitation (e.g., flooding attacks). The policing phase limits
the per-flow rate and burstiness based on the severity level. Flow i, i ∈ {1, . . . , |F|}, with
i
severity level Si has a maximum rate and burstiness of (ρimax , σmax
). Regardless of the traffic

from neighboring vehicles, all flows are thus forced to respect the per-severity limits such
that flows violating the limits are dropped. Finally, the last phase is the processing phase
where flows are assigned to N queues. “Queue N ” has the highest priority and the least
capacity, which is appropriate for serving high severity flows. On the other end, “Queue 1”
has the lowest priority and highest capacity. Although, “Queue N ” may best serve flows
of high severity, but this queue may admit flows of low severity depending on the available
14

flows in order to maximize the utilization of system resources. Processor k, k ∈ {1, . . . , N },
has a fixed processing rate of Ck and queue k, k ∈ {1, . . . , N }, has a guaranteed maximum
delay of dqk . Additionally, the total delay induced by processing all accepted flows admitted
to queue k must be less than or at most equal to the guaranteed maximum delay dqk as
explained later in equation (9). The objective is to serve the maximum number of requests
while providing the highest quality of service and maintaining guaranteed delay bounds in
all queues.
2.4. Delay Upper-Bounds
Since the OBUs are the sources of data and as long as the maximum transfer rate is
known, the output of the i-th transmitting OBU can be upper bounded, using network
calculus tools, by an affine arrival curve (Ai ) that is defined as [35]:
Ai ∼ (Bi , Ri )

(2.1)

Consequently, the i-th sending OBU has burstiness Bi and rate Ri . The sum of burstiness
of all OBU flows equals the received burstiness at the destination OBU as shown in the
following equation:
B=

F
X

Bi

i=1

Also, the sum of the rates of all OBU flows equals the received rate at the destination OBU
as shown in the following equation:
R=

F
X
i=1
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Ri

Thus, the input to each receiving OBU Di is upper bounded by an affine arrival curve:
Di ∼ (B, R)

(2.2)

Since the input to the marking process is bounded by (2.2) and the marking service rate is
Cm , then the delay for the marking phase dm is:
dm =

B
Cm − R

The output of the marking phase Dmi consists of |F| flows that is upper bounded by:
B
∼ Bi + Ri ·
, Ri
Cm − R


Dmi



which can be reduced to the following form:

Dmi ∼

Bi (Cm − R) + Ri B
, Ri
Cm − R

!

(2.3)

The policing process of the ith flow Dpi is expressed by the following bound:








M
M
X
X
Bi (Cm − R) + Ri B
j
Dpi ∼ 
, Ri  ∗  σmax
fij ,
ρjmax fij 
Cm − R
j=1
j=1

(2.4)

where fij is a flag that is set to 1 to indicate that the ith flow belongs to severity level j;
zero otherwise. Since there exist M severity levels and each flow is assigned to only one of
them, we have the following constraint on these flags:
M
X
j

fi = 1 ∀i

j=1
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The ∗ operator in (2.4) represents the min-plus convolution operator, which is an infimum
operation over the addition of the bursitness and the service. Consequently, Equation (2.4)
can be rewritten as:

B



M
M

X
X
i (Cm − R) + Ri B
j
Dpi ∼ α(t) = min 
+ Ri t,
fij +
σmax
ρjmax fij t

Cm − R
j=1
j=1

which is equivalent to:










M
M
X
Bi (Cm − R) + Ri B X
j
Dpi ∼ min 
,
σmax
fij  , min Ri ,
ρjmax fij 
Cm − R
j=1
j=1

Since we are looking for the upper bound, we can assume the maximum traffic-per-flow. In
other words, only the maximum burstiness and rate per severity are selected from equation
(2.5). Thus, the output of the policing process is upper-bounded by:


Dpi ∼ 

M
X

j
σmax

M
X
ρj
f j,



j
max fi

i

(2.5)

j=1

j=1

Each flow i is assigned to one of the N prioritization queues of the system. The flag gik is
used to indicated these assignments, such that gik is set to 1 to indicate that the ith flow is
assigned to Queue k; otherwise, it’s set to zero. So, for any flow i we have:
N
X

gik 6 1

∀i

k=1

The delay during the processing phase drk is per-queue, so the upper-bound on the delay for
Queue k is computed using all flows that are processed by Queue k as:
drk =

P|F | PM

j k
j
j=1 σmax fi gi
P|F | PM
j
j k
i=1
j=1 ρmax fi gi

i=1

Ck −
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(2.6)

The total delay per-queue dtk is the sum of the marking delay and the processing delay as
shown below:
P|F | P

j k
M
j
B
i=1
j=1 σmax fi gi
dtk =
+
| PM
j
j k
Cm − R Ck − P|F
i=1
j=1 ρmax fi gi

(2.7)

Note that “Queue N ” has the highest priority and can handle high severity flows faster than
the other queues.
2.5. Problem Formulation
As was mentioned earlier, our objective is to serve the maximum number of flows (i.e.,
vehicles) prioritized based on their severity while at the same time striving to provide the
highest quality of service. However, these two goals might not always be in harmony. If
we try to provide the highest quality of service (e.g., using the most robust cryptographic
solution), it may result in some flows not being serviced within the required delay constraint.
So, we have to find a balance between the quality of service that can be provided and the
number of flows that can be serviced with priorities based on their severities. Thus, we
formulate this problem as a Penalized Multiple Knapsack Problem (PMKP) with the goal of
maximizing the profit (i.e., the total severity of the admitted flows). The next sub-sections
introduce the formulation of the problem of maximizing the profit of the system in terms
of the total sum of severities of admitted flows while fulfilling their corresponding delay
constraints. In sub-Section C, we show that the problem is NP-Hard.
2.5.1. Derivation of the Delay Constraints
Each queue has a delay dqk , and accepted flows must satisfy the condition that the total
processing delay of accepted flows in Queue k must be less than the delay of that queue.
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This can be written mathematically as:
P|F | P

j k
M
j
B
i=1
j=1 σmax fi gi
dtk =
+
6 dqk
| PM
j
j k
Cm − R Ck − P|F
ρ
f
g
max
i i
i=1
j=1

which states that the total delay-per-queue dtk must not exceed the kth queue delay dqk .
The above inequality can be reduced to the following form:
|F |
X



M
X



M
X
B
B
j

(2.8)
σmax
fij + dqk
ρjmax fij  · gik 6 Ck dqk −
ρjmax fij −
Cm − R j=1
Cm − R
i=1 j=1
j=1
M
X





2.5.2. PMKP Formulation
Before presenting the formulation, we define ψ as the penalty term that represents the
highest severity among the dropped flows and order the set F based on severity in nonincreasing order.
The problem can thus be expressed as a PMKP as follows:
max

|F |
N X
X

(2.9)

Si · gik · k − ψ

k=1 i=1

s.t.




Si 1 − gik 6 ψ

|F |
X



M
X


i=1

j=1

j
σmax
fij + dqk

M
X

ρjmax fij −

j=1



·gik 6 Ck dqk −

M
X



B
ρjmax fij 
Cm − R j=1

B
Cm − R
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(2.10)

∀ i, k



∀k

(2.11)

N
X

gik 6 1 ∀ i

(2.12)

k=1

gik ∈ {0, 1} ∀ i, k

(2.13)

Constraint (2.10) indicates that the penalty term is the highest severity among the dropped
flows. The idea is to deduct a penalty from the overall profit for every dropped flow. The
second constraint (2.11) ensures that the total delay of each queue does not exceed the
guaranteed queue delay. The third constraint in (2.12) specifies that every flow i cannot
be assigned to more than one queue. However, it is possible that flow i is not assigned to
any of the queues; meaning it is dropped. The last constraint in (2.13) indicates that this
optimization problem is an integer linear programming problem, where the assignment of
flows to queues can be either zero or one (i.e., no fractional assignment of flows to queues).
2.5.3. Proof of NP-Hardness
The problem discussed in this paper is a P M KP and is N P − Hard in the weak sense.
To prove it, we only need to show that this problem is actually a Multiple Knapsack Problem
(M KP ). In fact, M KP is a special case of the P M KP when the penalty term ψ is known.
2.6. Heuristic Solution
To devise a real-time heuristic, we divide the overall problem into N sub-problems, where
each problem k ∈ N finds the optimal flows that fit in Queue k capacity such that the total
profit (i.e., admitted severity) of the system is maximized. To ensure the maximum system
profit and the best quality of service for the received flows, the sub-problems are solved
starting from Queue N down to Queue 1. The solution of the sub-problems is inspired by
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the work of Ceselli and Righini [36].
Before presenting the algorithm, we define Fk as the set of input flows to Queue k, i.e.,
flows available to be admitted in Queue k. This set Fk of input flows to Queue k includes all
the unassigned flows after solving the flow assignment problems to the higher priority queues
(i.e., Fk includes all flows from the original set F except those selected by the higher priority
Queues {k + 1, ..., N }). For example, the input set of flows FN −1 excludes flows selected by
Queue N from input set FN . Furthermore, we define Xk , (with |Xk | = |Fk |) as the vector of
flow selection flags from Fk , where a value of 1 in the i-th flag Xk [i] indicates that the i-th
flow is selected for admission in Queue k, while 0 means that the i-th flow is not selected by
Queue k. Consequently, the set of input flows to Queue k can be mathematically expressed
as:
Fk = Fk+1 \

[

fi

∀ k = N − 1, . . . , 1

∀ i|Xk+1 [i]=1

where FN is the set of input flows to Queue N , which is initialized to all F.
The proposed heuristic algorithm proceeds as follows:
For k = N down to 1, do the following steps:
• Order the set of input flows Fk for Queue k based on their severity.
• Find the initial flow selection vector Xk for admission to Queue k using the lower bound
solution (See Sec. 2.6.1). Let Zk be the sum of the severity of admitted flows in Queue
k given the lower bound solution.
• Iteratively find better flow admission solutions for Queue k using the upper bound
f with the sum-severity
solution (See Sec. 2.6.2). If any flow admission solution X
k
f.
Zek > Zk , let Zk = Zek and Xk = X
k
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• Xk contains the optimal flow admission solution for Queue k having the maximum
severity level Zk , while respecting the flow constraints.
In the next subsections, we will explain how the lower and upper bound solutions are obtained. The pseudo-code in Algorithm 1 details the steps of the entire process.
2.6.1. Lower Bound Solution
The input flows are admitted to Queue k in descending order of flow severity. Such flows
are added until the flow with index l, for which its addition will exceeds the capacity Ck of
Queue k (as illustrated in Fig. 2.5). Thus, the range of flows {1, ..., l − 1} can be admitted
and processed by Queue k without violating the capacity constraint, and without penalty,
since no flow is dropped from this range of flows. This implies that the elements Xk [j] will
have one values for j ∈ {1, ..., l − 1}, and zero otherwise. We will refer to flow flk as the
initial leading flow, which represents the flow with the highest severity among the dropped
flows in the range {l, ..., |Fk |}. Consequently, the lower bound solution Zk is initialized by
adding the severity of those flows on the left side of flow l as shown in the following equation:
Zk =

l−1
X

Si

i=1

This initial solution is a feasible solution. Next, we define Lk as the set of possible leading
flows for Queue k. The set Lk is initialized with all the flows to the left side of the leading
flow flk (i.e., fik , ∀i ∈ {1, · · · l − 1}) as illustrated in Fig. 2.5. Each leading flow is used to
find an upper bound solution to the sub-problem.
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Figure 2.5: Input flow set divisions.

2.6.2. Upper Bound Solution
In this part, we solve |Lk | Relaxed Penalized Knapsack Problems (RP KP ) and compare
their solutions with the lower bound solution to find the solution with the maximum profit.
The following formulation represents the problem of finding the upper bound solution for
Queue k’s flow selection problem:
|Fk |

max

X

(2.14)

Si · gik · k − ψk

i=1

s.t.




Si 1 − gik 6 ψk

|Fk |



X

M
X


i=1

j=1

M
X

(2.15)

∀i



M
X
B
−
+ dqk
ρjmax fij 
Cm − R j=1
j=1


B
·gik 6 Ck dqk −
Cm − R

j
σmax
fij

ρjmax fij
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(2.16)

0 6 gik 6 1 ∀i

(2.17)

f [i] = 1 ∀ i = 1 . . . l − 1
X
k

(2.18)

f [l] = 0
X
k

(2.19)

The upper bound solutions are computed using the following |Lk | iterative steps for
every leading flow i ∈ Lk in descending order of severity (as detailed in the pseudo-code of
Algorithm 1):
While l ≥ 1 do:
• Set the penalty term ψk = Sl ; i.e. set it to the severity of the leading flow.
• Mark the leading flow l as dropped and all flows to its left as selected. This is basically
equivalent to eleminating the current leading flow from Fk in the current iteration of
the upper bound solution. Marking is represented by constraints (2.18) and (2.19).
• Solve the problem as an RP KP with the penalty ψk = Sl .
• Fix the fractional results of RP KP to 1s and 0s using the proposed fixing heuristic (See
f and its sum-severity
Sec. 2.6.3). Compute the corresponding upper bound solution X
k

Zek as the severity of flows with xi = 1, ∀ i.
• If the current upper bound solution has a greater sum-severity than Zk , update the
f and its sum-severity Z = Z
e .
solution Xk = X
k
k
k

• Select the new current leading flow l from the set Lk to be the one just to the left of
the previous leading flow. In other words, set l ← l − 1.
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The core philosophy of this solution is to eliminate one of the selected flows or the initial
leading flow from the lower bound solution at a time, starting from the lowest severity among
them and on. This opens room for selecting flows on the right of the current leading flow of
each iteration, as long as this will maximize the profit of Queue k (i.e. the sum-severity of its
final admitted flows). To do this, the problem is solved as an RP KP . Now since the penalty
term ψk is known to be the severity of the leading flow, then the problem is reduced to an
RKP . However, solving the problem using the relaxed version might result in a fractional
solution. Thus, we use the proposed heuristic in section 2.6 for fixing the relaxed solution
to get a feasible integer solution.
2.6.3. Fixing Upper Bound Solution
The solution produced by solving the relaxed problems (i.e, RP KP ) in each of the |Lk |
iterations of the upper bound solution results in values between 0 and 1. Such values do
not constitute a feasible solution as they do not indicate which flows are assigned to Queue
k. To resolve this problem, we propose an algorithm for rounding the fractional values to
integer values.
The algorithm iteratively searches for a flow with strictly fractional value (i.e. between
f and fixes it to 1
0 and 1 neither including 0 nor 1) starting from the left side of the set X
k

(i.e., select that flow). However, the RP KP solution is optimal, and rounding a value to 1
means accepting more portion of that flow. Consequently, this may result in more delays,
which could violate the delay constraint. Thus, the next step is to search for a set of flows
f and fix them to 0
with strictly fractional values starting from the right side of the set X
k

(i.e drop these flows) in order to regain the balance and satisfy the delay constraint. The
pseudo-code in Algorithm 1 details these steps, where Dt is the total delay for selected flows
(Xk [i] = 1, ∀i) and Dkmax is the maximum delay for Queue k.
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Algorithm 1 Severity-Based Prioritized Processing Heuristic
Set Fk = F k = N downto 1
Sort Fk in descending order based on severity
Find the minimum l such that flows 1, . . . , l − 1 fit in Ck
Set Xk [i] = 1 ∀ i{1, . . . , l − 1}
Pl−1
Si l > 0 l ≥ 1
Set Zk = i=1
f
Set Xk [l] = 0 l ≥ 2
f [i] = 1 ∀i ∈ {1, . . . , l − 1}
Set X
k
f [j] = RP KP solution, j ∈ {l + 1, · · · , |X |}.
Set X
k
k
Set a = l + 1
f [a] > 0 AND X
f [a] < 1
Set b = |Xk | a < b X
k
k
f [a] to 1
Round X
k
f [b] > 0 AND X
f [b] < 1
doX
k
k
f [b] to 0
Round X
k
Compute Dt
b=b−1
while Dt > Dkmax AND a < b Dt > Dkmax
f for this iteration
Undo any changes on X
k
f [a] to 0
Round X
k
a=a+1
P
Zek = i|Xek [i]=1 Si Zek > Zk
Set Zk = Zek
f
Set Xk = X
k
l =l−1
S
Set Fk−1 = Fk \ ∀

i|Xk [i]=1

fi

2.6.4. Upper Bound Solution Proof
First, we define the term KP (l) to denote the optimal value of the binary knapsack with
flows indices in the range (1, . . . , l −1) as selected for Queue k. The binary knapsack problem
is defined in the following formulation:

|Fk |

KP (l) = max

X
i=1
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Si · gik · k

s.t.

|Fk |
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gik ∈ {0, 1} ∀ i

f [i] = 1 ∀ i = 1 . . . l − 1
X
k

Taking flow l as the leading flow, we define the term KPl which is the optimal value of
the binary KP with flows indices in the range (1, . . . , l − 1) as selected for Queue k and flow
l as the flow with the highest severity among all dropped flows. The definition is expressed
below:

|Fk |

KPl = max

X

Si · gik · k

i=1

s.t.

|Fk |



M
X



M
X
B
B
j

σmax
fij + dqk
ρjmax fij −
ρjmax fij  · gik 6 Ck dqk −
Cm − R j=1
Cm − R
j=1
i=1 j=1

X

M
X

gik ∈ {0, 1} ∀ i
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f [i] = 1 ∀ i = 1 . . . l − 1
X
k

f [l] = 0
X
k

Note that KPl is a special case of KP (l) when the l-th flow is eliminated from the
optimization problem. Next, we define the term P KPl as the optimal value of the binary
P KP with a penalty of subtracting the severity of the l-th flow as the leading flow as shown
below:

P KPl = KPl − Sl

(2.20)

Finally, we use RKPl to denote the relaxed knapsack problem after eliminating the l-th
flow (i.e. the leading flow), which is defined as follows:

|Fk |

RKPl = max

X

Si · gik · k

i=1

s.t.

|Fk |
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f [i] = 1 ∀ i = 1 . . . l − 1
X
k

f [l] = 0
X
k

Ordering the set of input flows Fk based on severity in non-increasing order results in
the following inequalities:

Sl > Sl+1

(2.21)

KP (l) > KP (l + 1)

(2.22)

KP (l) > KPl

(2.23)

RKPl > KPl

(2.24)

The following represents the computation of the upper bound solutions for all possible
leading flows:

ui = RKPi − Si

∀ i = 1...l

(2.25)

Where the flows in the range {1, . . . , l} represent the list of leading flows as explained
previously.
Proposition 1.
Let S be the set of RKPi − Si for leading flow i ∀i = 1 . . . l. Also, let P be the set of solutions
of P KPi for leading flow i ∀i = 1 . . . l. Then, u is an upper bound for the optimal value of
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the original P KP if

u > max(S) > max(P) > P KP

(2.26)

Proof.
From definitions (2.20), (2.24), and (2.25), and since
u > ui = RKPi − Si > KPi − Si = P KPi > P KP

∀i = 1 . . . l

then
u > max({u1 . . . ul }) > max({P KP1 . . . P KPl }) > P KP
The core of the proposed heuristic (cf. Algorithm 1) is based on this proposition.
2.7. Experimental Results
In this section, we apply our proposed severity-based service prioritization scheme to
VANETs. We first describe the VANET traffic data used in our experiments and experiment
settings and the environment. Furthermore, we will also discuss the achieved results.
2.7.1. VANET Traffic Characterization
As explained earlier, our proposed heuristic works on any metric defined to serve as the
severity. For our experiments, we define the severity to represent the type of application
generating the VANET data. Data on safety applications (e.g., BSMs) are marked to have
higher severity than data of infotainment applications (e.g., video streaming, congestion
warning). Furthermore, we use the Bologna Ring-way dataset [37] to incorporate real vehicle
mobility in our VANET simulations.
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Table 2.1: D2D Experimental results

Lecture Video
Rogue One Trailer
MPEG-2 MPEG-4 MPEG-2 MPEG-4
Average 38.9
23.1
78
84.1
Peak 92
29
97
97.6
Burst 2.3
1.2
1.2
1.1
Average/Peak values are in packets per second
For all safety applications, the data rate is set to 10 packets per second as recommended by
the standard for safety periodic messages (i.e., BSMs) [38]. Moreover, the burstiness and rate
values for infotainment applications were acquired experimentally. In these experiments, a
computer is set up as a VLC [39] server that streams videos over a Motorola Vehicle Mounted
Modem or OBU acting as a device-to-device (D2D) communications medium. Another
computer with VLC software acts as a client. While the VLC client is receiving the video
stream, the network traffic is analyzed using WireShark [40] to determine the rate and
burstiness of the traffic. It should be noted that two different types of videos, each with two
different video encodings, were used for our experiments. The maximum rate of infotainment
applications was set to the maximum rate of the WAVE protocol suite, while the burstiness
value from our previous experiment was used as the average burstiness of infotainment
applications. The results of the experiments are shown in Table 2.1.
To measure the performance of the proposed heuristic, we conducted two experiments.
In the first experiment, we compared the results from the PMKP formulation in (2.9) against
our proposed heuristic. In the second experiment, we compared our results against a baseline
non-prioritized processor that operates using first come first serve (FCFS).
To conduct the experiments, we simulate the system model shown in Fig. 2.4 using a
marking processor with a capacity (rate) of 9000 packets per second. The capacity of the
marking processor is set to a large value that induces minimum delay during the marking
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Table 2.2: Policing queue settings

Severity Level
1
2
3
4

Maximum Burst
2
2
1
1

Maximum Rate
50
50
10
10

Table 2.3: Queue settings

# of Queue
1
2
3
4

Capacity
130
110
90
70

Guaranteed Delay
0.4
0.3
0.2
0.1

service. The policing processor configuration is shown in Table 2.2, which specifies for each
severity level the maximum rate in packets per second and maximum burst size in packets.
The PMKP and our proposed heuristic use four queues with the configurations shown
in Table 2.3, where the capacity is reported in packets per second and the guaranteed delay
is reported in seconds. Severity level 1 is for safety messages while severity levels 2-4 are
for infotainment messages. The baseline non-prioritized processor uses one queue without
guaranteed delay (i.e., non-prioritized processing).
To evaluate the performance of the proposed heuristic against the baseline non-prioritized
processor, we set the capacity of the baseline queue to equal the combined capacity of the four
queues. Such configuration is more advantageous to the baseline no-prioritized processing
algorithm as it will have one large queue with a rate that equals the rate of the four queues
of the proposed prioritized processing algorithm. To validate the results, we run two other
tests and set the baseline queue capacity to 50% of the combined capacity of the four queues
in one experiment, and 150% of the combined capacity of the four queues in the other.
Obtaining the simulation data and the results of the two experiments are discussed next.
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2.7.2. Simulation Settings
In order to test the proposed heuristic, the Bologna Ring-way dataset was used to generate
a basis of test data. The Bologna Ring-way dataset results were analyzed and a snapshot
of the data was taken every 200 milliseconds. The snapshots provided us with an accurate
number of flows for each vehicle during the simulation. It was revealed that a vehicle can
have no more than 50 flows at a given time and most of the vehicles have 10 flows at some
point during the simulation. Equipped with this data, we generated five data sets with
10, 20, 30, 40 and 50 flows. To simulate real-world traffic for each of these data sets, we
further generated different percentages of safety-to-infotainment application data. Safety
applications have the highest severity level, while infotainment and non-safety applications
have three different severity levels. For each data set, five different combinations of safetyto-infotainment messages, which are 20% − 80%, 40% − 60%, 50% − 50%, 60% − 40%, and
80% − 20% were generated. The first two scenarios of 10 and 20 flows represent a light
congestion case. A moderate congestion case is presented in the third scenario with 30 flows.
To test high congestion traffic scenarios, the fourth and fifth scenarios with 40 and 50 flows
are used. The number of flows in these scenarios represents the number of vehicles that a
certain vehicle is receiving data.
2.7.3. Comparison Study: Proposed Heuristic Versus PMKP
In this experiment, we executed the PMKP optimization and run the proposed heuristic
on the 25 datasets. The testing results are shown in Fig.2.6. As Fig.2.6 (a) indicates, the
PMKP has a small gap of up to 4% in profit gain over the proposed heuristic. As for the
number of accepted flows, the PMKP and the proposed heuristic have similar results with
the PMKP having more flows in some cases as illustrated in Fig.2.6 (b). The PMKP achieves
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a better delay compared to the proposed heuristic, as clearly illustrated in Fig.2.6 (c).
In this small-scale experiment that involves a high congestion scenario, the maximum
number of flows is set to 50. This value can be higher in real-life traffic congestion scenarios.
However, when raising the number of flows over 40, the optimal PMKP requires more processing time, unlike the proposed heuristic, which makes it useless in solving this real-time
problem. This is due to the combinatorial nature of embedded integer linear programming
in PMKP. Thus, this experiment demonstrates that the proposed heuristic performs almost
at the same level as that of the PMKP in terms of profit and quality of service. This is
the case when the number of sending vehicles is between 10 and 50. Our proposed heuristic
outperforms the PMKP in terms of its execution time in all cases especially when the number
of sending vehicles is over 40.
2.7.4. Comparison Study: Proposed Heuristic Versus Non-Prioritized Processing
To compare the performance of the four queues when the proposed heuristic is employed
with that of the single queue non-prioritized processing approach, we conduct three experiments. In these experiments, we set the baseline non-prioritized processor queue capacity to
50%, 100%, and 150% of the combined capacity of the four queues of the proposed heuristic,
respectively. Experimenting with these various capacities aims to give more confidence to
our claims on the superiority of our proposed prioritized processing heuristic.
One way to compare the proposed approach with the non-prioritized approach is to sum
the severity of the accepted flows for each approach and compare the two results. However,
in this paper, we gave more advantage to the non-prioritized approach (i.e., baseline) over
the proposed approach for the sake of fairness. Thus, in the proposed approach, the cumulative severity is the sum of the severity of accepted flows. However, for the non-prioritized
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approach, the cumulative severity is the sum of the severity of all accepted flows multiplied
by a factor based on the total delay as shown below:





cumulative









cumulative

severity · 1 if dt > 0.3,

severity · 2 if 0.2 6 dt < 0.3,
prof it = 




cumulative severity · 3 if 0.1 6 dt < 0.2,







cumulative

severity · 4 if dt < 0.1.

where dt is the total delay. Basically, the profit of the baseline non-prioritized approach
is multiplied by the equivalent queue number k of the proposed heuristic that offers an
equivalent delay.
Profit-wise, the proposed heuristic outperforms the baseline non-prioritized processing
approach in moderate and high congestion scenarios as shown in Fig.2.7. When the capacity
of the baseline non-prioritized processor queue is increased to 150%, the proposed heuristic
still collects more profit than the baseline non-prioritized processing approach, as shown in
Fig.2.7 (c). Furthermore, Fig.2.7 (a), illustrates the superior performance of the proposed
heuristic when the baseline non-prioritized processing queue capacity is reduced by half.
The non-prioritized processor accepts almost the same or sometimes more flows compared
to the proposed heuristic as indicated in Fig.2.8. However, the extra flows processed by the
baseline non-prioritized approach can be ignored, since the proposed heuristic still gets more
profit.
To measure the quality of service, the worst-case delay is observed, which is the maximum
delay for every queue be it prioritized or non-prioritized. Fig.2.9 shows that all four queues of
the proposed heuristic guarantee a delay level for all flows based on their severity. This delay
level never exceeds the required QoS limit. Contrary to our approach, the non-prioritized
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approach provides no delay guarantees, which results in high severity flows suffering long
processing delays. In other words, all flows regardless of their severity levels encounter
similar processing delays when the baseline non-prioritized approach is used. Conversely,
our proposed prioritized processing heuristic fulfills its promise of processing flows based on
their severity level and processing them within the QoS and time requirements.
2.8. Future Directions and Conclusion
In this paper, we presented a generic real-time heuristic that provides differentiated
services based on a given set of flows and their corresponding severity metric. Furthermore,
we demonstrated that the proposed heuristic can be used to offer differentiated services and
improve QoS in VANETs. The proposed heuristic intelligently prioritizes the processing of
flows in VANETs based on their corresponding severity metric. The problem is formulated
as a PMKP, which is proved to be NP-Hard. Due to the complexity of the PMKP, a
polynomial-time algorithm based on a relaxed version of the PMKP formulation is proposed
to perform the desired prioritization in real-time. The proposed heuristic is tested against
the PMKP solution and a baseline non-prioritized processing approach. Results obtained
through simulations with real traffic data demonstrated a minor difference in performance
between the proposed heuristic and the PMKP. On the other hand, the proposed heuristic
surpasses the baseline non-prioritized approach by 9% to 67% more profit in moderate and
high congestion scenarios. As the results suggest, differentiated services are not required
when the system has resources to satisfy all the requests, but rather when the system is
under higher loads. In such scenarios, results show that our proposed prioritized processing
heuristic is superior and provides better performance.
In our future research, we plan to pursue applications of our proposed approach beyond
VANETs. Specifically, we plan to explore the potential use of our approach in support of
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Figure 2.6: Performance of the proposed heuristic compared to the PMKP.
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Figure 2.7: Profit of the proposed heuristic compared to the non-prioritized
processing algorithm.
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(a) Non-prioritized processor capacity is 50% of the combined
proposed heuristic capacity
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(b) Non-prioritized processor capacity is the same as the combined proposed heuristic capacity
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Figure 2.8: Number of accepted flows of the proposed heuristic compared to
the non-prioritized processing algorithm.
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Figure 2.9: Maximum delay of the proposed heuristic compared to the nonprioritized processing algorithm.
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Industrial IoT applications (IIoT) with real-time QoS constraints below 10 ms.
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CHAPTER 3
Opportunistic Data Ferrying in Areas with Limited Information and
Communications Infrastructure

3.1. Introduction
It is estimated that about 60% of the world’s population will live in cities by 2030 [41].
Additionally, by the year 2020, around 20.4 billion devices are expected to be connected
to the Internet [42]. To cope with the trend of people moving to urban centers and to
provide high-quality services to their residents, municipalities are increasingly turning to
Information and Communications Technologies (ICT)—such as cloud computing, Internet
of Things (IoT), Wireless Sensor Networks (WSNs), and Cyber-Physical Systems (CPS)
[43]—for the deployment of smart community applications that provide value-added services
in diverse fields such as healthcare, transportation, entertainment, and governance [44].
But such smart community deployments are often prohibitively expensive, especially for
smaller communities where the deployment of smart community applications is hindered by
the unavailability of appropriate communication infrastructure. One way to address this
concern is to exploit existing infrastructure in innovative ways. In particular, modern vehicles that abundantly ply the roads of urban cities can be exploited to obviate the need
for an expensive communications infrastructure. In recent times, with increased interest in
vehicular ad-hoc networks (VANETs) and self-driving cars, vehicles are increasingly becoming more sophisticated and it is expected that by the year 2020, 90% of vehicles will be
equipped with a hardware-based On-Board Unit (OBU) [45] that has processing and communications capabilities. Therefore developing an approach for opportunistically accessing
these smart vehicles in an efficient delay-tolerant manner becomes a promising approach
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towards the deployment of cost-effective and efficient smart community applications with
limited ICT infrastructure overhead. For example, rural areas that lack the funds to deploy
ICT infrastructure can benefit from our proposed approach.
One approach of delivering data in sparse networks is Message Ferrying (MF). In this
approach, devices are classified as message ferries (or ferries) or regular nodes. Ferries are
mobile devices that move around to collect messages from regular nodes to deliver them to
their destination [46]. In this paper, we use this approach and utilize vehicles as ferries to
transfer data collected from the smart devices (i.e., regular nodes) to the Smart Community Management Center (SCMC). One example of the SCMC is the Traffic Management
Center (TMC), which is used for managing traffic in support of intelligent transportation
applications.
In this paper, we envision a smart community application architecture where the service
area is divided into blocks, each having at least a single Local Community Broker (LCB),
where an LCB is a cloudlet that is deployed in the block or hosted on a vehicle that has
processing and communications capabilities. Each LCB serves as a block manager responsible
for selecting vehicles to transfer data collected from IoT devices scattered across the block
to the Smart Community Management Center (SCMC). When a vehicle passes through
the block, the block manager (i.e., LCB) acquires the estimated delivery delay from the
vehicle and decides on whether to utilize it as a ferry to transfer collected data to the
SCMC. Consequently, the vehicles themselves are used as ferries to transfer data between
the different blocks of the service area. Actually, sparsely deployed LCBs are the only
required infrastructure in our proposed architecture, and no communications infrastructure
(optical, microwave, or 5G base stations) is required to relay the data from the LCBs to the
SCMC.
The main challenge in this architecture lies in the ‘intelligent’ selection of vehicles. If
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the block manager is not selective, it may end up using vehicles with high delivery delay
as any vehicle might be selected even if it has a high delivery delay—delivery delay is the
time taken to transfer a data bundle on a vehicle selected to serve as a data ferry from the
LCB to the SCMC. On the other hand, if it is very selective and picks vehicles that have a
short delivery delay, it would incur a high waiting delay as it needs to wait longer to find
such vehicles—waiting delay is the time taken to select a vehicle to serve as a data ferry. In
fact, this problem is of an online nature because once a vehicle leaves the block, the block
manager can no longer utilize the vehicle. Consequently, the block manager may regret its
decision when the delivery delay of future vehicles is shorter than that of previous ones.
To solve this problem, we propose an online algorithm that utilizes an ensemble of online
hiring algorithms. The proposed algorithm opportunistically selects the best performing
algorithm from its ensemble based on the recent observed performance. The average overall
delay is the sum of the average waiting delay and the average delivery delay as detailed
later in the paper. The proposed algorithm selects one algorithm from its ensemble to be
active with the objective of minimizing the average overall delay. All other algorithms in the
ensemble are set to be passive (i.e., inactive). This way, the active algorithm alone selects
the vehicles to be used as data ferries. Although other algorithms in the ensemble will not
be utilized to select the data ferries, their performance is utilized in order to choose the best
performing algorithm in the ensemble by choosing the one that demonstrated the lowest
average overall delay in the recent history (i.e., greedy approach). Consequently, different
hiring algorithms from the ensemble might be utilized over time.
To the best of our knowledge, this is the first research effort that utilizes online hiring algorithms for the selection of data ferries in the specific setting of smart community
applications. We perform a thorough evaluation of our work and show that our proposed algorithm performs better than other state-of-the-art online hiring algorithms in a wide variety
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of settings (including for different traffic volumes).
3.2. Related Work
The literature is rich with research that deals with network issues in smart communities.
Jawhar et al. [43] presented the networking requirements for different smart city applications
and additionally presented network architectures for different smart city systems. In [44],
the authors discussed the networking and communications challenges encountered in smart
cities. Paradells et al. [47] state that deploying wireless sensor networks along with the
aggregation network in different locations in the smart city is very costly and consequently
propose an infrastructure-less approach in which vehicles equipped with sensors is used to
collect data.
Bouroumine et al. [48] present a system where public and semi-public vehicles are used for
transporting data between stations distributed around the city and the main server. Aloqaily
et al. [49] introduce the concept of Smart Vehicle as a Service (SVaaS). They predict the
future location of the vehicle in order to guarantee a continuous vehicle service in smart
cities. In another work [50], the authors indicate that cars will be the building blocks for
future smart cities due to their mobility, communications, and processing capabilities. They
propose Car4ICT, an architecture that uses cars as the main ICT resource in a smart city.
The authors in [51] propose an algorithm for collecting and forwarding data through vehicles
in a multi-hop fashion in smart cities. They proposed a ranking system in which vehicles are
ranked based on the connection time between the OBU and the RSU. The authors claim that
their ranking system results in a better delivery ratio and decrease the number of replicated
messages.
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In [52], the authors state that existing network infrastructure in smart cities can not sustain the traffic generated by sensors. To overcome this problem, an investment in telecommunication infrastructure is required. However, the authors proposed to exploit buses in a
Delay Tolerant Network (DTN) to transfer data in smart cities. In [53], the authors introduce mobile cloud servers by installing servers on vehicles and use them in relief efforts of
large-scale disasters to collect and share data. These mobile cloud servers convey data among
isolated shelters while traveling and finally returning to the disaster relief headquarters. Vehicles exchange data while waiting in the disaster relief headquarters, which is connected to
the Internet.
Bonola et al. [54] conduct a study on using taxi cabs as oblivious data mules for data
collection and delivery in smart cities. They have no guarantee of data communications since
they are using taxi cabs without any selection criteria. They use real taxi traces in the city of
Rome and divide the city into blocks of size 40×40 meter2 . Depending only on opportunistic
connections between vehicles and nodes, the authors claim to achieve a coverage of 80% of
the downtown area over a 24 hour period.
The aforementioned papers mostly utilize multiple relays for transferring data between
source-destination locations. Furthermore, these papers do not approach the ferry selection
problem from an online perspective. Conversely, in this paper we propose an approach
where each vehicle transfers a data bundle from source to destination without having to use
relays and decisions are made in an online fashion—these assumptions are practical as more
vehicles utilize OBU and GPS units that provide exact or probabilistic information about
the path of the vehicle. Additionally, this paper considers online hiring algorithms for data
ferry selection.
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3.3. System Model
To utilize data ferrying in a given area, we divide the service area (e.g., city) into B
blocks. Each block has a number of smart devices (e.g., sensor nodes) that generate data.
In addition, one of these blocks hosts the SCMC as shown in Figure 3.1. Vehicles are used
to transfer data collected from smart devices to the SCMC. Also, each block has one LCB
positioned near the center of the block. Any vehicle that enters a given block is within the
communications range of its LCB.
In this paper, we make two assumptions about incoming vehicles. First, it is known if the
vehicle will pass through the SCMC in the future. Second, for vehicles that pass through the
SCMC, the expected arrival time is known. Our assumptions are based on many research
efforts that appeared in the recent literature [55]–[58] to predict those parameters.
Each LCB serves as a block manager that contacts incoming vehicles to acquire two pieces
of information; namely, whether the vehicle is going to pass through the SCMC block, and
at what time (i.e., expected arrival time at the SCMC block). If a vehicle is going to visit
the SCMC block, the block manager computes its expected arrival time. Using the expected
arrival time, the block manager computes the delivery delay d, which is the time required
by the vehicle to transfer the data from the current block to the SCMC block. Besides, the
block manager computes the waiting delay w, which is the time between the selection of the
last vehicle and the selection of the current vehicle. In other words, w is the time the data
must wait until a vehicle is selected to serve as a data ferry.
When a vehicle passes through a block, the block manager, running the proposed algorithm, makes a decision on whether to accept or reject the current vehicle to serve as a
data ferry. The block manager computes the delivery delay d and the waiting delay w and
passes them to the proposed algorithm. Once the proposed algorithm makes a decision, it
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Figure 3.1: Ferrying data from different blocks to the SCMC block in a community using vehicles.

is impossible for that decision to be altered. The proposed algorithm utilizes an ensemble
of online hiring algorithm as explained in Section 3.5. If more than one vehicle exists in a
block, and these vehicles are going to pass through the SCMC block sometime in the future,
the block manager considers only the vehicle with the minimum d.
Once a vehicle is selected, the LCB uploads data of block j to the vehicle. Next, the
vehicle continues its trip and eventually passing through block k, which has the SCMC. Once
in block k, the OBU of the vehicle uploads data collected from block j to the LCB of block
k, which in turn conveys it to the SCMC. These steps are illustrated in Fig 3.1.
3.4. Online Hiring Algorithms
Many companies around the world use hiring algorithms to select employees instead of
the traditional manual selection process. Actually, there are many flavors of the hiring
algorithm. In [59] [60], researchers investigate the performance of the different heuristics

48

for the classical secretary problem that select the best candidate out of multiple candidates.
The problem involves an interviewer interviewing n candidates one at a time for a position
and then deciding after each interview if the interviewee is the best candidate. The overall
goal in this problem that seeks to decide under uncertainty is to maximize the probability of
choosing the best candidate. To select the best candidate, the authors introduce three hiring
algorithms [59] including (1) hire above a threshold, (2) hire above minimum or maximum,
and (3) hire above mean or median (Lake Wobegon). We provide a brief description of the
algorithms used in this work next.
• Hiring Above a Threshold: In this version of the hiring algorithm, vehicle i is selected
only if the delivery delay di is less than or equal to a fixed threshold τ .
• Hiring Above the Mean: In this hiring algorithm version, vehicle i is selected only if
the delivery delay di is less than ab (the average delivery delay of selected vehicles in
block b). Initially, the algorithm accepts the first vehicle that enters block b and then
sets ab to d0 , and subsequently, ab decreases gradually as the algorithm accepts more
vehicles.
• Hiring Above the Median: Hiring above the median uses mb (the median of the delivery
delay of all selected vehicles in block b). Like hiring above the mean, this algorithm
initially accepts the first vehicle that enters block b. This algorithm needs an odd
number of selected vehicles before recomputing mb since mb is the value in the middle
after sorting. Therefore, after selecting a vehicle, if the number of selected vehicles is
even, the algorithm does not update mb postponing the update of mb to the situation
where the number of vehicles is odd.
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3.5. Heuristic Solution
In this work, we propose an algorithm that strives to minimize the average overall delay
for transporting data from one block to the SCMC block. The overall delay is the sum of
the waiting delay and the delivery delay. The idea is simply to run an ensemble of N online
hiring algorithms in passive mode while selecting only one of them to be active at any point
in time. By passive, we mean an algorithm makes a decision for whether a given vehicle
should be selected to serve as a data ferry but the decision is not executed. This is done
in order to collect performance metrics needed to compare the performance of the different
algorithms in the ensemble.
The proposed algorithm utilizes four hiring algorithms; namely, low threshold, high
threshold, mean, and median. These algorithms can only consider the delivery delay and
cannot take the waiting delay into consideration. In other words, they cannot make a decision based on the overall delay which includes the waiting delay. This stems from the fact
that the waiting delay can be larger than the threshold used by those algorithms. Consequently, those algorithms will reject all requests after that time and will be stuck in this state
forever. For example, if the threshold of the low threshold algorithm is set to 50 minutes
and the algorithm is waiting for more than 50 minutes (i.e., waiting delay is greater than
50) then the overall delay will always be greater than 50 even if the delivery delay is zero.
Thus, the low threshold algorithm will reject vehicles from serving as data ferries indefinitely.
However, the proposed algorithm is capable of analyzing the history of all algorithms in its
ensemble in terms of the overall delay. Moreover, to be efficient, the proposed algorithm has
the chance to switch between the four algorithms in its ensemble every S time units in case
the performance of the already selected algorithm deteriorates.
Algorithm (2) shows the three parts of the proposed algorithm. One of the four algorithms
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Algorithm 2 Proposed algorithm for selecting ferries

1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

Input: vehicle arrival time A.
Output: decision (accept or reject)
Initialization (executed once at time 0):
Set all algorithms as passive
Set activeAlgorithm = select an algorithm randomly.
On vehicle arrival:
Set d = A− current time
Set w = current time - last time a vehicle was accepted
for each of the 4 algorithms do
Run the algorithm
if Decision is accept then
Save overall delay as d + w
if this algorithm is activeAlgorithm then
Accept the vehicle
end if
else if this algorithm is activeAlgorithm then
Reject the vehicle
end if
end for
Executed every S minutes:
Compute average overall delay based on saved data
Set bestAlgorithm = algorithm with minimum delay
if activeAlgorithm 6= bestAlgorithm then
Set activeAlgorithm = bestAlgorithm
end if

in the ensemble is selected randomly to serve as the active algorithm in the initialization part,
which is executed once when the algorithm starts as indicated in lines 1 and 2. The second
part is executed whenever a vehicle arrives and a decision needs to be made on whether to
select it as a data ferry. In the second part, the four algorithms in the ensemble are executed
and the overall delay of each one is saved for later analysis in the third part. Moreover, the
decision made by the active algorithm is committed while the decisions of other algorithms
are ignored. Lines 3 to 15 represent the second part. The last part is only executed after
S time units had passed, which is represented by lines 16 to 20. Furthermore, the average
overall delay of all algorithms is computed based on saved data and the algorithm with
the minimum average overall delay is set as the active algorithm while setting the other
algorithms as passive.
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Table 3.1: Performance (average overall delay) of the proposed algorithm compared to the two online hiring algorithms

Time
t0
t1
t2
t3
t4

Algorithm A

Algorithm B

Proposed

Avg. delay

Avg. delay

Avg. delay

0
8
12
18
30

0
10
22
26
28

0
10
14
20
22

Selection
Algorithm
Algorithm
Algorithm
Algorithm
Algorithm

B
A
A
B
B

3.6. Illustrative Example
Let Algorithm A and Algorithm B be two online hiring algorithms with Algorithm A
initialized in passive mode and Algorithm B initialized in active mode (i.e., selected randomly
by the proposed algorithm) at t0 . Table 3.1 shows the average overall delay per algorithm
recorded every S minutes (see Algorithm 2), which is computed as the average of overall
delays in the period ti to tj , where j = i + 1. The performance of the proposed algorithm is
not the best at t1 since it randomly selects Algorithm B as the active algorithm between t0
and t1 , which performs worst than Algorithm A. However, the proposed algorithm switches
to Algorithm A at t1 and got an average overall delay of 4 minutes between t1 and t2 , which
is the same value gained by Algorithm A. Between t2 and t3 , Algorithm B performs better
than Algorithm A leading the proposed algorithm to get 6 minutes instead of 2 minutes. In
t3 , the proposed algorithm switches to Algorithm B and get the minimum average overall
delay of 2 minutes between t3 and t4 . By t4 , the proposed algorithm achieves less average
overall delay compared to both algorithms.
3.7. Experimental Results
In this section, we describe the dataset used in our experiments; explain the experiments’
settings; evaluate the performance of the proposed online algorithm by comparing it with
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four baseline online hiring algorithms using real vehicular traces; and finally, discuss the
results and present the major insights learned from our experiments.
3.7.1. Dataset & Experimental Settings
In our experiments, we make use of the Shanghai dataset consists of taxi traces collected
in the city of Shanghai in China. Each taxi has a GPS unit and a GPRS wireless communications modem. Vehicles send their GPS location along with other information to a data
center every minute. Around 2,109 taxis participated in this dataset in 2007. Information
sent by taxis includes ID, timestamp, longitude and latitude, speed, and heading direction
[61].
In order to utilize the Shanghai dataset, we have encoded the geographical location
that encompasses longitude and latitude into a string of 7 characters using the GeoHashing
method [62]. Every string represents a grid (i.e., block) of the city. Actually, we used a
GeoHashing of 7 characters because this allows for the division of the globe into blocks,
each of 153 × 153 meters, which is within the communications coverage of a typical LCB.
Using these blocks, we position the SCMC in the block that is mostly visited by vehicles.
Additionally, we filtered the dataset to remove blocks that have no traffic activity and focus
on the active blocks. The dataset is based on a one-day observation. However, one day is a
very short period for the proposed algorithm to work effectively. Therefore, we replicate the
one-day data a number of times to have datasets for 5, 10, 15, 20, and 25 continuous days.
To study the performance of the proposed algorithm under different traffic scenarios,
we divide the city into three areas based on the traffic volume. We computed the average
number of vehicles per block along with the standard deviation and found that the standard
deviation is greater than the average. Therefore, we categorized each block based on Nb , the
number of vehicles in block b, as follows:
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• Light traffic area: Nb < average
• Medium traffic area: average ≤ Nb ≤ standard deviation
• High traffic area: Nb > standard deviation
We set S to 30 minutes in all of the experiments to be consistent. Also, to derive the low
and high threshold values for the threshold algorithms in every block, we used a percentile
of the delivery delay in the block. The dataset used in the experiment has a heavy-tailed
distribution and particularly a long-tail distribution and we resort to extremely low and high
threshold values—2nd percentile for the low threshold algorithm and 95th percentile for the
high threshold algorithm—to fully explore the space of values in such a distribution.
3.7.2. Results Discussion

3.7.2.1. Evaluation of the proposed algorithm for different traffic volumes Considering the
four baseline hiring algorithms only, it can be clearly seen that a different one outperforms
in each area depending on the traffic volume. The mean algorithm is the best in light traffic
areas, the high threshold is the best in medium traffic areas, and the low threshold is the
best in high traffic areas as shown in Fig. 3.2.
The low threshold algorithm suffers from a high overall delay in the light traffic areas
because the waiting delay is very high since it is very selective. However, the low threshold
algorithm outperforms in the area of the high traffic since it only selects vehicles with low
delivery delay and there are plenty of vehicles to pick from. On the other hand, the high
threshold algorithm performs best in the medium traffic areas, which provide a balance
between waiting delay and delivery delay. Since the high threshold algorithm accepts the
majority of vehicles, it benefits from this balance. As for the mean and median algorithms,
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Figure 3.2: Average overall delay per block. Our proposed algorithm achieves
minimal overall delay per block regardless of the traffic volume.

their performance is best in the areas of light traffic. This is because the thresholds of these
algorithms decrease with more vehicles. The more these algorithms accept, the more greedy
they become towards a lower threshold.
The proposed algorithm achieves the best results in all areas with up to 258% less overall
delay albeit at a cost. To understand this cost, we focus on the 10 days results and record
the number of selected vehicles, average delivery delay, average waiting delay, and average
overall delay.
The proposed algorithm outperforms the baselines algorithms regardless of the traffic
volume by either performing better on the waiting delay or on the delivery delay but not
both as indicated in Fig. 3.3.
It should be noted that the proposed algorithm does not only perform better in terms of
the average overall delay but it also accepts more vehicles to serve as data ferries as shown
in Fig. 3.4 (with the exception of the high threshold algorithm since it accepts the majority
of vehicles in all areas).
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(a) Average waiting delay per block.

(b) Average delivery delay per block.

Figure 3.3: Average waiting & delivery delay per block. Our proposed algorithm performs the best either with minimal average waiting delay or average
delivery delay per block, but not with both.

3.7.2.2. Evaluation of the proposed algorithm for different time periods To assess the performance of the proposed algorithm relative to the four baseline hiring algorithms, we run
the algorithms for a different number of days. Results are collected in terms of the average
overall delay in each of the three different areas as shown in Fig. 3.5. The figure shows the
consistent behavior of the proposed algorithm regardless of the number of days.
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Figure 3.4: Number of selected vehicles. Our proposed algorithm hires the
most number of vehicles with the exception of the high threshold algorithm.

3.7.2.3. Switching activity of the proposed algorithm To show the switching activity of the
proposed algorithm, we record the average overall delay every hour for one block over 10
days as illustrated in Fig. 3.6. The figure shows how some algorithms perform better for a
period of time and how the proposed algorithm follows the one with the minimum average
overall delay based on performance collected from recent history.
3.8. Conclusions and Future Work
In this paper, the problem of selecting vehicles to serve as data ferries in support of
smart community applications is considered. The selection process strives to achieve the
minimum average overall delay. An online algorithm is proposed that utilizes four online
hiring algorithms by running all of them together in passive mode and selecting the one
that has performed the best in recent history. The proposed algorithm is evaluated using
real taxi traces from the city of Shanghai in China and compared against a baseline of
four online hiring algorithms. Experiments with these traces demonstrate that the proposed
algorithm outperforms online hiring algorithms presented in the literature regardless of the
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(a) Light traffic area.

(b) Medium traffic area.

(c) High traffic area.

Figure 3.5: Average overall delay using different algorithms for the various
traffic scenarios (light, medium, high) over different days. Our proposed algorithm achieves the minimal overall delay for different number of days results
regardless of the traffic volume.
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Figure 3.6: Performance of algorithms in one block over 10 days. Our proposed algorithm switches between different hiring algorithms to achieve minimal overall delay.

traffic volume by either performing better on the waiting delay or on the delivery delay but
not both.
In the future, we plan to evaluate the proposed algorithm analytically to provide performance guarantees, in terms of competitive ratio, in worst-case scenarios.
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CHAPTER 4
Budgeted Online Selection of Candidate Clients to Participate in Federated
Learning

4.1. Introduction
The fourth industrial revolution (Industry 4.0) promises the provisioning of smart services
that enhance the manufacturing process by utilizing emerging technologies such as Internet
of Things (IoT) and Artificial Intelligence (AI) [63] [64]. In particular, most of the recent
advances in Industry 4.0 and AI are driven by Machine Learning (ML), a branch of AI, and
more specifically by Deep Learning (DL) [63] [65] [66].
The ML and DL techniques however require a large amount of data for the training of
their models. In particular, serious privacy and security concerns crop up when we have
to collect and process data scattered over different organizations and users [67] [68]. For
instance, the prediction of patient mortality using Electronic Health Record (EHR) data
dispersed over many hospitals is a complex undertaking due to the various privacy, security,
regulatory, and operational issues [69]. Additionally, the communication of potentially large
amounts of data from the clients to a central server is costly and can choke the networks
when limited bandwidth is available [70]. Such bottlenecks can be observed in Vehicular
Edge Computing (VEC) where vehicles have to send their data such as images to roadside
servers to build models, which results in the networks being greatly burdened [71].
To address the issues of security, privacy, and excessive communication cost, the technique
of Federated Learning (FL) [72], a distributed ML approach that runs on a server and
multiple clients, was proposed. The server and the clients use the same model architecture.
The server initiates the global model (i.e., the server model) and executes the following steps
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over several communication rounds [70] [72]:
• The server sends the global model’s parameters to some (or if possible all) clients;
• Every participating client uses the received global parameters to train the local model
using the local dataset;
• Every participating client sends the local model parameters to the server;
• The server aggregates the local parameters received from the clients to update the
global model;
• Eventually, the accuracy of the global model converges to some threshold.
In FL, the server has no access to the client’s local dataset since only the local model
parameters are shared with the server. Consequently, privacy and security are preserved and
communication cost is reduced. However, FL suffers from the following two problems [73]:
• Convergence may take a long time, which increases the communication cost.
• Clients have different computation, storage, and communication resources and different
dataset sizes, which makes the task of selecting clients a challenge.
FL can be stateful or stateless. In stateful FL, a candidate client can participate in each
of the communication and computation rounds used in training the global model and thus
the state is preserved between rounds. Nevertheless, in stateless FL, a candidate client will
likely participate in one communication and computation round to train the global model,
which means in each round, new fresh candidate clients are utilized [74].
In this paper, we propose a stateful FL model with a budgeted number of candidate clients
to overcome communication and computation constraints. In other words, from a total of N
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candidate clients, we select the best R < N candidate clients to participate in training the
global model. Now, some candidate clients become available while other candidate clients
become offline or out of communication range over time. Also, we assume that not all
candidate clients are available at the same time. Meaning that the problem of selecting R
candidate clients is an online problem. As a result, the selection of candidate clients is a
challenge. In offline problems, information about all candidate clients are well known in
advance rendering the problem of selecting the best R candidate clients trivial. However, in
online problems, once a candidate client becomes available then an irrevocable decision must
be made on the selection of this candidate client without any prior knowledge about coming
candidate clients. Consequently, we propose a budgeted online selection algorithm that
selects the best R candidate clients based on their evaluated test accuracy. The proposed
algorithm is inspired by the solution of the secretary problem.
The proposed algorithm can be used in different applications, particularly for online
applications with intermittently available mobile clients. Once a client is available, a decision
must be made on whether to utilize the client or not since the client may become unreachable
like out of communication range or offline. However, once the client is selected, the client
will be utilized. Furthermore, decisions cannot be revoked in online applications but might
be regretted.
Detection and identification of unauthorized IoT devices are very important especially
with the increase in the number of attacks on IoT devices [75]. Therefore, we propose a
clients’ alarm application that alerts clients about unauthorized IoT devices in their environment. Each client uses a local machine (i.e. server) to monitor the traffic generated by
IoT devices in the environment and extract features based on IoT device behavior. Extracted
features are used to identify the IoT device type by training an ML model on those features.
This is known as IoT device type classification. However, clients can not identify unknown
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IoT devices in their environment depending only on the local dataset. Therefore, clients
subscribe to the alarm service provided by the server on the cloud that utilizes the proposed
algorithm. Clients share their model’s parameters with the server to train a global model
capable of identifying unauthorized IoT devices.
The salient contributions of this paper are:
• We propose a model for optimizing accuracy in stateful federated learning by selecting
the best candidate clients based on test accuracy. We formulate the problem of maximizing the probability of selecting the best R candidate clients based on test accuracy
from N total candidate clients as a secretary problem and analytically analyze the
performance and provide proofs.
• We propose an online heuristic solution for optimal budgeted client selection based on
test accuracy inspired by the secretary problem that works in stateful FL settings. This
is the first work as far as we know that utilizes online resources selection in federated
learning.
• We propose a client alarm application for identifying unauthorized IoT devices using
the proposed algorithm and IoT device type classification. We conduct many experiments to evaluate the performance of the proposed heuristic against other state-of-theart algorithms. Results show an improvement of up to 27% in accuracy compared with
the online random algorithm and an accuracy gain of approximately 10% compared
with the offline best algorithm.
The organization of the remainder of the paper is as follows. Background regarding FL is
discussed in section 4.2. Related literature is reviewed in Section 4.3. The proposed system
is described in Section 4.4 while Section 4.5 provides the heuristic solution. Section 4.6
provides performance proofs including analysis for the worst-case scenario. Experimental
63

results are provided in Section 4.7, where we discuss the application, the dataset (and its
preprocessing phases), and the conducted experiments. A discussion of the results and the
salient lessons learned are provided in Section 4.8. Finally, the paper is concluded in Section
4.9 by summarizing this work and identifying future directions of work.
4.2. Background
To understand the concepts of FL systems, Li et al. [68] provide a comprehensive study
of FL systems. They categorize FL systems based on six features including machine learning model, communication architecture, data partition, privacy mechanism, motivation of
federation, and scale of federation. Additionally, the authors present a summary of a comparison that includes 42 studies based on the six proposed features. Researchers [67] and
[68] categorize FL based on data distribution as:
• Horizontal Federated Learning: datasets of clients share the same feature space but
with a small intersection in regards to the sample space.
• Vertical Federated Learning: datasets of clients share the same sample space but with
a small intersection in regards to the feature space.
• Hybrid Federated Learning (Federated Transfer Learning): datasets of clients have a
small intersection in regards to both the feature and sample spaces.
The main challenges in implementing FL, as described in [73] and [76], are:
• Communication cost: there could be many clients (millions) and the system may execute many rounds before converges to the required level of accuracy, which imposes
an overload on the network.
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• Clients heterogeneity: the system is heterogeneous and has clients with varying computation, storage, and communication capabilities. Also, the client datasets may differ
in features and samples (i.e., the datasets may have statistical heterogeneity).
• Privacy and security: FL already protects clients’ data by only sharing models’ parameters. However, sensitive information may be revealed.
Researchers [76] and [77] have highlighted the importance of client selection for enhancing
the performance of FL systems since it contributes to both communication cost and resource
allocation.
Existing research on enhancing performance in FL follow one of the following approaches:
• Algorithm Optimization: optimize the FL algorithm and perform more computation
on clients to reduce the convergence time by reducing the number of rounds on the
expense of more computation [78]–[85].
• Selective Updates: select only important updates from the clients or select the best
clients in regards to the clients’ resources and data size [86]–[91].
• Model Compression: reduce the amount of data exchanged between clients and the
server [79], [92]–[94].
4.3. Related Work
FL is a hot research area that grabs the attention of many researchers. In this section, we
list different approaches for enhancing the performance and discuss studies in each approach.
Next, we discuss studies related to online resource selection based on the optimal stopping
theory and particularly the secretary problem.
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4.3.1. Algorithm Optimization
Some researchers work on optimizing the algorithm used in FL to reduce convergence time
and thus reduce the generated traffic on the network. Replacing the minibatch Stochastic
Gradient Descent (mb-SGD) optimization model with Adam has been studied in [79]. The
authors propose CE-FedAvg, an algorithm that uses Adam optimization and compresses
models before uploading to the server. The authors claim that using Adam optimization
along with model compression reduces the convergence time by reducing the number of
rounds and the amount of data exchanged between clients and the server. Using a multiobjective evolutionary algorithm with neural networks in FL has been studied in [80]. The
authors use the Elitist Nondominated Sorting Genetic Algorithm (NSGA-II) to minimize the
communication cost at the expense of higher computation cost. In [81], researchers propose
Momentum Federated Learning (MFL), which uses Momentum Gradient Descent (MGD) in
every step of local updates rather than the first-order gradient descent. Authors state that
since MGD consider preceding iteration, it converges faster than the traditional FL system.
Other researchers proposed algorithms that utilize the computation power on clients’
machines to speed up the convergence process. To reduce the number of rounds, Liu et al.
[82] propose to use Federated Stochastic Block Coordinate Descent (FedBCD) algorithm in
vertical FL, which let clients do multiple local model updates before syncing with each other.
Authors in [83] claim that using two models in every client instead of a single model can
reduce the number of rounds. Besides training the global model received from the server,
each client trains another local model and uses the Maximum Mean Discrepancy (MMD)
between the output of the two models. Using agents on edge nodes between clients and the
server are studied in [84] and [85]. Multiple agents perform partial model aggregation before
communicating with the server to reduce the communication cost between clients and the
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server.
Other researchers study the trade-off between the number of iterations performed by
clients to minimize the loss function and the frequency of global aggregation done by the
server. In [78], the authors compute the convergence bound of the gradient-descent algorithm
then designed an algorithm that finds the best frequency of global aggregation based on
system dynamics, model characteristics, and data distribution to minimize the consumed
computation and communications.
4.3.2. Selective Updates
In [86], the authors formulate a client selection and resource allocation optimization
problem for FL in wireless networks to minimize the value of the loss function. They first
derive an equation to represent the expected convergence rate of the FL algorithm. Next,
they simplified the optimization problem as a mixed-integer nonlinear programming problem. Then for a given uplink resource block allocation and client selection, authors compute
the optimal transmit power. Finally, they transform the problem into a bipartite matching
problem and use the Hungarian algorithm to find the optimal client selection and resource
block allocation. Nishio and Yonetani [87] propose a new FL protocol named FedCS to
enhance the efficiency of FL. The basic idea of the proposed protocol is to select clients
based on their computation/communication capabilities and their data size instead of picking clients randomly. To reduce the communication overload, authors in [88] propose an
approach that identifies clients with irrelevant updates and prevent those clients from uploading their updates to the server. In [89] and [90], the authors proposed the selection
of clients based on the consumed energy in model’s transmission and training, clients’ distance from the server, and channel availability using Deep Reinforcement Learning (DRL)
approach. Yoshida et al. [91] propose a hybrid FL approach based on the assumption that
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some clients share and upload their data to the server to improve the accuracy and mitigate
the degradation resulted from non-independent-and-identically-distributed (non-IID) data.
However, uploading clients’ data to the server violates the rules of FL.
4.3.3. Model Compression
Sattler et al. [92] proposed a new compression framework named Sparse Ternary Compression (STC). Authors claim that their compression framework performs better than other
proposed methods in the literature in bandwidth-constrained learning environment. In [93],
the authors propose to use structured updates (low rank and random mask) and force models to use these structures and also sketched updates with lossy compression before sending
models to the server. On the other hand, Caldas et al. [94] apply lossy compression on the
model sent from the server to the clients.
The related research discussed up till now have a high computational cost. The clients’
intensive computation and algorithm optimization approach requires intensive computation.
In addition to the extra computation required by the compression approach, it is best applied
to models with large parameter vector such images or models with many hidden layers.
The presented studies using the selective updates approach either are too difficult to train
(especially when a large number of clients are used as in DRL) or have no analysis and
proofs for convergence. In contrast, our proposed algorithm, which uses the selective updates
approach, does not require intensive computations or a large parameter vector, and we also
provide analysis and proofs demonstrating convergence.
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4.3.4. Secretary Problem
The secretary problem, which is also known as the marriage problem, dowry problem,
beauty contest problem, or Googol is a class of the optimal stopping decision problems. The
secretary problem was first introduced by Martin Gardner back in 1960 [95]. The classical
secretary problem focuses on the selection of a secretary from a pool of candidates adhering
to the following rules [95] [96]:
• The number N of candidates is known,
• Only one candidate is to be chosen,
• Candidates are interviewed sequentially in random order,
• Each candidate must be accepted or rejected before interviewing the next one (with
no provision for recalling rejected candidates later),
• Candidates are ranked from best to worst and the decision of accepting or rejecting a
candidate depends on the relative ranks of candidates interviewed so far,
• The problem focuses on maximizing the probability of selecting the best candidate.
The solution of the secretary problem is for some integer 1 ≤ α < N , reject the first
α candidates then select the first candidate with rank better than of those observed candidates. The goal is to find the optimal α that maximizes the probability of selecting the
best candidate. Actually, it has been proven that the optimal value for α is 0.367879 with
optimal probability of

1
e

[95]. In other words, the probability of finding the best candidate is

37% when rejecting the first 37% of candidates and selecting the first candidate with ranking
better than those observed ones.
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The authors in [97] reviewed the extensions and generalizations of the secretary problem.
They indicate that some researchers focus on the secretary problem when the number of
candidates is unknown. Other researchers assume that candidates’ ranks follow a specific
distribution such as Poisson. Additionally, they show that some studies focus on selecting
R candidate instead of one.
In this paper, we are interested in studies of the secretary problem where R top candidates
are selected. In [98], the authors provide many variations of the secretary problem studied
under different assumptions and one of these cases is for selecting R candidates with one of
the candidates as the best candidate. Kleinberg proposed an algorithm to maximize the sum
of ranks of the R selected candidates [99]. The algorithm has two stages. In the first stage,
the classical secretary algorithm is recursively applied on roughly the first half of candidates
to select l = R/2 best candidates. In the second stage, the rank of the lth selected candidate
in the first stage is used as a threshold for selecting R/2 candidates from the second half of
q

candidates. The author states that the algorithm has a competitive ratio of 1 − O( q/R).
In [100], the authors propose an algorithm to maximize the sum of the R selected candidate.
The algorithm rejects the first bn/ec candidates and records the R highest rankings in set S.
Next, when a candidate with a rank higher than the minimum rank in S is encountered, the
candidate is selected and the minimum rank in S is removed. This is repeated until either
S is empty or all candidates are reviewed. The authors indicate that the algorithm has a
competitive ratio no worse than e for all values of R.
The work in this paper is inspired by the aforementioned studies. However, this work is
different in that we find the optimal stopping position α, which we call α∗ , to maximize the
probability of selecting the R top candidates. We reject the first α∗ candidates and record
the best rank. Then, we use the best rank as a threshold in selecting the top R candidates.
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4.4. System Model
We assume N candidate clients and one server. Also, we assume a budget of R candidate
clients. The nature of the proposed model is online since some clients become available
while others become unreachable or offline over time. Consequently, the server must make
an irrevocable decision to accept (i.e. select) or reject a candidate client once a candidate
client becomes available. The server runs the proposed heuristic (explained in the next
section), which initializes the global model, selects the R best candidate clients based on
their test accuracy, and then train the global model using the selected candidate clients in
K communication rounds. Each selected candidate client trains the local model in E epochs
using the local dataset but with the global model parameters. Moreover, we assume the
datasets of candidate clients are different in size. Therefore, we use the terms fat clients and
thin clients to point to candidate clients with different sizes of datasets. We note that in
some literature, the terminology of elephants (instead of fat) and mice (instead of thin) is
used instead [101]. For the convenience of the readers, we have listed the main mathematical
notations used in this paper in Table 4.1.
4.5. Proposed Client Selection Solution
The problem we tackle in this paper is to select the best set of candidate clients that
provide higher test accuracy when training the global model using their local dataset. This
problem is similar to the famous secretary problem, which aims to maximize the probability of
selecting the maximum element from a randomly ordered sequence [102]. However, instead of
selecting one element, in this problem, R elements must be selected. The secretary problem
is one scenario of the optimal stopping theory. In the secretary problem, an employer wants
to hire a secretary and there are N candidates. The employer cannot assess the quality
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Table 4.1: Summary of mathematical notations
Notation

N

K
E
R
(C` )1≤`≤N
α
α∗
CM
(im )1≤m≤R

n

A(i)

o
α+1≤i≤N

n

B (m,i)

ER

o
1≤m;α+1≤i≤N

Definition

Total number of candidate clients arriving until time T .
Each candidate client is identified by an index in the interval 1..N
Number of communication rounds
Number of epochs
Number of required best candidate clients
Set of candidate clients
An index in the interval 1..N
The optimal value of α
The best candidate client in [1..α], i.e., 1 ≤ M ≤ α
The set of R positions corresponding to the top R best candidate clients in the interval [α + 1..N ], better than CM , such
that α + 1 ≤ im ≤ N and Cim is worst than Cim−1 for all
2≤m≤R
The set of events where “the ith candidate better than CM
is selected”
The set of events where “the ith candidate is the mth best
one”
The event “The R best candidates in [α + 1..N ] better than
CM are selected” occurring with the probability Pr (ER ); ObR

viously, ∩ ER =
`=1

P (r1 ,r2 )

∪

R

∩

iR ≤iR−1 ..≤i1 `=1

n

(`,i` )

A(i` ) ∩ BR

o

with i1 and iR

correspond to the best and the worst combinations, among
R selected ones, respectively
Probability to select the R best candidates (im )1≤m≤R where
P2
r1 ≤ R ≤ r2 and r1 , r2 < N.P (r1 ,r2 ) = rR=r
Pr (ER ).
1

of a candidate until after the end of the interview and have to make an irrevocable hiring
decision. Thus, the employer may end up hiring a candidate before interviewing the rest of
the candidates and the hiring of the best candidate is not guaranteed.
Our solution is inspired by the secretary problem. The quality of a client is determined
by its test accuracy. We evaluate the test accuracy (i.e. quality) of the first α∗ (see section
4.6) clients and reject them all. Then, select the next R clients with test accuracy better
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than the best test accuracy of the first α∗ clients, and if none is found then select the last
clients.
4.5.1. Proposed Algorithm
The proposed heuristic identifies the best test accuracy among the first few available candidate clients then use this test accuracy as a threshold for accepting or rejecting candidate
clients available later. The heuristic accepts the parameters N , R, r1 , r2 , K, E, and δ as
explained in Algorithm 2 and consists of three stages that run every δ time units to update
the global model.
In the first stage (Algorithm 2, lines 2 through 11), the value of α∗ (discussed in Section
4.6) is computed based on the value of r1 and r2 using equation (4.7). The first α∗ candidate
clients that are available are then tested to determine the best test accuracy. However, none
of those candidate clients are accepted. Whenever a candidate client becomes available, the
server initializes the global model and communicates with the candidate client to evaluate its
test accuracy. Testing is performed by sending the initialized global model’s parameters from
the server to the candidate client for one communication round so that the candidate client
trains the local model with these parameters using the local dataset. Then, the candidate
client sends back the updated parameters to the server. The server evaluates the received
parameters (i.e., no averaging is applied since only one candidate client is involved) using
the test dataset to determine the test accuracy of the candidate client. After testing α∗
candidate clients, the server selects the best test accuracy to be used as a threshold in the
second section.
In the second stage (Algorithm 2, lines 12 through 27), whenever a candidate client
becomes available, it gets tested in the same way explained in the first section. Next, the
server accepts (i.e., selects) the candidate client only if its test accuracy is greater than
73

Algorithm 3 Proposed heuristic

1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

Input: N (expected number of clients), R (number of selected candidate clients), r1 , r2 (to compute
α∗ ), K (number of communication rounds), E (number of epochs per client), and δ
Output: Trained global model
for every δ time units do
// Find best test accuracy for first m candidate clients, m : 1..α∗
Initialize the global model
Compute α∗ based on r1 , r2 , and N using equation (4.7)
Set Ab , best test accuracy = 0
for m = 1 to α∗ do
Test client CM and record Am , its test accuracy
if Am > Ab then
Set Ab = Am
end if
Reject candidate client Cm
end for
// Find R best candidate clients
Set Sb , set of best candidate clients = []
Set Nb , number of best candidate clients found = 0
for m = α∗ + 1 to N do
if Nb = R then
Reject candidate client Cm
else if (N − m) ≤ (R − Nb ) then
Accept candidate client Cm and add it to Sb
Increment Nb by 1
else
Test client Cm and record Am , its test accuracy
if Am > Ab then
Accept candidate client Cm and add it to Sb
Increment Nb by 1
end if
end if
end for
// Start training
for k = 1 to K do
Send global model to all candidate clients in Sb
Candidate clients train global model on local dataset for E epochs
Server average aggregated model parameters from candidate
clients in Sb
end for
end for

the best test accuracy found in the first section. Nonetheless, if the number of available
candidate clients is less than the number of required candidate clients (i.e., R) then the
server has no choice but to select those remaining candidate clients. In the worst-case
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scenario, the candidate client with the best test accuracy is met during the first section.
Consequently, all candidate clients met early in the second stage are rejected for having a
test accuracy less than that of the best test accuracy found in the first section. As a result,
the server is forced to accept all candidate clients that are met at the end of the second
section. In fact, in the worst-case scenario, the proposed heuristic behaves similarly to the
random algorithm explained in Section 4.8.
In the third stage (Algorithm 2, lines 28 through 32), once the best candidate clients are
identified, the global model is trained using the selected candidate clients for K communication rounds as described in Section 4.1.
4.5.2. Toy Illustrative Example
To understand the proposed algorithm in more depth, we present an example where we
observe one run cycle (when δ is 1) of the proposed algorithm overtime (see Figure 4.1).
Assume a total of 10 candidate clients becoming available over time during the observed
period (i.e. N = 10). We refer to candidate i as Ci . Additionally, we set the budget to 2
candidate clients (i.e. R = 2), which means that we want to select the best 2 candidate
clients for training the global model. Moreover, we set E, the number of epochs, to 3 and set
K, the number of communication rounds between the server, and selected candidate clients
for training the global model to 20. Also, the value of α∗ is computed based on equation
(4.7) in section 4.6.1 (assuming r1 is 1 and r2 is 2) and its value is 2.
When a candidate client becomes available then (1) the proposed algorithm initiates the
global model’s parameters then sends them to the candidate client, (2) The candidate client
trains the local model for E epochs using the received parameters from the server on the local
dataset, (3) the candidate client sends the updated parameters to the server, (4) the server
evaluate the accuracy of the candidate client by testing the global model using the updated
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Stage 1

Reject

Reject

Stage 2

Reject

Reject

Reject

Select

Reject

Select

C1(0.30) C2(0.62) C3(0.23) C4(0.41) C5(0.56) C6(0.85) C7(0.22) C8(0.92) C9

C10

Time
Threshold set to 0.62

Figure 4.1: An illustrative example of the proposed algorithm.

parameters on the test dataset. Then, the proposed algorithm must make an irrevocable
decision on whether to use this client or not based on its evaluated test accuracy.
The proposed algorithm runs in three stages. In the first stage, the proposed algorithm
communicates with the first α∗ (i.e. 2) candidate clients and evaluate their test accuracy
to determine the best test accuracy, which is used as a selection threshold with the rest
of candidate clients that become available later. Thus, when C1 becomes available, the
proposed algorithm communicates with C1 then evaluates its test accuracy and finds it 0.30.
The proposed algorithm sets its selection threshold to 0.30 and rejects C1 . Next, C2 becomes
available and the proposed algorithm communicates with C2 then evaluates its test accuracy
and finds it 0.62. The proposed algorithm updates its selection threshold to 0.62 as illustrated
in Fig. 4.1 where Ci (x) represents candidate client i with evaluated test accuracy x (test
accuracy is a number between 0 and 1, where 0 means the trained model fails to identify all
test samples while 1 means the trained model identifies all test samples successfully).
In the second stage, the proposed algorithm will continue to communicate with any
candidate client that becomes available and evaluate its test accuracy to decide on the
selection of this candidate client. This process continues as shown in Fig. 4.1 until the
proposed algorithm selects 2 candidate clients and as follows:
• C3 becomes available and its test accuracy is 0.23 and thus gets rejected.
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• C4 becomes available and its test accuracy is 0.41 and thus gets rejected.
• C5 becomes available and its test accuracy is 0.56 and thus gets rejected.
• C6 becomes available and its test accuracy is 0.85 and thus gets selected.
• C7 becomes available and its test accuracy is 0.2 and thus gets rejected.
• C8 becomes available and its test accuracy is 0.92 and thus gets selected.
• The server is not going to communicate with C9 and C10 once they are available since
the proposed algorithm has already selected two candidate clients.
In the third stage, the proposed algorithm trains the global model using C6 and C8 with K
communication rounds but without initiating the global model in every round. A best-case
scenario is presented in this example, but a worst-case scenario can occur if the test accuracy
of C2 is evaluated and found as 9. In this case, the proposed algorithm rejects both C6 and
C8 . Eventually, the proposed algorithm will have to communicate with the last two clients
(C7 and C10 ) and selects both.
4.6. Performance Analysis
The performance of the proposed algorithm explained in the previous section depends
vitally on the optimal value of α, which is α∗ . In this section, we derive an equation for
computing the value of α∗ and prove its validity. This equation is plugged in the first stage
of the proposed algorithm as mentioned in section 4.5.1. Finally, we analytically analyze the
performance of the proposed algorithm in worst-case scenario.
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4.6.1. Optimal Value for α
By assuming (i) M and im positions are not known in advance, (ii) the candidates can
arrive in any order, and (iii) N, α >> R, we aim to find the optimum value α∗ , depending
on both, allowing to maximize P (r1 ,r2 ) .
Lemma 1. The following summation

K(R, α) =

N −R+2
N
X
X
1
1
1
..
,
iR =α+1 iR − 1 iR−1 =iR +1 iR−1 − 1 i1 =i2 +1 i1 − 1
N −R+1
X

(4.1)

can be tightly approximated by


K(R, α) ≈

log Nα

R

(4.2)

.

R!

Proof. Let us proceed by induction. one can ascertain that for R = 1, the summation
PN

1
i1 =α+1 i1 −1

can be approximated by the

R N dt
α

t

= log Nα , confirming (4.2).

Let us assume that (4.2) holds for R − 1. One obtains
K(R, α) =

1
K(R − 1, iR )
iR =α+1 iR − 1
N −R+1
X

R−1



N −R+1
log iNR
X
1
≈
(R − 1)! iR =α+1 iR − 1

≈

1
(R − 1)!

Z N −R+1



log Nt

R−1

dt.

t

α

(4.3)

Finally, taking into account that R << N (i.e., N − R + 1 ≈ N ), it follows that
1
N
− log
K(R, α) ≈
R!
t
"



1
N
≈
log
R!
α
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R #N

(4.4)

α

R

,

(4.5)

which concludes the proof.
Proposition 1. For all positive numbers r1 , r2 << α, N , the approximation
P

(r1 ,r2 )



r2
1
α X
N R
≈
log
,
N R=r1 R!
α

(4.6)

holds, and the optimum value maximizing such probability is


r2 !
α∗ = N exp −
(r1 − 1)!

!

1
r2 −r1 +1



(4.7)

.

Proof. Given that the indices of the selected candidates are sorted in increasing order of
candidates’ accuracies, ER can be broken into R exclusives events as follows
• Candidate client M is the best one in [1, iR − 1] and
• Candidate clients im are the best ones in [1, im−1 − 1], 2 ≤ m ≤ R and
• Candidate client i1 is best one in [1, N ].
Consequently,




Pr (ER ) =

N −R+1
X

N −R+2
X

..

iR =α+1 iR−1 =iR +1

N
X
i1 =i2 +1

R n
o
(`,i ) 

A(i` ) ∩ BR `  .
`=1

|
{z
}

Pr  ∩

(4.8)

DR

With the aid of the Bayes’s rule, DR can be rewritten as


(R,iR )

Pr (DR ) = Pr A(iR ) BR





(R,iR )

∩ DR−1 Pr BR



DR−1 .

(4.9)

The probability to select the Rth best one among [1..N ] \ {i1 , i2 , .., iR−1 } is


(R,iR )

Pr BR



DR−1 =
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1
,
N −R+1

(4.10)

with the conditional probability in (4.9) can be evaluated as


(R,iR )

Pr A(iR ) BR



∩ DR−1 =

Y
α R−1
1
.
iR − 1 `=1 i` − 1

(4.11)

Substituting (4.11), (4.10), and (4.9) into (4.8), one obtains
Pr (ER ) =

α
K(R, α).
N −R+1

(4.12)

Leveraging Lemma 1 and noting that N − R + 1 ≈ N , (4.6) is obtained. Now, defining
x = α/N (i.e., 0 ≤ x ≤ 1), the two first derivatives of P (r1 ,r2 ) with respect to x can be
expressed as
∂P (r1 ,r2 )
(− log x)r2
(− log x)r1 −1
=
−
,
∂x
r2 !
(r1 − 1)!

(4.13)

∂ 2 P (r1 ,r2 )
1 (− log x)r2 −1 (− log x)r1 −2
=
−
−
.
∂x2
x
(r2 − 1)!
(r1 − 2)!
"

Thus, by solving

∂P (r1 ,r2 )
∂x

#

(4.14)

= 0 and setting α∗ = N x∗ , we get (4.7). Moreover, it can be

easily checked that the second derivative evaluated at x∗


∂ 2 P (r1 ,r2 )
(− log x)r1 −2
= ∗
∂x2
x (r1 − 2)!




 (r1


 (r2

= − (r2 − r1 + 1)


− 2)!
(− log x∗ )r2 −r1 +1 − 1

{z
}
− 1)! |



r2 !
1 −1)!

= (r

(− log x)r1 −1
,
x∗ (r1 − 1)!

(4.15)

is negative as r2 > r1 and x∗ ≤ 1, which completes the proof.
Table 4.2 summarizes some values of the optimal number α∗ along with the aforementioned maximum probability for various values of r1 and r2 , when N = 1000. Note that the
probability (4.6) is an increasing function on r2 , while its maximum value is not monotone
as it depends also on r1 as summarized in Table I. It can be seen also that:
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• The smaller r1 is, the greater the optimal value (α∗ = N x∗ ).
• For a fixed r1 , the larger r2 is, the smaller α∗ .
Fig. 4.2 shows that the probability of selecting the best R clients is higher when the

Total probability

value of α is small.
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Figure 4.2: Effects of α on the probability of selecting the best clients.

Table 4.2: Choosing α∗ that maximizes the probability to select R best candidates such that r1 ≤ R ≤ r2 and N = 1000
r1

r2

α∗

2
2
2
3
3

2
3
4
3
4

135.3353
49.7871
0.3355
49.7871
2.4788

Percentage (%) x∗ =

13.53
4.97
0.03
4.97
0.24
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α∗
N

(r ,r )

1 2
Pmax

0.2707
0.4481
0.0966
0.2240
0.2231

4.6.2. Worst-Case Analysis (Competitive Ratio Analysis)
The worst-case scenario is encountered when the proposed heuristic does not find candidates that exceed CM from index α∗ until N . The competitive ratio in the worst-case
scenario is computed over all possible input sequences as the maximum ratio of the gain of
the online algorithm and the optimal offline algorithm [103].
Proposition 2. The heuristic’s worst-case performance has a competitive ratio of O(1) when
R is proportional to N .
Proof. Let ALG be the proposed heuristic and OPT be the optimal algorithm.
The worst-case happens when the highest element appears before index α∗ . In that case,
the proposed algorithm randomly selects candidate clients from index α∗ + 1 until N . A
R
candidate client within this range of indices is selected with probability N −α
∗ . Consequently,

the following proof is concluded as follows:
Comr =

R
ALG
=
OP T
N − α∗

Thus, Comr , the competitive ratio, becomes O(1) when R is proportional to N .
4.7. Experimental Settings
In this section, we describe the application proposed in this paper in detail first. Next,
we describe the dataset used in the simulation and describe the dataset preparation phases
used to transform the raw dataset into N candidate clients’ datasets. Finally, we discuss
conduced experiments.
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4.7.1. Use Case: IoT Device Classification
IoT devices perform specific tasks, which makes their network behavior predictable [104].
There are plenty of studies on IoT device classification or fingerprinting in the literature
[75], [104]–[112]. Those studies concentrate on identifying IoT devices for different reasons
including security, access control, provisioning, resource allocation, and management [105].
Actually, most of those studies concentrate on security in response to recent incidents. In one
incident, thousands of IoT devices including surveillance cameras are used for Distributed
Denial of Service (DDoS) attack [75]. Therefore, we propose a client alarm application based
on IoT device type classification in FL settings to identify unauthorized IoT devices. The
IoT device type classification is inspired by the work in [112]. We aim to use the proposed
application as a use-case to test the performance of the proposed heuristic.
The proposed application consists of N candidate clients, a main server in the cloud, and
an alarm mechanism. Each client’s environment has several IoT devices, a local machine
(i.e., the local server), and an alarm device as shown in Fig. 4.3. The alarm can be a physical
device or software that delivers email, text messages, or any other form of notification to the
client. The local server monitors the traffic generated by IoT devices, extract features, and
build a local dataset. Then, train the local model using the local dataset. However, training
on local dataset is not sufficient to identify unknown IoT devices in the environment. As a
result, the clients subscribe to the alarm service provided by the server through the use of
FL. The server is responsible for running the proposed FL algorithm. Also, the server and
clients cooperate to build a global model capable of classifying devices used by participating
clients. In other words, clients can use the global model to identify unknown devices from
the knowledge of other clients.
The proposed algorithm in the server trains a global model by sharing only the model’s
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Figure 4.3: An illustration of the clients alarm application. The cloud server
running the proposed algorithm communicates with the local servers of the
best subscribed clients to train the global model.

parameters with clients and thus preserving the security and privacy of clients. The process
of training the global model is repeated every δ time units to make sure that the new clients,
and clients with the new installed IoT devices, are considered and included.
Employing all clients in the training process produce high traffic, which overloads the
network. Additionally, this might be infeasible since some clients are not available all the
time. However, selecting clients with high accuracy contribution to the global model training
enhance the classification accuracy, which is done by the proposed heuristic.
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4.7.2. Dataset Details and Preprocessing Phases
To test the performance of the proposed heuristic, we use a real dataset collected by
researchers from the University of New South Wales (UNSW), Sydney, Australia [112]. The
dataset is created using 28 IoT devices and also some non-IoT devices installed in a lab on the
campus of the university. Trace data are captured over 6 months between October 1, 2016
and April 13, 2017. However, only 20 days of trace data are available for the public. Raw
data consisting of packet headers and payload information are captured using the tcpdump
tool installed on the gateway. The dataset is available as a set of pcap (packet capture) files
and also as a set of CSV (comma-separated values) files. The dataset consists of 20 pcap
files, one file per day.

pcap files
(Raw data)

Flow collection

Features extraction

JSON files (Flows)

csv files (Features)

Normalization

Normalized &
reindexed Features

Global Model

Build ML Train
model dataset

80%

Test
dataset

20%

Fat

.

.

.

Thin

Figure 4.4: Dataset preprocessing phases (through which the raw dataset is
transformed to the N candidate clients’ datasets).

The raw dataset is processed in five phases (illustrated in Fig 4.4) in order to create N
candidate client’s datasets to simulate FL settings as described next.
In the flows collection phase (Phase-1), we collect flows from raw data in pcap
files using the joy tool developed by Cisco Systems [113]. Joy is a data collection tool
that reads the data from raw traffic (or from pcap files) and produces a JavaScript Object
Notation (JSON) file with a summary of the traffic data in the form of flows. We create a
bash script that uses the joy tool to process the pcap files and produce JSON files. Each
JSON file contains flows related to a specific IoT device based on the MAC address listed
in Table 4.3, which includes names of devices and their MAC addresses as indicated in
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Table 4.3: Names and MAC addresses of the used IoT devices
IoT device name

MAC address

Amazon Echo
August Doorbell Cam
Awair air quality monitor
Belkin Camera
Belkin Motion Sensor
Belkin Switch
Blipcare BP Meter
Canary Camera
Dropcam
Google Chromecast
Hello Barbie
HP Printer
iHome PowerPlug
LiFX Bulb
NEST Smoke Sensor
Netatmo Camera
Netatmo Weather station
Phillip Hue Lightbulb
Pixstart photo frame
Ring Door Bell
Samsung Smart Cam
Smart Things
TP-Link Camera
TP-Link Plug
Triby Speaker
Withings Baby Monitor
Withings Scale
Withings Sleep Sensor

44:65:0d:56:cc:d3
e0:76:d0:3f:00:ae
70:88:6b:10:0f:c6
b4:75:0e:ec:e5:a9
ec:1a:59:83:28:11
ec:1a:59:79:f4:89
74:6a:89:00:2e:25
7c:70:bc:5d:5e:dc
30:8c:fb:2f:e4:b2
6c:ad:f8:5e:e4:61
28:c2:dd:ff:a5:2d
70:5a:0f:e4:9b:c0
74:c6:3b:29:d7:1d
d0:73:d5:01:83:08
18:b4:30:25:be:e4
70:ee:50:18:34:43
70:ee:50:03:b8:ac
00:17:88:2b:9a:25
e0:76:d0:33:bb:85
88:4a:ea:31:66:9d
00:16:6c:ab:6b:88
d0:52:a8:00:67:5e
f4:f2:6d:93:51:f1
50:c7:bf:00:56:39
18:b7:9e:02:20:44
00:24:e4:10:ee:4c
00:24:e4:1b:6f:96
00:24:e4:20:28:c6

the dataset’s website [112]. To filter by MAC address, we use the Berkeley/BSD Packet
Filter syntax supported by the joy tool through the data feature options. Each flow in the
resultant JSON file has a flow key that includes the source and destination addresses, and
the source and destination port and protocol numbers. Each flow also contains number of
bytes, number of packets, start time, and end time. Additionally, joy can be configured to
save more information per flow. Algorithm 4 describes the flow collection process. Also, the
script is available on GitHub [114].
In the features extraction phase (Phase-2), we extract features from the flows stored
in JSON files. Inspired by a previous study [112], we analyze the flows and extract features
as listed in Table 4.4. Features are saved in a CSV file with the first 10 columns for features
and the last column for the labels, which are the IoT device IDs. Algorithm 5 shows the
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Algorithm 4 Flows collection algorithm
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

Input: dataset pcap files.
Output: JSON files.
for each pcap file as pF ileN ame do
Open pF ileN ame for reading
Set deviceCo = 1
Set json = pF ileN ame + deviceCo
for each MAC address in Table 4.3 as mac do
Run joy with pF ileN ame as input, json as output, and
mac as the host MAC address
Set deviceCo = deviceCo + 1
end for
Close pF ileN ame
end for

Table 4.4: IoT device features
Feature

Description

totalSleepT ime
totalActiveT ime
totalF lowV olume

Total time of no activity
Total time of activity
Number of bytes (sent/received) by the IoT device
Total flow volume divided by
total active time
Number of bytes sent or received divided by no. of packets
sent or received
Number of servers
Excluding DNS (53) and NTP
(123)
Number of protocols
based on destination port number
Number of unique DNS requests
Total time for using DNS
Total time for using NTP

f lowRate
avgP acketSize

numberOf Servers

numberOf P rotocols

numberOf U niqueDN S
DN Sinterval
N T P interval

steps used in the extraction process. In addition, the Python code for extracting the features
is made available on GitHub [114].
In the normalization phase (Phase-3), we first normalize all features by transforming features’ values to be between 0 and 1 using the MinMaxScaler function from the
scikit-learn library [115]. Second, to ensure that samples are distributed randomly, we
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Algorithm 5 Features extraction algorithm
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:

Input: JSON files.
Output: features csv file.
Open features file for writing
Set maxP eriod = 10 minutes
for each JSON file do
Open JSON file for reading
Read deviceID from JSON file
Set totalSleepT ime = 0; totalActiveT ime = 0
Set totalF lowV olume = 0; totalP ackets = 0
Set numberOf Servers = 0; numberOf P rotocols = 0
Set numberOf U niqueDN S = 0; DN Sinterval = 0
Set N T P interval = 0; lastF lowEndT ime = 0
for each flow do
Set #flow = flow number
Set f lowT ime = f lowEndT ime − f lowStartT ime
Set totalActiveT ime = totalActiveT ime + f lowT ime
Set totalF lowV olume = totalF lowV olume + number of bytes in the flow
Set totalP ackets = totalP ackets + number of packets in the flow
if port in flow is not recorded before then
Set numberOf P rotocols = numberOf P rotocols + 1
Record port
end if
if port in flow = 53 then
Set DN Sinterval = DN Sinterval + f lowT ime
if DNS query in flow is not recorded before then
Set numberOf U niqueDN S = numberOf U niqueDN S + 1
Record DNS query
end if
else if port in flow = 123 then
Set N T P interval = N T P interval + f lowT ime
else
if destination address in flow is not recorded before then
Set numberOf Servers = numberOf Servers + 1
Record destination address
end if
end if
if #flow = 1 then
Set startT ime = f lowStartT ime
else
Set totalSleepT ime = totalSleepT ime +
(f lowStartT ime − lastF lowEndT ime)
if f lowEndT ime − startT ime ≥ maxP eriod then
Set f lowRate = 0
if totalActiveT ime ≥ 0 then
Set f lowRate = totalF lowV olume/totalActiveT ime
end if
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44:
45:
46:
47:
48:
49:
50:
51:
52:
53:
54:
55:
56:

Set avgP acketSize = 0
if totalP ackets ≥ 0 then
Set avgP acketSize=totalF lowV olume/totalP ackets
end if
Add a record to features file with features and deviceID
Reinitialize all features variables
end if
end if
Set lastF lowEndT ime = f lowEndT ime
end for
Close JSON file
end for
Close features file

randomly re-index all normalized features in the dataset.
In the ML model design phase (Phase-4), we split the dataset into two parts: the
training dataset (80% of the original) and the test dataset (20% of the original). To ensure
a fair comparison between the proposed algorithm and other algorithms, the test dataset
is stored on the server. We then design a Deep Neural Network (DNN)-based ML model
with three layers, each having 25 neurons. The first two layers use the ReLu activation
function, while the last layer uses a softmax activation function. Adam optimizer is utilized
for optimization.
Finally, in the dataset splitting phase (Phase-5), we create N datasets to represent
local datasets for the N candidate clients. Each of the N datasets is created randomly from
the training dataset. To reflect a real scenario, we ensure that those datasets do not have
the same size. The majority of candidate clients possess a small amount of the dataset while
the minority of candidate clients possess large portions of the dataset. Consequently, the fat
clients constitute 20% of candidate clients and each fat client has about 10% of the training
dataset selected randomly. On the other hand, the thin clients constitute 80% of candidate
clients and each thin client has about 1% of the training dataset randomly selected. All
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these parameters along with other FL parameters are listed in Table 4.5.
Table 4.5: FL parameters
Parameter

Value(s)

Batch size
E (Epochs)
K (Communication rounds)
Test dataset
Train dataset
Number of fat clients
Number of thin clients
Fat client dataset
Thin client dataset

3
8
20
20% of the dataset
80% of the dataset
20% of N
80% of N
10% of the train dataset
1% of train dataset

Table 4.6: Simulation parameters
Sym.

Parameter

Value(s)

N
R
r1

No. of candidate clients
No. of best candidate clients
Minimum no. of
best candidate clients
Maximum no.
of best candidate clients

(100, 200, 400, 800, and 1600)
(10, 20, 30, 40, and 50)
1

r2

(1, 2, 3, 4, and 5)

4.7.3. Experiments
After Phase-5, N candidate clients’ datasets are formed to simulate FL settings, which
are utilized in the conducted experiments. To measure the performance of the proposed
heuristic, we compare the results of two algorithms against the proposed heuristic. The
two algorithms are the online random algorithm and the offline best algorithm. The online
random algorithm selects and rejects candidate clients randomly. On the other hand, the
offline best algorithm is an offline algorithm that can work with all candidate clients at the
same time. In other words, the offline best algorithm does not have to wait for clients to be
available over time and instead have the advantage of working with all candidate clients at
the same time. The offline best algorithm creates a sorted list of all (i.e., N ) candidate clients
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based on accuracy and selects the top R candidate clients, which are mostly fat candidate
clients.
We conduct 125 experiments to test the performance of the proposed heuristic. In all
these experiments, we fixed the number of communication rounds to 20; the number of
epochs per client to 8; and the batch size to 3 (as shown in Table 4.5). We are not interested
in optimizing the aforementioned parameters since the goal of this paper is not to achieve the
highest accuracy possible, but to investigate the ability of the proposed heuristic compared
against the state-of-the-art algorithms. Thus, we vary the number of clients N , number of
selected candidate clients R, and r2 (used to compute the value of α∗ ) each with five different
values as indicated in Table 4.6. Experimenting with different values of N , R, and r2 is vital
to truly test the abilities of the proposed heuristic.
The values in Table 4.6 are not selected arbitrarily. We test with values of N that vary
from hundreds to thousands by doubling the numbers to see how this increase affects the
performance. As for R, we test with different values in tens and noticed that raising R more
is not interested since the performance of all algorithms converges as explained later. Setting
r1 to one is a must since we need to select the first best candidate client. Additionally, we
noticed that raising the value of r2 to more than 5 will results in a very low α∗ especially
when N is 100. In other words, setting r2 to higher numbers will reduce the search size to
zero candidate clients since α∗ will be close to zero.
4.8. Result Discussion
Since we cannot present all values and figures of the 125 experiments. In each case, we
fixed 2 of the variables (i.e., N , R, and r2 ) and show the results for changing the third
variable. Also, for each case, we present 3 figures: the first represents the general accuracy
of the system; the second for the average accuracy of selected candidate clients, which is
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used to indicate the contribution of individual candidate clients toward the general accuracy
of the system; and finally, the percentage of the accepted Fat clients, which is useful for
investigating if more Fat clients lead to higher accuracy.
4.8.1. Experimenting with Different Values of r2
The results illustrated in Fig. 4.5 support the discussion in Section 4.6. Increasing the
value of r2 while fixing r1 to 1 reduces the value of α∗ and thus increases the probability of
finding the best candidate clients as shown in Fig. 4.5a. Furthermore, Fig. 4.5b and Fig.
4.5b confirms the fact that increasing the value of r2 leads to accepting more fat candidate
clients with higher accuracy.
4.8.2. Experimenting with Different Values of R
Fig. 4.6 shows that the proposed heuristic is more competitive when the number of selected candidate clients (i.e., R) is low. However, as R goes up, the accuracy of all algorithms
converges as indicated in Fig. 4.6a. As the number of selected candidate clients increases,
all algorithms will have a good portion of the dataset and will be able to converge to high
accuracy in less time. As a result, there is no problem to solve for high values of R. Besides,
sometimes it is not feasible to contact many candidate clients since some of them are not
available. Figures 4.6b and 4.6c show that the accuracy of the system increases regardless
of the accuracy of individual candidate clients and the number of fat nodes.
4.8.3. Experimenting with Different Values of N
The performance of the proposed heuristic is almost stable when the total number of
candidate clients is increased while fixing R to 30 as illustrated in Fig. 4.7. The accuracy
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Figure 4.5: Performance of algorithms for different r2 values (1, 2, 3, 4, 5)
while fixing N , number of clients, to 400 and R, number of selected clients,
to 20. Our proposed algorithm performs better than the random algorithm
approaching the performance of the best algorithm as r2 is increased.
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Figure 4.6: Performance of algorithms for different R, number of selected
clients, values (10, 20, 30, 40, 50) while fixing N , number of clients, to 400
and r2 to 4 (α∗ is 43). Our proposed algorithm is more competitive for smaller
values of R and as R is increased, the performance of algorithms converges.
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Figure 4.7: Performance of algorithms for different N , number of clients, values
(100, 200, 400, 800, and 1600) while fixing R, number of selected clients, to 30
and r2 to 4 (different α per N value). Our proposed algorithm performs better
than the random algorithm approaching the performance of the best algorithm
regardless of the value of N .
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of the proposed heuristic is almost 80% for different values of N as shown in Fig. 4.7a.
Additionally, Fig. 4.7b and Fig. 4.7c support this argument.
4.8.4. Lessons Learned
We can conclude the lessons learned in this paper based on the presented results as
follows:
• The performance of the proposed online heuristic is stable regardless of the number of
total clients N , as illustrated in Fig. 4.7.
• The accuracy of the proposed heuristic increases as the number of selected candidate
clients R increases. However, as R goes up, the performance of the proposed online
heuristic, the online random algorithm, and the offline best algorithm tends to converge
as indicated in Fig. 4.6. This is because, with more candidate clients, algorithms have
access to a larger portion of the overall dataset.
• As the number of best candidate clients (r2 ) is increased, the performance of the
proposed online heuristic is enhanced since better candidate clients are used as shown
in Fig. 4.5.
4.9. Conclusions and Future Work
In this paper, the problem of optimizing accuracy in stateful federated learning by selecting the best candidate clients based on test accuracy is considered. Then, the problem of
maximizing the probability of selecting the best candidate clients based on accuracy is formulated as a secretary problem and performance analysis is presented along with proofs. Based
on the formulation, an online stateful federated learning heuristic is proposed to find the best
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candidate clients. In addition, an IoT client alarm application is proposed that utilizes the
proposed heuristic along with IoT device classification to identify unauthorized IoT devices
and alert clients. To test the efficiency of the proposed heuristic, we run many experiments
using a real IoT dataset and the performance of the online random algorithm and the offline
best algorithm are compared against the performance of the proposed heuristic. Results
show that the proposed heuristic performs better than the two state-of-the-art algorithms.
Additionally, we notice the stability in the performance of the proposed heuristic compared
against the performance of the other two algorithms regardless of the number of participating
candidate clients. We also notice that when increasing the number of best selected candidate
clients, the proposed heuristic becomes less competitive. This is because with more clients
comes more data and thus the performance of algorithms converges regardless of how bad
an algorithm in selecting candidate clients.
In the future, we plan to devise different variations of the secretary problem and provide
performance analysis along with proofs for each. We also intend to run several experiments
using a real dataset to evaluate those variations and compare their performance with the
performance of the proposed heuristic.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
This chapter concludes the presented work and list ideas for future research.
5.1. Conclusion
In this work, we present three solutions in terms of real-time and online algorithms to
optimize the use of resources in IoT applications. The main concluded points are listed as
follows:
• In response to the strict quality of service (QoS) requirements in vehicular networks
(VANETs), we propose a generic real-time heuristic that provides differentiated services
based on a given set of flows and their corresponding severity metric. We show that
our proposed heuristic can be used to offer differentiated services and improve QoS in
VANETs. Additionally, we find out that the proposed prioritized processing heuristic is
superior and provides better performance only when the system is under higher loads.
• We proposed to use vehicles as data ferries to transport data in smart communities
as an alternative solution for the substantial infrastructural cost of setting up smart
cities. Also, we proposed an online algorithm based on an ensemble of four online
algorithms that strives to select the best vehicles in terms of waiting and delivery
delays. Moreover, we note that the proposed algorithm outperforms other baseline
algorithms by either performing better on the waiting time or on the delivery time,
but not both.
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• We optimize the accuracy of stateful federated learning by proposing an online algorithm inspired by the solution of the secretary problem to select the best candidate
clients in terms of test accuracy to participate in training the global model. The performance of the proposed algorithm is stable regardless of the number of participating
clients. Also, we notice that as the number of best clients increases, the proposed
algorithm becomes less competitive compared against state-of-the-art algorithms.
5.2. Future Work
Resource management in IoT applications and especially in smart cities and smart vehicles is a very important research topic with more room for improvement. I’m planning to
keep searching in this area to cover many gaps and come up with intelligent algorithms that
lead to better results in terms of computation and communication. The following is a list of
ideas inspired by the current research:
• Utilize the algorithm we develop for improving QoS in VANETs in a realistic scenario
with a quality of service less than 10 ms.
• Develop an online algorithm to organize search and rescue operations using unmanned
aerial vehicles such as drones during natural disasters. Actually, designing better
algorithms leads to saving more lives.
• Study the pros and cons of variations of the online secretary problem when used to
optimize the selection of resources in different IoT applications.
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