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Abstract
Latin squares of order n have a 1–1 correspondence with the feasible solutions of the 3-index planar assignment problem (3PAPn).
In this paper, we present a new class of facets for the associated polytope, induced by odd-hole inequalities.
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1. Introduction and motivation
A Latin square of order n is a square matrix where each value 1, . . . , n appears exactly once in each row and column.
Latin squares can also be deﬁned as multiplication tables (or Cayley tables) of quasigroups [1]. These structures have
a long history and deﬁne an entire area of combinatorics. The related ﬁelds and applications are numerous and well-
known. Two standard textbooks are [1,5], where both theoretical properties and real-life applications of Latin squares
are discussed.
Latin squares of order n have a 1–1 correspondence with the feasible solutions of the 3-index planar assignment
problem (3PAPn), as observed in [2,6]. To formally deﬁne the 3PAPn, consider two n-sets I, J and the n2 ordered pairs
(i, j) ∈ I × J . Two pairs (i1, j1) and (i2, j2) are considered disjoint if and only if i1 = i2 and j1 = j2. A solution
to the 3PAPn is a collection of n2 ordered pairs (i, j), which can be partitioned into n disjoint subsets, each subset
containing n disjoint pairs. To see that the structure described is a Latin square, let I and J denote the index sets of rows
and columns, respectively. Then, each subset of n disjoint pairs (i, j) is identiﬁed by one of the n values appearing in
the Latin square. For example, for the Latin square of Table 1, the subset of disjoint pairs {(1, 2), (2, 1), (3, 4), (4, 3)}
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Table 1
A Latin square of order 4
4 1 2 3
1 4 3 2
2 3 4 1
3 2 1 4
is simply the set of cells containing value 1. The Integer Programming formulation of 3PAPn follows:
min
∑
{wijk · xijk : i ∈ I, j ∈ J, k ∈ K}
s.t.
∑
{xijk : i ∈ I } = 1, ∀j ∈ J, k ∈ K , (1)∑
{xijk : j ∈ J } = 1, ∀i ∈ I, k ∈ K , (2)∑
{xijk : k ∈ K} = 1, ∀i ∈ I, j ∈ J , (3)
xijk ∈ {0, 1} ∀i ∈ I, j ∈ J, k ∈ K , (4)
where I, J,K are three disjoint n-sets and w is a weight function such that w : I × J × K → R. I, J,K can be
considered as the index sets of rows, columns and values, respectively, of a Latin square whereas the variable xijk takes
the value 1 if k appears in cell (i, j) and 0 otherwise. The symmetric structure of (1)–(3) reﬂects the interchangeable
roles of the three sets with respect to the rows, columns and values of the Latin square.
Let A denote the constraint matrix of (1)–(3). The polytope associated with 3PAPn is PLS = conv{x ∈ {0, 1}n3 :
Ax = e}, where e = [1, . . . , 1]T with 3n2 entries. This is the Latin square polytope, since every x ∈ PLS ∩ {0, 1}n3
deﬁnes a Latin square of order n and vice versa [2]. It has been shown that the 3PAPn is NP-hard even if wijk ∈ {0, 1},
for all i ∈ I, j ∈ J, k ∈ K [3].
Our work is motivated by previous approaches, which analyse the problem via Integer Programming. The ﬁrst
algorithm for solving the 3PAPn is presented in [9]. Branch-and-Bound algorithms are described in [6,7]. The facial
structure of PLS, apart from its theoretical interest, is important for designing an efﬁcient Branch and Cut algorithm.
Despite the importance of such a study, the related literature is rather limited. We refer to [2], where the dimension
of PLS is established and a class of facet-deﬁning inequalities arising from odd holes is presented. In the current
paper, we describe another class of valid inequalities (Section 2), which are shown to be facet-deﬁning (Section 3).
The inequalities of this class are induced from odd holes of the intersection graph directly i.e. without lifting. It is
of critical importance that such inequalities can be separated in polynomial time [4, Lemma 9.1.11]. Therefore, we
conclude (Section 4) by providing a more general class of odd-hole inequalities, which encompasses the facet-deﬁning
inequalities presented in [2] and the ones analysed here.
2. The intersection graph of 3PAPn
Let R and C denote the index sets of rows and columns, respectively, of matrix A, where C = I × J × K and
R = (J × K) ∪ (I × K) ∪ (I × J ). For c ∈ C, let ac denote the corresponding column of A. The intersection graph
GA(V,E) has a node c for every column ac of A and an edge (cs, ct ), for cs, ct ∈ C, if and only if acs · act = 1, i.e. if
both columns have a + 1 entry in a row r ∈ R.
Remark 1. The intersection graph GA(C,EC) associated with PLS has a node c, for every c ∈ C, and an edge
(cs, ct ) ∈ EC for every pair of nodes cs, ct ∈ C such that |cs ∩ ct | = 2.
Proposition 2. The graph GA(C,EC) is regular of degree 3(n − 1).
Proof. For c ∈ C, there are (n−1)3 nodes, which have no index in common with c and 3(n−1)2 nodes having exactly
one index in common with c. According to Remark 1, c is connected only to nodes sharing exactly two of its indices.
Hence, c is connected to all but (n − 1)3 + 3(n − 1)2 nodes. The result follows. 
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Table 2
Odd cycle for m odd and m even
1 m-1 m
1 1,2 2
2 2,3 3
....
m-1 m-1,m m
m 1 m,1
1 q m-1 m
1 1,2 2
2 2,3 3
...
m-1 m-1,m m
m 1 m,1 m
2 2
Several types of induced subgraphs (e.g. cliques, odd holes, etc.) of the intersection graph, give rise to inequalities
valid forPLS [8]. Let acr denote the entry of theA matrix at row r and column c.We deﬁne the setR(r)={c ∈ C : acr =1},
i.e. R(r) is the set of columns with a non-zero entry in row r. It is not difﬁcult to see that the node set R(r), for all
r ∈ R, induces a maximal clique in GA. Actually, these are the only maximal cliques existing in GA and the induced
inequalities deﬁne the original constraint set. Considering the odd holes of GA, a ﬁrst class has been identiﬁed in [2].
The remainder of this section presents a new class of odd holes.
Consider subsets of the three ground sets QI ⊆ I,QJ ⊆ J,QK ⊆ K, such that|QI | = |QJ | = |QK | = m. Let
QI = {i1, . . . , im}, QJ = {j1, . . . , jm}, QK = {k1, . . . , km}, where 3mn.
Proposition 3. The node set
Q =
{ {i1j1k1, i1j1k2, i1j2k2, i2j2k2, . . . , imjmkm, imjmk1, imj1k1}, if m odd,
{i1j1k1, i1j1k2, i1j2k2, i2j2k2, . . . , imjmkm, imjqkm, imjqk1, imj1k1}, if m even, q = 1,m − 1,m
induces an odd hole in GA.
Proof. Assuming the order of members of Q to be cyclic, each node is connected only to its predecessor and its
successor according to this order (Remark 1). The number of nodes is 3m for m odd and 3m + 1, if m is even, i.e. the
length of the hole is always odd. 
For the purpose of illustrating this type of odd hole within a Latin square, assume without loss of generality that
QI = QJ = QK = {1, 2, . . . , m}. The odd hole includes the nodes illustrated in Table 2. Note that q can be equal to
2, 3, . . . , m − 2.
Considering that |Q| = 2p + 1, for some p ∈ Z, p2, the resulting odd-hole inequality has the form:
x(Q) =
∑
{xq : q ∈ Q}p.
Lemma 4. p 	3n/2
 .
Proof. The cardinality of each subset QS, S = I, J,K , cannot be more than n, i.e. mn. If n is odd, the largest hole
of this type has length 3n, and p(3n− 1)/2. If n is even, the largest hole of this type has length 3n+ 1 and p3n/2.
In both cases, p 	3n/2
. 
Thus, x(Q) can be written as
x(Q) =
∑
{xq : q ∈ Q}
⌊
3m
2
⌋
, 3mn. (5)
Proposition 5. The number of inequalities (5) is∑nm=3[( nm)3 · (m!)3].
G. Appa et al. / Discrete Applied Mathematics 154 (2006) 900–911 903
Proof. Each inequality uses m indices from each of the three ground sets. Each of the three m-subsets can be selected
in ( n
m
) different ways, independently of the choice of the other two subsets. Moreover, there are m! permutations of
each subset, each one resulting in a distinct odd hole. 
3. The dimension of odd-hole inequalities
Proposition 6. Inequalities (5) are of Chvátal rank 1.
Proof. For any odd m, consider the rows of matrix A indexed by {i1j1, i1k2, j2k2, . . . , imjm, imk1, j1k1}.By adding up
these rows, replacing equality with inequality, dividing the result by 2 and rounding down both sides we derive (5). The
same can be accomplished for m being even, if we consider the rows of matrixA indexed by {i1j1, i1k2, j2k2, . . . , imkm,
imjq, imk1, j1k1}. Therefore, inequality (5) belongs to the elementary closure of (1)–(3). 
Let us ﬁrst state a deﬁnition and a theorem related to the completability of incomplete Latin squares.
Deﬁnition 7. Let r, s ∈ {1, . . . , n} and L be an incomplete Latin square of order n, whose non-empty cells form an
r × s matrix. Then we call L a Latin rectangle of type (r, s, n).
Theorem 8 (H.J. Ryser). (In [1]) A Latin rectangle L of type (r, s, n) can be completed to a Latin square of order n if
and only if each symbol i ∈ {1, . . . , n} occurs at least r + s − n times in L.
To prove that inequalities (5) induce facets of PLS, we essentially employ the technique used in [2].
Theorem 9. Inequalities (5) induce facets for m odd and mn/2 − 1 (i.e. p3n/4 − 2).
Proof. Assume, without loss of generality, that the node set of the odd hole is
Q = {222, 223, 233, 333, . . . , (m + 1)(m + 1)(m + 1), (m + 1)(m + 1)2, (m + 1)22}.
The corresponding inequality is
∑
{xq : q ∈ Q}p, (6)
where p = (3m− 1)/2. Equivalently, (6) can be written as dTxp where d is the incidence vector associated with Q.
Let Px(Q)LS = conv{x ∈ {0, 1}n
3 : Ax = e, dTx = p}. We will prove that dim(P x(Q)LS ) = dim(PLS) − 1.
Proposition 6 implies that inequality (6) is valid. It is also easy to establish that Px(Q)LS = PLS. Suppose that there
exists an inequality aTxa0, a ∈ Rn3 , a0 ∈ R satisﬁed as equality for all x ∈ Px(Q)LS . Then, we will show that there
exist  ∈ Rn3 and > 0 such that aT = TA + dT, a0 = T1 + p or, equivalently,
aijk =
{
1jk + 2ik + 3ij + , (i, j, k) ∈ Q,
1jk + 2ik + 3ij , (i, j, k) ∈ C\Q,
(7)
a0 =
∑
{1jk : j ∈ J, k ∈ K} +
∑
{2ik : i ∈ I, k ∈ K} +
∑
{3ij : i ∈ I, j ∈ J } + p. (8)
We deﬁne
1jk = a1jk, ∀j ∈ J, k ∈ K ,
2ik = ai1k − a11k, ∀i ∈ I, k ∈ K ,
3ij = aij1 − ai11 − a1j1 + a111, ∀i ∈ I, j ∈ J , (9)
 = a222 − a122 − a212 − a221 + a211 + a121 + a112 − a111. (10)
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Table 3
Rectangles R1 and R2
1 m+1
2 1 2 3 4
3 4 2
3 4 5
4 6 m-1
....
5 m-1 m
6 m+1 2
m+1 2 m-1 3 m+1
1
2 2 3 4
3 4 2
3 4 5
4 6
6
....
5 m-1 m
6 m+1 2
m+1 1 2 3 m+1
6
6
2
5
6
m
1
m+1
1
2
5
6
m
Table 4
Rectangle R1 and R2 for m = 5
1
2 1 2 3 8 9
97 3 4
4
2 5
3 4 5 10
8 5 6 2
6 2 5 10 6
2 2 3 8 9
97 4 2 5
3 2 4 5 10
8 9 5 6 2
6 1 2 5 3 6
8 2
4 9
1 3
6 1 6
3
4
8
4
1
10
Eq. (7) is proved by systematically examining all possible cases with respect to the tuple (i, j, k) ∈ C. First, observe
that direct substitution of (9) and (10) in (7) proves (7) for (i, j, k) = (2, 2, 2) and for all cases where at least one of
the indices i, j, k is equal to 1.
Next, we show the validity of (7) for a(m+1)22. According to (7), the following equation must hold
a(m+1)22 = a(m+1)21 + a(m+1)12 + a122 − a(m+1)11 − a121 − a112 + a111 + . (11)
Adding (11) to (10) yields
a222 + a211 + a(m+1)12 + a(m+1)21 = a221 + a212 + a(m+1)11 + a(m+1)22. (12)
Consider the two Latin rectangles, namely R1 andR2, illustrated inTable 3. Notice that the emphasized cells correspond
to variables whose coefﬁcients appear in (12), whereas the bordered cells correspond to variables appearing in the odd
cycle inequality. This convention is retained throughout the remainder of this proof. It is also worthwhile to notice the
trivial fact that an r × s rectangle has r + s − 1 top-right to bottom-left diagonals. Hence, each rectangle in Table 3 has
m rows and m + 1 columns, therefore it contains 2m top-right to bottom-left diagonals. The cells of at least m + 1 of
these diagonals have already been assigned values. The remainingm−1 diagonals can be identically (but not uniquely)
completed with elements m + 2, . . . , 2m + 2 in both rectangles without violating the structure of a Latin square. An
example of this construction for m = 5 is illustrated in Table 4.
Since each rectangle has m rows and m + 1 columns, the rectangles are completable to Latin squares of order n, if
and only if each element appears at least 2m+ 1−n times (see Theorem 8). Recall that, by hypothesis, mn/2− 1 or
2m+2n. It follows that each element must appear at least 0 times, which is trivially true. Therefore, Latin rectangles
R1 and R2 can be completed in an identical manner to Latin squares L1 and L2 of order n. L1 and L2 deﬁne integer
points x1, x2 ∈ Px(Q)LS , respectively. Both points satisfy the equality aTx = a0, which implies that aTx1 = aTx2. By
canceling out identical terms, we derive (12).
The proof proceeds in the same fashion in all cases examined next. Therefore, we restrict ourselves to only illustrating
rectangle R1 for every case. Rectangle R2 is always derived by interchanging the emphasized elements of R1.
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Table 5
Rectangle R1 for case 1, k odd
Table 6
Rectangle R1 for Case 1, k even
1 j m+1
1 k 3 k+1
2 3 4
3 4 2 k-1
3 4 5 k-1
4 6
...
5 k-2 k-1
5 k-1 k
i k+1 k
...
k-1 m
m+1 k-1 2
5
5
5
2
One can prove (7) for a223 by examining the difference a222 −a223. Similarly, given that (7) is true for a223, the same
can be shown for a233 by taking the difference a223−a233 and so on.The remaining coefﬁcients aijk, (i, j, k) ∈ Q are ex-
amined in the same way.Assuming the ordering {a222, a223, a233, a333, . . . , a(m+1)(m+1)(m+1),a(m+1)(m+1)1, a(m+1)11},
it is not difﬁcult to see that the differences between any two consecutive coefﬁcients can be grouped into three possible
cases, examined next.
Case 1. We consider the differences a222 − a223, . . . , a(m+1)(m+1)(m+1) − a(m+1)(m+1)2.
Assuming that (7) is true for aijk, (i, j, k) ∈ Q, we prove that (7) is also true for aij(k+1), (i, j, k + 1) ∈ Q (note
that m + 2 ≡ 2). By subtracting Eq. (7) for aij(k+1) from Eq. (7) for aijk , we obtain
a11k + a1j (k+1) + ai1(k+1) + aijk = a11(k+1) + a1jk + ai1k + aij(k+1).
Tables 5 and 6 illustrate rectangle R1 for k being odd and even, respectively. These tables show that, by usingm elements,
m top-right to bottom-left diagonals out of 2m+ 1 can be completed. The remaining diagonals can be completed using
elements 1,m + 2, . . . , 2m + 2, identically for both (m + 1,m + 1, n) rectangles.
Case 2. We consider the differences a223 − a233, . . . , a(m+1)(m+1)2 − a(m+1)22.
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Table 7
Rectangle R1 for Case 2, j odd
2 j+1 m+1
1 m+1 3 4 1 k-1
3 k k-1 2
k 3 4 k-1 2
4 5 2
... k-1
k-2 k-1 2
i k-1 k 1
2 k+1
k-1 ... m
k-1 2 m-1 m
k-1 2 m m+1
m+1 2 m m+1
k
j
Table 8
Rectangle R1 for Case 2, j even
2 j+1 m+1
1 m+1 3 1
2 3 4
3 4 2
2 4 5 k-1
4 6
... k-1
5 k-2 k-1
i k-1 k 1
k
k-1 ....
k-1 m m+1
m+1 k-1 m+1 2
j
k
k-1
5
5
Given that (7) is true for aijk, (i, j, k) ∈ Q, we prove that (7) is true for ai(j+1)k, (i, j + 1, k) ∈ Q (m + 2 ≡ 2). By
subtracting Eq. (7) for ai(j+1)k from Eq. (7) for aijk , we obtain
a1j1 + a1(j+1)k + ai(j+1)1 + aijk = a1jk + a1(j+1)1 + aij1 + ai(j+1)k .
Tables 7 and 8 illustrate rectangle R1 for j being odd and even, respectively. Again, at least m top-right to bottom-
left diagonals can be completed using m + 1 elements, while the remaining ones can be completed using elements
m + 2, . . . , 2m + 2.
Case 3. We consider the differences a233 − a333, . . . , a(m+1)22 − a(m+1)22.
Assuming that (7) is true for aijk, (i, j, k) ∈ Q, we prove its validity for a(i+1)jk, (i + 1, j, k) ∈ Q (m + 2 ≡ 2). By
subtracting Eq. (7) for a(i+1)jk from Eq. (7) for aijk , we obtain
ai11 + aijk + a(i+1)1k + a(i+1)j1 = ai1k + aij1 + a(i+1)11 + a(i+1)jk .
Tables 9 and 10 illustrate rectangle R1 for j being odd and even, respectively. These tables illustrate that at least m
top-right to bottom-left diagonals out of 2m + 1 can be completed using m + 1 elements. The remaining ones can be
completed using elements m + 2, . . . , 2m + 2.
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Table 9
Rectangle R1 for Case 3, i odd
1 m+1
2 m+1 3 k+1 2
k+1 3 4 2
k+1 4 5 2
...
i 1 k-1 k 2
i+1 k k+1
2 k+2
...
2 m-1 m
2 m+1
m+1 2 m+1
j
m
1
Table 10
Rectangle R1 for Case 3, i even
1 m+1
2 m+1 2 3 4
m 4 2
3 4 5
4 6
...
i 1 5 k-1 k
i+1 k k+1
k+2
...
m m+1
m+1 m+1 2
3
2
5
5
1
It remains to show that (7) is true for all aijk, (i, j, k) /∈Q. It is obvious that (7) holds if at least one index is equal
to 1. For all other cases we have to prove that
a11k + a1j1 + ai11 + aijk = a111 + a1jk + ai1k + aij1.
Table 11 summarises the cases examined hereafter.
Case 4. i, j ∈ {m + 2, . . . , n}, k ∈ {2, . . . , n}.
Assume without loss of generality that i, j = m + 2. Consider rectangle R1, as illustrated in Table 12. No violation
of the Latin square structure occurs, if k >m + 1 or k = 2. R1 has m + 3 out of 2m + 3 diagonals ﬁlled using m + 2
elements ( i.e. 1, . . . , m + 1 & k}. For k ∈ {4, . . . , m}, it is sufﬁcient not to ﬁll the diagonal previously ﬁxed with
element k, to obtain a non-violated Latin square structure. In this case, R1 has m + 2 out of 2m + 3 diagonals ﬁlled
using m + 1 elements. Finally, if k = 3 (or k = m + 1), the two diagonals ﬁlled using k can be ﬁlled using element
m+ 2, which implies using m+ 2 elements to cover m+ 3 diagonals. In all cases, rectangles R1 and R2 are identically
completable to a Latin square of order n, for 2m + 2n.
Case 5. i ∈ {m + 2, . . . , n}, j ∈ {2, . . . , m + 1}, k ∈ {2, . . . , n}.
Assume without loss of generality that i = m + 2 and j = 4. If k ∈ {m + 2, . . . , n}, the completion of m + 2 out of
2m + 2 diagonals of rectangle R1, using m + 2 elements, is implemented as in Table 13. If k ∈ {4, . . . , m} and for the
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Table 11
Remaining cases to be examined
1 m+1 m+2 n
1
2 2,3 3
3,4 4 Cases 7 & 8 Case 6
...
m,m+1 m+1
m+1 2m +1,2
m+2
Case 5 Case 4
m
2
Table 12
Rectangle R1 for Case 4
1 m+1 m+2
1 1 m+1 3 4 5 k
m+1 2 3 5 6
3 4 2 m-1
3 4 5 6
4 6 m-1 m
.... m
5 m-1 m m+1
5 m-1 m m+1 2
m+1 6 2 m+1 3
m+2 k m-1 m m+1 3 1
2
4
6
m-1
5
m-1
6
6
Table 13
Rectangle R1 for Case 5, k = m + 2, . . . , n
1 m+1
1 1 m+1 k
m+1 2 3 4
4
6
3 4 2
23 4 5 6
4 6 m-1
....
5
5
m-1 m
5 m-1 m m+1 2
m+1 6 2 m+1
m+2 k m-1 1 m 3m+1
m-1
6
5
m-1
6
6
Latin square structure to be retained without any violation, it is sufﬁcient to leave the diagonal ﬁlled by k empty. This
results in m + 1 completed diagonals, the remaining m + 1 diagonals being ﬁlled with elements m + 2, . . . , 2m + 2.
For all other values of k, the proof proceeds as in Case 4.
Case 6. i ∈ {2, . . . , m + 1}, j ∈ {m + 2, . . . , n}, k ∈ {2, . . . , n}.
This case is symmetric to Case 5.
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Table 14
Rectangles R1 for Cases 7, 8, respectively
1 m+1
1 1 m+1 k 5
2 k 2
2
3 1 4 6
63 4 2
3 4 5 6
4 6 m-1
....
5 m-1 m
5 m-1 m m+1 2
m+1 6 2 m+1
1 m+1
1 1 m+1 k 3 5
m+1 2 3 4
3 k 3 1 4
4
5
3 5
5
2
24 5 6 7
7
4 6 7 m
...
5 7
7
m m+1
m+1 6 m m+1 2
4 3
5
m-1
5
6
6
m-1
4
6
6
6
(a) (b)
Table 15
Rectangle R1
1 m+1
1 1
1
3
2 2 3 4 6
3 4 2
3 4 5
5
5
6 m-1
4 6 m-1
....
5 m-1 m
5 m-1 m m+1 2
m+1 6 2 m+1
2
2
2
5
6
6
m-1
6
Case 7. i, j ∈ {2, . . . , m + 1}, k ∈ {2, . . . , n} and (i, j, k) /∈Q for all k.
Assume without loss of generality that i = 2, j = 4. If k ∈ {m + 2, . . . , n}, R1 is illustrated in Table 14a, where
m + 2 out of 2m + 1 diagonals are ﬁlled using m + 2 elements. For all other values of k, the proof is completed as in
Case 4.
Case 8. i, j ∈ {2, . . . , m + 1}, k ∈ {2, . . . , n} and (i, j, k) ∈ Q for some k.
Assume without loss of generality that i = 3, j = 3, i.e. a cell used by the odd cycle. If k ∈ {m + 2, . . . , n},
rectangle R1 is illustrated in Table 14b. If k ∈ {2, . . . , m + 1} the diagonal(s) ﬁlled with k is omitted, the special cases
of k = 3,m + 1 being handled as in the previous case. No violation of the Latin square structure can occur, since
(i, j, k) /∈Q. For example, it is easy to check that k cannot be 3 or 4 in Table 14b, since rectangle R1 would then have
x333 = 1 or x334 = 1 and (3, 3, 3), (3, 3, 4) ∈ Q.
It remains to show that > 0. Consider rectangle R1 as shown in Table 15 and rectangle R2 derived in the usual
fashion. Rectangle R1 represents an integer point x1 /∈Px(Q)LS , since only p − 1 variables belonging to Q are set to
1. Therefore, point x1 satisﬁes the (strict) inequality aTx1 <a0. However, rectangle R2 represents an integer point
x2 ∈ Px(Q)LS (since x2222 = 1), therefore aTx2 = a0. It follows that aTx1 <aTx2, which yields
a111 + a112 + a212 + a221 <a112 + a121 + a211 + a222.
Based on Eq. (10), it follows that > 0. Finally, to prove (8) we multiply each of the equality constraints (1)–(3) by
the corresponding lambda’s and (6) by  and sum over all rows. In this way, we obtain aTx equal to the right-hand side
of (8). 
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Table 16
Three odd holes induced for s + t = 5
4. Conclusions
This paper has established a class of facet-deﬁning inequalities for the Latin square polytope (PLS). The only other
known class of non-trivial facets is presented in [2]. The fact that both classes are induced by odd holes of the associated
intersection graph motivates the derivation of a common generalisation. We provide such a generalisation below.
Let s, t ∈ Z+, with t mod 2=1. Consider QI ⊆ I,QJ ⊆ J,QK ⊆ K, such that |QI |=|QJ |= s+ t, |QK |=2s+ t.
Assume QI = {i1, . . . , is+t },QJ = {j1, . . . , js+t }, QK = {k1, . . . , k2s+t }. We deﬁne
S =
{ {i1j1k1, i1j1k2, i1j2k2, i1j2k3, . . . , isjsk2s−1, isjsk2s , isjs+1k2s , isjs+1k2s+1}, if s > 0,
∅, if s = 0
and
T = {is+1js+1k2s+1, (is+1js+1k2s+2, is+1js+2k2s+1), is+1js+2k2s+2,
. . . , is+t js+t k2s+t , (is+t js+t k1, is+t j1k2s+t ), is+t j1k1}. (13)
Brackets in (13) imply that either (but not both) of the two triples of indices enclosed can be chosen. For example, an
odd hole may include either (is+1, js+1, k2s+2) or (is+1, js+2, k2s+1). Thus, (13) deﬁnes 2t distinct sets, namely T w,
w ∈ {1, . . . , 2t }, where
T 1 = {is+1js+1k2s+1, is+1js+1k2s+2, is+1js+2k2s+2, . . . , is+t js+t k2s+t , is+t js+t k1, is+t j1k1},
T 2 = {is+1js+1k2s+1, is+1js+1k2s+2, is+1js+2k2s+2, . . . , is+t js+t k2s+t , is+t j1k2s+t , is+t j1k1},
...
T 2
t = {is+1js+1k2s+1, is+1js+2k2s+1, is+1js+2k2s+2, . . . , is+t js+t k2s+t , is+t j1k2s+t , is+t j1k1}.
Since |S|=4s, |T w|=3t and t is odd, the node setQw= S∪T w induces an odd hole ofGA, for n3, w ∈ {1, . . . , 2t }.
Furthermore, if w = 1 then observe that for s = 0 we obtain the class of odd holes presented in the current work (see
Table 2 for m odd), while for t = 1 we obtain the class described in [2]. As an example, consider the three odd holes
illustrated in Table 16. The ﬁrst is obtained for s = 4, t = 1 and w = 1, while the remaining two are obtained for
s = 2, t = 3 and for w = 1 and 5, respectively.
We conclude by presenting two propositions characterising the odd-hole class induced by Qw.
Proposition 10. p	(3n − 2s − 1)/2
.
Proof. For any w, observe that |Qw| = 4s + 3t = s + 3(s + t) = 2p + 1 implying
s + t = 2p + 1 − s
3
. (14)
By deﬁnition
|QK | = 2s + tn. (15)
The result follows by combining (14), (15) and the fact that p must be an integer. 
G. Appa et al. / Discrete Applied Mathematics 154 (2006) 900–911 911
Proposition 11. For ﬁxed w, the number of inequalities induced by the set Qw = S ∪ T w is
n∑
t=3
t mod 2=1
(
n
t
)3
· (t !)3 +
n∑
t=1
t mod 2=1
	(n−t)/2
∑
s=1
3 ·
(
n
s + t
)2
· [(s + t)!]2 ·
(
n
2s + t
)
· (2s + t)!. (16)
Proof. The ﬁrst and the second summands count the inequalities induced for s = 0 and for s1, respectively. For
s = 0, the number of inequalities is established as in Proposition 5.
For s1, each inequality uses s + t indices from two ground sets and 2s + t indices from the third one. There are
(
n
s+t ) (resp. ( n2s+t )) ways of selecting s + t (resp. 2s + t) out of n indices. Further, the indices within each subset can
be permuted in all possible ways, i.e. (s + t)! for the ﬁrst two sets and (2s + t)! for the third one. Finally, the roles of
the three sets are interchangeable, thus resulting in a multiplier of 3. The value of t can be any odd number between 1
and n, while s cannot exceed 	(n − t)/2
 because of (15). The result follows. 
Clearly, Eq. (16) provides a lower bound on the total number of odd-hole inequalities in this class, i.e. the number of
inequalities induced by the set Q =⋃2tw=1Qw. Establishing the exact number of those inequalities requires checking
whether any two distinct setsQw1 ,Qw2 , w1 = w2, could lead to the same odd hole inequality, after properly permuting
each of the subsets QI ,QJ ,QK . This question appears closely related to the enumeration and classiﬁcation of Latin
squares into isotopy classes (see [1]), which remains an open issue. Nonetheless, Eq. (16) is sufﬁcient to illustrate that
this generalisation leads to a much broader class of inequalities valid for PLS.
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