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Resumo 
Neste trabalho apresentamos um resultado de existência e de unicidade 
de soluções para o problema de Cauchy envolvendo as equações da hierarquia 
de Lax. 
O problema é apresentado no contexto das álgebras de Colombeau, mod-
eladas em H 00 ((0, T) x R). Mostramos que se g E Ç2(R), então o problema 
de Cauchy para a equação Ut = DGm ( u ), m E z+' e dado inicial g tem 
soluções em Ç2( (0, T) X R) para todo T > o. Como n-oo(R) "--+ Ç2(R), isto 
permite considerar dados bastantes gerais. 
Neste trabalho também apresentamos resultados de existência e de uni-
cidade de soluções generalizadas para outras equações dispersivas de quinta 
ordem com dado inicial em Ç2 (R). 
Demonstramos também que as soluções obtidas em 92((0, T) x R)) para 
os problemas aqui tratados são associadas com as soluções já existentes em 
C([O, T] : H 8 ). 
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Capítulo O 
Introdução. 
A motivação original para generalizar o conceito de distribuições foi o 
problema de multiplicação que surge frequentemente no campo da física e 
que as vezes é resolvido de maneira não rigorosa, mas que produz resultados 
satisfatórios, merecendo portanto uma explicação matemática aceitável. 
Na tentativa de definir um produto de distribuições, surgiram vários 
métodos, dentre eles citamos o método dual (ver, por exemplo, [28]), o 
método de Fourier ou de Ambrose [2) e o método de regularização e pas-
sagem ao limite (ver, por exemplo, [28]). Todos estes deixam a desejar com 
respeito à propriedades, e não são capazes de realizar um produto qualquer 
em TY. 
O método dual, quando restrito a espaços de Sobolev, diz que o produto 
u·v definido por< u·v, r.p >=< ux, r.pv >,para r.p E D, onde<,> é o colchete 
de dualidade ex E D (arbitrária), define uma aplicação bilinear contínua de 
"Wi':dqx W/~~-+ W1~; se l, mE Z com l+m 2: O,~+~=~:::; 1, 1:::; p, q:::; oc 
e k = min{l, m}. 
A definição anterior justifica a notação 471"lxl ó(t -JxJ) dada para a medida 
r.p-+ 4~ f f f I~ I r.p(x, lxl)dx, 
solução fundamental com suporte no cone de luz adiantado para o operador 
de ondas 8l- ~x em R x R 3 (ver, por exemplo [38, p.62]). Por outro lado 
não é capaz de realizar o produto ó · ó, visto que os espaços de Sobolev que 
contêm ó são do tipo W1::-u,q(Rn), a> O e portanto a condição l + m 2: O 
não pode ser satisfeita. 
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Se tentássemos calcular o produto ó · ó pelo método de regularização e 
passagem ao limite seríamos levados ao estudo da convergência de p;(x) em 
V'(Rn) onde pê é um núcleo regularizante; para isto, tomando uma função 
teste <.p E V(Rn) tal que <.p = 1 numa vizinhança de x = O, então, para ê 
suficientemente pequeno, teríamos 
Assim se a família (p;)oo convergisse em V'(Rn), (pê)oo seria limitada 
em L2(Rn), portanto teria uma subsequência convergindo fracamente em 
L2 (Rn). Isto implicaria que ó E L2 (Rn), o que é um absurdo. 
Dadas u e v em V'(Rn), o produto de Ambrose deu e v existe se u e v 
satisfazem à condição, ver (2]: (A) para todo x E Rn existe uma vizinhança 
nx tal que para w, '1/J E V(Slx) tem-se 
onde F denota a transformada de Fourier. Neste caso o produto de Ambrose 
de u e v é definido por 
(u · v)(w) = f F(wu)F-1('1/;v)dx, w E V(nx), lan 
onde '1/J E V(nx) é tal que '1/; = 1 no supp(w). A motivação para esta definição 
está na identidade de Parseval 
f uvdx =f F(u)F- 1(v)dx. 
Tomando u = v = 6, vemos diretamente que u e v não cumprem a condição 
(A). 
Na construção de uma álgebra (A(n), ·, + ), n c Rn aberto, capaz de 
absorver elementos do tipo ó2 , algumas propriedades são naturalmente re-
queridas: 
(i) V'(Sl) está linearmente imerso em A(n) e f(x) = 1 é o elemento 
unidade em A(n). 
(ii) existe um operador derivação Bx; : A(n) ---* A(n), 1 ~ i ~ n, que é 
linear e satisfaz à regra de Leibnitz da derivação do produto. 
(iii) a restrição Bx; I"D'(!l) é a derivada parcial usual de V'(O). 
(i v) a restrição ·I r,"" (O) x 1 = (O) coincide com o produto usual sobre funções loc 'loc 
limitadas. 
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Entretanto qualquer álgebra comutativa que satisfaz (i) e (ii) não pode 
satifazer simultaneamente às propriedades (iii) e (iv), como mostra o seguinte 
exemplo: seja H a função de Heaviside em R; por (ii) 
Se (i v) for satisfeita 
e assim 
2H8H = 8H = 3H28H = 3H8H· 
' 
segue-se que 
H8H =O e 8H =O, 
que contradiz (iii). 
O exemplo acima sugere o relaxamento de uma das exigências (iii) e (iv). 
Trocando (i v) por 
(v) ·lc(n)xC(n) coincide com o produto usual sobre funções contínuas; 
ainda assim a construção de uma tal álgebra seria impossível como mostra o 
seguinte resultado de impossibilidade de Schwartz, cuja demonstração pode 
ser encontrada por exemplo em [28, p.27]: não existe uma álgebra comutativa 
satisfazendo às propriedades (i), (ii), (iii) e (v) (mesmo relaxando (v) para 
o produto em Ck(f2) x Ck(f2), k E z+, o resultado de Schwartz continua 
valendo). 
As álgebras g das funções generalizadas construídas por J. F. Colombeau, 
ver [14], satisfazem às propriedades (i), (ii), (iii) e 
(vi) ·lcoo(n)xC""(n) coincide COm O produto usual sobre funções C00 (f2). 
Uma versão simplificada destas álgebras, denotada por 9s(O), é dada por 
H. A. Biagioni em [5]. Esta versão mantém a injeção linear de 1J' (f2) e tem 
C 00 (f2) como sub-álgebra. 
Esta álgebra de Colombeau permite estudar equações diferenciais que 
envolvem produtos de distribuições com dado e/ou coeficientes sendo funções 
singulares, conforme [5], [14] e [28]. 
Citaremos alguns resultados envolvendo equações diferenciais onde essas 
álgebras são usadas. 
Considerando o problema de Cauchy para a equação parabólica não linear 
Ut- ~u + iuip-lu =o em (0, T) X n (0.1) 
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e condição inicial 
u(O, x) = 6(x) em n, (0.2) 
onde n c Rn é um domínio contendo O, O< p < oc, O< T < oc, H. Brézis e 
A. Friedman provaram em [10] que uma solução fraca de (0.1) e (0.2) existe 
se e somente se O < p < n;t2 , não importando a co~:tdição de fronteira. Em 
particular o problema 
Ut- óu + u3 =o em (0, T) >< n 
u(O, x) = 6(x) em n, 
não tem solução fraca para qualquer dimensão n 2:: 1. 
(0.3) 
Usando a teoria das funções generalizadas J. F. Colombeau eM. Langlais 
obtêm em [15] resultado de existência e unicidade de soluções para o problema 
(0.3) com condições nulas na fronteira. 
Por outro lado, o problema de Cauchy envolvendo a equação de Burgers 
Ut + UUx = 0 
u(O,x) = u0(x), (0.4) 
não admite solução quando u0 = H (função de Hcwiside) nas álgebras de 
Colombeau (ver [28, p.187]) apesar de ter solução fraca, ver, por exemplo, 
[37, p.266 ]. Este mesmo problema foi estudado por H. A. Biagioni e M. 
Oberguggenberger em [7] onde eles obtêm soluções generalizadas quando a 
igualdade na equação é trocada por associação, ver Definição 1.3.3. 
O exemplo seguinte é a motivação principal de escolhermos a álgebra Çh 
como ambiente para estudarmos os vários problem2c.s citados neste trabalho. 
Em [8], Biagioni e Oberguggenberger mostram que o problema de Cauchy 
para a equação de Korteweg-de Vries (KdV) 
Ut + UUx + Uxxx = O 
ul{t=O} = g, 
(0.5) 
não tem unicidade quando estudado na álgebra 9s([O, oc) xR). Considerando 
a solução tipo soliton da KdV, eles exibem uma solução generalizada para 
a equação KdV diferente de zero cuja restrição em t = O é zero em 9s(R), 
implicando portanto na não unicidade de soluções de (0.5). Eles obtêm re-
sultado de existência e unicidade de soluções para o problema (0.5) quando 
estudado na álgebra 92 ((0, oc) x R), ver Teorema 1.3.2. 
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As álgebras 92 (0) são contruídas na seção 3 do capítulo 1 e têm a pro-
priedade de que existe uma injeção linear de H-00 (0) em 92 (0) que faz com 
que H 00 (0) seja uma sub-álgebra de 92(0). 
Em (6], (8], (11] e (12] outras equações tais como Benjamin-Ono (BO), 
Smith (S), Benjamin-Bona-Mohony (BBM), Schrõdinger cúbica não linear 
(NLS) e Korteweg-de Vries modificada (mKdV) foram estudadas no mesmo 
contexto. 
A distribuição do conteúdo desse trabalho segue a seguinte ordem: 
No capítulo 1 apresentamos as equações de evolução não lineares que 
serão estudadas, enunciamos os principais resultados usados e apresentamos 
o espaço 92 ((0, T) x R) onde pretendemos estudar os problemas de Cauchy. 
Também neste capítulo damos as definições a serem usadas no trabalho. 
No capítulo 2 demonstramos o seguinte resultado (Teorema 2.1.1) de ex-
istência e unicidade de soluções para o problema de valor inicial envolvendo 
as equações da hierarquia de Lax · 
Sejam g E 92 (R) e T >O finito. Então existe uma solução u em 92 ((0, T) x 
R) para o problema de Cauchy 
Ut = DGm(u) em 92 ((0, T) x R) 
ui{t=O} = g em 92(R). 
Além disso, se exigirmos que u juntamente com suas derivadas em relação 
a x até a ordem 3m - 3 sejam do tipo oc-(log)112(m-l) 2 , então existe no 
máximo uma solução u E 92((0, T) x R) para este problema. Esta condição 
1 
é satisfeita se g, g', · · ·, g(3m-2) forem de tipo 2-(log) <am- 1l2 <m- 1l2 • 
Este resultado estende para a hierarquia de Lax o Teorema 1.3.2 obtido em 
(8] para a equação KdV. Neste capítulo também demonstramos a Proposição 
2.3.1 que estabelece um resultado de coerência (ver Definição 1.3.2) entre a 
solução generalizada e a solução clássica do mesmo problema dada no Teo-
rema 1.2.6 devido a Ponce (30]. 
O capítulo 3 é dedicado à terceira equação da hierarquia; para esta 
equação melhoramos o resultado obtido no capítulo 2. Provamos o seguinte 
resultado de unicidade (Teorema 3.1.1) 
1 
Dados g E Ç2(R) e T > O finito, com g, g' e g" do tipo 2-(log )2, o problema 
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de Cauchy para a equação Ut = DG3(u) e dado inicial g tem no máxir:_, ;,;~a 
solução u E 92 ((0, T) x R) satisfazendo à condição: possui um repres. ~.mée 
~ ,.... C' rtn rr\ v '0)1 +a[ q••e 
u c: v M ,:.! L~ v, .L J " .._ "J J ~ ~ 
sup lluê(t, ·) 11 4 = O(llog.::-j'k ), com E --+ O. [O,T] 
Esta condição é satisfeita se g, g', · · ·, g(4) forem de tipo 2-(log) 21o. 
Finalmente no capítulo 4, usando como modelo uma equação de ev )lução 
não linear de quinta ordem, obtemos resultado de existência local, unicidade 
e coerência das soluções para o problema de Cauchy envolvendo as eq11ações 
de Olver (1.13), Benney (1.14) e Fisher (1.15). Temos o seguinte ref:nltado 
(Teorema 4.2.2) 
Dado g E 92 (R), com g e suas derivadas até a ordem quatro de íipo 2-
limitado, existe T > O e uma solução u em 92((0, T) x R) para o problema 
de Cauchy envolvendo as equações de Olver, Benney e Fisher. Além disso, 
se exigirmos que u satisfaça à condição do Teorema 3.1.1, então existe no 
máximo uma solução em 92 ((0, T) x R) para este problema. 
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Notações: 
::J_.Q. 
Vt- at• 
al<>l _ ( ) Nn I I _ D 0 = a a 1 a "'" , a - n1 · · · nn E , a - n1 + · · · + nn. xl ... Xn 
Gm(u) (é o gradiente em u do funcional Fm(u)). 
[A, B] = AB- BA, (comutador dos operadores A e B). 
Wk,p(n) (espaço usual de Sobolev). 
Hk(n) = Wk•2(fl). 
H 00 (rl) = nkHk(fl), H-oo(n) = ukHk(n). 
V(n) (espaço das funções testes). 
1J'(n) (espaço das distribuições). 
ll·llk é a norma de Hk. 
ll·llr.P é a norma de V. 
OM(Rl) (espaço das funções C 00 (Rl) que crescem juntamente com suas 
derivadas no máximo como uma potência de lxl, quando lxl ---t oc ). 
S(Rn) (espaço de Schwartz das funções que decrescem juntamente com 
suas derivadas rapidamente no infinito). 
&2[n] (álgebra das aplicações de (0, 1) ---t H 00 (n), u: ê ---t uê E H 00 (n)). 
&M,2[n] (álgebra das aplicações de (0, 1) ---t H 00 (n) que têm crescimento 
moderado na norma ll·llk, k inteiro). 
N'2(n) (ideal de &M,2[rl] das aplicações cujas normas ll·llk decrescem mais 
rápido que EM, VM > 0). 
Q2 (r2) = e:,;(~~] (álgebra das funções generalizadas modeladas em H 00 (n) ). 
cl(u.) (classe em Q2 (n) representada por U. E &M,2 [n]). 
[a] (parte inteira de a E R). 
S1 (círculo de centro na origem e raio 1). 
c, ci (são as várias constantes que podem mudar de valor em cada pas-
sagem ou depender polinomialmente de ê). 
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Capítulo 1 
Preliminares. 
Este capítulo é dedicado à apresentação das equações a serem estudadas 
neste trabalho. As propriedades relevantes satisfeitas por estas equações 
serão também apresentadas. Ainda neste capítulo exibiremos o espaço onde 
pretendemos estudar o problema de Cauchy para equações da hierarquia de 
Lax, e também para outras equações de evolução. Os principais resultados a 
serem usados serão também enunciados. 
1.1 A hierarquia de Lax. 
Comecemos apresentando uma família de equações diferenciais parciais 
não lineares de evolução da forma 
Ut = DGm(u), (1.1) 
onde para cada m E z+, Gm ( u) é o gradiente em u de um funcional F m ( u) que 
é constante ao longo das soluções da equação de Korteweg-de Vries (KdV) 
Ut = UUx + Uxxx. (1.2) 
A família de funcionais {Fm(u)} foi exibida por Miura, Gardner, Kruskal e 
Zabusky em [23] e [27], onde eles mostraram que os Fm(u) são da forma 
Fm(u.) = JR fm(u)dx, 
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(1.3) 
onde fm(u) é um polinômio em u e suas x-derivadas até a ordem m- 1 e 
cada monômio de fm é dado por um produto do tipo 
m-1 li (Dju)lj' (1.4) 
j=O 
para inteiros lj 2: O, com j, lj e m satisfazendo à relação 
m-1 · 
2:: (1 + ~ )lj = m + 1. 
j=O 
(1.5) 
Relacionamos a seguir os quatro primeiros polinômios fm(u), ver [27) 
h(u) 1 2 2u' 
~u3 - ~(Du)2 
6 2 ' 
fa(u) 1 9 4u4 - 3u(Du)2 + '5(D2u) 2 , 
1 36 108 
-u5 - 6u2(Du) 2 + -u(D2u) 2 - -(D3u)2 • 5 5 35 
Multiplicando por uma constante adequada, os fm(u) podem ser escritos 
na forma, ver [23) 
fm(u) = (nm-lu)2 + Cm(nm-2~) 2u + Qm(u, Du, ... , nm-3u.), (1.6) 
onde Qm é um polinômio nas variáveis u e suas derivadas em x de ordem no 
máximo m- 3. 
Gardner, Kruskal, Miura e Zabusky mostraram em [27] que os autovalores 
do operador de Schrõdinger com potencial u, 
2 1 L(t) = D + 6u(·, t), (1. 7) 
são invariantes se ué solução da KdV. Este fato lhes permitiu usar as idéias 
do espalhamento inverso, ver [20], para obter soluções exatas do problema 
de valor inicial para a equação KdV. Este princípio foi generalizado em [25), 
onde Lax exibe uma família de equações diferenciais do tipo Ut = K(u), 
chamada de KdV generalizada com a seguinte propriedade: o operador L(t) 
dado em (1. 7) se mantém unitariamente equivalente ao longo das soluções da 
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equação em questão. Isto significa que existe uma família a um parâmetro 
de operadores unitários U(t) tal que 
u-1 (t)L(t)U(t) 
é independente de t quando u satisfaz à equação Ut = K ( u). E se isto acon-
tece, pode-se mostrar então que os autovalores do operador L(t) formam uma 
família de quantidades conservadas (leis de conservação) para a equação em 
consideração. 
Considerando o teorema de Stone, ver [33, p. 265], que estabelece que 
uma família de operadores unitários satisfaz a uma equação da forma 
Ut =EU, (1.8) 
onde E é um operador anti-simétrico, e reciprocamente, todas as soluções de 
(1.8) com E anti-simétrico constituem uma família de operadores unitários, 
Lax mostrou que 
d 
dtL(t) =[E, L]= EL- LE. (1.9) 
Como o operador ~ se reduz à multiplicação por iut, para exibir uma família 
de equações com a propriedade acima é suficiente exibir uma família de ope-
radores anti-simétricos Em tal que o colchete [Em, L] corresponda a um op-
erador multiplicação. 
Com a escolha E 1 = D tem-se que [E1 , L] = iDu. que, combinando com 
a equação (1.9), fornece a seguinte equação 
Ut = 'U·x· 
Esta equação constitui a primeira equação da hierarquia de Lax. 
Propondo E2 = D3 + bD + Db para b escolhido de modo que o colchete 
[E2, L] tenha ordem zero, Lax produziu a segunda equação de sua hierarquia, 
a qual coincide com a KdV (1.2). 
Em geral Lax considerou a família de operadores anti-simétricos 
m-1 
Em= D2m-l + L (bjD2j-l + D2j-lbj)· 
j=l 
Como [Em, L] é simétrico, requerer que seja de ordem zero impõe m - 1 
condições sobre Em; estas determinam unicamente os coeficientes bj, e o 
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termo de ordem zero de [Bm, L]=: Km determina a ordem 2m-1 da equação 
(1.10) 
que constitui a chamada hierarquia de Lax e tem a propriedade de que os 
autovalores do operador de Schrõdinger (1. 7) com potencial u são invariantes 
com o tempo se u é solução de (1.10). 
Em (19) e também em (24] é mostrado que 
DGm(u) = c(m)[Bm, L], (1.11) 
onde c( m) é uma constante que depende somente de m. Portanto a família 
de equações dada em (1.1) é, a menos de multiplicação por constantes, a 
mesma família dada em (1.10). 
Observemos que de (1.4) podemos concluir que os polinômios fm têm 
grau m + 1, pois contêm o termo um+l (caso lo= m + 1 e lj =O para j > 1, 
ver (35]), e 'Lj=01 lj = m + 1 - L_j!:01 ~lj ~ m + 1); portanto Gm(u) é um 
polinômio de grau m. Uma fórmula explícita para os Gm(u) é dada em (35]. 
Assim a equação (1.1) é uma equação não linear de ordem 2m -1 e grau m. 
1.2 Resultados básicos. 
A seguir enunciaremos os principais resultados a serem usados neste tra-
balho. Alguns teoremas envolvem equações que não pertencem à hierarquia 
de Lax, neste caso, estas equações serão apresentadas. 
Martin Schwarz considerou em (36] o problema periódico associado às 
equações da hierarquia de Lax. Usando a estrutura Hamiltoniana exibida 
pela família, ele estabeleceu o seguinte resultado global de existência e uni-
cidade. 
Teorema 1.2.1 Para todo m, se n ~ 2m-1 e o dado inicial g é um elemento 
de Hn(S1 ), então existe uma solução global u(t) E Hn(S1 ) \ft > O para a 
equação (1.1). Além disso, para n ~3m-2, u é unicamente determinada 
pelo seu dado inicial. 
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O Teorema 1.2.2 é devido a Saut [34, Corolários 3 e 4]. 
Teorema 1.2.2 Para qualquer T > O, existe uma solução u E C00 ([O, T] x 
R) nL00 ([0, T] : H00 (R)) do problema de Cauchy para a equação (1.1) e dado 
inicial g E H 00 (R). 
Obs.: A solução obtida por Saut neste teorema é única na classe con-
siderada; este resultado é consequência da demonstração feita por Martin 
Schwarz em [36] do Teorema 1.2.1, adaptada para o caso R. 
Considerando o caso m = 3, que corresponde à seguinte equação 
(1.12) 
para constantes c1, c2, c3 convenientemente escolhidas, Ponce dá em [31] uma 
prova da unicidade de soluções para o problema do Teorema 1.2.2 diferente 
da demonstração feita em [36] por M. Schwarz; esta técnica será a base da 
demonstração do Teorema 3.1.1. O método usado por Ponce não usa a pro-
priedade Hamiltoniana da equação, o que lhe permitiu estender o resultado 
às equações de Olver, Benney e Fisher, respectivamente 
Ut- 2UxUxx- UUxxx + Uxxxxx =O, 
Ut + (u + u 2 )ux + (1 + u)(UxUxx + UUxxx) + Uxxxxx = 0. 
(1.13) 
(1.14) 
(1:15) 
Considerando como modelo a equação do problema (1.16) abaixo, a qual 
já contém a estrutura básica exibida pelas equações acima, Ponce demonstrou 
em [31], o seguinte resultado 
Teorema 1.2.3 Para g E H8 (R) com s > 4, existe T = T(ll9ll4 ) > O e uma 
única solução u do problema 
Ut + C1 UxUxx + C2UUxxx- Uxxxxx = 0 
u(O, ·) = g (1.16) 
na classe 
Xr = C([O, T]: H8 (R)) n L2 ([0, T]: Hf0~2 (R)). 
Mais ainda, para todo T' < T existe uma vizinhança V de g em H8 (R) tal 
que a aplicação V -t X r', g f-t u é contínua. 
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As leis de conservação permitiram a Ponce estender o resultado desse 
teorema para a equação (1.12) a qualquer intervalo de tempo [0, T0]; mais 
precisamente 
Teorema 1.2.4 Para a equação (1.12), o resultado do Teorema 1.2.3 vale 
em qualquer intervalo de tempo [O, T0]. 
Em [31] Ponce estabelece também o seguinte resultado 
Teorema 1.2.5 O resultado do Teorema 1.2.3 vale também para as equações 
de Olver {1.13), Benney {1.14) e Fisher (1.15). 
Para a equação geral (1.1), o resultado obtido por Ponce em [30, Teorema 
1.1] é o seguinte. 
Teorema 1.2.6 Existem s = s(m) e CJ = CJ(m) E z+ tais que para qualquer 
g E H8 (R) n L2 (lxludx) = Xs,u' existe T = T(ll9llx •. J e uma única solução 
u da equação {1.1}, com dado inicial g, satisfazendo às condições 
u E C([O, T] : Xs,u ), 
sup rr IDs+m-lu(t, x)l 2dt < oc, 
x lo 
100 sup IDku(t,x)ldx < oc, k =O, 1,; · ·, [s + m - 1]. 
-oo [O,T] 2 
Mais ainda, existe uma vizinhança V de g em Xs,u tal que a aplicação g H 
u(t) de V na classe definida no teorema é Lipschitz. 
Enumeramos agora algumas desigualdades que serão usadas em nossas 
demonstrações. 
O resultado seguinte é devido a Gagliardo-Nirenberg, sua demonstração 
pode ser encontrada em [18, p.24) 
(1.17) 
onde~-s=À(~-k)+(1-À)~, ÀE[f,1). 
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As desigualdades abaixo são devidas a Young, (1.18) é consequência da 
convexidade da função logarítmica, e (1.19) pode ser encontrada em [9, p.77]. 
1 1 
ab < -aP + -bq 
- ' p q 
~ + ~ = 1, 1 < p, q < oc, a, b > O. 
llf * 9llu ~ llfllr,P ll9llr,q' 
~ + ~- 1 = ~ > 0, f E V, g E Lq. 
(1.18) 
(1.19) 
A demonstração da seguinte desigualdade, conhecida como desigualdade 
generalizada de Minkowski, pode ser encontrada em [22, p.102] 
1 1 (klk f(x, y)dyiPdx) r; ~ l (klf(x, y)IPdx) r; dy, (1.20) 
1 ~ p < oc. 
O resultado seguinte é uma das versões do Lema de Gronwall, ver [13, 
p.55] 
Lema 1.2.1 Sejam f e g funções de L1 (0, T), positivas tais que f g E L1 (0, T) 
e a 2 O (constante). Se 
f(t) ~a+ fot g(a)f(a)da, para todo tE (0, T), 
então 
f(t) ~ a exp (fot g(a)da) . 
1.3 A álgebra Q2(D). 
Nesta seção exibiremos o espaço onde estudaremos o problema de Cauchy 
para as equações da hierarquia de Lax e também para as equações de Olver, 
Benney e Fisher. Definiremos a álgebra tipo Colombeau Ç2 (S1) que é um caso 
particular das álgebras Yp,q(n), definidas em [8]. 
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Sejam I = (0, 1), n c R n aberto. Denotamos por t'2[0] = (H00 (0)) 1 o 
conjunto das aplicações fi : I --+ H 00 (0), e E I --+ fi~ E H 00 (0), a valores 
reais. 
Definimos os conjuntos 
t'M,2[0] ={fi E t'2[0]: para todo k E z+,3N > 0 tal que 
llfl~llk = O(e-N), com e--+ 0}, 
N2[n] = {fi E t'M,2[n] : para todo k E z+' todo M > o, tem-se 
(1.21) 
llfl~llk = O(eM), com e--+ 0}. (1.22) 
Os elementos de t'M,2[0] são representados por fi, v,· .. e são chamados de 
moderados. O conjunto N2[0] é chamado de espaço nulo. 
Se n tem a propriedade do cone, ver [1, p.66], então valem as seguintes 
propriedades, ver [8]: 
(i) t'M,2[0] é uma álgebra com derivadas parciais, 
(ii) N2 [0] é um ideal de t'M,2[0] que é invariante sob derivação, 
(iii) Se n = Rn e fi E t'2[0] então, para todo e> O limlxl-+oo u~(x) =O. 
O conjunto 92 (0), definido pelo quociente 
g (n) = EM,2[n] 2 N2[n] ' 
é também uma álgebra; seus elementos representados por '11, v, .. ·, são chama-
dos de funções generalizadas em n. o produto em Ç2(n) é definido sobre os 
representantes, isto é, se u e v E Ç2(0) então o produto uv é a classe de 
uv, onde fi e v são quaisquer representantes de u e v respectivamente. Vemos 
imediatamente que a definição independe dos representantes. Vale o seguinte 
teorema 
Teorema 1.3.1 {i) Existe um operador derivação em Ç2(0) que é oriundo 
da derivação em t'M,2[0], isto é, se u E Ç2(0) e a E Nn então nau := 
cl(nau) em Ç2(0), onde fi E t'M,2[0] é um representante de u, e cl(nau) E 
Ç2(n) é a classe representada por nau. 
(ii) Existe uma injeção linear de H-00 (Rn) em Ç2(Rn) constmída da 
seguinte maneira: fixemos p E S(Rn) satisfazendo às condições 
(1.23) 
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A aplicação L: w -t (W*Pe)e, onde Pe(x) = e~P(~), define uma injeção linear 
de H- 00 (Rn) em EM,2[Rn]. Esta aplicação define, por passagem ao quociente, 
uma injeção linear de H-00 (Rn) em 92(Rn) que faz com que H 00 (Rn) seja 
uma sub-álgebra de 92(Rn) . 
Para a demonstração deste teorema, ver [8). 
Tendo em vista as aplicações a problemas de valor inicial que faremos 
logo mais, daremos agora algumas definições. 
Definição 1.3.1 Seu E 92 ((0, T) x R) a restrição deu a {O} x R é definida 
do seguinte modo: seja u E t'M,2[(0, T) x R) um representante de u. Por 
imersão em espaço de Sobolev temos que Ue E C 00 ([0, T] X R) para todo ê > o. 
Como a aplicação restrição Hm+ 1((0, T) x R) -tHm(R) é contínua para todo 
m E z+, temos que a aplicação u : I ---1- Hm(R), ê -tue(O, ·) pertence a 
t'M,2[R]. Resultado análogo vale para u E N2((0, T) x R)). Assim podemos 
definir a restrição deu a {O} x R como a classe em 92 (R) representada por 
ue(O, ·) em t'M,2[R]. Denotamos esta classe por ul{t=D}· 
Definição 1.3.2 Dizemos que u E 92 (0) é associada a uma distribuição 
w E H-00 (0) se existir um representante u deu tal que Ue -t w em 'D'(D) 
quando ê -t O. Denotamos esta propriedade por u :::::::: w. Diremos que u e v 
pertencentes a 92(0) são associadas seu- v :::::::: O. 
Da definição segue que duas distribuições em H- 00 (0), vistas como ele-
mentos de 92(0) são associadas se e só se são iguais. Assim o conceito de 
associação generaliza a igualdade de distribuições. 
1 
Definição 1.3.3 Dizemos que u E 92(0) é de tipo r-(log)J, 2 < r < 
oc, j 2:: 1, se u tem um representante u E t'M,2[Q] tal que 
(1.24) 
u é de tipo r-limitado se existirem constantes C e cS positivas tais que 
Se r = oc dizemos que u é de tipo limitado. 
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Notemos que se u E t'M,2[n] então u satisfaz (1.21) com a norma de 
Wk,r(n) para todo 2::::; r::::; oc. Observemos também que as definições acima 
são boas, no sentido que independem dos representantes. 
Para a próxima definição convém observarmos uma propriedade não linear 
das funções generalizadas: se F E OM(Rl) podemos definir F(u 11 · · ·, Uz), 
para ui E 92(0), i= 1, · · ·, l, (ver [5]). 
Definição 1.3.4 Seja L : 92 (0) -+ 92 (0) um operador diferencial tipo poli-
nomial definido sobre os elementos de 92(0). Dizemos que u E 92(0) é 
solução da equação diferencial L(u) = O em 92(0) se, para qualquer repre-
sentante u em t'M,2[0], existe fi E N2(n) tal que 
É nesse sentido que u é solução generalizada da equação L(u) =O. 
O seguinte teorema de existência e unicidade de soluções generalizadas 
do problema de Cauchy para a equação KdV (1.2) é devido a Biagioni e 
Oberguggenberger [8]. É este resultado que pretendemos, no capítulo 2, 
generalizar para a hierarquia de Lax. 
Teorema 1.3.2 Seja g E 92 (R) e T > O finito. Então existe uma solução 
u E 92((0, T) x R) para a equação (1.2) tal que ui{t=O} = g.- Além disso, se 
exigirmos que Du seja de tipo oc-log, teremos no máximo uma solução para 
este problema. Esta condição é satisfeita se g, g' e g" forem de tipo 2-(log) 1. 
Para maiores informações sobre funções generalizadas, citamos [5], [14], 
[16] e [28] 
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Capítulo 2 
Soluções generalizadas para a 
hierarquia de Lax. 
2.1 Existência e unicidade em 92((0, T) x R). 
Na demonstração do teorema de existência e unicidade para a equação 
(1.1) com dado inicial em Q2 (R) que faremos a seguir, usamos a característica 
especial exibida pela família, isto é, as soluções destas equações satisfazem 
a uma infinidade de leis de conservação. Mostraremos que para cada inteiro 
positivo m, existem soluções generalizadas de (1.1), em todo tempo, e que, 
sob certas condições, as soluções são unicamente determinadas pelo seu valor 
inicial. 
Teorema 2.1.1 Sejam g E Q2 (R) e T >O finito. Então existe uma solução 
u em Y2((0, T) x R) para o problema de Cauchy 
'll·t = DGm(u) em Y2((0, T) x R) 
ul{t=O} = g em 02(R). (2.1) 
Além disso, se exigirmos que u juntamente com suas derivadas em relação 
a x até a ordem 3m-3 sejam do tipo oc-(log) 112(m-l) 2 (ver {1.24)), então 
existe no máximo uma solução u E Y2((0, T) x R) para o problema (2.1). 
Restrições sobre o dado inicial g que garantem que a condição acima seja 
satisfeita serão dadas na seção 2.2. 
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Prova Existência: Seja g um representante de g em EM,2[R]. Como 9e E 
H 00 (R), para todo ê > O, pelo Teorema 1.2.2, existe uma solução fie em 
C00 ((0; T) x R) n L00 ((0, T], H 00 (R)) para o problema 
8tfie = DGm(fie) em (0, T) x R 
fie(O) =§e em R. (2.2) 
Portanto dado a E N 2 , segue da equação em (2.2) que D0 fie(t, ·) E L2 (R) 
para todo tE (0, T) e ê >O. Como 
temos que fie E H 00 ((0, T) x R). Em particular a aplicação fi: I x (0, T) x 
R -+ R, (ê, t, x) -+ fie(t, x) pertence a E2 [(0, T) x R]. Como as leis de 
conservação satisfeitas pelas equações (1.2) e (1.1) são as mesmas, a demon-
stração de que fi E EM,2 [(0, T) x R] é a mesma dada por Biagioni e Ober-
guggenberger na prova do Teorema 1.3.2 em [8], onc~e eles mostram que uma 
x-derivada de ordem qualquer da solução fie da equ;1ção KdV satisfaz a esti-
mativa (1.21) com a norma de L2, e usando a equação, estendem o resultado 
para uma derivada qualquerdefie. Assim a classe u E Ç2((0,T) x R), cujo 
representante é fi, é uma solução de (2.1 ). 
Unicidade: Suponhamos que existam duas solur~ões u, v E 92( (0, T) x R) 
desse problema satisfazendo às condições do teorema. Neste caso existem 
N E N2((0, T) x R) e fj E N 2 (R) tais que, se denctarmos por fi= fie(·,·) e 
v = V e ( ·, ·) os representantes em E M,2 [ (O, T) x R)] c: as soluções u. e v respec-
tivamente, então 
8t(fie- Ve)(t,x) = D(Gm(fie)- Gm(i\))(t,:c) +Ne(t,x) 
(fie- Ve)(O,x) = fie(x). (2.3) 
Vamos seguir a demonstração de Schwarz do Teorema 1.2.1 dada em [36], 
adaptando para o caso R. Devemos observar que as constantes que aparecem 
nas suas estimativas, no nosso caso dependem de E, a saber, são polinômios 
de grau no máximo 2( m- 1 )2 nas normas L00 de fie, Ve e de suas x-derivadas 
de ordem no máximo 3m - 3 e temos que controlar a dependência destas 
constantes em relação a ê. 
Para facilitar as contas e simplificar as notações podemos supor fj = O, 
pois caso contrário, trocamos fi por fi+ fj. Também omitiremos a letra ê e o 
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sinal A em nossas notações. Assim se fizermos w = u - v, o problema (2.3) 
para w toma a forma 
ÔtW = D(Gm(u)- Gm(v)) + N 
wlt=o =O. 
(2.4) 
Multiplicando a equação em (2.4) por w e integrando o resultado em x e t 
obtemos, após usar integração por partes em x, a equação 
~ ft f Ôtw2dxdt =- ft f Wx(Gm(u)-Gm(v))dxdt+ ft f wNdxdt. (2.5) 
2 lo }R lo JR lo JR 
Lembremos que Gm(u) é o gradiente do funcional Fm(u) em u, onde Fm(u) 
tem a forma (1.3), e cada termo em fm(u) é dado por um produto do tipo 
(1.4), para inteiros li ~ O com j, li em satisfazendo a relação (1.5), de modo 
que podemos escrever fm na forma (1.6). 
Nas notações que seguem omitiremos, sempre que não houver risco de 
confusão, o domínio R e as variáveis de integração. Os termos (nm-1u) 2 e 
(nm- 2u)2u de fm fornecem a Gm(u) as parcelas 
respectivamente. O termo 2D2m-2u não oferece contribuição em (2.5), pois 
contribui com 
que, após integração por partes em x, fornece a expressão 
llat f 2Dm-lw(unm-2u- vnm-2v) 
+ fot f Wx(Dm-2U- nm-2v)(Dm-2U + nm-2v)l 
- lfot f[2unm- 1wDm-2w + 2wDm-1wDm-2v] 
+ fot f WxDm-2w(nm-2u + nm-2v)l 
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< 2llull 00 rt f[(nm-lw)2 + (nm-2w)2] 
'· lo 
+2jlnm-2vjj,_oo fot f[(nm-1w)2 + w2] 
+ llnm-2u + nm-2vllr."" fot f[(Dw)2 + (Dm-2w)2] 
< 2(11ull,,oo + jjnm-2ull,,oo + jjnm-2vll,,oo) 
. fot f[w2 + (Dw)2 + (nm-2w)2 + (nm-1wf]. (2.6) 
Usando equivalência de normas em Hm-1(R), obtemos que (2.6) é menor ou 
igual a 
c fot[llw(s)ii~ + jjnm- 1 w(s)ji~J ds. 
O termo de maior grau em fm(u), obtido quando l0 = m+l e portanto li= O 
para j =/=O é, a menos de coeficiente um+t, ver [35), o que oferece a Gm(u) o 
termo um, cuja contribuição em (2.5) é dada por 
lfot f wx(um- vm)l 
lfot f Wxw(um-1 + um-2v + ... + uvm-2 + vm-1)1 
< llum-1 + um-2v + · · · + uvm-2 + vm-111,."" fot(llw(s)ll~ + IIDw(s)ll~) ds 
< [11uii~C: 1 + llvll,,oo llull~~ 2 + · · · + llullr,oo llvii~C:2 + llvii~C: 1 ] 
rt 2 2 
·lo (llw(s)llo + IIDw(s)ll 0 ) ds 
rt 2 2 
< c lo (llw(s)llo + IIDw(s)ll0 ) ds. 
De maneira semelhante os outros termos em (2.5) podem ser estimados 
fornecendo, após efetuar a soma dos resultados e substituir em (2.5), a esti-
mativa 
(2.7) 
onde c é um polinômio nas variáveis IIDkull '·"", IIDkvllr.oo , k =O, 1, 2, ···, m-2, 
com grau no máximo igual a m - 1. 
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A seguir, multiplicando a equação em (2.4) por Gm(u)- Gm(v) e inte-
grando em x e t, obtemos a expressão 
ht f 8tw(Gm(u)- Gm(v)) = fot f N(Gm(u)- Gm(v)). (2.8) 
Da caracterização de Fm, cada termo de fm é da forma (1.4), isto é, 
ulo(Du)l1 (D2u)l2 ... (Dm-1u)lm-1. 
O termo correspondente em Gm(u) é dado por 
loulo-1 (Du)l1 ... (Dm-1u)lm-1 -l1D[ulo(Du)l1-1 ... (Dm-1u)lm-1] 
+ ... +( -l)m-1zm_1nm-1[ulo(Du)l1 ... (Dm-1u)lm-1-1]. 
Em Gm(u) aparece o termo 2D2m-2 u., obtido no caso em que li= O, 
O ~ j ~ m- 2 e lm-1 = 2. Sua contribuição no primeiro membro de {2.8) é 
dada por 
2 fot f 8twD2m-2w = (-l)m-1 fot f 8t(Dm-1w)2 = (-l)m-1 ·llnm-1w(t)ll~. 
Vamos reescrever {2.8) na forma 
llnm-1w(t)ll: =lo+···+ J4 + {-l)m-1 fot f N(Gm(u)- Gm(v)), {2.9) 
onde os Jis são contribuições no primeiro membro de {2.8) obtidas como 
segue: denotamos por ~a = a(u) - a(v) e ui = Diu. Consideremos os 
seguintes casos: (a) li =O, j 2 1; (b) li =O, j 2 2; (c) li =O, j 2 3; (d) 
lo = 1 e lm-2 = 2. 
(a) li = O, j 2 1. O termo correspondente em Gm(u) é (m + 1)um, que 
contribui em (2.8) com 
Jo lo fot f 8tw(um- vm) 
lo fot f BtWWo(um-1 + um-2v + · · · + uvm-2 + vm-1 ) 
l; f w5(um-1 + um-2v + ... + uvm-2 + vm-1) 
- ~ fot f w58t(Um-1 + um-2v + ... + uvm-2 + vm-1) 
< l; llum-1 + um-2v + ... + uvm-2 + vm-1ll,,oo f w5 
+ l; IIBt{um-1 + um-2v + ... + uvm-2 + vm-1)llr,oo fot f w6. 
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Lembrando que o segundo membro da equação em (2.2) tem grau me por-
tanto 8t ( um-1 + um-2v + · · · + uvm-2 + vm-1 ) tem grau 2m- 2, concluímos 
que 
onde c é um polinômio nas variáveis 
·,2m- 1, de grau 2m-2. 
(b) lj =O, j 2 2. Este caso corresponde em Gm a 
loulo-l(Du)l, - l1D[ulo(Du)l,-1], 
cuja contribuição em (2.8) é dada por 
o, 1, 2, .. 
J1 = ht f 8tw[lou~- 1 ui, -lov~0- 1 vi, -liD(u~0 ui1 - 1 ) + hD(v~0 vi1 - 1 )], 
que após integração por partes fornece a expressão 
fot f[atwloll( U~0- 1 ui,) + h8twltl( u~oui,- 1 )]. 
Usando as identidades 
e 
A l· LlU·' 1 
podemos escrever o integrando em J 1 na forma 
(2.10) 
lo8two[(tlu~- 1 )ui1 + V~0-1 (llui1 )] + h8tw1[(~u~0 )ui,- 1 + v~0 (.~ui1 - 1 )] 
lo8two(woPlo-2ui, + V~0 - 1 w1Pt,-1) + h8tw1(woPto-1ui,-l + V~0W1Pz1 -2). 
Assim J1 pode ser escrito da seguinte maneira 
J1 = ~ fot f (lo8tw5Pto-2ui, + l18twiv~0 Pt,-2 
+2lo8tWoWIV~0- 1 Pt,-1 + 2h8twlwoPta-lui,_ 1 ), 
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ou ainda, usando integração por partes em t e a regra de Leibnitz, 
J1 = ~f (low5Pt0 -2Ui1 + l1 wiv~0 .Pt,-2 + 2[1 W1 wo.Pto-1 ui,-1) 
-~ fot f [low58t(Pt0 -2Ui1 ) + lr wi8t( V~0 Pz,-2) 
+2hwow18t(Pto-1ui1 - 1)] + fot f[atwow1(lov~o- 1 Pt,-1 -l1Pto-1ui1 - 1)]. 
E, portanto temos a estimativa 
J1 ~ ~lo IIPzo-2ui,ll,.oo f w5 + ~l1IIPz,-2V~0 ~~r.oo f wi 
+ lr 11Pt0 -1ui,-lllr.oo f(w5 + wi) 
+~lo 118t(Pza-2ui,.)ll,.oo fot f w5 + ~t1118t(Pz,-2V~0 )II,,oo fot f wi 
+ l1 l!at(Pto-1 ui,-1 ) 11 r.oo fot f ( w5 + wi) 
+ lfot f[atwow1(lov~o- 1 Pt,-t -l1Pio-1ui1 - 1)],. (2.12) 
O último termo da soma acima pode ser escrito na forma 
fot f Btwowr[loV~0- 1 (Pz,-1 -l1ui1 - 1) + llui1 - 1 (lov~o-l- Pza-1)]. 
Como 
podemos escrever as igualdades 
(2.13) 
(2.14) 
(2.15) 
onde, P( ui, vi) é um polinômio em ui e Vi de grau li- 2. Usando isto, (2.13) 
toma a forma 
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- lfot f [8twoloV~0- 1 P( ub v1)wi + Btwoh ui,-1 P( uo, vo)wow1] I 
./ 1 ll~ ..... ln-1ptu ··)11 rt fw2 
-.... ~o llutwouo \ ll Vl r,oo lo } 1 
+h llatwoui,-1 P( uo, vo) 11 r,oo fot f ( w5 + wi). 
Este resultado, substituído em (2.12), fornece a estimativa 
J1 :::; c{JJw(t)JI~ + JJDw(t)JI~ + fot (JJw(s)JI~ + IIDw(s)ll~)ds }. 
Observando por exemplo, que 
8t(Pz0 -2Ui1 ) = 8t(Pz0 -2)ui1 + hllo-2ui,-l Dut, 
e sendo DGm ( u) de ordem 2m - 1, temos que 8t ( llo-2ui1 ) tem ordem 2m e 
lembrando que 2:j=01 (1 + ~)lj....:... m+ 1, concluímos que c é um polinômio nas 
variáveis IIDkullr,oo e IIDkvll r,oo , k =O, 1, 2, ···,2m de grau menor que 2m-2. 
(c) lj =O, j 2: 3, que corresponde em Gm ao termo 
lou~o-lui,u~2 -lrD(u~oui,-lu~2) + l2D2(u~oui,u~2-l), 
cuja contribuição em (2.8) é dada por 
ou 
J2 = fot f [lo8two( u~0- 1 ui,u.~2 -- v~0 - 1 v~1 v~2 ) 
-l18twoD( u~0 ui1 - 1 u~2 - v~0 vi1 - 1 v~2 ) 
+l28tw0D2( u~0 ui1 u~-l - v~0 vi1 v~2 - 1 )], 
J2 fot f[lo8twoD..(u~o- 1 ui1 U~2 ) -l18twoD(D..(u~ui1 - 1 U~2 )) 
+l28twoD2(D..( u~0 ui1 u~2 - 1 ) )]. 
Usando (2.10) duas vezes, escrevemos o integrando na forma 
lo8two[ (D..u~o-l )ui, u~ + v~o-l (D..ui1 )u~2 + v~0- 1 vi~ (D.. u~2 )] 
+ll8twl[(D..u~0 )ui1 - 1 u~2 + v~0 (D..ui1 - 1 )u~2 + vi1 - 1 (D..u~2 )v~0 ] 
+l28tw2[ ( D..u~o )ui, u~2-l + v~o ( D..ui, )u~2-l + vi, ( D.. u~2-1 )v~o], 
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e usando (2.11), a expressão acima toma a forma 
l a ( R l, h + !0-1 R l2 + lo-1 !, R ) o tWo Wo lo-2u1u2 Vo w1 l,-1u2 Vo v1w2 h-1 
+l1aw1(wo..A0-1ui,- 1 u~ + V~0W1P1,-2U~2 + V~0 Vi1 - 1 w2P12 -1) 
+l a ( R l1 !2-1 + lo n !2-1 + lo 1, R ) 2 w2 Wo lo-1 u1 u2 v0 w1.rz1-1 u2 v0 v1 w2 12 -2 . 
Usando integração por partes, obtemos a seguinte expressão para h 
J2 ::; ~ JJPlo-2ui,u~2 11,_ 00 llw(t)ll~ + ~ JJat(Plo-2ui,u~2 )JI,oo fot l!w(s)ll~ 
+ ~ JJPl,-2V~0 U~2 JI,,oo IIDw(t)ll~ 
+ ~ JJat(PL,-2v~ou~)ll,,oo fot IIDw(s)ll~ 
+ ~ JJ..A2 - 2 v~ovi,JJ,,oo JJD2w(t)JJ~ 
+ l; JJat(-A2-2v~ovi, )ll,,oo fot JJD2w(s)JJ~ 
+ lfot j(zoatwow1V~0- 1 Pz 1 -1U~2 + l1atw1woPz0-1Ui1 - 1 u~)~ 
+ lfot j (loatwow2v&o-1vi1 P12 -1 + l2atw2woll0 -1 ui, U~2 - 1 ) I 
+ llat j(llatW1W2V~0 Ui1 - 1 Pz2 -1 + l2atW2WIV~0 Pl,-lU·~-l)l· 
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(2.16) 
Usando integração por partes em te a regra de Leibnitz, obtemos a seguinte 
expressão para os últimos três termos do segundo membro da desigualdade 
{f) 1 6' , ....... _ ) 
lfot f 8tWoW1U~2 (loV~0- 1 Pz,-1 -l1ui'-1Pz0-1) 
- fot f l1w1wo8t(Pzo-1ui'- 1 u.~2 ) +f l1w1wo?z0-1ui'- 1 u~~ 
l
!tfa (l zo-1Z,n l n z, 12-1) + lo tWoW2 oVo v1 .rh-1- 2.rz0-1u1 u2 
- fot f l2w2wo8t(11o-1ui'u~- 1 ) +f l2w2woPz0-1ui'u~2- 1 1 
+ lfot f 8tw1w2v&0 (hui'-1Pz2 _ 1 -l2Pz,_2u&2 - 1 ) 
- fot f l2w2w18t(V~0 Pz,-1U~2- 1 ) +f l2W2WIV~0 Pz 1 -1U~2- 1 1. 
Observemos que 
e analogamente temos que 
O integrando de (2.17) pode ser escrito na forma 
onde usamos (2.14) e (2.15). 
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(2.17) 
Juntando estas informações, obtemos que os últimos três termos em (2.16) 
podem ser estimados por 
lo 118tWU~2 V~0 - 1 P( u1, vi) 11 r,co foi IIDw(s) li~ ds 
+h l!atwU~2 Ui1 - 1 P(u, v)ll,,oo fot (l!w(s)ll~ + I!Dw(s)ll~)ds 
rt 2 
+h l!atw1 v~0 vi1 - 1 P(u2, v2)ll,,co lo IID2w(s)ll 0 ds 
+l2!18tw1v~0 u~2 - 1 P(u1, vt)ll,,co fot (I!Dw(s)ll~ + IID2 w(s)ll~)ds 
+lo llatwV~0- 1 Vi1 P(u2, v2)ll,,co fot IID2w(s)ll~ ds 
+l2118twu~- 1 Pt,-1Plo-1ll r,oo fo\I!Dw(s)ll~ + IID2w(s)ll~)ds 
+l2ll8twvi1 u~2- 1 P( u, v) ll,,co fot (llw( s) 11~ + ·11D2w(s) 11:)ds 
+h l!at(Pto-1ui,- 1 U~2 )II,,co fot(llw(s)ll~ + IIDw(s)ll~)ds 
+l2118t(Pt0-1Ui1 u~2 - 1 )ll,,co fo\iiw(s)ll~ + IID2w(s)ll:)ds 
+l2ll8t(V~0 Pt,-1U~2 - 1 )II,,co fot (I!Dw(s)ll~ + IID2w(s)ll:)ds 
+l1llllo-lui1 - 1 U·~2 11,,co (llw(t)ll~ + IIDw(t)ll~) 
+l2llllo-1ui1 U~2 - 1 11,00 (llw(t)ll; + IID2w(t)ll:) 
+l2llllo-1ui1 U~2 - 1 11,,co (IIDw(t)ll~ + IID2w(t)ll:), 
que após substituir em (2.16), dá a seguinte estimativa para J2 
J2 ~ c{llw(t)ll~ + IIDw(t)ll~ + IID2w(t)ll: 
+ fot (liw(s)ll~ + IIDw(s)ll~ + IID2w(s)ll:)ds }. 
Usando equivalência de normas em H 2 (R), obtemos a desigualdade 
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Lembrando que 8t(.Pzo-2ui1 u;2 ) = 8t(Pzo-2ui1 )u;2 + l2Pzo-2ui1 u;2 - 1 D 2ut e que 
DGm(u) tem ordem 2m- 1, concluímos que c é um polinômio nas variáveis 
11 nk.,ll a llnk •. ll ~,. - n 1 ? ... 2m+ 1 de grau < 2m-2 11......, '"'llr,oovll '"'llr,oo'·--~,~,~, 5 • 
(d) lo = 1 e lm-2 = 2, que corresponde ao termo (Dm- 2u)2u de fm(u), 
fornece a Gm(u) os termos 2(-1)m-2nm-2(unm-2u) + (nm-2u)2 e contribui 
em (2.8) com 
J4 = fot j 8tw[2(-1)m-2nm-2(unm-2u-vnm-2v)+(Dm-2u?- (Dm-2v)2]. 
Usando as identidades 
e 
(nm-2u?- (nm-2v)2;:: nm-2w(nm-2u + nm-2v), 
obtemos a expressão 
J4 = fot f 8tw[2(-1)m-2nm-2(unm-2w + wnm-2v) 
+Dm-2w(Dm-2u + nm-2v)]. 
Usando integração por partes em x, encontramos a estimativa 
J4 ::; lfot j[2nm-28tw(u.Dm-2w + wvm-2v) 
+8twnm-2w(nm-2u. + nm-2v)Jj 
Jfot j[at(nm-2w) 2u + 2Dm- 28twwnm-2v 
+8twnm-2w(nm-2u + nm-2v)Jj. 
Integrando por partes em t, obtemos a estimativa 
J4 ::; I! (nm-2w)2u- fot f (Dm-2w)28tU + 2 f nm-2wwnm-2v 
-2 fot f nm-2W8t(WDm-2v) + fot f 8tWDm-2w(Dm-2U + nm-2v)J. 
Aplicando a regra do produto na derivada 8t(wnm- 2v) e usando a identidade 
8tWDm-2wDm-2u- Dm-2W8tWDm- 2V = 8tw(Dm-2wf, 
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obtemos a estimativa 
]4 ~ I! (nm-2w)2u- fot f (vm-2w)2ÔtU + 2 f vm-2wwnm-2v 
- fot f 8tW(Dm-2wf- fot f vm-2WW8tDm-2V,. 
Assim, temos que 
Portanto 
J4 :::; llullr,oo llnm- 2 w(t)ll~ + ll8tullr,oo fot llnm-2w(s)ll 2 ds 
+2jjnm-2vll,oo (Jiw(t)ll~ + jjnm-2w(t)jl~) 
+ ll8twllr,oo fot jjnm- 2w(s)jj~ ds 
+ jjatnm-2vllr,oo fo\iiw(s)ll~ + jjnm- 2w(s)jj~)ds. 
Observando que DGm(u) tem ordem 2m- 1, temos que c é um polinômio 
nas variáveis jjnkujj r,oo e jjDkvjj """' , k =O, 1, 2, ···,3m-3 de grau m. 
. Analogamente os termos intermediários que aparecem em (2.9) podem 
ser avaliados, obtendo sempre estimativas do tipo 
com 1 sendo um inteiro entre O e m - 2, e c um polinômio nas variáveis 
~~k~~~-.oo e jjDkvllr,oo, k = O, 1, 2, · · ·,3m-3, de grau no máximo igual a 
Combinando estes resultados com (2.9) obtemos, após usar equivalência 
de normas em Hm-2{R), a seguinte estimativa para IIDm-lw(t)llo 
jjnm-1w(t)jj: :::; c{llw(t)ll~ + jjnm-2w(t)jj: 
+ fot (Jiw(s)ll~ + jjnm-2 w(s)jl~)ds} 
+ IINIIo IIGm(u)- Gm(v)llo · 
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Da desigualdade de Gagliardo-Nirenberg, (1.17), com p = q =r= 2 , 
s = m- 2, k = m- 1 e>.= :=:i, obtemos que 
Aplicando a desigualdade de Young, (1.18), com p = :=~ e q = m- 1, 
obtemos a desigualdade 
llnm-2w(t)jj: ~ ó jjnm-1w(t)jj: + k(ó) llw(t)ll~, (2.18) 
onde k(ó) = &2-m e ó > O (arbitrário). Substituindo (2.18) na estimativa 
obtida para IIDm-lw(t)ll~, obtemos a desigualdade 
jjnm-1w(t)jj: < c{llw(t)ll~ + k(ó) llw(t)ll~ + ó jjnm-1w(t)jj:} 
+c ht (llw(s)ll~ + jjnm-1w(s)jj:)ds 
+ IINII 0 IIGm(u)- Gm(v)ll 0 • 
Escolhendo ó tal que có = ~ e, portanto ck(ó) = 2m-2cm-l é um polinômio 
nas variáveis jjnkujj r,oo , jjnkvjj r,oo, k = O, 1, 2, · · ·,3m - 3 de grau igual a 
2(m- 1)2 , obtemos a estimativa 
onde c é um polinômio nas variáveis jjDkullr,oo e jjDkvllr,oo' k = O, 1, 2, · · 
·,3m-3 de grau igual a 2(m -1)2• 
Usando (2. 7), encontramos que 
Somando este resultado com a desigualdade (2. 7), obtemos finalmente a es-
timativa 
llw(t)ll~ + jjnm-1w(t)jj: ~ c fo\iiw(s)ll~ + jjnm-1w(s)jj:)ds 
+c(IINII 0 IIGm(u)- Gm(v)ll0 + IINII 0 llwll 0 ). 
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Usando o Lema 1.2.1, concluímos que 
(2.19) 
onde a= c(JJNJJ 0 JJGm(u)- Gm(v)JJ 0 + JJNJJ 0 JJwJJ 0) e c é um polinômio nas 
variáveis jjDkullr.oo e I!Dkvll,,oo, k =O, 1, 2, ···,3m-3 de grau igual a 2(m-1)2 . 
Por hipótese as soluções e suas x-derivadas de ordem até 3m - 3 são do 
I 
tipo oc-(log) 2(m-ll 2 , isto é, os representantes u e v podem ser escolhidos de 
modo a satisfazerem a condição 
IIDkuéllr.oo = O(JlogEj 2Cm~ 1 l 2 ), comê-+ O, k =O, 1, 2, ···,3m-3. 
A desigualdade (2.19) e o fato de N E N2((0, T) x R) fornecem portanto a 
estimativa 
JJw(t)JJ~ + llnm- 1 w(t)ll~ ~ Cêq, Vq e ê >O, suficientemente pequeno. (2.20) 
Temos então que sup09::sr JJwé(t)JJ~ = O(êq), comê -+ O, Vq; o que implica 
em 
(2.21) 
De (2.20) tiramos também que (2.21) vale para as derivadas Dkw, 
k = 1, 2, · · ·, m- _1. Nosso objetivo é mostrar que (2.21) vale para qualquer 
derivada em X de w. Para isto, dado um inteiro k, k ~ m, seja e tal que 
m +f. = k. Diferenciando e+ 1 vezes a equação em (2.4) em relação a x, 
multiplicando o resultado por Df+1w e integrando em x e t, obtemos, após 
usar integração por partes, a expressão 
i llne+Iw(t)ll~ = (-1)€+2 fot f D2l+3w(Gm(u)- Gm(v)) 
+ fot f Dl+1NDl+1w. (2.22) 
Vejamos, como fizemos para obter a estimativa para llw(t)JJ~, qual a con-
tribuição em (2.22) de cada termo que aparece em Gm(u). O termo 2D2m-2u 
não oferece contribuição e o termo (Dm- 2u)2 contribui com 
fot f D2f+3wnm-2wnm-2(u +v) 
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( -1)l+2 fot f Dl+lwDl+2(nm-2wnm-2(u +v)) 
' ' ·~2 rt f e-'- 1 ~ (e + 2\ m+'-J" nm-2+J" ( \ (-lf' ~ D ·-w~ . }D '- w u+v1 
O J=O J 
(-1)l+2 fot f Dl+lwnm+lwnm-2(u +v) 
+( -1 )l+2lt f Dl+lw ~ (e~ 2) nm+l-iwnm-2+i ( u +v) 
o J=l J 
- ( -1)l+2 fot f Dl+lwnm+twnm-2(u +v) 
-fnt f wDl+1 [~(e~ 2)nm+l-iwnm-2+i(u +v)]. (2.23) 
o J=l J 
Usando a desigualdade de Hõlder, obtemos que (2.23) é estimado por 
JJnm-2(u + v)jj,,oo fot (jjnl+lw(s)jj~ + JJnt+mw(s)jj~)ds 
l+2l+l 
+ llwllo ~L Cij JJnm+2l+l-j-iwJJ
0 
JJnm-2+i+i(u + v)li,;oo. 
J=l t=O 
A contribuição do termo 2(-1)m-2nm-2(unm-2u) em (2.22) é 
fot f D2l+3w2( -l)m-2 nm-2 ( u.nm-2u - vnm-2v) 
f D2l+3w2(-1)m-2nm-2(nm-2wu + nm-2vw) 
2( -1 )m+2l+l fot f wnm+2l+l (nm-2wu + nm-2vw) 
t m+2l+l 
2( -1)m+l 1 f[w L cj(D2m+2l-l-jwDiu 
O j=O 
+Dm-2+ivnm+2l+l-iw)]. (2.24) 
Portanto (2.24) é majorada por 
m+2l+l 
llwllo L cj(JJn2m+2l-l-iwJJo JJDiuJJ,,oo + JJnm+2l+l-iwJJo JJnm-2+ivJJ,,oo). 
j=O 
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O termo um que aparece em Gm(u) contribui em (2.22) com 
I tfo2l+3w(um- vm)l =I !tfwnU+3wP. -1 
llo 'I 1Jo m 1 1 
< llwllo jjn2H3wllo IIPm-lllr.oo, 
onde Pm-1 é dado por (2.11). 
Analogamente os outros termos que aparecem em (2.22) podem ser es-
timados por um produto onde um dos fatores é llwll 0 • Fazendo uso destas 
estimativas em (2.22), obtemos a desigualdade 
1
2 r 2 2 jjnHlw(t) lo ~ c lo (jjnHlw(s)llo + jjnHmw(s)jjo)ds 
+ jjnH1 Nilo jjne+1wllo +a, (2.25) 
onde c= IIDm- 2(u + v)llr.oo e a= a(ê), é uma soma onde cada termo tem o 
fator llwll 0 que, por (2.21), é O(êq), ê-+ O. 
Diferenciando a equação (2.4) e+ 1 vezes em relação a x, multiplicando 
o resultado por Di+1(Gm(u) - Gm(v)) e integrando em xe t, obtemos a 
igualdade 
fot f Di+18twDi+1(Gm(u)- Gm(v)) 
ht f Dl+1NDH 1(Gm(u)- Gm(v)). (2.26) 
O termo 2D2m-2 u de Gm(u) contribui no primeiro membro de (2.26) com 
fot f Df+l8twDf+l(2D2m-2w), 
que após integração por partes torna-se igual a jjnHmw(t)jj~. Assim podemos 
reescrever (2.26) na forma 
As contribuições J:s são definidas abaixo, e para estimá-las usaremos a 
hipótese de indução, isto é, queremos mostrar que vale uma estimativa do 
tipo 
(2.28) 
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Como já sabemos que (2.28) vale para O ::; k < m, suponhamos que seja 
válida para k substituído por s, s = m, m + 1, · · ·, m +e- 1. Considerando 
a. caractt:rização das leis de conservação Fm, temos os seguintes casos: 
(a) lj =O, j 2: 1. 
Usando integração por partes em t, obtemos a expressão 
Assim J0 pode ser estimado por 
onde c é um polinômio nas variáveis IIDsullr,oo, IID5 vllr,oo, s =O, 1, 2, ... , 3m-
3 de grau no máximo igual a 2m-2, e o:0 é uma soma onde cada terino contém 
um fator do tipo supt IIDswê(t)ilo, que por (2.28) é O(Eq), E----* O. 
(b) lj = o, j 2: 2. 
J1 fot f ÔtWf+1Dl+l[loU~0 - 1 Ui1 -loV~0- 1 Vi1 - hD(u~0 ui1 - 1 ) + l1D(v~0 vi1 - 1 )) 
fot f ÔtWf+1Dt+l[lo~(u~0- 1 ui1 )- hD(~(u~0 ui1 - 1 ))], 
ou, usando (2.10) 
J1 = fot f ÔtWf+1Dl+1 {lo[(~u~0- 1 )ui1 + V~0- 1 (~ui1 )] 
-l1D[(~u~a)ui,-1 + v~a-1(~ui,-l)]}. 
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Usando (2.11) e integração por partes, obtemos a expressão 
T -
"'l - rt r l_fl.on, . • nf+1(?n,. p, 2UI11 + 7101o-1W1 DI 1) Jo J ·u~t~<.--rJ. ~v- •o- - .r,l_ 
+ fot f l18tWf+2Df+1(woPz 0-1Ui1- 1 + w1111 -2V~0- 1 ) 
fot f lo8tWf+1Wf+1plo-2ui1 
fo t f ~ (€ + 1) f+ 1 . . l + lo8tWf+1 ~ . D - 3 wD3 (Pz0-2U11 ) o J=1 J 
+ fot f lo8tWf+1Dl+ 1 (v~0- 1 w1Pl1 -d + fot f l18tWf+2Wf+2111 -2V~0- 1 
+ fot f l18twe+2 ~ (€ ~ 1)Dl+2-iwDi(Pz,_2 v~0- 1 ) 
o J=1 J 
+ fot f h8tWf+2Dl+1(woPzo-1ui1- 1). 
Usando integração por partes em t, podemos escrever os termos 
fot f lo8tWf+1 Wf+1plo-2ui1 e fot f h8twl+2Wf+2Pl,-2V~0- 1 
respectivamente nas formas 
Os outros termos que aparecem em 11 podem ser estimados por uma soma 
onde cada termo contém um fator do tipo supt JID5 wê(t)llo, que por (2.28) é 
O(êq), ê--+ O. Assim, 11 pode ser estimado por 
onde c é um polinômio nas variáveis IID5 ullr,oo, IID5 vllr,oo, s =O, 1, 2, ···,3m-
3 de grau no máximo igual a 2m-2, e a 1 é O(êq), ê--+ O. 
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J2 = fot f Btwl+1Dl+1 [(lou~0- 1 ui,u~2 -lov~0- 1 vi1 v~2 ) 
- hD( u~oui,-lu~2 - v~ovi,-lv~2) + l2D2( u~oui, u.~2-l - v~ovi, v~2-l )] 
fot f Btwl+1Dl+1 [lo~( u~0 - 1 ui, U~2 ) - hD(~( u~0 ui,- 1 u~2 )) 
+ l2D2 (~( u~0 ui, u.&2 - 1) )] 
fot f lo8tWf+lDl+ 1 (~(u~0- 1 ui,u~2 )) + fot f h8tWf+2Dl+1 (~(u~0 ui,- 1 u.&2 )) 
+ fot f l28tWe+sDl+1 (~(u&0 ui1 u~2 - 1 )) 
fot f lo8twl+1Dl+l{ (~u~o~l )ui, u~2 + v~o-1[(~ui, )u~2 +vi, ~u&2]} 
+ fot f zlatwl+2Dl+1 {(~u~0 )ui,- 1 u&2 + v~0 [(~ui1 - 1 )u.~2 + vi,- 1 ~u~)} 
+ fot f l28tWe+sDl+1{ (~u~0 )ui1 u~- 1 + v~0 [(~ui1 )u&2- 1 + vi1 ~u&2- 1)}. 
Usando (2.11), J2 pode ser escrito na forma 
!tfza Dl+l( n 1,12 lo-1.p z., z,zo-1 R) lo o tWf+1 Wo.rzo-2u1 U2 + Vo W1 1,-l'U.i + V1 Vo W2 12-1 
!tft a Dl+1( p 1,-1 12 .lo. , p 12 + lo ,!,-1 p ) +lo 1 tWf+2 Wo lo-1 u.1 u2 + 1'o 'Uh z,-2u2 Vo 1'1 w2 12-1 
!tfta Dl+1( .p 1,12-1 lo p 12-1 ,lo 1, n ) +lo 2 tWf+3 Wo la-1'111 U2 + Vo W1 1,-1'112 + Vo V1 W2.r12-2 · 
Usando a regra de Leibnitz, podemos escrever J2 na forma 
fot f loatwl+1Dl+1wPz0-2ui, u&2 
+ !,' j lo8t wt+ 1%, e: I) Dt+ H wDi ( P1,_2u\' u~) 
{t f l a Dl+1( lo-1 n 12 lo-1 1, R ) +lo o tWf+1 v0 w1.r1,-1 u2 + v0 v1 w2 12 -1 
+ fot f l1 at Wf+2Dl+2wv~0 Pz, -2'11~ 
-
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A 1 a, 4a e 7a linhas de J2 acima podem ser escritas respectivamente nas 
formas 
Portanto podemos concluir, após usar equivalência de normas em H 3 (R), 
que J2 pode ser estimado por 
onde c é um polinômio nas variáveis IIDsuilr,oo, IID 5 vll 1,oo, s = O, 1, 2, ···,3m-
3 de grau no máximo igual a 2m-2, e a 2 é O(Eq), E--+ O. 
{d)A contribuição J4 em {2.27) é devida ao termo 
2{-1)m-2nm-2(unm-2u) + (nm-2u) 2 de Gm(u), e portanto é dada por 
J4 = fot f 8tWeHDl+1[2(-1)m-2Dm-2(uDm-2u- vDm-2v) 
+ (nm-2u)2 _ (nm-2v)2] 
fot f 8tWe+IDl+1[2(-1)m-2Dm-2(uDm-2w + wDm-2v) 
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+Dm-2w(nm-2u + nm-2v)] 
t j{8tWf+m-1Dl+1[2(uDm-2w + wnm-2v)] 
JU 
+ 8twl+1Dl+1[Dm-2w(Dm-2(u +v))]} 
2(fot f 8tWf+m-1Dl+m-1wu 
+ lot f 8tWf+m-1 I: (e~ 1) Dl+m-1-iwDiu) 
o J=l J 
+ 2[fot f 8tWf+m-1Df+1(wnm-2v) 
+ fot f 8twf+1Df+1[Dm-2w(Dm-2(u. +v))], 
ou ainda, 
J4 = f ( Wf+m-1) 2u- fot f ( Wf+m-1) 28tU 
+2(fnt f 8tWe+m-1 I: (e~ 1)nt+m-1-iwDiu) 
o J=1 J 
+2 f We+m-1Df+1(wnm-2v)- 2 fot f Wf+m- 18t(Dl+l(wnm-2v)) 
+ kt f 8t'wl+1Dl+1[Dm-2w(Dm-2(~ +v))]. 
As linhas 3 e 4 de J4 acima, podem ser escritas na forma 
2 f We+m-1Dl+ 1wDm-2 v + 2 f We+m-l I: (e~ 1) Dl+l-.iwnm-2+.iv 
)=1 J 
- 2fnt f Wf+m-18t (we+1nm-2v +I: (e~ 1)ne+1-iwnm-2+iv) 
o J=l J 
2 f We+m-1Dl+ 1wDm-2v + 2 f Wf+m-l I: (e~ 1) Dl+l-iwnm-2+iv 
J=l J 
-2 fot f Wf+m-l Wf+18t(nm-2v) - 2 fot f Wf+m-l8tWf+lDm-2v 
-2fnt f Wf+m-l8t (I: (e~ 1) Dl+1-iwnm-2+iv) . 
o J=l J 
40 
De volta à expressão de J4 , concluímos que J4 pode ser estimado por 
J~ ::; c{l!nl+lw(t)!!: + llne+m-lw(t)ll~ 
+ kt (llne+lw(s)ll~ + llne+m-lw(s)ll~)ds} + a4, 
onde c é um polinômio nas variáveis IID5 ullr,oo, IID5 vllr,oo, s =O, 1, 2, ···,3m-
3 de grau no máximo igual a 2m-2, e a4 é O(êq), ê -tO. 
Os outros termos que aparecem em (2.26) podem, analogamente ser esti-
mados, obtendo estimativas do tipo 
c{llnl+lw(t)ll~ + llnm+'w(t) li~+ kt (llnl+Iw(s)ll~ + llnm+'w(s)ll~)ds} +a,' 
1 < 'Y < e - 1, e c um polinômio nas variáveis IIDkull r,oo e IIDkv li r,oo , k = 
O, 1, 2, ···,3m-3, de grau no máximo igual a 2m-3. 
Levando estes resultados em (2.27) obtemos, após usar equivalência de 
normas em Hm+f-l (R), a estimativa 
Usando a desigualdade (1.17), p = q =r= 2, s = m- 2, k = m- 1, À= 
:::::i, e w substituído por Dl+1w, obtemos a desigualdade 
Aplicando a desigualdade de Young (1.18) com p = ::=; e q = m-1, obtemos 
a desigualdade 
llne+m-lw(t)ll:::; k(8) llnf+lw(t)ll: + o!lnf+mw(t)ll:. 
Substituindo esta última desigualdade em (2.29), escolhendo 8 de maneira 
conveniente, obtemos a seguinte estimativa 
llne+mw(t)ll~ ::; c!lne+Iw(t)ll~ +c fot (llnf+Iw(s)ll: + llne+mw(s)ll:)ds 
+ IIDf+INIIo IIDf+l(Gm(u)- Gm(v))llo · 
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Usando (2.25), encontramos a desigualdade 
llnl+mw(t) 11: < ~a+ c !!Dl+l Nilo I!De+lwllo 
+ I!De+l Nilo I!Dl+1(Gm(u)- Gm(v))ll
0 
r 2 112 +c lo (11Dl+ 1w(s)ll
0 
+ llnl+mw(s) 
0
)ds. 
Somando este resultado com a desigualdade (2.25), encontramos finalmente 
a estimativa 
onde f3 é O(.s9). Usando o Lema de Gronwall, concluímos que 
onde c é um polinômio nas variáveis I!Dkull T,"" e I!Dkvll T,"", 
·,3m-3 de grau igual a 2(m- 1)2 • 
(2.30) 
k=012 .. 
' ' ' 
Tal como fizemos para estimar a norma JJwê(·, · )JJ 0 , obtemos de (2.30) que 
Usando a equação de (2.4), obtemos uma estimativa análoga para as derivadas 
mistas de w, implicando assim que w E N2 ( (0, T) x R), e portanto a unici-
dade pretendida. O 
2.2 Condições sobre o dado. 
As exigências impostas sobre as soluções do problema de Cauchy (2.1) 
no Teorema 2.1.1, as quais garantem a unicidade de soluções para aquele 
problema, podem ser obtidas impondo certas restrições no dado g, como 
mostra o seguinte resultado 
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Proposição 2.2.1 Suponhamos que g e suas derivadas até a ordem (3m -
1 
2) sejam do tipo 2-(log) (3m- 1 ) 2 (m-1J 2 (ver {1.24)). Então as soluções u do 
problema (2.1) são, juniameníe com suas x-deri-vadas até a ordem (3m-3), 
1 
do tipo oc-(log) 2(m-1J2 • 
Prova Seja u = ué o representante de u solução do problema (2.2). Da 
desigualdade 
llu(t) li f-'>0 ~ I lu( t) I lo + llux(t) I lo, (2.31) 
que é consequência da desigualdade (1.17), quando fazemos p = oc, s = 
O, q = r = 2, k = 1 e À = ~' podemos obter, após tomar o supremo em t, a 
estimativa 
llullu., ~ sup llu(t)ll0 + sup iiux(t)ll0 • t t 
A primeira lei de conservação 
F1(u) =~f u2(x, t)dx, 
implica em iiu(t)ll 0 = llgll 0 , e portanto temos que 
llullr,oo ~ IIYIIo + sup iiux(t)iio · 
t 
Para estimar supt llux(t)ll 0 , usamos a segunda lei de conservação 
f 1 3 1 2 F2(u) = (6u - 2ux)dx, 
de onde obtemos a igualdade 
Consequentemente temos a seguinte desigualdade 
llux(t)ii~ ~ ~ llu(t)llr,oo f u2dx + ~ IIYIIr,oo f g2dx + f(g') 2dx. 
Usando (2.31) em llu(t)llr,oo e em IIYIIr,oo, obtemos a estimativa 
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(2.32) 
(2.33) 
ou ainda 
onde usamos a desigualdade ab ~ ~(a2 + b2 ). O resultado anterior implica em 
(2.34) 
Tomando o supremo em (2.34) e substituindo em (2.33), obtemos a estimativa 
(2.35) 
Vamos obter agora uma estimativa para Jluxllr,oo em função das normas 
L2 de g e suas derivadas. Para isto trocando u por Ux em (2.31), obtemos a 
desigualdade 
(2.36) 
O primeiro termo do segundo membro de (2.36) está estimado em (2.34). 
Para estimar o segundo termo usamos a terceira lei de conservação 
() 
/
14 2 92 F3 u = ( 4u - 3uux + 5uxx)dx, 
de onde obtemos a identidade 
Consequentemente temos a seguinte desigualdade 
JJuxx(t)JJ~ ~ c{JJuJJ;,oo JJgJJ~ + JJuJJr,oo JJux(t)JJ~ + (JJgJJo + JJg'JJo) 2 JJgJJ~ 
+(!lgJJo + JJg'JJo) llg'JI~ + JJg''JI~}. 
Usando (2.34) e (2.35), obtemos a estimativa 
(2.37) 
onde P3 é um polinômio de grau 3. De volta a (2.36) obtemos, após tomar o 
supremo em t, uma estimativa análoga a (2.37) para Jluxll r,oo. 
Trocando u por Uxx em (2.31), obtemos a desigualdade 
(2.38) 
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O primeiro termo do segundo membro de (2.38) está estimado em (2.37). 
Para estimar o segundo termo usamos a quarta lei de conservação 
de onde obtemos a igualdade 
Consequentemente temos a seguinte desigualdade 
lluxxx(t)ll~ ~ C {llull;,oo 11911~ + llull;,oo llux(t)ll~ + llull,,oo iiuxx(t)ll~ 
+(llgllo + llg'llo) 3 11911~ + (ilgllo. + llg'llo) 2 119'11~ 
+ (ilgllo + llg'llo) ilg"ll~ + llg'"ll~} · 
Usando (2.34), (2.35) e (2.37), obtemos a estimativa 
De volta a (2.38) obtemos, após tomar o supremo em t, uma estimativa 
análoga a (2.39) para iiuxxll r.oo . 
Dado um inteiro positivo €, trocando u por Deu em (2.31), obtemos a 
desigualdade 
(2.40) 
Supondo já obtidas as estimativas 
1 ~ k ~ e, onde pk+l é um polinômio de grau k + 1, vamos prová-la para 
k = e+ 1. Usando a lei de conservação 
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obtemos a igualdade 
f (Dl+1u)2dx = -c f 'u(Dev.)2rlx- f Q,+2 (u.! Du, · · ·, nt-1u)dx 
+ f(Dl+1g)2dx +c f g(Deg)2 
+f Qt+2(g, Dg, · · ·, ne-1g)dx. (2.42) 
Agora, observando que 
concluímos, usando a hipótese de indução, que li u(Dlu)2dxl pode ser esti-
mado por um polinômio nas variáveis 
ll9llo, IIDgllo, · · ·, IIDegllo de grau 2 + 2(e + 1) = 2e + 4. 
Para estimar a integral fQt+2 (u,Du,· · ·,De-1u)dx, usamos que cada 
termo de Qt+2 tem grau > 3 e é do tipo (ver (1.4) e (1.5)) 
l-1 l-1 . 
rr (Diu )1\ onde L(1 + ~)li = e+ 3. 
i=O i=O 
Assim podemos escrever a expressão 
l-1 f I1 (Diu)l;dx 
i=O 
f ulo(Du)/1 ... (Diu)li-1 ... (Dku)lk-1 ... (Dl-lu/t-1 D·iuDkudx, 
O ~ j, k ~ e -1, de onde vemos que, aplicando a desigualdade de Holder em 
dois termos enquanto os demais termos são estimados pela norma vx>, 
lo 11 11 · lllj-1 11 k lllk-1 llullr,oo IIDullr,oo · · · DJu U.JO • • • D U r,oo · · · 
llne- 1 uW;~1 llniu(t)llo llnku(t)llo · 
Pela hipótese de indução temos que IIDkullr,oo pode ser estimado por um 
polinômio 
46 
portanto f [Jf;:J(Diu)l;dx pode ser majorado por um polinômio nas normas 
ll9llo, IIDgllo, · · ·, jjne-1gjj 0de grau dado pela soma 
2l0 +3ft+···+ (j + 2)(lj- 1) + · · · + (k + 2)(lk- 1) 
+···+(e- 1 + 2)le-1 + (j + 1) + (k + 1), 
e esta é igual a 
f-1 
2: (i + 2) ti - u + 2) - ( k + 2) + u + 1) + ( k + 1) 
i=O 
f-1 i 
2 2:(1 + 2)ti- 2 = 2e + 4. i= O 
De onde concluímos que f Qe+2 (u, Du, · · ·, ne-1u)dx pode ser estimado por 
um polinômio nas variáveis ll9llo, IIDgllo, · · ·, jjne-1gjj
0 
de grau 2e + 4. O 
mesmo resultado vale para f Qe+2(g, Dg, · · ·, ne-1g)dx. 
De volta a (2.42), obtemos a estimativa 
(2.43) 
As desigualdades (2.40) e (2.43) implicam, finalmente na seguinte estimativa 
para as soluções u do problema (2.1) 
Assim se exigirmos que g e suas derivadas até a ordem (3m-2) sejam do 
1 
tipo 2-(log) (3m-ll2Cm-1l2 , isto é, g tem um representante ainda denotado por 
g em EM,2[R], tal que 
IIDkgello ::; ckllogEI ( 3m-l)~(m-1)2 ' k =o, 1, 2, .. ·,3m-2, o< ê < 6, 
sendo 
jjDeuell,"' ::; C {ll9ell~0 + IID9ell~1 + · · · + jjDf+19ell:t+l}, 
com rj ::; 3m- 1 ' o ::; j ::; e+ 1, teremos que 
IIDfuell r,c.o ::; c { llogEI (3m-1;2~m-1) 2 + llogEI (3m-1;1(m-1)2 
+ ... +llog EI (3m-1)2(m-1)2 . •t+l } 
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E como {Sm-l)d(m-l)2 < 2(m~l) 2 , concluímos que para ê < mín{ 8, e-1 }, vale 
O que conclui a demonstração da proposição. o 
2.3 Coerência com resultados conhecidos. 
A proposição seguinte mostra que a solução generalizada obtida no Teo-
rema 2.1.1 para o problema (2.1) é associada (ver Definição 1.3.2) à solução 
obtida por Ponce (ver Teorema 1.2.6). 
Proposição 2.3.1 Seja g E Hr(R) nL2 (jxj 17dx) = Xr,o- com r= máx{3m-
2, s}, onde s e a são inteiros positivos obtidos no Teorema 1. 2. 6. Então 
a solução do problema (2.1) com dado cl(L(g)) dada no Teorema 2.1.1 é 
associada à solução v E C([O, T]: Xr,o- ) dada no Teorema 1.2.6. 
Prova Consideremos a injeção L : H-00 (R) --+ EM,2[R] dada no Teorema 
1.3.1. Como r~ 3m-2, a desigualdade de Young (1.19) implica que cl(L(g)) 
e suas derivadas até a ordem 3m- 2 são do tipo 2-limitado, em particular 
cl(i(g)) satisfaz às hipóteses da Proposição 2.2.1; segue do Teorema 2.1.1 que 
existe uma única solução u E 92 ((0, T) x R) para a équação Ut = D(Gm(u)) 
com dado cl(1.,(g)) em Ç2 (R). Esta solução tem, por construção, como re-
presentante a única solução ué em C00 ([0, T] X R) n L00 ([0, T] : H 00 (R)) do 
problema (2.2) com dado g *pé obtida no Teorema 1.2.2 e observação no final 
do enunciado desse teorema. 
Vamos mostrar que 9*Pé está em Xr,o-, para todo ê >O. Como g E H 8 (R), 
segue (ver, por exemplo (3, Teorema 5.11, pg. 165]) que g *pé E H 00 (R); por 
outro lado, usando (1.20), temos que 
1 
llg * Pêllu(lxl") = (j !(g * Pé)(x)jPjxjo-dx) "P = 
1 (J IJ g(x- y)pé(y)dyiP !xlo-dx) "P 
(J IJ g(x- y)pê(y)jx!;dyiP dx) i 
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1 
< f (f !g(x- y)!Pip~(y)!P!x!udx);; dy 
1 
- f !P~(y)! (f !g(x- y)jPjxju dx) "P dy 
1 
- f iP~(y)j (f !g(z)jPjy + zjudz) ii dy 
1 
< c f iP~(Y)!iYi~dy (f jg(z)jPdz) ii 
1 
+c f IP~(y)jdy (f !g(z)!Piziu dz);;. 
Portanto temos a desigualdade (uma generalização da desigualdade de Young 
(1.19) para g E V n V(!x! 11 )) 
llg * P~llr,P(ixi") ::S C { ll9llr,P IIP~11,,1(1xl~) + ll9llr,P(Ixl") IIP~IIr,1}' (2.44) 
onde usamos a desigualdade !Y + z! 17 ::; c(!YI 11 + !z! 17 ) que é consequência de 
(1.18). 
Como p E S(R), segue que flp~(y)I!Y!~dy e f IP~(y)!dy são finitos, e como 
g E L2 (!x! 17dx) a desigualdade (2.44) com p = 2, implica que g * p~ 
E L2 (ixi 17dx). 
Como C([O, T] : Xs,u(R)) c vx)([O, T] : H8 (R)) com inclusão contínua, 
segue da dependência contínua dada no Teorema 1.2.6, que 
s~p !lu~(t) - v(t)lls -t O, se llg * p~ - gllx •. u(R) -tO, E -t O, (2.45) 
onde 
llg * P~- 9llx.,.,.(R) = llg * P~- 9lls + llg * P~- 9llr,2(1xl") · (2.46) 
Como V(R) C S(R) C L1(R) densamente, segue que Vó >O existe cp6 
E V(R), tal que llcp6 - pll,,1 < 8. 
Avaliemos o último termo de (2.46) 
119 * P~- 9llu(lxl") = II(P~- cp~) * g + 'P~ * g- gllr,2(1xl") 
::; ll(p~- cp~) * 911r.2 (1xl") + llcp~ * g- gllr,2(1xl") · (2.4?) 
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Por {2.44), temos que 
IJt ~ - ,,..ó\ * gJJ < ~f llgll·· 11 n_- ~~óll _ + lia li.~, llp~- <t'ójj } . j\fJe "''eJ L2(Jzl0')-~l" l/,2!1re T-eiiT.l(Jxl2) flv,.,,-uxlulll- .~,,,,; 
Como p, cp6 E S(R) temos que 
JIPe- <p~ll,_,(lxl~) = ê~ j lp(x)- <pó(x)llxl~dx ~ e~M1, 
onde M1 = JIP- <póJJ, IZ. • Por outro lado <pó foi escolhida de modo que 
T, (lxl 2 ) 
JIPe- <p~~~ ,,, = IJP- <pó li,,, < 6; segue então que 
li(Pe- <p~) * 911 ~ c{ll9llr,2 M1ê~ + II9IIP(Ixlu) 6}. (2.48) L2(izl0') 
Antes de estimarmos o último termo de {2.47), observemos que a densi-
dade de Cc(R) em LP(Ixla) {ver por exemplo, Teorema 3.14 de [32, p.71]), 
nos permite escolher gf E Cc(R) tal que ll(g- gf)(-)%11L
2 
< 6. Como gf tem 
suporte compacto temos que <p: * gf- gf converge a zero uniformemente sobre 
compactos quando ê --+ O. O mesmo acontece com ( <p~ * gf - gf) I · I%. Como 
supp(<p: * gf) C esupp<pó +suppgf C Kó, Kó compacto fixo, consequente-
mente temos a convergência, 
Agora avaliemos o último termo de (2.47); segue de (2.44) que 
lll'P~ * (g- gf)] + (cp~ * gf- gf) + (gf- g)ll 
L2 (izl0') 
< c{jjg- gfJJ,,211<p~~~T,l(lxlt) + JJg- gfllr,2(1xla) IJ<p~JI,, 
+ 11 ( <p~ * gf- gf)(· )~ 11 f,2 + ll(g- gt)(-)% 11 T,2} 
< c{Jig- gfll,,2 M2e% + 6(6 +!IPI! r_,) 
+ ll(<p~ * gf- gf)(·)~ll,,2 + 6}, 
onde M2 = Jjcp6JJ, rz. e onde usamos 
T. (lxl7) 
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Usando esta estimativa e a desigualdade (2.48) em (2.47), obtemos que 
11,., ~"-gll < cfllnll_~_llf,>:~+llgllr~" ,,.,8+11a-q~ll M2t:~ llt'e ·-~ IIL2 (Izl"l lii.J'II/,~ L " ',-ua:1 J 1- -~ 11 [,2 
Segue de (2.49) que 
lime-+Dsup IIPe * 9- 911 . ~ c(82 + 8), t/8 >O. 
L 2(1zl") 
Como 8 é arbitrário temos que 
IIPe * 9- 9IIL2 (Ixl"l ---tO quando ê ---tO. (2.50) 
A convergência para zero de IIPe * 9- 9lls, quando ê ---tO é clara; portanto 
segue de (2.50) e de (2.46) que 
119 * Pe - 9llx.,u ---t O, quando ê ---t O. 
Finalmente, (2.45) mostra que Ue ---t v em L00 ([0, T] : H 8 (R)), e portanto em 
v' ((0, T) X R). Isto conclui a demonstração da proposição. o 
51 
Capítulo 3 
Soluções generalizadas para a 
equação Ut == DG3(u). 
O Teorema 2.1.1 para a equação geral (1.1) já nos garante a existência de 
soluções em 92 ((0, T) x R) para o problema de Cauchy envolvendo a equação 
(3.4) com dado inicial g E Q2 (R). A demonstração de unicidade de soluções 
que faremos no Teorema 3.1.1, ao contrário da demonstração que fizemos 
para o Teorema 2.1.1, não usa a característica básica satisfeita pela classe, 
isto é, a equação (1.1) é completamente integrável. Isto permitirá estender 
o resultado às equações (3.1), (3.2) e (3.3) que correspondem aos modelos 
considerados respectivamente por Olver [29], Benney [4] e Fisher [17] 
Ut + 'U.x + C1UUx + C2Uxxx + C3UxUxx + C4UUxxx + CsUxxxxx =O, (3.1) 
Ut- 2UxUxx - U'll·xxx + Uxxxxx =O, (3.2) 
Ut + (u + U2)ux + (1 + u)(UxUxx + UUxxx) + Uxxxxx = 0. (3.3) 
O que será feito no capítulo 4. 
3.1 Unicidade de soluções. 
Consideremos a equação (3.4), que corresponde ao terceiro membro da 
hierarquia de Lax, obtida quando fazemos m = 3 na equação (1.1) 
(3.4) 
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Teorema 3.1.1 Dados g E Q2 (R) e T > O finito, com g, g' e g" do tipo 
2- (log)t, o problema de Cauchy para a equação (3.4) e dado inicial g tem 
'!!O máximo uma solução 11. E 9:2((0: T) x R) satisfazendo à condição: possui 
um representante u E EM,2[(0, T) x R)] tal que 
sup iiuê(t, ·)11 4 = O(llog.sli), com.=: -tO. [O,T] (3.5) 
Condições sobre o dado inicial g que garantem que (3.5) seja satisfeita 
serão dadas na Proposição 3.2.1. 
Uma comparação da Proposição 2.2.1 com a Proposição 3.2.1 nos permite 
concluir que a condição imposta neste teorema, a qual garante a unicidade, 
é mais fraca que as exigências impostas sobre as soluções no Teorema 2.1.1. 
Prova Suponhamos que existam duas funções generalizadas u, v E 92 ((0, T)x 
R) satisfazendo à equação (3.4), à hipótese do teorema e tal que em t = O 
coincidam com g. Neste caso existem fh, n2 E N2((0, T) x R) e fj E N2(R), 
tais que, se denotamos também por u = ué (.' . ) e v = vê (.' . ) os representantes 
das soluções em EM,2[(0, T) x R] satisfazendo portanto às equações (3.4) com 
o no segundo membro substituído respectivamente por nl, n2, então 
Bt(u- v)+ c1(u2Du- v2Dv) + c2(DuD2u- DvD2v) 
+c3(uD3u- vD3v)- D5 (u- v)= n1 - n2 em (0, T) x R) 
(u- v)it=O = fj em R. 
Fazendo w = u - v, N = n1 - n2 supondo, sem perder a generalidade, que 
fj = O, o problema acima se escreve na forma 
Btw + c1(u + v)Duw + c1v2Dw + c2DvD2w 
+c2D2uDw + c3D3u.w + c3vD3w - D5w = N, 
wlt=O =O. 
(3.6) 
Multiplicando a equação em (3.6) por w e integrando o resultado em relação 
a x, obtemos a expressão 
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+c3 f wvD3wdx- f wD5wdx =f wNdx. 
Usando as identidades ab~tixo, obtidas por integração por partes 
f wvD3wdx =-~f wDvD2wdx +~f w2 D3vdx, 
f wD5wdx =O, 
f wD2uDwdx =-~f w2D3udx 
e f wv2Dwdx =-f w2vDvdx, 
podemos escrever (3. 7) na forma 
(3.7) 
~!f w2dx + c1 f w2 (u + v)Dudx- c1 f w2vDvdx + c2 f wDvD2wdx 
-~ f w2 D3udx + C3 f w2 D3udx - 3~3 f wDvD2wdx 
+~f w2D3vdx =f wNdx, 
de onde obtemos a desigualdade 
:t f w2dx::::; c f[(lul + lvi)IDul + lviiDvl + ID3ul + ID3vl]w2dx 
+c f lwDvD2wldx +c f lwN!dx, 
onde c é uma constante positiva. 
Integrando a desigualdade anterior de O a t ::::; T, usando imersão de 
Sobolev e a desigualdade ab::::; c5a2 + cS-1b2 , c5 >O, obtemos a estimativa 
f w2dx::::; c IINIIo llwll 0 + c(M(T) + cc5- 1) fot f w2dxdt 
+c5 ht f (DvD 2w fdxdt. (3.8) 
onde M (T) é dado por 
l\1(t) = csup (1 + llu(s)ll 4 + llv(s)ll4f [O,t] 
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(3.9) 
Obtém-se uma estimativa conveniente para o último termo de (3.8) usando 
o argumento devido a Ginibre e Tsutsumi [21], isto é, 
fot f[(vD 2 w? + (DvD 2w) 2]dxdt 
< .f lot f[(vD 2w) 2 + (DvD 2w) 2]x](x)dxdt 
J=-oo O 
00 
< { L supsup[(v(x, t)) 2 + (Dv(x, t)) 2]x](x)} · 
j=-oo [0,7') x 
·{s~p fot f (D 2w)2 Xi(x)dxdt} 
< c{ f sup ll(vxi)(t)il;} · {s~p fnt f(D 2w) 2xid.r:dt}, (3.10) 
j=-oo [O,T] J O 
onde Xi(x) = x(x- j), j E Z ex E 'D(R), O:::; x:::; 1,·x = 1 em [0, 1], x =O 
fora de ( -1, 2). 
Para continuar a demonstração usaremos as estimativas abaixo, baseadas 
em Ponce (31], que serão demonstradas posteriormente 
00 
L sup ll(vxi)(t)ll;:::; K :=c llv(O)II; + cTsup (llv(t)ll; + llv(t)ll:) +a, 
j=-oo [O,T] [O,T) 
(3.11) 
onde a é O(êq), e 
s~p fot f ( Wxx) 2 Xidxdt 
:::; c f ( w(x, t) )2dx + c(M(t) + co- 1) fot f ( w(x, t) )2dxdt 
+o (fot f ( VWxx) 2dxdt + fot f (vxWxx) 2dxdt) +f], (3.12) 
onde c é uma constante, o > O é arbitrário, M(t) é dado por (3.9) e f] é 
O(êq). 
Admitindo as estimativas acima, temos que (3.10) é estimado por 
cK {c f w2dx + c(M(T) + co-1 ) fot f w2dxdt 
+o fot f[(vD 2w) 2 + (DvD2 w) 2]dxdt +f]}. 
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Escolhendo 8 = 2(cK ~2c2 K), temos das desigualdades anteriores que 
(1- 2(1 : 2c)) J,' jl(vD2w) 2 + (DvD2w)2]dxdi 
< cK {c f w2dx + c(M(T) + c8-1) fot f w2dxdt + (3}. 
Como ~ :::; 1 - 2(1!2c), obtemos que 
fot f[(vD 2w) 2 + (DvD2w?]dxdt 
< 2cK {c f w2dx + c(M(T) + c8-1 ) fot f w2dxdt + (3}. 
A desigualdade acima usada em (3.8) fornece a estimativa 
j w2dx :::; c IINII0 llwll0 + c(M(T) + c8-1) fot f w2dxdt 
+2cK8 {c f w2dx + c(M(T) + c8-1) fot f w2dxdt + (3}, 
ou ainda, 
1 
c IINIIo llwllo + 1 + 2cf3 
+(M(T) +c8-1)(c+2c2K8) fot f w2dxdt. 
Observando que 
2 2c2 K c 1 1 - 2c K 8 = 1 - = 1 - > -2(cK + 2c2K) 1 + 2c- 2' 
concluímos que 
f w2dx:::; 2c IINII 0 llwll 0 + (3 +L fot f w2dxdt, 
onde L= 2c(1 + 2cK8)(M(T) + c8- 1). 
Segue do Lema de Gronwall que 
llw(t)il~:::; (2c IINIIo llwllo + (3) err,. 
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(3.13) 
Substituindo na expressão de L o valor escolhido para õ, e usando ' ,_;x-
pressões de K e M(T) dados respectivamente em (3.11) e (3.9), obt, . JS a 
seguinte estimativa para L 
Assim, se exigirmos que o dado g e as soluções u e v satisfaçam às hi1_jteses 
do teorema, teremos por (3.13) que 
sup llw(t)llo:::; ceM, para todo M dado. 
tE[O,TJ 
A demonstração do Teorema 3.1.1 estará concluída quando encont•-·armos 
uma estimativa análoga à estimativa (3.14) para uma derivada quak~ller de 
w. Para isto observemos primeiramente que valem as seguintes igual• l.ades 
e 
2 2 1 ( ) u Du - v Dv = 3 hw x1 
1 
DuD2u- DvD2v = 2,(DlDw)x 
3 3 1 3 
uD u- vD v= 2(lw)xxx- 2(DlDw):n 
onde h= u2 + uv + v2 e l -· u +v. 
(3.15) 
(3.16) 
(3.1 7) 
Usando (3.15), (3.16) e (3.17), a equação em (3.6) pode ser esc' ita na 
forma 
C1( C3 5 8tW + 3 hw)x + 2(lw)xxx + d(DlDw)x- D W = N, (3.18) 
onde d = c2-;3c3. 
Diferenciando a equação acima em relação a x e multiplicando o re:;ultado 
por Dw, obtemos a expressão 
Dw8tDw + (~ D2h +c; D4l)wDw + [~c1 Dh + (2c3 + d)D 3l](Dw) 2 1· [c; h 
+(3c3 + 2d)D2l]DwD2w + (2c3 + d)DlD3 wDw + ~ lD4 wDw 
-D6wDw = DNDw. 
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Integrando a equação acima em x e usando integração por partes, obtemos 
a equação 
~~ f(Dw) 2dx- ~ f(c1 D3 h + c3 D 5l)w2dx 
2 dt 2 3 2 
+ f[~c1Dh + (2c3 + d)D3l](Dw) 2dx- ~ f( 1 Dh + (3c3 + 2d)D3l](Dw) 2dx 3 2 3 
-(2c3 + d) f (D 2lD3w + DlD4w )wdx- ~ f (DlD4 w + lD5w )wdx 
-f D 6wDwdx =f DNDwdx, 
ou equivalentemente 
1 d f )2 f( C1 3 C3 5 ) 2 f( 1 1 3 ) ( ) 2 2dt (Dw dx- e;D h+ 4 v l w dx +. 2c1Dh+ 2c3D l Dw dx 
+ f[(-2c3 - d)(D2lD3w + DlD4w)- ~(DlD4w + lD5w]wdx =f DNDw. 
Integrando a última igualdade de zero a t < T, usando a desigualdade de 
Holder e a estimativa 
sup(IIDh(t)llr.oo + IID3l(t)ll ) :::; csup(IIDh(t)ll 1 + IID3l(t)ll ) [O,T) J,oo [O,T) 1 
:::; csup(llu(t)ll~ + llv(t)ll~ + llu(t)114 + llv(t)114), · 
[O,T) 
obtemos a desigualdade 
(3.19) 
JIDw(t)lli ~c { <IID'hll r,oo + IID'tllr.oo) io~ llw{t)lli + <IID'tllr.oo IID'wllo 
+ IIDlllr,oo IID4wll + lllllr,oo IID5wll ) sup llw(t)llo + sup(llu(t)ll~ + llv(t)ll~ 
O O [O,T) [O,T) 
+ llu(t)114 + llv(t)114) fot IIDw(t)ll~ dt} + IIDNIIo IIDwllo · 
Consequentemente temos que 
2 lt 2 IIDw(t)llo :::; IIDNIIo IIDwllo +A sup llw(t)llo + B IIDw(t)llo dt, 
[O,T) O 
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onde 
e 
A c((jjD3hllr,oo + jjnstll,,oo) fo~~ llw(t)llo + jjD2tllr,oo jjD3wllo 
+ IIDLII r,oo IID4wjj 0 + lllll r,oo jjD
5
wjj 0) 
B = csup(llu(t)ll~ + llv(t)ll~ + llu(t)114 + llv(t)114). 
[O,TJ 
Usando o Lema de Gronwall obtemos que 
IIDw(t)ll~:::; (IIDNIIo IIDwllo + Asup llw(t)ll0)eRr. [O,TJ 
Usando que SUP[o,rJIIw(t) I lo já satisfaz a estimativa desejada, que w é mo-
derada e as hipóteses sobre u e v, obtemos que 
sup IIDw(t)llo = O(eM), e-tO, VM. 
[O,T] 
Seguindo por indução, diferenciamos a equação (3.18) k-vezes em relação 
a x, multiplicando o resultado por Dkw e em seguida integrando em x, obte-
mos a expressão 
f Dk8twDkwdx +~f Dk+1(hw)Dkwdx +~f Dk+3 (lw)Dkwdx 
+d f Dk+1(DlDw)Dkwdx- f Dk+5wDkwdx =f DkNDkwdx. (3.20) 
Aplicando a regra de Leibnitz para a derivada do produto e integração por 
partes, obtemos, para o 2° termo de (3.20), a expressão 
k+l f Ler) Dk+l-jhDiwDkwdx 
j=O f hDk+1wDkwdx + (k + 1) f Dh(Dkw) 2dx 
k-1 +f L (kj1) Dk+l-ihDiwDkwdx, 
j=O 
de onde obtemos, usando integração por partes, a igualdade 
f Dk+1 (hw)Dkwdx = (k +~)f Dh(Dkw) 2dx 
k-1 +f L (kJI) Dk+l-ihDiwDkwdx. (3.21) 
j=O 
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O 3° termo de (3.20) é igual a 
k+3 j L (kj3) Dk+3-j lD1 wDkwdx 
j=O 
'-"'+.,·· )D,. . J u~ utlw ··wax 
f lDk+3wDkwdx + (k + 3) f DlDk+2wDkwdx 
+ (k + 3)2(k + 2) f D2lDk+lwDkwdx 
+ (k + 3)(k; 2)(k + 1) f D3l(Dkw)2dx 
k-1 +f L (kj3) Dk+3-iLDiwDkwdx, 
j=O 
de onde obtemos, aplicando integração por partes, a expressão 
ou 
f Dk+3(lw)Dkwdx = -f Dk+2wD(lDkw)dx 
-(k + 3) f Dk+1wD(DlDkw)dx 
- (k + 3)1k + 2) f D3l(Dkw)2dx 
+ (k + 3)(k; 2)(k + 1) f D3l(Dkw)2dx 
k-1 
+f L (kj3) Dk+3-.izDiwDkwdx, 
.i=O 
-~f D3l(Dkw)2dx + j Dl(Dk+1w)2dx 
+~f Dl(Dk+1w)2dx + k; 3 f D3l(Dkw)2dx 
-(k + 3) f Dl(Dk+1w)2dx 
- (k + 3)1k + 2) f D3l(Dkw)2dx 
+ (k + 3)(k; 2)(k + 1) J D3l(Dkw)2dx 
k-1 
+f L (kj3) Dk+3-izDiwDkwdx; 
j=O 
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reorganizando os termos, encontramos a expressão 
j Dk+3(lw)Dkwrl.T = [~- (k + 3)] f Dl(Dk+1w)2dx 
+[-~ + k + 3 - (k + 3)(k + 2) 
2 2 4 
+ (k + 3)(k; 2)(k + 1)] f D3l(Dkw)2dx 
k-1 
+f L (kj3) Dk+3-izDiwDkwdx. (3.22) 
j=O 
O 4° termo de (3.20) pode ser escrito na forma 
ou 
ou ainda, 
k+l f L er) Dk+2-izDi+1wDkwdx 
j=O f DlDk+2wDkwdx 
+(k + 1) f D2lDk+1wDkwdx 
+ k(k; 1) f D3l(Dkw)2d:t 
k-2 
+f Ler) Dk+2-izDi+1wDkwdx, 
.i=O 
~f D3l(Dkw)2dx- f Dl(Dk+1w)2dx 
k2 -1 f + 
2 
D3l(Dkw) 2dx 
k-2 
+f L (kf) Dk+2-i[Di+1wDkwdx, 
j=O 
2 ~ f D3l(Dkw)2dx- f Dl(Dk+1w) 2dx 
k-2 
+f L (kf) Dk+2-itDi+1wDkwdx. (3.23) 
j=O 
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Nas expressões (3.22) e (3.23) aparece o termo f Dl(Dk+lw)2dx, que pode 
ser substituído por 
~f D3l(Dkw) 2dx +f D2lDk-1wDk+2wdx +f DlDk-1wDk+3wdx. 
Usando isto, substituindo (3.21), (3.22) e (3.23) em (3.20) e lembrando que 
f Dk+5wDkwdx = O, obtemos a expressão. 
! f (Dkw) 2dx = f (c1Dh + c2D3l)(Dkw)2dx 
+f cg(D2lDk+2 w + DlDk+3w)Dk-1wdx 
k-1 
+L f (diDk+1-ih + eiDk+3-il)DiwDkwdx 
j=O 
k-2 
+L f /jDk+2-izDi+1wDkwdx 
j=O 
+2 f DkNDkwdx, 
onde c1, c2, c3, dj, ei e ]j são constantes que dependem apenas de k. 
(3.24) 
Chamando de J.Lr o segundo membro (3.19), usando esta desigualdade, 
segue de (3.24) que 
:t j (Dkw) 2dx :=:; f.lr f (Dkw) 2dx +f lc3 (D 2lDk+2w + DlDk+3w)Dk-1wldx 
k-1 
+L f ldiDk+l-jh + eiDk+3-iliiDiwiiDkwldx 
j=O 
k-2 +~f lfiDk+2-i[Di+1wDkwldx + 2 f IDkNDkwldx. 
}=0 
Consequentemente, integrando a desigualdade anterior de O a t, obtemos a 
estimativa 
f (Dkw) 2dx :=:; f.lr fot f (Dkw) 2dxdt 
k-1 t 
+L lo f ldiDk+1-·1h + eiDk+3-iZIIDiwiiDkwldxdt 
j=O O 
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k-2 t 
+L fn f lfiDk+2-itDi+1wDkwldxdt 
j=O O 
+ fot j lc3(D2 lDk+2w + DlDk+3w)Dk- 1wldxdt 
+2 fot f IDk N Dkwldxdt. (3.25) 
As duas somatórias juntamente com os dois últimos termos que aparecem 
em (3.25) podem ser estimados por 
c{~ (lln'+H hll,,oo + lln'+Hzll,,oo) IID'wllo ~.~~ IILVw{tJII, 
+ E. II Dk+'-i 1ll,,oo IID'wll o r.~~ IIDH 'w( t) 11.} 
+c {!ln2tjj,_"' JJnk+2wJJo + IIDlllr,"' JJnk+3wJJo} fo~~ JJnk-Iw(t)jjo 
+2JJnkNJJo JJnkwJJo' 
que denotaremos por ar. Assim (3.25) toma a forma 
Usando o Lema de Gronwall, obtemos a seguinte estimativa 
Então se assumirmos por hipótese de indução que SUP[o,r]IIDiw(t) I lo = O(.s-M), 
com .s --+ O, para todo M > O e O :::; j < k, obtemos, como h, l, e w são mo-
deradas, a estimativa 
Usando as hipóteses do teorema, isto é, que u e v satisfazem a desigualdade 
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obtemos que 
sup iiDkw(t)jjn = O(t:M), com E: 4 O, VM. 
[O,T)" ··~ 
(3.26) 
Finalmente usando a equação de (3.6), obtemos uma estimativa equiva-
lente a (3.26) para uma derivada qualquer de w. Isto conclui a demonstração 
do teorema. O 
A seguir demonstraremos a estimativa (3.11). Observemos primeiramente 
que 
00 00 00 
L sup ll(vxi)(t)ll; < L sup ll(vxi)(t)ll~ + L sup ll(vxi)x(t)ll~ 
j=-oo [O,T) j=-oo [O,T) j=-oo [O,T) 
00 
+ L sup ll(vxj)xx(t)ll~ · 
j=-oo [O,T) · 
(3.27) 
Para majorar, por exemplo, o termo L~-oo SUP[o,r]ll(vxxXi)(t)ll~ que aparece 
no desenvolvimento da última parcela do segundo membro de {3.27), diferen-
ciamos a equação {3.4) duas vezes em relação a x com v no lugar deu e n2 no 
lugar de O, multiplicamos o resultado por Vxx'P.i, onde 'P.i = x] e, integrando 
na variável x, obtemos a equação 
~!f (D2v)2c.pjdX + c1 f ( v2 Dv)xxD2vc.pjdX + c2 f (DvD2v)xxD2vc.pjdx+_ 
c3 f (D2vD3v + 2DvD4v + vD5v )D2vc.pjdX- f D7 vD2vc.pjdX = f n2<pjVxx· 
(3.28) 
Usando integração por partes podemos escrever a seqüência de igualdades 
abaixo 
e 
f vD5vD2vc.pidx = -f DvD4vD2vc.pidx- f vD4vD3vc.pidx 
-f vD4vD2v(c.p.i)xdx, 
-f D6vD3vc.pjdX - f D6vD2v ( 'P.i )xdx 
f D5vD4vc.p.7dx + 2 f D5vD3v(c.pj)xdx 
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+f D5 vD2v(<pj)xxdx 
-~ frD4v) 2 (wJ~dx- 2f(D4 v) 2 ((()1·)xdx 2J' /\IJI...., ' ~..,.., 
-3 f D4vD3v(<p.i)xxdx- f D4vD2v(<pj)xxxdx 
-~ f(D 4v) 2(<pj)xdx + ~ f(D 3v) 2 (<pj)xxxdx 
+ f(D 3v) 2 (<pj)xxxdX +f D3vD2v(<pj)xxxxdx 
-~ f(D 4 v) 2 (<pj)xdx + ~ f(D 3 v) 2 ('P.i)xxxdx 
-~ f(D 2v) 2 (<pj)xxxxxdx. 
Usando estes resultados em (3.28), obtemos a expressão 
ld 2 dt f (D2v )2 <pj + C1 f ( v2 Dv )xxD2V<pj + c2 f (DvD2v )xxD2v<pj 
+c3 f (D2vD3v + 2DvD4v)D2v<pj- c3 f D4vDvD2v<pj 
-c3 f vD4 vD3v<pj- c3 f vD4 vD2v(<pj)x + ~ f(D 4 v) 2 (<pj)x 
-~ f(D 3v)2(<pj)xxx + ~ f(D 2v) 2 (<pj)xxxxx =f n2<pjVxx· 
Integrando em t, em seguida passando ao supremo quando t E [O, T], usando 
imersões de Sobolev e a desigualdade ab ~ a2tb2 obtemos, após tomar a soma 
em j, a estimativa 
00 
L sup f(D 2v) 2 <pj ~ c IID2v(0)11: + cTsup(llv(t)ll~ + llv(t)ll~ + llv(t)ll:) 
j=-oo [O,T) [O,T) 
+c lln2llo llvxxllo' 
onde c é uma constante positiva. 
Analogamente podemos majorar os outros termos do 2° membro de (3.27) 
encontrando sempre uma estimativa do tipo acima, implicando na desigual-
dade (3.11). D 
A demonstração da estimativa (3.12) é feita seguindo a demonstração 
dada por Ponce da Proposição 2.4 em [31] adaptando para o nosso caso, obser-
vando que o termo f J- 1(N)J- 1(w)rydx pode ser estimado por c17 11NII0 llwllo 
que é O(éq), é-tO. 
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3.2 Coerência entre as soluções. 
A proposição seguinte, cuja demonstração usa-se as mesmas técnicas em-
pregadas na demonstração da Proposição 2.2.1, mostra que a condição im-
posta sobre a solução uno Teorema 3.1.1 que garante a unicidade de soluções, 
pode ser obtida impondo mais restrições sobre o dado g. Este fato será usado 
na demonstração do resultado de associação Proposição 3.2.2. 
Proposição 3.2.1 Se exigirmos que g e suas derivadas até a ordem quatro 
sejam do tipo 2-(log) do, então existe um representante da solução u de (3.4) 
satisfazendo a condição do Teorema 3.1.1. 
Proposição 3.2.2 Se g E H 8 (R) com s 2: 4, então a solução u E Ç2 ( (0, T) x 
R) dada no Teorema 2.1.1 para o problema (2.1) com dado cl(t(g)) em= 3 
é associada d solução v E C([O, T] : H8 (R)) n L2 ([0, T] : Ht0~2 (R)), dada no 
Teorema 1.2.4. 
Prova Consideremos a injeção L : H-00 (R) -t EM,2[R] dada no Teorema 
1.3.1. Segue da desigualdade de Young para convolução (1.19) que as normas 
L2 de L(g)e:(·), L(g')e:(·), · · ·, L(g(4))e:(·) são limitadas independente de E. Pelo 
Teorema 2.1.1, Proposição 3.2.1 e Teorema 3.1.1, existe uma única solução 
u E Ç2((0, T) x R) para a equação Ut = DG3(u) com dado inicial a classe 
representada por L(g) em Ç2 (R). _ 
Esta solução tem, por construção, como representante a única solução em 
C00 ([0, T] x R) n L00 ([0, T] : H 00 (R)) da equação 8tfie: = DG3 (fie:) e dado 
t(g)e:, obtida no Teorema 1.2.2. Claramente L(g)e:(·) -t g em H 8 (R), quando 
E -t O. Segue da dependência contínua dada no Teorema 1.2.4 que a família 
fiê converge a v em C([O, T] : H 8 (R)) n L2 ([0, T] : Ht0~2 (R)), portanto em 
'D'((O, T) x R). Isto demonstra a proposição. O 
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Capítulo 4 
Soluções generalizada ; para as 
equações de Olver, Bc nney e 
Fisher. 
A equação do problema (4.1) abaixo foi estuc da por Ponce em [31], 
onde ele estabelece um teorema de existência loca: e unicidade de soluções 
em C([O, T] : Hs(R)) n L2([0, T] : Ht0~2 (R)) para o ~-;~oblema de Cauchy com 
dado em Hs(R), paras 2:: 4, ver Teorema 1.2.3. 
Nosso objetivo neste capítulo é estabelecer um ~ 2orema de existência lo-
cal, e, sob certas condiÇões, de unicidade de soluçõe:) em 92 ((0, T) x R)) para 
o mesmo problema com dado inicial em Q2 (R). Pc.: a a existência usaremos 
o resultado do Teorema 4.1.1 abaixo, em cuja den; _.nstração usamos o Teo-
rema 1.2.3. Para demonstrar a unicidade basta se-,·Jirmos a mesma técnica 
'-
utilizada na demonstração do Teorema 3.1.1. 
Estes resultados são válidos também para as eç·1ações de Olver, Benney 
e Fisher. 
4.1 O problema clássico. 
O resultado a ser usado na demonstração do TeJrema 4.2.1 é o seguinte 
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Teorema 4.1.1 Dado g E EM,2 [R], com 119~11 4 limitado independentemente 
de ê, existe T que independe de ê e uma única solução do problema 
( 4.1) 
na classe C([O, T] : H 00 (R)). Além disso, temos a seguinte estimativa para a 
solução u~ 
sup llu~(t)lls = O(ê-N), N = N(s), ê--+ O. 
[O,T) 
(4.2) 
Prova A demonstração que faremos a seguir se baseia na demonstração dada 
por Ponce em [31, Lemma 3.5]. O Teorema 1.2.3 já garante a existência de 
um T = T(ll9~ll 4 ) e de uma única solução do problema (4.1) na classe acima. 
Resta mostrar que T é limitado inferiormente por uma constante maior que 
zero independente de ê e que vale a estimativa (4.2). Omitindo a letra ê e 
aplicando o método usual de estimativa de energia obtemos, após derivar a 
equação em (4.1) k vezes em relação a x, multiplicar o resultado por Dku, 
integrar em x e tomar a soma a partir de k = O até k = s, a seguinte 
estimativa 
_ Usando a identidade abaixo, obtida por integração por partes 
obtemos a desigualdade 
válida para qualquer s E z+. 
Usando a desigualdade ab ~ 6-1a2 + 6b2 , 6 > O, obtemos de ( 4.3), a 
desigualdade 
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Para estimar o último termo de ( 4.4), usamos novamente o argumento da 
desigualdade (3.10) para obter a estimativa 
.. . 
}
0
" j ((uD 5+2u)2 + (DuD 5+2u) 2)dxdt 
< c (Joo s~p ll(ux;)(t)ll;) hp J,' j (n<+'u)' x;dxdt) (4.5) 
onde Xi é como na desigualdade (3.10) 
Na demonstração do Teorema 3.1.1, usamos a estimativa (3.11), onde a 
equação envolvida continha o termo u2ux. Seguindo um raciocínio análogo 
ao usado na demonstração desta estimativa, podemos mostrar também que 
a desigualdade 
f: sup ii(uxj)(t)ii; ~ U(t) :=c llgell; +c fnt (iiu(a)ll; + iiu(a)ii!)da, (4.6) 
j=-oo t O 
vale para qualquer solução u do problema (4.1). 
Para estimar o segundo fator do segundo membro de (4.5), aplicamos o 
operador D5 na equação, multiplicamos o resultado por (D 5 u)</J, </J E C00 (R) 
com <P e <Px limitadas e integramos na variável x, obtendo assim a expressão 
f D5 UtD 5 u</Jdx = -cl f D5 (UxUxx)D 5 u</Jdx- C2 f D8 (UUxxx)D 5 u</Jdx 
+ f Ds UxxxxxD 5 u</Jdx. ( 4. 7) 
As integrais acima podem ser escritas nas seguintes formas: 
f D5 utD5 u<jJdx =~!f (D 8 u)2</Jdx, 
f D8 (UxUxx)D5 u<jJdx = f ns+2uDuD5 u</Jdx 
+ t f (j) ns+2-.iuDi+luDsu</Jdx, 
j=l 
-~f ns+2uD8 u(u<P)xdx + ~ f(D 8 u)2(u<P)xxxdx 
+s f ns+2uDuD8 u</Jdx 
+ t f (.j) ns+s-i uDi uDs u</Jdx 
.i=2 
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e 
-~f (D 8+2u)2 4>xdx +~f (D 5+1u)24>xxxdx 
-~f (D 8 u)2cPxxxxx· 
Voltando com estas identidades em ( 4. 7) obtemos, após um rearranjo conve-
niente dos termos e integração em t, a expressão 
fot j (ns+2u)24>xdxdt = ~{f (D 8 u(O, x)) 2cf>dx- f (D 8 u(t, x)) 2 cf>dx 
-2(cl + c2s) fot f ns+2uDuD8 ucf>dxdt 
+3c2 fot f ns+2uD5 u( ucf> )xdx dt 
-c; fotf(D 8 u)2(u4>)xxxdxdt 
-2cl t lot f (j) ns+2-juDi+1uD8 ucf>dx dt 
j=l o 
-2c2 t lot f (j) ns+3-juDjuD5 ucf>dxdt 
j=2 o 
+5 fot f (D 5+1u) 24>xxxdxdt 
- fot f (D 8 u) 2cPxxxxxdxdt}. 
Observando que as somatórias acima podem ser majoradas por 
rt 2 
c Jo (1 + I lu( a) 114) I lu( a) lls da, 
e usando a desigualdade ab:::; 8a2 + 8-1b2, obtemos a estimativa 
fot f(ns+ 2u) 24>xdxdt :::; c fot(c8- 1 + 1 + llu(o-)114) llu(a)ll;da 
+~f (D 8 u(O, x)) 2cj;dx- ~f (D 8 u(t, x)) 2cf>dx 
+8 fot f((ns+ 2uDu)2 + (uD5+2u) 2 )dxdt 
+ fotf(ns+ 1u)2cPxxxdxdt. (4.8) 
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Para estimar o último termo de ( 4.8) usamos argumentos semelhantes, isto 
é, derivamos a equação em (4.1) s -1 vezes em x, multiplicamos o resultado 
por D 8 - 1m,b e assim por diante, obtendo a estimativa 
fot f (D 8+1u)2'1/Jxdxdt ::; c fo\1 + JJu(a)JJ 4 ) JJu(a)JJ; da 
+~f (D 5 - 1u(O, x)) 2'1/Jdx- ~f (D8 - 1u(t, x)) 2 '1j;dx. 
Fazendo <Px = x, Xi = x(x- j), escolhendo '1/J positiva com derivada positiva 
tal que I<Pxxxl < '1/Jx e substituindo a estimativa anterior em (4.8), obtemos a 
desigualdade 
fot f (ns+2u) 2Xidxdt ::; rt 2 c lo (c8-1 + 1 + JJu(a)JJ 4 ) JJu(a)Jis da 
+~ f(D 8 u(O,x)) 2</Jidx- ~ f(D 8 u(t,x)) 2 </Jidx 5 . 5 
+8 fot f((Duns+ 2u)2 + (uns+2u)2 )dxdt 
+~f (ns- 1u(O, x)) 2'1/Jidx- ~f (D 5 - 1u(t, x)) 2'1/Jidx. 
Escolhendo Jo de modo que a quantidade no segundo membro da desigualdade 
anterior seja maior que a metade do seu supremo em Z, obtemos de ( 4.5) e 
(4.6), a estimativa 
fot f((DuD 5+2u)2 + (uD 5+2u)2)dxdt 
< cU(t) {fot (c8-1 + 1 + JJu(a)JJ 4 ) JJu(a)JJ; da+~ f (D 5u(O, x)) 2</Jj0 dx 
-~f (D 5 u(t, x)) 2</Jj0 dx + 8 fot f ((D5+2u.Dui + (uD 5+2u) 2 )dxdt 
+~ f(n 5 - 1u(O,x)) 2 '1/Jj0 dx- ~ f(ns- 1u(t,x)) 2 '1/Jj0 dx}, (4.9) 
onde U(t) é dado por ( 4.6). Por hipótese, existe M > O tal que 
( 4.10) 
Tomando 8 = 4c~'í, temos que 
( 4.11) 
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que, juntamente com (4.6), nos permite definir T* (dependendo de e) por 
cr5U(T*) ::; c5 (llgell; + T* sup (!!~(t)!!; + IJH.(t)!l~)) = ~· (4.12) 
\ [O,T•) 
Substituindo (4.12) em (4.9), obtemos a desigualdade 
fot f ( ( uD8+2u )2 + ( DuD5+2u )2 )dxdt 
< 2cU {fot (có-1 + 1 + llu(o-)114) llu(o-)11; da+~ j (D 5 u(O, x)) 2 </Jj0 dX 
-~ f(D 5 u(t,x)) 2 </lj0 dx + ~ f(D 5 - 1u(O,x)) 2 '1/Jj0 dx 
-~ f(D 5 - 1u(t,x)) 2'1/Jj0 dx}. 
Integrando a desigualdade ( 4.4) de O a t, usando a desigualdade anterior e 
reorganizando convenientemente os termos, obtemos que 
llu(t) 11; +~f (D 5 u(t, x))2 </lj0 dx +~f (D 5 - 1u(t, x) )2'1/Jj0 dx 
< llu(O)II; +~f (D 8 u(O, x)) 2</lj0 dx +~f (D 5 - 1u(O, x)) 2'1/Jj0 dx 
+c fot (có-1 + llu(o-)114) llu(o-)11; da 
+ fot (có-1 + 1 + llu(o-)114) iiu(a)ll; da- (4.13) 
A função definida pelo primeiro membro de (4.13) é equivalente a llu(t)ll;. A 
desigualdade ( 4.13) implica portanto na estimativa 
2 2 rt 2 I lu( t) lls ~ C llu(O) lls + C lo (1 + I lu( O") 114) I lu( O") lls da. ( 4.14) 
Fazendo s = 4 e usando (4.10), obtemos a seguinte estimativa 
2 r 2 iiu(t)ll 4 ~ cM2 +c lo (1 + llu(o-)114) iiu(o-)11 4 da. 
Usando o Lema Gronwall, obtemos que 
(4.15) 
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que implica em 
c rt c ll.,fo~\11 exnf -- llu(a)ll. da I < fCM P.xp(-t) 11""\"1114 1-'\ 2 Jo 11 114 , - y~; - 2 ,· 
Portanto temos que 
d c !ot c c 
- exp( -- llu(a)ll4 da) > --veM exp( -2t), dt 2 o - 2 
que integrada de zero a t fornece a desigualdade 
de onde concluímos que, se t ~ T = % ln(1 + )cM) 
c rt 1 
exp(2 lo llu(a)ll4 da)~ 1 + JCM(1- exp(~t)). 
Usando este resultado em ( 4.15), obtemos a seguinte estimativa para a norma 
llu(t)ll4 
c 1 
iiu(t)ii 4 ~veM exp(2t) 1 + y'CM(1 _ exp(~t)), 
Definindo T0 < T, agora independente de E, pela igualdade 
c 1 
exp( -t) = 2, 
2 1 + y'CM(1 - exp( ~t)) 
temos que 
sup llu(t)ll 4 ~ 2veM. (4.16) [O,To) 
Se T0 < T* dado por (4.12) temos que T0 e (4.16) fornecem o resultado 
desejado para o casos= 4. Se T0 ~ T*, por (4.12), (4.11) e (4.16), obtemos 
que 
1 
-
2 c8 (11gêll~ + T* sup (llu(t)ll~ + liu(t)ll~)) [o, r·] 
< ~ + c8T*(4cM2 + 8c~M3 ), 
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o que implica, pela definição de cS, em 
rr'* > 1 = T** 
.._ - 4c(1 + 2..jêM) ' 
isto é, obtivemos uma cota inferior independente de ê para T*. Em qualquer 
caso seja T = min{T**, T0}, vemos que para todo ê >O as soluções ue estão 
definidas no intervalo [0, T]. 
Finalmente, uma estimativa para llu(t)lls é obtida de (4.14): substituindo 
(4.16) em (4.14) temos que 
llu(t) 11; :::; c llu(O) 11; +c for (1 + 2.jéM) llu(t) 11; dt, 
e, pelo Lema de Gronwall, 
c llu(t)lls:::; Vcllu(O)IIsexp 2T(1 + 2.jéM), 
para todo O :::; t :::; T, produzindo o resultado desejado. o 
4.2 Soluções generalizadas. 
O teorema seguinte garante a existência de uma solução para o problema 
(4.17), estudado na álgebra 92 ((0, T) x R). A unicidade é garantida se exi-
girmos que as soluções desse problema satisfaçam às hipóteses do Teorema 
3.1.1. 
Teorema 4.2.1 Dado g E 92(R), com g e suas derivadas até a ordem qua-
tro de tipo 2-limitado, existe T e uma solução u em 92 ((0, T) x R) para o 
problema de Cauchy 
8tu + c1DuD2u + c2uD3u- D5u =O em 92((0, T) x R) 
ul{t=O} = g em 92(R). ( 4.17) 
Além disso, se exigirmos que u satisfaça à condição do Teorema 3.1.1, então 
existe no máximo uma solução em 92((0, T) x R) para este problema. 
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Prova Existência: Seja 9 um representante de g em EM,2[R]. A condição 
sobre g implica que 119~11 4 é limitado independentemente de ê. Assim o Teo-
rema 4.1.1 fornece um Te uma única solução u~ em C([O, T] : H 00 (R)) para 
o problema ( 4.1) com dado 9~ satisfazendo à estimativa 
sup llu~(t, ·)11 8 = O(ê-M), M = M(s), ê ~O. [O,T] 
Temos portanto que u E EM,2 [(0, T)xR]. A função generalizadau E 92((0, T)x 
R) que tem fl por representante é solução do nosso problema. 
Unicidade: A condição imposta sobre g neste teorema implica que g, g' 
e g" são de tipo 2-(log)~. Seguindo a mesma técnica empregada na demon-
stração do Teorema 3.1.1, podemos concluir o resultado. O 
Teorema 4.2.2 O resultado do Teorema 4.2.1 vale para as equações de Olver 
(3.1), Benney (3.2) e Fisher (3.3). 
Prova Usando o Teorema 1.2.5 e as mesmas técnicas empregadas na demon-
stração do Teorema 4.1.1 é possível mostrar que o resultado do Teorema 4.1.1 
ainda vale para as equações em consideração. A conclusão do resultado é 
obtida como na demonstração do Teorema 4.2.1. O 
A seguir demonstraremos o seguinte resultado de coerência com soluções 
clássicas que, com as devidas modificações, vale também para as equações de 
Olver, Benney e Fisher. 
Proposição 4.2.1 Se g E H 8 (R) com s 2': 4, então a solução u E 92 ((0, T) x 
R) dada no Teorema 4.2.1 para o problema (4.17) com dado inicial cl(t(g)) 
é associada à solução v E C([O, T] : H 8 (R))nL2([0, T] : H{0~2 (R)), dada no 
Teorema 1. 2. 3. 
Prova Consideremos a injeção L : H-00 (R) ~ EM,2 [R], g ~ g * p~, com 
p satisfazendo (1.23). Como g E H 8 (R) e s 2=: 4, segue da desigualdade de 
Young para a convolução (1.19) que llg * P~ll4 é limitado independentemente 
de ê. 0 Teorema 4.1.1 fornece uma única solução u~ em C([O, T] : H 00 (R)) 
para o problema (4.1) com dado inicial g * P~· A desigualdade (4.16) mostra 
que 
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Portanto a solução u E 92 ((0, T) x R) para o problema (4.17) com dado 
cl(t(g)) dada no Teorema 4.2.1, que tem, por construção, fle como represen-
tante, é única. Como g* p~ -+ g em H8 (H.), comê -+ O~ segue da dependência 
contínua dada no Teorema 1.2.3 que Ue-+ v em C([O, T] : H 8 (R))nL2 ([0, T] : 
Ht0~2 (R)), portanto em 'D' ((0, T) x R), o que conclui a demonstração. O 
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