Abstract. A set of vertices in a graph is called independent if no two vertices of the set are connected by an edge. In this paper we use the state matrix recursion algorithm, developed by Oh, to enumerate independent vertex sets in a grid graph and even further to provide the generating function with respect to the number of vertices. We also enumerate bipartite independent vertex sets in a grid graph. The asymptotic behavior of their growth rates is presented.
Introduction
The Merrifield-Simmons index and the Hosoya index of a graph, respectively introduced by Merrifield and Simmons [11, 12, 13] and by Hosoya [8] , are two prominent examples of topological indices for the study of the relation between molecular structure and physical/chemical properties of certain hydrocarbon compound, such as the correlation with boiling points [5] . An independent set of vertices/edges of a graph G is a set of which no two vertices of the set are connected by a single edge. The Merrifield-Simmons index is defined as the total number, denoted by σ(G), of independent vertex sets, while the Hosoya index is defined as the total number of independent edge sets. Especially, finding the Merrifield-Simmons index of graphs is known as the Hard Square Problem in lattice statistics.
One of important problems is to determine the extremal graphs with respect to these two indices within certain prescribed classes. For example, among trees with the same number of vertices, Prodinger and Tichy [17] proved that the star maximizes the Merrifield-Simmons index, while the path minimizes it. The situation for the Hosoya index is absolutely opposite; the star minimizes the Hosoya index, while the path maximizes it [5] . A good summary of results for extremal graphs of various types can be found in a survey paper [18] . The interested reader is referred, however, to other articles [1, 2, 6, 20, 21, 22] that treat several classes of graphs such as fullerene graphs, trees with prescribed degree sequence, graphs with connectivity at most k and the generalized Aztec diamonds.
We also consider a bipartite vertex set V in a graph G in which some vertices of V are colored black and the others are white. We say that V is a bipartite independent vertex set if the vertices of the same color are independent (vertices with different colors may not be independent). The total number of bipartite independent vertex sets in G will be called the bipartite Merrifield-Simmons index and denoted by β(G). See the drawings in Figure 1 for exampels.
Figure 1. Independent and bipartite independent vertex sets
Recently several important enumeration problems on two-dimensional square lattice models have been solved by means of the state matrix recursion algorithm, developed by Oh in [14] . This algorithm provides recursive matrix-relations to enumerate monomer and dimer coverings [14] , multiple self-avoiding walks and polygons [15] , and knot mosaics in quantum knot mosaic theory [16] . Furthermore, these recursive formulae also produce their generating functions. Based upon these results, this algorithm shows considerable promise for further two-dimensional lattice model enumerations.
In this paper we use the state matrix recursion algorithm to calculate the Merrifield-Simmons index of the m × n grid graph G m×n and further its bipartite Merrifield-Simmons index. Consider the generating function of independent vertex sets (IVSs) with variable z in G m×n defined by
where k(d) is the number of IVSs consisting of d vertices. Similarly consider the generating function for bipartite independent vertex sets (BIVSs) with variables x and y defined by
) is the number of BIVSs consisting of c white vertices and d black vertices. We easily notice that P m×n (z) = Q m×n (z, 0). These indices of G m×n are then simply obtained by σ(G m×n ) = P m×n (1) and β(G m×n ) = Q m×n (1, 1).
Hereafter O k and O ′ k denote the square zero-matrices of dimensions 2 k and 3 k , respectively.
Theorem 1. The generating function for independent vertex sets is
where A m is a 2 m ×2 m matrix recursively defined by
Theorem 2. The generating function for bipartite independent vertex sets is Q m×n (x, y) = entry sum of the first column of (A m )
where A m is a 3 m ×3 m matrix defined by
for k = 0, . . . , m−1, with seed matrices A 0 = · · · = G 0 = 1 . Table 1 , σ(G n×n ), for m = n, is known as the two-dimensional Fibonacci number in virtue of Prodinger and Tichy's use of the Fibonacci number of graphs [17] . Since this sequence grows in a quadratic exponential rate, we may consider the limits
As listed in
which are called the hard square constant and the bipartite hard square constant, respectively. The existence of the hard square constant was shown in [4, 19] , and the most updated estimate η ≈ 1.5030480824753322643220663294755536893857810 appeared in [3] . A two-dimensional application of the Fekete's lemma gives another simple proof of the existence and mathematical lower and upper bounds for these constants. Here we obtain 2.003942 · · · ≤ κ ≤ 2.181636 · · · by letting m = 9 and n = 100, computed by Matlab.
We adjust the main scheme of the state matrix recursion algorithm introduced in [14] to prove Theorem 1 in Sections 2∼4.
Stage 1: Conversion to IVS mosaics
This stage is dedicated to the installation of the mosaic system for IVSs on the grid graph. Lomonaco and Kauffman [9, 10] invented a mosaic system to give a precise and workable definition of quantum knots representing an actual physical quantum system. Oh et al. have developed a state matrix argument for the knot mosaic enumeration in the papers [7, 16] .
This argument has been developed further into the state matrix recursion algorithm by which we enumerate monomer-dimer coverings on the square lattice [14] . We follow the notion and terminology in [14] with modification to IVSs. In this paper, we consider the three mosaic tiles T 1 , T 2 and T 3 illustrated in Figure 2 . Their horizontal and vertical side edges are labeled with two numbers 0, 1 and three letters a, b, c, respectively. As illustrated in Figure 3 , every IVS in G m×n can be converted into an m × n-mosaic which satisfies the three rules. In this mosaic, two T 2 's (similarly T 3 's) cannot be placed adjacently in a row (horizontal adjacency rule), while T 2 and T 3 can be adjoined along the edges labeled with number 1 (vertical adjacency rule). Figure 1 to an IVS m×n-mosaic A mosaic is said to be suitably adjacent if any pair of mosaic tiles sharing an edge satisfies both adjacency rules. A suitably adjacent m×n-mosaic is called an IVS m × n-mosaic if it additionally satisfies the boundary state requirement. The following one-to-one conversion arises naturally.
One-to-one conversion: There is a one-to-one correspondence between IVSs in G m×n and IVS m×n-mosaics. Furthermore, the number of vertices in an IVS is equal to the number of T 2 mosaic tiles in the corresponding IVS m×n-mosaic.
Stage 2: State matrix recursion formula
Now we introduce two types of state matrices for suitably adjacent mosaics. Bar state matrix X p (X = A, B, C) for the set of suitably adjacent bar mosaics of length p is a 2 p ×2 p matrix (x ij ) given by
where x = a, b, c, respectively. We remark that information on suitably adjacent bar mosaics is completely encoded in three bar state matrices A p , B p and C p .
Lemma 4 (Bar state matrix recursion lemma).
Bar state matrices A p , B p and C p are recursively obtained by
with seed matrices
Note that we may start with matrices A 0 = 1 and B 0 = C 0 = 0 instead of A 1 , B 1 and C 1 . Our proofs of Lemmas 4 and 5 parallel respectively those of Lemmas 5 and 6 in [14] with slight modification.
Proof. We use induction on k. A straightforward observation on the mosaic tiles establishes the lemma for k = 1.
Assume that bar state matrices A k , B k and C k satisfy the statement. Consider the matrix B k+1 , which is of size 2 k+1 ×2 k+1 . Partition this matrix into four block submatrices of size 2 k ×2 k , and consider the 21-submatrix of B k+1 , i.e., the (2, 1)-component in the 2× 2 array of the four blocks. The (i, j)-entry of the 21-submatrix is the state polynomial S b,1ǫ k i ,0ǫ k j (z) where
is a bar state of length k +1 obtained by concatenating two bar states 1 and ǫ k i . A suitably adjacent (k+1)×1-mosaic corresponding to this triple b, 1ǫ k i , 0ǫ k j must have tile T 2 at the place of the rightmost mosaic tile, and so its second rightmost tile cannot be T 2 by the horizontal adjacency rule. Thus the r-state of the second rightmost tile is either a or c. By considering the contribution of the rightmost tile T 2 to the state polynomial, one easily gets
Thus the 21-submatrix of B k+1 is zA k + zC k . The same argument gives Table 2 presenting all possible twelve cases as desired.
Submatrix for s r , s b , s t
Rightmost tile Submatrix A k+1
11-submatrix a, 0··, 0·· 
where the summation is taken over all r-states s r of length q.
Lemma 5 (State matrix multiplication lemma).
Proof. Use induction on n. For n = 1,
counts suitably adjacent m × 1-mosaics with any r-states. Assume that
. Split it into two suitably adjacent m × k-and m × 1-mosaics M m×k and M m×1 by tearing off the topmost bar mosaic. By the vertical adjacency rule, the t-state of M m×k and the b-state of M m×1 must coincide as shown in Figure 5 .
Note that y ij is the state polynomial for the set of suitably adjacent m×(k+1)-mosaics M which admit splittings into M m×k and M m×1 satisfying
This implies
and the induction step is finished.
Stage 3: State matrix analyzing
We analyze state matrix Y m×n to find the generating function P m×n (z). On the other hand, as the right picture in Figure 6 , IVS m×n-mosaics can also be converted to suitably adjacent m×(n+1)-mosaics with trivial b-and t-states. Therefore,
These equalities combined with Lemmas 4 and 5 complete the proof.
Note that the recurrence relation in Lemma 4 is easily translated into that of Theorem 1 by replacing A k +B k +C k , A k +B k and A k +C k with A k , B k and C k , respectively. 
BIVS mosaics
In this section we use the state matrix recursion algorithm to enumerate bipartite independent vertex sets. We follow the argument in the proof of Theorem 1.
Proof of Theorem 2.
We reformulate the state matrix recursion algorithm by using seven mosaic tiles T 1 , . . . , T 7 illustrated in Figure 7 . Their horizontal and vertical side edges are labeled with three numbers 0, 1, 2 and seven letters a, b, c, d, e, f, g, respectively. One-to-one conversion: There is a one-to-one correspondence between BIVSs in G m×n and BIVS m × n-mosaics. Furthermore, the number of white (black) vertices in a BIVS is equal to the number of T 4 and T 5 (T 6 and T 7 , respectively) mosaic tiles in the corresponding BIVS m×n-mosaic.
In the second stage, we find the corresponding bar state matrix recursion lemma (Lemma 4) and state matrix multiplication lemma (Lemma 5) as in Section 3.
Lemma 6. Bar state matrices A p , . . . , G p are obtained by the recurrence relations:
with seed matrices Lemma 7.
In the third stage, we analyze this state matrix as in Section 4, and as done there, we replace
. . , G k , respectively, to complete the proof.
Hard square constant
To prove Theorem 3, we need the following result called Fekete's lemma with slight modification. Lemma 8. [14, Lemma 7] Suppose that a double sequence {a m,n } m, n∈ N with a m,n ≥ 1 satisfies a m 1 +m 2 ,n ≤ a m 1 ,n · a m 2 ,n ≤ a m 1 +m 2 +1,n and a m,n 1 +n 2 ≤ a m,n 1 · a m,n 2 ≤ a m,n 1 +n 2 +1 for all m, m 1 , m 2 , n, n 1 and n 2 . Then Proof of Theorem 3. Consider the Merrifield-Simmons index σ(G m×n ), simply denoted by σ m×n . Obviously, σ m×n ≥ 1 for all m, n. The submultiplicative inequality σ (m 1 +m 2 )×n ≤ σ m 1 ×n ·σ m 2 ×n is obvious because we can always split an IVS (m 1 + m 2 ) × n-mosaic into a unique pair of IVS m 1 × n-and m 2 ×n-mosaics. On the other hand, any two IVS m 1 ×n-and m 2 ×n-mosaics can be adjoined horizontally to create a new IVS (m 1 +m 2 +1)×n-mosaic by inserting between them a 1× n-mosaic consisting only of T 1 tiles as in Figure 8 . Therefore σ m 1 ×n · σ m 2 ×n ≤ σ (m 1 +m 2 +1)×n .
The inequality σ m×(n 1 +n 2 ) ≤ σ m×n 1 · σ m×n 2 is also obvious because we can always split an IVS m × (n 1 + n 2 )-mosaic into a unique pair of IVS m×n 1 -and m×n 2 -mosaics by deleting all vertices on the top boundary of the bottom-side m×n 1 -mosaic. On the other hand, any two IVS m×n 1 -and m×n 2 -mosaics M m×n 1 and M m×n 2 can be adjoined vertically to create a new IVS m×(n 1 +n 2 +1)-mosaic by inserting a suitably adjacent bar m×1-mosaic whose b-state is trivial as s t (M m×n 1 ) and t-state is s b (M m×n 2 ) as in Figure 8 . Therefore σ m×n 1 · σ m×n 2 ≤ σ m×(n 1 +n 2 +1) . Since we use only three mosaic tiles at each site, sup m, n (σ m×n ) 1 (m+1)(n+1) ≤ 3, and now apply Lemma 8.
For the bipartite Merrifield-Simmons index β(G m×n ), this proof applies verbatim. 
