The ability of the computations presented in this paper to accurately capture the shock shapes ,the standoff distances and heat flux at stagnation point, demonstrates the capability of the code to sufficiently model flows in thermochemical nonequilibrium. The code is also extended and tested to simulate unsteady nonequilibrium flow to study the additional real gas effects on flow properties such as receptivity, stability and heat transfer.
Introduction
The design of future space transportation vehicles, especially the development of new cheaper reusable launch systems, cause great interest to investigate hypersonic nonequilibrium flow. The laminar-turbulent transition in thermally and chemically nonequilibrium boundary layer at hypersonic speeds significantly affects the vehicle performance and surface heating. Therefore, the accurate prediction of boundary layer transion is a critical part for aerodynamic design of vehicle and thermal protection system. When an aerospace vehicle travels through the atmosphere at hypersonic speed, the Mach number is high and the bow shock wave is strong.
The shock converts the kinetic energy of the stream to internal energy, raising the tem-perature to a value where real gas effects are required to be considered.
The phrase "real gas" used in this paper is in the sense of aerodynamics where it typifies the high-temperature effects, involving the the sense of classical physical chemistry where it has been used for a gas in which intermolecular forces are important due to high pressures and/or low temperatures.
Such real gas effects not only mean the departure from perfect gas even if in thermodynamical equilibrium, but also introduce two time scales if the rates of dissociation and excitation of vibration are finite, which depends on gas and flow conditions.
The departure from perfect gas depends on temperature as well as pressure. For example, at a pressure of 1 atm, vibrational excitation begins at about 800'11. When temperatures exceed about 2500'11, oxygen molecules begin to dissociate while nitrogen begins at about 4000°K. At about 9OOO'I-C or higher, there is significant ionization taking place 111 In various flow situations, nonequilibrium of rotational, vibrational, electronic, and chemical modes can be observed. The approach to equilibrium of these various modes is governed by kinetic equations that are first-order in their time derivatives I']. Examination of these equations reveals a time scale of relaxation time for the equilibration of the mode under consideration.
The rotational modes require only a few molecular collisions to equilibrate, while vibrational equilibration is a process with relaxation time between the very short time for rotational equilibration and the longer time for ionization and chemical equilibration.
At extremely high temperature, all processes are very closely coupled. Such high temperatures are possible near the nose of a hypersonically traveling vehicle depending upon its velocity and altitude.
The dissociation rate falls rapidly with decrease of the temperature and therefore with shock slope. Thus the region affected by the chemical relaxtion is limited to the vicinity of the stagnation point. Immediately behind the bow shock wave in the stagnation region of a vehicle, the vibrational temperature may overshoot the equilibrium post-shock temperature.
When the population of excited electronic states is governed by the vibrational temperature due to the dramatic increase of super-equilibrium molecules, thermal radiation as photons is significant as the excited electronic states decay to the ground state. Many phontons are absorbed by the body surface, which leads to a significant increase (c) in the heat transfer rate due to~~nonequilibrium. For many flight conditions, dissociated atoms recombine near the wall. The effect of the body surface on the recombination rates near the wall is described by wall catalycity.
The catalycity can change the composition of the flow and increase the heat transfer.
Theoretically, the catalycity ranges from a fully catalytic condition to a noncatalytic one. For a~noncatalytic wall, no recombination occurs at the wall and the resulting heat transfer can be much less. However, a fully catalytic wall will cause recombination to,occur instantaneously and increase heat transfer due to-the heat released from exothermic recombination reactions.
A finite-catalytic wall is one which produces a situation between these two extremes.
The vibrational-~dissociational interaction, nonequilibrium thermal radiation, wall catalycity are primary uncertainties in modeling hypersonic flows. All these issues have been extensively studied. Many models have been presented to describe these processes 13-51. An overview of these fields spanning a period of nearly four decade can-be found in 16-111.
The accurate simulation of transient flow is important for the prediction of laminar-turbulent boundary layer transition (Fig.1) .
The fundamental causes of boundary layer transition are identified in stability analyses. In general, the transition is a result of nonlinear response of the laminar boundary layers to forcing disturbances l12-15]. The forcing disturbances 1161 can originate from many difference sources, including freestream disturbances.
In an environment with small initial disturbances, the paths to transition consist of three stages: 1) receptivity, 2) linear eigenmode growth or transient growth, and 3) nonlinear breakdown to turbulence. The first stage is the receptivity process li7], which converts the environmental disturbances into instability, Tollmien-Schlichting (T-S), waves in the boundary layers. The second stage is the linear eigenmode growth of boundary-layer instability waves obtained as the eigen-solutions of the homogeneous linearized disturbance equations. The relevant instability waves developed in hypersonic boundary layers are the T-S wave and inviscid waves of higher (Mack) modes discovered by Mack 11811g1, the Gortler instability 12'1 over concave surfaces, and the three-dimensional cross flow instability 1211. The third stage is the breakdown of linear instability waves and transition to turbulence after the growth of linear instability waves reach cer-,tain magnitudes.
The receptivity mechanism provides important initial conditions of amplitude, frequency, and phase for the instability waves in the boundary layers 122-241.
To date, linear stability theory (LST) is still the main approach for prediction of transition.
The results of LST are very sensitive to the accuracy of the base flows. In a hypersonic flow over a blunt body, the thermal and chemical nonequilibrium significantly change the flow field. In addition, real gas effects may change the growth rate of instability modes and add new instability mode. One reason is due to the fact that many shock boundary layer interactions have been found to be inherently unsteady, and the unsteadiness has strong effects on the aerodynamic parameters of the flows. Even within perfect gas regime, hypersonic flow associated with such phenomena are inherently transient three-dimensional flows containing a wide range of time and length scales. The real gas effects add more time and length scales related to finite rates of dissociation and excitation of vibration.
The numerical simulation of such transient flows require high-order accurate CFD methods in order to capture all of these time and length scales of pow. Standard shock-capturing CFD methods developed for steady or slightly unsteady flow computation are not appropriate for transient applications because their accuracy level is not high enough.
The purpose of this paper is to apply a high-order upwind finite difference shock fitting scheme combined with additive semi-implicit Runge-Kutta (SIRK) methods developed by Zhong 1341 to simulate transient hypersonic boundary layer flow with thermal and chcmical nonequilibrium in continuum regime. High-order of both spatial discretization and temporal integration is necessary. Fifth-order upwind finite difference scheme is used to discretize convective terms while sixth-order central difference scheme is used for viscous terms. For simulation of viscous hypersonic flows over blunt body, flow properties such as temperature, species mass fraction, and density may dramatically change in the shock layer immediately behind the shock and in boundary layer near the body due to chemical reaction and wall conditions. Grids for computation are strongly stretched in both of the two regions in order to cluster more grids points in them. Fifthorder polynomial interpolation directly to the stretched physical grid without using the coordinate transformation is applied for the purpose of numerical stability consideration
13']. The spatial discretization of the governing equations leads to a system of first-order ordinary differential equations. 
where p and p are the bulk pressure and density, respectively, Tt is the-translational temperature, and R is the mass averaged gas constant, defined as:
where Ri is the species specific gas constant.
The internal vibrational energy mode is modeled by a separate temperature, TV [4648] . The internal energy equation for a diatomic species is then: e; = %Ri~t + e;; + hp (9)
Correspondingly, the equation for a monatomic species is: (11) In the above equations, &,; is the characteristic vibrational temperature of species i and h,P is the species heat of formation.
These values are given in Table 1 .
The vibrational and total energies per unit volume are given by: i=l NS E=Cpie;+pv _ i=l (12) 3.3
Constitutive relations
The viscous terms in the governing equations (viscous stresses, diffusive fluxes, and heat fluxes) require constitutive relations to relate these viscous terms to the flow and thermodynamic variables. The viscous stresses are modeled using the Navier-Stokes equations:
For chemically reacting flow, species mass diffusion fluxes are given by full multicomponent diffusion models where the flux of species i is dependent upon its own concentration gradient, and the gradients of all the other species 14g-511. Such a multicomponent model can be computationally prohibitive for numerical simulations. Therefore, a common approximate model used is to assume each species follows Fick's Law of diffusion for a binary gas mixture.
Thus, each species is treated as diffusing into the remaining bulk as if it were a binary mixture of the species in question and everything else. Using this model, the species i are given by:
The effects of diffusion due gradients are typically small simplicity 15'l.
mass diffusion fluxes for =m (15) to thermal and pressure and can be neglected for Heat diffusion is modeled using Fourier's Law for heat conduction:
i=l with the total enthalpy, h;, given by:
Transport coefficients
The transport coefficients need to be modeled for a gas mixture. Individual species viscosities (pi) are calculated using a curve fit model presented by Moss Is31: (30) where 4ij is the same as those used in Wilke's mixture rule for viscosity r541, and the sums are taken over the diatomic species only and: where p is in units of atmospheres, Buj is the characteristic vibrational temperature of species j, and p;j is the reduced mass given by:
The correction factor is given by:
The mass diffusion coefficient is taken to be the same for all species, Di = D and is found by assuming a constant Schmidt number
where Cj is the mean molecular speed given by: 
and N is the total number density of the gas. The model used for vibration-dissociation coupling is the one employed by Candler in Reference [46] and is given by The total vibrational source term is then:
( 35) w=QT-V+
Qv-D (36)
Chemistry is modeled by using a five species model (Nz,Oz,NO,N,O) .
H ere, ionization is ignored. The five species reaction model is given as:
where M; denotes any of the i species. In general, the rate of formation of a reactant species in a general reaction of the form: A+B i+C+ll (42) can be written as:
Two chemical models for the rate coefficients (the k~ and kb's) are used. The first model is the DunnRang rate coefficients based on-a two-temperature modle as presented by Hauser, et al. 1451 The backward and forward coefficients are calculated using a modified Arrhenius expression of the form:
where C, T,, 7, an-d ed for each reaction are given in Tables 2 and 3. The second model is the Park chemistry model for air 142J581. In this model, only the forward rate coefficients are explicitly calculated by a modified Arrhenius equation similar to that used in the DunnKang model. The backward rate coefficients are then deduced from the forward rates using the equilibrium constant:
The equilibrium constants, It',,, are given by empirical curve fits with respect to temperature. The no-slip condition for velocity and adiabatic wall condition for temperature are used as the flows examined are within the continuum regime. Isothermal walls are also used as they are a common way to simulate cooled walls without solving the conjugate heat transfer problem. Noncatalytic wall is used in the present study.
Numerical Met hods
Once the physical model is defined, an associated numerical model suitable for computational simulations is needed. Often, methods are used for the spatial and temporal discretizations.
Care must be taken to ensure that the scheme chosen is both stable and accurate. In particular, the terms associated with the nonequilibrium thermophysics have such small time scales associated with them, that they can add a high degree of numerical stiffness to the temporal discretization and special care must be taken when integrating in time. In order to capture all time and length scales asso--ciated with transient hypersonic nonequilibrium flow, high-order accurate CFD methods are required.
5.1
High-order shock fitting methods
Inviscid fluxes are
The use of shock fitting method make it possible to use high-order difference scheme for spatial discretization. The general curvilinear three-dimensional coordinates (5, 77, C, 7) are used along the body fitted grid lines (Fig. 2) .
Shock fitting methods are used to treat the bow shock as a computational boundary. The RankineHugoniot relations across the shock are used. When the thickness of shock is assumed to be infinitesimal, frozen flow can be used, which means there is no chemical reaction and vibrational excitation across the the shock. The Rankine-Hugoniot relations are similar to perfect gas results.
The transient movement of the shock and its interaction with disturbance waves are solved as part of the solutions.
Therefore, the grid surface of n = constant is unsteady due to the shock movement, but the grid surfaces of < = constant and C = constant are fixed plane surfaces during the calculations.
In particular, the [ = constant surface is generated such that they are normal to the wall surface. Therefore, only the 71 = constant grid lines change when the bow shock moves. In conservative form, the equations of motion can be written as: 
(53)
where J is the Jacobian of the coordinate transformation, and &, ty, I=, s, qy, qz, qt, G, iy, and L are the grid transformation metrics, which are computed as functions of the body shape, the grid-point distribution along the grid lines, the wall-normal distance H([, C, 7) between the shock and the wall along the 77 grid lines (see Fig. 2 The computational shock shape and standoff distance agree very well with the experimental data. The inference fringes shapes of Park Model are very similar to experimental photo. For the result of Dunn-Kang Model, there is visible differences between the inference fringes shapes of the computation and experiment.
A comparison of fringe number profile along the stagnation line between the two chemical model is shown in Figure 4 Fig. 5 , in which Furumoto's computational results are shown in the bottom half of these figures while computational results of this paper are show in the top half of these figures. The comparison shows that the computational results by different numerical methods are in good agreement with each other. Small differences exist in the standoff distance of bow shock. The flow change immediately behind the shock by shock capturing method is not as smooth as that by shock-fitting method which is shown in the contours of pressure. This is due to the different grid distribution and numerical methods.
In current computation, stretching grids in both shock layer and boundary layer are used, while grids used by Furumoto are only stretching in boundary layer.
The chemically frozen and thermally nonequilibrium nitrogen flow past 2 meters diameter infinite cylinders with adiabatic wall are studied and compared with inviscid flow results by Giordano 13'l. The flow conditions are given as following: M, = 6.5, T, = 300"1<, p, = 50or500Pa.
Viscous terms and thermal conduction effects are ignored in reference [39] . Figure 6 shows that our results match the results published by Giordano very well, and viscosity is negligible in these two cases.
Numerical accuracy
For simulation of viscous hypersonic nonequilibrium flows over blunt body, flow properties such as temperature, species mass fraction, and density may dramatically change in the shock layer immediately behind the shock and boundary layer near the body due to chemical reaction and wall conditions. If flow is thermally and chemically frozen, it is just necessary to cluster more grids in boundary layer because the change of flow properties in shock layer is smooth. Numerical experiment shows that stretching grids in both shock layer and boundary layer does not change the standoff distance of bow shock for frozen flow. But for nonequilibrium flow, there are steep changes in shock layer. If grid is stretching only in boundary layer, the standoff distance of bow shock can not be accurately com-puted, and there is obvious spurious oscillation behind the shock.
Grid refinement in both shock layer and boundary layer is necessary in order to cluster more grids point in the region where flow changes significantly, which is easier to carry out for shock-fitting method than shock-capturing method.
All computations presented here used 60 x 60 grid stretching in the body normal direction on both sides close body and shock respectively.
Comparison of heat transfer and pressure on the body surface and contours of translational temperature computed with differents grids are shown in Fig. 7,8 and 9 . Since the heat transfer at the surface, contours of vorticity, pressure, temperature, species mass fraction, and density in the flow field using 120 x 120 almost coincide with that using a 60 x 60 grid, and the computed pressure and heat transfer at the stagnation point, and maximum vorticity on the surface using the 120 x 120 grid were within %0.9, %1.5 and %I.2 respectively, it was concluded that the number of points was sufficient to resolve the shock layer and the boundary layer for the purpose of simulation of surface heating and flow properties, including density, velocity, pressure, temperature, species mass fraction, and their first-order derivatives.
Heat transfer in nonequilibrium flow
In the regime of Boundary layer flow and under the assumption of locally self-similar solutions, the partial differential NS quations reduce to ordinary differential ones which can be solved by Chebyshev spectral collocation method.
The boundary conditions at the edge of the boundary layer can be obtained from directly numerical solutions discussed above. The purpose of this study is to compare the heat flux computed through NS equations and BL equations.
In a nonequilibrium hypersonic flow, the local heat flux on the isothermal wall is determined by sum of the conduction and diffusion components:
where n is direction normal to surface, and mass diffusion fluxes for species i are given by:
The surface heating is most serious near the stagnation point which is extensively studied in the past decades. Most of these studies are based on the classical theory of Fay and Riddell r61l and their numerical solution of boundary layer equations. For fully catalytic wall (chemically equilibrium is reached due to infinitely fast reaction), the heat transfer rate near the stagnation point is given in the following form fsll:
where hd is the energy in dissociation, subscript w refers to the wall, subscript e to the edge of the boundary layer, subscript s to the stagnation point, and the exponent Q is 0.52 and 0.63 for equilibrium and frozen boundary layer respectively.
For noncatalytic wall, the resultant heat-transfer could be given by Equation (64) with L, = 0. These classical heat transfer correlations can be applicable under conditions summerized by GGksen 1621. 0 ur code based on Chebyshev Spectral collocation method for stagnation boundary layer flow is validated by calculating perfect gas flow. In this case, boundary conditions at the edge of boundary layer can approximately be given by using Rankine-Hugoniot relations, which is not related to the body geometry. The heat flux at stagnation point can be expressed as: (65) where subscript w stands for the values at wall and expression of n for transformation can be found in reference [38] . The temperature gradient in normal wall direction is solved numerically. For fixed free steam parameters and wall temperature, all variables in equation (65) except for curvature radius, TO, are constant, which indicates that q is in inverse proportion to rs(shown in Fig. 10 ). In Fig. 10 , heat flux is compared with Fay and Riddell's 138l curve fitted results and our numerical results based on NS equations and BL equations respectively.
Here BL results are calculated with outside boundary condition obtained from NS results. Same chemical model of reaction is used in both calculations.
The boundary conditions of boundary layer are given by using Rankine- The profiles of mass fraction and temperature along the stagnation line are shown in Fig. 11 and 12 Figure 13 shows the comparison of entropy contours and boundary layer developing between vibrationally relaxing flow and perfect gas flow. In the vicinity of stagnation line, shock angle is nearly upright, so temperature behind the shock is so high that vibrational energy of diatomic molecues is excited. As a result, more entropy is generated compared with perfect gas flow. Therefore, the entropy layer in this region is much thicker than that in the same region of perfect gas flow field. Based on Reshotko and Khan l65l's results, the entropy layer will be swallowed by boundary layer with developing, which plays an important role in the stability and transition of boundary layer downstream.
6.3
Vibrationally relaxing flow of N2 past a parabola
The chemically frozen and thermally nonequilibrium IV2 flow past a parabolic leadingedge with isothermal wall is studied.
The receptivity of the 2-D boundary layer to weak freestream acoustic flow at zero angle of attack are considered.
As comparison, corresponding perfect gas flow is also studied.
All results shown in this section are obtained by using a set of 160 grids. The body surface is a parabola given by Figure 14 shows the profile of translational temperature and vibrational temperature along the stagnation line. Because of the low density, length scale of vibrational relaxation is in the same order as standoff distance of shock although the translational temperature is very high behind the shock.
6.3.2
Receptivity of hypersonic nonequilibrium flow
where b a given constant and d is taken as the reference length. The body surface is assumed to be a non-slip wall with an isothermal wall temperature T,.
In the simulation, the freestream disturbances are superimposed on the steady mean flow to investigate the development of T-S waves in the boundary layer with the effects of the bow shock interaction.
The wave field of the unsteady viscous flows are represented by the perturbations of instantaneous flow variables with respect to their local mean variables.
For example, the instantaneous velocity perturbation 2~' is defined as the perturbations with respect to local mean velocity, i.e.,
The specific flow conditions are:
u' = u'(x, y, t) = 11(x, y, t) -U(x, y) 
where E represents the freestream wave magnitude, which is a small number.
The parameter Ic is the freestream wave number which is related to the circular frequency w by:
The unsteady calculations are~carried out for 20 periods in time so that the solutions_reach a periodic state. The accuracy of unsteady flow is verified by comparing the vorticity jump across the bow shock with theoretical results which is shown in Fig. 15 . Here, vorticity is normalized with respect to Urn/d. The prediction of vorticity jump across the shock is described in the literature [66] . For unsteady hypersonic flow, the vorticity jump across the bow shock can expressed as following:
where, s is the direction along the shock, 6' is the angle between shock and x-axis, and d is the ratio of density across the shock, i.e. 29 = pm/pa. Because only momentum equation is used in the derivation of vorticity jump, this prediction is also valid for thermally and chemically nonequilibrium flows. The numerical results are in good agreement with theoretical prediction except that there exists visible difference which is due to viscous effects. Near the nose of the leading edge, the standoff distance of bow shock is less than that of downstream, where viscous effects are more obvious.
Any freestream waves interacting
with the bow shock in hypersonic flow always generate a combination of all three kinds of waves, namely acoustic (pressure), entropy, and vorticity waves. The acoustic wave is propagated with the sound speed relative to the moving fluid, while the entropy and vorticity waves convect with the moving fluid velocity.
The interaction between external waves and T -S waves in boundary layer is discussed in literature [67] .
In this paper, we mainly focus on the real gas effect on these three kinds of waves. The contours of phase angle of pressure, vorticity and entropy perturbation are plotted in Fig. 16 . From this figure, it is reasonable to draw a conclusion that the vibrational relaxation does not obviously effect the acoustic waves, while it significantly effects the properties of entropy and vorticity waves. Although vibrational relaxation mainly concentrates in the region near the nose of leading edge, the entropy and vorticity waves are strongly effected both in the leading edge region and downstream region. The instantaneous perturbation contours of pressure, temperature, vertical velocity, and entropy are shown in Fig. 17, 18 , 19 and 20 respectively, while corresponding contours of perfect gas are-drawn together.
The distribution of the Fourier amplitude and phase angle of entropy and vorticity perturbations along the parabola surface are shown in Fig.21 and 22 For perfect ing to the resultspublished by Zhong [s7~~;s;~;~;; mode is first mode dominated before X <'-0.6 while it switchs to second mode dominated after x > -0.6 in this specific case.--For real gas, Malik 1251 has proved that real gas effects stablize the first mode instability while destabilize the higher mode. The recognizaton of different stability modes and the response to real gas effects need further study including linear stability analyses.
6.4
Chemically reacting flow of 02 past a parabola It also showed that the time scale of vibrational relaxtion is less than that of chem-ical relaxtion. The contours of atomic oxygen and entropy are shown in Fig. 24. 
6.4.2
Unsteady flow solutions Figure 25 shows the vorticity jump across unsteady bow shock. Compared with the vorticity jump without chemical reaction above, higher maximum vorticity are generated due to the dissociation of diatomic oxygen, which can lead more unstable layers by a qualitative analysis.
The computational results agree with theoretical prediction very well. The instantaneous perturbation contours of temperature, pressure, vertical velocity, and entropy are shown in Fig. 26 The real gas effects on stability analyses are ongoing.
Conclusions
This paper has applied and tested a high-order upwind finite difference shock fitting method for the simulation of nonequilibrium hypersonic flows with strong bow shock. The validation of our code is conducted by comparison of our computational results with experimental results as well as other numerical results. The ability of the computations presented in this paper to accurately capture the shock shapes and the standoff distances demonstrates the capability of the code to sufficiently model flows in thermochemical nonequilibrium. Grids refinement in both shock layer and boundary layer makes it possible to capture the sharp changes of flow variables in these regions.
Comparison of numerical results based on both course and refined grids shows that the results are grids independent.
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