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We present E-STRSAGA, an ensemble learning algorithm, that can efficiently maintain a model over a
stream of data points and recover from any type of drift that may happen in the underlying distribution.
This algorithm adopts the new distribution by efficiently adding new experts after detecting any change
in the performance of its model, and forgets about the previous distribution by efficient way of dropping
old experts and data points from the old distribution. Experimental results are provided on a variety of
drift rates and types (abrupt, gradual and multiple abrupt drifts). Results confirm the competitiveness of
E-STRSAGA with a streaming data algorithm that knows when exactly drift happens and is able to restart
its model and train it only over new distribution.
1 Introduction
A general problem in machine learning is optimizing an objective function. This function which represents
empirical or regularized risk function usually has a finite-sum form and is often assumed to be convex.
Consider a set of training data, S consisting of n data points. Empirical risk RS is considered to be the







The goal is to find w∗ which minimizes the expected risk. There are two high-level approaches to solve
this problem: Batch learning and Online learning [BL03]. Batch learning uses all the available data points
in the training set to optimize the cost function at each iteration. However, it is computationally expensive
to use all data points at each iteration, especially for large datasets. Online algorithms avoid this problem by
optimizing the cost function using a randomly sampled data point at each iteration. Stochastic Gradient
Descent (SGD) is a well-known online learning method to solve such large scale optimization problems in
machine learning. SGD chooses an index i uniformly at random and updates the parameters w using ∇fi(w).
SGD provides an unbiased gradient estimate; however, it suffers from a slow, sublinear, convergence rate.
Variance reduction methods such as SVRG [JZ13] and SAGA [DBLJ14] have been proposed to improve
the convergence rate of SGD. These methods mainly control and reduce the variance of computed gradients
by using an additional error correction term in the update step [DG16]. There are two main assumptions in
all of these methods: first, all the data points are available in advance, and second, these data points are
drawn i.i.d from a static and stationary distribution.
However, in many applications, data examples are not available beforehand and arrive gradually over time.
In this setting that we refer to as streaming data arrival, our task is to update the previously learned model
using newly arrived examples. Incremental learning refers to the situation of continuous model adaptation
based on a constantly arriving data stream [GH16].
Changing the underlying distribution is a big challenge for Incremental learning methods. Typically when
the environment is not stationary, we expect data to evolve and its underlying distribution changes over
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time. There are different forms of changes that may happen; including the change in the prior probabilities
and class conditional probabilities. As a result, posterior probabilities of classes may change and affect the
prediction.
[GŽB+14] defines concept drift between time t0 and t1 as
∃X : pt0(x, y) 6= pt1(x, y)
where pt denotes the joint distribution at time t between the set of input variables X and the target variable
y. Note that drift may happen suddenly or gradually. Also, multiple drifts may happen in the underlying
distribution. In such a setting, the goal is to learn a model which can be updated efficiently and be able to
detect any changes in the underlying distribution and act accordingly. In other word, our goal is to maintain
a model over streaming data that can incorporate new data points as they become available, detect any
changes in the underlying distribution which these data points are drawn from, forget the old distribution,
if necessary, and retrain the model using data points from the new distribution such that the risk of the
trained model is close to what it would be if an incremental algorithm has the prior knowledge about the
drift beforehand.
In this work, we present E-STRSAGA an ensemble learning algorithm that can handle any type of drift.
E-STRSAGA detects any changes in the underlying distribution and takes an action accordingly either by
adding a new expert and training a new model over newly arrived data points or by forgetting the old
distribution by forgetting data points from the previous distribution and also removing old experts trained
on them.
2 Related Work
FLORA is one of the earliest efforts to handle concept drift which was proposed in a series of papers
[WK92, WK93, Wid94], and [WK96]. The idea of FLORA is pretty straight forward which says we need to
take the more recent data points more into account rather than the older ones. They implement it by using a
sliding window and using the examples that are inside the window and forgetting/discarding the previous
data points. However, the problem with a single-window is that there is no optimal length for the window.
Because the smaller ones are better for abrupt/rapid drifts and larger ones are better for gradual/slow drifts
[LVB04]. To solve this problem, [WK92, WK93] and [WK96] use a heuristic approach that can automatically
adjust the size of its window. The idea is that if concept drift seems to happen, the window size should
shrink. Then after drift, it should expand to form a new concept and when the concept is stable enough, the
size of the window should be kept fixed. [LVB04] is another method that uses a window-based method to
forget older data points. This method uses three windows with different sizes (small, medium and large) to
have different interpretation of data and help with dealing with different types of concept drift: small window
is used to deal with fast/abrupt drift, medium window is used to handle slower changes and large window
deals with very slow drifts.
One drawback of window-based models is that sometimes concept drift is local and only happens to a
specific class and not all the other classes. In such cases, window-based methods discard all the previous data
points while some could contain useful information. In such cases, other forgetting methods such as instance
weighting have better adaptability [DCTC05]. In these methods, to forget older data points, a weight is
assigned to each data point which will be updated as a new data point arrive. Whenever the weight of a data
point is less than a predetermined threshold that data point will be deleted. [Sal97] discussed time decaying
and also local decaying weights methods.
[HMEYC14] proposes a statistic-based method to detect concept drift. The idea is that if there is no
concept drift in the arrival stream then loss over the last arrival batch should be similar to the loss over a
random permutation of data points seen so far. Any significant difference between these losses indicates a
drift in concept. In other words, this paper reuses data points multiple times to obtain statistic information
from the loss distribution and detect any potential concept drift.
Ensemble learning is another method that is used for handling concept drift. In such methods, different
learners are trained on a different subset of data points and their results are combined using methods such as
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majority vote.
Dynamic Weighted Majority (DWM) [KM03] uses an ensemble of learners. The weighted majority vote is
used for prediction. If the global model makes a mistake a new learner will be initialized. On the other hand,
if a learner makes a mistake then its weight will be reduced and if its weight falls below a predetermined
threshold that learner will be discarded.
[KAMP08] is another ensemble learning method that generates a new classifier as a new batch of data
points arrive. The proposed algorithm assigns a weight to each of the newly arrived data points based on the
performance of the previously learned model. The idea is that if the previously learned model can predict the
target value correctly then that sample would be used to update the model with a lower weight. However,
if the previously learned model predicts a wrong target value, this method gives a higher weight to that
point in updating the model. This method doesn’t store data points for any later reuse but stores learned
classifiers and their performances over time to reuse them later. Similar to DWM [KM03, KM07], a weighted
majority vote is used to combine the results of different classifiers and the weights are computed based on the
performance of the classifiers over time.
[BM10] also uses ensemble method. The proposed algorithm uses the idea of change point in time
series as a criterion for initializing/discarding a new learner. Change-points in time series are defined as
abrupt variations in time series data. This paper uses the Bayesian method to predict the change-point
(or equivalently the length of the longest sub-string of observations which are identically distributed). At
any time t, the posterior distribution probability of this length is calculated and then classifiers will be
trained over the newly arrived data points. Then, a new model is initialized with the prior distributions
over observations, corresponding to the length of zero. Also, a predetermined threshold for the posterior
probability can be used to decide when to discard a model.
3 Model and preliminaries
We consider a data stream setting in which the training data points arrive over time. For t = 1, 2, 3, . . . , let Xt
be the set of training data points arriving at time step t. Let ni denotes the size of Xi where ni ≥ 0. training
data points in Xt could be drawn from one or more distributions which are not known to the algorithm. Let
St1,t2 = ∪t2t=t1Xt be a stream segment that have arrived in time steps t1 through t2 (both inclusive). Let
nt1,t2 denotes the size of St1,t2 where nt1,t2 =
∑t2
i=t1
ni. If all these training data points are drawn from a
distribution I, we denote this stream segment by SIt1,t2 . Also, we call St1,t2 and St2+1,t3 as two consecutive
stream segments.
The model being trained/maintained is drawn from a class of functions F . A function in this class is
parameterized by a vector of weights w ∈ Rd. For a function w, we define its expected risk with respect to
I as RI(w) = Ex∼I [fx(w)] where fx(w) is the loss of function w on input x and the expectation is taken
over x drawn from distribution I. Let function w∗I = arg minw∈FRI(w) denote the optimal function with
respect to RI(w). Let R∗I = RI(w∗I ) denote the minimum expected risk possible over distribution I, within
function class F . The function w∗I is called the distributional risk minimizer for I. Given a stream segment
S of training data points, the best we can do is to minimize the empirical risk over this sample. We have
analogous definitions for minimizers of empirical risk over this sample. The empirical risk of function w over
a sample S of m elements is: RS(w) = 1m
∑
x∈S fx(w). The optimizer of the empirical risk is denoted as
w∗S , defined as w
∗
S = arg minw∈FRS(w). The optimal empirical risk is R∗S = RS(w∗S). Note that training
data points in S are not necessarily drawn from same distribution.
Learning Over a Data Stream in an Stationary Environment. In [JTGT18], an Streaming Data
Algorithm is defined as an algorithm that processes input examples as they arrive in a streaming manner and
incorporates them efficiently to update the decision model. In other words, at any time step t, an streaming
data algorithm takes Xt (arrival batch at time t) and uses it to update wt (the decision model at time t) to
obtain wt+1 . Note that a streaming data algorithm may access and uses the previous data examples for
updating the decision model. One way of evaluating the performance of a Streaming data algorithms is to look
at the performance of its decision model wt (before being updated using Xt) over the newly arrived batch
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Xt for any time step t. If we plot RXt(wt) as a function of time, the result would be similar to Figure 1-a.
Looking at any streaming data algorithm’s performance which is trained over a static distribution, we can
divide it into two parts: (1) warm-up (converging) period and (2) stable (converged) period. The warm-up
period starts from the beginning of the time when the algorithm starts training the model and ends when the
algorithm is converged to its optimal final risk. And stable period starts from the converging point. This two
parts are shown in Figure 1a (converge point is marked by t1).
Definition 1. An streaming data algorithm is said to have η-permitted variations in its stable period over a












(b) in presence of an abrupt concept drift
Figure 1: Risk of the function wt learnt by an incremental learning algorithm over time: (a) in a stationary
environment, and (b) in presence of an abrupt concept drift.
Learning Over a Data Stream in Presence of Drift. Assume stream segment SIt0,t2 follows by
another stream segment SJt2,t3 and the function wt2 which the streaming algorithm is converged to after
training over SIt0,t2 shows a δ degrading in its performance, as it is shown in Figure 1b.
We define the sensitivity of a function towards this transition as follows:
Definition 2. Let S, S ′ be two stream segments. w is called to be δ-sensitive toward the transition from S
to S ′ if |RS′(w)−RS(w)| ≥ δ, for some δ > η where η is the permitted variation of the used streaming data
algorithm.
From an algorithm’s perspective, the sensitivity of the decision model over new arriving training data
points is something that can be monitored over time and be used to detect potential changes in the underlying
distribution. In other words, if the decision model is performing within η offset of what it was performing
previously, we say the decision model is still fitting the newly arrived data points and is resilient toward this
transition. However, if it performs poorly compared to previous time steps, the algorithm can report it as a
sign of a potential change in data.
Possible changes in data include changing the data characteristics or the link between the input data and
the target values. [GŽB+14] formulates two changes that can happen as follow: 1) feature change [GFHY07]
(also known as virtual drift or sampling shift [Sal97]) corresponds to a change in the prior probabilities (Figure
2-b). In this type of drift, the posterior probabilities stay the same but data points are drawn from different
regions of the feature space. In other word, the concept doesn’t change, but, the model fails to represent the
reality due to its bias toward the limited available data points. Feature shift between time t0 and t1 can be
formally defined as follows:
∃X : pt0(x) 6= pt1(x)
where x and y are the set of input variables (features) and target variable, respectively. 2) Concept Change
which refers to the change in the the conditional probabilities p(x|y) and as a results, the posterior probabilities
4
of classes p(x|y) (Figure 2-c). Concept change between time t0 and t1 can be formally defined as follows:
∃X : pt0(y|x) 6= pt1(y|x)
(a) Original
w1w2




(c) Concept change, but
no feature change
w1w2
Figure 2: Different types of drift, blue circles denote class 1 and green ones denote class 2
Figure 2, which shows a binary classification problem, visualizes these two types of drift. In this figure,
blue circles denote class 1 and green circles denote class 2. Distributional risk minimizer or w∗ which is the
function that we aim to learn is shown by the dashed line. A point belongs to class 1 if it is on the left side
of this line and belongs to class 2, otherwise. Given the limited number of data points shown in figure 2-a,
we may come up with w1 or w2 (from a class of functions F) as our decision model. These two functions
have different distances to the distributional risk minimizer w∗. But, they both are empirical risk minimizers
that perfectly fits the given original data points. Now, let’s look at these two functions after the feature
change shown in Figure 2-b. w1 is still a perfect separator for these new data points. Therefore, no drift has
happened from w1’s point of view. However, w2 has a pretty high risk for these data points (it misclassifies
more than %60 of them). Thus, from w2’s perspective there was a drift in the input. we say that w1 is
not-sensitive to this drift and w2 is sensitive. Note that both these functions are sensitive toward the concept
change is shown in Figure 2-c.
When a potential concept drift is reported, an algorithm needs to take an action either by updating the
learned function or starting to train a new function. This training/updating can be done either by using
the mixture of data points from the previous distribution or just using the data points collected after the
change in the distribution. The question is which approach should be taken? Can it be helpful to use old
data for training the model after a drift? Under what conditions does this help? We try to answer these











Figure 3: Feature change where P (x) changes
Figure 3 shows an example of feature change. Figure 3-a illustrates the original sample set of data points.
w1 and w2 are two functions learned over this sample set. Both of these learnt functions are empirical risk
minimizers for this sample set. Figure 3-b shows the new set of data points. w1 is completely resilient toward
this drift. Therefore, from an algorithm’s perspective, nothing has changed and there is no need to retraining
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the model. However, w2 is 0.62-sensitive toward this drift. Therefore, a new model needs to be trained over
this new distribution. w′2 can be a possible output of the algorithm if the algorithm decides to retrain the
model only on newly arrived data points. However, if algorithm decides to train the model over the entire
pool of data points (old and new sample sets), w′′2 (shown in Figure 3) could be a possible output which is










Figure 4: Two examples of concept change (i.e., P (x|y) changes)
The second type of drift is the concept change where P (x|y) changes. Figures 4a and 4b show two different
cases for this type of drift. When concept change happens, the better approach would be to train the model
only over new data points from the new distribution (learning over the mixture of old and new distributions
may not converge). An efficient learning algorithm that can deal with concept drift needs to look for changes
in data and decide if it wants to restart the model and start from scratch or train its model over the union of
precious and new data points.
4 E-STRSAGA Algorithm
In this section, we present our algorithm E-STRSAGA which is an ensemble learning algorithm that contains a
bag of models and can handle any changes in data.
This algorithm, which is presented in Algorithm 1 is consist of different modules: (1) AddExpert: to
decide when to add a new expert, (3) CreateNewExpert: to initialize the parameters of a newly added expert,
(2) DropExpert: to decide when to drop an expert, (3) UpdateExpert: To update experts using arrived data
points, (4) StatisticalTest: to decide what expert should be used for prediction purposes. We Explain
each module in the rest of this section. But, the idea of the algorithm is as follows: At the beginning of
time, the algorithm starts with a single expert. At any time step t, when a new set of data points Xt arrives,
StatisticalTestdetermined which expert is the decision model by finding the best expert in the ensemble.
Later, this model will also be used by AddExpertmodule to determine if a new expert needs to be added to
the system. Also, the algorithm checks all the experts in the pool and if an expert is not performing well it
would be removed. Finally, E-STRSAGA adds this newly arrived set of data points Xt to its buffer so that all
remaining experts can use them to update their decision model.
CreateNewExpert. This module would be called by the algorithm whenever a new expert needs to
be added to the ensemble. This could happen at the beginning of time when we start training or when
AddExpertmodule decides to add a new expert. When this module is called, a new expert which its parameters
are initialized randomly will be added to the ensemble. Besides, if there was at least one more expert in the
ensemble, another expert will be added which its parameters are carried over the parameters of the best
expert in the ensemble. The best expert is determined by looking at the performance of all experts over the
most recent arrived set of data points. Note that for both of these experts the Buf an effective sample set is
initialized to be empty.
StatisticalTest. At each time step t, the best expert is determined using an Oracle or a statistical test
on the most recent set of data points or the last N data points. The parameters of this expert are considered
6
Algorithm 1: E-STRSAGA ()
// Xt set of arrivals at time step t
// XNt last N data points until time step t
// m: id of the last expert in the ensemble system
// em: m-th expert with parameters Paramm, effective sample set Tm, buffer Bufm,
weight Wm, and adding time ADm
// Perf(em,Xt) or Perf(Paramm,Xt): performance of expert m over Xt
// {j}m1 : set of active experts’ ids in the ensemble
// η: permitted variation of the algorithm
// δ: add or drift detection threshold
// ρ: total available computational power at each time step
// WT: Warm-up time
1 m← 1
2 CreateNewExpert(m, t, Param,W )
3 for t← 1... do
4 Param,W ← StatisticalTest(XNt , {j}m1 )
5 AddExpert(η, {j}m1 , t, Param,W )
6 UpdateExpert({j}m1 ,Xt)
7 DropExpert(β, {j}m1 , t,WT )
Algorithm 2: CreateNewExpert(m, t, Param = ∅,W = 1)
1 if |{j}m1 | > 0 then
2 Paramm ← Param
3 Wm ←W
4 ADm = t
5 Bufm ← empty and Tm ← empty
6 m← m+ 1
7 Paramm ← random initialization
8 Wm ←W
9 ADm = t
10 Bufm ← empty and Tm ← empty
11 m← m+ 1
12 Normalize the wights of experts such that
∑
k∈{j}m1 Wk = 1.
Algorithm 3: StatisticalTest(XNt , {j}m1 )
1 index ← arg maxi∈{j}m1 Perf(ei,XNt )
2 return Paramindex,Windex
Algorithm 4: AddExpert(η, {j}m1 , t, Param,W )
1 Paramt ← StatisticalTest(XNt , jm1 )
2 Paramt−1 ← StatisticalTest(XNt−1, jm1 )
3 if η < Perf(Paramt−1,Xt−1)− Perf(Paramt,Xt) or |{j}m1 | == 0 then
4 CreateNewExpert(m, t, Param,W )
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Algorithm 5: UpdateExpert({j}m1 ,Xt)
1 for j ∈ {j}m1 do
2 Add Xt to Bufj
3 for k ← 1...(ρWj) do
4 if (Bufj non-empty) and (k even) then
5 Move a single point, z, from Bufj to Tj
6 α(z)← 0 // α(z) the prior gradient of z, initialized to 0
7 A←∑p∈Tj α(p)/|Tj | // A the average of all gradients, used by SAGA, and
can be maintained incrementally
8 Sample a point p uniformly from Tj
9 g ← ∇fp(w˜k−1) // compute the gradient
10 w˜k ← w˜k−1 − η(g − α(p) +A) // η is the learning rate
11 α(p)← g
12 wj ← w˜ρWj
13 Wj ← Perf(wj ,Xt)
Algorithm 6: DropExpert(β, {j}m1 , t,WT )
1 for j ∈ {j}m1 do
2 if wj < β and t−ADj > WT then
3 Delete ej
4 Normalize the wights of experts such that
∑
k∈{j}m1 Wk = 1.
to be the prediction model at the current time step.
AddExpert. In this module, E-STRSAGA decides if it needs to add a new expert to the system. To
this end, E-STRSAGA checks the performance of its prediction model (Param). If this performance is worse
than the performance of the prediction model in the previous time step plus its permitted variation η,
E-STRSAGA consider it as a warning sign for a possible drift in the underlying distribution. Therefore, it calls
CreateNewExpertto add new expert(s) to the ensemble. Note that if this was a wrong warning meaning
that there was no drift in the underlying distribution, the older expert will perform better than this newly
added expert. Thus, the older expert will win to be the prediction model and this newly added expert(s) will
eventually get dropped.
UpdateExpert. In streaming data arrival, there is limited computational power over the number of SGD
(or any variant of it such as SAGA) updates that can be performed in each time step. Assume ρ denotes the
total computational power at each time step. E-STRSAGA needs to decide how to divide its computational
power among the experts it has. To this end, E-STRSAGA assign weights to experts based on their performance
such that the sum of these weights is equal to 1. Assigned computational power to each expert is proportional
to its weight. Each expert based on this computational power and by using the data points it has access to
will be updated. We used STRSAGAfor the training algorithm of each expert and the update procedure for
such learners is presented in [JTGT18].
DropExpert. As mentioned before, an algorithm that works in a non-stationary environment needs to have
a strategy to forget about the previous distribution to provide good performance over the new distribution.
DropExpertmodule in E-STRSAGA is responsible for this important task. This module, to decide when to
remove an expert, looks at the assigned weights to the experts. If the assigned weight to an expert is below
some predetermined threshold that expert will be removed. Note that any newly added expert may have a
low weight because of its poor performance during its warm-up (converging) period. To avoid dropping such
experts, E-STRSAGA checks if that expert is not in its warm-up period.
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5 Experimental Results
To evaluate the performance of E-STRSAGA and understand its empirical behaviors in the presence of drift, we
conduct a set of experiments on real-world datasets. We consider one of the common optimization problems
that arise in supervised learning, logistic regression. Details of the real-world dataset we used for logistic
regression are given in Tables 1.
Table 1: Datasets for logistic regression
Dataset Size Number of Features
RCV1.BINARY 20242 47236
COVERTYPE 581012 54
These datasets are static training sets. To convert them into streams, we shuﬄed them by a random
permutation, reserved 10% of each as an independent test set, and the remaining 90% are used for training.
We defined a constant arrival rate of λ such that training data points arrive over the course of 100 time steps.
All the hyper-parameters including the rank of the matrices are chosen to minimize the validation error
set after a single pass of SGD. The obtained setting of µ for each dataset using this approach is as follows,
µRCV = 10
−5, µCOVTYPE = 10−4. We show results for ρ/λ = 2, where ρ indicates the number of gradient
computations that a streaming data algorithm can perform in each time step.
Introducing Drift to a Dataset. Note that none of these datasets contain any concept drift. As a
result, an abrupt drift is introduced to it synthetically by shifting, rotating, and in some cases changing the
labels of some data points. A drift of rate r indicates that, after such drift, target values of r percentage of
data points will be predicted wrongly by empirical risk minimizer of the original dataset. We examined three
different ways to introduce a drift of rate r to a dataset: (i) randomly choose a r percentage of data points
and alter their labels, (ii) shift all or some of the data points such that empirical risk minimizer of the original
dataset predicts the target value of r percentage of data points wrongly, and (iii) rotate all or some of the
data points such that empirical risk minimizer of the original dataset predicts the target value of r percentage
of data points wrongly. The first approach most likely leads to a non-learnable concept. Therefore, we focused
on the last two approaches and used shifting for RCV and rotating for COVTYPE dataset, respectively. Note
that shifting will give us a drift rate of 0.5 at maximum. To achieve higher drift rates, we altered the labels
of all data points and then shifted data point such that the empirical risk minimizer of the original dataset
predict a wrong target value for 1− r percentage of data points.
What Can We Compare E-STRSAGA Algorithm To? Ideally, at any time before a drift happens, the
best thing we can do is to run a state-of-the-art steaming/incremental algorithm. On the other hand, at any
time after drift, the best thing we can do is to re-run that streaming data algorithm from scratch and only
over data points drawn from the new distribution. We refer to this algorithm as Aware. In addition, our
experimental results suggested that for small drift rates starting from random initial parameters is not the
best thing we can do. Aware with carry is another algorithm that we compare E-STRSAGA to and is described
below:
Aware: Aware algorithm is a streaming data algorithm that knows when exactly the drift happens. This
algorithm restarts the decision model to a random initial point and trains it over data points that are received
after drift.
Aware w/ Carry: is a streaming data algorithm that knows when exactly the drift happens. This
algorithm restart training the model by starting from the parameters of the model learned on the previous
distribution and updates it by using data points that are drawn only from the new distribution.
Both of these algorithms are implemented using STRSAGA, the state-of-the-art streaming data algorithm.
We also compared E-STRSAGA with STRSAGAas a streaming data algorithm that doesn’t have any mechanism
to handle drift. In addition, the results are compared with SGD which is an incremental algorithm that has
an oblivious way of handling the drift by only incorporating new data points for updating its parameters.
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Single Abrupt Drift: In the first experiment we introduced a single abrupt at time 50. The results of
drift rate 1 for RCV and drift rate of 0.4 for COVTYPE datasets are shown in Figure 6 and 5, respectively
(results for other drift rates are similar). Figure 6-a and 5-a, show the misclassification rate of E-STRSAGA
comparet to other algorithms. Figure 6-b and 5b, zooms on the performance of these algorithms during the
recovery time after the drift. In addition, Figure 6-c and 5-c, provides the comparison of E-STRSAGA with
other algorithms by focusing on the recovery time. As you can see in the results, E-STRSAGA is identical to
Aware before any drift happens. In addition, E-STRSAGA performs pretty close to Aware and Aware w/ carry
algorithms which know when exactly drift happens.
(a) (b) (c)
Figure 5: Covtype dataset (a) misclassification rate under a single abrupt drift of rate 0.4 at time 50. (b)
misclassification during the recovery time which is the time between the time drift happened and the time
the model is converged. (c) boxplot of misclassification during the recovery time.
(a) (b) (c)
Figure 6: (RCV dataset (a) misclassification rate under a single abrupt drift of rate 1 at time 50. (b)
misclassification during the recovery time which is the time between the time drift happened and the time
the model is converged. (c) boxplot of misclassification during the recovery time.
Multiple Abrupt Drifts: In the second experiment, we introduced two abrupt drifts at time 33 and 66.
The results of drift rate 1 for RCV and 0.4 for COVTYPE are shown in Figure 7 and 8, respectively (results
for other drift rates are similar). As shown in these figures, E-STRSAGA is identical to the Aware algorithm
before any drifts happen. In addition, it performs pretty close to the Aware and Aware w/ carry algorithms
which know when exactly drift happens. In addition, 7-b and 8-b, show the weights, and performances
of experts in E-STRSAGA. These results, show the efficiency of E-STRSAGA in detecting potential drifts and
removing the old experts.
Gradual Drifts: In the third experiment, we introduced a gradual drift from time 50 to time step 60 by
shifting data points gradually over time using the second approach. The results of drift rate 1 for RCV is
shown in Figure 9.
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(a) (b)
Figure 7: COVTYPE dataset (a) misclassification rate under two abrupt drifts of rate 0.4 at time 33 and 66.
(b) Weight, performance of the experts added to the system by E-STRSAGA
(a) (b)
Figure 8: RCV dataset (a) misclassification rate under two abrupt drifts of rate 1 at time 33 and 66. (b)
Weight, performance of the experts added to the system by E-STRSAGA
(a) (b) (c)
Figure 9: RCV dataset (a) misclassification rate under a gradual drifts happened from time 50 to 60. (b)
misclassification during the drift and recovery time. (c) Weight, performance of the experts added to the
system by E-STRSAGA
6 Conclusion
This work considered the problem of learning over streaming data in the presence of drift. We presented
E-STRSAGA, an ensemble learning algorithm, provided experimental analysis for various drift rates and types,
to compare the performance of E-STRSAGA with an algorithm that is aware of the time drift happens and can
restart its parameter and train it only over new distribution.
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