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Abstract
A typical problem in air pollution epidemiology is exposure assessment for individuals for
which health data are available. Due to the sparsity of monitoring sites and the limited tempo-
ral frequency with which measurements of air pollutants concentrations are collected (for most
pollutants, once every 3 or 6 days), epidemiologists have been moving away from characteriz-
ing ambient air pollution exposure solely using measurements. In the last few years, substantial
research efforts have been placed in developing statistical methods or machine learning tech-
niques to generate estimates of air pollution at finer spatial and temporal scales (daily, usually)
with complete coverage. Some of these methods include: geostatistical techniques, such as
kriging; spatial statistical models that use the information contained in air quality model out-
puts (statistical downscaling models); linear regression modeling approaches that leverage the
information in GIS covariates (land use regression); or machine learning methods that mine
the information contained in relevant variables (neural network and deep learning approaches).
Although some of these exposure modeling approaches have been used in several air pollution
epidemiological studies, it is not clear how much the predicted exposures generated by these
methods differ, and which method generates more reliable estimates. In this paper, we aim
to address this gap by evaluating a variety of exposure modeling approaches, comparing their
predictive performance and computational difficulty. Using PM2.5 in year 2011 over the con-
tinental U.S. as case study, we examine the methods’ performances across seasons, rural vs
urban settings, and levels of PM2.5 concentrations (low, medium, high).
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1 Introduction
Accurate exposure assessment plays an essential role in the success of any environmental health
study. Past air pollution epidemiological studies regularly utilize ambient air quality measure-
ments from large monitoring networks to estimate population and individual exposures. However,
measurements from these networks are spatially sparse, temporally incomplete, and preferentially
located in settings with large populations and high pollution levels. There is increasing interest in
developing methods to retrospectively estimate air pollution levels at fine spatial scales and with
complete spatial-temporal coverage in order to minimize exposure measurement error (Alexeeff
et al., 2015), support more spatially-resolved health effect analyses (Kloog et al., 2012; Hao et al.,
2016), and perform impact assessments in low- and middle-income settings (Shaddick et al., 2018).
Advances in Geographical Information Systems, remote sensing, and numerical model simulations
have further contributed to a proliferation of modeling approaches to estimate air pollution over
the past decade.
This paper aims to address an important gap in the current literature. When models to estimate
ambient air pollution exposure are being developed, they are typically only compared to simpler
models within the same modeling paradigms. Examples include comparisons between regression
models with different predictors, especially in land use regression models (Tang et al., 2013; Wang
et al., 2016); between geostatistical models with different spatial dependence structures (Reich
et al., 2011); or between different algorithms among the machine learning toolbox (Singh et al.,
2013; Reid et al., 2015). There has been very limited cross-paradigm comparisons (Adam-Poupart
et al., 2014; Yu et al., 2018), likely due to the analytic effort and expertise required to carry out
the different approaches. In particular, there is a lack of comparison between machine learning
and advanced geostatistical approaches. As exposure modeling becomes increasingly complex
and computationally demanding, there is a pressing need to better understand the advantages and
limitations associated with different modeling approaches. However, synthesis of results from
existing studies is challenging due to the use of different data sources and inconsistent criteria for
evaluating model performance.
The main objective of this paper is to critically evaluate different exposure modeling ap-
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proaches via a case study of estimating regional daily ambient fine particulate matter of aero-
dynamic diameter less than 2.5 µm (PM2.5 ) across the contiguous United States. We considered
major classes of recent approaches that can provide complete spatial and temporal coverage us-
ing monitoring measurements, meteorology, land use variables, and numerical model simulations.
These approaches include geographically weighted regression(van Donkelaar et al., 2015) , statis-
tical downscaling (Berrocal et al., 2010), and machine learning methods, including random forest
(Hu et al., 2017), support vector machine (Liu et al., 2017), and neural networks (Di et al., 2016).
Air quality estimates from these approaches have already been used in health effect and health
impact analyses (Chang et al., 2011; Strickland et al., 2016; Di et al., 2017). Our evaluations
focuses specifically on a model’s spatial predictive ability at locations without monitors and on
computational demand.
A related issue that has hindered cross-comparison is the limited availability of data and an-
alytic code from exposure modeling studies. This is in contrast to efforts in other fields, such as
genetics, genomics and neuroimaging, where established publicly available and well-documented
datasets are available for methods development and comparison (Mailman et al., 2007; Leinonen
et al., 2010; Van Essen et al., 2013). Sophisticated exposure models and algorithms often require
considerable efforts in input associated with data processing and parameter tuning to maximize
model performance. A notable example is the air pollution modeling framework for 2-week aver-
ages from the MESA Air study (Keller et al., 2015) where an R package has been made available
(Lindstro¨m et al., 2012). Hence, another contribution of this study is the documentation of all data
and analytic code. We also only considered methods that can be readily implemented using pack-
ages from the statistical R software (R Core Team, 2018). This will ensure better reproducibility,
allow for future evaluation of other methods, and facilitate adaptation of these modeling methods
by other research groups.
3
2 Data sources
2.1 PM2.5 Monitoring data
For year 2011, daily PM2.5 measurements were obtained from the Air Quality System database of
the US Environmental Protection Agency. A total of 829 monitors from state, local, and tribal air
pollution monitors are available across our study domain of the contiguous United States. Mon-
itors typically take measurement every 3 or 6 days, with only 15% of monitors sampling almost
daily. Figure 1 shows a histogram of the number of active monitors each day: most days have less
than 200 measurements across the contiguous US.
Figure 1: Number of active monitors on a day.
2.2 Computer model output
Computer models for air quality use information on emission sources to simulate the fate and
transport of air pollutants by taking in account complex atmospheric chemistry and physics. There
is increasing use of computer model outputs to estimate air pollution levels at locations without
monitoring data (Berrocal et al., 2010). We obtained Community Multiscale Air Quality model
(CMAQ; Byun and Schere, 2006) version 4.7 runs performed by the EPA at 12km spatial resolution
across the contiguous US for year 2011. At this resolution, the contiguous US is covered by a grid
of 299 by 459 cells. Each PM2.5 monitor was linked to the CMAQ grid cell that contains it.
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(a) CMAQ Annual Mean
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(b) AQS Annual Mean
Figure 2: Annual mean PM2.5 concentration for year 2011 as estimated by CMAQ output versus
AQS monitor data.
Figure 2 compares annual average PM2.5 concentrations obtained from CMAQ simulations and
AQS measurements.
2.3 Meteorological and land use data
Daily average meteorological fields were obtained from the North American Land Data Assim-
ilation System (NLDAS) and the North American Regional Reanalysis (NARR). Meteorological
variables include temperature at 2m, 30m, 150-180mb above ground, downward longwave and
shortwave radiation flux, relative humidity at 2m, boundary layer height, visibility, dew-point tem-
perature, potential evaporation, potential evaporation, convective available potential energy, pres-
sure at 2m, 10m, and 30m, and U- and V-wind speed at 10m. We also obtained the following land
use variables: elevation from the US Geological Survey, major roadway lengths and percentage
of forest cover from the National Land Cover database, population density from the U.S. 2010
Census Bureau at the census tract level, percentage of impervious surface from Landsat, and PM2.5
primary emission sources from the 2011 US EPA National Emissions Inventory Facility Emissions
report. Although all the above mentioned variables were available at different spatial resolution
(point level, in some cases, grids, etc.), they were re-gridded to the CMAQ 12km grid. Specifically,
for predictors with finer spatial resolutions than CMAQ (e.g. elevation), we used the average of
cell values that intersect with the CMAQ cell. For predictors with coarser spatial resolution than
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Table 1: Set of eleven predictors selected via best subset regression. In parentheses it is indi-
cated the original database from which each predictor was obtained: North American Land Data
Assimilation System (NLDAS) and North American Regional Reanalysis (NARR).
Percentage of Impervious Surface (Landsat) Potential Evaporation (NLDAS)
Downward Longwave Radiation Flux (NLDAS) Convective Available Potential Energy (NLDAS)
Relative Humidity (NLDAS) V-Wind at 10m (NLDAS)
Pressure (NLDAS) Dew-point Temperature (NARR)
Visibility (NARR) Boundary Layer Height (NARR)
Temperature 150-180mb above ground (NARR)
CMAQ (e.g. meteorology), the value of the nearest grid cell centroid was used.
2.4 Variable selection
It is well established that meteorological variables and land use characteristic are good predictors
of PM2.5 concentration, as land use regression models indicate (Hoek et al., 2008). To identify
which of the available predictors should be used in the exposure models considered in our subse-
quent model comparisons, we first performed variable selection via cross validation and best subset
regression (Kutner et al., 2005). For this, we randomly split the monitors into 5 folds. For each
fold, we performed best subset regression using data from the other 4 folds and predicted PM2.5
concentration at the hold-out fold. For each hold-out set, we computed the root mean square error
(RMSE), comparing the predicted values with the held-out PM2.5 observations. We averaged the
RMSEs across the five folds and selected the model which yielded the best predictive performance.
This identified a model with 11 predictors: including an additional predictor only improved pre-
diction by less than 0.1%. After having determined the number of predictors to include in the
model, we identified the set of 11 predictors again via best subset regression. In this second step,
best subset regression was performed on the full data using all meteorological variables and land
use covariates. The 11 selected predictors are shown in Table 1. The set consisted mostly of
meteorological variables, likely due to our interest in estimating daily PM2.5 concentrations.
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3 Methods
3.1 Statistical methods
Let Yt(s) be the monitor measurement of PM2.5 at spatial location s and day t. Each observation is
associated with land-use covariates and meteorological variables at s, Xt(s), and the CMAQ output
at the grid cell that contains s, Zt(s). We assume monitoring data are available at n sites s1, ..., sn
and for days t = 1, ..., T . The distance (in km) between location si and sj is denoted dij . The
objective of all methods is to make a prediction Ŷt(s0) of PM2.5 concentration at a location s0 that
does not have a monitor, with prediction uncertainty quantified through Var[Ŷt(s0)] = v̂t(s0).
3.1.1 Inverse distance weighting
Inverse distance weighting (IDW) does not use the covariates and simply uses a weighted average
of nearby observations as the prediction. The intuition behind IDW is that the weights for observa-
tions near the prediction location should be higher than the weights for observations far from the
prediction location. The weight assigned to the observation at location si for prediction at location
s0 decays as the distance d0i between s0 and si increases,
w0i =
(
1
d0i
)φ
, (1)
where the rate of decay is controlled by φ > 0, which we select using cross validation.
The IDW prediction is
Ŷt(s0) =
n∑
i=1
W0iYt(si) where W0i =
w0i∑n
j=1w0j
. (2)
The weights W0i are standardized to sum to one so that predictions are unbiased. For large n,
computational speed can be increased by setting w0i = 0 for locations with large di0’s to reduce
the number of terms in the sum in (2). Because no statistical model is assumed, there is no natural
variance estimate, vt(s).
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3.2 Geostatistical methods
In geostatistics, the problem of generating predictions of a continuous spatial process at unsampled
locations is typically handled via Kriging. As with IDW, in Kriging the prediction Yˆt(s0) is a linear
combination of the observations Yt(s1), . . . , Yt(sn) with weights λ = (λ1, λ2, . . . , λn), that is,
Yt(s0) =
∑n
i=1 λiYt(si). The weight vector λ is in turn determined by finding the set of λ’s that
yield the Best Linear Unbiased Predictor (BLUP), e.g.
λ = arg min ˜λE
[
Yt(s0)−
n∑
i=1
λ˜iYt(si)
]2
such that E
[
n∑
i=1
λ˜iYt(si)
]
= E [Yt(s0)]
The expression for the weights depends on the assumptions made on Yt(s), such as whether the pro-
cess is second-order stationary (i.e., the covariance depends only on the separation between points)
and whether its mean varies spatially and depends on covariates. For computational tractability,
we assume a stationary covariance function (Cressie, 1993). In addition, given that we are gen-
erating predictions of PM2.5 concentration across the entire United States it is safe to assume that
the mean concentration varies spatially as function of covariates. Thus, we will generate our pre-
dictions using Universal Kriging (Cressie, 1993). The latter, differently from Ordinary Kriging
(Cressie, 1993), includes covariates in the expression of the mean function.
3.2.1 Universal Kriging
In Universal Kriging we assume that, for each day t, Yt(s) is a Gaussian process with a pre-
determined covariance function and a mean E[Yt(s)] = µt(s), linear function of spatially-varying
covariates. In our implementation, as we are dealing with data over time, we assume that the
spatial covariance does not change in time and the correlation between PM2.5 concentration at
two sites decays exponentially with distance. In other words, we use a stationary exponential
covariance function with covariance parameters that are constant in time (Cressie, 1993). We
compare different scenarios for µt(s):
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1. µt(s) depends only on the CMAQ output Zt(s), e.g.
µt(s) = γ0,t + γ1,tZt(s) (3)
2. µt(s) depends only on meteorological and land-use covariates Xt(s), e.g.
µt(s) = Xt(s)βt (4)
3. µt(s) depends on both the CMAQ output Zt(s) and the meteorological and land-use covari-
ates Xt(s), e.g.
µt(s) = Xt(s)βt + Zt(s)γ1,t (5)
To implement the different universal Kriging models, we use a two-stage procedure and use the
gstat and geoR (Ribeiro Jr and Diggle, 2018) packages in R (R Core Team, 2018). Specifi-
cally, we first estimate the spatial covariance parameters via weighted least squares (WLS) using
the gstat package, fitting an exponential semi-variogram to the empirical semi-variogram of the
time-averaged residuals of the linear regressions implied by (3), (4) and (5), respectively. Using
the spatial covariance parameters estimated via WLS as initial values, we used the geoR package
(Ribeiro Jr and Diggle, 2018) and maximum likelihood to iteratively estimate the regression pa-
rameters parameters βt, γ0,t and γ1,t and the covariance parameters. Using such estimates, we then
generate predictions of Yt(s0) via Universal Kriging separately for each day. Because the data are
assumed to be Gaussian, Kriging predictions are accompanied by predictions variance estimates
vˆt(s).
3.3 Downscaler
The downscaler model generates predictions of air pollution concentration at any location s by
exploiting the relationship between the observed concentration measured at a monitor and the esti-
mated air pollution concentration generated by an air quality model, CMAQ. The simplest down-
scaler model (Berrocal et al., 2010) relates the (log or square root of the) observed concentration
9
at location s on day t, Yt(s), to the CMAQ output, Zt(s), at the grid cell that contains location s via
a linear regression model with spatially and temporally-varying coefficients. Choosing the form of
the downscaler model that yields the best predictive performance in various experiments, we adopt
the following version of the downscaler model
Yt(s) = β0,t(s) + β1,tZt(s) + t(s) t(s)
iid∼ N(0, τ 2) (6)
where β0,t(s) is a spatially and temporally-varying intercept term, while β1,t indicates a slope term,
constant in space but varying in time.
As on a given day t, we postulate that sites located nearby have a similar intercept term, to ac-
count for spatial dependence, we model β0,t(s) as a stationary spatial processes with an exponential
correlation function. That it, for any two pair of sites si and sj:
Cov (β0,t(si), β0,t(sj)) = σ20 exp
(
−dij
φ0
)
(7)
In (7), dij denotes the distance between sites si and sj , while σ20 and φ0 represent, respectively, the
spatial variability in β0,t(s), and the rate at which the spatial correlation vanishes.
The downscaler model in (6) is fit within a Bayesian framework (Gelman et al., 2013), and thus
its specification is completed once prior distributions for all the model parameters are provided.
Specifically, we assume that, for each day t, the spatially varying intercept β0,t(s) admits a constant
mean β0,t, which is interpreted as the overall additive calibration of the CMAQ output. In contrast,
β1,t represents the overall multiplicative calibration term for CMAQ. The two global calibration
parameters (β0,t β1,t)
′ are assumed to be independent in time and follow a bivariate normal distri-
bution with mean (0 1)′ and with a diagonal, covariance matrix with large prior variances. The two
variance parameters, τ 2 and σ20 , representing, respectively, the non-spatial and spatial variability in
PM2.5 concentration, are provided with vague Inverse Gamma priors, while Uniform prior on the
interval (0.0001km, 0.1km) is placed on the decay parameters φ0.
Inference on model parameters is carried out through the posterior distribution, which is ap-
proximated using an MCMC algorithm (Gelman et al., 2013) we ran for 10,000 iterations, with
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the first 5,000 discarded for burn-in. For the case study discussed in the paper, we make a slight
modification to the downscaler model, allowing the spatial dependence parameters (σ2, φ) and the
non-spatial variance τ 2 to vary with time. With this modification we can implement the downscaler
model, using the spBayes (Finley et al., 2015) package in R.
Predictions of air pollution concentrations on day t at an unsampled location s0 and uncertainty
estimates for the predictions are obtained using the posterior predictive distribution of Yt(s0) given
the observed data. Specifically: we take as predicted concentration, the median of the posterior
predictive distribution, while we characterize uncertainty in the prediction via the 95% predictive
interval, whose upper and lower limits are given by the 2.5-th and 97.5-th percentile of the posterior
predictive distribution. Finally, we use the sample variance vˆt(s) of the predicted values to quantify
the variance in the predictions.
3.4 Machine learning methods
The spatial regression models in Section 3.2 and 3.3 represent the data-generating process with a
small number of interpretable parameters. In contrast, machine learning algorithms have countless
uninterpretable parameters and are thus essentially black-box prediction machines. However, these
algorithms are flexible, general and have often outstanding predictive performance. Below we
briefly describe the machine learning algorithms used in our comparison; for a detailed description
of these and other machine learning algorithms see James et al. (2013).
For application of machine learning methods we do not explicitly model spatial correlation,
although spatial coordinates and spatial covariates are used as predictors in these regression mod-
els. Since we do not model spatial correlation we denote the observed PM2.5 concentration and
covariates relative to observation i = 1, ..., n (n is the combined sample size over space and time)
as Yi and Xi, respectively. The p = 15 covariates in Xi are the longitude, latitude, day of year, the
covariates in Table 1 and CMAQ model output.
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3.4.1 Random forests
A random forest (Breiman, 2001) is an ensemble of regression trees (Morgan and Sonquist, 1963).
A regression tree is grown via recursive partitioning of the covariate space called “leaves”, and then
fitting separate linear models within each leaf. For each split of the covariate space, m input vari-
ables are selected at random as candidates for splitting. Randomizing over the covariates decreases
the correlation between trees and improves the prediction accuracy of the ensemble. The intuition
is that interactions are likely present when considering the entire covariate space, but when con-
sidering small subregions of the covariate space simple linear models likely fit well within each
subregion.
To construct a random forest for PM2.5 concentration, many regression trees are grown with
the prediction being a weighted average of the predictions over the trees. Unlike most machine
learning methods, it is possible to quantify the uncertainty in the prediction vt(s) using the sample
variance of the trees predictions. Random forest is a desirable data mining method because it is
easily understood and it is computationally efficient for very large samples. The number of trees
used for prediction is selected by out-of-bag error (Hastie et al., 2001), a cross validation technique
where the observations that are not selected in a tree are then used to estimate the error. For our case
study, we implemented random forest using the R package randomForest (Liaw and Wiener,
2002). We used the default valuesm = p/3 at each split, where p = 15 is the number of covariates.
Based on out-of-bag error, a random forest with 500 trees is used as the final predictive model.
3.4.2 Support Vector Regression (SVR)
Nonlinear support vector machines (Cortes and Vapnik, 1995) are most well known in machine
learning as a classification tool, but support vectors can also be used for regression. In SVR a
hyperplane is optimized to be within a certain threshold of the selected data, called the support
vectors, and the hyperplane is used for regression prediction. The predicted PM2.5 concentration
for an observation with covariates X0 is
Yˆ0 =
n∑
i=1
K(Xi,X0)(αi − α?i )
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where αi and α?i are the support vectors and K(Xi,Xj) = exp(−|Xi − Xj|2/γ) is the radial
basis kernel function. The support vectors αi and α∗i are estimated as the solution to the convex
optimization
1
2
n∑
i=1
n∑
j=1
(αi − α?i )T (αj − α?j )K(Xi,Xj) + 
n∑
i=1
(αi + α
?
i ) +
n∑
i=1
Yi(αi − α?i ) (8)
so that for all i, 0 < αi < C, 0 < α?i < C and
∑n
i=1(αi − α?i ) = 0. The constant C is the box
constraint that defines the trade off between penalty for observations further than  away from the
hyperplane and smoothness in the prediction hyperplane.
This type of model is known to yield good predictions, especially in high dimensional space.
However, we note that the calculation of the optimum solution to (8) is computationally expensive
in large datasets and there is no straightforward method to estimate prediction variances. We
implement support vector regression using the R package e1071 (Dimitriadou et al., 2006) and
the function svm.
3.4.3 Neural networks
Neural networks are machine learning methods that have successfully been used to predict air
pollution levels (Di et al., 2016). They are attractive because they can handle massive data and can
model nonlinearity and interactions. We use a multilayer perceptron network (Rumelhart et al.,
1986) that consists of an input layer, several hidden layers and an output layer. For an observation
with covariates X0 = (X01, ..., X0p) the predicted value with a single hidden layer is
Output layer : Yˆ0 = b31 +
L2∑
j=1
W 3j1Z
2
0j (9)
Hidden layer : Z20l = f
(
b2l +
L1∑
j=1
W 2jlZ
1
0j
)
for l ∈ {1, ..., L2}
Input layer : Z10l = f
(
b1l +
p∑
j=1
W 1jlX0j
)
for l ∈ {1, ..., L1},
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where L1 and L2 are the number of neurons in each layer, f is the activation function, and bkl and
wkjl are the bias and weights estimated to minimize mean squared error in the training data.
Fitting a neural network requires tuning the number of hidden layers, the numbers of neurons
in each layer, and the activation function. Increasing the size of the network provides more flexi-
bility but also may lead to overfitting. Therefore, we also tune the number of epochs, drop-out rate,
learning rate, and minibatch size (Goodfellow et al., 2016). The model is fit using the deep learn-
ing package keras (Chollet et al., 2015) in R. We tried relu and sigmoid activation functions and
networks with 1 to 3 hidden layers, with 500 to 2000 neurons in the the first layer, and a reduced
number of neurons in each of the next layers. Further tuning with the following possible combina-
tions were considered: number of epochs ranging from 50 to 200, drop-out rate ranging from 0.1
to 0.5, learning rate ranging from 0.0005 to 0.01, and minibatch size ranging from 128 to 1024.
Based on five-fold cross-validation, the final selected model has 2 hidden layers with 2000 and 100
neurons for the first and second layer, respectively, relu activation function f(x) = max{0, x}, 200
epochs, 0.4 drop-out rate, 0.003 learning rate and 1024 minibatch size.
4 Results
We compare the statistical and machine learning methods described in Section 3 by assessing
their predictive performance. We use five-fold cross validation, and randomly sample, without
replacement, 20% of the sites to be in the test set in each of the five folds. Within each fold,
we train each of the models on the data from the remaining 80% of the sites and we generate
predictions at the test sites. We evaluate the predictive performance of the various methods in
terms of root mean squared error (RMSE), mean absolute deviation (MAD), correlation between
predicted and observed PM2.5 concentrations, and coverage of the 95% prediction intervals, all
averaged across days and sites. Table 2 presents the results.
Predictions obtained via a linear regression model fit separately to PM2.5 concentration each
day serves as a baseline for comparison, and it yields an RMSE of 4.22µg/m3 when both CMAQ
and the selected covariates listed in Table 1 are included in the model. Machine learning methods
yield predictions that are substantially improved over those obtained via least squares, by account-
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Table 2: Cross-validation results of daily PM2.5 predictions: We compare the various statistical
and machine learning methods using root mean squared error (“RMSE”), mean absolute deviation
(“MAD”), correlation between predicted and observed values (“Corr”), and empirical coverage
of the predictive 95% intervals. Both RMSE and MAD are in units of µg/m3. The methods
applied are ordinary least squares (“OLS”), inverse distance weighting (“IDW”), universal Krig-
ing (“UK”), downscaler, random forests (“RF”), support vector regression (“SVR”) and Neural
networks (“NN”). Methods use either CMAQ and/or other geographic covariates (“Covs”).
Method RMSE MAD Corr Coverage
OLS (CMAQ) 4.80 3.09 0.65 0.62
OLS (Covs) 4.63 2.97 0.68 0.79
OLS (CMAQ + Covs) 4.22 2.63 0.74 0.83
IDW 3.39 1.96 0.84 –
UK (CMAQ) 3.08 1.90 0.87 0.95
UK (Covs) 3.25 1.79 0.85 0.93
UK (CMAQ + Covs) 3.15 1.76 0.86 0.93
Downscaler (CMAQ) 3.10 1.70 0.87 0.94
RF (CMAQ + Covs) 3.41 2.09 0.84 0.96
SVR (CMAQ + Covs) 3.83 2.22 0.79 –
NN (CMAQ + Covs) 3.89 2.45 0.79 –
ing for potential non-linear and interaction effects of the covariates. Of the machine learning al-
gorithms, Random Forest has the smallest RMSE (3.41µg/m3). All of the statistical methods that
explicitly model the spatial correlation in the data have smaller RMSE than the machine learning
methods. Inverse distance weighting which generates prediction by simply taking a local average
of the available monitoring data has an RMSE of 3.39µg/m3. The best method in terms of RMSE
is Universal Kriging (UK) when only CMAQ is used as a covariate. The spatial downscaler model
yields a comparable RMSE (3.10µg/m3 vs 3.08µg/m3) but has a smaller MAD.
Table 3 examines whether the quality of the predictions is improved based on the number of
nearby monitoring sites with data available on the day of the prediction. The table presents predic-
tive performance results stratified by the number of monitoring stations within a 50 miles radius of
the prediction location with same-day PM2.5 measurements. As with overall predictions, the geo-
statistical methods have the smallest prediction error for all numbers of active training sites. For
test sites with many active neighbors, the downscaler model has slightly smaller prediction error
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Table 3: Cross-validation results by the number of nearby stations: Root mean squared error
(RMSE) for PM2.5 concentration predictions in µg/m3 stratified by the number of active monitor-
ing sites within 50 miles of the prediction site for each day. Methods considered include: ordinary
least squares (“OLS”), inverse distance weighting (“IDW”), universal Kriging (“UK”), downscaler,
random forests (“RF”), support vector regression (“SVR”) and Neural networks (“NN”). Methods
include either CMAQ and/or other geographic covariates (“Covs”).
Active nearby stations <5 5-9 10-19 >=20
OLS (CMAQ) 5.08 4.49 4.26 3.70
OLS (Covs) 4.88 4.22 4.34 3.84
OLS (CMAQ+Covs) 4.53 3.73 3.77 3.08
IDW 3.63 2.53 2.43 2.53
UK (CMAQ) 3.46 2.46 2.36 2.24
UK (Covs) 3.66 2.56 2.53 2.38
UK (CMAQ+Covs) 3.54 2.51 2.43 2.28
Downscaler(CMAQ) 3.51 2.42 2.31 2.22
RF (CMAQ + Covs) 4.54 3.86 3.64 3.20
SVM (CMAQ + Covs) 4.36 3.58 3.62 3.56
NN (CMAQ + covs) 4.24 3.45 3.20 3.11
than UK, but UK performs well in all cases. The Appendix includes analogous tables that com-
pare the quality of the predictions generated by the various methods when we stratify by distance
to nearest monitoring location, longitude, and season, while this section presents results stratified
by urbanization (Table 4) and PM2.5 magnitude (Table 5). For all methods, prediction errors are
smaller at urban sites, sites near other monitoring stations, sites in the Eastern US and sites with
low PM2.5 concentrations. Prediction errors are also lower in the Spring and Summer than in the
Fall and Winter. However, the ranking of the prediction methods remains similar across all of these
strata, with Universal Kriging with CMAQ as only covariate yielding the best results. In addition,
all of the spatial statistical methods generate predictions with accurate uncertainty quantification:
the 95% prediction intervals constructed using spatial statistical methods have coverage at or near
the nominal 95% level.
Spatial predictions of log PM2.5 over the entire contiguous United States can be seen in Figures
3 and 4 for the dates of January 1, 2011 and August 1, 2011, respectively. As the figures indicate,
PM2.5 concentration tends to be higher in the winter (January 1) than in the summer (August
1), with areas in the North East and the North West, especially along the coasts, having higher
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Figure 3: Predicted log PM2.5 concentration for January 1, 2013 using inverse distance weight-
ing (“IDW”), Universal Kriging with CMAQ as only predictor, the downscaler model and Random
Forest. Points displayed in the map represent active monitors.
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Figure 4: Predicted log PM2.5 concentration for August 1, 2013 using inverse distance weighting
(“IDW”), Universal Kriging with CMAQ as a predictor, the downscaler model and Random Forest.
Points displayed in the map represent active monitors.
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Table 4: Cross-validation results by urbanization: Root mean squared error (RMSE) for PM2.5
concentration predictions in µg/m3 stratified by urbanization. Methods considered include: ordi-
nary least squares (“OLS”), inverse distance weighting (“IDW”), universal Kriging (“UK”), down-
scaler, random forests (“RF”), support vector regression (“SVR”) and Neural networks (“NN”).
Methods include either CMAQ and/or other geographic covariates (“Covs”). The last line reports
the mean and standard deviation, in parenthesis, for the observed PM2.5 concentration at urban
versus non-urban monitoring sites.
Method Urban Non-Urban
OLS (CMAQ) 4.74 5.06
OLS (Covs) 4.62 4.69
OLS (CMAQ+Covs) 4.16 4.48
IDW 3.08 3.84
UK (CMAQ) 2.96 3.60
UK (Covs) 3.16 3.69
UK (CMAQ+Covs) 3.04 3.65
Downscaler (CMAQ) 2.99 3.62
RF (CMAQ + Covs) 4.18 4.47
SVM (CMAQ + Covs) 3.78 4.06
NN (CMAQ + Covs) 3.84 4.17
PM2.5 10.16 (6.21) 9.03 (6.01)
PM2.5 levels. In contrast, on August 1, it is the interior region in the Eastern United States that
experienced higher levels of PM2.5 compared to the rest of the country.
The predictive surfaces of PM2.5 concentration yielded by Universal Kriging and the down-
scaler model present similar spatial gradients on both days. In both cases, the surfaces are gen-
erally smooth, but presents fine spatial variation particularly in areas where more monitoring data
is available. Although geographical space is utilized as another independent variable in Random
Forest (through the use of latitude and longitude as covariates), the spatial maps of PM2.5 con-
centration yielded by Random Forest are typically smooth and tend to display similar patterns to
those observed in the predictive surfaces generated by the spatial statistical methods (UK and the
downscaler). However, Random Forest’s predictive surfaces generally have less variability than
the predictive surfaces obtained using spatial statistics methods, and tend to generate predictive
distributions that do not have long tails as the predicted PM2.5 values. As a result, predictions tend
to shrink closer to the mean. Finally, while the IDW method seems to yield a spatial surface that
is closer to that obtained using the other methods on August 1, the predictive surface is overly
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Table 5: Cross-validation results by level of observed PM2.5 concentration: Root mean squared
error (RMSE) for PM2.5 concentration predictions in µg/m3 stratified by PM2.5 concentration
level. Groupings are based on: whether PM2.5 is less than 6 µg/m3, 6-12 µg/m3, and greater
than or equal to 12 µg/m3 (12µg/m3 is the EPA standard). Methods considered include: ordinary
least squares (“OLS”), inverse distance weighting (“IDW”), universal Kriging (“UK”), downscaler,
random forests (“RF”), support vector regression (“SVR”) and Neural networks (“NN”). Methods
include either CMAQ and/or other geographic covariates (“Covs”). The last line reports the mean
and standard deviation, in parenthesis, for the observed PM2.5 concentration within each category
(low, medium or high).
Method Low Med High
OLS (CMAQ) 2.99 2.63 7.75
OLS (Covs) 2.88 2.76 7.36
OLS (CMAQ+Covs) 2.46 2.57 6.73
IDW 2.18 2.23 4.87
UK (CMAQ) 1.72 1.90 4.93
UK (Covs) 1.92 2.24 5.03
UK (CMAQ+Covs) 1.79 1.98 5.02
Downscaler (CMAQ) 1.77 1.89 4.97
RF (CMAQ + Covs) 3.05 2.61 6.51
SVM (CMAQ + Covs) 2.04 2.00 6.36
NN (CMAQ + Covs) 2.62 2.90 5.75
PM2.5 4.14 (1.21) 8.66 (1.71) 17.48 (5.81)
smooth and does not show fine-scale spatial variability. In particular, since IDW generates predic-
tions using only the information available from nearby monitors on each day, on days where few
observations are available the predictions tend to be the same across large subregions. This leads
to maps with a blocky appearance, and sudden, unrealistic, sharp changes in regions where more
monitoring data is available. As such, predictive PM2.5 maps generated via IDW are not recom-
mended as maps capturing the spatial distribution of PM2.5 concentration in the contiguous United
States.
5 Discussion
In this paper, we present a review of commonly used statistical and machine learning meth-
ods for air pollution exposure assessment with the goal of improving our understanding of the
fundamental differences among these methods. The contribution of this paper is to provide a
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rigorous comparison of these exposure modeling methods and make analytic code available to
the broader scientific community to implement these techniques through a GitHub repository
https://github.com/yawenguan/DataFusion. In our case study on PM2.5 concen-
tration in the contiguous United States, we have found that the downscaler model and Universal
Kriging yield better predictive performance than machine learning algorithms, potentially due to
the fact that these methods explicitly account for the spatial dependence in PM2.5 concentration.
This may hold true for other environmental exposure (e.g. ozone, or other pollutants) where spatial
dependence is not negligible.
Machine learning algorithms are attractive methods for analyzing large data sets due to their
computational speed and easy implementation for massive data, partly driven by the recent avail-
ability of highly optimized computing software. In this review paper, we have chosen Random
Forest, Support Vector Regression and Neural Network for comparison, because these methods
have already been used for exposure modeling (Hu et al., 2017; Liu et al., 2017; Reid et al., 2015)
and software within R is readily available.
In our case study, we have found that the machine learning methods yield worse predictive
performance than the statistical methods that account for spatial dependence. An explanation for
this finding can be due to the number of variables used in our case study, which is smaller than
the number of variables typically used in applications of these methods. Another reason for the
underperformance of machine learning techniques might be due to the fact that these methods do
not account explicitly for spatial dependence, which we have shown to be important for exposure
modeling. For instance, Table 7 compares RMSE cross-validation results of daily PM2.5 predic-
tions by distance to the closest active monitoring sites. When there are monitoring stations nearby
the prediction site (<50 miles), the RMSE from the best machine learning method is worse than the
best spatial statistical model: 3.61µg/m3 for the best machine learning method versus 2.84µg/m3
for the best spatial statistical model (ratio=1.27); on the other hand, when the monitoring stations
are far (≥50 miles) from the prediction site, the RMSE from the best machine learning method
is 4.72µg/m3, which is comparable to the RMSE of 4.25µg/m3 for the best geostatistical model
(ratio=1.08). The better performance by spatial statistical models in the first case is likely due to
21
the borrowing of strength from neighboring observations. This also indicates that to improve the
predictive performance of machine learning methods, algorithms that leverage values from neigh-
boring sites for prediction, such as it is done in convolution neural net, might be useful for this
application.
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Appendix
This Appendix presents maps with spatial predictions of PM2.5 concentrations in µg/m3 over the
entire contiguous United States on January 1, 2011 and August 1, 2011, respectively. In addition, it
presents a comparison of the various methods for PM2.5 concentration estimation, similar to those
discussed in Section 4.
Specifically, Table 6 provides a simplified view on characteristics of the various methods com-
pared in this case study with respect to computational speed, prediction accuracy, implementation
difficulty and whether prediction uncertainty can be obtained for the various statistical and machine
learning methods. We note that the computational speed varies across machines and it depends
heavily on the software and code optimization. Hence, the computational speed here only serves
as a rough guideline of the computational complexity and the comparisons are made based on the
authors’ experience.
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Additional tables compare the quality of the predictions by the various methods with stratifi-
cation by distance to nearest monitoring location (Table 7), longitude (Table 8), and season (Table
9).
Table 6: Evaluation of downscaler methods: The table reports whether for out data analysis the
methods were executed in less than a few hours on a standard PC (“Fast”), whether they ranked
near the best cross-validation error (“Accurate”), whether they were fit with standard software
without many tuning parameters (“Easy”) and whether predictions were paired with measures of
uncertainty (“Uncertainty”).
Method Fast Accurate Easy Uncertainty
Least squares X X X X
Geographically-weighted regression X X X X
Universal Kriging X X X X
Downscaler X X X X
Random forests X X X X
Support vector regression X X X X
Neural networks X X X X
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Figure 5: Predicted PM2.5 concentration for January 1, 2013 using inverse distance weighting
(“IDW”), Universal Kriging with CMAQ as a predictor, the downscaler model and Random Forest.
Points displayed in the map represent active monitors.
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Figure 6: Predicted PM2.5 concentration for August 1, 2013 using inverse distance weighting
(“IDW”), Universal Kriging with CMAQ as a predictor, the downscaler model and Random Forest.
Points displayed in the map represent active monitors.
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(b) Universal Kriging
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(c) Downscaler
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(d) Random Forests
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Table 7: RMSE Cross-validation results by distance to closest other ACTIVE monitoring sta-
tion on each day. Methods considered include: ordinary least squares (“OLS”), inverse distance
weighting (“IDW”), universal Kriging (“UK”), downscaler, random forests (“RF”), support vector
regression (“SVR”) and Neural networks (“NN”). Methods include either CMAQ and/or other ge-
ographic covariates (“Covs”). The last line in the table reports the mean and standard deviation, in
parenthesis, of PM2.5 concentration observed at monitoring sites within each substratum.
Methods Closest Station < 50 Miles Closest Station >= 50 Miles
OLS (CMAQ) 4.67 5.50
OLS (CMAQ+Covs) 4.06 5.05
OLS (Covs) 4.48 5.46
IDW 2.95 4.55
UK (CMAQ) 2.84 4.25
UK (CMAQ+Covs) 2.92 4.33
UK (Covs) 2.95 4.72
Downscaler 2.84 4.36
RF (CMAQ + Covs) 4.09 5.03
SVM (CMAQ + Covs) 3.61 4.99
NN (CMAQ + Covs) 3.74 4.72
PM2.5 10.07 (6.12) 9.36 (6.56)
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Table 8: RMSE Cross-validation results by East/West location in the US identified by the
vertical line longitude=-100. Methods considered include: ordinary least squares (“OLS”), in-
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support vector regression (“SVR”) and Neural networks (“NN”). Methods include either CMAQ
and/or other geographic covariates (“Covs”). The last line in the table provides the mean and stan-
dard deviation (in parenthesis) for PM2.5 concentration observed at monitoring sites within each
category.
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Methods Winter Spring Summer Fall
OLS (CMAQ) 5.93 4.16 4.37 4.60
OLS (Covs) 5.58 3.89 4.44 4.50
OLS (CMAQ+Covs) 5.15 3.49 3.95 4.15
IDW 3.95 2.69 2.75 3.38
UK (CMAQ) 3.81 2.52 2.64 3.23
UK (Covs) 3.96 2.60 2.74 3.57
UK (CMAQ+Covs) 3.88 2.58 2.72 3.31
Downscaler (CMAQ) 3.82 2.55 2.64 3.27
RF (CMAQ + Covs) 5.10 3.52 4.07 4.15
SVM (CMAQ + Covs) 4.75 3.28 3.49 3.71
NN (CMAQ + Covs) 4.67 3.21 3.47 4.13
PM2.5 10.59 (7.05) 9.47 (5.81) 10.82 (5.93) 9.01 (5.74)
Hastie, T., Tibshirani, R. and Friedman, J. (2001) The Elements of Statistical Learning. Springer
Series in Statistics. New York, NY, USA: Springer New York Inc.
Hoek, G., Beelen, R., de Hoogh, K., Vienneau, D., Gulliver, J., Fischer, P. and Briggs, D. (2008)
A review of land-use regression models to assess spatial variation of outdoor air pollution. At-
mospheric Environment, 42, 7561–7578.
Hu, X., Belle, J. H., Meng, X., Wildani, A., Waller, L. A., Strickland, M. J. and Liu, Y. (2017)
Estimating pm2. 5 concentrations in the conterminous united states using the random forest
approach. Environmental Science & Technology, 51, 6936–6944.
James, G., Witten, D., Hastie, T. and Tibshirani, R. (2013) An introduction to statistical learning,
vol. 112. Springer.
Keller, J. P., Olives, C., Kim, S.-Y., Sheppard, L., Sampson, P. D., Szpiro, A. A., Oron, A. P., Lind-
stro¨m, J., Vedal, S. and Kaufman, J. D. (2015) A unified spatiotemporal modeling approach for
predicting concentrations of multiple air pollutants in the multi-ethnic study of atherosclerosis
and air pollution. Environmental Health Perspectives, 123, 301.
Kloog, I., Coull, B. A., Zanobetti, A., Koutrakis, P. and Schwartz, J. D. (2012) Acute and chronic
effects of particles on hospital admissions in new-england. PloS ONE, 7, e34664.
Kutner, M. H., Nachtsheim, C. J., Neter, J., Li, W. et al. (2005) Applied Linear Statistical Models.
28
McGrwa-Hill international edition. McGraw-Hill Irwin. URLhttps://books.google.
com/books?id=0xqCAAAACAAJ.
Leinonen, R., Sugawara, H., Shumway, M. and Collaboration, I. N. S. D. (2010) The sequence
read archive. Nucleic Acids Research, 39, D19–D21.
Liaw, A. and Wiener, M. (2002) Classification and regression by randomforest. R News, 2, 18–22.
URLhttps://CRAN.R-project.org/doc/Rnews/.
Lindstro¨m, J., Szpiro, A., Sampson, P., Bergen, S. and Oron, A. (2012) Spatiotemporal: Spatio-
temporal model estimation. R Package version, 1.
Liu, B.-C., Binaykia, A., Chang, P.-C., Tiwari, M. K. and Tsao, C.-C. (2017) Urban air quality
forecasting based on multi-dimensional collaborative support vector regression (svr): A case
study of beijing-tianjin-shijiazhuang. PloS ONE, 12, e0179763.
Mailman, M. D., Feolo, M., Jin, Y., Kimura, M., Tryka, K., Bagoutdinov, R., Hao, L., Kiang, A.,
Paschall, J., Phan, L. et al. (2007) The ncbi dbgap database of genotypes and phenotypes. Nature
Genetics, 39, 1181.
Morgan, J. and Sonquist, J. (1963) Problems in the analysis of survey data and a proposal. Journal
of the American Statistical Association, 58, 415–434.
R Core Team (2018) R: A Language and Environment for Statistical Computing. R Foundation for
Statistical Computing, Vienna, Austria. URLhttps://www.R-project.org/.
Reich, B. J., Eidsvik, J., Guindani, M., Nail, A. J. and Schmidt, A. M. (2011) A class of covariate-
dependent spatiotemporal covariance functions. The Annals of Applied Statistics, 5, 2265.
Reid, C. E., Jerrett, M., Petersen, M. L., Pfister, G. G., Morefield, P. E., Tager, I. B., Raffuse, S. M.
and Balmes, J. R. (2015) Spatiotemporal prediction of fine particulate matter during the 2008
northern california wildfires using machine learning. Environmental Science & Technology, 49,
3887–3896.
Ribeiro Jr, P. J. and Diggle, P. J. (2018) geoR: Analysis of Geostatistical Data. URLhttps:
//CRAN.R-project.org/package=geoR. R package version 1.7-5.2.1.
Rumelhart, D. E., Hinton, G. E. and Williams, R. J. (1986) Learning internal representations by
error propagation. In Parallel Distributed Processing: Explorations in the Microstructure of
Cognition, Volume 1: Foundations (eds. D. E. Rumelhart and J. L. Mcclelland), 318–362. Cam-
bridge, MA: MIT Press.
Shaddick, G., Thomas, M., Amini, H., Broday, D. M., Cohen, A., Frostad, J., Green, A., Gumy, S.,
Liu, Y., Martin, R. V. et al. (2018) Data integration for the assessment of population exposure
to ambient air pollution for global burden of disease assessment. Environmental Science &
Technology. DOI: 10.1021/acs.est.8b02864.
29
Singh, K. P., Gupta, S. and Rai, P. (2013) Identifying pollution sources and predicting urban air
quality using ensemble learning methods. Atmospheric Environment, 80, 426–437.
Strickland, M. J., Hao, H., Hu, X., Chang, H. H., Darrow, L. A. and Liu, Y. (2016) Pediatric
emergency visits and short-term changes in pm2. 5 concentrations in the us state of georgia.
Environmental Health Perspectives, 124, 690.
Tang, R., Blangiardo, M. and Gulliver, J. (2013) Using building heights and street configuration to
enhance intraurban pm10, nox, and no2 land use regression models. Environmental Science &
Technology, 47, 11643–11650.
Van Essen, D. C., Smith, S. M., Barch, D. M., Behrens, T. E., Yacoub, E., Ugurbil, K., Consortium,
W.-M. H. et al. (2013) The wu-minn human connectome project: an overview. Neuroimage, 80,
62–79.
Wang, M., Sampson, P. D., Hu, J., Kleeman, M., Keller, J. P., Olives, C., Szpiro, A. A., Vedal, S.
and Kaufman, J. D. (2016) Combining land-use regression and chemical transport modeling in a
spatiotemporal geostatistical model for ozone and pm2. 5. Environmental Science & Technology,
50, 5111–5118.
Yu, H., Russell, A., Mulholland, J., Odman, T., Hu, Y., Chang, H. H. and Kumar, N. (2018) Cross-
comparison and evaluation of air pollution field estimation methods. Atmospheric Environment,
179, 49–60.
30
