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Abstract:  In this note, we study trigonometric identities involving the angles of 
an arbitrary triangle and we give algorithms for verifying such identities. 
The well-known Pythagorean relation cos ~ x + sin s x = 1 is essentially the only algebraic 
relation that exists between the functions cos x and sin x. More precisely, if g(u, v) E 
N[u, v] is a polynomial such that g(cos x, sin x) = 0 for all real x, then g(u, v) is a multiple 
of u ~ + v 2 - 1. Proofs of this are given in [7] and [6] and a yet another proof can be given 
along Remark 1 below. 
The above is equivalent o the statement thi~t if g(u, v) is a polynomial such that 
g(cosx, cosy) vanishes whenever x, y are the acute angles of an arbitrary right-angled 
triangle, then g(u, v) is a multiple of u 2 + v 2 - 1. Thus u 2 + v 2 - 1 defines how the 
cosines of the two acute angles of a right-angled triangle are related. It is natural to ask 
about what polynomial defines how the cosines of the three angles of a general triangle 
are related. Answers to this and related questions are given in Theorems 2 and 5 and an 
algorithm for proving trigonometric dentities of a certain type is established in Theorem 
4. In view of the proofs, these theorems fit quite nicely in Algebra textbooks. Such an 
appearance would please those many of us who feel hurt at the abandoning in school and 
college textbooks of the scores of geometric and trigonometric delights to give way to 
what has come to be known as the New Mathematics [8, page xii, last paragraph]. 
The generalization of the Pythagorean relation mentioned above is given in Theorem 
2. In the proof, we freely use the fact that the functions cos x and cosy, viewed as 
functions on the xy-plane, are algebraically independent. This follows from the next 
simple theorem. 
Theorem 1 Let fl, f2 : N --+ R and let F1,F2 : ]~ x R --+ N be defined by Fl(Xl,X2) = 
fl(xl), F2(Xl,X2) = f2(x~). Then F1,F2 are algebraically independent (over N) if and 
only if the ranges R1 and R2 of fl and f2 are infinite. 
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P roo f  If R1 is finite, say R1 -- { t l , ' " ,  tn}, then the polynomial in U defined by 
n 
, (u)  = 1- I (u-  ti) 
i=1 
vanishes at U = F1. Thus F1 is algebraic over R and a priori F1, F2 are algebraically 
dependent. Similarly for R2. If both R1, Rs are infinite, and if some polynomial # = 
#(U1, Us) is annihilated by (F1, Fs), then for every t E R2 the polynomials U2 - t and 
#(U1, U2) both vanish on the infinite set R1 × {t} and therefore Us - t, being irreducible, 
divides #(U1, U2). This leads to the contradiction that p is divisible by Us - t for all t in 
the infinite set R2. [] 
In what follows, we define P, H and K as follows: 
P={(x ,y ,z )  ER3:x+y+z=r} ,  H=uS+v 2+w 2+2uvw-1  
K = {f e R[u,v,w]: f(cosx, cosy, cosz) = 0 V (x,y,z) e P}. 
Theorem 2 K is the principal ideal generated by H. 
Proof  Let ~ be the homomorphism from the ring R[u, v, w] of polynomials to the ring 
of R-valued functions on the plane P defined by 
u ~ cosx,  v ~ cosy,  w ~ cosz. 
We are to show that the kernel K of (I) is the principal ideal generated by H. 
One can identify P with the (x, y)-plane R 2 by identifying (x, y, z) E P with (x, y) E 
R 2. Then Im(~) lies in the integral domain of R-valued functions analytic at (0, 0) and 
therefore K is a prime ideal. Since cos x and cos y are algebraically independent, i  follows 
that the transcendence d gree of Im((I)) over R is > 2. Hence by [5, Theorem 8.37, page 
519], the Krull dimension dim~(Im((I))) is _> 2. Since 
3 = dim~(R[u, v, w]) > height(K) + dimR(R[u, v, w]/K) 
= height(K) + dimx(Im((I))) > height(K) + 2, 
it follows that height(K) _< 1. Thus K would be generated by any of its irreducible 
elements. Hence it remains to show that H belongs to K and that it is irreducible. That 
H belongs to K follows immediately from cos z + cos x cos y = sin x sin y by squaring and 
substituting sin 2 t = 1 - cos 2 t. Also, H is irreducible. In fact, the symmetry of H implies 
that any factorization of H must be a factorization of H = u 2 + (2vw)u + (v 2 + w 2 - 1) as 
a quadratic in u over R[v, w]. Such a factorization is impossible since the discriminant of 
this quadratic is 4(1 - v2)(1 - w2), which is obviously not a square in R[v, w]. Therefore 
H is irreducible and K = (H), as desired. [] 
Remark  1 One can also prove Theorem 2 above by showing directly that every g E K 
is divisible by H. The remainder of dividing such a g by H is of the form 
r = --- e K (i) 
A Note on Trigonometric Identities 287 
where a, 13 E ]R[u, v]. To prove that r is the zero polynomial, we multiply (1) by w and 
then replace w 2 by w 2 - H, i.e. by 1 - u 2 - v 2 - 2uvw to conclude that 
(1 - u S - v2)a + (t3 - 2uvc~)w E K (2) 
Eliminating w in (1) and (2), we see that 
f = f (u ,  v) := 132 _ (1 - u S - v2)(x 2 + 2a13uv E K.  
Thus f(cosx, cos y) = 0 for all x, y and therefore f is the zero polynomial (by Theorem 1). 
But f = (13 + ceuv) 2 -a2(1 -u2)(1 -v2) .  If a and t3 + auv are not the zero polynomials, 
then letting a and b be the highest powers of 1 - u that divide them, we obtain the 
contradiction 2b = 2a + 1. Thus o~ = t3 + auv = 0 and therefore c~ =/3  = 0. Thus r = 0 
and H divides 9, as desired. 
Theorem 2 above says that if 9 E R[u, v, w], then 
g(cosx, cosy, cosz) = 0 V (x ,y ,z )  E P ¢==> g is divisible by H. 
Now suppose g E ]R[u,v, w, U, V, W]. Is there a similar algorithm to decide whether 
g(cos x, cos y, cos z, sin x, sin y, sin z) vanishes for all (x, y, z) E P?  To answer this question, 
we need the following theorem. 
Theorem 3 I f  L is the field of quotients of R[u, v, w]/(H},  then 1 - u S is not a square 
in L. 
Proof  Let the canonical images of u, v, w in L be denoted by the same letters. Then the 
following computations are valid in L : 
0 = H = u 2 +v  2 +w 2 + 2uvw-  1 = (u+ vw) 2 -  (1 - v2)(1 - w 2) 
Dividing by (1 + v)2(1 + w) 2, we see that 
u+vw )2  
(1 +-v -~ ~- w) 
Let 
Then 
u+vw 1 -v  1 -w 
X= Y -  Z = ~  
( l+v) ( l+w)  ' l+v  ' l+w"  
1 -Y  1 -Z  
v = - -  w - u = X(1 +v) (1  +w)  - vw. 
I+Y  ' I+Z ' 
Therefore u, v, w can be written in terms of X, Y, Z. Since X 2 = YZ,  it follows that 
Z = X2/Y  and that u, v, w can be written in terms of X, Y. Thus L = ~(X,  Y). Also, 
X and Y are algebraically independent because the transcendence d gree of L over ~ is 
2. Hence L is the field ~(X,  Y) of rational functions in two indeterminates. Now once we 
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express 1 - u 2 in terms of X, Y, it will be easy to decide whether 1 - u 2 is a square in L. 
It is routine to check that 
l _u2  1 (2 (1 -X) (X+Y) )  2. 
---- V \ ( I+Y) ( I+Z)  
Since Y is not a square in L, it follows that 1 - u 2 is not, as desired. [] 
Now we are ready to establish the desired algorithm. Let 
J = {f  e R[u, v, w, U, V, W] : f(cos x, cos y, cos z, sin x, sin y, sin z) = 0 V (x, y, z) • P} 
and suppose we want to decide whether a given g E ]~[u, v, w, U, V, W] belongs to J. To 
start with, we use the substitutions 
U 2=l -u  2, UV=uv+w,  UVW=uvW+vwU+wuV (3) 
(and the analogous ones for V 2, W 2, VW,  WU) to reduce g to the form A+BU+CV+DW 
where A, B, C, D c R[u, v, w]. This does not affect membership in J since (3) holds for 
(u, v, w, U, V, W) = (cos x, cos y, cos z, sin x, sin y, sin z) 
[2, Formula 674, page 165]. Now the following theorem does the rest. 
Theorem4 I f  g • R[u,v,w,U,V,W] is of the form A + BU + CV + DW,  where 
A, B, C, D • JR[u, v, w], then g • J if and only if both (1 - u2)B + (uv + w)C + (uw + v)D 
and A are divisible by H. 
Proof  As a first step, we take the case when C = D = 0. If A + BU belongs to J, then so 
does its multiple A 2 -  B 2 U 2 = A 2 -  B 2 (1 -  u2). This happens if and only if A 2 -  (1 -  u2)B 2 
is divisible by H. If B is not divisible by H, then 1 - u 2 would be a square in L, the 
field of quotients of 1R[u, v, w]/(H>, contradicting Theorem 3 above. Thus B (and hence 
A) are divisible by H. Therefore A + BU • J if and only if A and B are divisible by H. 
Next consider the general case. Let 
G = gU = AU+BU 2+CUV +DUW 
F = AU + [(1 - u2)B + (uv + w)C + (uw + v)D] 
and note that g • J if and only if G E J. This is because the zero set of sin x in the 
xy-p lane has an everywhere dense complement. Also, G • J if and only if F • J. This 
is because sin x sin y = cos x cos y + cos z, etc. The rest now follows from the first step. 
[] 
We now apply the above algorithm to a few examples. In [4, EXERCISE XIV. b. (7), 
page 266], we are to show that if (x, y, z) • P, then 
cos x sin a x + cos y sin 3 y + cos z sin a z - sin x sin y sin z(4 cos x cos y cos z + 1) = 0. 
Thus we are to show that g = uU a + vV a + wW a - UVW(4uvw + 1) • J. Replacing 
UVW by uvW + vwU+ wuY and U a, Y 3, W a by U(1 -  u2), Y(1 -v2) ,  W(1-  w 2) (resp.), 
we obtain BU + CV + DW where 
B = u - u 3 - vw - 4uv2w 2, C --- v - v 3 - uw - 4u2vw 2, D = w - w 3 - uv - 4u2v2w. 
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With some Maple help, we see that (1 - u2)B + (uv + W)C + (uw + v)D factors into 
(u 3 - uv 2 - uw 2 - u - vw - 2u2vw)H. 
Similarly, the expression 
sin 4 x + sin 4 y + sin 4 z - 2(sin 2 x sin 2 y + sin 2 y sin 2 z + sin 2 z sin 2 x) + 4(sin 2 x sin 2 y sin 2 z) 
[4, EXERCISE XIV. b. (8), page 266] leads (again with some help from Maple) to 
H(u ,v ,w) .H( -u , -v , -w) .  
The last example shows that if 
Hi(U, V, W) = (U 4 + V 4 + W 4) - 2(U2V 2 + V2W 2 + W2U ~) + 4U2V2W 2 (4) 
then Hl(sinx, sin y, sinz) vanishes for all (x, y, z) E P. One can also see that H1 is 
irreducible by proving that each of the possibilities 
H1 = (U 2 + aU + fl)(U 2 - aV + 0), H1 = (V 3 + aU 2 +/3U + O)(U - a) 
where a,/3, 0 E ~[V, W] leads to a contradiction. In fact, direct calculations show that in 
the first case, either 0 =/3 and a 2 = 4V2(1 - U 2) or a = 0 and 0,13 are the zeros of 
T 2 - 2T(V  2 + W 2 - 2V2W 2) + (V 2 - We) ~ (5) 
Both are impossible since (1 - U 2) and the discriminant 4V2W2(1 - V2)(1 - W 2) of (5) 
are both non-squares. The second shows that 0 = a/3 and that -c~ 2,/3 are the zeros of 
the same polynomial (5). Therefore H1 is irreducible. Now the following theorem can be 
proved in a way similar to that used in proving Theorem 2. 
Theorem 5 I f  g E R[U, If, W] is a polynomial such that g(sin x, sin y, sin z) vanishes for 
all (x, y, z) C P,  then g is a multiple of HI, where H1 is as given in (3). 
Remark  2 One can also obtain H1 by applying Heron's formula to the triangle whose 
sidelengths are U = sin x, V = sin y, W = sin z. If a is the area of such a triangle, then 
16oL 2 = 2(uZv 2 + V2W 2 -[- W2V 2) - (V 4 -[- V 4 + W4). 
On the other hand, 2a = UVW.  Eliminating a, we obtain H1. 
Remark  3 Together with the law of cosines, Theorem 5 gives another algorithm for 
deciding whether a given g E R[u, v, w, U, V, W] vanishes at 
(u, v, w, U, V, W) = (cos x, cos y, cos z, sin x, sin y, sin z) 
for all (x, y, z) C P. One simply makes the substitutions 
V 2 + W 2-  U 2 W 2 + U 2 _ V ~ U 2 + V 2 -  W 2 
u = 2VW , v -  2WV , w = 2UV 
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in g and clear denominators to end up with a polynomial G E R[U, V, W], which is then 
to be tested for divisibility by//1.  This algorithm, though more direct, is quite complex 
and may result in a G of much higher degree than g. In contrast, the previous algorithm 
uses substitutions of the type (3) which clearly do not increase the degree of g. 
Remark  4 It is worth remarking that the proof of Theorem 3 establishes the rationality 
of the surface given by H = u 2 + v ~ + w 2 + 2uvw - 1 over R (and in fact over any field 
with characteristic ~ 2 : in characteristic 2, H factorizes into (u + v + w + 1)2). The 
reader is invited to establish the rationality of this surface using the chord and tangent 
method escribed in [10, page 35] starting with the singular point (1, 1, -1) .  The reader 
is also invited to prove Theorem 4 directly without resort to Theorem 3. 
Remark  5 It is also worth mentioning that i fh  = u 2+v 2 -1  and C is  the field 
of complex numbers, then C[u, v]/(h) is a UFD while R[u, v]/(h) is not [11]. Similar 
issues are addressed in [3], [9] and [1, Exercise 9, page 449]. We end this article by 
posing the questions whether the domains R[u, v, w]/(H) and C[u, v, w]/(H) where H = 
u 2 + v 2 + w 2 + 2uvw - 1 are UFD's. We do not know the answers. 
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