Introduction and Main Theorem
In his talk at JAMI 2009 on March 24, Kurokawa presented a rather mysterious looking identidity of elementary number theory:
(1) 1 n n k=1 gcd(n, k) = In fact, this is a special case (the case k = 1) of identities considered by [DKK] .
Corrected Version of the identity of [DKK] . For n 1 , n 2 , . . . , n k ∈ N,
1 lcm(n 1 , n 2 , . . . , n k ) lcm(n1,n2,...,n k ) l=1 gcd(l, n 1 ) gcd(l, n 2 ) · · · gcd(l, n k ) Here, for each prime p lcm(n 1 , n 2 , . . . , n k ), {ν p,1 , ν p,2 , . . . , ν p,k−1 , ν p,k } = {ord p (n 1 ), ord p (n 2 ), . . . , (6, 4) (1 · 1 + 2 · 2 + 3 · 1 + 2 · 4 + 1 · 1 + 6 · 2 + 1 · 1 + 2 · 4 + 3 · 1 + 2 · 2 + 1 · 1 + 6 · 4) = 1 12 (1 + 4 + 3 + 8 + 1 + 12 + 1 + 8 + 3 + 4 + 1 + 24) = 70 12 = 35 6 DKK] tried to obtain (2) by studying some zeta function of Igusa type, and Kurokawa said he is not aware of any elementary proof even for (1). Now the purpose of this paper is to give a purely elementary proof of generalizations of (2) from the view point of elementary probability theory. Fixing n 1 , n 2 , . . . , n k ∈ N, we would like to understand the random variable:
AlthoughΩ = N is an infinite set, we would like to regard it being equipped with the "homogeneous measure". For this purpose, we observe:
Thus, instead of (3), we may equally consider the following random variable:
where Ω = {1, 2, . . . , lcm(n 1 , n 2 , . . . , n k )} is equipped with the homogeneous measure. Then the identity (2) is nothing but a convenient formula to evaluate the average E[X] of the random variable (4). Now, from the view point of elementary probability theory, it is very natural to seek for similar convenient formulae for the variance
2 and even "higher"invariants. Our Main Theorem offers such formulae for the continuous version E[X w ] (w ∈ C). Their special cases w ∈ N are nothing but the moments of the randowm variable X, and the simplest case w = 1 is nothing but the identity (2).
Here, for each prime p lcm(n 1 , n 2 , . . . , n k ),
In our purely elementary proof for Main Theorem, the original identity (1) turns out to be a matter of triviality. As far as the original (1) concerns, there is yet another kind of very transparent proof due to Alain Connes, using the Euler φ function. We have contained this proof of Connes as Appendix 1. The author would like to express his gratidute to Professor Connes for allowing him to contain his argument in this paper.
We note another kind of generalizations of (1) is given in [KO] , which is once again proved using some zeta function of Igusa type. Even for this and some generalization, we can offer an elementary proof [M1] .
Since the original Igusa zeta calculations of (2) in [DKK] are not right as they are, we presented the corrected computation in this paper as Appendex 2 for readers' convenience.
It is possible to define and study some multivarible deformed zeta function of F 1 -scheme of Igusa-type [M2] , which generalizes both [DKK] and [KO] .
The basic idea of the results in this paper were obtained during the author's stay at JAMI2009, Johns Hopkins University, in March 2009, and presented at NCGOA2009, Vanderbilt University, in May 2009. The author would like to express his gratitude to Katia Concani, Alain Connes, Jack Morava, Takashi Ono, Steve Wilson, and Guoliang Yu for their hospitalities. The author also would like to express his gratitude to Nobushige Kurokawa for his work and encouragement.
Proof of Main Theorem
Whereas [DKK] used some multivariable Igusa type zeta funciions for groups, we use some ring structure along the line of [M1] : For a finite ring with n elements R = {l i ∈ R | 1 ≤ i ≤ n} and its ideals I 1 , I 2 , . . . , I k , set
We wish to understand this, because
Of course, we have an elementary probability theoretical interpretation: For the random variable
where Ω = R is equipped with the homogeneous measure,
Lemma 2.
If there is a finite ring decomposition R = i R i and the corresponding decompositions of the ideals
Corollary 2.2. For n 1 , n 2 , . . . , n k ∈ N and each prime p lcm(n 1 , n 2 , . . . , n k ), set:
Then,
Proof. This follows immediately from Lemma 2.1 and the Chinese Remainder Theorem.
Now the corresponding p-factor random variable
factors as
Here,
ord
Combining (6) and (9), Main Theorem has been proven.
3. Appendix 1: Connes' proof of (1) Conne's proof of (1) makes use of the Euler totient function φ, which allows us to derive the Euler product decomposition in (1) without resorting to the Chinese Remainder Theorem. The key observation to relate the Euler totient function φ is the following fact, which was used in the proof of Lemma 5.7 in [CC] :
Proof. Observe that gcd(n, m) = Hom Abelian group (Z/n, Z/m) . Then, for each homomorphism h ∈ Hom Abelian group (Z/n, Z/m), we can associate d ∈ N such that
When d is fixed, there are exactly φ(d) homomorphisms h satifying (11). So the claim follows.
Connes' Proof of (1).
Using Lemma 5.8 of [CC] , Connes' proof may be generalized to prove (2).
Appendix 2:
The corrected Igusa-type zeta computation of [DKK] For a finitely generated abeian group A, [DKK] defined and studied its absolute zeta function of Igusa type ζ I (s, A):
Hom Ab (A, Z/mZ) m s [DKK] tried to consider the general case A = Z r × (Z/n 1 Z) × · · · × (Z/n k Z) by computing this in two different ways, corresponding to:
Unfortunately, the computations of [DKK] contain some mistake. Such is the case, we offer the corrected computations for readers' convenience:
Corrected Version of Proposition 3.1. of [DKK] . Both expressions imply ζ I (s; Z r × (Z/n 1 Z) × · · · × (Z/n k Z)) has a meromorphic continuation to C r Then, as in [DKK] , noticing that
has a simple pole at s = r + 1, and evaluating the residue at s = r + 1 in two different ways, we obtain the identity (2).
