B-CUBED metrics have recently been adopted in the evaluation of clustering results as well as in many other related tasks. However, this family of metrics is not well adapted when datasets are unbalanced. This issue is extremely frequent in Web results, where classes are distributed following a strong unbalanced pattern. In this paper, we present a modified version of B-CUBED metrics to overcome this situation. Results in toy and real datasets indicate that the proposed adaptation correctly considers the particularities of unbalanced cases.
INTRODUCTION
Evaluation of partitions obtained as a result of clustering algorithms is a challenging task. Two main kinds of metrics can be identified: supervised and unsupervised metrics. In this paper, we will deal with the former. In the information retrieval area, a recent study proposed the use of a family of metrics known as B-CUBED [1] , which is used when clusters of documents are evaluated. These new metrics successfully satisfy a set of formal constraints that include problematic situations such as Cluster Homogeneity, Cluster completeness, Rag Bag, and finally, Cluster size vs. quantity. Each of these constraints evaluate a different situation that must be solved with a good evaluation metric. However, in the particular case of unbalanced datasets, these metrics fail to identify the correct solution [4] . The particularity of an unbalanced dataset is that one of the classes covers most of the document collection. Namely, this is the case when the set of documents to be clustered is dominated by one class, e.g., one of the classes covers a high percentage of documents and the remaining documents belong to many small classes. This is not a strange situation. Indeed, this is a recurrent Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. case when the Web Search Results Clustering (SRC) problem is studied. SRC consists in grouping Web results in meaningful clusters where each cluster should "hopefully" correspond to a unique topic. Moreover, it is often the case that topics are not equally distributed in Web results. For example, consider the results obtained with a search engine and presented in Figure 1 . Note that mainly two topics can be found in the results, the animal and the car. The total number of images related to the animal is almost 5 times the number of images related to the car 1 . This example clearly illustrates the existence of unbalance between the two classes 2 . In general, this behaviour can be observed in several Web SRC datasets including ODP239 [3] , MORESQUE [7] and WEBSRC401 [6] . For this reason, the use of clustering evaluation metrics must be verified in unbalanced cases. This is recurrently present in the SRC problem as well as in other clustering problems. In this paper, we present an evaluation of the B-CUBED metrics family using SRC datasets. Our results support the idea that B-CUBED give high scores to algorithms that follow similar distributions to the topics and otherwise, low scores even when cluster are randomly assigned. This can be explained by saying that B-CUBED metrics were also designed to penalize the erroneous links created between two classes more than putting documents in the wrong class [2] . Finally, we show how B-CUBED metrics can be modified to consider the evaluation of datasets that present the unbalanced issue. The remainder of this paper includes a description of B-CUBED clustering metrics and their modifications in Section 2. Experiments and results are presented in Section 3 and finally, discussion and conclusions are presented in Sections 4 and 5.
ADAPTED B-CUBED FOR SRC
SRC algorithms have been evaluated with several supervised and unsupervised clustering metrics. In the former category, B-CUBED metrics have received a lot of attention in recent years. Similarly, SRC has also privileged these metrics but their impact in this particular problem is not clearly discussed. The particularities of the SRC problem motivate our efforts to develop an adapted version of these metrics.
B-CUBED metrics
B-CUBED metrics were originally proposed in [2] , but exhaustively studied in [1] where it is shown that they can successfully evaluate partitions in situations included in defined formal constraints. Full comparison with illustrated examples can be found in [1] . B-CUBED F-measure (F b 3 ), Precision (P b 3 ) and Recall (R b 3 ) are defined in Equations 1, 2 and 3.
where π i is the cluster solution i and π * i is the gold standard of the category i and N is the total number of documents.
Adapted B-CUBED metrics
Two main parameters of B-CUBED metrics can be modified. First, the α parameter in Equation 1 can vary to alter the importance of P b 3 and R b 3 . This issue will be discussed in section 3. Second, the number of elements considered to calculate the Precision or Recall, i.e., the number of inputs received by g 0 (·, ·) and g * 0 (·, ·) can be extended to three or more elements. The new formulation to allow the use of several elements 3 is presented in Equation 4 .
Note that because more possible combinations are considered, the normalization factors in Equation 2, .
3 The number of elements will be determined by the size of x.
Note that, when the number of elements considered by the g 0 functions is equal to 2, i.e. | x| = 2, then the F mod 3 . In particular, the new F mod b 3 tends to give less importance to partitions with high Recall and benefits Precision preserving the α parameter.
EXPERIMENTS AND RESULTS

Datasets
In our experiments, we use a total of five toy examples that include four classical clustering situations as well as one situation that represents the unbalanced case. These toy examples are included in the first row of Table 1. Note that for each example, a left and right partition is included. In all cases, the right partition is considered a more adequate solution. Finally, in order to show the impact in real situations, we perform experiments in three SRC datasets: ODP239 [3] , MORESQUE [7] and WEBSRC401 [6] .
Clustering algorithms SRC ALGORITHMS:
A host of classical and recent algorithms were used: LINGO, STC and CascadeSRC. LINGO is based on the spectral decomposition of a term-document matrix to define the respective clusters. Finally, labels are assigned by choosing the best representative for each found cluster. STC clusters documents based on a suffix tree. Clusters are determined from the tree by selecting the longest set of strings which are used as labels. CascadeSRC [5] is a two level combination algorithm that preserves the quality in terms of intra-document similarity offered by LINGO and the compactness offered by STC.
RANDOM ALGORITHMS: Two random algorithms are studied to verify the impact of document distribution in the obtained partitions. First, the UniformRand algorithm assigns documents to each cluster in such a way that, in the end, each partition contains equally sized clusters. Secondly, the UltraShapedRand algorithm imitates the unbalanced SRC distribution. In this case, if k clusters are required, then for the clusters c 1 , .., c k−1 only one document is randomly assigned and the remaining documents are assigned to cluster c k . Note that this distribution is an extreme case of SRC but allows to show the difference from a uniform distribution.
Formal Constraints
The formal constraints are listed as Cluster Homogeneity, Cluster completeness, Rag Bag and Cluster size vs. quantity. Cluster Homogeneity consists in giving a higher score to partitions where clusters contain elements of only one class, Cluster completeness gives higher scores to partitions where classes are represented by few clusters, Rag Bag gives higher scores to partitions where only one cluster contains different classes than to several clusters containing different classes. Finally, Cluster size vs. quantity gives higher scores to partitions where few clusters are provided but separates most classes. In addition to these formal constraints, the Unbalanced constraint was recently added by [4] and evaluates if a misclassification is present in a big class or in a small one. This constraint gives better scores when the incorrect classified element is from the biggest class. Results using the examples proposed by [1] and [4] 4 are shown in Table 1 not (✗). Finally, the column "4+1 F.C." indicates if the five formal constraints are satisfied simultaneously.
Note that none of current metrics can satisfy all constraints. Indeed, F b 3 satisfies the first 4 F.C., but misses the correct identification of the best partition for the unbalanced case as reported by [4] . However, the proposed modifications F mod&0.9 b 3 (with | x| = 3) and F 0.9 b 3 manage to correctly classify all the formal constraints using the parameter α = 0.9. Indeed, positive values are obtained starting from α = 0.7, but to achieve a more general solution α = 0.9 was selected. Our choice is motivated by the reduction of the bias generated by unbalanced datasets namely for the SRC task. It is important to remark that when α > 0.5, Precision receives more importance than Recall.
Results in SRC datasets
A total of 10 runs were performed for each random algorithm. Table 2 for different k values (from 2 to 20) and using the three SRC datasets. The UltraShapedRand algorithm behaves better than the UniformRand when evaluated with both metrics using the mentionned datasets 6 . Although when k = 2 both algorithms score similarly, the differences get larger as the number of k partitions grows. This was observed for both metrics in the three datasets. However, when k = 20, the differences are larger for F mod&0.9 b 3 than F 0.9 b 3 . It is because F 0.9 b 3 gives high importance to Precision allowing to get good performance by just getting more clusters. Indeed, when the number of clusters is increasing, the number of elements by cluster must be reduced. This situation reduces the chances of putting together elements from different classes which implicitly increases Precision.
When using MORESQUE and ODP239, F 0.9 b 3 gives better scores to the UltraShapedRand algorithm as the number of k partitions increases. Again, this situation is given by the parameter α = 0.9, which gives higher importance to Precision than Recall. However, this situation is not the same for F mod&0.9 b 3 . This metric does not 6 This situation was also observed for the F b 3 metric. results for partitions obtained with STC, LINGO and CascadeSRC using real datasets. In bold the best score by metric and dataset.
always give better scores to this situation and partitions with higher numbers of clusters may not be preferred. This is an important issue, because results suggest that F 0.9 b 3 will prefer partitions with clusters that contain a unique document which is not the case in any of the used datasets.
A summary of three SRC algorithms (LINGO, STC, CascadeSRC) using F b 3 , F 0.9 b 3 and F mod&0.9
is presented in Table 3 . Note that for MORESQUE and ODP239, F 0.9 b 3 and F mod&0.9
give better scores to the SRC algorithms than to the random strategies, as it is expected for a good evaluation metric 7 . Unfortunately, the behaviour is different for WEBSRC401, where none of the metrics manages to correctly assign the scores when compared with the random strategies. However, as shown in [6] , WEBSRC401 is a hard SRC dataset. But this still raises discussion. and F 0.9 b 3 results for partitions obtained with different k clusters of the UltraShapedRandom (UltraSh.R.) and the UniformRandom (UniformR.) algorithms using real datasets. In bold the best score for each random algorithm.
Although many clustering evaluation metrics exist, none of them can consider all possible situations. Indeed, new metrics could be proposed to simultaneously deal with the formal constraints as well as adapt to the specific task. However, as shown in Table 1 , this is a hard task. Moreover, we have presented F mod&0.9 b 3 which is a modified version of the B-CUBED metrics. Our proposal manages to correctly classify the examples used to validate the initial 4 formal constraints and the case for unbalanced datasets. Note that a simple α parameter modification (the F 0.9 b 3 metric) also manages to correctly classify the examples, but fails when it is evaluated in real datasets. It is mainly due to the fact that too much importance to Precision is given thus privileging partitions with many clusters formed by few documents. On the other hand, the F mod&0.9 b 3 not only deals with the formal constraints but is also not disoriented by the random algorithms. Note from Table 2 that for the UniformRandom, F mod&0.9 b 3 reduces the assigned score as the number of clusters increases. On contrary, for the UltraShapedRand, it increases until a certain point from which it starts to decrease. These behaviours were observed for both algorithms in the three datasets.
These results could inspire the development of (1) new analysis to identify more cases (such as the unbalanced) that must be considered in the SRC problem, (2) new metrics or adaptations of existing ones to satisfy the 4+1 studied formal constraints and (3) SRC strategies that consider adapted optimization functions to obtain the satisfaction of the formal constraints. Regarding the last one, some of the existing algorithms implicitly capture these characteristics, i.e., classical SRC algorithms, such as LINGO and STC, generate shapes similar to UltraShapedRand without explicitly including it in their algorithm. This situation could explain why these are hard to beat algorithms. Indeed, the classical K-means algorithm generates partition shapes similar to the UniformRand algorithm and usually its performance is under what is obtained with LINGO or STC.
CONCLUSIONS
This paper presents a study about B-CUBED metrics and proposes an non-trivial adaptation of the F b 3 to be used in the SRC problem. Unbalanced datasets are implicitly used in the SRC problem and it is a frequently ignored issue in recent studies. Several experiments were performed in toy examples and real datasets. Main findings indicate that our proposed metric (F mod&0.9 b 3 with | x| = 3) is the only one to correctly classify the toy examples in the evaluation of the formal constraints including the unbalanced case, and at the same time, able to give adequate scores when comparing SRC algorithms against random algorithms with unbalanced shapes. New research in SRC must consider the effect of using unbalanced datasets by using adapted metrics to achieved more adequate results. Similarly, existing metrics based on F b 3 must reconsider the unbalanced effect in the datasets. Our immediate work consists in the exploration of bigger sizes for | x| that will help in the understanding of this parameter.
