We formulate a full wave field inversion for ambient seismic noise recorded by large and dense 5 seismograph arrays. Full wave field inversion exploits the constraints on the gradients of the 6 wave field that array data inherently possess. We pose full wave field inversion as a partial 7 differential equation (PDE) constrained inverse problem resulting in a joint estimation of a re-8 constructed wave field and the medium parameters. The inverse problem is solved by variable 9 projection. We explicitly allow for non-unique solutions to the PDE system that is imposed 10 as a constraint. The boundary conditions of the wave field do not need to be specified, and 11 can remain unknown. This makes the algorithm suitable for inverting observations of ambient 12 seismic noise by dense arrays. The result is that the inverse problem for subsurface properties 13 becomes insensitive to the character and distribution of the noise sources that excited the seis- 
INTRODUCTION

21
Our seismological goal is to estimate a set of parameters (e.g. velocity or elasticity) characterising 22 a medium, that allow for the best fit of a predicted wave field and an observed wave field. When 23 inverting for wave forms in controlled source seismic data, this is known as waveform inversion.
24
A predicted wave field is usually obtained by forward modeling using an estimate of the medium 25 parameters. The misfit, computed as the difference between the predicted and observed data, is 26 projected onto the model parameter space to find an update for the model parameters (Tarantola 27 1984). This procedure is relatively straightforward for controlled source seismic because we know 28 the seismic source positions and excitation functions, and we limit computation to a domain for 29 which we know the boundary conditions. Under those conditions, the partial differential equation therefore we cannot simulate the wave field using an estimate for the medium parameters.
36
It has long been known that the spatial gradients of seismic wave fields yield information on 
38
We invert sparse observations of a wave field jointly for the complete wave field best fitting our 78 observations, and the medium parameters that provide an optimal fit. The uncertainty in the seismic 79 noise source distribution is excluded from the inverse problem by restricting the inversion to a 80 domain in which we can assume (or know) that the sources can be neglected. Boundary conditions 81 on the wave field are explicitly omitted from the PDE system, but are implicitly recovered during 82 the inversion.
83
The formulation we arrive at is similar as the approach of van residual is well defined everywhere, which requires that the excitation functions of the wave field 90 and its boundary conditions are completely specified. This would be unsuitable for inverting am-91 bient seismic noise recordings.
92
We resolve this issue by applying the PDE constraint only on the interior of the domain, i.e.
93
we apply a PDE constraint which does not in itself form a well-posed problem. The formulation of 94 the PDE constraint explicitly excludes boundary conditions on the wave field. While the boundary 95 conditions need not be specified explicitly as part of the optimisation process, a set of bound-96 ary conditions consistent with the recordings in the interior emerge implicitly at the end of the 97 optimisation procedure. Moreover, by allowing a non-zero PDE residual, the formulation further 98 implicitly inverts for interior sources.
99
The semantic choice of wave field inversion, as opposed to waveform inversion, in the title re-100 flects that we aim to invert wave fields that can be unstructured, i.e. in which individual waveforms 101 cannot be identified and tracked while propagating over several wavelengths.
102
A generalized seismological inverse problem aims to find a wave field, and associated medium 104 parameters, which most closely match a given series of observations made at discrete observa-105 tion points. Depending on how many observations are available, and how much prior information 106 is available, the seismological inverse problem may be ill-posed with multiple possible solutions 107 which all independently match the observations as closely as possible. 
114
Here u is the wave field, m the medium parameters, s the excitation, and is a Lagrange multiplier,
115
all of which are functions over space and time. The final term takes the form of an L 2 inner product: 
142
The first term incorporates observations, and the second term incorporates prior information. The primary emphasis of this article is on the solution of problems for which boundary condi-162 tion information is unknown. However, the general formulation is first briefly related to novel 163 approaches appearing in the literature, for which boundary conditions are specified. In this sec-
164
tion we omit observations and prior information on the model parameters, and thus for simplicity 165 consider a Lagrange constrained function of the form
.
169
If the partial differential equations defined via F are supplemented with appropriate bound-170 ary conditions, so that a well-posed problem is defined, then there exists a unique function F 1 171 expressing the solution for the wave field given the medium parameters and excitation functions.
172
That is, in this case there exists a unique function F 1 such that we briefly review existing full waveform inversion strategies.
178
The objective functions in the remainder of this section may depend on m either through 
190
If a unique F 1 as described above exists then we can define a new function b L with
192
where a stationary point m 0 of b L corresponds to a stationary point ( generating wave field at the receivers which are cross-correlated to obtain the predicted waveforms.
205
Location specific excitation information can be incorporated by restricting the excitation s to be a 207 linear combination of known functions which are localized to specific controlled source locations.
208
I.e., s = P 
215
If a unique F 1 as described above exists then we can define a new function b L with Without prior information on the state parameters, ✏ u,p = 0, but assuming that we do have prior
229
information for the excitation s p everywhere but no observational data for the excitation. Eq. 5 reduces to
If it follows that at a stationary point of L we have F (u, m) = s exactly, and if moreover ✏ s,p is 233 chosen to be a single scalar, Eq. 5 then reduces to
235 where a stationary point 
249
we now restrict the Lagrange multiplier˘ so that it vanishes appropriately on all domain bound-
250
aries (both at initial and final times, and on spatial boundaries). The inversion problem is now 251 constrained only by the interior partial differential equations specified via the function F, and not
252
by any boundary conditions for the wave field.
254
Eq. 13 indicates that we supply the optimisation scheme with information regarding the obser-
255
vations of the wave field, prior information regarding the sources, and information from the wave wave field on the boundary is then derived implicitly through its influence on the interior, through 258 the interior partial differential equation. The difficulty that we resolve, is that even though the
259
Lagrange multiplier vanishes on all boundaries, we can substitute the PDE constraint into the mis-260 match norm (over the interior space plus the boundary) for the prior information of the excitation Eq. 13 with respect to the Lagrange multiplier) is
272 for all ⇣ in the Lagrange multiplier search space. Since all ⇣ vanish on the boundary, and the val- Hence we can define a function
where a stationary point
of L for some 0 . Hence the optimization problem, seeking stationary points of L, can be reduced 283 to the problem of seeking stationary points of the new function b L.
285
In Appendices A and B, we further expand on the properties of the projection operator
while discretising the equations and deriving a system of two discrete objective functions. The re-287 sult is a formulation that excludes the boundary conditions, which are implicitly recovered during 288 optimization. In contrast to the previous methods described earlier in this section, this formulation 289 is suitable for inverting recordings of an ambient seismic wave field for medium properties. 
DISCRETE SOLUTION & METHOD
291
In the remainder of the paper we will provide two numerical examples using scalar wave equations 292 in the time and frequency domain. Here, we first provide discretised equations for full wave field 293 inversion of ambient noise using scalar wave equations. In addition to the data and excitation con-294 straints in Eq. 13, we include two penalty terms on the medium parameters penalising deviations 295 from a given 'prior' field m p , and penalising non-smooth deviations from this prior, and a regu-296 larisation penalising the magnitude of the wave field (Appendix A). The cost function in Eq. 15 is 297 now specified as (Eq. 40 in Appendix A): grid and temporal grid with spacing x in each of two spatial dimensions, and spacing t in the 308 element or Galerkin spectral discretisation were to be applied (but not used here), then a discrete 310 version of the optimisation problem described above could be obtained immediately.
311
In Appendix B, we show that finding a solution to the stationary points of the cost function in 312
Eq. 16 leads to finding the solution of the following constrained least-squared non-linear optimi-313 sation problem:
319
where K is a matrix that samples the wave field at the observation locations (dimensions N obs ⇥n). confines the inversion for medium parameters to a sub domain consisting of q points.
343
We refer to the matrix operator,Ȋ, that excludes the wave field boundary conditions as the of the matrix operatorsȊ andJ is that they can be interpreted as discrete truncation operators. 
For convenience we defined the inverse of Eq. 19a as
368
Practical considerations and simplification
371
When we can assume that the source functions within a certain domain are zero or can be ne-372 glected, we have s p = 0. When we remove the mean of each recording, the data has zero mean 373 and a good prior could be u p = 0. Furthermore, we choose ✏ 1 such that ✏ 1 =Ȋ T✏ 1Ȋ =Ȋ TȊ ✏Ȋ TȊ ,
374
and we define " 1 such that " 1 =J T✏ 1J =J TJ ✏J TJ . This means that the masking properties are 375 absorbed into ✏ 1 and " 1 . Then all variables can be defined on discrete bases with p = q = n, 376 except for in the definitions ofȊ andJ, consequently, we can omit all boundary exclusion masks,
377
and the˘and˘over variables, and the mappingsJȊ T andȊJ T from Eqs. 19a, 19b, and 22 to 24.
378
The notation of the operations then simplifies to
In the following section we will provide numerical examples and further specify the matrices in 
The temporal derivative matrix D contains 2/ t 2 on it's diagonal, and 1/ t 2 values spaced m are excluded during WEI.
418
We invert for the wave field, starting with a homogeneous velocity of 2000 m/s shown by the 419 red curve in Fig. 2c , and find the wave field in Fig. 3a . Through WEI we find the accompanying 420 velocity profile shown by the red curve in Fig. 3e . We repeat the inversion for the wave field and 421 accompanying velocity profile for 10 iterations total (the wave field and velocity profiles after 422 iterations 2, 3, and 10 are shown in Figure 3b to 3d and 3f to 3h).
423
The difference between the final reconstructed wave field (Fig. 3d ) and the true wave field
424
( Fig. 2d ) is computed and shown in Fig. 4a . The red dots on the X-axis of becomes less than 10 13 after iteration 4 and is effectively zero.
429
In this example, we retrieved the correct velocity profile remarkably well. We started our inver-
430
sion from a velocity profile that was correct near the ends of our array. In the next section, we shall 431 explore the effects of different anomaly sizes, wave field sampling spaces, and erroneous starting 432 velocities. 
FREQUENCY-DOMAIN EXAMPLE IN 2D
434
Our second example illustrates full wave field inversion of an unstructured wave field obeying a Therefore, we invert multiple wave field realizations (i.e. multiple experiments) for the same set 441 of medium parameters (i.e. a regression). The specific form of Eq. 25 relevant for this section are
446
where N is the total number of data sets, d j , which each are observations of a wave field real-447 ization (the regression occurs over the subscript j when solving this system). The matrix with the 448 approximation of the temporal derivative, e D, now simply contains ! 2 on it's diagonal.
449
The first test velocity model is 500 m by 500 m, and contains a checker board pattern of and are oriented at 45 with respect to the station geometry (Fig. 5a ). The computational domain 452 is somewhat larger then the model-domain shown in Fig. 5a ). The mean velocity of the checkers is 453 3000 m/s, and the average wavelength at the frequency under consideration, f = 10 Hz, is 300 m.
454
We generated synthetic data with a time-domain finite difference code. Data was created for of one realization are shown in Fig. 5a .
462
The first experiment geometry we consider is from an array of 243 stations positioned along reconstructed wave field appears spurious, however from the accompanying velocity fields, we 478 see that the wave field near the edges obeys a non-spurious velocity. We will elaborate on this 479 observation in the discussion section. Fig. 7 contains graphs of the the normalized data misfit (red 480 curve) and normalized model change on a logarithmic scale (blue curve), as a function of iteration.
481
The disruption between iteration 7 and 8 is due to the transition from step 1 to step 2. Notice that 482 reducing the regularization strength in step 2 allowed for a smaller data misfit.
483
In order to gain an initial understanding of the resolution and limitations of the proposed 484 method for wave field inversion, we tested a variety of different wave field sampling densities, and checker sizes. For each model, and acquisition geometry, we performed the same two step in- we are unable to reconstruct the velocity anomalies near the edges of the array. We will further 496 elaborate on this in the next section.
497
DISCUSSION
498
The core of the inversion method for seismic wave fields outlined in this paper is to impose a PDE 499 system with non unique solutions as a constraint in the seismic inverse problem. We can constrain 500 medium parameters while estimating the wave field, without having to specify or estimate the 501 sources that generate the wave field everywhere in the domain. More specifically, we can separate 502 the inversion for medium parameters in a sub domain in which we have knowledge about the 503 sources, from a larger domain that includes areas where we do not have knowledge of the sources.
504
In the examples presented in this paper, we chose the sources within the sub domain to have a prior 505 of zero.
506
In most seismic inverse problems, the information on the medium parameters (for example 507 wave-speed) comes from observed travel times between two points in the medium. In this study, can exist and go unobserved at the station locations (which then lie at the nodes of those wave 517 modes). An example of such wave-modes can be observed in Fig. 4a .
518
In the interior of the array, few wave-modes that obey a spurious velocity could go unobserved.
519
In the limit case where the observations are very dense and approach spatially and temporally 520 continuous observation of the wave field. No long wavelength spurious wave-modes can go un-521 observed and the only wave modes we can invert that match the observations compose the best 522 estimate of the true wave field, the best fit medium parameters follow by WEI.
523
The wavefield reconstruction step reconstructs the wavefield in a boundary zone beyond the modes that have a regularity such as the wave mode in Fig. 4a . However, such spurious wave 544 erronous way, because these spurious wavemodes obey the medium parameters that were used to 546 reconstruct the wavefield.
547
The computation of matrix inverses in this study were done using LU decomposition. Conse-548 quently, the matrices had to be full rank. This is why we inserted a wave field prior term (with a 549 very small weighting in the norm). We have verified that inversion methods such as conjugate gra- 
554
The strategy for inverting ambient seismic noise in this paper can be further adapted to a host ominidirectional wave fields such as microseism noise near coasts, or oil platform generated noise.
558
The sub domain could be constructed to exclude a known physical source location. Similarly, experiments, the memory requirements may be prohibitive. However, for ambient seismic datasets,
566
only one wave field needs to be reconstructed (although the recording time may be longer). Am-567 bient seismic is naturally blended data, and the results in this paper suggest that controlled source 568 data could be blended together to reduce the number of wave fields that needs to be reconstructed.
569
The fundamental advantage sterns from the use of WEI to find an update in the medium param- anonymous reviewers whose comments helped to improve this manuscript.
595
Consider a Fréchet differentiable Lagrange constrained function L :
656
where 
667 which expresses the imposition of the Lagrange constraint. If 
671
This is denoted
673
where
676
Assuming b L is Fréchet differentiable, we seek a stationary point (u 0 , m 0 ) of this new functional.
677
In the examples considered in this article E u incorporates the mis-match between the wave s (u) = 
695
697
Gathering the above definitions and results, a Lagrange constrained function L : (F (u, m) ) given by Eq. 40.
711
If a Galerkin finite element or Galerkin spectral discretisation is applied, then a discrete version of 713 the optimisation problem described in Appendix A is obtained immediately: one restricts V u , V m ,
714
and V s,0 to be appropriate Hilbert spaces each of which have a finite basis.
715
Here instead a finite difference discretisation for this problem is considered, with a regular 716 structured spatial grid with spacing x in each spatial dimension, and spacing t in the time di- is stationary. This is a finite difference discretised version of L in Eq. 41. Here K is an N ⇥ n 729 matrix corresponding to the evaluation of the discrete wave field at the observation points. L is a 730 real n ⇥ n matrix corresponding to a discretisation of r 2 ,D is a real p ⇥ n matrix corresponding 731 to a discretisation of @ 2 /@t 2 on the interior of the space-time domain, andL is a real p ⇥ n matrix 732 corresponding to a discretisation of r 2 on the interior of the space-time domain.Ȋ is a p⇥n matrix 733 equal to an identity matrix with rows corresponding to the space-time boundary points removed.
734
P is a real n ⇥ q matrix which yields values for the medium parameter on the full space-time grid. Differentiating and seeking stationary points leads to the following non-linear system
746Ȋ
s =Du Ȋ diag {Pm}Ȋ TL u, where I is an n ⇥ n identity matrix, and the use of {} 0 to denote a stationary point is now omitted.
749
The fourth equation here is a finite difference discretised version of This is a finite difference discretised version of the equations for a stationary point of b L in Eq. 42.
