We study the problem of estimating the quality of data sources in data fusion settings. In contrast to existing models that rely only on conflicting observations across sources to infer quality (internal signals), we propose a data fusion model, called FUSE, that combines internal signals with external data-source features. We show both theoretically and empirically, that FUSE yields better quality estimates with rigorous guarantees; in contrast, models which utilize only internal signals have weaker or no guarantees. We study different approaches for learning FUSE's parameters, (i) empirical risk minimization (ERM), which utilizes ground truth and relies on fast convex optimization methods, and (ii) expectation maximization (EM), which assumes no ground truth and uses slow iterative optimization procedures. EM is the standard approach used in most existing methods. An implication of our theoretical analysis is that features allow FUSE to obtain low-error estimates with limited ground truth on the correctness of source observations. We study the tradeoff between the statistical efficiency and the runtime of data fusion models along two directions: (i) whether or not the model uses features (ii) the amount of ground truth available. We empirically show that features allow FUSE with ERM to obtain estimates of similar or better quality than feature-less models, and also FUSE with EM, with only a few training examples (in some cases as few as 50) while being much faster; in our experiments we observe speedups of 27×. We evaluate FUSE on real data and show that it outperforms feature-less baselines, and can yield reductions of more than 30% in the source accuracy estimation error and improvements of more than 10% in the F1-score when resolving conflicts across sources.
INTRODUCTION
Integrating information across multiple data sources, including tables in structured data repositories, free-text web pages, and so on, is crucial for maximizing the value extracted from data. Data sources may provide conflicting information, e.g., two web pages may report different phone numbers for the same restaurant; thus data fusion [6, 8, 11, 16, 23, 28, 36] , i.e., the task of resolving conflicts across sources, has emerged as a key element of data integration systems. A core component of most data fusion methods is to estimate the quality of data sources-often quantified via their accuracy, i.e., the probability that the information provided by a source is correct-and leverage that to resolve conflicts.
At the same time, obtaining low-error estimates for the accuracy of data sources has its own merit in a host of applications. Many applications do not focus only on data fusion but also utilize the estimated accuracy of different sources in analytic or predictive tasks.
For example, consider companies, such as Dataminr, 1 Bloomberg, Thompson-Reuters, etc., that integrate data streams from multiple sources into unified real-time feeds for clients in finance, the public sector, news, security and crisis management. Obtaining lowerror estimates of the source's accuracy can dramatically improve the quality of such feeds both in terms of accuracy [12] but also in terms of timeliness [32, 33] . This can in turn, improve the performance of intelligence applications, such as disease outbreak forecasting [33] , or demonstration and civil unrest monitoring [30] , or can help businesses minimize the monetary cost of their integration pipelines by enabling them to detect and acquire only the most valuable sources for their applications [12, 31] .
To estimate the accuracy of data sources, most existing data fusion techniques rely only on analyzing the conflict patterns present in the raw data provided by the sources. We refer to these conflict patterns as internal signals. On the other hand, models and applications from different fields, such as that of information retrieval, have traditionally used external signals, i.e., descriptive statistics or metadata of the sources, to characterize their quality [3, 4] . For example, traffic data of a webpage are commonly used to assess its credibility, while applications that focus on evaluating the quality of documents consider external characteristics, such as the length, fraction of words spelled correctly, the author, and so on [14, 26] .
To better understand how non-expert users perceive data source quality in downstream applications, we interviewed scientists, from fields other than Computer Science, and found that indeed most of them rely on external signals. We interviewed an expert in Genomics, an expert in Applied Micro-Economic Theory, and experts from a consumer electronics company. Each of them is engaged in extracting facts from the scientific literature to support a downstream application, such as rare-disease diagnosis, stock manipulation schemes, and competitive analysis for semi-conductor materials. We asked these users to explain how they decide if the facts extracted from an article are trustworthy.
All experts agreed that they base their decisions on external characteristics of the articles, such as "where and when the article was published", "is it a heavily cited article and do citations persist over time", "who is the author", "does the experimental evaluation specify certain criteria", and so on. We term these external signals features, and look to an approach to integrate internal signals and features. Also in most real applications, we can have access to limited amounts of ground truth on the correctness of raw data provided by the sources, but not the quality of sources [36] . Motivated by the above, we introduce a new Feature-based qUality asSEssment (FUSE) model that extends prior data fusion techniques to consider features together with internal signals. To our knowledge, no prior work in data fusion has considered a similar setting. We also show that FUSE can effectively leverage the presence of limited ground truth to obtain better quality estimates that existing model.
Our approach. We model the accuracy of each source as a function of its features using a logistic regression model and combine this with a Bayesian model that captures conflicts across data sources, in a way similar to existing Bayesian data fusion techniques [40, 10] . As we discuss later, we study different approaches for learning the parameters of FUSE. Despite being remarkably simple, FUSE offers several advantages over existing models:
• Quality. We show, both theoretically and empirically, that combining internal signals with features leads to better data fusion and data source quality assessment models than previous approaches. More precisely, FUSE can recover a source's true accuracy with lower error than models that do not utilize features, and generalizes better to new source data, i.e., in predicting their correctness. Under some situations, which capture our applications, we are able to provide rigorous guarantees that the source accuracies estimated by FUSE are within some error tolerance. Most existing techniques come with no guarantees on the quality of the estimated accuracies.
• Runtime. Most existing fusion techniques rely on the expectation maximization (EM) algorithm, a popular iterative heuristic [23] . EM does not have clear convergence criteria, as it is solving a difficult (non-convex) optimization problem. In some situations, we also use EM, but we give sufficient conditions under which we can reformulate the problem of accuracy estimation as an empirical risk minimization (ERM) problem corresponding to a convex objective. We see experimentally that such sufficient conditions are met in real data. This allows us to obtain strong theoretical guarantees on the optimality of the retrieved solution. Leveraging convexity, we obtain solutions dramatically more efficiently as we do not need to resort to EM, but can use highly-efficient methods like stochastic gradient descent. In our experiments, we observed speedups of up to 27×.
• Explanatory Power. Features in FUSE correspond to predictive variables of the source accuracies. Thus, our model can provide insights to non-experts on the basis of features. Using regularization techniques from the statistics literature, e.g., l1-regularization, FUSE can identify the most informative features for estimating the accuracy of a source. Such techniques are widely adopted in a variety of scientific fields. Features also provide a mechanism to address the problem of source quality initialization [23] , i.e., estimating the quality of a source with no data obtained from it.
Theoretical Results. Our first technical contribution is a suite of theoretical results that characterize how well one can learn the accuracy of all sources. We derive a bound for the error of the estimated source accuracies as a function of the number of features characterizing the data sources. First, we consider the case where the accuracy of each source follows a linear model (see Section 3): if we know the true label for n source data entries, i.e., if they are correct or not, and without requiring that ground truth covers all sources, we show that given k informative features for the data sources, the error of FUSE's estimate is O k/n . We then show that this bound is robust to noise, i.e., when the accuracy of a source does not follow a linear model. In fact our bound holds even if the actual source accuracies are O(k/n) away from those implied by the assumed linear model. Note, that FUSE generalizes classical models for data fusion [8, 40] , as they correspond to the case where there is a single feature per source, i.e., the source's id. Therefore, our bound can be used to draw insights on the solutions returned by existing data fusion models that do not consider source features-a O s/n bound is obtained when s sources are used. An immediate implication of our bound is that for largescale data fusion scenarios, in which the number of sources can be significantly larger than the number of features, our feature-based model can provably provide better estimates of the accuracy of data sources by integrating internal signals with features. We empirically show that this holds even for smaller data sets where the number of features is comparable to the number of sources. Our work is the first to introduce quality bounds on data fusion models that combine internal and external signals, thus, contributing towards designing models with theoretical guarantees [23] .
Improving Classical Data Fusion. The above bounds motivate the use of features for data fusion and also the use of a small set of training data for learning the parameters of fusion models.
To that end, we consider two orthogonal directions to improve the classical data fusion setting: (1) adding training data, which may require some hand labeling (Section 4.1), and (2) adding features (Section 4.2). For each direction, we study the tradeoff between the runtime and the statistical efficiency of different data fusion methods. In particular, we compare our data fusion techniques that use features against existing techniques that rely only on internal signals, and compare EM-based approaches, used by most existing methods [8, 28, 36, 40] , for estimating the source accuracies to simpler empirical risk minimization (ERM) approaches that exploit the present of ground truth information on the correctness of data source entries to estimate the source accuracies. ERM techniques solve a convex optimization problems without performing multiple iterations, thus, they can be dramatically faster than EM.
We show that the accuracy estimates obtained by ERM for featureless approaches that consider s sources are reliable, i.e., with provably low error, only when more than O(s) training data entries are available. This quantity can be sizeable for large-scale fusion problem, thus, making the expensive EM procedure the only viable option. When features are used, this threshold for ERM drops to O(k) training data entries, where k is the number of features. This implies that features allow us to use the much more efficient ERM techniques to obtain reliable accuracy estimates. In our experimental evaluation, we show that FUSE not only obtains significantly better accuracy estimates and higher quality data fusion solutions than existing EM-based feature-less approaches but also does so while being 5× faster. Moreover, FUSE coupled with EM is shown to outperform feature-less approaches when the amount of available ground-truth points is significantly small than the number of features. In our experiments we show FUSE can yield reductions of more than 30% in the source accuracies estimation error and improvements of around 10% in F1-score for data fusion.
Outline. The remainder of the paper is organized as follows. Section 2 discusses related work. Section 3 describes the problem setting we consider in this paper and introduces the FUSE model. In Section 4 we present the theoretical analysis of our model and discuss the tradeoffs between empirical risk minimization and expectation maximization for learning the model parameters. Then in Section 5 we provide a detailed experimental evaluation of our model. Section 6 describes certain extensions to the FUSE model that further improve the user's ability to extract insights about the quality of her sources. Finally, Section 7 concludes with a reflection on the potential of this new model in real-life data fusion pipelines. 
SOURCES

RELATED WORK
The prior work related to this paper can be placed in a few categories; we describe each of them in turn:
Data fusion. There has been a significant amount of work on data fusion models, including approaches that follow probabilistic semantics [8, 10, 29, 40] , optimization-based techniques [20, 21] , and iterative models [16, 28, 37] . A common theme across all methods is resolving source conflicts by first estimating reliability of each available source -sometimes measured as the source's accuracy. To do so, existing methods leverage cross-source conflicts, i.e., internal signals. In scenarios where sources exhibit sufficient overlaps, data fusion techniques have proven to be very effective [10, 21, 22, 29] . Nevertheless, existing techniques do not leverage external signals that might be informative for obtaining better source accuracy estimates. Combining both types of signals has been recently identified as a potential direction for designing improved data fusion methods [10] . In our work, we build upon existing successful data fusion techniques and introduce a novel model that incorporates both internal and external signals. To our knowledge, FUSE is the first model using both types of signals.
Quality guarantees for data fusion. Several of the existing data fusion methods come with guarantees on their convergence [8] or come with confidence intervals for the estimated source accuracy [20] . Nevertheless, no existing method comes with guarantees on how close the estimated source accuracies are to the true accuracies of data sources. From the interviews we conducted, we found that non-expert users -especially from fields such as biology or medicine -require that automated techniques be coupled with rigorous guarantees before using them in downstream applications. To this end, our work is the first to introduce a suite of theoretical results characterizing how well one can learn the accuracy of sources. We show that using features leads to provably better estimates of the underlying true source accuracies. The only work prior to ours that comes with theoretical guarantees on the error rate of accuracy estimates is from the crowdsourcing community [7, 17, 18, 25] where data sources correspond to human workers. Nevertheless, none of the proposed approaches considers exogenous features characterizing human workers. Our techniques might be of independent interest to the crowdsourcing community.
Explanations for data fusion. Understanding the output of data fusion techniques is crucial for non-expert users [23] . Recent work [13] has considered the problem of providing explanations on the output of data fusion algorithms. The generated explanations correspond to compact summaries of the decisions made by the fusion algorithm during its execution. The summaries are also coupled with examples from the input source data to promote interpretability. In our work we follow an orthogonal direction. Instead of relying on source data and presenting the user with a trace of the fusion algorithm, we leverage the presence of features and present users with the most informative features that affect source accuracies. To do so we leverage well-studied feature selection techniques from the statistics literature [34] .
Efficiency of data fusion. Most existing data fusion methods adopt iterative procedures to estimate the quality of sources and compute the true values of objects [23] . This can be inefficient in practice, especially when data fusion is applied on large scale data [22] . To address this challenge, recent literature has proposed the use of Map-Reduce based techniques [10] and has introduced streaming data fusion methods [9, 24, 41] . In contrast to previous approaches, our work shows both theoretically and empirically that utilizing features allows us to effectively leverage very limited amounts of ground truth data, thus, eliminating the need of iterative optimization and allowing us to leverage well studied and highlyscalable learning and inference techniques [39] .
THE FUSE MODEL
We now introduce FUSE and demonstrate how users can use it to estimate and understand the quality of data sources their application analyzes. We start with a running example to describe the problem setting FUSE assumes. The notation introduced below is summarized in Table 4 in the appendix. Example 1. Consider an application analyzing news articles published in various news websites, and providing a feed for monitoring public demonstrations. To form this feed the application extracts demonstration mentions from a collection of news websites and integrates them into a unified feed. Often it needs to resolve any demonstration mention conflicts across sources, e.g., some websites may provide delayed mentions of demonstration. Gaining access to reliable accuracy estimates of the sources enables the application designer to improve the overall quality of the feed. For instance, mentions extracted from highly accurate sources can be pushed immediately to the feed without the need of extracting enough supporting evidence of the demonstration's occurrence from additional sources. An instance of the input and output data of this application is shown in Figure 1. 
FUSE Problem Setting
Input to FUSE. FUSE is given a set of sources S as input. It is also given a set of objects O. Each object o ∈ O is associated with a domain V A source's observation for an object o can be wrong, i.e., it can disagree with the true value of o. To model this, we define for each source s ∈ S its true accuracy A * s as the probability that the observation it provides for an object is correct (i.e., P r(V
We assume that sources are independent and the accuracy of each data source is object independent, i.e., the same across all objects. We have that for all o ∈ O:
The true accuracy of each source is not known in advance.
Example 2. To continue our running example, S corresponds to the set of websites used to extract demonstration mentions, i.e., entries in the "Source Name" column in the "Sources" 
Features. FUSE requires the user to provide descriptive statistics or metadata of sources, referred to as features and denoted by K. Features are properties of sources that the user believes to be informative about the source's accuracy. Each source s ∈ S takes a value for each feature k ∈ K, denoted by F s,k . F is the |S| × |K| matrix with value F s,k at index (s, k). For simplicity, we assume that features are binary, i.e., F s,k is 1 if source s has feature k and is 0 otherwise. A categorical feature that takes m values can be converted to m binary features, while a real valued feature can be converted to binary features using bucketization. We discuss the impact of bucketing strategies in Section 6.3. From interviewing non-expert users we found that collecting features can be relatively efficient. For example, traffic statistics for websites can be obtained from engines such as Alexa.com or textual features of documents can be collected by using standard NLP tools.
Example 3. The "Source Features" table in Figure 1 shows example features of websites. It uses traffic and popularity metrics such as "daily time on site" and "bounce rate". Such metrics are known to be highly informative indicators of the quality of websites [14] , and their values for websites can be easily collected by engines such as Alexa.com. The example shows how a real valued feature like Bounce Rate is converted into two binary features "Bounce Rate < 50%" and "Bounce Rate ≥ 50%".
FUSE's Task. Given the aforementioned inputs, the task of FUSE is twofold: (1) infer the true values V * o for all objects o ∈ O, resolving conflicts across sources (i.e., perform data fusion), and (2) provide users with estimates on the source true accuracies A * s and feedback on how informative the different features are for estimating the source accuracies.
Example 4. The left part of Figure 1 shows the output of FUSE for each task. We identify the most likely true value for each object, e.g., we assign o1 to be true while o2 to be false. For accuracy estimation, FUSE returns the estimated accuracy of each source, e.g., S2 is assigned a higher accuracy than S1 or S3. Finally, FUSE returns a plot profiling the importance of different features for estimating the source accuracies. The graph in Figure 1 corresponds to a regularization path plot (see Section 6.2) that measures the importance of each feature as we vary the regularization penalty when learning the parameters of FUSE.
The FUSE model
Similarly to existing models we follow probabilistic semantics [8, 10, 40] and model each of the above tasks as probabilistic inference and learning tasks. For each object o ∈ O we associate a latent random variable Vo with its true value V * o . The domain of o is also V D o = {True, False}. Each variable Vo is assumed to be drawn by a uniform prior β. The true accuracy of each source is also unknown, thus, we associate a latent random variable As with each A * s . For variables V s o and As we have that :
The joint distribution characterizing the source observations and the random variables As and Vo is given by:
To incorporate external signals, we estimate the true accuracy A * s of each source s ∈ S using a logistic regression model over the given features K. We have:
where w k is the coefficient for feature k ∈ K. Given this, the FUSE model can be expressed as the factor graph shown in Fig 
where Z is a normalizing constant and SV o denotes the set of sources with V Finding informative features. Users may provide an overcomplete set of features some of which may not be informative. To enable feature-selection and promote sparsity, i.e., obtain a simpler model, we can use sparsity inducing regularization methods [5] , such as l1-regularization, to control the magnitude of factor weights W . More precisely, for each w ∈ W we assume a Laplacian prior e −λ|w| where λ corresponds to the regularization parameter. This allows us to use well-studied techniques such as the Lasso path [34] to understand the impact of each feature on estimating the source accuracies (see Section 6.2). Finally, our model is a strict generalization of existing Bayesian data fusion models [23] that only consider sources. These models can be obtained by setting |K| = |S| and F to the identity matrix. In the remainder of the paper we will refer to these as Traditional Data Fusion (TDF) models.
Learning and Inference for FUSE. To solve the two tasks of FUSE, we need to (i) learn the factor weights w k ∈ W to estimate the source accuracies and to analyze the impact of each feature, and (ii) perform probabilistic inference to find the most likely assignment to variables Vo. Any factor graph framework could be used for this task. We perform this learning and inference in the DeepDive framework [1, 27, 39].
ESTIMATING SOURCE ACCURACY
We now consider different data fusion settings with respect to (i) the availability or non-availability of features, and (ii) the presence of ground truth information. We study different methods for estimating accuracies in each settings, and the way we evaluate how close the estimated source accuracies are to the true ones. Our goal is to obtain accuracy estimates A that are as close as possible to the true accuracies A * . Moreover, if a source has a higher number of observations, we care more about estimating its accuracy correctly. Thus, we measure the estimation error with respect to all available ground truth entries. Let Ω be the set of (o, s) pairs for which ground truth evaluations of the source observations V s o are available. We define an Ω-norm that measures the error of an accuracy estimate as:
Classical Setting. We first analyze the classical setting of data fusion, where we have the TDF statistical model (i.e., no features), and no training data. In this case, the standard way to estimate accuracies is by running Expectation-Maximization (EM) to locally optimize the joint probability distribution of source accuracies and value observations (given in Equation 1). EM runs for several iterations, alternating between choosing the max likelihood values for A given an assignment to variables Vo, and setting the latent variables Vo based on the probability implied by A. EM has the advantage of not requiring training data, but it has multiple weaknesses: (i) it optimizes a non-convex function (the joint probability distribution), so it is not guaranteed to converge to the global optimum, and (ii) because it has to run for several iterations, its runtime can be very high. We consider two orthogonal directions to improve the classical setting (1) Adding training data, which may require some hand labeling (Section 4.1) (2) Adding features (Section 4.2). First, we analyze the scenario where the true source accuracies A * are indeed generated by a logistic regression model. Then, in Section 4.3, we describe the effects of having noise in this model, i.e., the true source accuracies are not truly generated by a logistic regression model. We show that our approach can still achieve low error estimates of accuracy. Finally, in Section 4.4, we describe the effects of having lots of potentially uninformative features in the model, and show that they do not significantly worsen our accuracy-estimate error when we use regularization to induce sparsity.
Direction 1: Ground Truth
As we acquire more training data, the problem becomes easier from a statistical perspective. In addition, as we also see below it can become easier from a computational perspective as well. We consider three models that correspond to different regimes of training data: (a) limited or no ground truth, in which one must resort to expensive semi-supervised techniques, (b) plentiful ground truth, in which simple empirical estimators give good results, and (c) somewhere in between, in which convex based approaches are needed. On its face, it is difficult to know in which regime one is. Describing which regime one is in is a major focus for this subsection.
Limited or no ground truth. When limited or no ground truth is available we follow the standard, iterative optimization method that seeks to maximize the likelihood of the source observations. This corresponds to a non-convex optimization objective that is difficult to optimize. We start by initializing the accuracy parameters and then iteratively perform inference and learning as described for the ground truth case. During learning we use the inferred values for variables Vo as ground truth. This is equivalent to the standard expectation-maximization (EM) algorithm used by existing data fusion techniques. If limited ground truth is available, it can be used to initialize the accuracy parameters. This method is slow, but it is our only option when we have limited or no ground truth.
Plentiful ground truth. At the other extreme, we have a very high amount of training data, and we can simply set our accuracy estimate to the empirical accuracy estimate (EAE), defined below:
This is simply the fraction of objects for which s provides correct observations, and can be computed very efficiently. Let A emp be the empirical accuracy estimate. We have the following convergence guarantee.
Theorem 1 (EAE Convergence). Let = 16C |S|/|Ω|. Then with probability ≥ 1 − e −2C 2 |S| , we have |A emp − A * |Ω ≤ .
The parameter C in the above theorem (and other convergence theorems) is a value that is approximately log(|S|). Its exact analytic expression is specified in the appendix. But empirically, we obtain C ≤ 3 for both our datasets. We would have C = 4 when there are approximately 8 million sources. The theorem gives us a upper bound on the error of the accuracy estimate. When each source has the same number of observations, the expected error of the EAE can also be lower bounded by the same quantity (O( |S|/|Ω|)). Computing EAE is very efficient, since it just examines counts. Moreover when applicable, it has convergence guarantees, but it requires copious training data.
In-between. We consider the setting where we have an intermediate amount of training data. In this setting, running EAE, which corresponds to a frequency-based approach, may lead to bad estimates. To alleviate this shortcoming we can resort to a Bayesian approach, where obtaining accuracy-estimates A corresponds to maximizing the conditional probability given the ground truth, i.e., P (A | G); this is called Empirical Risk Minimization (ERM). The conditional probability distribution is convex (despite the joint probability not being convex), so highly-efficient optimization techniques such as stochastic gradient descent (SGD) [39] can be applied to solve the corresponding optimization problem. Note that ERM is significantly more efficient than EM, since it only has to perform learning once. Nevertheless, to obtain reliable accuracy estimates it requires a significant amount of training data when features are not used. Later in this section, we show how features can help us reduce the amount of training data needed.
Discussion. Figure 3 summarizes the algorithms to use under different conditions. The x-axis represents the amount of training data available. As we get more training data, we shift away from EM towards approaches such as ERM and EAE, that are not only more efficient but also get better estimates given enough training data. The lower part of the figure focuses on the featureless case (the TDF model), described in this subsection. As the figure indicates, we need to have O(|S|) training examples before the non-EM methods yield reliable estimates. This threshold can be sizable in large scale applications. As we shall see in Section 4.2, features allow us to reduce this threshold to O(|K|) which can be drastically smaller and reasonable to obtain in real applications.
The classical setting with EM gives good results when each source has a large number of outputs overlapping with other sources. On the other hand, ERMS and EAE work well when we have a large number of labels for each source. However, neither of these is necessarily the case in real applications. In many scenarios, we have large numbers of sources with only a few labeled outputs each, and only limited overlap between sources. As an example, for the demonstrations dataset we consider in Section 5, over 800 of our ≈ 1000 sources have fewer than 10 outputs in all. In such cases, ERMS and EM make very large errors in source accuracy estimation. Theorem 1 also tells us that ERMS and EAE makes high errors when the number of labels is o(|S|); but getting a large number of labels can be expensive.
Direction 2: Using Features
We now add features to the classical setting. Features enable quality estimation models that are highly-efficient and also come with strong theoretical guarantees on their estimates even in the presence of very little training data. Moreover, in contrast to exist- ing techniques that rely on analyzing cross-source conflicts to obtain accuracy estimates, features allow us to estimate the accuracy of a source even when no observations are obtained from it, thus, introducing a viable option for solving the source quality initialization problem. Incorporating features gives us the FUSE model. We again consider different regimes based on the amount of ground truth available. In the absence of ground truth, we can apply EM to the FUSE model, alternately optimizing the feature weights W and estimating the true values of objects V * . We call this method FUSE-EM. If some ground truth is available, we can run ERM to get estimates for source accuracies. We define these estimates as:
) where LW,s stands for logistic(Fs,· · W ), and I is the indicator function. Then the FUSE-estimate of accuracy of source s is given byÂs = logistic(Fs,· ·Ŵ ). And the vector of all FUSE-estimates is denoted byÂ.
We now describe the convergence guarantee for FUSE-estimates, which requires fewer ground truth than ERMS. Similarly to ERMS, the optimization function for findingŴ is convex. But if matrix F is rank deficient, then the function will not be strongly convex, i.e., there will exist infinitely many W 's that all give the same optimal value for e −λ|W | 1 Πo,s∈Ω(LW,sI(
. As a result, we cannot guarantee that theŴ we find equals W * even when given a large amount of training data. However, the error we care about is the error in accuracy estimates |Â − A * |Ω, rather than error in the feature weights |W * −Ŵ |. Fortunately, we can obtain theoretical guarantees for the accuracy error, as stated in the theorem below:
Theorem 2 (FUSE-estimate Convergence). Let = 8C |K|/|Ω|.
Then with probability ≥ 1 − e −2C 2 |K| , we have |Â − A * |Ω ≤ 2 .
The proof of this theorem deferred to Appendix A. It uses VCdimension and is inspired from learning theory, but is not a direct consequence of existing results. Traditional recovery bounds are not applicable to our setting as we are bounding a functional of the feature weights (the accuracy error) rather than the error of the weights themselves; the latter does not even go to zero for large |Ω| when F is rank deficient. Moreover, the training data consists of object truth values, rather than accuracy values themselves, which makes standard generalization bounds inapplicable.
Note that FUSE's error guarantee of ≈ |K|/|Ω| is tighter than that of ERMS which is ≈ |S|/|Ω|. The latter can be derived directly from the fact that FUSE genearalizes feature-less data fusion model by setting F to the identify matrix, which in turn implies that |K| = |S|. As the number of features is usually much smaller than the number of sources. As a result, FUSE-estimates obtained by ERM can be highly accurate even when the amount of training data available is small. We compare the error rate of EM and ERM for FUSE at different levels of training data in Section 5; we observe that ERM starts to outperform EM when as few as 5% of the observations are labeled.
Model Mismatch
Our convergence rate in Theorem 2 assumes that the source accuracies are indeed generated by a logistic regression model. In reality, however, this may not hold, i.e., the true source accuracies are only approximately equal to logistic(F · W * ) where W * corresponds to the hidden true weights of features. Luckily, our error bounds are robust to small amounts of noise. Specifically, suppose the model error per source is ≈ σ, then we can bound the total source accuracy estimation error by ≈ 2 + 2 √ 2σ. Formally, Theorem 3. Suppose the true accuracies of sources are given by vector A , and there exist
≤ e nσ . Let = 8C |K|/n. Then with probability ≥ 1−e
−2C
2 |K| , we have |Â−A |Ω ≤ 2 +2 √ 2σ.
The proof of the theorem is in the Appendix A.1. The theorem tells us that the error per source is 16C |K|/|Ω| + 2 √ 2σ. This gives us a way to determine when we need to add more features to the model. If |K| is too low, the error will be dominated by the 2 √ 2σ term. This means we are underfitting, and therefore, need to add more features to reduce σ. On the other hand, if |K| is too high, the error will be dominated by the 16C |K|/|Ω| term. This means we are overfitting, and should decrease the number of features. If we keep the features fixed and continue increasing the number of training examples |Ω|, the error initially goes down as |Ω| −1 while 16C |K|/|Ω| is the dominating term, and then stops decreasing at 2 √ 2σ. This can be seen in Figure 4 , where we plot the accuracy estimation error for FUSE as well as some other baselines, for different amounts of training data. We describe the experiment behind this figure in detail in Section 5. But briefly, the x-axis represents the amount of training data, while the y-axis corresponds to the error. Notice how the error initially decreases as training data goes up to 20%, but then stops decreasing. The value at which is stops decreasing (around 0.25) is approximately 2 √ 2σ.
Feature Selection
The convergence theorems above show that the accuracy estimation error is proportional to |K|. This suggests that adding extra, potentially uninformative features to our model can significantly worsen our source accuracy estimates. Unfortunately, a user has no way of knowing in advance, which features will be informative and which ones will be uninformative. We now show that it is possible for a user to add lots of features to the model, without incurring a large increase in accuracy estimation error, as long as we set the regularization parameter λ appropriately.
l1-regularization is a well known way to induce sparsity in the solution [5] , i.e., to have only a small number of non-zero values in the solution vectorŴ . If the user provides a large number of features, of which only a few are predictive of source accuracy, then using l1-regularization allows us to obtain a weight vector estimatê W that only assigns non-zero weights to the predictive features. Moreover, in this case, we can show that the error in the accuracy estimate is proportional to the square root of the number of predictive features, rather than the square root of the total number of features. Formally: Theorem 4. Suppose the correct weight vector W * has only l nonzero values for some l ≤ |K|. Let C = C + log(|K|), and = 8C l/|Ω|. Suppose the estimatedŴ also has ≤ l non-zero values. Then with probability ≥ 1 − e −2(C )
The theorem is proved in the Appendix A.2. This theorem allows users to specify large numbers of features without worrying about which ones are predictive of accuracy, and without incurring a large increase in the accuracy estimation error. Our algorithm can then figure out which of the features are predictive while maintaining a low error rate in the accuracy estimates. We can generalize the above result to account for model mismatch, getting a result analogous to theorem 3, stated below:
Theorem 5. Suppose the true accuracies of sources are given by A , and there exists a W * with only l non-zero values for some l ≤ |K|, and
nσ . Let C = C + log(|K|), and = 8C l/|Ω|. Suppose the estimatedŴ also has l non-zero values. Then with probability
EXPERIMENTAL EVALUATION
We present an empirical evaluation of FUSE. First, we discuss the experimental methodology, then we describe the data and results showing the effectiveness of FUSE on (i) finding the latent true values of objects, (ii) estimating the true accuracy of sources, and (iii) providing mechanisms to estimate the accuracy of newly available sources.
Experimental Setting
To evaluate FUSE, we focus on two real data fusion applications, one from the finance domain and one from the intelligence domain. Both applications contain observations from real data sources corresponding to websites. Datasets and Workloads. We use two datasets for our experiments, namely (1) Stocks and (2) Demonstrations. Their names refer to the domain they focus on. Table 1 shows the statistics of these datasets. We now describe each dataset in turn.
Stocks. This dataset was obtained by a dataset generated by Li et al. [22] . The original dataset contains trading data of 1000 symbols from 55 sources (websites) on every work day in July 2011. We focus on the reported volume for each stock, i.e., the total number of shares that trade hands from sellers to buyers. We focus on this property as it exhibits the most conflicts across sources. For a given day, source observations correspond to tuples of the form (stock-symbol, volume-number). Each observation is associated with an object (stock-symbol, volume) whose volume is unknown. Our task is to find the true volume for each stock symbol exactly. Thus, volume is assumed to be categorical. Following the singletruth semantics, each source votes in favor of the volume it reports and against different volume values reported by other sources.
To create Stocks, we chose a random day from the initial data. We filtered the initial sources to remove websites that are currently inactive and for which no popularity and traffic statistics could be obtained (see discussion on features below). We also removed highly-accurate websites, such as NASDAQ, Yahoo Finance, Google Finance, Bloomberg and MSN Finance, that were used by the creators of the dataset to obtain ground truth data. This led to a set of 39 valid data sources. NASDAQ was used to obtain ground truth information for 907 symbols.
Demonstrations. This dataset is extracted from the GDELT repository [19] . GDELT is a catalogue of daily extractions of real-world events from news articles across the globe. We focused on entries for demonstration events in Africa, in the period of January 2015 to April 2015. GDELT entries contain information, such as the source reporting the event, the latitude-longitude, and the date of the event. Our task is to determine the correctness of each extraction. Thus, each extraction corresponds to an object described by a tuple (extraction id, date, latitude, longitude). Objects take values in {True, False} with True indicating that the extraction is valid, i.e., the demonstration mention correctly occurred on the specified date at the specified location and False indicating that the extraction is wrong. To form the source observations for each object we follow the procedure described next: we clustered the GDELT entries based on their date and location -two (lat., long.) values are assumed to correspond to same location if they are at most 50km apart. Each source reports that the objects corresponding to its extractions are True. We also consider that each source s mentioning a demonstration occurrence for the same date and location as another source s , reports that the object corresponding to the extraction of s is True. Finally, a source s reports that an object (extraction id, date d , location l ) corresponding to an extraction from a source s is False when: (i) s reports a demonstration for a location l for a date d that is within a 3-day window from d and (ii) does not report a demonstration for location l on date d .
The final dataset contains 10103 objects, i.e., GDELT extractions, from 997 data sources (websites). The total number of observations is 118319. To obtain ground truth information for each object we used the ACLED dataset [2]. ACLED is a human curated and higly accurate database of demonstration events focusing explicity on Africa. To generate the ground truth, we mapped each extraction in the GDELT data to the corresponding ACLED entry, such that the dates of the two entries are exactly the same and the distance between the reported locations in at most 50km. The ACLED data is assumed to be complete, i.e., any demonstration in Africa in the given period not in ACLED is assumed to be a false.
Feature generation. In both datasets data sources correspond to websites. We associate each website to external metadata corresponding to traffic and popularity statistics. These were obtained by crawling Alexa.com. In particular, for each website we obtain information about seven metrics: (i) global rank, (ii) country rank, (iii), bounce rate, (iv) daily page views per visitor, (v) daily time on site, (vi) search visits, and (vii) total sites linking in. All features take numeric values. For Stocks we obtain a total of 256 distinct feature values for 39 sources, while for Demonstrations we have 3964 distinct values for 997 sources. We discretized features using 20 buckets. The effect of discretization is discussed in Section 6.3.
Implementation Details. All models were implemented in the DeepDive framework [1] . DeepDive is implemented in Scala and C++, and we use Greenplum to handle the data loading and manipulation. The statistical inference and learning code is all written in C++. All experiments are executed on a machine with four CPUs (each CPU is a 12-core 2.40 GHz Xeon E5-4657L), 1TB RAM, running Ubuntu 12.04.
Methods. We evaluate three versions of FUSE against different baselines. The methods proposed in this paper are:
• ERM with features (FUSE): This is our standard model. We use labeled data to learn weights for features, and then use those weights to estimate source accuracies and the true values of unlabeled objects.
• EM with features (FUSE-EM): We randomly initialize feature weights, and truth values of unlabeled objects. Then for 20 iterations, we alternate between optimizing the feature weights given object truth estimates and setting object truth estimates given feature weights.
• Semi-supervised EM with features (FUSE-SEM): This is similar to FUSE-EM with one difference. Instead of randomly initializing feature weights, we learn the feature weights using training data, like in FUSE. Then we run 20 iterations of alternating optimization like for FUSE-EM. The baselines we evaluate against are:
• ERM without features (ERMS): Here, we do not use features; instead we learn the accuracies of sources directly. That is, we have a parameter per source representing its accuracy, and we learn the parameter value using labeled data. Then we use the parameter to estimate object truth values. This is the ERMS method from Section 4.
• No-Training EM (EM): This is the feature-less analogue of FUSE-EM. We randomly initialize source accuracies, and truth values of unlabeled objects, and then alternate for 20 iterations between optimizing the accuracies given object truth estimates and setting object truth estimates given accuracies. This is the data fusion approach in prior work [8, 10, 23] .
• Semi-supervised EM (SEM): This is the feature-less version of FUSE-SEM. We first learn the source accuracies using available training data. Then we run 20 iterations of alternating optimization like in EM. Semi-supervized fusion methods have been considered by Yin and Tan [38] . Experimentally, we observed that 20 iterations were sufficient to guarantee convergence of all EM-based approaches. One such microbenchmarking experiment is presented in Section 5.3.
Evaluation Methodology. We evaluate each method for different training-testing splits by revealing part of the true object labels to the model. The percentage of training data takes values in {1%, 2%, 5%, 10%, 20%, 40%, 60%}. The splits are generating randomly, thus, for each training-testing split we execute each method five times and report its average performance and standard error. To measure performance we use the following metrics: • F1-score: used to measure how well each fusion method infers the latent true values of objects. Each model assigns a probability to the true value of each object; to fix a value we threshold this probability at various levels ranging in (0.5, 0.6, 07, 0.8, 0.9). We compute the F1 score for each level and always report the highest score.
• Error on Estimated Accuracies: used to measure how well each fusion method estimated the source accuracies. This corresponds to Definition 5. The true source accuracies are computed by considering the true values for all objects reported by each source for the entire datasets.
• Runtime: the wall-clock runtime measured in seconds. 
FUSE Against Baselines
We first compare FUSE against all baselines. The F1-score for all models when predicting the true values of objects is shown in Figure 5 for both datasets. We observe that when the true value of a small number of objects is known, i.e., 1%−10%, the performance of FUSE is comparable to that of the baselines. As the percentage of training data increases above 10% FUSE clearly outperforms all models. This percentage of training data amounts to 90 objects for Stocks and 1000 objects for Demonstrations. Both numbers correspond to amounts of training data that are much smaller than the training data collected by the scientists we interviewed for their corresponding applications. When more than 20% of the objects' true values are revealed the performance gap between FUSE and the baseline models is significant. For Stocks we observe an increase from 0.78 to 0.86 while for Demonstrations an increase from 0.54 to 0.64. Recall that these improvements are with respect to the F1-score of each model, thus, differences of this magnitude are significant.
Next, we study the performance of FUSE, ERMS, EM and SEM on estimating the true data source accuracies. The results for Stocks were presented earlier in Figure 4 . The results for Demonstrations are shown in Figure 6 . Here, we observe that for significantly small amounts of training data, i.e., 1%−2%, FUSE performs either similarly to the best of the baseline models (Stocks) or slightly outperform all of them (Demonstrations). As we increase the amount of training data, we see that FUSE is the only model that is able to leverage the increasing amount of available information effectively to offer better estimates of the source accuracies. In certain cases, e.g., in Stocks when the training data is more than 20%, we see that the reduction in the estimation error is more than 30%. Finally, we report the wall-clock runtime of each algorithm for both datasets in Table 2 . As expected FUSE is significantly faster than the EM-based models (i.e., EM and SEM) used in existing data fusion approaches, and has comparable runtime to the naive empirical baseline ERMS.
Take-away. FUSE , which leverages both cross-source conflicting observations and external source features, is not only capable of recovering better accuracy estimates than existing models -validating our theoretical analysis -but can also identify the true values of objects more accurately than EM-based data fusion techniques requiring only a small amount of training data. The latter allows us to use efficient learning and inference techniques, making FUSE up-to 5× faster than competing baselines. 
Comparing EM to ERM for FUSE
In our previous experiments we saw that empirical risk minimization when combined with features outperforms expectation maximization techniques even for small amounts of training data. Nevertheless, as discussed in Section 4.1, we expect EM to perform better when the amount of available training data is very small.
To understand the trade-off between expectation maximization (EM) and empirical risk minimization (ERM) we evaluate the per- formance of FUSE when using EM (FUSE-EM), ERM (FUSE), and FUSE-SEM to learn the model parameters and infer the values of the latent variables. All techniques correspond to variations of the model introduced in this paper. The F1-score of each model using different amounts of training data is shown in Figure 7 for both datasets. The corresponding error in the estimated source accuracies is shown in Figure 8 . For Stocks, we observe that indeed the tradeoff described in our theoretical analysis holds. That is, for less than 5% of training data FUSE-EM and FUSE-SEM outperform FUSE with ERM with respect to their F1-score and estimation error. Increasing the amount of training data improves the performance of FUSE leading to significant gains for the ERM based technique (FUSE) when the fraction of training data is more than 10%. For Demonstrations, we observe that the performance of all models is comparable for the F1-score but FUSE tends to estimate the source accuracies more reliably for small amounts of training data. We attribute this to the structure of the problem, i.e., sources in this dataset do not exhibit large overlaps in their outputs, unlike in Stocks, thus EM based techniques have access to lesser information.
Finally, we perform a micro-benchmark experiment to understand the tradeoff between the number of iterations and runtime of EM versus its statistical efficiency. We consider the Stocks dataset and fix the amount of training data to 5%. We consider the F1-score and runtime of FUSE and compare those against FUSE-EM, while varying the number of EM iterations in {1, 2, 5, 10, 20}. For each iteration configuration we report the runtime and F1-score achieved by FUSE-EM. The results are shown in Figure 9 . We observe that a very small amount of training data enables FUSE to obtain a better F1-score 27× faster compared to its EM-based variation.
Take-away. We experimentally validate our claim that EM-based methods are effective when almost no ground truth data is available but ERM-based methods lead to models with improved statistical efficiency. Therefore, it is to the user's immediate benefit to invest in obtaining a limited amount of ground truth data, as this leads to significant performance improvements not only in the quality of the final output but also in the efficiency of data fusion models.
Quality Initialization
We now turn our attention to the problem of source quality initialization [23] , i.e., the task of estimating the accuracy of newly available sources, from which no observations were previously available. As discussed earlier we can use the feature weights learned by using data from previously available sources to predict the accuracy of new sources. We conduct the following experiment. For each dataset, we restrict the number of sources given as input to FUSE. We vary the percentage of used sources in {25%, 40%, 50%, 75%}.
Notice that this also limits the number of observations and the number of objects. To train the model weights we use ground truth for 10% of the remaining objects after filtering based on the imposed source limitation. The results are shown in Figure 10 . We see that for both datasets the estimation error is dropping as more sources are provided as input to FUSE. Moreover, we contrast the obtained estimation errors with those obtained in the case when all sources were given as input to FUSE(see Figure 8) . We see that for both datasets when fewer than 50% of the sources are revealed the estimation error tends to be worse than the one achieved for 10% of training data for all sources. However, as more sources are revealed to FUSE, the estimation error for unseen sources becomes comparable to the error obtained when all sources were used.
EXTENSIONS
In this section, we discuss properties of features that allow nonexpert users to obtain insights about the estimated source accuracies. We start by studying the conditions under which FUSE is not only guaranteed to obtain low-error estimates of the source accuracies but is also guaranteed to recover the true feature weights W * . Then we turn our attention to how well-studied feature analysis techniques [34] can be employed in FUSE to help users understand which features are the most informative for their application. Finally, we study the impact of feature discretization on the performance of FUSE.
Identifiability
Theorem 2 tells us that our estimated accuraciesÂ are guaranteed to converge to the correct accuracies A * in the limit of infinite training data. But we do not have a similar guarantee for our estimated feature weightsŴ . This is because if F is rank-deficient, then there can be multiple weight vectors W1, W2 that produce the same accuracies i.e. logistic(F · W1) = logistic(F · W2). Specifically, there exist infinitely many W s not equal to W * such that logistic(F · W ) = logistic(F · W * ), andŴ can equal one of them even in the limit of infinite training data.
When a user wants to know the true significance of a feature in determining quality, it is important that our estimated feature weight be guaranteed to converge to the true feature weight given enough data. For this to be true, F needs to satisfy an additional condition to ensure that each W produces a unique probability distribution over observations V, and consequently, a unique set of accuracies logistic(F · W ). This corresponds to the property of iden- . tifiability [35] for statistical models. Because we chose FUSE to be an exponential model, we can apply well known results that give us necessary and sufficient conditions for FUSE to be identifiable. As stated below:
Theorem 6 (FUSE Identifiability). The FUSE model is identifiable if and only if the source features it considers are affinely independent i.e. F is a full-rank matrix.
Theorem 7 (TDF Identifiability). The TDF model is always identifiable.
Feature Analysis
Controlling the regularization penalty when learning the weights of features allows non-expert users to understand which features are informative. Moreover, it often requires users to tune this parameter to obtain optimal performance. One of the most prominent methods for performing the above task in generalized linear models is computing the regularization path [15] for the model in hand. That is, compute the coefficient of each feature used in the model while ranging the magnitude of the regularization penalty from larger to smaller values. Such plots enable non-expert users to understand the impact of each feature. FUSE uses l1-regularization, i.e., it penalizes the overall objective by a term λ|W |. When λ is zero, there is no penalization, and all features tend to have nonzero weights, thus, the quantity |W |/ max |W | takes larger values. Moreover, the most important features should have significantly higher weights. As the penalization λ increases, |W | is pulled towards zero (and so |W |/ max |W |), with the less important parameters being pulled to zero earlier. At some level of λ, all feature weights will be pulled to zero. The x-axis on the regularization path graph shows |W |/ max |W | while the y-axis the weight of each feature. Using these plots, important features are expected to have non-zero weights for larger penalties and their weights are expected to increase as the penalty decreases. This allows users to identify the most informative features in their application. An example of the regularization path for the features in Stocks is shown in Figure 11 . Higher values on the x-axis correspond to lower regularization penalties. The order at which features obtain non-zero weights, i.e., their activation order, together with their coefficient are indicative of how informative each feature is. It is interesting to observe that the most informative features correspond to daily usage statistics, such as the "Bounce Rate" (with low bounce rate implying higher accuracy), the "Daily Page Views" (with low views implying low accuracy), etc. It is interesting to observe that the number of "Total Sites Linking In", i.e., a proxy for PageRank, is activated early but does not have a high-value coefficient. This is in accordance with a recent result by Dong et al. [10] that shows how the accuracy of websites is not correlated with PageRank. 
The Impact of Discretization
We now study how the discretization of real-valued features affects the performance of FUSE. We consider Stocks and discretize each feature considering a varying granularity. In particular, we discretize features using 2, 4, 6, 8, 10, 20 and 30 buckets. Buckets are constructed to be balanced. All results in Section 5 were obtained using 20 buckets. We set training data percentage to 5%. The corresponding performance is shown in Table 3 . As shown the error of the estimated source accuracies improves significantly as we use a finer discretization. On the other hand, the F1-score improves but the increase is not that significant. Studying the effect of discretization formally and developing new regularization techniques that will automatically detect the optimal discretization granularity is an interesting direction for future work.
CONCLUSION AND FUTURE WORK
We introduced the FUSE model for estimating source accuracies and performing data fusion. FUSE solves both problems via a unified model that combines internal signals (conflicts across source observations), with external signals describing characteristics of the sources, i.e., features. We show both theoretically and experimentally that FUSE outperforms feature-less baselines. In our experiments we found that in certain cases FUSE yields reductions of more than 30% in the source accuracies estimation error and improvements of more than 10% in the F1-score when resolving conflicts across sources. Features also enable us to provide insights about the source accuracy estimates to domain experts, and estimate the accuracy of newly available sources from which no observations have been obtained yet (the cold start problem). We also studied the tradeoff space between the runtime and the statistical efficiency of expectation maximization (EM) -a standard technique for learning the parameters of data fusion models -and empirical risk minimization (ERM) using training data to learn the model parameters. We showed that FUSE can effectively exploit small amounts of training data and obtain better F1-score ≈ 27 times faster than its EM-based variant. Two future directions of particular interest are (i) building an optimizer that automatically chooses between EM and ERM for a data fusion problem taking into account the amount of training data and other characteristics of the problem instance, and (ii) formally studying the effect of discretization on real-valued features when estimating source accuracies. Table 4 : Summary of major notation used in the paper.
APPENDIX
Notation
Description
The domain of values for an object o ∈ O. V * o
The true value for an object o ∈ O.
The observation by data source s for object o. k ∈ K A feature characterizing data sources in S. F Indicator matrix of the sources' feature assignments.
Fs,·
The row of F with the feature assignment for s ∈ S.
The column of F for feature k ∈ K. A * s
The true accuracy of data sources s.
As
The estimated accuracy of data sources s.
Vo
Random variable associated with the true value V * o .
So
The set of sources with V 
A. PROOFS FOR CONVERGENCE
We prove theorems 2 and 3. We define C as follows:
We define the source truth matrix to be a matrix TG with dimensions |O| × |S| and TG(o, s) = 1 if source s provides a correct observation for object o, TG(o, s) = 0 if source s provides a wrong observation for object o, and TG(o, s) arbitrary if source s does not provide an observation for object o. Since the accuracy of each source corresponds to the probability that the source will make an error, it is easy to see that the source truth matrix TG corresponds to an instance of a random variable following a distribution parameterized by A * . For any T ∈ {0, 1} Ω and a fixed source accuracy parameter vector A we have that the likelihood of T with respect to A is:
We assume that the true accuracy parameters of the available sources are generated by a logistic regression model, i.e., A * = logistic(F ·W * ) where W * corresponds to the true feature weights. Given the observed matrix TG the goal of the FUSE model is to estimate the true accuracy parameters of the sources in S by first finding an estimate W of the true weights W * . To obtain W , the FUSE finds the weight parameters that optimize the posterior distributionP (W |TG) of the weight parameters given the source truth matrix TG.
To prove theorem 2, we first prove a concentration bound on the posterior probability of A, i.e. we prove that most posterior probability is concentrated within a -neighborhood of A * . The posterior of the weights W is given byP (W |TG) ∝ L logistic(F ·W ) (TG)P (W ) where P (W ) is the weights prior. We assume an l1-prior with regularization parameter λ i.e., P (W ) = (2λ)
|K| exp(−λ|W |1). Define |A − A * |1 = (o,s)∈Ω |As − A * s | (which is simply n times |A − A * |Ω). This is the total additive accuracy estimation error across all ground truth observations. Given this additive error, we separate the possible accuracy parameters A and weight vectors W into two sets: (i) those in the close-neighborhood of A * and W * , and (ii) those in the far-neighborhood of A * and W * . We define constant δ as follows:
We also use an whose exact value we will specify later (depending on which theorem we are trying to prove). We have the following definitions:
We define the close neighborhood set of weight vectors W as:
We define the close neighborhood set of accuracy parameters Ac as:
Thus all accuracies in Ac are within n 4 distance of A * , using the ||1 distance.
Definition 10 (Far Neighborhood A * ). The far neighborhood A f of accuracies is the set of accuracies that are at least n away from A * and achievable for some weight vector W . That is:
We define the far neighborhood set of weight vectors W as:
Let P (A) be the prior density of A, obtained from the prior density on W . We define the following two quantities over the accuracies in the close and far neighborhoods of A * . Let T denote a random variable that is an assignment to the source truth matrix entries T (o, s) for each o, s ∈ Ω. T is sampled by the probability distribution corresponding to A * , i.e. T (o, s) is 1 with probability A * s and 0 otherwise, independent of all other o, s's. We define:
Given the above it suffices to show thatP
<< 1 over all T 's sampled from the distribution parameterized by A * . In particular, we will show that:
where each T is generated by the probability distribution parameterized by A * , hence, P (T ) = LA * (T ). To prove the aforementioned inequality we need to analyze each of the terms in the summation.
In order to show that the expected square-root-likelihood-ratio is small, we divide the accuracies of A f into clusters. Specifically, for each accuracy A, define dA ∈ {0, 1}
S to be such that dA[s] = 0 if As ≤ A * s and 1 otherwise.
is simply the result of applying the linear classifier with parameters W applied to the |S| points given by matrix F. The VC-dimension of a |K|-dimensional linear classifier is |K| + 1. Thus the number of classifications it can have for |S| points is bounded by |S| |K|+2 .
Now we define some terms for any d ∈ D.
Definition 12 (d-consistent far neighbourhoods).
Ω denote the set of all possible assignments to non-arbitrary values of table T .
Definition 14 (d-sum). For any T ∈ T , we define
when T is sampled from T according to the probability distribution given by LA. Then, we have:
Proof. By linearity of expectation,
This gives us ET ∼L
. Then we can use the Chernoff bound to show that accuracies in A f,d assign very low likelihood to assignments in T h,d while those in Ac assign low likelihood to T l,d .
Lemma 4.
Proof. We first prove the above bounds for each individual LA, and then the result follows because L f,d is a linear combination of the LAs. Consider any A ∈ A f,d . Then,
The first step is using the fact that
. The next step is using the Chernoff bound, since the To,s are independent variables when sampled using LA. We can show a similar result for LA * and T l,d i.e.
This completes the proof.
Now we go back to the expected square-root-likelihood-ratio we had before. For all T , we have L f (T ) = d∈D L f,d (T ). This gives us, for all T ,
Now we will show that
is very small for each d ∈ D;
And since the number of ds is bounded by |S| |K|+2 , the whole ratio is small as well.
Lemma 5. For all A ∈ Ac, and all tuples T , the likelihood ratio is bounded as follows:
Consequently, we also have
Proof. We compute the derivative of the log-likelihood of T with respect to W k .
∂ log(L logistic(F ·W ) ) ∂W k = o,s∈Ω To(K s,k ) + (1 − To)(−K s,k ). Then, the difference between the log-likelihoods of LA * and LA is bounded by the maximum derivative times the distance between the W of the accuracy and W * . That is, by k∈K o,s∈Ω |F s,k | × n δ ≤ . This proves that the ratio is bounded by e .
Lemma 6. The prior ratio
is ≤ (2λ) −|K| e λ(|W * | 1 +n δ) (
Proof. Clearly P (W f ) ≤ 1 (since it is a probability), so we only need to prove that P (Wc) ≥ (2λ) |K| e −λ(|W * | 1 +n δ) ( n δ |K| ) |K| . Wc is the set of W s that are within n δ distance of W * . Thus the minimum probability density in the Wc region is given by (2λ) |K| e −λ(|W * |+n δ) , since we are using an -prior. The probability in a region is ≥ the minimum probability density times the volume of the region. Consider the box W c = {W | ∀k ∈ K : |W k − W * k | ≤ Proof.
LA * (T )
LA * (T ))
≤e ( e Combining these lemmas gives the following concentration result.
Theorem 8. Let = 6C
|K| n . Suppose we sample W from the posterior distribution P r(W ) ∝ P (W )L logistic(F ·W ) (T ). Then, with probability ≥ 1 − e −2C 2 |K| , the posterior probability of W f is ≤ e −2C 2 |K| .
Proof. Combining our lemmas, we get:
Substituting = 6C
|K| n , we get: Proof. We will prove this result by showing that whenever |A − A * |1 ≥ 2n , a significant fraction of the posterior probability is concentrated in A f . This, along with theorem 8 implies that A can be outside of the 2n neighbourhood of A * with only a small probability.
Consider a T sampled according to LA * , and let W be argmax W P (W )L logistic(F ·W ) (T ), with A = logistic(F · W ). Suppose |A −A * | ≥ 2n . Thus, (2λ) . From the proof of lemma 5, Note that the in this proof is slightly higher (8C instead of 6C). Substituting this in the proof from theorem 8, tells us that with probability ≥ 1 − e −2C 2 |K| , the posterior probability ratio of Wc to that in W f is ≥ e term cancels the extra e nσ term so that the overall ratio is still ≤ e −3C
2 |K| . Then we apply Markov's inequality again to get the concentration bound for sampling, and the proof technique of theorem 2 gives us the concentration bound for the argmax case.
A.2 Feature Selection
Theorem. Suppose the correct weight vector W * has only l nonzero values for some l ≤ |K|. Let C = C + log(|K|), and = 8C l |Ω| . Suppose the estimatedŴ also has ≤ l non-zero values. Then with probability ≥ 1 − e −2(C )
