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Abstract
Let G be a connected graph, and let λ1 and ρ denote the spectral ra-
dius of G and the universal cover of G, respectively. In [Fri03], Friedman
has shown that almost every n-lift of G has all of its new eigenvalues
bounded by O(λ
1/2
1 ρ
1/2). In [LP10], Linial and Puder have improved
this bound to O(λ
1/3
1 ρ
2/3). Friedman had conjectured that this bound
can actually be improved to ρ+ on(1) (e.g., see [Fri03,HLW06]).
In [LP10], Linial and Puder have formulated two new categorizations
of formal words, namely φ and β, which assign a non-negative integer or
infinity to each word. They have shown that for every word w, φ(w) = 0
iff β(w) = 0, and φ(w) = 1 iff β(w) = 1. They have conjectured
that φ(w) = β(w) for every word w, and have run extensive numerical
simulations that strongly suggest that this conjecture is true. This
conjecture, if proven true, gives us a very promising approach to proving
a slightly weaker version of Friedman’s conjecture, namely the bound
O(ρ) on the new eigenvalues (see [LP10]).
In this paper, we make further progress towards proving this impor-
tant conjecture by showing that φ(w) = 2 iff β(w) = 2 for every word w.
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1 Introduction
Let G be a connected finite graph with oriented edges. An n-lift of G is
any graph that has an n-fold covering map onto G. Equivalently, an n-lift
of G is any graph H with vertex set V (H) = V × {1, ..., n}, whose edge set
E(H) is obtained as follows: for every oriented edge (u, v) ∈ E(G), we choose
any permutation σ(u,v) ∈ Sn and add an (undirected) edge between (u, i) and
(v, σ(u,v)(i)) for i = 1, . . . , n.
Now, let E(G) = {g1, . . . , gk}. Every choice of k permutations in Sn deter-
mines an n-lift of G. The random graph model we consider is the probability
space Ln(G) of n-lifts of G, with sample space Sn
k and uniform distribu-
tion. We note that in the case where G is a single vertex with d/2 self-loops
(with d even), this random graph model is the same as the “permutation
model” for random d-regular graphs. For background on lifts and random
lifts, see [LR05,AL06,ALM02,HLW06].
Our main interest is in the eigenvalues of (the adjacency matrix of) random
lifts of graphs. Let H be any n-lift of G. The projection π : V (H) → V (G)
defined by π(u, i) = u is the natural covering map from H onto G. It can be
easily verified that if f is an eigenfunction of G, then f ◦π is an eigenfunction of
H with the same eigenvalue as f . The |V (G)| eigenvalues of H corresponding
to the |V (G)| such eigenfunctions are said to be old, while the remaining
n|V (G)| − |V (G)| eigenvalues of H are said to be new. (We consider the
multiset of eigenvalues with multiplicity, so that a new eigenvalue can have
the same value as an old eigenvalue.)
Let λ1 and ρ denote the spectral radius of G and the universal cover of G,
respectively. For H ∈ Ln(G), let µmax(H) = max{|µ| : µ is a new eigenvalue of
H}. In [Fri03], Friedman showed that almost every n-lift H ∈ Ln(G) satisfies
µmax(H) ≤ λ1/21 ρ1/2+ on(1). In [LP10], Linial and Puder improved this bound
to µmax(H) ≤ max
{
1, 3
(
ρ
λ1
)2/3}
· λ1/31 ρ2/3 + on(1) for almost every n-lift
H ∈ Ln(G).
For the special case where G is a single vertex with d/2 self-loops (i.e., for
the permutation model of random d-regular graphs, with d even), µmax(H)
corresponds to λ(H) := max{|λ2|, |λn|}, where λ1 ≥ λ2 ≥ · · · ≥ λn are the
eigenvalues of H . There is a large body of literature concerning λ(H). These
studies are motivated by the fact that λ(H) controls the expansion properties
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of H and the rate of convergence of the random walk on H to the stationary
distribution (see [HLW06]).
For the permutation model, Friedman’s result in [Fri03] states that almost
every random n-vertex d-regular graphH satisfies λ(H) ≤
√
2d
√
d− 1+on(1),
which is a slight improvement of the result of Broder and Shamir in [BS87].
Linial and Puder’s result in [LP10] states that almost every random n-vertex
d-regular graph H satisfies λ(H) ≤ O(d2/3), and more specifically, λ(H) ≤
(4d(d− 1))1/3 + on(1) for d ≥ 107.
For various models of random d-regular graphs (including this specific per-
mutation model), Friedman had shown that almost every random n-vertex d-
regular graphH with d ≥ 3 satisfies λ(H) ≤ 2√d− 1+on(1) (see [Fri08]). The
Alon-Boppana bound (see [Nil91,Fri03]) shows that λ(H) ≥ 2√d− 1− on(1)
for every n-vertex d-regular graph H , so Friedman’s result cannot be improved
significantly, if at all.
The results of [BS87], [Fri03], and [LP10] all use the Trace Method, which
involves estimating the expected value of the trace of a high power of the
adjacency matrix of a random graph. To estimate this expected value, Linial
and Puder (in [LP10]) study word maps associated with formal words over the
alphabet Σ = Σk = {g1±1, . . . , gk±1}. Let Σ∗ denote the set of all finite words
in the alphabet Σ. Given a word w ∈ Σ∗, the word map associated with w
maps the k-tuple (σ1, . . . , σk) ∈ Snk to the permutation w(σ1, . . . , σk) ∈ Sn,
where w(σ1, . . . , σk) is the permutation obtained by replacing g1, . . . , gk with
σ1, . . . , σk (respectively) in the expression for w.
The results of [BS87], [Fri03], and [LP10] all involve studying the probabil-
ity that 1 (or any given point in {1, . . . , n}) is a fixed point of the permutation
w(σ1, . . . , σk), when σ1, . . . , σk ∈ Sn are chosen randomly with uniform distri-
bution. We are interested in how close this probability is to the corresponding
probability in the case of a random permutation, i.e. to 1
n
.
Formally, following the notation of [LP10], for every w ∈ Σ∗ and n ∈ N we
denote by X
(n)
w a random variable on S kn which is defined by:
X(n)w (σ1, . . . , σk) = # of fixed points of w(σ1, . . . , σk). (1)
We then have Φw(n) defined as Φw(n) =
E(X
(n)
w )−1
n
= E(X
(n)
w )
n
− 1
n
(where
we always assume the uniform distribution on S kn ).
E(X
(n)
w )
n
is the probability
that 1 (or any given point in {1, . . . , n}) is a fixed point of the permutation
w(σ1, . . . , σk). Thus, Φw(n) measures how much this probability differs from
1
n
for the word w. In a paper from 94’, Nica [Nic94] showed that for a fixed
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word w and large enough n, Φw(n) can be expressed as a rational function in
n of degree ≤ 0.
To study Φw(n), Linial and Puder (in [LP10]) formulated two new and
separate categorizations of formal words, namely φ, β : Σ∗ → Z≥0∪{∞}, which
are invariant under reduction of words. Thus, φ and β are also categorizations
of the words in the free group F = Fk generated by {g1, . . . , gk}. φ(w) is
defined in accordance with the degree of the rational function corresponding
to Φw(n). More specifically, it can be shown (see [LP10], Lemma 4) that for
every word w ∈ Σ∗ and n ≥ |w|, we have
Φw(n) =
E(X
(n)
w )
n
− 1
n
=
∞∑
i=0
ai(w)
1
ni
(2)
where the coefficients ai(w) are integers depending only on w, and |w| denotes
the length of w. We then define:
φ(w) :=
{
the smallest integer i with ai(w) 6= 0 if E(X(n)w ) 6≡ 1
∞ if E(X(n)w ) ≡ 1
(3)
Thus, φ(w) measures how much the above probability differs from 1
n
for
the word w. The higher φ(w) is, the closer the probability is to 1
n
.
On the other hand, β(w) is defined combinatorially without explicit refer-
ence to word maps and the symmetric group. (A review of the definition of β
is given below in Section 2.1). Both φ and β extend the dichotomy of primitive
vs. imprimitive words in F (recall that 1 6= w ∈ F is said to be imprimitive,
as an element of F, if w = ud for some u ∈ F and d ≥ 2). In some sense,
φ(w) and β(w) can be thought of as quantifying the “level of primitivity” of
the word w.
In [LP10], Linial and Puder have conjectured that φ(w) = β(w) for every
word w. They have proven that φ(w) = 0 iff β(w) = 0 iff w reduces to the
empty word, and φ(w) = 1 iff β(w) = 1 iff w is imprimitive as an element of
F. These two facts also appear in [BS87] and [Fri03], but not in the explicit
language of φ and β. Linial and Puder have also made partial progress towards
proving φ(w) = 2 iff β(w) = 2, which allowed them to obtain an improved
eigenvalue bound compared to the result in [Fri03]. Furthermore, they have
run extensive numerical simulations, and the results suggest that φ(w) = β(w)
for every word w.
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Friedman had conjectured that almost every n-liftH ∈ Ln(G) of G satisfies
µmax(H) ≤ ρ + on(1) (e.g., see [Fri03,HLW06]). It is known that every n-lift
H ∈ Ln(G) of G satisfies µmax(H) ≥ ρ− on(1) (see [Gre95,Fri03,HLW06]), so
one cannot prove a significantly stronger result. The conjecture that φ(w) =
β(w), if proven true, gives us a very promising approach to proving a slightly
weaker version of Friedman’s conjecture, namely µmax(H) ≤ O(ρ1−ǫλǫ1) almost
surely for every ǫ > 0 (see [LP10]). Also, if proven true, the conjecture may
also significantly simplify the usage of the Trace Method in proving new (or
old) eigenvalue bounds in various contexts.
Our work mainly builds on the work of Linial and Puder in [LP10], and
our main result is
Theorem 1. φ(w) = 2⇔ β(w) = 2 for every word w ∈ Σ∗
The φ(w) = β(w) conjecture is also interesting in other aspects, such as
its connection to word maps. For example, a slightly stronger version of this
conjecture made in [LP10] states that the first non-vanishing ai(w) in (2) is
in fact positive. This yields that for every word w and sufficiently large n,
w(σ1, . . . , σk) has at least one fixed point on average. A first result in this
direction can be easily inferred from [Nic94], where it is indirectly shown that
(a0(w), a1(w)) ≥ (0, 0) lexicographically, whence E(X(n)w ) ≥ 1 − O( 1n). Our
proof of Theorem 1 actually shows that whenever a0(w) = 0 and a1(w) = 0,
we have a2(w) ≥ 0, and thus obtain:
Corollary 2. For every fixed word w ∈ Σ∗,
E(X(n)w ) ≥ 1− O
(
1
n2
)
For those already familiar with the paper [LP10], we briefly mention some
aspects of our proof. For a word w ∈ Σ∗ such that β(w) ≥ 2, recall that
there exists a natural surjective function f from the (connected) components
of some graph Υ to the quotients in Qw that have characteristic 2 and type
A (see [LP10]). Linial and Puder believed that this function is also injective,
which would show that φ(w) = 2 iff β(w) = 2. In this paper, we follow this
strategy and prove that f is indeed injective. This is done by recursively
factoring the word w into finer and finer pieces, which allows us to analyze the
quotient graphs in Qw.
In Section 2 we review the definition of β(·) and the established connec-
tions between β(·) and φ(·). In Section 3, after restoring the construction
of the aforementioned function f (which first appeared in [LP10]), we show
in Subsection 3.1 that it is indeed injective, thereby proving Theorem 1 and
Corollary 2.
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2 Review of φ and of β
In this section, we review some concepts and terminology from [LP10], and
also introduce some new terminology for convenience.
2.1 The Definition of β
We begin by describing some terminology needed to define β(w) for any word
w ∈ Σ∗. Fix any word w = gα1i1 gα2i2 . . . g
α|w|
i|w|
∈ Σ∗, where i1, i2, . . . , i|w| ∈
{1, 2, . . . , k} and α1, α2, . . . , α|w| ∈ {−1, 1}. We denote by Tw a path graph,
consisting of |w|+ 1 labeled vertices and |w| directed and labeled edges. The
vertices are labeled s0, . . . , s|w|. For each 1 ≤ j ≤ |w| there is an edge con-
necting sj−1 and sj, labeled ij and directed according to αj . We shall call the
resulting graph the open trail of w. E.g., for the word w = g1g2g2g2
−1g3g2g
−1
1 ,
the open trail Tw of w is the following directed edge-labeled graph:
s0 s1 s2 s3 s4 s5 s6 s7
1 // 2 // 2 // 2oo 3 // 2 // 1oo
The definition of β(w) and analysis of φ(w) both rely on the notion of
quotient graphs of Tw. A quotient graph Γ of Tw corresponds to a partition
of s0, . . . , s|w|. The vertices of Γ correspond to the blocks of the partition, and
there is a j-labeled directed edge from the block U to the block V whenever
there is some sh ∈ U and sk ∈ V such that there is a j-labeled edge in Tw from
sh to sk. We write sh ≡
Γ
sl (or simply sh ≡ sl if Γ is clear from the context)
whenever sh and sl belong to the same block in the partition corresponding to
Γ.
Among all quotient graphs of Tw we are interested in those satisfying two
conditions. We first demand that the trail of w in the quotient be closed (the
importance of this will be clear in the analysis of φ(w)). We further demand
that no two j-labeled edges share the same origin or the same terminus. This,
in turn, will guarantee that if we focus on paths in the quotient that start in
some fixed vertex, then any two different paths will correspond to different
words in Σ∗. Formally, we define
Definition 1. A realizable quotient graph of Tw is a quotient graph (or,
equivalently, a partition of the set {s0, . . . , s|w|}) such that the following con-
ditions hold:
1. s0 ≡ s|w|
2. Whenever ih = il and αh = αl, we have sh−1 ≡ sl−1 ⇐⇒ sh ≡ sl
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3. Whenever ih = il and αh = −αl, we have sh−1 ≡ sl ⇐⇒ sh ≡ sl−1
We denote by Qw the set of all realizable quotient graphs of Tw.
To illustrate, we draw (Figure 1) all the realizable quotient graphs of the
commutator word in F2.
•{s0,s4} •{s1}
•
{s2}
•
{s3}
1 //
2
1 //
2

•
{s0,s4}
•
{s1,s3}
•
{s2}
1 $$ 2 $$
1 ::2 ::
•
{s0,s1,s4}
•{s2,s3}
1 
2

1
ZZ
•
{s0,s3,s4}
•
{s1,s2}
2 99 1
// 2ee
•
{s3}
•
{s0,s2,s4}
•
{s1}
1 $$
2
dd
1
::
2zz •{s0,s2,s4} •{s1,s3}
1

2
zz
1
dd
2
EE •
{s0,s1,s2,s3,s4}
1 99 2ee
Figure 1: The set Qw of realizable quotient graphs when w = g1g2g−11 g−12 ∈ F2.
We next concentrate on the number of pairs of si’s that should be merged
in order to yield a specific quotient graph Γ ∈ Qw. We say that Γ is generated
by the set of pairs {{sj1, sk1}, . . . , {sjr , skr}} if the partition corresponding to
Γ is the finest partition in which sji ≡ ski ∀i = 1, . . . , r, and such that no
two j-labeled edges share the same origin or the same terminus. Equivalently,
we can generate the quotient obtained from a certain set E of pairs by mak-
ing gradually all necessary merges, and only them: start with the partition
{{s0}, {s1}, . . . , {s|w|}} and gradually merge every two blocks that contain the
two elements of the same pair in E. Then gradually merge every two blocks
which are the origin (terminus) of two j-labeled edge with the same terminus
(resp. origin). It is not hard to see that the order of merging has no sig-
nificance. To illustrate, we show in Figure 2 how we obtain the upper right
quotient from Figure 1 from the set of pairs {{s0, s3}, {s0, s4}}:
For every graph Γ we denote by χ(Γ) = eΓ−vΓ+1 the Euler characteristic
of Γ. It turns out ( [LP10], Lemma 6) that the smallest cardinality of a
generating set of pairs of Γ ∈ Qw is χ(Γ). We analyze the smallest generating
sets of each Γ ∈ Qw and define:
Definition 2. Let w be a word in Σ∗. We say that a quotient graph Γ ∈ Qw
has type A, if one of the smallest generating sets of pairs for Γ contains the
pair {s0, s|w|}. Otherwise, we say Γ has type B.
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•{s0}
•{s1}
•{s2}
•{s3}
•{s4}
1

2

1
OO
2
OO
+3
•
{s0,s3}
•
{s1}
•
{s2}
•
{s4}
1

2
//
1
?
??
??
??
??
2oo
+3
•{s0,s3,s4}
•
{s1}
•
{s2}
1

2
//
1
?
??
??
??
??
2

+3
•{s0,s3,s4}
• {s1,s2}
1

2
ZZ
2

Figure 2: Obtaining the quotient graph of w = g1g2g
−1
1 g
−1
2 which is generated
by the set of pairs {{s0, s3}, {s0, s4}}: We first merge the blocks containing
s0 and s3 (the first generating pair), and then the blocks containing s0 and
s4 (the second pair). We finish by merging the blocks {s1} and {s2} because
they are the termini of 1-edges which share the same origin.
For example, out of the seven quotient graphs in Figure 1, only the figure-
eight graph with one vertex and two edges has type B. The other six graphs
have type A, as we show in Figure 3.
We now have all the ingredients required to define β(w):
Definition 3. Let w be a word in Σ∗. We define β(w) to be the smallest
characteristic of a type-B graph in Qw. Namely,
β(w) := min ({χ(Γ) : Γ ∈ Qw and Γ has type B} ∪ {∞})
For example, for the commutator word w = g1g2g
−1
1 g
−1
2 we have β(w) = 2.
Lemma 9 of [LP10] shows that β(·) is invariant under reduction of words,
so that it is in fact a well defined function on the free group Fk. The preceding
lemma therein shows that β(·) is also invariant under cyclic shift, and in fact
it can be shown that it is invariant under the action of Aut(Fk) on Fk.
2.2 An Algorithm to Calculate φ
The source for the strong relations between β(·) and φ(·) is in the role played
by the set Qw in an algorithm to calculate φ(w) (in addition to its role in
the definition of β(w)). This algorithm was initiated by [Nic94] and further
analyzed in [LP10].
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•{s0,s4} •{s1}
•
{s2}
•
{s3}
1 //
2
1 //
2

{{s0,s4}}
•
{s0,s4}
•
{s1,s3}
•
{s2}
1 $$ 2 $$
1
::
2
::
{{s0,s4},{s1,s3}}
•
{s0,s1,s4}
•{s2,s3}
1 
2

1
ZZ
{{s0,s1},{s0,s4}}
•
{s0,s3,s4}
•
{s1,s2}
2 99 1
// 2ee
{{s0,s4},{s1,s2}}
•
{s3}
•
{s0,s2,s4}
•
{s1}
1 $$
2
dd
1
::
2zz
{{s0,s2},{s0,s4}}
•{s0,s2,s4} •{s1,s3}
1

2
zz
1
dd
2
EE
{{s0,s2},{s0,s4},{s1,s3}}
•
{s0,s1,s2,s3,s4}
1 99 2ee
{{s0,s1},{s0,s2}}
Figure 3: Smallest generating sets for the quotients graphs in Qw when w =
g1g2g
−1
1 g
−1
2 ∈ F2. Note that the size of the generating set of each quotient
graph Γ equals χ(Γ). All graphs except for the bottom right one have type
A: they have a smallest generating set that contains {s0, s4}. The remaining
figure-eight graph has type B: none of his smallest generating sets contains
{s0, s4}.
Fix some w ∈ Σ∗. In order to calculate the probability that 1 is a
fixed point of the permutation w(σ1, . . . , σk) ∈ Sn (as usual, σ1, . . . , σk are
randomly chosen from Sn), we trace the trail of 1 through w(σ1, . . . , σk).
If w = gα1i1 g
α2
i2
. . . g
α|w|
i|w|
∈ Σ∗, we first look at s1 = σα1i1 (1) ∈ [n], then at
s2 = σ
α2
i2
(
σα1i1 (1)
) ∈ [n], etc. For instance, for w = g1g2g−11 g−12 we draw the
trail of 1 as follows:
1 s1 s2 s3 s4
1 // 2 // 1oo 2oo
Note that for the sake of convenience, we compose permutations from left
to right. This is inconsequential for the analysis of the variables X
(n)
w and the
function φ(w) since w(σ1, . . . , σk) with left-to-right composition is the inverse
of w(σ −11 , . . . , σ
−1
k ) with right-to-left composition, and thus both have the
same cycle structure.
Continuing with the example of w = g1g2g
−1
1 g
−1
2 , whenever w(σ1, σ2) fixes
1 it is obviously always the case that s4 = 1. We then divide this event to
several disjoint sub-events according to the “coincidence pattern” of 1, s1, s2
and s3. For instance, we have the subevent where s1, s2 and s3 consist of three
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distinct numbers in {2, 3, . . . , n}. This event corresponds to the quotient graph
1 s1
s2s3
1 //
2

1
//
2

and its probability is (n−1)(n−2)(n−3)
n(n−1)·n(n−1)
: The number of possible values of s1, s2, s3
is (n− 1)(n− 2)(n− 3). The chance that σ1(1) = s1 and σ1(s3) = s2 is 1n(n−1) ,
and likewise the probability that σ2(s1) = s2 and σ2(1) = s3 equals
1
n(n−1)
(we
assume n ≥ 2 for both calculations). A different subevent corresponds to the
case where s1 = s2 and s3 = 1, and is depicted by the graph
1 •
{s1,s2}
2 99 1
// 2ee
By similar arguments we get that the probability of this subevent is n−1
n·n(n−1)
.
Note that not all coincidence patterns are realizable. For instance, it is
impossible to have s3 = 1 and s1 6= s2, because s1 = σ1(1) whereas s2 =
σ1(s3). These considerations and the requirement that s4 equal 1 show that the
realizable coincidence patterns are exactly those corresponding to realizable
quotient graphs of w, i.e. to graphs in the set Qw introduced in Definition 1.
In general, for each Γ ∈ Qw, the probability that Γ depicts the trail of 1
through w(σ1, . . . , σk) equals
(n− 1)(n− 2) . . . (n− vΓ + 1)∏k
j=1 n(n− 1) . . . (n− ejΓ + 1)
,
where vΓ is the number of vertices in Γ, e
j
Γ is the number of j-labeled edges in
Γ and n is assumed to be ≥ ejΓ ∀j. This shows that for n ≥ ejΓ ∀j, Φw(n) can
be calculated as follows:
Φw(n) = Prob (w(σ1, . . . , σk)(1) = 1)− 1
n
= −1
n
+
∑
Γ∈Qw
(n− 1)(n− 2) . . . (n− vΓ + 1)∏k
j=1 n(n− 1) . . . (n− ejΓ + 1)
(4)
Thus Φw is a rational function in n for n large enough. Note that the degree
of each term in the summation in (4) is −χ(Γ) ≤ 0 (the Euler characteristic is
non-negative for connected graphs), so the degree of Φw as a rational function
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in n in non-positive. This shows that we can write this rational function as∑∞
i=0
ai(w)
ni
, as mentioned in (2). φ(w) was defined to be the smallest i for which
ai(w) does not vanish, which is exactly the additive inverse of the degree of
this rational function.
Note also that for each i, ai(w) is only affected by the quotients graphs
Γ ∈ Qw with χ(Γ) ≤ i. Thus, when analyzing the coefficients a0(w), a1(w) and
a2(w), one has to analyze only the quotients graphs of characteristic ≤ 2.
Finally, it is easy to see that φ(·) is invariant under reduction of words (by
its definition) and so, like β(·) is a well defined function on the free group Fk.
Moreover, if ψ ∈ Aut(Fk) then for each w ∈ Fk, w and ψ(w), acting as word
maps, induce the same distribution on Sn. So like β(·) again, φ(·) in invariant
under the action of Aut(Fk) on Fk.
2.3 Already Established Relations Between φ and β
Before moving forward to proving that φ(w) = 2 ⇐⇒ β(w) = 2, we would
like to give a short summary of the connections between the two functions
that were already established in [LP10].
To begin with, φ(w) = i ⇐⇒ β(w) = i for i = 0, 1 (Lemmas 12 and 13
in [LP10]). The case i = 0 is a bit degenerate: it occurs only when there is a
quotient graph of Euler characteristic 0 in Qw. It means that with an empty
generating set of pairs we obtain a quotient graph where s0 ≡ s|w|. This only
happens when w reduces to the empty word, i.e. w = 1 as an element of Fk.
The case i = 1 is more interesting. We can assume that w 6= 1 (in Fk), and
so there are no quotient graphs of characteristic 0. Since every quotient graph
of characteristic 1 contributes exactly 1 to a1(w) and we subtract
1
n
from the
sum in (4), this coefficient equals the number of Γ ∈ Qw with χ(Γ) = 1, minus
1. Since there is exactly one type-A graph in Qw with characteristic 1 (the
one generated by {{s0, s|w|}}), we get that a1(w) equals the number of type-B
quotient graphs of characteristic 1, so that indeed φ(w) = 1 ⇐⇒ β(w) = 1.
In fact, as explained in [LP10], this case corresponds exactly to the case where
w is a power of another word (i.e. w = ud for some u ∈ Fk and d ≥ 2).
Another interesting connection between the two functions occurs when w
is the single letter word w = g1. This word induces the uniform distribution
on Sn (and in fact on any finite group) when applied as a word map from S
k
n
to Sn, and so φ(w) = ∞. But Qw contains only one graph, and it is easy to
verify that we also have β(w) = ∞. Since both functions are invariant under
the action of Aut(Fk) on Fk, we get that they both agree and equal ∞ on the
entire orbit of the single letter word in Fk. (This orbit includes, for example,
the word w = g1g2g1g2g1.)
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3 Proof of the Main Theorem
In this section we aim to prove our main theorem, namely that for every
w ∈ Fk, φ(w) = 2 ⇐⇒ β(w) = 2. We follow here the same path of partial
proof set by [LP10], and complete it to obtain Theorem 1.
Fix some w = gα1i1 g
α2
i2
. . . g
α|w|
i|w|
∈ Σ∗ (where i1, i2, . . . , i|w| ∈ {1, 2, . . . , k}
and α1, α2, . . . , α|w| ∈ {−1, 1}). Along the proof we have several simplifying
assumptions on w. As we already know that φ(w) = i ⇐⇒ β(w) = i for
i = 0, 1, we assume that β(w), φ(w) ≥ 2. (Equivalently, we assume that as an
element in Fk, w 6= 1, nor is it a power of another word.) In addition, it is
explicitly shown in [LP10] that φ(·) and β(·) are invariant under cyclic reduc-
tion, so we can also assume that w is cyclically reduced, i.e. that g
αj
ij
g
αj+1
ij+1
6= 1
(j = 1, 2, . . . , |w| − 1), as well as that gα|w|i|w| gα1i1 6= 1.
We continue by analyzing the coefficient a2(w) in the series in (2). Because
φ(w) ≥ 2 we know that a0(w) = a1(w) = 0. By the review in Section 2, we
also know that there are no quotient graphs Γ ∈ Qw with χ(Γ) = 0 and that
there is exactly one quotient graph with χ(Γ) = 1 (the graph obtained by
merging s0 with s|w|).
Definition 4. Denote by Γ˜w the quotient graph in Qw generated by the set of
pairs {{s0, s|w|}}. We call this graph the universal graph of w.
Under our assumptions, χ(Γ˜w) = 1 and it has type-A. Because w is
cyclically reduced, Γ˜w is a simple-circle graph, with exactly |w| vertices and
|w| edges. For instance, the universal graph of the commutator word w =
g1g2g
−1
1 g
−1
2 is the upper left one in Figure 3.
As we mentioned above, a2(w) is affected only by quotient graphs in Qw
with characteristic ≤ 2. Moreover, each Γ ∈ Qw with χ(Γ) = 2 contributes
exactly 1 to a2(w). Thus, under our assumptions, a2(w) consists of the contri-
bution of Γ˜w to it, plus the number of Γ ∈ Qw with χ(Γ) = 2. We can therefore
reduce to the following lemma which yields both Theorem 1 and Corollary 2.
Lemma 3. Let w ∈ Fk have φ(w) ≥ 2 (⇐⇒ β(w) ≥ 2). Then the contribu-
tion of Γ˜w to a2(w) exactly balances off the contribution of all type-A quotient
graphs of characteristic 2. Put differently,
a2(w) = |{Γ ∈ Qw : χ(Γ) = 2 and Γ has type-B}|
Recall that the contribution of Γ˜w to the summation in (4) is
(n− 1)(n− 2) . . . (n− vΓ˜w + 1)∏k
j=1 n(n− 1) . . . (n− ejΓ˜w + 1)
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and since vΓ˜w = eΓ˜w , a simple analysis shows that if we expand this to a power
series in 1
n
, we obtain
1
n
−
(v
Γ˜w
2
)−∑kj=1 (ejΓ˜w2 )
n2
+O
(
1
n3
)
Our goal therefore reduces to showing that there are exactly
(v
Γ˜w
2
)−∑kj=1 (ejΓ˜w2 )
quotient graphs Γ ∈ Qw with χ(Γ) = 2 and of type-A. We denote this subset
of quotient graphs in Qw by Qw,2,A:
Definition 5. Denote by Qw,2,A the following subset of Qw:
Qw,2,A := {Γ ∈ Qw : χ(Γ) = 2 ∧ type(Γ) = A}
And Lemma 3 then reduces to showing that under our simplifying assump-
tions,
|Qw,2,A| =
(
vΓ˜w
2
)
−
k∑
j=1
(
ej
Γ˜w
2
)
(5)
Recall that, by definition, every Γ ∈ Qw,2,A can be generated by a set of two
pairs, one of which is {s0, s|w|}. This is equivalent to saying that every such
quotient graph is obtained from Γ˜w by merging a single pair. (Indeed, it is an
easy observation that the order in which we merge the pairs of a generating
set has no significance, and we can obtain our quotient graph gradually, going
through quotient graphs of smaller characteristic). In fact, we can (and will)
view every Γ ∈ Qw,2,A as a realizable partition of the vertices of Γ˜w, rather
than of {s0, . . . , s|w|}. (By realizable partition we mean here simply that in
the resulting quotient graph no two j-edges share the same origin or the same
terminus.)
This observation gives a first idea as to why the size of Qw,2,A is indeed(v
Γ˜w
2
) −∑kj=1 (ejΓ˜w2 ): The total number of pairs of vertices in Γ˜w is (vΓ˜w2 ), but
clearly different pairs may generate the same Γ. In particular, for any two
j-edges in Γ˜w, the pair of origins generates the same quotient as the pair of
termini. In the rest of the proof we will show that roughly, this is the only
reason we get identical quotients.
To understand the full picture, we follow [LP10] and introduce Υ, “the
graph of pairs of vertices” of Γ˜w. The graph Υ has
(v
Γ˜w
2
)
vertices labeled by
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pairs of vertices of Γ˜w, and has
∑k
j=1
(ej
Γ˜w
2
)
edges, one for each pair of same-
color edges in Γ˜w. The edge corresponding to the pair {ǫ1, ǫ2} of j-edges, is a j-
edge from the vertex {origin(ǫ1), origin(ǫ2)} to {terminus(ǫ1), terminus(ǫ2)}.
For example, when w is the commutator word, Υ consists of
(
4
2
)
= 6 vertices
and
(
2
2
)
+
(
2
2
)
= 2 edges. We illustrate a slightly more interesting case in Figure
4.
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Figure 4: The graph Υ (on the right) corresponding to the universal graph
Γ˜w (on the left) for w = g
2
1g2g1g2g
−1
1 g2. (Γ˜w’s vertices are denoted here by
v1, . . . , v7 while the si labels are omitted.)
Let {vi, vj} and {vk, vl} be two vertices of Υ (so vi, vj , vk, vl are vertices
of Γ˜w). Then clearly, if {vi, vj} and {vk, vl} belong to the same connected
component of Υ, the two sets of pairs {{vi, vj}} and {{vk, vl}} generate the
same quotient graph in Qw,2,A. Thus, if we denote by Comp(Υ) the set of
connected components of Υ, we can define a function
f : Comp(Υ)→ Qw,2,A
that sends the component C to the quotient graph in Qw,2,A generated from
Γ˜w by each of the vertices of C. The discussion above about Qw,2,A shows that
f is surjective.
Now assume there is a simple cycle in Υ containing the vertex {v1, v2}.
This implies that there are identical paths in Γ˜w from v1 to v2 and from v2
to v1 (or from v1 to itself and from v2 to itself). This, in turn, implies there
is some periodicity in Γ˜w which is impossible as w is not a power of another
word. Lemma 14 in [LP10] contains a detailed proof to that when φ(w) ≥ 2,
Υ indeed contains no cycles.
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Thus, Υ consists of exactly
(v
Γ˜w
2
)−∑kj=1 (ejΓ˜w2 ) connected components, and
since f is surjective, we obtain
|Qw,2,A| ≤ |Comp(Υ)| =
(
vΓ˜w
2
)
−
k∑
j=1
(
ej
Γ˜w
2
)
3.1 The Injectivity of the Function f
The partial proof up to this point appeared in [LP10]. The missing ingredient
that we complete in the rest of Section 3, is that f is actually also injective.
Put differently, we need to show that for any quotient graph Γ ∈ Qw,2,A, there
is a unique connected component C of Υ that generates it. We do this by
constructing the inverse function, f−1.
We say that a connected component C ∈ Comp(Υ) is realized by a quo-
tient graph Γ ∈ Qw,2,A if for a vertex {vi, vj} of C we have vi ≡ vj in Γ. (Note
that if one vertex of C has this property, then so do all vertices of C.)
Constructing f−1 could have been easy if for every Γ ∈ Qw,2,A there was
a single component realized by it. However, this is not the case. Observe,
for instance, C, the right-most component of Υ in Figure 4. In the quotient
graph f(C) we have v1 ≡ v3 and also v3 ≡ v5. By transitivity, we also have
v1 ≡ v5. In this case, therefore, the component C “implies” the component
containing {v1, v5}, and both of them are realized by the quotient graph f(C)
(in particular, we also have v0 ≡ v6 in f(C)). In general, we define:
Definition 6. For C,C‘ ∈ Comp(Υ), we say that the component C implies
the component C‘ (or that there is an implication from C to C‘) whenever
C‘ is realized by the quotient graph f(C).
This kind of implications (all due to transitivity of the relation ≡) between
different components make the challenge of constructing f−1 more delicate.
Thus we need some more machinery in order to construct the inverse func-
tion of f . We first show (Section 3.1.1) the connection between components
of Υ and cyclic repetitions in w, and then (Section 3.1.2) develop a recursive
factoring of words which enables us to describe the quotient graph f(C). With
these two, we will be able to construct the inverse function in Section 3.1.3.
3.1.1 Cyclic Repetitions in w
There is a clear connection between components of Υ and cyclic repetitions in
w. Since the degree of every vertex in Γ˜w is two, the degree of every vertex in
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Υ is ≤ 2. So every connected component of Υ is either an isolated vertex or a
simple path (recall that Υ contains no cycles). Each such path corresponds to
some maximal cyclic repetition in w. For instance, the middle component of Υ
in Figure 4 consists of a path from {v2, v6} to {v1, v4}. This path corresponds
to a cyclic repetition of the subword g2g1 in w = g
2
1g2g1g2g
−1
1 g2. This subword
appears in the third and fourth letters, as well as in the last and first letters.
It is maximal because the preceding letters (the second and sixth), as well as
the following ones (the fifth and second), are different from each other. We
distinguish between two types of repetitions:
Definition 7. Two different appearances of a word u in the word w, cyclically,
are called a cyclic repetition. A cyclic repetition is called non-coherent if
u appears (cyclically) in w once as u and once as u−1. Otherwise, the repetition
is called coherent. We also describe components of Υ by their corresponding
repetitions: isolated, coherent or non-coherent.
For example, the component C1 containing {v2, v6} in Υ in Figure 4 is
coherent as it corresponds to a maximal coherent repetition (of length 2),
whereas the component C2 of {v0, v6} is non-coherent: it corresponds to a
maximal non-coherent repetition (of length 1).
In what follows the notion of a “repetition” will be used to denote a max-
imal cyclic repetition, unless otherwise stated. We say that a repetition (or
the corresponding component) is overlapping if the two appearances of the
subword u meet, even if only in the endpoints (e.g., if u appears in w from the
i-th letter to the j-th letter, and then from letter j+1 to letter k, we say that
the repetition is overlapping). This is equivalent to saying that the vertices of
the component are not all disjoint (as sets of pairs).
In fact, the transitivity of ≡ plays a role in the generation of f(C), if and
only if the the vertices of C are not all disjoint. Therefore, the component
C implies other components if and only if it is overlapping (for this simple
observation we use the fact that C is not a cycle). It turns out that this is
never the case when the repetition is non-coherent.
Lemma 4. A non-coherent repetition is never overlapping. In other words, a
non-coherent component C ∈ Comp(Υ) does not imply any other components.
Proof. Recall that we wrote w = gα1i1 g
α2
i2
. . . g
α|w|
i|w|
∈ Σ∗ (i1, i2, . . . , i|w| ∈ {1, 2, . . . , k},
α1, α2, . . . , α|w| ∈ {−1, 1}). Assume that there is a non-coherent cyclic rep-
etition in w consisting of a subword u, such that the two appearances of u
overlap. Up to a cyclic shift of w we can assume that u is a prefix of w, so
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that u = gα1i1 g
α2
i2
. . . g
α|u|
i|u|
, and that there is some 1 ≤ j ≤ |u| + 1 such that
u−1 = g
αj
ij
g
αj+1
ij+1
. . . g
αj+|u|−1
ij+|u|−1
(the summation of indices is modulo |w|). In other
words, gαkik = g
−αj+|u|−k
ij+|u|−k
for k = 1, . . . , |u|. Now, if j and |u| have the same
parity, let k = j+|u|
2
≤ |u|, and we get that gαkik = g−αkik , which is impossible.
On the other hand, if j and |u| have different parity, let k = j+|u|−1
2
≤ |u|, and
then gαkik = g
−αk+1
ik+1
which is impossible because w is cyclically reduced.
3.1.2 Recursive Factorization of a Word and the Quotient Graph
f(C)
From Lemma 4, we deduce that a component of Υ implies other components if
and only if it corresponds to a coherent overlapping repetition. We continue by
investigating the quotient graphs generated by any C ∈ Comp(Υ), including
those components that imply others. The main tool we use is that of recursive
factorization of words.
Denote by v0, v1, . . . , v|w|−1 the vertices of Γ˜w (v0 is the block {s0, s|w|} and
every other vi is the block {si}). For every vi, vj we let |vi → vj | denote the
length of the path in Γ˜w from vi to vj which goes in the direction that w traces
Γ˜w (so |vi → vj| equals (j − i) mod |w| ∈ {0, 1, . . . , |w| − 1}).
Now let C be some component in Comp(Υ). We pick two vertices vx, vy
of Γ˜w such that {vx, vy} is a vertex of C, in the following way:
• If C is an isolated vertex, we let {vx, vy} be this vertex (with arbitrary
order of vx and vy).
• If C corresponds to a coherent repetition of the subword u, let vx and vy
be the vertices of Γ˜w where the two appearances of u begin ({vx, vy} is
an endpoint in C), so that |vx → vy| ≤ |vy → vx|. We then have
u = g
αx+1
ix+1
. . . g
αx+|u|
ix+|u|
= g
αy+1
iy+1
. . . g
αy+|u|
iy+|u|
(the summation of indices is modulo |w|).
• Finally, if C corresponds to a non-coherent repetition of the word u,
Lemma 4 shows that the two appearances of u do not overlap, so we let
vx denote the end of one of them (the end with respect to the direction
of w), and vy be the beginning of the other. For instance, if C is the
component of {v0, v6} in Figure 4, we have either vx = v6, vy = v0, or
vx = v1, vy = v5 (but not, e.g., vx = v0, vy = v6).
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Let a0 denote the subword g
αx+1
ix+1
. . . g
αy
iy , and let b0 be the (cyclic) remaining
of w, i.e. b0 := g
αy+1
iy+1
. . . gαxix . If we let wx denote the cyclic shift of w by x steps
to the left, we can write wx as an expression in the subwords a0, b0, which we
denote w(0), namely:
w(0) := a0b0 = wx
If C is isolated or coherent but not overlapping, the factorization of w stops
at w(0). Note that because u marked a maximal repetition, a0 is not a prefix
of b0 nor vice versa in this case.
The factorization of w once again stops at w(0) when C is non-coherent.
Note that in this case the two appearances of the non-coherent repetition
form the beginning and end of b0. In particular, the first letter of b0 equals
the inverse of its last letter, so it cannot equal the first letter of a0 (as w is
cyclically reduced).
The factorization process continues only when C is (coherent and) over-
lapping. Recall that in this case, vx and vy where chosen so that |a0| = |vx →
vy| ≤ |vy → vx| = |b0|. But a0 and b0 cannot be of equal length, as this would
yield they are both prefixes of u and thus equal, contradicting w’s not being
a power. So |a0| < |b0| and a0 is actually a prefix of b0. Then, denote by b1
the remaining suffix of b0: b1 := g
αy+|a0|+1
iy+|a0|+1
. . . gαxix . We also define a1 to equal
a0. We get that we can also write wx as the expression w
(1) in the subwords
a1, b1:
w(1) := a 21 b1 = wx
This factorization is depicted in Figure 5.
•vx
•vy
•vy+|a0|
.................
a1
............
..
..TT
a1
..
..
..
..
..
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...11
b1
Figure 5: A sketch of the factorization w(1) : wx = a
2
1 b1 as seen in the graph
Γ˜w.
From w(1) we continue recursively to obtain more refined factorizations of
wx, until we get a factorization which enables us to accurately describe the
quotient graph f(C). This recursive process generalizes the step we made to
obtain w(1) from w(0) (including the very decision of whether we continue at all
the factorization process or stop at w(0)). Each factorization w(n) will consist
of an expression in two non-identical subwords an and bn. Now assume we
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have constructed the factorization w(n) (n ≥ 0). We continue by the following
scenarios:
• If an is not a prefix of bn and vice versa, stop.
• If an is a prefix of bn, construct w(n+1) by defining an+1 := an, bn+1 :=
a −1n bn (reduced, so |bn+1| = |bn| − |an|). Then the expression of w(n+1)
is obtained from w(n) by replacing each an with an+1 and each bn with
an+1bn+1.
• If bn is a prefix of an, construct w(n+1) by defining an+1 := bn, bn+1 :=
b −1n an (reduced, so |bn+1| = |an| − |bn|). Then the expression of w(n+1) is
obtained from w(n) by replacing each an with an+1bn+1 and each bn with
an+1.
For example, if a1 is a prefix of b1, we have w
(2) = a 32 b2. If b1 is a prefix
of a1, we have w
(2) = a2b2a2b2a2. Note that this process always ends because
|an| + |bn| keeps decreasing in every step. Denote by N the ordinal of the
last step (so w(N) is the expression for which the process halts). In particular,
N = 0 whenever C does not imply any other component, i.e. C does not
correspond to an overlapping (coherent) repetition.
For each n = 0, 1, . . . , N we let Γ(n) denote the (not necessarily realizable)
quotient graph of Γ˜w which has the topological structure of Figure-Eight, with
one loop corresponding to an and the other corresponding to bn. This is
illustrated in Figure 6.
•
{vx,vy ,...}

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..CCbn
...
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..[[ an
Figure 6: A sketch of the (not necessarily realizable) quotient graph Γ(n). The
vertices of this graph can be thought of as a partition of the vertices of Γ˜w,
and then the block corresponding to the drawn vertex contains, among others,
vx and vy (when n = 0 this block is exactly {vx, vy}).
The graphs Γ(n) can be thought of as phases in the process of generating
f(C), the realizable quotient graph of Γ˜w, from the set of pairs {{vx, vy}}.
(This process is equivalent to the one describe in Figure 2, although we now
confine ourselves to a specific order of merging). The following lemma states
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this in a more formal manner. In the lemma, we use the notations h(v) and
t(v) to describe the first and last letters, respectively, of a word v (with the
right power ±1, e.g. h(w) = gα1i1 ).
Lemma 5. For every n = 0, 1, . . . , N , the expression w(n), the corresponding
subwords an, bn and the graph Γ
(n) satisfy the following list of properties:
1. w(n) expresses wx in Σ
∗ (i.e. the equality w(n) = wx holds without reduc-
tions).
2. an 6= bn
3. bn does not appear twice in a row, cyclically, in w
(n).
4. if n ≥ 1, an does appear twice in a row, cyclically, in w(n); a0 appears
exactly once in w(0).
5. t(an)
−1 6= h(bn), t(bn)−1 6= h(an), t(an)−1 6= h(an), t(an) 6= t(bn)
6. The graph f(C) is a quotient of the graph Γ(n), i.e. f(C) represents a
partition of the vertices of Γ˜w which is coarser than the one of Γ
(n). Put
differently, for every two vertices vi, vj of Γ˜w
vi ≡
Γ(n)
vj =⇒ vi ≡
f(C)
vj
Proof. Property (2) holds lest we obtain that w is a power of an, contradicting
the assumption that φ(w) ≥ 2. Property (1) holds for n = 0 and the recursive
process clearly makes it hold for every n. Properties (3) and (4) are valid for
n = 0, 1, and can be shown to hold for every n = 2, . . . , N by simple induction.
t(an)
−1 6= h(bn) and t(bn)−1 6= h(an) because anbn and bnan appear as cyclic
subwords of the cyclically reduced word w.
When C is non-coherent, the choice of vx and vy guarantees that t(a0)
−1 6=
h(a0). When C is an isolated vertex, t(a0)
−1 6= h(a0) lest C could not be
isolated. If C is coherent, then t(a0)
−1 = g
−αy
iy 6= g
αy+1
iy+1
= h(a0). When
n ≥ 1, anan appears as cyclic subwords of the cyclically reduced word w, and
so t(an)
−1 6= h(an).
When C is non-coherent, b0 is reduced but not cyclically reduced and thus
t(b0) = h(b0)
−1 6= t(a0). When C is isolated or coherent, t(a0) 6= t(b0) because
vx and vy mark the beginning endpoints of the maximal repetition correspond-
ing to C. That this property continues to hold for every n = 1, . . . , N is clear
because as sets {t(an+1), t(bn+1)} = {t(an), t(bn)}, and we obtain (5).
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Property (6) obviously holds for n = 0 (the only pair of vertices of Γ˜w
which are equivalent in Γ(0) are vx and vy). Now assume it is true for some n.
If bn is a prefix of an, Γ
(n+1) is obtained from Γ(n) by |bn| necessary merges: we
first merge the first edge and vertex of the loop representing an with the first
edge and vertex of the loop representing bn, because both edges, while sharing
a common end-point, are labeled and directed according to h(bn) = h(an). We
then merge the second edges (and vertices) of both loops for the same reason,
etc. After |bn| merges of this kind, we obtain exactly Γ(n+1). Obviously, the
case where an is a prefix of bn is completely equivalent. This completes the
proof of property (6).
Recall that we aim to describe the quotient graph f(C). Γ(N) is a good
approximate, but some few extra merges might be needed to obtain a realizable
quotient graph. We do know that aN and bN are cyclic subwords of w, so
they are both reduced. Thus, the only vertex in Γ(N) which might have two
equally labeled edges exiting it (or entering it) is the one of degree 4 which
marks the endpoints of aN and bN . Four edges are incident with this vertex:
h(aN ), t(aN)
−1, h(bN ), t(bN)
−1. Property (5) of Lemma 5 shows that there are
three possibilities for equality relations among these four edges: either they
are all different, or the only equality is h(aN ) = h(bN), or the only equality
is h(bN ) = t(bN )
−1. (These two equalities cannot coexist because this would
yield that h(aN ) = t(bN )
−1, contradicting Property (5)).
In the first case, Γ(N) is realizable, and by Property (6) we obtain f(C) =
Γ(N). This is a Figure-Eight graph. In the second case, aN and bN have
some common prefix cN . But aN and bN are not prefixes of each other, so
this common prefix is strictly shorter than both of them. f(C) has therefore
Theta-shape. Finally, in the last case, bN is reduced but not cyclically reduced,
so we can write bN as dNeNd
−1
N , with eN cyclically reduced. The shape of f(C)
in this case is that of a Barbell. Those three cases are illustrated in Figure 7.
3.1.3 The Inverse Function of f
We now have all the machinery necessary for suggesting a definition for the
inverse function of f :
h : Qw,2,A → Comp(Υ)
Let Γ ∈ Qw,2,A be some quotient graph. Recall that f is surjective, so Γ = f(C)
for some C ∈ Comp(Υ). The definition of h is based on a simple algorithm
that recovers, in a deterministic fashion and without preknowledge of C, the
only possible chain of expressions w(N), . . . , w(0) (in this reversed order, and
up to some cyclic shifts), and eventually also the only possible component C
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Figure 7: The three possible shapes of the quotient graph f(C) ∈ Qw,2,A,
when C ∈ Comp(Υ). The left graph is Figure-Eight and it corresponds to
the case where f(C) is exactly the graph Γ(N). The middle graph is Theta-
shaped, and it depicts the case where aN and bN have a common prefix cN .
The Barbell graph on the right corresponds to the case where bN is reduced
but not cyclically reduced, and can be expressed as dNeNd
−1
N with eN cyclically
reduced.
that yielded Γ. This will show that f indeed has an inverse function.
By the discussion in Section 3.1.2, Γ is of one of the three shapes in Figure
7. Since we can trace the path of w along Γ, we can determine by Properties
(3) and (4) of Lemma 5 if we are in the case N = 0 or not.
Assume first that we are in the case N > 0. Then, by Properties (3) and
(4) of 5 we can recover aN and bN and also distinguish between them. We can
also locate the vertex of Γ corresponding to {vx, vy, . . .} (see Figure 7). We
can thus recover the graph Γ(N), and up to a cyclic shift also w(N).
Note that in the recursive process in which we construct w(N), whenever
an is a prefix of bn (n ≥ 1), we get that an+1 appears (at least) thrice in a row,
cyclically, in w(n+1), while if bn is a prefix of an, then an+1 appears twice in
a row but not thrice, cyclically, in w(n+1). When N ≥ 1, a0 is a prefix of b0.
Therefore, given w(n+1) (even up to a cyclic shift), for n ≥ 0, we can always
determine which of the two kinds of steps in the recursive process was used to
obtain w(n+1) from w(n). Since these steps are easily reversible, we can recover
w(n) from w(n+1) (up to the same cyclic shift). (E.g., if the second kind of
recursive step was used to obtain w(n+1) from w(n), then we can recover an
and bn from an+1, bn+1 by defining bn := an+1, an := an+1bn+1. w
(n) can be
recovered from w(n+1) by replacing each appearance of the sequence an+1bn+1
with an, and every other appearance of an+1 with bn.)
Thus, when N > 0 we can recover w(0) up to some cyclic shift. The
beginning points of a0 and b0 in Γ˜w are the vertices vx and vy. We let h(Γ) be
the component C ∈ Comp(Υ) that contains the vertex {vx, vy}.
Finally, when N = 0, it is easy to observe that all the pairs of vertices of
22
Γ˜w that are equivalent in Γ, all belong to the same component of Υ. We let
h(Γ) be this component.
For every C ∈ Comp(Υ), we see therefore that h manages to recover C
from f(C), so h(f(C)) = C. Since f was shown to be surjective, it follows
that h is the inverse of f . Thus |Q2,w,A| = |Comp(Υ)|, and we obtain the
desired equality in (5). This proves Lemma 3, and thus completes the proof
of Theorem 1 and of Corollary 2.
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