This paper proposes methods for both the consistent estimation of so-called long run canonical correlations (LRCCs) and testing the null hypothesis that a number of LRCCs are zero.
Introduction
Contemporaneous canonical correlations (CCCs) are used extensively in multivariate statistics 1 . They measure the degree of association between linear combinations of two random vectors which are chosen to satisfy certain orthogonality and normalizing conditions. Recently, a new kind of canonical correlations, called long run canonical correlations (LRCCs), has emerged from the work of Hall, Inoue, Jana & Shin (2007) in their analysis of the information content of moment based econometric estimators. While the concept of LRCCs has been introduced into the econometrics literature, neither methods for their estimation nor methods for inference about LRCCs have been developed. The objective of this paper is to fill these gaps. Specifically, we propose methods for the consistent estimation of LRCCs and also statistics for testing the null hypothesis that a number of LRCCs are zero. Our asymptotic analysis exploits a connection established in the paper between LRCCs and canonical coherences in the frequency domain literature. It is shown that the statistics provide a natural way for testing the asymptotic independence of two standardized sums.
The tests are illustrated via an application to a cointegration model analyzed by Park & Phillips (1988) in which it is shown that inference is only tractable if a certain LRCC is zero.
The rest of the paper is organized as follows. Section 2 presents the definition of LRCCs, establishes certain useful properties including the connection to canonical coherences, and illustrates how they are naturally related to the property of asymptotic independence between two standardized sums. Section 3 provides consistent estimators of LRCCs, proposes two statistics for testing certain LRCCs are zero and derives the limiting distributions of these statistics under the null. Section 4 illustrates the finite sample performance of the statistics in the context of the aforementioned cointegration example. Section 5 concludes.
A mathematical appendix contains both proofs of the main results and some extensions.
1 See Anderson (2003) [Chapter 12] .
Long Run Canonical Correlations
To present a formal definition of LRCC we first introduce the following notations and assumptions. Let x t and z t be p×1 and q×1, respectively, where q ≥ p, and set v t = (x t , z t ) ; also set X T ≡ T −1/2 T t=1 x t , Z T ≡ T −1/2 T t=1 z t and V T ≡ T −1/2 T t=1 v t . The long run variance of v t is denoted lim T →∞ V ar[V T ] = Σ vv where Σ vv is partitioned conformably with
In our analysis, we require Σ vv to be finite and positive definite. We make the following assumption.
Assumption 1(l) {v t } is a mean zero, stationary up to order 2l, strongly mixing with cumulant functions of order 2 to 2l that are absolutely summable. 2
Let Γ vv (h) = Cov[v t , v t−h ] be the autocovariance function of {v t }.
The absolute summability of the second order cumulants amounts to +∞ h=−∞ Γ vv (h) < ∞ 3 and guarantees the existence of the long run variance Σ vv . It is worth mentioning that the stationarity condition in Assumption 1(l) is not necessary for the long run variance Σ vv to exist. If {v t } is a strong mixing process but not stationary, Lemma 1 of Andrews (1991) proposes some restrictions on the rate of decay of the mixing coefficients that guarantee the existence of Σ vv as well as the absolute summability of the fourth order cumulants.
With this background, the LRCCs are defined as follows. 2 Note that the quantity in parentheses in the Assumption number indicates (half) the order up to which the process is assumed stationary and its cumulants are assumed absolutely summable. 3 Throughout this paper, A ≡ (trace(AA )) 1/2 for any matrix A.
Definition 1 Let v t satisfy Assumption 1(1). The population long run canonical correlations between x t and z t are denoted by {ρ
(ii) {ρ 2 i } are the p largest solutions to the determinantal equation
Remark 1: A comparison with the definition of the CCCs (e.g. see Rao (1973)[p. 582-3]) indicates that the only difference between CCCs and LRCCs is that the CCCs are defined via determinantal equations involving contemporaneous variances and covariances and LRCCs are defined via determinantal equations involving long run variances and covariances.
As a consequence, the LRCCs between x t and z t can be equivalently interpreted as the (limiting) canonical correlations between X T and Z T .
Remark 2: As a consequence of Remark 1, ρ i can be equivalently defined via sequential constrained optimization in which α i and β i are chosen to maximize the correlation between Rao (1973)[p. 582-3] for a description of the sequential derivation of CCCs.
Another consequence of the similarity between the linear algebraic structures of CCCs and LRCCs is the following decomposition. 
The lemma can be proved by an argument analogous to Rao's (1973)[p. 584-5] derivation of his (iv)(c). This decomposition plays a central role in Hall, Inoue, Jana and Shin's (2007) proof that the information content of moment condition estimators can be expressed in terms of the LRCCs between the moment function and unknown score function.
As noted in the Introduction LRCCs can be interpreted as canonical coherences. To formalize this connection between the two, we first define canonical coherences. To this end, let f vv (λ) denote the spectral density matrix of v t at frequency λ, that is
and partition it conformably with v t so that
We refer to f xx (·), f zz (·) as the spectral density matrices of x and z respectively and f xz (·)
as the cross-spectral density matrix between x and z. The canonical coherence between x t and z t at frequency λ is defined analogously to CCCs only with variances and covariances replaced by spectral density and cross-spectral density matrices; e.g. see Hannan (1970) 
The existence of f vv (λ) is also ensured by the absolute summability of the autocovariance function Γ vv (h). The interpretation of LRCCs as canonical coherences is presented in the following result. 
denotes the integer part of T r. Phillips & Durlauf (1986) provide conditions under which
where B n (r) denotes a multivariate Brownian motion with variance Σ vv , n = p + q and ⇒ denotes weak convergence. From these results, it follows that X T (r) and Z T (r) are asymptotically independent if Σ xz = 0 p×q , the p × q null matrix. From Definition 1, it follows that this condition for asymptotic independence can be equivalently stated as
We note that the hypothesis of asymptotic independence of X T and Z T is different from the hypothesis that x t and z t are independent. The latter hypothesis involves the restriction An example where this type of asymptotic independence is of interest is the following cointegration model,
where u t is an I(0), zero-mean process, and the regressor vector x t is an I(1) process:
5 See Hannan (1970) [Corollary 4, p. 208] . 6 Tests for the independence of two time series have been proposed by Haugh (1976 ), El Himdi & Roy (1997 , Hong (1996) and Bouhaddioui & Roy (2004 
Brownian motion where B u (r) is a scalar. Letα T ,β T be the OLS estimators of α 0 and β 0 from the regression of y t on 1, x t for t = 1, 2 · · · , T . Park & Phillips (1988) derive the limiting distribution of T (β T − β 0 ):
whereB w denotes the demeaned process B w and ∆ wu = Γ wu (0) + Λ wu and all matrices in the latter equation are partitioned conformably with Σ vv . 7
As noted by Park & Phillips (1988) , the limiting distribution (3) depends, in an intractable way, on the nuisance parameters Σ wu and ∆ wu . However, if Σ wu = 0 then the distribution becomes much simpler because B u and B w are independent and it can be shown
where
Inference can be performed about β 0 based on (4) in a straightforward fashion. Thus, in this example, the condition that Σ wu = 0 k×1 -or equivalently that the LRCC between u t and w t is zero -is of practical relevance. 8 Park & Phillips (1988) note that if x t is strictly exogenous, in the sense that E(∆x t u s ) = 0, ∀t and s, then Σ wu = ∆ wu = 0 k×1 and the second term on the left hand side of (4) can be omitted. Notice this is sufficient but not necessary for Σwu = 0 k×1 .
Estimation and Inference
We consider estimation of LRCCs based on solving the equations analogous to Definition 1 
in (i) and (ii), respectively.
We consider the class of Heteroscedasticity and Autocorrelation Consistent Covariance (HAC) estimatorsΣ vv of Σ vv ; see Andrews (1991) . By definition,Σ vv = 2πf vv (0) wherê
is the kernel estimator of the spectral density matrix of v t at frequency zero as introduced by Parzen (1957) , that iŝ
whereΓ vv (h) is the sample autocovariance function,
k(·) is the covariance averaging kernel or the lag window generator and the bandwidth parameter B T is a sequence of constants tending to 0, as T → ∞ in such a way that
satisfies the following assumption.
Assumption 2 k(·) : R → R is piecewise continuous, continuous at zero with k(0) = 1, symmetric about zero, absolutely integrable and is such that xk(x) is bounded.
The class of kernels described by Assumption 2 is the one considered by Rosenblatt (1984) . This class is essentially included in the class of kernels K 1 considered by Andrews (1991) . Note that the class K 1 defined by Andrews (1991) requires the absolute integrability of k(·) instead of the square-integrability; see footnote of Andrews & Monahan (1992) 
955]. The boundedness of xk (x) is not particularly restrictive as it includes the most popular choices of the kernels used; see Table 1 .
To derive the properties of the sample LRCCs and also the inference procedures discussed below, we need to characterize the large sample behaviour off vv (0).
Lemma 2 (Rosenblatt (1984)[Corollary 3]): If Assumptions 1(4) and 2 hold then:
where ν =
and {M } ij denotes the (i, j)-th element of the matrix M.
See Table 1 for ν implied by popular choices of lag window generator. The terms V kl,kl (0) are given by Rosenblatt (1984) (see in particular his comments at p. 1178) while one can refer to Hannan (1970) [Ch. V, Th. 9] for the off-diagonal terms of V (0).
The central limit result given by Lemma 2 characterizes the distribution off vv (0) around its mean. This formulation is different from the usual ones which rather characterize the estimation error and therefore are more suitable for testing for restrictions on the parameter of interest.
The form of the central limit result in (7) is induced by the asymptotic order of magnitude of the bias off vv (0). Except for some appropriate choices of bandwidth B T , the square 9 Our notations here are abusive sincefvv(0) and fvv(0) are both matrices; in this context, this notation refers to the vech of the corresponding matrix.
off vv (0)'s bias has the same asymptotic order of magnitude as the variance off vv (0). In this case, only the deviations of the spectral density estimate about its mean can be expressed by the central limit theorem. However, it is possible to make the bias negligible enough to get a usual formulation i.e.
instead of (7).
The bias of the spectral density estimator in (5) is derived by Parzen (1957) . At frequency 0, this bias involves the smoothness of the spectral density at 0 as well as the local behaviour of the kernel function. Let r > 0 be the largest real number such that
exist and is nonzero. r is known as the characteristic exponent of the kernel k(·). If k (r) exists for every positive number r, the characteristic exponent is set to ∞. The generalized
vv (0) < ∞, the asymptotic order of magnitude of the bias is
In this case, by choosing
which guarantees the validity of (8).
We can reformulate Lemma 2 as follows.
Lemma 3 If Assumptions 1(4) and 2 hold, k(·) has r > 0 as characteristic exponent,
where ν and V (0) are defined in Lemma 2. Politis & Romano (1992) refer to the choice of bandwidth B T suggested by Lemma 3 as undersmoothing. The minimization of the MSE off vv (0) requires
Therefore, the choice of B T defined by Lemma 3 would give in general larger weights to the autocovariances of order close to 0. By doing so, the resulting spectral density estimator
would not smooth the sample autocovariances enough to be optimal. However, they also recognize the necessity of such undersmoothing to obtain the type of central limit result in Lemma 3.
Since Σ vv = 2πf vv (0), it follows that under the conditions of Lemma 3 we have that
Using these results, we can establish the consistency of the sample LRCCs. We now consider inference about the LRCC's. Given the example in Section 2, it is desirable to derive a test for the hypothesis that the smallest k LRCCs are all zero. To our knowledge, such an appropriate test statistic has not been presented in the literature. Brillinger (1981) derives the limiting distribution of the sample canonical coherences when their population analogs are distinct which is different from our desired hypothesis if k > 1. Hannan (1970) considers testing our hypothesis of interest but only develops a test statistic for the case in which p = 1.
tions between x t and z t derived fromΣ vv = 2πf vv (0) in Definition 2. We consider two test statistics:
and
The functional forms are chosen because LR T mimics the likelihood ratio statistic for testing contemporaneous independence between two normal vectors in multivariate statistics (see Anderson (2003) ). In fact, as we establish as a step of the proof of Theorem 2 below, f vv (0) is asymptotically distributed as the sample covariance of ν/2 independent Gaussian random variables with mean 0 and variance f vv (0). This justifies LR T as the likelihood ratio test statistic for exactly k canonical correlations equal 0. We discuss in Appendix C an alternative estimator of spectral density, the average periodogram estimator, for which the interpretation of LR T as likelihood ratio test statistic is more natural. H T is a generalization of the statistic proposed by Hannan (1970)[p. 290] for the case in which p = 1.
The large sample behaviour of these statistics is given in the following theorem, the proof of which is relegated to the appendix. If v t depends on a parameter θ 0 of finite dimension which is estimated byθ T , Theorem 3 below ensures that one can base the test for k LRCCs equal 0 on v t (θ T ) and still rely on the test statistics and the asymptotic distributions given by Theorem 2. We make the following assumptions. 
Theorem 2 If the conditions of Lemma 3 hold and Σ vv is positive definite, then under
H 0 : ρ p−k+1 = ρ p−k+2 = . . . = ρ p = 0
Assumption 3 (i) The conditions of Lemma 3 hold with v t replaced by
v t (θ 0 ) , vec ∂ ∂θ v t (θ 0 ) − E ∂ ∂θ v t (θ 0 ) , (ii) sup t≥1 E sup θ∈Θ ∂ 2 ∂θ∂θ v at (θ) 2 < ∞, ∀a = 1, . . . , p+q where v t (θ) = (v 1t (θ), . . . , v p+q,t (θ)) , (iii) √ T (θ T − θ 0 ) = O p (1), (iv) sup t≥1 E v t (θ 0 ) 2 , (v) sup t≥1 E sup θ∈Θ ∂ ∂θ v t (θ) 2 < ∞.
Simulation
In this section we investigate the performance of LR T and H T in the context of the cointegration example in Section 2. The data are generated via (1)- (2) with k = 1, α 0 = 1.0; β 0 = 2.0. We consider three cases for the error process [u t , w t ] all of which fit within the following framework
• Case 1: γ = θ = 0; under these conditions x t is strictly exogenous and so inference about β 0 can be legitimately based on
• Case 2: γ = 0 and θ = 0; under these conditions it can be shown that Σ uw = 0 and B u (r) and B w (r) are independent, and so inference can be performed about β 0 based on (4). We choose θ = 0.5.
• Case 3: γ = 0; under this condition Σ uw = 0. We choose values γ = ±0.4, ±0.8, and
for simplicity set θ = 0.
Finally, the sample size: T = 50, 100, 250, 500, and 1000. We calculate the empirical size of LR T and H T when the nominal size is 5%, and also compute the empirical coverage probability of the 95% confidence interval of the estimator of the slope parameter β 0 based on (4) and (12). All results are computed using 10,000 simulations. Table 3 that it is only in this case that the simulated coverage rate converges to 0.95 as T increases. In contrast, (4) is valid in both Case 1 and Case 2, and the simulated coverage rates converge to 0.95 for both these cases as T increases. Neither confidence interval is valid for Case 3, and this is reflected in the simulated coverage rates. Interestingly, the coverage rate is closer to the nominal level for the interval based on (4) but the coverage rate is nevertheless too low by 0.1 even in the largest sample considered here.
Taken together, the results in Tables 2 and 3 indicate the practical importance of the restriction that Σ wu = 0 in this model, and that LR T and H T offer a method for determining when this restriction is satisfied.
Conclusions
In this paper, we describe methods for estimating the LRCCs and establishes a link between LRCCs and canonical coherences at frequency zero. This connection is exploited to both propose statistics for testing whether a number of LRCCs are zero, and also to derive the limiting distributions of these statistics under the null. We show that the hypothesis of asymptotic independence between two standardized sums can be expressed in terms of LRCCs and thus that our test statistics can be used to test this hypothesis. This point is illustrated via an application to a cointegration model considered by Park & Phillips (1988 
Appendix
This appendix is divided into three sections. Section A briefly describes some results from the linear algebra literature that are exploited in our analysis. Section B presents the proofs of the main results in the text. Section C considers the limiting distribution of versions of our test statistics based on average periodogram estimators.
A Some properties of the LRCCs as an implicit function
This section discusses some useful properties of the LRCCs as implicit function of the
with Σ xx and Σ zz of size p × p and q × q, respectively (p ≤ q). We assume that Σ vv is positive definite. The long run canonical correlations (LRCCs) between x t and z t are given by Definition 1(i) and can equivalently be considered as square root of the eigenvalues of 
where r 1 (Σ) ≥ r 2 (Σ) ≥ . . . ≥ r p (Σ) are the LRCCs between x t and z t derived from Σ. We consider the following decomposition of r: 
Lemma A4 (i) s • l • h is locally Hölder continuous of exponent
(ii) Let A ∈ A and η a multiple eigenvalue of A of order m. Hence, for any Σ ∈ U, there exists a neighborhood V of Σ and a constant γ 1 > 0 such that, for any Σ 1 , Σ 2 ∈ V,
Now, we show that for any a,
But, it is easy to check that
the last inequality follows from the Jensen's inequality. Hence
which establishes (i).
(ii) This is a straightforward consequence of Hiriart-Urruty & Ye (1995) [Corollary 4.3] .
One can also refer to Chu (1990 Chu ( )[p. 1375 .
(iii) Obvious, thanks to (ii) and the fact that h is indefinitely differentiable on U.
Remark 5: It is worthwhile to recall that the eigenvalue function l is not in general differentiable at matrices A 0 in A having multiple eigenvalues. (See Chu (1990 Chu ( )[p. 1375 .) However, as stated by Lemma A4(ii), the sums of components of l returning the same eigenvalues at A 0 are smooth functions in a neighborhood of A 0 . This observation will play an essential role in our approach to establish the main results of this paper. 
B Proofs of the main results
where we make a similar abuse of notation as in Lemma 2. The components of V 1 are
have the same asymptotic distribution. We set the correspondence
Letr (b) = r(W ) be the LRCCs calculated from the infeasible estimator 1 m W of f vv (0). Since W is distributed as a Wishart, the distribution ofr (b) is given by Constantine (1963) .
The distribution ofr (b) for large values of m is given by Hsu (1941) , see also Anderson (2003) [p. 505] . Under the data configuration giving W , the likelihood ratio test statistic for exactly k null long run canonical correlations is given for large m by
(See Anderson (2003) [Sec. 12.4 ] and Hall, Rudebusch & Wilcox (2003) .)
We recall that under the null hypothesis, r
T is asymptotically equivalent to
and both are asymptotically distributed as χ 2 k(q−p+k) for large m. Having set up this benchmark and turning back to the feasible statistics of the theorem,
where S is the sum of the k smallest components of l. These are exactly the k components of the eigenvalue function l taking the value 0 at h(f vv (0)) under the null.
From Lemma A4(iii), S•h is indefinitely differentiable in a neighborhood of f vv (0). Since 1 m W andf vv (0) converge in probability to f vv (0), by a second order Taylor expansion, we can write
where vech is the usual matrix operator that transforms a symmetric matrix into vector stacking its lower triangular elements.
Under the null hypothesis, S • h(f vv (0)) = 0 as the sum of the square of the k canonical correlations which are equal to 0. By multiplying (B3) and (B4) by m and ν/2, respectively, we obtain T and H T have the same asymptotic distribution. This shows that
Turning to LR T , we remark that, since
Multiplying this by ν/2 and summing over j, we have
This implies that LR T = H T + o P (1) and we can deduce that LR T and H T have the same asymptotic distribution,
Remark 6: A closer examination of (B5) and (B6) shows that the first term in each right hand side seems to explode while the left hand sides and the second terms of the right hand side are all asymptotically bounded in probability. Hence, the only way for (B5) and (B6) to hold is to have
under the null hypothesis. This is an additional information that one can extract from these expansions.
While a direct proof of (B7) may be tedious, this equation is easy to verify if all of the long run canonical correlations between x t and z t are equal to 0 so that Σ xz = 0. In this case, for any j = 1, . . . , p + q, and i = j, . . . , p + q,
Therefore,
Proof of Theorem 3. Letf vv (0) andfvv (0) 
As a result, 
C Joint asymptotic distribution of LRCCs from the average periodogram estimator
In this section, we consider the average periodogram as estimator of spectral density. When the LRCCs are calculated using this feasible estimator, the statistic LR T has a natural interpretation as likelihood ratio test statistic. Moreover, the joint distribution of the vector of LRCCs can be obtained. We connect the average periodogram estimator to some kernel averaging estimators as introduced by (5).
Let d (T )
v (λ) be the finite Fourier transform of v t at frequency λ,
(i 2 = −1). The periodogram of v t at frequency λ is given by
wherez is the complex conjugate of z. We define the (uniform) average periodogram estimator of spectral density at frequency 0 aŝ
where m is an integer which may depends on T satisfying m = o(T ). We refer to Brillinger Assumption 4 is actually a conclusion of Theorem 4.4.1 of Brillinger (1981) and is valid when v t has its cumulant functions at any order absolutely summable. Hannan (1970) [Ch. V, Th. 8, and Ch. IV, Th. 13'] establishes this asymptotic behaviour of the Fourier transforms under weaker conditions as he requires mainly the times series v t to be uniform mixing with only the fourth order cumulants absolutely summable. These conditions of Hannan (1970) are very close to our Assumption 1(2), except for the requirement of the uniform mixing condition which is more restrictive than the strong mixing condition. In that respect, we cannot apply Hannan's (1970) 
where Im(z) is the imaginary part of the complex number z. (See Brillinger (1981) [Sec.
4.2].)
Since all the entries of f vv (0) are real, this variance is equal to 1 2
This implies that, for any s = 1, . . . , m, X s and Y s are asymptotically independent and both are distributed as multivariate normal N (0, 
as T → ∞ and m = o(T 
where r (b) is the vector of canonical correlations estimated fromf (1963) and for large values of m, this distribution has a more manageable approximation which is given by Hsu (1941) . See also Anderson (2003)[p. 505] . One can refer to these sources for the explicit expression of this distribution that we refer to as F. Of course,
LR (b)
T and its analogue H (b) T are therefore distributed as χ 2 k(q−p+k) for m large. One can refer to Hannan (1970) [Ch. V] for similar results on canonical coherences at frequencies different from 0.
In connection to the covariance averaging spectral density estimatorf vv (0) given by (5), we make the correspondence
and claim:
Lemma C5 Under Assumption 4, if
then the LRCC vectorr derived fromf vv (0) has F as asymptotic distribution.
Proof. Note that, from Hsu (1941) 
vv (0) converge in probability to f vv (0), with probability approaching one as T grows,f vv (0) andf
vv (0) belong to V and we can write
As a result, with ρ the population LRCC vector, √ 2m(r − ρ) and √ 2m(r (b) − ρ) are asymptotically equivalent.
Next, we provide an example of covariance averaging spectral density estimator of the form (5) that satisfies (C13). We consider the covariance averaging function k(x) = sin We have (see Brillinger (1981) Noting that the last term is proportional to a Riemann sum and under some mild regularity conditions that we maintain here (see Brillinger (1981) Case 3: γ = −0.8 BT 0.912 0.988 1.000 1.000 1.000 0.896 0.986 1.000 1.000 1.000 PZ 0.896 0.970 1.000 1.000 1.000 0.878 0.965 1.000 1.000 1.000
Case 3: γ = 0.8 BT 0.910 0.989 1.000 1.000 1.000 0.897 0.988 1.000 1.000 1.000 PZ 0.897 0.971 1.000 1.000 1.000 0.878 0.965 0.999 1.000 1.000
Notes: BT, PZ stand, respectively, for tests constructed using the Bartlett and Parzen kernel. In Case 1, γ = θ = 0; in Case 2, γ = 0; in Case 3 θ = 0. 
