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Abstract. The experiment of A. D. Cutler et al. (NASA Langley Research Center) was modeled, in which a round cold 
helium jet issued into a co-flow air stream. Both flows were nominally at Mach number 1.8 with convective Mach number 
equal to 0.7. This test provides high accuracy measurements of Pitot pressure, mass fraction, longitudinal velocity and its 
root mean square. Presented computations were carried out with the use of in-house code zFlare developed in TsAGI. Two 
sets of multiblock hexahedral grids were constructed, one for RANS computations and the other for LES. Computational 
domain reproduces the supplying channels, nozzles and the initial region of the jet. LES computational domain spans a full 
circle in azimuthal direction, while RANS implies axial symmetry. Due to the presence of near-wall domains, the approach 
adopted for LES was actually hybrid SST-DDES model. SLA modification was enabled to accelerate the development of 
the mixing layers. Steady RANS computations were conducted with SST and q-ω turbulence models using relaxation 
method. Time-averaged fields of Pitot pressure, Mach number, longitudinal velocity component and mass fraction were 
extracted and compared with the experiment. 
INTRODUCTION 
Large eddy simulation [1] is a perspective approach for the solution of aerodynamic problems, at simulating the 
processes in aircraft engines and in other areas of engineering. Generally, LES computations allow predicting the 
characteristics of jet, separating and unsteady flows better than with the use of Reynolds equations (RANS approach). 
Development of scale-resolving hybrid RANS-LES models makes it possible to compute practically-important flows 
with near-wall turbulence at high Reynolds numbers using moderate performance supercomputers (of the order of 102 
CPU cores) [2]. 
In the problems of combustion chamber modeling, turbulent mixing of fuel and oxidizer plays the key role. Note 
that these agents can be gases with different molecular weights and specific heat ratios. Besides, oxidizer flow in 
combustion chamber as well as fuel injection can be supersonic. The description of such mixing on the base of 
Reynolds equations is not always reliable. To begin with, turbulent flux of a physical quantity ϕ is modeled according 
to an approximate empirical formula *I = –μt ϕ / Prϕ,t (or similar to it), where μt is turbulent viscosity coefficient and 
Prϕ,t is an analogue of turbulent Prandtl number. Secondly, high convective Mach numbers and differences in physical 
properties of the gases being mixed can make changes to the formula for *I. These changes are to be taken into account 
by means of empirical corrections with inevitably limited area of applicability and often distant relevance to physics. 
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On the other side, large eddy simulation reproduces the dynamics of large scale structures in turbulent shear layers 
directly. Theoretically, this should provide a solid base for the description of turbulent diffusion and make LES a 
preferable instrument for the solution of problems with fuel injection. The present research is aimed at validation of 
these expectations in a series of computations and comparison with reliable experimental data. 
TEST CASE 
The experiment [3] was modeled, in which a round cold helium jet issued into a co-flow air stream. Both nozzles 
were designed for operating at Mach number 1.8, but due to differences in molecular weights, gas velocities at nozzle 
exits were different by a factor of larger than 2. Convective Mach number was equal to 0.7, which points at substantial 
influence of turbulence compressibility effects on the gas mixing. This test was primarily selected because of its high 
accuracy of measurements and relevance to the supersonic combustion problems. Besides, the authors of the 
experiment specifically aimed to create a test for computational program validation: they published as detailed 
description of the setup and flow as possible, and provided a complete data set with geometry and measurement results 
in digital form. 
The flow regime that was specified in the computations is presented in Table 1. Turbulence frequency is the 
variable used in SST turbulence model and its DES counterparts. 
TABLE 1. Flow regime. 
Flow parameter Core jet Co-flow jet Ambient 
surroundings 
Composition 95% He + 5% O2 
by volume 
Pure air Pure air 
Static temperature T, K 303.45 299.75 294.6 
Longitudinal velocity U, m/s 141.50 22.63 10.0 
Static pressure p, Pa 615 000 578 300 100 130 
Turbulence kinetic energy k, m2/s2 9 9 0.4 
Turbulence frequency ω, Hz 3000 3000 550 
 
The following techniques provide the experimental data listed below: 
x Pitot probe measures Pitot pressure pt with the accuracy of 0.5%. 
x Gas sampling using hot-film probe-based system measures He-O2 mole fraction (from which mass fraction 
YHe-O2 is extracted) with the accuracy better than 1.5%. 
x RELIEF velocity-measurement technique provides longitudinal velocity U and its root mean square uc with 
the error not higher than 3%. 
 
The data are available in 14 cross-sections of the jet within 7.5 outer nozzle diameters from nozzle exit. This 
domain fully covers initial region of the inner jet but not of the outer jet which ends significantly farther downstream. 
The data are used for comparison with steady RANS computations (pt , YHe-O2 and U) and time-averaged LES flow 
fields (the same data plus uc). Computational data [4] were also used for comparison. Characteristic time of the flow 
was taken to be tchar = Dout / Uout ≈ 1.2×10–4 s, where Dout = 60.47 mm is outer nozzle diameter and Uout ≈ 485 m/s is 
gas velocity at outer nozzle exit. In LES computations, the flow was allowed to establish during the period of 
Δt = 20tchar. After that, statistical data was collected during ΔT = 100tchar. 
NUMERICAL METHODS, TURBULENCE MODELS AND GRIDS 
All the computations were carried out with the use of zFlare program which is based on in-house code ZEUS 
(TsAGI) [4]. This program is focused on combustion problems. Due to high complexity of equation systems, only 
explicit finite volume numerical schemes are now implemented in the code. For RANS computations, a second order 
TVD scheme with van Leer limiter was adopted. Scale resolving simulations require higher spatial resolution so 
WENO5 method along grid lines was used for LES. It is also second order accurate but significantly less dissipative 
than TVD. For stability reasons, MP limiting [5] was used with WENO5. 
Steady RANS computations were conducted using relaxation method. To accelerate it, local time step was 
employed. Steady solutions were successfully obtained on all computational grids. 
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LES computations were accelerated using original Fractional Time Step (FTS) technique [6]. The idea behind it is 
the following. In explicit numerical scheme, time step limitation strongly depends on cell size. If a grid contains 
boundary layer domains, time step may vary by several orders of magnitude between the cells. In FTS, cells are 
divided into levels, every level having its own time step value. Time step ratio is 2 between adjacent levels, and, 
consequently, 2k  between any two levels, where k is an integer. This allows synchronizing the computation at the time 
moments determined by the largest cells. Between these moments, the cells communicate by means of interpolation 
in time. According to the tests conducted, FTS provides 16x–34x acceleration compared to standard global time step 
when level number reaches 10, corresponding to time step spread of 512x. 
The approach adopted for scale resolving simulations was hybrid RANS-LES model SST-DDES [2] with the SLA 
modification to accelerate the development of the mixing layers [7]. This model allows LES resolution of free 
turbulent regions while safely maintaining boundary layers in RANS mode. In RANS computations, two models were 
compared, SST [8] and q-ω [9]. The first one is a widely recognized model for aerodynamic problems while the second 
one was developed primarily for high speed boundary layer flows. 
Two sets of nested multiblock hexahedral grids were constructed, the first one for LES and the second for RANS. 
In all cases, computational domain reproduces the supplying channels, nozzles and the initial region of the jet (within 
a distance of 10 outer nozzle diameters for LES and 20 for RANS). In azimuthal direction, computational domain of 
the first grid set spans a full circle. In the second grid set, axial symmetry of the flow is implied, so a 6° sector with 
single cell layer is used. 
The influence of boundary layers and wall boundary conditions was studied in RANS computations. In the outer 
nozzle, boundary layers were turbulent, so “wall functions” and wall integration boundary conditions were compared. 
Consequently, there were two variations of the second grid set, aimed at “wall functions” (with smallest wall-normal 
spacing yw = 5∙10–6 m on the finest grid) and designed for accurate viscous sublayer resolution (yw = 5∙10–8 m on the 
finest grid) in the outer nozzle. In the inner nozzle, boundary layer was laminar, so the finest grid had a spacing 
yw = 10–6 m. Turbulence model source terms were switched off there, so depending on boundary condition, either 
laminar boundary layer or slip flow was achieved at the wall. For LES computations, a single set of boundary 
conditions was used due to limited computational resources, namely “wall functions” in the outer nozzle and slip flow 
in the inner one with yw = 10–5 m in each region. 
Three LES grids contained 80, 10 and 1.2 million cells, respectively. Four RANS grids contained 1.2∙106, 3∙105, 
75∙103 and 18.7∙103 cells, respectively. The grids are illustrated in Fig. 1. 
 
 
 
(a) (b) 
(c) 
FIGURE 1. Coarse LES grid: general view (a), nozzle exit region (b). Coarse RANS grid: general view (c) 
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COMPUTATIONAL RESULTS 
RANS computations were used for understanding the influence of grid resolution, boundary layers and turbulence 
model. 
The first series of computations was conducted with q-ω turbulence model on all four grids. Pitot pressure profiles 
in three cross-sections of the jet are presented in Fig. 2. Here pt,ref is the total pressure in the outer nozzle. It is clearly 
seen that even the coarsest grid produces nearly grid-converged results. 
 
   
(a) (b) (c) 
FIGURE 2. Pitot pressure profiles in different cross-sections of the jet: x = 0.46Dout (a), x = 2Dout (b), x = 4.3Dout (c). Red, green, 
blue and black correspond to coarse, medium, fine and the finest grids, respectively. Dots are experimental data 
 
The second series of computations was conducted on the fine grid (3rd of the four available) with q-ω turbulence 
model. There were three choices of boundary conditions: “wall functions” in the outer nozzle combined with either 
laminar boundary layer (A) or slip flow (B) in the inner nozzle, and wall integration boundary condition in the outer 
nozzle with laminar boundary layer in the inner nozzle (C). The resulting Pitot pressure profiles are summarized in 
Fig. 3. It can be noted that the differences between the profiles are maximal in the intermediate cross-sections of the 
jet. Accounting for the laminar boundary layer in the inner nozzle produces better results than ignoring it, while 
profiles obtained with “wall functions” and wall integration boundary conditions are hardly distinguishable. It follows 
that boundary conditions chosen for LES computations are adequate for this test case. 
 
   
(a) (b) (c) 
FIGURE 3. Pitot pressure profiles in different cross-sections of the jet: x = 0.46Dout (a), x = 2Dout (b), x = 4.3Dout (c). Red, green 
and blue correspond to (A), (B) and (C) choices of boundary conditions, respectively. Dots are experimental data 
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(a) (b) (c) 
FIGURE 4. Pitot pressure profiles in different cross-sections of the jet: x = 0.46Dout (a), x = 2Dout (b), x = 4.3Dout (c). Red and 
blue correspond to q-ω and SST turbulence models, respectively. Dots are experimental data 
   
(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
FIGURE 5. The results obtained in the selected RANS computation: Pitot pressure (a, b, c), He-O2 mass fraction (d, e, f) and 
longitudinal velocity (g, h, i). Cross-sections: x = 0.46Dout (a, d, g), x = 2Dout (b, e, h), x = 3.64Dout (c, f, i). Dots are experimental 
data, dashed lines are computational data [4] 
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The third series of computations was conducted on the same fine grid with (C) choice of boundary conditions using 
q-ω and SST turbulence models. Pitot pressure plots are shown in Fig. 4. The differences are vanishing in the early 
cross-sections, but grow downstream. The main discrepancy between the results is in the mixing layers which are 
predicted differently by q-ω and SST. SST model gives mostly concave Pitot pressure profiles while q-ω model 
produces an inflection point inside each mixing layer. Nevertheless, one can note there is no clear leader. Both models 
provide the same overall accuracy level. 
Finally, in Fig. 5 the result obtained in the most “balanced” computation (fine grid, q-ω turbulence model, (A) 
choice of boundary conditions) is compared to the experiment and the available computational data [4]. Pitot pressure, 
He-O2 mass fraction and mean longitudinal velocity profiles are shown on the plots. Unom = 1127 m/s is the reference 
velocity corresponding to the core of the inner nozzle. It is seen that Pitot pressure is predicted most accurately among 
the three parameters, mass fraction is satisfactory, while velocity profiles are not as good as the others. This may be 
due to either insufficient account for turbulence compressibility effects in the computations or because of specifics of 
RELIEF velocity-measurement technique. Apart from that, one can note accurate capturing of mixing zones and shock 
positions. A systematic deviation is observed at the boundaries of turbulent regions where parameter distributions tend 
to be sharper than in experiment. 
In general, the results obtained in RANS computations agree well with experimental data and are in line with 
available published data from other numerical studies. Due to unsolved technical problems, LES results are not 
presented in the paper and are going to be obtained in the nearest future. 
CONCLUSIONS 
In the paper it was demonstrated that the numerical technique, physical model and computational grids presented 
were adequate for reproducing the experiment [3] in the RANS framework. The results obtained were grid-convergent 
and correlated well with experiment. Consequently, LES computations based on the same concepts are also expected 
to be successful. The particular strength of the presented technique is Fractional Time Step which allows high quality 
simulation of unsteady processes within explicit numerical scheme. 
The future steps of this study include 
x Solving the technical problems we faced when applying the new numerical methods and physical models 
(WENO5, DDES, FTS) together. 
x Comparing the different scale resolving approaches: DDES, ILES and possibly others. 
x Computing the second test case of A. D. Cutler et al., supersonic coaxial argon-air jet, to better understand 
the possibilities of LES in capturing the mixing dynamics of different gases. 
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