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Abstract
The present paper focuses on the simulation of the high-velocity impact of a
projectile impacting on a water-jet, causing the onset, development and col-
lapse of cavitation. The simulation of the fluid motion is carried out using an
explicit, compressible, density-based solver developed by the authors using the
OpenFOAM library. It employs a barotropic two-phase flow model that simu-
lates the phase-change due to cavitation and considers the co-existence of non-
condensable and immiscible air. The projectile is considered to be rigid while its
motion through the computational domain is modelled through a direct-forcing
Immersed Boundary Method. Model validation is performed against the experi-
ments of Field et al. [1], who visualised cavity formation and shock propagation
in liquid impacts at high velocities. Simulations unveil the shock structures
and capture the high-speed jetting forming at the impact location, in addition
to the subsequent cavitation induction and vapour formation due to refraction
waves. Moreover, model predictions provide quantitative information and a
better insight on the flow physics that has not been identified from the reported
experimental data, such as shock-wave propagation, vapour formation quantity
and induced pressures. Furthermore, evidence of the Richtmyer-Meshkov insta-
bility developing on the liquid-air interface are predicted when sufficient dense
grid resolution is utilised.
Keywords: Cavitation, Shock Waves, liquid-solid impacts, liquid-gas interface,
Richtmyer-Meshkov instability
1. Introduction
Liquid impacts on solids involve physical problems of high engineering in-
terest, as they are linked with erosion development [1] and eventual damage of
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mechanical structures and machines; therefore, they are of interest to a wide
range of hydraulic machinery utilised in many industrial applications. Cavita-5
tion formation and induced erosion can be also realised during the impact of
liquid droplets on steam-turbine blades [2], and rain droplets impacting on air-
planes [3] and wind-turbine blades [4]. Moreover, shock-wave interaction with
material interfaces has been extensively demonstrated in e.g. underwater explo-
sions [5] and spark/laser-generated bubbles [6], or the excitation of pre-existing10
nuclei by acoustic pulses [7]. The interaction of shocks with liquid-gas interfaces
has been thoroughly investigated and complex wave structures have been identi-
fied by numerous researchers [8, 9, 10, 11, 12, 13]. Many experimental works on
the mechanisms and the dynamics of liquid-to-liquids impacts [14, 15] or liquid-
to-solid impacts [16], where solid compliance [17], deformation [18, 19, 20] or15
fracture [21] are also investigated, have established a solid understanding of
the phenomena taking place, pinpointing cavitation formation due to pressure
waves as one of the main causes of erosion.
Such interactions between waves and interfaces have also applications in the
medical and bioengineering fields [10]. For example, High Intensity Focused20
Ultrasound (HIFU) [22, 23, 24] is a non-invasive technique which relies on the
production of strong pressure waves that induce the formation and collapse of
cavities within tissues. The strong forced oscillations of such cavities lead to
extreme localized heating and malignant tissue destruction (histotripsy) or the
destruction of solid material, termed as stone (lithotripsy). Interactions of shock25
waves with soft matter and bubbles occur also in brain injuries caused during
mild domestic explosions [24, 25] and common head concussion accidents [26, 27]
happening in everyday life. There are even animal species that have evolved to
exploit the generation of shock waves through cavitation to stun or kill prey
(snapping and mantis shrimps [28, 29]).30
The interaction of shock-waves with liquid-gas interfaces in fast-slow con-
figurations (i.e. shock initially travelling in a liquid), has been also established
through computational studies, which have been validated against experiments
such as those reported in [8, 9]. These studies demonstrate that compression
waves are always reflected as expansion waves upon hitting the interface [9],35
which may lead to cavitation formation. The link between the reflected wave
type and the acoustic impendence ration is clearly demonstrated in [30], in the
form of two asymptotic scenarios. According to this study, the first scenario
involves a wave travelling in a material and interacting with a perfectly rigid
wall (infinite acoustic impedance); in that case the wave is reflected back at the40
same amplitude. The second case involves interaction of the wave with perfect
vacuum (acoustic impedance of zero); in that case the wave is reflected back with
opposite amplitude. A comprehensive summary of the experimental findings on
liquid to liquid or solid impacts can been found in [1]; the study, highlights the
complicated wave structures interacting with free-surfaces and the potential of45
cavitation erosion development.
Along the same lines, the theoretical study of [31], has analytically examined
the liquid drop impacts on solid surfaces, while the experiments reported in [1]
for liquid droplets impacting on a solid surface, reveal the strong effects of com-
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pressibility that take place locally in the liquid bulk near the impact region. A50
peak in pressure can be observed and a complicated shock wave structure is de-
veloping, while high-speed jetting may occur at the impact location; at the same
time, rarefaction waves form that may create enough tensile stress to induce
cavitation within the liquid. The high-speed jetting characteristics have been
investigated experimentally by Thoroddsen et al. [32] using free-falling spheres55
that impact on a liquid pool; the authors tried to link the Reynolds number
with the jets’ velocity and the shape of the lamella formed during splashing.
Fractures of solid surfaces by liquid or solid impacts and shock-waves have been
studied by Bowden et al [21].
On the modelling side, droplet impact on solid surfaces has been investigated60
numerically by many researchers using various numerical algorithms to account
for the different phases, such as marker-and-cell (MAC) finite differences [33],
front tracking approach [12], Volume of Fluid [34], multicomponent Euler solver
[35] or two-fluid model for Euler equations [36], to name a few. Sanada et al.
[35] investigated the impact of a liquid droplet on solid surface, the shock-wave65
structures, interfaces and jetting as well as solid surface compliance. Harvie et al
[34] modelled the drop impact on hot solid surfaces, focusing both on dynamics
of the impact as well as the heat transfer. A detailed numerical work on shock-
wave formation upon the impact of a droplet on rigid wall has been presented by
Haller et al. [12], where they unveil the complex shock structure of the multiple70
overlapping waves that interact with the free surface and the moving contact
line between the wall and the droplet. Moreover, the investigation of [13] has
focused on the shock confinement inside isolated liquid volumes and proposed a
new model for erosion based on cavitation caused by trapped shocks. However,
cavitation is not modelled in the aforementioned works, although the work of75
[36] identifies the potential vapour regions. Cavitation induction during droplet
impact on wall is studied by [37], where numerical results are compared to
experimental findings from literature and found in good agreement.
Despite the importance of the underlying physical phenomena, it is clear
from the above literature that limited information exists on quantifying the80
phenomena following liquid-to-solid impact that lead to cavitation, while there
are no studies so far that simulate the combined motion of impinging solid
objects onto liquids together with the induced cavitation. The present study
aims to fill this gap in the existing literature. More specifically, it focuses on
the simulation of a high-velocity impact of a solid projectile on a water-jet and85
investigates the shock-wave formation, structures and the cavitation induction;
as already mentioned,this case has been recently studied experimentally [1] by
one of the co-authors of this paper and his co-workers; relevant simulations are
presented in the present work for the first time supported by further experi-
mental data, which are utilised here for validation of the developed numerical90
framework. The experiment under consideration refers to an impact where the
water target is wider than the solid surface. This comes to a contrast with the
usual liquid-to-solid impact configuration, which is comprised by a small water
droplet and a very wide solid wall, studied by numerous researchers, including
[1, 16, 35, 38]. This difference in blockage of the flow is expected to affect the95
3
physics of the impact, as the water target being wider than the projectile, lets
more room to the liquid to expand. Impacts with low-blockage ratio, where a
solid sphere drops into a liquid pool, are studied experimentally by Thoroddsen
et al. [32], who focused on the relationship of the impact jetting with Reynolds
number and observed differences with high-blockage cases of drop impacts on100
wall [16, 31]. They studied impacts at lower velocities and did not investigated
cavitation initiation or shock structures. The current study tries to shed light in
low-blockage impact phenomena at high velocities and assess similarities to the
high-blockage impacts regarding shock, vapour and jetting structures. More-
over, the simulation of this impact case poses a significant challenge regarding105
the coupled problem of solid projectile motion and the induced complex flow
field that has interfaces and is subject to phase-change. To tackle this issue,
an Immersed Boundary (IB) Method is used to model the presence of a solid
boundary onto the fixed grid of the domain, avoiding any complexities arising
from re-meshing or moving-mesh techniques.110
IB methods were introduced to model internal boundaries by either changing
the computational stencil near the solid or adding source terms in the equations
[39, 40]. The Immersed Boundary (IB) method used in this study, falls in the
category of direct-forcing methods [40], where the presence of the boundary is
taken into account as solid forcing by introducing a source term in the mo-115
mentum equation. A similar method developed has been used in high velocity
compressible turbulent flows by Mochel et al. [41], as well as by the authors to
simulate the cavitating flow resulting from the high-speed closure of the claw of
the pistol shrimp [28]. To the best of the authors’ knowledge, apart from the
method presented in [28], other studies employing an IB method for cavitating120
flows, such as Diesel injector flows with closing needle [42], or underwater mo-
tion of a projectile [43, 44], follow a cut cell methodology. The IB method used
in the present study provides important advantages regarding geometrical and
topological manipulations, compared to cut-cell methods. Forcing source terms
are added in the momentum equations of an explicit density-based in-house125
compressible multiphase solver [37]. The solver is developed using the Open-
FOAM platform [45], which provides a complete Computational Fluid Dynamics
(CFD) framework, with its own programming pseudo-language that facilitates
equation declaration, discretization and solution, and a rich library of models
and functionalities, which ease the researcher to combine different components130
and develop novel numerical tools. The developed flow solver accounts for a
gaseous phase and a liquid-vapour mixture, where the gas is considered as non-
condensable and immiscible media, whereas phase-change is considered between
the liquid and vapour phases by utilising a barotropic model. The developed
solver follows a density-based approach, since cavitating flows have a large vari-135
ation over the speed of sound, with a Mach number ranging from 1 up to 100
(in the liquid/vapour mixture region) [46, 47]. Whereas more common pressure-
based solvers can handle such flows, the large variability in the speed of sound in
the transition from liquid to liquid/vapour mixture make convergence difficult,
since the speed of sound is used for the density correction corresponding to the140
pressure correction. Thus, the proposed density-based methodology offers ro-
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bustness and fast, explicit time marching. Moreover, a hybrid numerical flux is
proposed that makes the solver suitable for a wide range of Mach numbers, even
low-Mach flows where usually the density-based yield issues. It is highlighted
that such solvers are not available in the open literature, since multiphase flows145
are commonly treated with pressure-based methodologies. The solver is aimed
to be used on problems where surface tension does not play an important role
compared to inertial or compressibility phenomena, such as high-speed solid-to-
liquid impacts studied here. Therefore, surface tension is neglected.
A three-dimensional computational study is performed and numerical data150
are extracted that are qualitatively compared to the experimental observations,
but also provide a more detailed insight on the vapour generation, growth and
collapse upon the impact, as well as, a series of two-dimensional simulations is
performed to investigate the shock and rarefaction waves structures, along with
the high-speed jetting, in more detail.155
The following section of the paper explains the developed numerical method-
ology, followed by presentation of the obtained results; the most important
conclusions are summarised at the end.
2. Methodology
2.1. IB methodology160
The immersed solid boundary utilised here is represented by a surface mesh
while a colour function is used to indicate the solid cells or IB cells, the compu-
tational grid cells are enclosed by this surface. As the tool is developed within
the OpenFOAM library, an octree-search algorithm is used to initially find the
grid cells with the cell centre lying inside the IB shell; then the solid stencil is165
extended to include the grid cells cut by the IB surface. The colour function
(IB mask) representing the solid area, corresponds to the solid volume fraction
of the cells and is calculated as the ratio of the cell volume covered by the IB
surface over the total cell volume. This function receives values between 0 for
fluid cells and 1 for solid cells. This calculation is carried out as the average of170
normal distance between all the vertices of the cell and the nearest IB surface
face [28].
The forcing source term is calculated as the difference of the fluid velocity
from the IB solid velocity, and therefore tends to impose no-slip condition on
the IB cells. The source term is then multiplied with the IB mask to localise175
the IB forcing, as in equation 2.1.
f⃗IB = αIB · ρ · Ufluid − UIB
∆t
, αIB ∈ [0, 1] (2.1)
The proposed forcing method, exhibits some advantages over the cut-cell
methodologies used by other researchers [42, 43, 44]. The later methodologies
cut the grid cells at the intersection with the solid surface by splitting the ex-
isting cell faces and creating a new face from triangulation of the intersection180
edges. This alters the topology of the cells as from hexahedral can become
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tetrahedral or polyhedral and may produce very small cells. The geometri-
cal manipulations ask for high-precision operations and the change in topology
may affect the computations, as well as any small cells may introduce noise and
spurious oscillations, although counter-actions have been proposed [48]. The185
proposed approach, assists the stability of the solver by adding a localised vol-
umetric source term constant along the entire cell in the discretised equations,
smoothens the source term introduction to the new cells if the solid is moving
by using a continuous mask from 0 (fluid cell) to 1 (IB cell), and simplifies the
geometrical computations by disregarding the precise solid surface and the grid190
intersection.
2.2. IB model coupling with flow
The IB forcing term is introduced in the compressible Euler equations 2.2
that are solved using a density based, two-phase, explicit solver [37], that con-
siders phase-change at constant temperature. The solver models a mixture of195
immiscible gas with a liquid-vapour mixture, using the Homogeneous Mixture
approach, so that all phases are in mechanical and thermodynamic equilibrium.
It takes into account phase change between the liquid and vapour phases ac-
cording to a thermodynamic model. Temperature effects are neglected. This
is because for the for the simulation presented here, according to thermody-200
namic tables for water, temperature variation can be expected less than 10oC
and only locally for a short time instant. More specifically, the minimum and
maximum pressures calculated are 1350Pa and 2.4 · 108Pa, respectively; these
would translate in ∆Tlow = 10K cooling and ∆Thigh = 5K heating, tacking as
Pref = 10
5Pa and Tref = 293K as reference, respectively.205
The mixture density (ρ) is calculated by equation 2.3, as function of the
volume fractions of liquid mixture βlm , vapour αv and gas βg , and the density
of each phase (ρl for the liquid, ρv for the vapour, ρg for the gas). Phase change
between liquid and vapour is considered, using the linear barotropic law to
compute the mixture density, as function of the saturation pressure (psat) and210
density (ρl,sat) of the liquid and the speed of sound (cl for the liquid and cv for
the vapour) from equation 2.4. The gas is assumed to undergo an isothermal
process; its density is computed by the ideal gas equation of state 2.5, for a
given pressure (p) at a given temperature (Tref ), using the gas constant (Rg).
Moreover, the transport equation 2.6 is solved for the gas mass fraction Yg ,215
in order to advect the gaseous phase. Surface tension does not play a significant
role in the case studied here, because for the high velocity impact of the projectile
on the water-jet, the Weber number is high, We = ρairU2impactDjet/σ = 1.85 ·
105 ,considering σ = 7.2 · 10−2Nm the surface tension between water and air.
Therefore, the solver does not use any interface reconstruction or sharpening220
technique and the interface between liquid mixture and gas is slightly diffused
and occupies a few cells (between 2 and 4). A similar approach for the advection
of gas phase is used to simulate the cavitating flow through a nozzle and the
primary breakup of the liquid jet in [49, 50].
The solver is making use of a special hybrid flux calculation, to tackle issues225
arising when density-based solvers are used for three-phase cases with great
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variations of speed of sound. The hybrid flux is based on Primitive Variable
Riemann Solver and Mach consistent flux [37, 51]. The reader is referred to [37]
where the solver is presented in detail.
As the projectile velocity is relatively high resulting in a high Reynolds num-230
ber of Re = DjetUimpact/νair = 1.2 · 105, the inertial phenomena are dominant,
the boundary layers are expected to be very thin and the turbulent scales very
small to be captured but also to affect the dynamics of the impact. Turbulence
is therefore not modelled and the viscosity is neglected.
∂U⃗
∂t
+
∂Fk(U⃗)
∂xk
= S⃗, in Ωf , k = x, y, z (2.2)
where235
U⃗ is the vector of conservative variables [ρ ρYg ρux ρuy ρuz]T
F¯ k, k = x, y, z is the flux tensor
S⃗ is the vector of sources [0 0 fIBx fIBy fIBz]T
Ωf is the fluid domain
ρ = βlm ·
(
(1− αv)ρl + αvρv
)
+ βg · ρg (2.3)
ρlm = ρl,sat +
p− psat
c2
, c =
{
cl, p ≥ psat
cv, p < psat
(2.4)
ρg =
p
Rg · Tref (2.5)
∂ρYg
∂t
+∇ · (U⃗ρYg) = 0 (2.6)
3. Test case description240
3.1. 3-D configuration
Both 3-D and 2-D cases have been simulated. The 3-D test case simulated
can be seen in Figure 1. A projectile, with a diameter of 9mm is traveling at a
speed of 210m/s towards the still water-jet target of 25mm diameter; the water
falls vertically down under the influence of gravity, at a velocity of approximately245
1m/s. The computational domain is chosen to be a cylinder with 4 × Djet
diameter and 3.6×Djet height, whereDjet the diameter of the water-jet (fig. 1a).
The domain is discretized with 128 equally spaced cells along the jet diameter
(fig. 1b). The same cell width is maintained in the vicinity of the water-jet
and then a cell expansion ratio of 1.2 is applied towards the cylindrical far-field.250
This discretization results in 2.9 million cells and ensures approximately equal
sized cells in the water region, where all the phenomena of interest occur.
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U⃗prj
⊘djet
⊘4djet
3.6djet
xz
y
∇U⃗ = 0, ∇p = 0
∇U⃗ = 0, p = patm
U⃗ = (0, vjet, 0), Ygas = 0, ρ = ρwater
(a) (b)
Figure 1: The three-dimensional computational domain (a) and the cylindrical mesh
on the horizontal section (b), used in the three-dimensional simulation of projectile
impact on vertical water-jet. Constant atmospheric pressure boundary condition is
assigned on the periphery of the cylindrical domain and Neumann boundary conditions
for both pressure and velocity are imposed on the top and bottom patches. Constant
velocity, gas mass fraction and density values are placed on the water-jet inlet. The
horizontal (red) and vertical (blue) mid-planes, where the results are presented on the
following sections, are also shown.
The flowing water-jet is placed in the middle of the domain. The projectile
commences to move instantaneously and impacts the jet after approximately
34µs. A non-dimensional time scale is introduced, using the diameter of the jet255
Djet = 25mm and the speed of sound in the liquid Cwater = 1482.35m/s, with
respect to the time of impact: τ¯ = (t− timpact) · Cwater/Djet.
The ambient air is initially stationary. The pressure of the domain is con-
sidered equal to 1bar and the reference temperature set to 300K. The Mach
number with respect to the surrounding air is 0.6 and with respect to the im-260
pacted water 0.14.
3.2. 2-D configurations
Since the resolution required for a full 3-D simulation limits the model pre-
dictions to scales that do not allow high resolution of the liquid-gas interface in
affordable CPU times, two-dimensional simulations have been also performed.265
In these cases, the projectile is impacting a static water planar section of the
jet. This set-up corresponds to the horizontal symmetry plane of the projectile
of the three-dimensional set-up. A rectangular area 6.4Djet × 3.6Djet is chosen
as the computational domain, where Djet is the jet diameter.
A grid dependence study has been performed to assess the dependence of270
the simulation on the spatial discretisation. The domain is initially discretized
by 160 × 90 cells, resulting in a constant complete hexahedral grid with 1mm
cell edge size.
Four grids are created, using telescopic box refinement in a region around
the jet. First, a mesh with 2 levels of refinement (2lvl) is used, resulting in a275
canonical mesh with cells of 0.25mm edge size near the jet, corresponding to
100 cells on the jet diameter and 36 on the projectile diameter. This mesh has a
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resolution equivalent to the mesh used in the three-dimensioned set-up. Then,
three finer grids are developed, one with 3 levels of refinement (3lvl), yielding
200 cells on jet diameter, one with 4 levels of refinement (4lvl), yielding 400 cells280
on jet diameter and finally one with 5 levels of refinement (5lvl), yielding 800
cells on jet diameter and a cell edge of 0.03125mm.
The jet is placed in the center of the domain. The water-jet and the sur-
rounding air are initially at rest and the pressure is 1bar. At the beginning
of simulation, the bullet starts instantaneously to travel from left to right, at285
210m/s, and hits the jet after approximately 34µs.
4. Results
In this section, the numerical results obtained are presented. These are
divided into two groups. Initially, 3-D results are presented, followed by high
resolution 2-D simulations allowing to capture scales that cannot be resolved in290
3-D.
4.1. 3-D Simulations
In figure 2 pressure and vapour structures evolution upon the impact are
presented for the 3-D simulation, and then in figure 3 the numerical Schlieren
[52] is compared against the experimental shadowgraphy images in different295
time-steps and is accompanied by the respective velocity and pressure fields.
The numerical results are plotted on the vertical and horizontal middle-planes,
annotated in figure 1.
When the projectile impacts the water-jet, a shock-wave is released that
starts to travel inside the water volume and to expand radially away from the300
impact point. When the shock reaches and interacts with the deforming in-
terface, it gets reflected as a rarefaction (2a), which is in accordance with the
observations of numerous studies [8, 9, 10, 13]. This rarefaction interacts with
the shock front, weakens it near the interface and finally splits the high-pressure
envelope in two parts (2b), one attached on the solid front and another that305
propagates towards the opposite free-surface. This shock reflection pattern ap-
pears to be similar to the anomalous reflection [8, 9, 10].
While the initial shock travels along the convex interface, the incidence angle
between the shock front and the interface changes continuously and after a
specific point, the reflected rarefactions become more intense and pressure values310
fall under the saturation threshold and vapour is formed on the periphery of
the jet (2b). As the expansion waves cover the region next to the opposite
to the entry point free-surface, the cavity expands mainly vertically (2c) and
then collapses, emitting pressure waves that travel in the water volume and
get reflected on the front free-surface of the jet, again as expansion waves that315
produce new small vapour cavities (2d).
In fig. 3n it can be seen that the two initially symmetrical vapour cavities,
visible in figure 2b, expand mainly on the periphery of the water-jet, following
the rarefaction waves, and concentrate in the catacaustic region [13] into one
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main cavity. The main cavity expands vertically and shrinks horizontally (3o)320
and finally breaks up into two cavities (3p), which then collapse and vanish.
These results are in qualitative agreement with the experimental data of [1],
where the reflection of the initial impact shock-wave on the free-surface of the
jet, creates multiple vapour cavities that act as reflective surfaces for upcoming
waves. Comparison between the side view experimental shadowgraphy images325
and the magnitude of the density’s gradient from the simulation, plotted on the
vertical and horizontal middle plane (fig. 3), indicates that the shock and the
cavitation regions (dark regions in experiments and blue iso-surface on simula-
tions) are predicted correctly, as well as the bulk dynamics of the deformation
of the free-surface.330
In the work of [13] on cavitation induction by confined shocks in spherical
droplets, the region of higher cavitation bubble density was identified as the cat-
acaustic region of shock reflection concentration, near the opposite free-surface.
The current numerical results agree with this observation (3n); however, cavita-
tion appears near the opposite free-surface as a later stage of the vapour growth,335
which is initiated symmetrically on the periphery of the jet (2b). In addition,
the vapour cavities do not form or collapse in great proximity to the solid sur-
face, as reported in the experimental data of [1] or suggested for impacts of
velocities higher than 100m/s in [13].
(a) τ¯ = 0.77 (b) τ¯ = 1.01 (c) τ¯ = 2.43 (d) τ¯ = 5.81
Figure 2: Pressure contours in logarithmic scale, (common logarithm log10(·)), and
vapour volume fraction iso-surface of 0.1% in different time steps are presented for
projectile impact on water-jet, at Uprj = 210m/s. 50% iso-line for liquid volume
fraction is plotted with black on the vertical and horizontal middle-plane, along with
the 0.1% vapour volume fraction with red.
The main characteristics of liquid-to-solid impacts, have been identified by340
numerous studies [31, 1, 16, 35, 12], and include high-speed jetting, strong shock-
waves, with pressures exceeding water-hammer value, generation and reflection
upon interaction with free-surfaces, rarefactions and potential cavitation induc-
tion. Most of these studies regard either spherical or planar droplet impact on
solid wall.345
The experiment of [1] with the projectile impact on the water-jet tries to ex-
pand the knowledge basis of liquid-to-solid impacts on cases of higher velocities.
However, the qualitative differences are apparent, as in this case, a projectile of
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9mm diameter is impacting a water-jet of 25mm diameter and can be fully im-
mersed in to the water volume. Because the solid can be completely immersed350
in to the water the shock-wave would propagate radially from the solid front,
while in the case of a droplet hitting an infinite wall, a broader wave front would
be generated. Moreover, the contact-edge dynamics would be different as the
liquid would have less room to expand in the later case.
4.2. 2-D results and discussion355
Although the numerical results presented in the previous section are in agree-
ment with the experimental findings and provide a qualitative insight, the mesh
used was not dense enough to capture the detailed jetting phenomena and to
provide sharp description of the shocks. Two-dimensional computations were
carried out and are presented in this section; this gives the opportunity to360
achieve high spatial resolution that is computationally impossible to reach with
three-dimensional simulations. Moreover, the projectile impact simulation is
compared to a case where an infinite flat wall impacts on the water-jet, in order
to assess the influence of the corresponding flow blockage which in turn affects
the shock-wave emission.365
Figure 4 presents the velocity, pressure and density gradient contours, for
the four different 2-D grids, at τ¯ = 1.60, along with the 50% iso-lines of gas
mass and volume fraction, indicating the interface between the water-jet and
the ambient air, and the 0.1% isoline of vapour volume fraction, indicating the
cavitation region. These results can be compared against results on the vertical370
mid-plane of the 3-D simulation, as seen in figure 2 and 3i-3p.
The results obtained for the 2-D cases show similar pressure and vapour
structures to the three-dimensional configuration. Following the impact, a high-
pressure envelope is detached from the contact region and moves towards the
opposite free surface. Two low-pressure regions form near the interface of the jet,375
due to shock reflection as rarefaction, vapour cavities are induced that expand
mainly along the periphery of the jet following the reflections and concentrate
in the catacaustic region [13].
However, in these cases, due to the higher grid density, high-speed jets are
easily captured along the solid surface at the entry point. The water, following380
the violent compression upon the impact, jets out parallel to the solid surface
with velocities even 16 times greater than the impact velocity (for the finest
grid used), reaching Mach 2.2 with regards to the sonic velocity of the liquid.
This is closer to what is observed in experiments on similar impacts [16] and
although jetting has been reported in the experiment [1], it was not captured385
by the three-dimensional simulation.
Comparison of the velocity, pressure and density gradient contours for the
four different grids, in figure 4, shows clearly that higher spatial resolution
enhances jetting capturing, as well as sharpens the shocks. Moreover, from
figure 5, where the instantaneous maximum values of pressure and velocity390
magnitude, as well as the vapour volume evolution are plotted, it is evident
that pressure values converge with mesh refinement, in contrast with velocity
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and vapour volume. The higher spacial resolution, finer details of the flow are
captured and that is depicted on the diagrams of velocity and vapour.
Refining the computational grid enables to capture finer details of the flow395
that have strong transient nature, such as the high-speed jetting initiation upon
the impact. The coarser grid do not capture the jetting at all, as seen in frame
4a, whereas with additional refinement the jetting becomes first visible (4b),
and then less diffused and stronger, as seen in frames 4c and 4d. Moreover,
figure 5b, where the maximum velocity magnitude time evolution is plotted for400
the four grids, shows that for the two finer grids (4lvl, 5lvl) supersonic velocities
with respect to the liquid are captured, which correspond to the high-speed jets.
In addition, in the results of the finest mesh (5lvl), some perturbations are
observed on the liquid-gas interface, that may be related to Richtmyer-Meshkov
instability [53]. Richtmyer-Meshkov instability (RMI) arises when a shock-wave405
accelerates impulsively a density interface. It manifests itself with the formation
of wave structures that grow over time, forming mushroom-like protrusions at
the interface [53, 54]. It mainly concerns a shock-wave impacting on the inter-
face between gases with different densities [54, 55, 56], but is also observed on
liquid-gas interfaces in numerical works [56, 57, 58] and experiments [59]. The410
RMI finds various applications in combustion systems and mixing [53], scramjet
engines [60], Magnetized Target Fusion [58], as well as dissemination of chemi-
cal agents [55]. The main mechanism of this instability is the misalignment of
the density and pressure gradient, as the shock reflects on the interface, that
produces baroclinic torque.415
In figure 6, the gradient of the density, along with the vorticity, the baroclinic
torque and an estimation of the viscous stresses are presented. This baroclinic
torque causes high velocity jetting (fig. 4d), first near the entry point (fig. 6a),
that then spreads on the entire periphery of the liquid (fig. 6e) and results in
a wavy interface. The dominance of the baroclinic torque in the generation of420
vorticity and creation of RMI, over the viscous stresses, becomes more clear in
frames 6c,6d,6g,6h, where it can be seen that these two sources of vorticity differ
by two orders of magnitude. This fact justifies the option to neglect viscosity
in the current simulations as well.
Interface roughness plays a role in RMI initiation, where small perturbations425
of the interface will cause pressure-density gradient misalignment as the shock
passes over and will get amplified leading to mashroom shaped spikes. However,
as it has been demonstrated by Saurel et al. [59], RMI can be initiated by a shock
passing over a simple curved sharp interface, without perturbations. Similar
conclusion can be extracted by the current study, where surface roughness on430
the water-jet interface, present in the experiment, are not considered and RMI
occurs on a sharp circular interface.
Moreover, although mesh density affects the vapour formation intensity, as
seen in 5c, similar structure is captured by all grids, with the vapour cavity to
be initiated on the periphery and finally concentrate on the catacaustic region435
[13]. In contrast, although pressure maxima seem uninfluenced by the mesh
refinement, a sharper and more detailed description of the shocks is provided
by the denser meshes (4lvl in 4c, 5lvl in 4d), including pressure waves related to
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the jets that where absent in the coarsest grid simulation (2lvl, 4a).
In order to asses the influence of flow blockage on the pressure peaks and high-440
speed jetting during the solid to jet impact, a two-dimensional planar simulation
of a wall impacting a jet is performed and compared to the projectile impact on
the jet. This configuration is closer to the geometries reported relevant studies
[1, 16, 35, 38].
Comparing the two two-dimensional planar simulations in figure 7, it is445
apparent that although shock reflection and vapour structures follow similar
patterns and jetting is captured in both cases, for the case of the wall, a more
homogeneous distribution of higher pressure values is reported, and vapour cav-
ities are initiated further from the solid surface. From the diagram 5a, it can be
seen that instantaneous maximum pressure values are higher for the impacting450
wall rather than the projectile. The high-speed jetting is initially more intense
in the case of the projectile, as it can be seen in 7d, 7e, 7f, but the instantaneous
maximum velocity reaches higher values for the case of the wall as seen in graph
5b. Finally the vapour production is lower for the impacting wall (5c). These
observations confirm that higher blockage, or wider solid surface, compresses455
more the liquid and yields higher pressure values and lower blockage intensifies
the liquid expansion.
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(a) τ¯ = 0.24
(b) τ¯ = 1.36
(c) τ¯ = 2.43
(d) τ¯ = 3.56
Experiments
(e) τ¯ = 0.24
(f) τ¯ = 1.36
(g) τ¯ = 2.43
(h) τ¯ = 3.56
CFD side
(i) τ¯ = 0.24
(j) τ¯ = 1.36
(k) τ¯ = 2.43
(l) τ¯ = 3.56
CFD top
(m) τ¯ = 0.24
(n) τ¯ = 1.36
(o) τ¯ = 2.43
(p) τ¯ = 3.56
CFD 3D
Figure 3: Experimental data (a-d) and numerical results (e-p) for the impact of
projectile on water-jet, with Uprj = 210m/s. For the CFD results, the numerical
Schlieren [52], computed as the logarithm of the gradient of density, is plotted on
the side (e-h) and top (i-l) middle-plane on grey-scale and pressure (vertical plane)
and longitudinal velocity component (horizontal plane) contours on the same middle
planes (m-p). The vapour is represented by the 0.1% of volume fraction contours,
with the blue iso-surface and red iso-lines on the planes on frames (e-l), and the grey
iso-surface on frames (m-p). The common logarithm log10(·) is used in for the density
and pressure fields.
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(a) (b) (c) (d)
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Figure 4: Comparison of velocity magnitude (a-d), normalized with the impact ve-
locity Uimpact = 210m/s, at τ¯ = 1.60, pressure (upper half) and the numerical Schlieren
[52] (lower half) contours in logarithmic scale (e-h) (common logarithm log10(·)), for
solid projectile impact on two-dimensional planar water-jet, for the four different
meshes: (a,e) 2lvl - 100 cells/Djet, (b,f) 3lvl - 200 cells/Djet, (c,g) 4lvl - 400 cells/Djet,
(d,h) 5lvl - 800 cells/Djet. The isolines of 50% gas mass fraction is plotted with orange
color and 50% gas volume fraction contour with white to represent the interface be-
tween ambient air and water-jet. The 0.1% isoline of vapour volume fraction is visible
with green.
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Figure 5: Comparison of different 2D meshes for projectile impact on jet: (a) Maxi-
mum pressure normalized with water hammer pressure (PWH = 398.7MPa) (b) Maxi-
mum Velocity magnitude normalized with impact velocity Uimp = 210m/s, (c) Vapour
Volume (VV PR) normalized with the initial volume of the water-jet (VDinit). The
equivalent results from the wall impact on the jet (using the 4lvl mesh) are also plot-
ted (purple line) for demonstration of the influence of the blockage.
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(a) τ¯ = 1.60 (b) τ¯ = 1.60 (c) τ¯ = 1.60 (d) τ¯ = 1.60
(e) τ¯ = 3.38 (f) τ¯ = 3.38 (g) τ¯ = 3.38 (h) τ¯ = 3.38
Figure 6: Evidence of Richtmyer-Meshkov instability [53] for solid projectile impact
on two-dimensional planar water-jet. From left to right: numerical Schlieren [52] con-
tours in logarithmic scale (common logarithm log10(·)), vorticity contours (ωz [1/s]),
baroclinic torque (∇ρ×∇p/ρ2[1/s2]), viscous shear stresses (∇× (∇τ/ρ)[1/s2]). For
the estimation of viscous stresses, which are neglected in the simulation, dynamic
viscosity is given by µ = (1 − αgas) · µliquid + αgas · µgas, based on gas volume
fraction, with µliquid = (1 − αvapour) · µwater + αvapour · µvapour and µwater =
9.99×10−4Ns/m2, µvapour = 9.99×10−6Ns/m2, µgas = 1.84×10−5Ns/m2. Results
of the simulation using the 5lvl mesh (800 cells/Djet). The isolines of 50% gas volume
fraction contour, which represents the interface between ambient air and water-jet, is
plotted with blue and of 0.1% vapour volume fraction with red.
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(a) τ¯ = 1.01 (b) τ¯ = 1.13 (c) τ¯ = 1.25
(d) τ¯ = 1.01 (e) τ¯ = 1.13 (f) τ¯ = 1.25
(g) τ¯ = 1.01 (h) τ¯ = 1.13 (i) τ¯ = 1.25
Figure 7: Contours of pressure in logarithmic scale (a-c), velocity magnitude nor-
malized with the impact velocity Uimpact = 210m/s (d-f) and the numerical Schlieren
[52] in logarithmic scale (g-i) for solid projectile (upper half) and solid wall (lower half)
impact on two-dimensional planar water-jet. The IB body (black region of left) moves
from left to right. 50% gas mass fraction is plotted with orange color and 50% gas
volume fraction contour with white to represent the interface between ambient air and
water-jet. The 0.1% isoline of vapour volume fraction is visible with green. The 4lvl
mesh is used in both cases. The common logarithm log10(·) is used in for the density
and pressure fields.
18
Mesh Cells dxmin [mm] dtmean [s] CPUh Tmean per iter [s]
3D 2.9M 0.192 5.27e-9 4358 24.92
2D-2lvl 40k 0.250 7.45e-9 18 1.250
2D-3lvl 120k 0.125 3.51e-9 432 4.790
2D-4lvl 375k 0.063 1.33e-9 2621 13.23
2D-5lvl 1.2M 0.031 0.91e-9 31261 20.82
Table 1: Computational cost (in CPU-hours) for the 3D and 2D simulations, along
with indicative clock time for completion of one iteration/time-step (Tmean per iter.)
and characteristic spatial and temporal resolution (dxmin and dtmean).
4.3. Computational Cost
The importance of the high-resolution two-dimensional simulations is appar-
ent from the level of detail unveiled in comparison with the three-dimensional460
case. The cost for a 3-D computation of an equivalent resolution is prohibiting.
As it can be seen in table 1, the computational cost increases rapidly as the
grid gets finer and for the 2D-5lvl mesh is 7 times higher that for the 3D mesh.
The presence of the IB source term in the equations 2.2, which receives high
values, dictates strict time-step restrictions and thus for all the simulations the465
Courant number is limited below 0.05.
The simulations where carried out mainly on a workstation equipped with
a Intel Xeon E5-2690 V3 @2.6GHz, with 2 sockets of 12 double thread cores
each, with hyper-threading enabled. Depending on the total cell count from 4
up to 40 cores have been used. A cluster computer was also used to accelerate470
the simulation of the finest 2-D mesh (5lvl), where 96 CPUs have been used.
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5. Conclusions
The current paper examined the solid projectile impact on a water-jet and
assessed the use of direct-forcing Immersed Boundary Method in conjunction
with an explicit density-based compressible two-phase solver that accounts for475
cavitation. This problem has been studied so far only qualitatively as reported
by the experimental data of[1]; the current study is the first to simulate this
experiment and makes an attempt to quantify the experiment’s findings.
To make this possible, a newly developed numerical framework has been ap-
plied, involving moving solid boundaries and an alternative to the more complex480
cut-cell Immersed Boundary methodologies for cavitating flows [42, 43, 44]. A
direct-forcing approach is used, where the immersed solid is modelled through
adding body force source terms in the compressible momentum equations. The
solver accounts for gaseous and liquid phases and supports phase-change fol-
lowing a barotropic law. The presented numerical tool was proven capable of485
handling complicated highly compressible cavitating flows.
The underlying physical processes of the simulated case was found to be in
qualitative agreement with the relevant experimental observations of [1]. Pres-
sure shock-waves, rarefaction waves and cavitation formation, development and
subsequent collapse, that follow the impact are numerically captured. A detailed490
description of the vapour cavity was provided that was in accordance with the
analysis of the experimental data. High-speed jetting was also observed in the
simulations, although was found highly dependent on the grid resolution of the
jet interface, near the impact region, and therefore was captured on the two-
dimensional simulations, where the use of denser meshes was less CPU time495
demanding.
Finally, the influence of flow blockage on the dynamics of the impact was
assessed by comparing the case of the projectile to the case of a wall hitting the
water target. The study showed that in the case of the projectile, where the
liquid is free to expand in the direction of the projectile motion, the pressure500
and velocity peaks during the initial stage of the impact reach lower values than
in the case of the wall; in this case, the flow was found to decelerate faster,
whereas the vapour production was higher for the projectile case.
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