A deep feature-based saliency model (DeepFeat) is developed to leverage understanding of the prediction of human fixations. Conventional saliency models often predict the human visual attention relying on few image cues. Although such models predict fixations on a variety of image complexities, their approaches are limited to the incorporated features. In this paper, we aim to utilize the deep features of convolutional neural networks by combining bottom-up (BU) and top-down (TD) saliency maps. The proposed framework is applied on deep features of three popular deep convolutional neural networks (DCNNs). We exploit four evaluation metrics to evaluate the correspondence between the proposed saliency model and the ground-truth fixations over two datasets. The results demonstrate that the deep features of pretrained DCNNs over the ImageNet dataset are strong predictors of the human fixations. The incorporation of BU and TD saliency maps outperforms the individual BU or TD implementations. Moreover, in comparison to nine saliency models, including four state-of-the-art and five conventional saliency models, our proposed DeepFeat model outperforms the conventional saliency models over all four evaluation metrics. Index Terms-Bottom-up (BU), convolutional neural networks, deep features, ground-truth, saliency model, top-down (TD), visual attention. 2379-8920
I. INTRODUCTION
T HE HUMAN visual system has an exceptional ability of sampling the surrounding world to pay attention to the objects of interest. Such ability is the visual attention that guides the visual exploration. Visual attention requires a complex cognitive mechanism to allocate the human gaze toward the objects of interest. In computer vision, a saliency map is defined to model the human visual attention. A saliency map is a 2-D topological map that indicates visual attention priorities in a numerical scale. A higher visual attention priority indicates the object of interest is irregular or rare to its surroundings. The modeling of saliency is beneficial for several Manuscript applications, including image segmentation [1] , object detection [2] , image retargeting [3] , image/video compression [4] , advertising design [5] , analysis of gaze patterns [6] , etc. The research on saliency modeling is influenced by bottomup (BU) and top-down (TD) factors. The BU visual attention is triggered by stimulus, where a saliency is captured as the distinction of image locations, regions, or objects in terms of BU features, such as color, intensity, orientation, shape, T-conjunctions, X-conjunctions, etc. [7] . One of the bottlenecks the BU saliency models suffer, is that they explain the scene partially as the majority of the human eye fixations are task driven. Following the feature integration theory [8] , the first saliency model was proposed [9] . The model exploits the biologically inspired center-surround scheme of color, intensity, and orientation at various scales to identify distinctive image locations. Bruce and Tsotsos proposed an attentional information maximization model to predict eye fixations [10] . The model uses self-information to detect saliency in local image regions. Zhang et al. [11] derived a Bayesian framework that incorporates self-information of local image regions with prior knowledge about the image. Liu et al. [12] developed a saliency model as a decision tree of regional saliency measurements including global contrast, spatial sparsity, and object prior. Zhang and Sclaroff [13] developed a saliency map based on a boolean approach. The model combine binary maps and attention maps. The binary maps are obtained via random thresholding of the color feature of the image. Attention maps are computed using the gestalt principle of the figure-ground segregation. Leborán et al. [14] proposed a dynamic whitening saliency model to predict fixations in videos. The model uses whitening to access the relevant information by removing the second order information.
The top-down (TD) visual attention is driven by task. TD saliency models use prior knowledge, expectations, or rewards as high level visual cues to identify the target of interest [15] . The recognition of an object of interest such as faces, people, and cars is an example of TD features. Several TD saliency models have been proposed. Such as, Oliva et al. [16] introduced a TD visual search model based on Bayesian framework. The model exploits cognitive features and scales. Contextual features are represented by reducing dimensionality of local features. The joint probability of a feature vector is computed using multivariate Gaussian distributions. Rao proposed an attention representation as a cortical mechanism for reducing perceptual uncertainty. The model exploits belief propagation in a probabilistic framework to combine BU and TD visual factors [17] . Judd et al. [18] developed a saliency model to predict where human look by using low, mid, and high level cues as support vector machines. Borji et al. [19] proposed a saliency model based on TD factors to learn task driven object-based visual attention control in interacting environment. Wang et al. [20] combined 13 BU and TD saliency models using several combination strategies. Then the model has been trained as a support vector machine.
Recently, deep features of the deep neural networks (DNNs) have been used in several applications, including imaging and video processing, medical signal processing, large data analysis, and saliency modeling as well [21] . Although the intuition of the DNN deep features remain unclear [22] , several saliency models has been trained to detect BU and TD visual factors. Deep features are the response images of convolution, batch normalization, activation, and pooling operations in a series of layers in a deep convolutional neural network (DCNN) [23] . Such layers encodes the conspicuous information about an image. In the first layer, the network learns low level cues such as edges. At higher layers, the network learns higher level cues. Later layers provide higher level of abstracts such as a class of objects.
Deep learning saliency models demonstrated outstanding ability providing high accuracy prediction of human fixations. However, such models requires large training times, and high cost system requirements. Some applications, such as robotics, requires a fast and low memory consuming saliency models. Today, robots are utilized to assist in several applications, such as home service, rehabilitation, and assistant living [24] , [25] . To overcome such issue, we introduce a fixed framework that uses data-driven features pretrained by DCNNs for object classification to computes saliency maps. The rest of this section provides a literature review of deep learning based saliency models that utilize the pretrained deep features, a brief review of general saliency application in robotics, and our contribution in this paper.
A. Related Work
The recent research efforts aim to improve saliency prediction using deep learning models, such as DCNN, recurrent neural network (RNN), deep belief network, etc. In image processing, DCNN is ideal because in local image patches, pixels correlate with their surrounding pixels. DCNNbased saliency models exploit state-of-the-art DCNNs, such as AlexNet, VGG, GoogleNet, and ResNet [26] . The first deep learning based saliency model was proposed by Vig et al. [27] . The architecture of the model consists of three pretrained layers used as features to train a saliency model using a support vector machine. Huang et al. [28] exploited deep features of a pretrained AlexNet, GoogleNet, and VGG-16 to train a saliency model. The model combines fine and coarse scales of the features, then the model is trained using support vector machine. Kümmerer et al. [29] developed a saliency model using AlexNet. The model truncates the last three layers of the network and linearly combines all response images. Later, Kümmerer et al. [30] used the pretrained deep features of VGG-19 to train a saliency model. The pretrained features are fed to a 5 layers of 1 × 1 convolutional layers. The model is trained using a maximum likelihood learning scheme. Liu and Han [31] developed a saliency model by exploiting deep features of VGG or ResNet network as fine scale and placing CNN as coarse scale. The two scales of features are fed to two long short term memory (LSTM) RNNs, and are trained using gradient descent. Cornia et al. [32] extracted deep features from dilated VGG/ResNet, then fed the features to an LSTM recurrent network selectively attending different regions of a tensor without the concept of time. Pan and Nieto [33] proposed a saliency model as a convolutional encoder-decoder architecture. The encoder part of the model consists of VGG pretrained features. The decoder part consists of upsampling followed by convolution filters. The model is trained by back-propagating with the binary cross entropy as the cost function. Wang and Shen [34] used the deep features of a pretrained DCNN to model a saliency. The network up samples the deep features of the last three layers using deconvolution, and then fuse them to learn a saliency map.
In this paper, we evaluate the performance of deep features of pretrained DCNNs as fixation predictors without any training. In addition, we exploit the semantic contents provided by fully connected layers to reflect the prior knowledge.
B. Visual Attention in Robots
Visual saliency in human-robot interaction is interdisciplinary research that is becoming very popular. Siagian and Itti presented a localization system for robots using biologically inspired vision. The robot generates its position using the Monte-Carlo localization algorithm of gist of the scene and a saliency map [35] . Schauerte and Stiefelhagen [36] trained a conditional random field to learn a computational visual attention in multimodal humanrobot interaction. Chen and Tian [37] proposed a biologically inspired selective attention to predict focus of attention in domestic environments for service robots. Shen and Gans proposed a novel system for human-robot interaction. The robot detects objects using a saliency model that incorporates color, shape, and depth information [38] . Craye et al. [39] developed a saliency model for robot visual attention prediction and update via reinforcement learning.
C. Contributions of This Paper
In this paper, the contributions are threefold. First, a computational saliency model is proposed to predict human fixations using pretrained deep features, codenamed DeepFeat. To our knowledge this is the only saliency model that combines deep features of pretrained DCNNs without learning any parameters. Second, three implementations of the DeepFeat are computed and compared to investigate the role of the pretrained deep features of DCNNs in saliency prediction. Third, through extensive evaluation over four evaluation metrics and nine saliency models, we demonstrate that the DeepFeat model achieves a satisfactory performance.
II. PROPOSED APPROACH

A. Visualization of the Deep Features
In this paper, we use three popular DCNNs to obtain the deep features. The three networks are: 1) VGG [40] ; 2) GoogLeNet [41] ; and 3) ResNet [42] . All three DCNNs are pretrained for object classification using the ImageNet dataset that consist of 1.28 million images of 1000 classes of objects to classify [43] .
The VGG consists of 16 sequentially stacked convolution layers followed by rectified linear units nonlinearities. A max pooling is computed after every two layers in the first four layers, and after every three layers in the rest of the network.
The GoogLeNet consists of 22 convolution layers if the mid-layers in the inception module are ignored. The main novelty of GoogLeNet is the inception module which combines multiple scales of the convolution layers.
The ResNet used in this paper consists of 50 convolution layers. The main feature of the network, is that it combines the stack of convolution layers with their residual after every three convolutions.
Visualization of the architecture of the three DCNNs can be found online. 1 In this paper, we exploit the convolution response images as deep features for the BU computation. In addition to that, as the fully connected layers and the last convolution layer of the VGG have a dimension mismatch, we use another VGG variant to implement the TD saliency map [44] . All computations were done in MatConvNet [45] . 
B. DeepFeat Architecture
In this section, we formalize DeepFeat as a fusion of BU and TD visual factors using a simple combination strategy. The architecture of the DeepFeat can be visualized in Fig. 2 .
In order to extract the deep features, an input image is normalized to have zero mean. A BU visual cues are represented by a DCNN pretrained features. For the purpose of BU computation, the fully connected layer of the DCNN is removed. The convolution response images from all layers represent multilevel abstracts ranging from low to high. To model a BU saliency map, all response images are treated in a BU manner. Previous studies suggest that the computation of two scales of DCNN extracts semantic information about the image [28] , [31] . Therefore, two scales of the deep features are exploited, fine, and coarse scales. The fine scale is original size of the extracted deep feature. The coarse scale is the downsampled version of the extracted deep feature. As a fundamental operation in several areas of the human visual system [46] , the center-surround of the coarse and the fine scale for convolution response images is formed by
where r 0 denotes the fine scale feature, r 1 denotes the upsampled coarse scale feature, i denotes the convolution response image of layer , k denotes the number of response images in layer , and R is the total response at layer . The resulting total response image R is normalized from 0 to 1 in order to preserve the range of the feature map while assuming equal contribution. It has been proven that the combination of low level and high level visual cues in a BU manner tend to outperform BU saliency models that include low level cues only [47] . Therefore, all the normalized feature maps are linearly combined by
where L denotes the total number of layers in the network, and N (·) is the normalization operator. In this paper, the total response of convolutions is suggested to contribute equally in all BU layers.
In the TD map, the fully connected layer is exploited to emphasize the TD component of the network. The final output of a CNN is a softmax-based probabilistic vector. Such vector represents the probability of a variety of object classes. Since the network is pretrained for object classification, the last layer of the network indicate TD visual cues. The intuition of this paper is to emphasize the TD component by extracting individual class. Following the class activation map (CAM) [44] , the response images of the final activation in the network are multiplied by weights of the fully connected convolution filter where c denotes a class of objects, k denotes the number of units in the activation a, and the weight w, x, and y denote the spatial location. The CAM detects a specific class in the image.
In order to project all available classes on the image, the CAM of a class is weighted by its corresponding probability at the final fully connected layer
where C denotes the total number of classes and P denotes the softmax probability of the classes at the final fully connected layer.
The BT maps are linearly combined
where α is a constant for combining BU and TP maps.
To account for human bias toward the center in visual strategies [48] , the proposed model incorporates a center bias map. This map is handcrafted to avoid over fitting over a dataset. The center bias is incorporated by
where M center is a center bias map computed using a Gaussian kernel with a cut off frequency equivalent to the maximum dimension of the image. Finally, a probability distribution of the saliency map is obtained using softmax S = e Y (x,y)
x,y e Y (x,y) .
C. Experimental Setup 1) Dataset: In this paper, the MIT1003 and VIU datasets are exploited to evaluate four implementations of the proposed DeepFeat model.
MIT1003
: It consists of 1003 images. The resolution of the images is fixed on one dimension 1024 pixels, and on the other dimension, it ranges from 678 to 768. Fifteen observers (age = 18 to 35 years) freely viewed the MIT1003 images. Images are presented to 15 observers for 3 s [18] .
VIU: It consists of 800 images. The resolution across all images is 405 × 405 pixels. This dataset consists of multiple tasks (explicit saliency judgement, free-viewing, saliency search, and cued object search). In this paper we exploit on prediction of human fixation under free-viewing conditions only. Twenty-two observers (age = 18 to 23 years) viewed every image for 2 s [49] .
2) Evaluation Metrics: Saliency models are usually evaluated by comparing their predictions to human fixation maps using evaluation metrics. In this paper, predictions of the proposed framework are evaluated using four evaluation metrics, including AUC, NSS, CC, and KL. In general, the AUC is a standard evaluation metric. However, it suffers multiple flaws which requires the AUC judgement to be supplemented by other evaluation metrics [50] . The AUC and NSS scores evaluate the saliency predictions over the exact fixation points (binary fixation maps). Regardless of the fixation point locations, the AUC score evaluates the ranking of the saliency values at the fixation points, while NSS evaluates the saliency values at the fixation points. In addition, the CC and KL are fixation distribution-based metrics where the empirical saliency map is computed by convolving a Gaussian kernel over the map of fixation points. The cut-off frequency of the Gaussian kernel is equivalent to one degree of visual angle [51] . In this section, we denote the saliency map as S, the binary fixation map as F, and the empirical saliency map (blurred fixation map) as G.
ROC: It is a binary classification measure of the intersected area between the predicted saliency and human fixations. At 
AUC: Using the receiver operator characteristics (ROCs), the AUC is an integral of the area under the ROC curve. Therefore, the random guessing score is 0.5. A score above 0.5 indicates the predictions are above random guessing. Several AUC variants have been previously used. In this paper, we used the AUC Borji variant.
NSS: It is the normalized scanpath saliency that measures the average saliency value at the exact fixation locations
where N denotes the number of fixation points, and j indexes the fixation points of the binary fixation map. A score of zero corresponds to random guessing. A positive score indicates correspondence between the two maps, and a negative score denotes anti-correspondence. CC: It is a measure of the statistical relationship between the predicted saliency map and the empirical saliency map. The predicted saliency map and empirical saliency map are treated as random variables, and the strength and direction 
where cov(S, G) denotes the covariance between the predicted saliency map S and the empirical saliency map G. A score of -1 or 1 indicates a perfect correlation between the two maps. A score of zero indicates the two maps are not correlated. KL: A probabilistic interpretation of predicted and empirical saliency maps. It measures the loss of information when a predicted saliency map approximates the empirical saliency map
where is a regularization constant. As dissimilarity metric, a KL score of 0 indicates that the predicted saliency map and the empirical saliency map are identical.
3) Saliency Models:
To evaluate the performance of the DeepFeat model, three variants of the model are compared to nine other saliency models, including deep learning and conventional saliency models. The performance of the models is evaluated over the MIT1003 dataset only as the authors provides precomputed saliency maps over the MIT1003 dataset. However, due to difficulty of compiling some of these saliency models, we do not provide the comparison of the saliency models performance over the VIU dataset. Table I provides a description of the saliency models used in this paper.
III. RESULTS AND DISCUSSION
A. Analysis of the Architecture Fig. 3 presents the predicted saliency maps of three implementations of the DeepFeat model, including DeepFeat BU saliency map, DeepFeat TD saliency map, and the combined BU and TD (BT) saliency map. The three saliency implementations are computed using deep features of VGG, GoogLeNet, and ResNet implementations. For visualization of the saliency maps, the histogram of the predicted saliency maps is matched to the average histogram of the empirical saliency maps of the corresponding dataset. This technique is applied to the other visualization figures in this paper.
In Fig. 3 , two consistent trends over all three model variations can be observed. The BU saliency maps predicts To quantitatively analyze the saliency implementations over the deep features of the three DCNNs, four metrics, AUC, NSS, CC, and KL, were used for evaluations over MIT1003 and VIU datasets. Fig. 4 shows average scores of four metrics for three implementations of the proposed DeepFeat model using deep features of VGG, GoogLeNet, and ResNet with and without center bias. To measure the statistical significance, a t-test is used at a the significance rate of p ≤ 0.05.
In Fig. 4 , without center bias, the BT, TD, and BU implementations are ranked first, second, and third, respectively. Such results are consistent over all three DCNNs and four metrics in both datasets. It indicates that the prediction of human fixation is more accurate when both BU and TD factors are assembled into the DeepFeat model. Moreover, it also can be found that the center bias significantly boosts the performance of the BU implementations more than the TD and BT implementations. This occurs because the BU implementation of the DeepFeat model computes the global contrast in terms of the deep features without any preference toward the center of the image. By adding a center bias to the BU saliency map, salient regions toward the center receives more credit than those at the edges. The TD implementation of the DeepFeat model detects objects of interest, which usually falls around the center of the image due to photography strategies [57] .
In general, all three implementations with and without center bias achieve a certain agreement with the human annotations over all four metrics in both datasets. It indicates that the deep features of all three DCNNs are rich with semantic information that can be useful to predict human fixation.
B. Comparison With Other State-of-the-Art Saliency Models
In this section, we evaluate the performance of the BT implementation of DeepFeat model to a variety of saliency Fig. 6 . Averaged AUC, NSS, CC, and KL scores of 12 saliency models including three variants of the DeepFeat model (VGG, GoogLeNet, and ResNet) and nine other saliency models over the MIT1003 dataset. A * indicates the two consecutive models are significantly different using t-test at confidence level of p ≤ 0.05. Models that are not consecutive have a larger probability to achieve statistical significance. models. In this paper, the VGG, GoogLeNet, and ResNet variants of the DeepFeat model are denoted as VGG, GoogLeNet, and ResNet, respectively. These three variants are compared to nine saliency models including BMS, COV, DVA, eDN, iSEEL, MLnet, RARE, SAM, and UHF. The description of the models can be found in Table I . Fig. 5 shows 10 representative images from the MIT1003 dataset along with the corresponding empirical saliency maps and predicted saliency maps from the DeepFeat models and other nine saliency models. Fig. 6 shows the AUC, NSS, CC, and KL scores of 12 saliency models (three DeepFeat models and nine other models) over the MIT1003 dataset.
Although the models ranking order is not identical over the four metrics, some general patterns can be observed. Over the AUC score, all three DeepFeat models (GoogLeNet, VGG, and ResNet) are ranked in the top group together with the eDN, SAM, and iSEEL models. They are significantly higher than the other six models. In the NSS and CC scores, four deep learning-based models (SAM, DVA, MLnet, and iSEEL) outperformed all other eight saliency models. The VGG, GoogLeNet, and ResNet are ranked fifth, sixth, and seventh ranking including three DeepFeat models. For the KL score, SAM, DVA, and MLnet are the top three ranking models. The VGG, GoogLeNet, and ResNet are ranked fifth, sixth, and eighth.
Generally speaking, the proposed DeepFeat models outperform the conventional saliency models and baseline learning models. It also can be found that the DeepFeat models can achieve comparable performance with top deep learning based saliency models in AUC score. The DeepFeat models cannot reach the performance of the top deep learning based saliency models in NSS, CC, and KL scores. However, the DeepFeat 
C. Discussions
The proposed DeepFeat model exploits deep features of a pretrained DCNN. One advantage of the Deepfeat model is its fusion of a combination of the BU and TD saliency maps. In (5) , the constant α is used as a weight for combining the BU and TD maps. When α is 0, the saliency map is TD. At α equal 1, the saliency map is BU. The α may affect the performance of the DeepFeat model. To evaluate the effect of α, we have computed the saliency maps by changing α ranging from 0 to 1 with 0.1 step. Fig. 7 presents the mean scores of four metrics for the DeepFeat model with various α using the MIT1003 dataset. The results indicate that the combination of BU and TD saliency maps improves the prediction of human fixations. There is no consistent pattern on what is the optimized value of α. For GoogleNet and ResNet, the best performance is achieved when the α is 0.5-0.6. For VGG, the optimal α is about 0.25-0.4. It indicates that the α value could be varied when using deep features pretrained by different DCNNs. In our future work, we will conduct more experiments to optimize α by using more datasets and evaluation metrics.
As shown in Fig. 4 , the result indicates the TD saliency maps outperform the BU saliency maps without center bias. However, in few cases the BU saliency maps outperform the TD saliency maps. Fig. 8 presents three cases where the BU saliency maps outperform the TD saliency maps. In Fig. 8 , the TD saliency maps fail to detect human or text which are not labels of the ImageNet dataset, while the detected objects are dominant in the images and belong to the ImageNet labels. While the TD fails to detect the human and text in Fig. 8 , the BU predicts the missed salient regions. Such result indicates the combination of BU and TD improves the prediction of saliency. Moreover, the computed TD saliency maps have no bias toward a class of objects in the fully connected layer. This occur because the MIT1003 and VIU datasets include various scenarios of objects represented in images of the datasets.
IV. CONCLUSION
In this paper, we proposed a deep feature-based saliency model, which combines bottom-up and top-down visual factors obtained from pretrained deep features of VGG, GoogLeNet, and ResNet DCNNs. To validate the performance of the DeepFeat model, we investigated different implementations of the DeepFeat model using four evaluation metrics over the MIT1003 and VIU datasets. The results demonstrate that the implementation of the DeepFeat model with incorporation of BU and TD saliency maps outperform the BU or TD saliency maps individually. Moreover, we also evaluated performance of the proposed DeepFeat model compared with nine state-of-the-art and conventional saliency models using four evaluation metrics over the MIT1003 dataset. The experimental results show that the proposed DeepFeat model outperforms the conventional saliency models. In future work, we will investigate the performance of the DeepFeat model on datasets other than natural image datasets such as webpages or text datasets. In addition, a parameterized version of the model will be learned, where Eq. 2 will be modified to a weighted sum of the response images of a layer.
