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Abstract
The presentation of extended reality for consumer and professional applications
requires major advancements in the capture and reproduction of its auditory
component to provide a plausible listening experience. A spatial representation
of the acoustic environment needs to be considered to allow for movement within
or an interaction with the augmented or virtual reality. This thesis focuses
on the application of capturing a real-world acoustic environment by means
of a spherical microphone array with the subsequent head-tracked binaural
reproduction to a single listener via headphones. The introduction establishes
the fundamental concepts and relevant terminology for non-experts of the field.
Furthermore, the specific challenges of the method due to spatial undersampling
of the sound field as well as physical limitations and imperfections of the
microphone array are presented to the reader. The first objective of this thesis
was to develop a software in the Python programming language, which is
capable of performing all required computations for the acoustic rendering
of the captured signals in real-time. The implemented processing pipeline
was made publicly available under an open-source license. Secondly, specific
parameters of the microphone array hardware as well as the rendering software
that are required for a perceptually high reproduction quality have been
identified and investigated by means of multiple user studies. Lastly, the
results provide insights into how unwanted additive noise components in the
captured microphone signals from different spherical array configurations
contribute to the reproduced ear signals.
Keywords: Spherical microphone arrays, binaural rendering, real-time




This thesis is based on the following publications:
[A] Hannes Helmholz, Carl Andersson, Jens Ahrens, “Real-Time Implemen-
tation of Binaural Rendering of High-Order Spherical Microphone Array Sig-
nals”. in Fortschritte der Akustik – DAGA 2019, Rostock, Germany, Mar. 2019,
pp. 1462-1465.
[B]Hannes Helmholz, Tim Lübeck, Jens Ahrens, Sebastià V. Amengual Garí,
David Lou Alon, Ravish Mehra, “Updates on the Real-Time Spherical Array
Renderer (ReTiSAR)”. in Fortschritte der Akustik – DAGA 2020, Hannover,
Germany, Mar. 2020, pp. 1169–1172.
[C] Hannes Helmholz, Jens Ahrens, David Lou Alon, Sebastià V. Amen-
gual Garí, Ravish Mehra, “Evaluation of Sensor Self-Noise In Binaural Render-
ing of Spherical Microphone Array Signals”. in Proceedings of International
Conference on Acoustics, Speech and Signal Processing, Barcelona, Spain,
May 2020, pp. 161-165, DOI: 10.1109/ICASSP40776.2020.9054434.
[D] Hannes Helmholz, David Lou Alon, Sebastià V. Amengual Garí,
Jens Ahrens, “Instrumental Evaluation of Sensor Self-Noise in Binaural Ren-
dering of Spherical Microphone Array Signals”. in Proceedings of Forum Acus-
ticum, Lyon, France, Dec. 2020, pp. 1349–1356, DOI: 10.48465/fa.2020.0074.
[E] Hannes Helmholz, David Lou Alon, Sebastià V. Amengual Garí,
Jens Ahrens, “Effects of Additive Noise in Binaural Rendering of Spheri-
cal Microphone Array Signals”. in IEEE/ACM Transactions on Audio, Speech,
and Language Processing (accepted for publication).
Contributions: The included papers were prepared in collaboration with the
co-authors. The author of this thesis was responsible for the major progress
of the work including taking part in the planning of the papers, designing
and developing the software implementations, planning and conducting the
perceptual user studies and writing the papers.
iii
Other publications by the author, not included in this thesis, are:
[F] J. Ahrens, H. Helmholz, C. Andersson, “Authentic Auralization of Acous-
tic Spaces based on Spherical Microphone Array Recordings”. Auditorium
Acoustics, Hamburg, Germany, Oct. 2018, pp. 1–8.
[G] T. Lübeck, J. M. Arend, H. Helmholz, J. Ahrens, C. Pörschmann,
“Comparison of Mitigation Approaches of Spatial Undersampling Artifacts in
Spherical Microphone Array Data Auralizations”. Fortschritte der Akustik –
DAGA 2020, Hannover, Germany, Mar. 2020, pp. 623–627.
[H] T. Lübeck, H. Helmholz, J. M. Arend, C. Pörschmann, J. Ahrens,
“Perceptual Evaluation of Mitigation Approaches of Impairments due to Spatial
Undersampling in Binaural Rendering of Spherical Microphone Array Data”.
Journal of the Audio Engineering Society, vol. 68, no. 6, June 2020, pp. 428–440,
DOI: 10.17743/jaes.2020.0038.
[I] T. Lübeck, J. M. Arend, C. Pörschmann, H. Helmholz, J. Ahrens, “Per-
ceptual Evaluation of Mitigation Approaches of Impairments Due to Spatial
Undersampling in Binaural Rendering of Spherical Microphone Array Data:
Dry Acoustic Environments”. 23rd International Conference on Digital Audio
Effects, Vienna, Austria, Sep. 2020, pp. 250–257.
[J] J. Ahrens, H. Helmholz, D. L. Alon, and S. V. Amengual Garí, “The
Far-Field Equatorial Array for Binaural Rendering”. International Conference
on Acoustics, Speech and Signal Processing, Toronto, Canada, June 2021,
pp. 421–425, DOI: 10.1109/ICASSP39728.2021.9414368.
[K] J. Ahrens, H. Helmholz, D. L. Alon, and S. V. Amengual Garí, “Spherical
Harmonic Decomposition of a Sound Field Based on Observations Along the
Equator of a Rigid Spherical Scatterer”. Journal of the Acoustical Society of
America, vol. 150, no. 2, Aug. 2021, pp. 805-815, DOI: 10.1121/10.0005754.
[L] T. Deppisch, H. Helmholz, J. Ahrens, “End-to-End Magnitude Least
Squares Optimization for Binaural Rendering of Spherical Microphone Array
Signals”. International Conference on Immersive and 3D Audio, Bologna, Italy,
Sep. 2021, pp. 1-8.
iv
[M] J. Ahrens, H. Helmholz, D. L. Alon, and S. V. Amengual Garí, “A Head-
Mounted Microphone Array for Binaural Rendering”. International Conference
on Immersive and 3D Audio, Bologna, Italy, Sep. 2021, pp. 1-7.
[N] J. Ahrens, H. Helmholz, D. L. Alon, and S. V. Amengual Garí, “Spherical
Harmonic Decomposition of a Sound Field Based on Microphones Around
the Circumference of a Human Head”. Workshop on Applications of Signal




I want to thank Jens Ahrens for his academic supervision, personal guidance
and invaluable contributions to the research throughout this project. Besides,
thank you to Wolfgang Kropp and others in the team at Applied Acoustics for
providing a supportive environment in dire times.
Furthermore, I want to acknowledge my colleagues at Applied Acoustics,
Laura, Nata, Nara, Georgios, Georgios, Carmen, Fati, Leon, as well as the
other fellow PhD students out there, for sharing this experience. Special thanks
to Carl Andersson, Tim Lübeck and Thomas Deppisch for their helpful insights
and discussions on this research.
I want to highlight the dedication of my colleagues at the Junge DEGA and
the EAA Young Acousticians Network, engaging young people with academia
and acoustics at so many events over the years.
The work in this thesis has been accomplished from May 2018 to Octo-
ber 2021 at the Division of Applied Acoustics at Chalmers University of
Technology within the research project “Preservation of Perceived Spacious-
ness in Binaural Rendering of Spherical Microphone Array Recordings”. Thank
you to Ravish Mehra, Philip Robinson and the rest of the team at Facebook
Reality Labs Research (former Oculus Research) for endorsing and financing
this project. Special thanks to Sebastià V. Amengual Garí and David Lou
Alon for consistently supporting and promoting our work.
Thank you to my friends and family for the continued support throughout
this distant period in life. In particular, I want to thank Noemi for not giving
up on herself or myself and for having shared the better parts of this journey.





List of Papers iii
Acknowledgements vii
Table of Contents ix
I Overview 1
1 Introduction 3
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Spatial Undersampling . . . . . . . . . . . . . . . . . . . 11
1.3.2 Array Imperfections and Additive Noise . . . . . . . . . 14
1.4 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Summary of Included Papers 17
ix
3 Concluding Remarks and Future Work 21
3.1 Relevance of Noise in Practical Applications . . . . . . . . . . . 22
3.2 Simplification of the Array Geometry . . . . . . . . . . . . . . . 24
References 27
II Papers 35
A Real-Time Implementation of Binaural Rendering of High-Order
Spherical Microphone Array Signals A1
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A3
2 Rendering Concept . . . . . . . . . . . . . . . . . . . . . . . . . A4
3 Signal Processing . . . . . . . . . . . . . . . . . . . . . . . . . . A5
4 Employed Frameworks . . . . . . . . . . . . . . . . . . . . . . . A6
5 Execution Modes . . . . . . . . . . . . . . . . . . . . . . . . . . A7
6 Instrumental Validation . . . . . . . . . . . . . . . . . . . . . . A8
7 Current Research . . . . . . . . . . . . . . . . . . . . . . . . . . A11
8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A12
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A13
B Updates on the Real-Time Spherical Array Renderer (ReTiSAR) B1
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B3
2 Rendering Method . . . . . . . . . . . . . . . . . . . . . . . . . B4
3 Latest Developments . . . . . . . . . . . . . . . . . . . . . . . . B6
3.1 Rendering Enhancements . . . . . . . . . . . . . . . . . B6
3.2 Performance Optimizations . . . . . . . . . . . . . . . . B7
3.3 Convenience Functions . . . . . . . . . . . . . . . . . . . B9
4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B10
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B11
C Evaluation of Sensor Self-Noise In Binaural Rendering of Spherical
Microphone Array Signals C1
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C3
2 Rendering Method . . . . . . . . . . . . . . . . . . . . . . . . . C4
3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C5
x
4 Instrumental Evaluation . . . . . . . . . . . . . . . . . . . . . . C6
4.1 Spatially Uniformly Distributed Incoherent Noise . . . . C6
4.2 Spatially Non-Uniformly Distributed Incoherent Noise . C9
5 Perceptual Evaluation . . . . . . . . . . . . . . . . . . . . . . . C10
5.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . C10
5.2 Results and Discussion . . . . . . . . . . . . . . . . . . . C13
6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C15
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C16
D Instrumental Evaluation of Sensor Self-Noise in Binaural Render-
ing of Spherical Microphone Array Signals D1
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D3
2 Rendering Method . . . . . . . . . . . . . . . . . . . . . . . . . D5
3 Rendering Configurations . . . . . . . . . . . . . . . . . . . . . D6
4 Acquisition Method . . . . . . . . . . . . . . . . . . . . . . . . D8
5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D12
6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D16
7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D18
8 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D19
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D22
E Effects of Additive Noise in Binaural Rendering of Spherical Mi-
crophone Array Signals E1
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E4
2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E7
2.1 Spherical Harmonic Based Rendering . . . . . . . . . . . E7
2.2 Investigated Array and Rendering Configurations . . . . E9
2.3 Acquisition of Ear Signals . . . . . . . . . . . . . . . . . E11
2.4 Analysis with the Composite Loudness Level . . . . . . E11
2.5 Quantization of CLL According to Audibility Thresholds E14
2.6 Accumulation to CLL Gradient Detections . . . . . . . E14
2.7 Simplified Representation and Prediction of Audibility . E15
3 Non-Uniformly Contributing Noise with One Boosted Channel E17
3.1 Influence of Boosted Channel Level . . . . . . . . . . . . E17
3.2 Influence of Boosted Channel Azimuth . . . . . . . . . . E18
3.3 Influence of Boosted Channel Elevation . . . . . . . . . E19
xi
4 Uniformly Contributing Noise . . . . . . . . . . . . . . . . . . . E20
4.1 Gauss-Legendre Grid at Maximum Supported SH Order E20
4.2 Lebedev Grid at Maximum Supported SH Order . . . . E21
4.3 Fliege-Maier Grid at Maximum Supported SH Order . . E22
4.4 Eigenmike Grid at Maximum Supported SH Order . . . E22
4.5 Influence of a Mismatched SH Order . . . . . . . . . . . E23
4.6 Influence of Radial Filter Limitation . . . . . . . . . . . E25
4.7 Influence of Other SH Processing Parameters . . . . . . E25
5 Normally Distributed Contributing Noise . . . . . . . . . . . . E27
6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E29
6.1 Interpretation of CLLgd Values . . . . . . . . . . . . . . E29
6.2 Results for Uniformly Contributing Noise . . . . . . . . E30
6.3 Results for Non-Uniformly Contributing Noise . . . . . E31
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E33








This chapter provides a concise explanation of the fundamentals of using
spherical microphone arrays for the binaural reproduction of spatial sound
fields. The goal is to introduce the relevant terminology and concepts to
non-experts of the field. For a detailed treatment of the mathematical concepts
and discussion of the challenges at hand, the reader is referred to the referenced
scientific literature including contributions by the author of this thesis.
1.1 Context
In recent years, a growing demand and the availability of hardware and software
for the creation and consumption of extended reality (XR) content can be seen.
XR applications may provide improved immersion, spatial fidelity as well as
possibilities for the consumer to interact with and move around within the
presented environment. Thereby, more and more sophisticated technologies
are utilized to create virtual reality (VR) or alter existing environments by
means of augmented reality (AR). In doing so, the consumer’s attention is
often drawn towards the visual sense, while also major advancements in the
processing of the auditory content are required.
3
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In order to provide a plausible auditory representation while moving through
or interacting in XR, the spatial distribution of the sound field needs to be
considered. This requires more sophisticated methods for both the capture and
the reproduction of the acoustic environment compared to traditional channel-
based techniques like stereophony or surround sound. Ambisonics [1] is such a
technology that allows for the recording and playback of spatial sound fields [2].
Although established in the academia for a long time, it has only recently been
adopted in tools and standards for media production and broadcasting [3].
A virtual acoustic environment (VAE) may be either created, simulated or
captured from artificially composed as well as physically existing scenarios.
The reproduced spatial sound field is typically presented either to an audience
area via an array of loudspeakers or to a single listener via headphones. The
latter is termed binaural rendering, which facilitates the ability of the auditory
system to localize sounds in a three-dimensional space by the means of two
Figure 1.1: Neumann KU100 dummy head to capture HRIR data under free-field




ears. A comprehensive overview over different techniques to achieve binaural
reproduction can be found for example in [5], [6].
In binaural hearing, humans as well as other mammals utilize auditory cues
like inter-aural time differences (ITD) and inter-aural level differences (ILD)
to conceive their acoustic environment [7]. Such cues may be encoded in the
form of acoustic transfer paths from a sound source at different incidence
directions to the listener’s ear drum, which are termed head-related impulse
responses (HRIRs) in a free-field i.e., anechoic environment. Binaural cues
are thereby highly specific to the listener according to the individual shape of
their outer ears (pinnae), head, shoulders and torso. This personalisation is
a major challenge in the application of binaural rendering, as capturing the
individual HRIRs of every listener is currently unfeasible. Academic research
and commercial applications therefore often use the data of acoustic dummy
heads, like the one shown in Fig. 1.1, the render non-individualized binaural
sounds. Thereby, various databases exist, e.g. 1, that make generic as well as
individual HRIR data sets with very high spatial resolution freely available to
the public.
The use of generic (or mismatched) HRIRs over personal ones has diverse
implications on the timbral and spatial accuracy of the reproduced acoustic
scene [8], [9]. For example, the reproduced virtual source usually shows devia-
tions in it’s perceived direction that is larger in terms of elevation than in az-
imuth compared to the real-world sound source, when using non-individualized
HRIRs [10]. Typical problems of a static binaural auralization i.e., front-back
confusion and a lack of externalization of the rendered sound source, can be
substantially mitigated when applying dynamic head-tracking [11]. Latter
refers to incorporating the listener’s instantaneous head orientation into the
rendering process, which results in an anchored (world-locked) auralization of
the sound scene. This allows the listener to move freely within the acoustic
environment, although an accurate reproduction is currently limited to head





This thesis focuses on the application of capturing a real-world acoustic envi-
ronment by means of a spherical microphone array (SMA). The goal is to create
a head-tracked binaural reproduction via headphones that is indistinguishable
from natural hearing in the given scenario.
Under room conditions, more binaural cues than fundamental ITDs and
ILDs are available to the listener to accurately localize a sound source with
respect to distance and incidence direction. There, the auditory system also
utilizes for example the time structure, loudness and coloration of reflections
of the sound on objects within and the boundaries of the room. In analogy to
anechoic HRIRs, the transfer paths from a sound source to the ears including
the room’s influence are then termed binaural room impulse responses (BRIRs).
Figure 1.2: Dummy head (audience area, back center) to capture BRIR data from a
sound source (stage, front right) under room conditions. Image from [12]
licensed under CC BY 4.0.
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1.2 Applications
BRIRs accurately preserve the characteristics of both the sound source
(e.g. position, timbre, directivity) and of the room (e.g. modes, reflections,
reverberation). An exemplary measurement setup is shown in Fig. 1.2. This
method is capable of providing an authentic i.e., perceptually indistinguish-
able from reality, reproduction of the the captured space for individual head
orientations [13], as well as a dense grid of orientations [14] or positions [15].
This method for the binaural reproduction of a captured space is represented
by the top configuration in Fig. 1.3. A single-channel signal may be convolved
with the BRIRs from a sound source in order to auralize arbitrary (typically
anechoic recorded) audio content in the captured environment.
Measured BRIRs directly encode the listener-specific cues of the utilized
dummy head in the captured ear signals. This prohibits the use of individualized
HRIRs during the reproduction with this auralization method. It is therefore
desired to first capture the spatial composition of the sound field without any
binaural cues. This may be achieved by acquiring the transfer paths from the
sound source to a microphone array at the listening location, termed array
room impulse responses (ARIRs). A device that allows to measure ARIRs
with arbitrarily high spatial resolution by sequentially capturing the individual

































Figure 1.3: Methods for the spatial reproduction of an existing sound field by
means of binaural rendering. From top to bottom, the methods provide
increasing degrees of freedom during capture and reproduction.
7
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signal with the ARIRs results in the equivalent number of microphone array
signals, as shown in the middle configuration in Fig. 1.3.
For SMAs, convenient mathematical tools exist that allow for the extraction
of a sound field description from the microphone signals by means of plane wave
decomposition [17]. Thereby, the sound pressure distribution on the surface of
the array is transformed into the spherical harmonic (SH) domain by means
of the spatial Fourier transform [18], [19]. SHs form a set of mathematically
orthogonal basis functions, with the first real SHs up to 3rd order visualized
in the cover image of this thesis.
Subsequently, different methods exist to binaurally render the decomposed
sound field, e.g. by an intermediate decoding to virtual loudspeakers [20]
Figure 1.4: VariSphear SMA measure-
ment device to capture ARIR
data [5]. Image from [12] li-
censed under CC BY 4.0.





M = 16 Fliege-Maier M = 81
M = 26 Lebedev M = 110
M = 32 Gauss-Legendre M = 162
Figure 1.6: Exemplary SMA sampling grids with differing numbers of micro-
phones M , suitable for the decomposition of the sound field at a
maximum SH order of 3 (left) and 8 (right).
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or by a combination with the similarly transformed HRIR data directly in
the SH domain [21]. In this work, the latter method is implemented in an
end-to-end real-time processing pipeline as documented in Paper [A] and
Paper [B].
An example for a commercially available SMA is shown in Fig. 1.5, whose
32 microphones allow for a sound field decomposition of up to 4th SH order.
A multitude of sampling strategies exist to yield a grid of microphone positions
which compromise between the stability when extracting the SH coefficients
and the sampling efficiency [22]. Fig. 1.6 visualizes the resulting microphone
positions on spherical grids following some exemplary Fliege-Maier [23], Lebe-
dev [24] and Gauss-Legendre [25] sampling strategies.
The two presented approaches based on BRIRs and ARIRs do not allow
for changes in the spatial composition of the sound field, which is encoded in
the captured impulse responses as a linear time-invariant (LTI) system. This
means, apart from the head-tracked orientation of the listener, the acoustic
scene remains static. In order to allow for the reproduction of numerous
sources, varying environmental conditions as well as changes in the position of
the sound sources or the SMA receiver, the continuous stream of microphone
array signals needs to be processed. Such continuous signals may be live-
captured from an SMA, replayed from local storage medium or streamed from
an internet service.
At its core, the rendering of the continuous SMA signals is identical to the
reproduction with ARIRs, as indicated by the bottom configuration in Fig. 1.3.
In order to incorporate the listener’s head orientation and to not cause artifacts
or dropouts, the rendering needs to be performed in real-time i.e., in a block-
wise manner. This means the processing of a block of signals needs to be
completed before the arrival of the next block i.e., in quick succession of block
lengths of typically tens of milliseconds. To avoid long block lengths and there-
fore potentially noticeable delays in an auralization, sophisticated processing




The mathematical and physical concepts of capturing spatial sound fields
with SMAs is well understood [27]. However, real-world applications induce
considerable physical limitations over how they are described in the theory.
This section provides a brief outline of the existing challenges regarding the
accuracy of the produced ear signals in the binaural rendering of SMA signals.
1.3.1 Spatial Undersampling
The theory requires a continuous layer of microphones whereas practical
implementations may only employ a finite set of discrete microphones. This
undersampling of the sound field causes spatial aliasing at high frequencies [28].
This results in spatial ambiguities which may be described as a loss in spatial
resolution, e.g. an unnatural increase in perceived size or proximity of the
reproduced sound source. On average, the spatial aliasing also leads to an
over-emphasis of the magnitude spectrum at high frequencies, which may be
compensated by a matched equalization filter [5].
Furthermore, the limited number of array sensors allows for the extraction of
the captured sound field of only lower SH orders. With the employed rendering
method, this results in the higher-order components of the HRIR data being
discarded. Therefore, this is termed SH order truncation and may be described
as a loss in spatial resolution i.e., a spatial smoothing, of the listener-specific
cues. On average, the effect also causes an attenuation of the signals at high
frequencies, which again may be addressed by global equalization [29].
The greatest challenge with the SH order truncation lays in deviations from
the high-resolution data which are strongly dependent on the direction of
sound incidence. To visualize this, Fig. 1.7 and Fig. 1.8 show the resulting
errors varying considerably over frequency and head orientation for different
SMA configurations according to Fig. 1.6 at 3rd and 8th SH order. The
individual spectra were smoothed in third octave bands before the differences
to the utilized Neumann KU100 [4] dummy head reference are determined.
The depicted examples render a simulated plane wave under anechoic condi-
tions impinging from frontal direction. The resulting deviations are qualita-
tively similar from measurements of SMAs under real-world room conditions
(e.g. [37, Fig. 6]). A higher SH order raises the aliasing frequency as apparent
when comparing Fig. 1.7 and Fig. 1.8. The several spherical sampling grids
11
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Figure 1.7: Deviations for the left ear from a simulated plane wave from azimuth 0°
in the horizontal plane on SMAs with different sampling grids at 3rd
SH order compared to the corresponding dummy head reference at 44th
SH order. The strong dependency on the azimuth angle of head orien-
tation is apparent above the respective aliasing frequency fA = 1.9 kHz.
12
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Figure 1.8: Deviations for the left ear from a simulated plane wave from azimuth 0°
in the horizontal plane on SMAs with different sampling grids at 8th
SH order compared to the corresponding dummy head reference at 44th
SH order. The strong dependency on the azimuth angle of head orien-
tation is apparent above the respective aliasing frequency fA = 5 kHz.
13
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show slight differences in detail but yield qualitatively similar results. Also
other parameters like the employed radial filters (cf. Sec. 1.3.2) may exert a
minor influence on the accuracy of the rendered target sound field ear signals.
The local deviations of the order truncated reproduction are caused by spatial
undersampling of the naturally very complex directivity of the HRIR data.
Thereby, the largest errors arise at high frequencies and for contralateral sound
incidence i.e., in the ear facing away from the source (cf. positive azimuth angles
in Fig. 1.7 and Fig. 1.8). These local deviations cannot be mitigated by means of
a global equalization of the magnitude spectra, but require more sophisticated
processing methods. For this, tapering of the SH coefficients [30] as well as time
alignment [31] and Magnitude Least-Squares (MagLS) optimization [32] of the
HRIR data have been proposed. An improved version of the MagLS approach,
which also considers the spatial aliasing on the SMA scattering body as well
as non-optimal radial filters (cf. Sec. 1.3.2) into the optimization, has been
recently proposed in Paper [L, 33].
The perceived fidelity in timbral and spatial reproduction of different SMA
and rendering configurations has been investigated, e.g. in [5], [34] as well as
Paper [F, 35]. The perceived effectiveness of different mitigation approaches
for spatial aliasing and SH order truncation has been compared, e.g. with
contributions of this author in Paper [G, 36], Paper [H, 37] and Paper [I, 38].
1.3.2 Array Imperfections and Additive Noise
Hardware imperfections may constitute substantial limitations on the theo-
retical models for the processing of SMA signals. On the one hand, imperfect
placement or a sensitivity mismatch of the microphones may cause spatial
distortions of the captured sound field, since the acquired information does not
coincide with the desired spatial sampling. Considering practical constrains on
the accuracy of the microphone positioning showed a relevant influence, which
should be considered in the design and manufacturing of SMAs [28].
On the other hand, additive noise may present a considerable nuisance factor
in practical applications of SMAs. The theoretical influence of sensor self-noise
was investigated in simulations of a spatially uniform white-noise-gain (WNG),
e.g. in [5], [28], [39]. This work is continued in Paper [C], Paper [D] and
Paper [E] for a practical implementation of the SMA processing pipeline as
well as for spatially non-uniform noise contributions from the individual array
sensors. The practical relevance of various noise contributions in different real-
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world applications is briefly discussed in Sec. 3.1.
The processing in the SH domain allows for removing the influence of the
scattering of the microphone array body from the captured signals. This is
achieved by the so-called radial filters, which are part of the “SH convolution”
process in Fig. 1.3. Open arrays may be realized, whereas the SMA designs
with a rigid scattering body (e.g. Fig. 1.4 and Fig. 1.5) have been preferred for
their improved numerical conditioning of the resulting filters [28].
In theory, the radial filters require high gains at low frequencies and therefore
amplify the influence of array imperfections and additive noise. Various
approaches have been proposed to limit the radial filter gains and equalize the
magnitude transfer function, e.g. by Tikhonov-regularization [40], highpass
filtering [41] and soft-clipping [5]. Latter method is applied in this work and
is visualized aside the unlimited filters in Fig. 1.9. The limitation may be
interpreted as a reduction of the available SH order of the sound field at low
frequencies (cf. Sec. 1.3.1). This is equivalent to a loss in spatial resolution,
which is perpetually irrelevant for reasonably chosen gain limits due to the low
directivity of HRIR data at low frequencies [31]. Furthermore, the impact of a
conservative limitation on the magnitude spectra of the binaural output signals
at low and high frequencies may be compensated by global equalization [37].


























Figure 1.9: Exemplary radial filters applied for the decomposition of the sound field
from an SMA with a rigid spherical scatterer of radius 8.75 cm. The
very high amplification gains at low frequencies (dashed lines) require
regularization in practical applications (solid lines). The plot visualizes




This thesis is focused on the following key objectives:
• Implementation of a Python application for the binaural rendering of
streamed audio signals from spherical microphone arrays.
→ Paper [A], Paper [B]
• Identification of the array and rendering requirements for a high repro-
duction quality with respect to perceived spaciousness and timbre.
→ Paper [F, 35], Paper [G, 36], Paper [H, 37], Paper [I, 38]
• Assessment of additive noise (e.g. microphone self-noise) in the array
signals and its influence on the rendered ear signals.
→ Paper [C], Paper [D], Paper [E]
1.5 Thesis Outline
This thesis is structured as follows:
Chapter 1 presented a brief introduction of the terminology and concepts
employed for the binaural rendering of spherical microphone arrays signals.
Chapter 2 provides an individual summary of the papers included in Part II.
Chapter 3 concludes this thesis and gives a perspective on future work.
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CHAPTER 2
Summary of Included Papers
[A] Hannes Helmholz, Carl Andersson, Jens Ahrens
Real-Time Implementation of Binaural Rendering of High-Order Spheri-
cal Microphone Array Signals
Published in Fortschritte der Akustik – DAGA 2019,
pp. 1462-1465, Rostock, Germany, Mar. 2019.
©2019 Deutsche Gesellschaft für Akustik .
This publication presents the first results of our implementation for the binaural
rendering of signals from spherical microphone arrays. The software is based
on previously published Matlab and Python toolboxes which were also used
to verify the results. The publication shows that Python, together with
the utilized programming techniques and libraries, can provide a suitable
framework for such processing-heavy audio applications, even under real-time
constraints. The implementation at the time is able to render array signals of
tens to hundreds of microphone channels on conventional computer hardware.
The work will be refined in Paper [B] and provides the foundation for the
following publications. The implementation was made publicly available under
an open-source license.
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[B] Hannes Helmholz, Tim Lübeck, Jens Ahrens, Sebastià V. Amen-
gual Garí, David Lou Alon, Ravish Mehra
Updates on the Real-Time Spherical Array Renderer (ReTiSAR)
Published in Fortschritte der Akustik – DAGA 2020,
pp. 1169–1172, Hannover, Germany, Mar. 2020.
©2020 Deutsche Gesellschaft für Akustik .
This publication presents improvements to our in Paper [A] published binaural
renderer for spherical microphone array signals. These comprise for example
an interface for impulse response data sets in the SOFA format as well as the
methods for the mitigation of processing limitations due to spatial undersam-
pling. Furthermore, we implemented the addition of noise into the microphone
channels of any kind of spherical array configuration with arbitrary coloration
and inter-channel distribution. This functionality will be used in the following
Papers [C], [D], [E] for the detailed assessment of additive noise components.
By now, performance improvements to the processing pipeline allow for the
real-time rendering of hundreds of microphone impulse responses with the
simultaneous emulation of additive noise to all channels.
[C] Hannes Helmholz, Jens Ahrens, David Lou Alon, Sebastià V. Amen-
gual Garí, Ravish Mehra
Evaluation of Sensor Self-Noise In Binaural Rendering of Spherical Mi-
crophone Array Signals
Published in Proceedings of International Conference on Acoustics, Speech
and Signal Processing,
pp. 161-165, Barcelona, Spain, May 2020.
©2020 IEEE DOI: 10.1109/ICASSP40776.2020.9054434 .
This work presents the first results of auralizing and analyzing the propaga-
tion of additive noise through a real-time processing pipeline for spherical
microphone arrays, as published previously in Paper [B]. The instrumental
evaluation confirms that different array and rendering parameters have a
strong influence on the spectral balance and the overall level of the rendered
noise. The character of the noise is thereby independent of the listener’s head
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orientation in the case of spatially uniformly distributed noise. However, the
timbre changes with head orientation in the case of spatially non-uniform
noise contributions, e.g. from a single channel exhibiting an increased noise
level. In a perceptual user study presenting such a scenario, we determine
audibility thresholds of the coloration artifact during head rotations, which
vary considerably for different array configurations. The perceptual thresholds
will be utilized to develop a predictive model for audibility in Paper [E].
[D] Hannes Helmholz, David Lou Alon, Sebastià V. Amengual Garí,
Jens Ahrens
Instrumental Evaluation of Sensor Self-Noise in Binaural Rendering of
Spherical Microphone Array Signals
Published in Proceedings of Forum Acusticum,
pp. 1349–1356, Lyon, France, Dec. 2020.
©2020 European Acoustics Association DOI: 10.48465/fa.2020.0074 .
We pursue the methodology of Paper [C] to instrumentally investigate noise
components in the binaural rendering of spherical microphone array signals.
Here, the focus is on examining the frequency-dependent effects on the wanted
target signals versus the unwanted noise signals. The analysis is performed
by comparing the respective signal-to-noise ratio (SNR) between a selected
microphone of the array and the binaural output signals. We find that in
particular small array radii or a weak restriction of the radial filter gains can
impair the SNR in the rendered signals. Array configurations larger in size or
number of sensors on the other hand can yield an improved SNR compared
to a single sensor. The observed effects are strongly frequency-dependent
while influencing the SNR by up to ±10 dB. We also find some undesired
variations in the spectral properties of rendered additive noise during head
rotations for some higher-order Lebedev grids. In the appendix, we measure
and analyse the self-noise signals from a commercially available spherical
microphone array, which will be utilized in Paper [E]. The results show that
the observed noise levels, color and inter-channel differences strongly depend
on the specific hardware as well as the employed pre-amplification gain.
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[E] Hannes Helmholz, David Lou Alon, Sebastià V. Amengual Garí,
Jens Ahrens
Effects of Additive Noise in Binaural Rendering of Spherical Microphone
Array Signals
Accepted for publication in
IEEE/ACM Transactions on Audio, Speech, and Language Processing,
Oct. 2021.
©2021 IEEE .
We conclude the investigation of additive noise components in streamed signals
from spherical microphone arrays. This publication is focused on generalizing
our previous findings to a broader set of array configurations and noise dis-
tributions. wider range of array and rendering configurations. We calibrate
the instrumental metric of Composite Loudness Level (CLL) to the perceptual
thresholds determined in Paper [C] and predict the audibility of changes in
the rendered noise due to head rotations. In this way, we demonstrate that in
particular spherical sampling grids that exhibit negative quadrature weights
can produce audible variations even if the noise level is equal in all channels.
This is seen for example in some Lebedev and Fliege-Maier grids, as observed
before in Paper [D]. Overall, the analysis shows that the influence of the noise
from individual array channels is determined by the proximity of their virtual
location to the relative trajectory of the ears.
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CHAPTER 3
Concluding Remarks and Future Work
This chapter provides a conclusion on the objectives presented in Sec. 1.4.
An implementation of a processing pipeline for the binaural rendering of
streamed audio signals from spherical microphone arrays was presented. The
Python programming language was found to be a viable framework for real-time
audio processing applications, even when hundreds of microphone channels
have to be processed simultaneously (cf. Paper [A]). Optimization of the
implementation allow for the reproduction of higher-order SMA configurations
or otherwise at a lower rendering block-size with the latter providing a lower
head-tracking and overall processing latency (cf. Paper [B]). The utilized frame
size in the block-wise processing does not have an audible effect of the expansion
of the microphone array signals into SH coefficients or other components of
the rendering pipeline.
SMA rendering configurations have been perceptually compared to the
corresponding auralizations of a dummy head reference. In direct compari-
son, differences in terms of spaciousness and / or timbre remain audible up
to 12th SH order (cf. Paper [F, 35], [34]). Multiple algorithms to mitigate
the perceptual impairments from spatial undersampling, e.g. Spherical Head
Filter (SHF) [29] and MagLS [32], yielded comparable but significant im-
21
Chapter 3 Concluding Remarks and Future Work
provements at low to medium SH orders in real-world listening environments
(cf. Paper [G, 36], Paper [H, 37], Paper [I, 38]). Thereby, the SH order trunca-
tion seems to wield a larger influence than the apparent spatial aliasing in the
binaural rendering of SMA data.
3.1 Relevance of Noise in Practical Applications
The implemented processing pipeline was extended to generate noise of arbi-
trary coloration, which may be added to the microphone channels of any SMA
configuration. The presented work provides tools to determine the influence of
noise in diverse spatial contributions on the rendered ear signals. Table 3.1
gives an overview of potential signal components in the SMA signals in a
practical recording application. All different types of noise are likely to be
present in a real-world scenario, while their relative strengths highly depend
on the environmental conditions as well as the employed recording hardware.
The wanted components of the SMA signals are samples of the impinging
sound field, which are related through the wave equation. Thereby, acoustic
environmental noise is part of the captured target source signals, with both
components adding up coherently between sensors in the rendering according
to the SMA literature (cf. Sec. 1.3.2). Nevertheless, the two sound field
components may be modeled assuming differing long-term average spectra
(cf. coloration in Table 3.1) and representative signal levels (e.g. [42]–[44]).
The captured sound field will be superimposed with varying amounts of
additive noise, which are mostly assumed to be uncorrelated. This causes them
to add up incoherently in the binaural rendering, resulting in an alteration of the
apparent signal-to-noise ratio (SNR) depending on the hardware and software
configuration (cf. Paper [D]). Additive noise may originate from pre-amplifiers,
analog-to-digital converters (ADCs), signal quantization, thermal noise in the
microphone capsules or electromagnetic interference like hum. They may
be modeled depending on their spatial distribution as uniform, normal or
non-uniform contributions to the SMA signals (cf. Paper [C] and Paper [E]).
Any undesired variations in the rendered additive noise over different head
orientations will be masked by the present sound field components. Audibility
of the variations may therefore be very limited in the presence of acoustic
background noise. A conclusive assessment of the practical relevance in
representative recording applications is subject to future work.
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Chapter 3 Concluding Remarks and Future Work
3.2 Simplification of the Array Geometry
Binaural rendering of a sound field captured by an SMA has proven to be a
convenient framework. However, the amount of microphones for a high-fidelity
reproduction can be substantially high. Even with state-of-the-art rendering
techniques, SH orders of 8 or higher may be required to render a captured
sound field with negligible perceptual impairments [5], [31], [34], [37], [38]. This
necessitates an SMA with at least 81 microphones (cf. Paper [E, Table 2]), which
renders such a design currently unviable to be built for commercial applications.
It is obvious that there is a desire to lower the number of microphones while
maintaining a similar reproduction quality. For the discussed application of
physically accurate binaural rendering in SHs, this may be achieved by:
• Mitigate the impairments of SH truncation of the HRIR data, which may
allow for a significant reduction of the required SH order and therefore
the number of sensors in the deployed SMA. A method was proposed
for example in [49], [50], although it currently does not allow for similar
a freedom in terms of reproducing with dynamic head-tracking of the
listener and/or capturing dynamic scenes from streamed microphone
signals (cf. Fig. 1.3).
• Extract the high-resolution description of the sound field from an array
geometry employing less microphones. This was attempted many times,
e.g. for planar [51], [52], cylindrical [53], [54] and spherical [55], [56]
microphone arrays, but did not yield a SH-compatible representation of
the three-dimensional sound field.
Capturing the sound field with an SMA has the benefit of providing equal
properties for all angles of sound incidence. However, there may be scenarios
where this might not be required, as the human auditory system is less sensitive
for spatial differences in elevated sound sources [7], [58]. Therefore, it may
be sufficient to focus on an accurate reproduction of sources in the horizontal
plane [54], [59].
A solution based on and microphones located solely on the equator of a
spherical scattering body, termed equatorial microphone array (EMA), was
proposed with contributions of this author in Paper [J, 60] and Paper [K, 61].
This was adapted to scattering geometries in the shape of a human head in
Paper [M, 57] and Paper [N, 62], termed XMA. A visualization of possible
24
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SMA EMA
sXMA eXMA
Figure 3.1: Exemplary microphone arrays for 8th-order decomposition of the sound
field. SMA: 110 microphone Lebedev grid (top left), EMA: 17 equian-
gularly spaced microphones (top right), sXMA: 110 microphone Lebe-
dev-inspired grid (bottom left), eXMA: 18 equiangularly spaced mi-
crophones (bottom right). Plots reprinted from [57, Fig. 1 and Fig. 2].
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microphone array configurations for the different array geometries is given
in Fig. 3.1.
The evaluation of the proposed array geometries was performed based on
simulations of anechoic plane waves and point sources. In these scenarios, the
different approaches yield very promising results with only mild deviations
from the optimal results, even for sound sources outside of the horizontal
plane. A perceptual evaluation of the different array geometries based on
measurements of real-world acoustic scenarios will be performed in the future.
The study will investigate how the spatial fidelity of the room reproduction,
in particular from elevated sound sources, is affected by the different array
geometries (SMA, EMA, XMA in comparison to reference binaural cues).
The work on equatorial microphone arrangements as well as potentially
head-mounted microphone arrays will be presented and discussed in the PhD
dissertation of the author of this thesis.
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