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Abstract
In nature we have observed that the weak force is inherently short ranged, and thus
must be mediated via heavy gauge bosons. Explicitly adding mass terms for these particles
to the Standard Model Lagrangian, however, breaks the gauge symmetry upon which the
theory is constructed. In 1964, the so-called Higgs Mechanism was independently proposed
by Robert Brout, Francois Englert and Peter Higgs, which spontaneously gives rise to the
masses of the gauge bosons as well as the fermions. In the Higgs mechanism, a new complex
scalar SU(2) doublet field is added to the SM Lagrangian which below a critical temperature
acquires a vacuum expectation value through spontaneous electroweak symmetry breaking.
When this field is re-expanded around its new minimum, the mediating gauge fields of the
electroweak interaction are mixed to produce three heavy gauge bosons
(
W+,W−, Z0
)
and
one massless boson, the photon. The quanta of this new field has come to be called the
Higgs boson and verifying its existence remains to be one of the last important tests of the
Standard Model. The mass of this new particle, however, cannot be directly calculated due
to the unknown self-coupling parameter of the Higgs field. Presented within is a search for
the SM Higgs boson produced in association with a top quark pair at the CDF II detector
at the Tevatron in 6.3 fb−1 of data. We consider events which have 1 or more identified
charged leptons, an imbalance in transverse momentum and at least 5 jets, where at least
two of these jets are consistent with originating from the decay of a B hadron. Using a
neural network ensemble technique, we place 95% confidence level upper limits on the tt¯H
production cross section for Higgs boson masses ranging from 100 GeV/c2 to 150 GeV/c2.
For a mass of 120 GeV/c2 the expected limit is 16.3 times the standard model predicted
cross section.
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Chapter 1
Introduction
The most incomprehensible thing about the world is that it is comprehensible.
-Albert Einstein
Physics is the most basic field of science, concerned with discovering the fundamental
principles that govern our universe. The birth of scientific thought is generally regarded
as having happened over two and a half millennia ago in the ancient Greek colony of
Miletus. There philosophers began questioning the ideas of old, and wondering what was
the composition of the physical world. From this period, ideas such as the classical elements
of air, earth, wind and fire, notions of the “void,” and atoms originated from philosophers
such as Anaximander, Empedocles, and Democritus. Such ideas remained pre-eminent for
almost two thousand years, even throughout the European Renaissance period. Not until
the birth of modern chemistry led by Antoine Lavoisier, did tables of elements no longer
contain the classical elements. In the late 17th century, Isaac Newton pioneered the field
of physics in its modern form by introducing his equations of motion, which describe how
objects move under the influence of forces. Work by others, such as Lagrange, Faraday,
Kelvin, Maxwell, and Boltzmann, in the 18th and 19th centuries ushered in ideas about
mechanics, electromagnetism, and thermodynamics that form the basis of physics as it is
taught today.
The fields of nuclear and particle physics are generally agreed to have begun with Ernest
Rutherford’s groundbreaking experiment of scattering alpha particles off of a thin foil of
gold atoms [1]. Scattered particles with very large deflection angles were found, leading
Rutherford to conclude that the positive charge of the atom was concentrated in a very
small region in the center, known as the nucleus. Along with J.J. Thomson’s discovery of
the electron in 1897, it was now clear to scientists that the elements of the periodic table were
not themselves fundamental, but consisted of yet smaller particles. Further experimental
and theoretical advances over the next twenty years would advance the field of particle
physics immensely. By adopting Max Planck’s quantum theory, Niels Bohr in 1913 was
able to accurately predict the energy levels of the hydrogen atom. This was followed up by
1
the work of Erwin Schroedinger, who in 1923 wrote down his eponymous equation founding
the field of quantum mechanics. Coupling the new ideas of quantum mechanics with Albert
Einstein’s 1905 theory of special relativity, Paul Dirac began formulating the first quantum
field theory in 1928, which would forever shape the nature of particle physics to come.
Contrary to the development of physics before the November revolution of 1974, modern
high energy physics or particle physics has the distinct feature of theoretical work leading
that of experimentalists. Before the invention of modern quantum field theory, physicists
had little idea how to accurately describe the results seen by experiment in a natural and
unified manner. Today, however, experimentalists strive to build devices that can even
begin to attempt to provide evidence for or to eliminate the ideas put forward by modern
theorists. Much of this is due to the incredible amount of work done between the time
of Dirac and modern day. Through the insights of physicists such as Bethe, Feynman,
Schwinger, Gell-Mann, and Weinberg, the theory known as the Standard Model of particle
physics, which describes the fundamental constituents of nature and their interactions, was
born. Today, the Standard Model is being tested to its limits using experiments such as the
Collider Detector at Fermilab, and while we know the Standard Model not to be an exact
theory of nature, it is incredibly close.
2
Chapter 2
The Standard Model of Particle
Physics
2.1 Introduction
The Standard Model of particle physics is one of the most accurate and successful the-
ories in history, with predictions experimentally verified up to 11 significant digits. Built
off of ideas from classical field theory and quantum mechanics, the Standard Model is what
is known as a quantum field theory. Much like the electric and magnetic fields in classical
electromagnetism, the objects present in the Standard Model are fields, however they have
been quantized similar to states in quantum mechanics. The quantized excitations in these
fields are observed as particles, accounting for all of the basic constituents of nature that
we are familiar with today. Not only does the Standard Model describe how these particles
have come to exist, but also how they interact, or more precisely how the particle fields
interact. This is described through the Lagrangian of the Standard Model, which includes
terms describing the kinetic energy, potential energy, and interactions of each field. The
SM Lagrangian is based off of the symmetry groups, SU(3) × SU(2)I × U(1)Y , of the in-
cluded interactions, respectively the strong and electroweak interactions. Because the SM
Lagrangian is locally invariant under a continuous group of gauge transformations coming
from these symmetry groups, the SM is known as a Yang-Mills gauge theory. The interac-
tions between the fields in the SM are governed by the terms in the SM Lagrangian which
contain the wavefunctions of those fields, as well as a coupling constant, which determines
the strength of the interactions.
The fundamental particles described by the Standard Model can be grouped into four
subsets, as shown in Figure 2.1. The first set of particles are known as quarks, have intrinsic
spin 1/2 and come in six different types or “flavors”, namely up, down, charm, strange, top
and bottom. These six quarks are grouped into three generations based upon their masses.
The lightest set of quarks are the up and down. These two particles make up the largest
portion of the universe as they are the constituents of protons (uud) and neutrons (udd).
3
Figure 2.1: The fundamental particles of the Standard Model
4
Figure 2.2: The couplings between fundamental fields in the Standard Model
The next two heavier quarks are the charm and strange quark, while the the heaviest are the
top and bottom. The top quark is nearly 200 times as massive as a proton at 173 GeV/c2,
weighing almost as much as a gold atom, while the up quark has a mass of only a couple
MeV/c2 [2]. The three up-type quarks, (u, c, t) have an electric charge of +2/3e, where e
is the positron charge, while the down-type quarks, (d, s, b) quarks have an electric charge
of −1/3e. In addition to electric charge, all quarks have a fundamental quantum number
called color, which is the charge associated with the strong force. Quarks experience all
four of the fundamental interactions, and are never seen isolated due to the phenomenon of
confinement in the strong interactions. As a result, we always see quarks in bound states
called hadrons. There are two known types of hadrons, baryons and mesons, however a
priori any combination of quarks which is a color singlet is possible. Baryons are hadrons
which have three quarks or three anti-quarks, while mesons are hadrons composed of a
quark and an anti-quark. Common baryons are again the proton and neutron, and common
mesons, in as much as they are most readily seen in particle physics experiments but not
under everyday conditions, include pions and kaons.
The next set of particles are called leptons and all have intrinsic spin 1/2 as well. The
flavors of leptons include the electron, muon, tau, and their respective neutrinos. These are
grouped similarly to the quarks in that there are three generations of particles, with the
electron being the lightest and only stable lepton. The next heaviest is the muon, followed by
the tau. For each massive lepton, there is an associated massless neutrino, however recent
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experiments have pointed to the fact that neutrinos do in fact have some small amount
of mass. Unlike quarks, leptons do not experience the strong force, due to their lack of
color charge. However, they do experience the electromagnetic, weak and gravitational
forces. Together with the quarks, the leptons are known as fermions, in reference to their
half-integer spin.
The next set of particles are called gauge bosons, as they mediate all of the fundamen-
tal interactions described by the Standard Model. All of the gauge bosons are spin-1 and
some experience the interaction that they mediate, for example the gluon field can couple
to itself. The most commonly known gauge boson is the photon, which mediates the elec-
tromagnetic force, meaning that the forces experienced by charged particles are “created”
by the exchange of photons. The photon is of course massless, allowing the electromagnetic
interaction to be long-ranged. Since the photon couples to particles with electric charge,
and has no electric charge itself, it does not self-interact. The gauge boson of the strong
interactions is known as the gluon, of which there are 8 types, one for each generator of
the group SU(3)C . The gluon mediates the strong force, as well as experiences it due to
self-couplings, making the interaction highly non-linear. The theory describing the strong
interactions, Quantum Chromodynamics, is therefore non-perturbative due to the size of
the strong coupling constant. Gluons are massless, however the effective range of the strong
force is limited by color-confinement, whereby quarks separated by enough distance will
have enough potential energy to create a quark anti-quark pair out of the vacuum. The last
type of gauge boson are the W+,W− and Z bosons which mediate the weak interactions.
These particles are very massive, at 80.4 and 91.2 GeV/c2 respectively, thus making the
weak force short-ranged. The weak force is generally thought as the force responsible for
nuclear decay, namely the production of beta radiation through neutron decay. The last
particle in the Standard Model is the Higgs boson. The Higgs particle is predicted to be
massive, have spin-0 and no electric charge. Through the Higgs mechanism, the Higgs boson
is also predicted to “give” mass to the rest of the Standard Model particles [3].
Using the Standard Model and various tools of quantum field theory, one can effec-
tively calculate the rates of interactions seen in scattering processes, thus making them
the most common method of studying the Standard Model. This is done through a per-
turbative process of breaking up scattering matrix elements into processes with different
intermediate states. The diagrammatic representations of these processes are called Feyn-
man diagrams, and are widely used in the calculation of interaction cross-sections. So-called
tree level diagrams are analogous to first order approximations, and are called such as the
diagrams contain no loops. Higher order processes, requiring multiple interaction vertices,
will contribute less than leading order processes, assuming that the coupling constant of
the interaction is much less than one [4].
Ultimately the Standard Model is not a Theory of Everything, due to its lack of a
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description of gravitation, however there are several other issues that have more recently
arisen pointing to weak points in the theory. The spin-2 graviton, which has been proposed
to be the mediating particle of a quantum description of gravity, has never been observed nor
is it dealt with at all in the Standard Model. Such a quantum description of gravity would
not fundamentally work with General Relativity due to the necessarily random fluctuations
of spacetime. Thus new theories have been put forth that do try to describe all of the
forces, however no evidence has been produced to validate any of these. A second issue
with the Standard Model involves the recent discovery of neutrino oscillations [5], implying
that at least two of the neutrinos have mass, which does not fit with the current theory.
Many physicists take issue with the theory having 19 free parameters, which must be fit
from experimental data. It is commonly thought that a Theory of Everything will be more
elegant and not require such a large number of arbitrary inputs. Lastly, the Standard Model
has no particle that is a viable candidate for dark matter, the “missing” mass seen from
rotation curves and gravitational lensing of galaxies. For these reasons, physicists know the
Standard Model is just an effective field theory below some scale of “new physics,” that has
been predicted to exist at the Q2 = 1− 3 TeV scale. Thus we regard the Standard Model
to be a theory of almost everything, and realize that much work needs to be done before
we can have a complete and accurate description of nature.
2.2 Electroweak Unification
We have observed in nature that the weak force is inherently short-ranged, and thus
must be mediated by massive particles. However, explicitly adding mass to the particles of
the Standard Model, breaks the chiral symmetry upon which the theory is based. Thus a
new mechanism, which breaks this symmetry of the electroweak interactions, must exist. In
the Standard Model of particle physics, one such mechanism does exist, and is known as the
Higgs mechanism [3]. In the Higgs mechanism, a new field is added to the Standard Model,
under which the vacuum is not symmetric. Below some critical temperature, this new
field acquires a vacuum expectation value and spontaneously breaks electroweak symmetry.
All further discussion in this section will deal with the electroweak sector of the Standard
Model [6, 7, 8], neglecting the much smaller contribution of the strong force to electroweak
symmetry breaking.
The fermionic fields of the electroweak sector can be written with left-handed doublets
and right-handed singlets, as fundamental representations of SU(2)I × U(1)Y . The down
type quarks have been written as d′, as to couple the electroweak sector to QCD, one must
introduce a quark-mixing matrix which relates the weak eigenstates of the quarks to their
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mass or propagating eigenstates determined by their Yukawa couplings to the Higgs field.
liL =
(
νei
ei
)
, liR = e
i
R, i = 1→ 3 (2.1)
qiL =
(
ui
d′i
)
, qjR, i = 1→ 3, j = 1→ 6 (2.2)
As one can readily see from this, the Standard Model explicitly violates parity, in that
there are no right-handed neutrinos. The fields have quantum numbers of weak isopin (Tw)
and weak hypercharge (Y ), as shown in Table 2.1.
νL eL eR uL d
′
L uR d
′
R
T3 +1/2 −1/2 0 +1/2 −1/2 0 0
Y −1 −1 −2 +1/3 +1/3 +4/3 −2/3
Q 0 −1 −1 +2/3 −1/3 +2/3 −1/3
Table 2.1: Quantum numbers T3, Y, and Q of the fermionic fields
The electromagnetic charge, Q, of these fields can be calculated using the Gell-Mann-
Nishijima relation.
Q = T3 + Y/2 (2.3)
By using the SU(2)×U(1) structure of these fields as a group of gauge transformations,
one can build a Lagrangian density for the electroweak interactions. The algebra of the total
group, which has four generators, is that of a Lie algebra with the following commutation
relations.
[Ta, Tb] = iabcTc and [Ta, Y ] = 0 (2.4)
Each of these charges must be associated with a gauged vector field in a quantum field
theory. Thus we introduced two sets of fields, one a triplet under isospin W aµ , and one
a singlet under isopin Bµ. The field strengths of these two fields are constructed in the
simplest gauge invariant way possible.
W aµν = ∂µW
a
ν − ∂νW aµ + g2abcW bµW cν (2.5)
Bµν = ∂µBν − ∂νBµ (2.6)
Thus one can write the Lagrangian of the gauge fields as follows, again in the simplest
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Lorentz invariant way possible.
LG = −14W
a
µνW
µν,a − 1
4
BµνB
µν (2.7)
In order to write down the Lagrangian of the fermionic fields, we must first introduce a
covariant derivative, Dµ, which is different for right and left-handed fermions.
DLµ = ∂µ + ig2TaW
a
µ + ig1
Y
2
Bµ (2.8)
DRµ = ∂µ + ig1
Y
2
Bµ (2.9)
Lastly, before we construct the Lagrangian of the fermionic fields, the fields, in Weyl
spinor notation, must be separated into their left-handed and right-handed components of
using projection operators as follows.
ψL = PLψ, ψR = PRψ (2.10)
where PL =
1− γ5
2
, PR =
1 + γ5
2
(2.11)
Thus we can construct the fermionic field Lagrangian as follows.
LF =
∑
j
ψ¯jLiγ
µDLµψ
j
L +
∑
k
ψ¯kRiγ
µDRµ ψ
k
R (2.12)
This leaves the total electroweak Lagrangian up to this point as:
LEW = LG + LF (2.13)
The gauge invariance of this Lagrangian is ruined by the introduction of explicit mass
terms, which mix the left and right-handed parts of the Lagrangian, thus the SU(2)×U(1)Y
symmetry must be broken down to U(1)EM spontaneously in order to retrieve the massive
W and Z bosons and massless photon that we know in nature. In the model of Weinberg
and Salam, this is achieved through the introduction of a Higgs mechanism.
In order to spontaneously break the electroweak symmetry, a new complex iso-doublet
field, Φ is introduced which has a specific potential and weak hypercharge Y = +1.
Φ(x) =
(
φ+(x)
φ0(x)
)
=
(
φ1 + iφ2
φ3 + iφ4
)
(2.14)
The potential of the new field, V (Φ), arises from self-interactions and is given in simplest
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terms as the following.
V (Φ) = −µ2Φ†Φ + λ
4
(Φ†Φ)2 (2.15)
The covariant derivative for the field with Y = 1 is given as the following.
Dµ = ∂µ + ig2TaW aµ +
i
2
g1Bµ (2.16)
With T3Φ taking on values of ±12Φ. Therefore we can write the “Higgs” part of the
Lagrangian as follows.
LH = (DµΦ)†(DµΦ)− V (Φ) (2.17)
One may then search for the vacuum of this Lagrangian using the potential, by looking
for the lowest energy state. One finds that this state is not where Φ = 0, but due to self-
interactions, the potential is minimized at Φ†Φ = 2µ
2
λ . We can arbitrarily choose which
components of this field will be non-zero simply be redefining the remainder of the fields
with appropriate phases. Thus we shall choose the component, of the original 4 degrees
of freedom, which is both real-valued and has zero electric charge. Thus this component
acquires what is known as a vacuum expectation value.
< 0|Φ|0 >= 1√
2
(
0
v
)
where v =
2µ√
λ
(2.18)
Because this field acquires a vacuum expectation value, the SU(2)I × U(1)Y symmetry
is spontaneously broken. While the Lagrangian of the theory is symmetric, the vacuum
configuration is not. Because we have chosen the component of the field which has zero
electric charge, QΦ = 0, the electromagnetic gauge symmetry, U(1)EM , is left unbroken.
Thus we can say that the Higgs mechanism has broken the previous SU(2)I ×U(1)Y gauge
group down to U(1)EM . During this process, three degrees of freedom have gone missing
and we shall have to examine the Lagrangian around this new vacuum to discover where
they have gone. We can first write this field as the following.
Φ(x) =
1√
2
(
0
v + h(x)
)
(2.19)
In doing this, we have implicitly removed the unphysical degrees of freedom associated
with this field, which could have, through an appropriate gauge transformation, been made
zero. Rewriting the potential around this new vacuum one gets:
V (Φ) = − 1
16
λv4 +
1
4
λv2h(x)2 +
1
4
λvh(x)3 +
1
16
λh(x)4 (2.20)
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From this we can extract the mass of this new particle described by h(x), which we shall
now refer to as the Higgs boson, as well as its triple and quartic self-couplings that give rise
to a “Mexican hat” type potential. The mass of the Higgs boson is thus predicted to be:
Mh =
v
√
λ√
2
=
√
2µ (2.21)
The Higgs field vacuum expectation value is well known from measurement,
v =246 GeV/c2, but the unknown self-coupling parameter, λ, keeps us from being able to
directly calculate the Higgs mass. Now we must examine the coupling of the Higgs field to
the gauge fields, which occurs through the covariant derivative present in the Higgs sector of
the Lagrangian. First we can split the Higgs doublet into two part, one contain the vacuum
expectation value and the other containing the physical Higgs field.
Φ = Φv + Φh (2.22)
(DµΦ)†(DµΦ) = (DµΦv)†(DµΦv) + (DµΦv)†(DµΦh)+
(DµΦh)†(DµΦv) + (DµΦh)†(DµΦh)
(2.23)
Expanding out the first term here only, we arrive at
Φ†(g22TaTbW
†a
µ W
µ,b +
1
2
g1g2(TaW †aµ B
µ + TbB†µW
µ,b) +
1
2
g21B
†
µB
µ)Φ (2.24)
The remainder of the terms give the Higgs kinetic Lagrangian, the mixing of the pseudo-
Nambu-Goldstone bosons with the Higgs doublet, and the Higgs-gauge field interactions.
Eqn. (2.24) can then be greatly simplified using the following,
TaTbW
†a
µ W
µ,b =
1
2
W †aµ W
µ,b{Ta, Tb} = 12W
†a
µ W
µ,b 1
2
δab =
1
4
W †aµ W
µ,a (2.25)
TaW
a
µ =
1√
2
(W+µ T+ +W
−
µ T−) +W
3
µI3 (2.26)
Φ†Φ =
v2
2
(2.27)
Resulting in,
1
8
g22v
2(W 21 +W
2
2 ) +
1
8
v2(W 3µ , Bµ)
(
g22 g1g2
g1g2 g
2
1
)(
Wµ,3
Bµ
)
(2.28)
We will now redefine two components of the original iso-triplet field as the following,
W±µ =
W 1µ ∓ iW 2µ√
2
(2.29)
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We will also apply a transformation to the W 3µ and Bµ fields as follows.(
Zµ
Aµ
)
=
(
cos θW sin θW
− sin θW cos θW
)(
W 3µ
Bµ
)
(2.30)
This field-redefinition diagonalizes the matrix expression in Eqn. (2.28), thus allowing
us to extract the masses of the new gauge fields. The diagonalized expression is as follows:
1
4
g22v
2W+µ W
−µ +
1
4
(Zµ, Aµ)
( √
g21 + g
2
2 0
0 0
)(
Zµ
Aµ
)
(2.31)
Thus the masses of these new gauge fields are:
MW =
g2
2
v (2.32)
MZ =
1
2
√
g21 + g
2
2v (2.33)
Mγ = 0 (2.34)
Since these gauges fields have become massive, we can now see where the three re-
maining degrees of freedom from the original Higgs doublet have gone. Before spontaneous
symmetry breaking, the W and Z bosons were massless and thus were helicity eigenstates.
Now that they have acquired mass, they are no longer helicity eigenstates, and an extra
degree of freedom has been added to each wavefunction to allow for a non-zero longitudinal
polarization. Because there are three gauge bosons, W+,W−, Z, the three degrees of free-
dom have remained in the theory as necessary. This is commonly stated as the fact that the
gauge boson have “eaten” the pseudo-Nambu-Goldstone bosons produced in the symmetry
breaking to become their longitudinal polarizations. The weak mixing angle, θW , in Eqn.
(2.30) can thus be defined as:
cos θW =
MW
MZ
=
g2√
g21 + g
2
2
(2.35)
Putting these results back into LF and correlating these new constants with those seen
in QED, we obtain the following relationship for the electronic charge.
g1 =
e
cos θW
and g2 =
e
sin θW
(2.36)
Now that the gauge fields have mass, we must also examine the mechanism by which
the fermions obtain mass. By introducing a Yukawa coupling sector to the electroweak
Lagrangian, we can spontaneously generate the fermion masses. In a one quark generation
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model
LEW = LG + LF + LH + LY (2.37)
LY = −Gjl l¯jLΦlR −Gjdq¯jLΦdR −Gjuq¯jLΦuR + h.c. (2.38)
By performing a certain gauge transformation, we can put this expression in the unitary
gauge, which results in the following:
LY = −
∑
j
mjψ¯jψj −
∑
k
mk
v
ψ¯kψkH (2.39)
Here, we have introduced 3 arbitrary Yukawa couplings, one for each massive fermion,
to the Higgs field, which are related to the fermion masses by:
mi = Gi
v√
2
(2.40)
Thus the Higgs field couples to the fermions proportional to their respective masses. In
a 3 generation model, one must consider the mixing between the generations given by the
CKM. Such is outside of the scope of this thesis, yet still very important. Lastly, one may
consider the coupling the new gauge fields to the fermions. This is done by expanding LF
using Eqns. (2.29), (2.30), (2.5) and (2.6). From this one obtains the following:
LF → LFG = JµCCW+µ + JµCC†W−µ + JµNCZµ + JµEMAµ (2.41)
Where the charged currents, neutral currents, and electromagnetic currents are con-
structed with the incoming and outgoing fermion wavefunctions as follows:
JµCC =
g2
2
√
2
∑
i
ν¯iγµ(1− γ5)ei +
∑
i,j
u¯iγµ(1− γ5)Vijdj
 (2.42)
JµNC =
g2
2 cos θW
∑
f
ψ¯f ((I
f
3 − 2Qfsin2θW )γµ − If3 γµγ5)ψf (2.43)
JµEM = −e
∑
f
Qf ψ¯fγ
µψf (2.44)
Where Qf is the electric charge of the field, and Vij is the Cabibo-Maskawa-Kobayashi
(CKM) quark mixing matrix, which takes care of the mixing between quark generations.
Finally one may rewrite the gauge field sector of the electroweak Lagrangian in order to
derive the gauge field-gauge field interactions, however this is again outside the scope of
this thesis. Doing this is completely trivial given the relations in Eqn. (2.29) and (2.30),
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but extremely tedious to actually carry out.
Thus we have seen that the Higgs mechanism is responsible in the Standard Model for
“giving” mass to the gauge bosons and fermions. This is achieved when the Higgs dou-
blet acquires a vacuum expectation value, spontaneously breaking electroweak symmetry,
SU(2)I × U(1)Y , down to U(1)EM . Through couplings in the covariant derivative of the
Higgs sector Lagrangian, the gauge bosons acquire mass. The three would-be Nambu-
Goldstone bosons are “eaten” by the W± and Z bosons, becoming their longitudinal po-
larizations. The remaining degree of freedom becomes the massive Higgs field. Lastly the
Yukawa couplings between the Higgs doublet and the fermions give rise to fermion mass,
while leaving the neutrinos massless [9]. While we may not be able to directly calculate
the Higgs boson mass, tight constraints have been on many theoretical parameters placed
through the use of precision electroweak measurements, as discussed in the following section.
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2.3 Experimental and Theoretical Constraints on the Stan-
dard Model
Throughout decades of experiment, a multitude of Standard Model parameters and
predictions have been measured and tested. This work has placed tight constraints on the
Standard model as well as any new physics that could be contributing at currently accessible
energies. Not only did these measurements experimentally validate the electroweak model
of Weinberg and Salam [6, 8], but they have provided avenues to discover or rule out new
physics processes. Of relevance to Higgs physics are the constraints placed on electroweak
observables by experiments such as those at LEP2 or the Tevatron. Beginning in 1989, LEP
collided electrons and positrons at a center of mass energy of up to 209 GeV. By searching
for resonances produced in association with a Z boson, the LEP collaborations, ALEPH,
DELPHI, L3 and OPAL, were able to exclude the Standard Model Higgs boson at the 95%
confidence level below a mass of 114.4 GeV/c2 [10].
Figure 2.3: Plot of the confidence level ratio CLs = CLs+b/CLb for the combined LEP
searches for the SM Higgs Boson
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More recently, the CDF and DØ experiments at Fermilab’s Tevatron have ruled out the
Standard Model Higgs boson in a mass range between 157 GeV/c2 and 173 GeV/c2. This
was done through a combination of many analyses of different final states, but largely driven
by the gg → H →WW analyses [11].
Figure 2.4: Plot of the range of Higgs boson masses excluded by the Tevatron collaborations
In addition to these direct searches, many measurements of electroweak parameters de-
pendent on the Higgs mass have been made. These include things such as the top quark,
W , and Z boson masses, widths of the W and Z, Z-pole asymmetries, DIS-neutrino scat-
tering cross sections and other low energy observables [2]. The dependence on the mass
of the Higgs boson of these parameters and their correlations are well-known, so indirect
constraints on the Higgs boson mass can be placed. For example, radiative corrections to
the W and top quark masses involving the Higgs boson can be used to allow measurements
of these masses to constrain its possible masses as in Figure 2.5.
Using the measured electroweak observables, a global fit for this Higgs mass has been
performed. This fit predicts a low mass Higgs boson in the range of MH = 76+33−24 GeV/c
2
and places a constraint at the 95% confidence level that MH < 144 GeV/c2 as seen in Figure
2.6 [12].
Not only do experimental measurements constrain the range of possible Higgs masses,
but theoretical considerations do as well. A lower bound on the Higgs mass is derived
from the stability of the vacuum state. Given that the Higgs mass was below a certain
value, quantum fluctuations could drive the vacuum state out of its minimum in the Higgs
potential and into another possible vacuum state. Since this state could be completely
16
Figure 2.5: Measurements of the W boson and top quark mass and their constraints on the
Higgs mass
orthogonal to the current vacuum state, the physics of this new vacuum could be and in
general would be very different. Given that this does not happen on time scales relevant
to human measurements, then we can placed constraints on a Higgs mass below this value
which is dependent on the scale at which new physics processes enters the picture. An upper
bound on the Higgs mass can be derived by considering the hypothetical situation of WW
elastic scattering. The elastic scattering amplitude of longitudinally polarized massive W
bosons in a theory without a Higgs boson is quadratically divergent at high energy. This
breaks the principle of unitarity, which involves the conservation of probability in scattering
processes. By introducing a weakly coupled massive neutral boson, such as the Higgs boson,
the quadratic divergence can be dampened, thus restoring unitarity. If one examines an
S-wave partial wave scattering amplitude for this process, the requirement for quantum
unitarity is that the Higgs mass be below a certain value which is again dependent on the
scale at which new physics enters. If we expect new physics to enter at the TeV scale, then
the Higgs mass must be below approximately 850 GeV/c2 [13]. These bounds are shown
graphically in Figure 2.7.
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Figure 2.6: Global χ2 fit for the Higgs boson mass to electroweak observables
18
Figure 2.7: Theoretical constraints on the mass of the Higgs boson.
2.4 Physics Beyond the Standard Model
In the past decade, it has become clear that there must exist physics beyond the Standard
Model. Several experimental and theoretical issues with the Standard model exist such as
the hierarchy problem, the strong CP problem, the seemingly arbitrary and wide range of
fermion masses, the lack of a viable candidate for dark matter, neutrino masses and others.
As such many theories have been put forth which seek to describe nature in a more unified
manner, yet still have the same “low energy” phenomenology as the Standard Model that
we observe. A class of theories, called GUTs or Grand Unified Theories, attempt to unify
the 3 forces of the Standard Model. As seen in Figure 2.8, the Standard Model unifies
electromagnetism and the weak force, but only new theories can unify these two with the
strong force.
One such theory that seeks to do this is Supersymmetry (SUSY). SUSY posits that for
every Standard Model particle that we have observed, a second supersymmetric partner
exists which has intrinsic spin different by 1/2. This is achieved by introducing a new
potential symmetry of nature to the theory, which takes fermions to bosons. Below some
critical energy scale Supersymmetry is broken, reducing to the SM and leaving the SUSY
partners very massive. The addition of these new particles affects the renormalization
19
Figure 2.8: Hierarchy of forces and their unification in BSM theories.
running of the strong, weak and electromagnetic coupling constants such that they meet at
the grand unification or GUT scale at approximately 1016 GeV as shown in Figure 2.9. In
the Minimally Supersymmetric Standard Model, there are two Higgs doublets introduced,
which result in 5 Higgs bosons, two charged H+ and H−, one CP-odd A, and two CP-
even H and h, the lightest of which may act similar to the Standard Model Higgs boson.
Supersymmetry can be broken in a number of ways including gravity-mediated, such as
in Minimal Supergravity, gauge-mediated, or anomaly-mediated [14]. One issue physicists
take with the MSSM is the abundance of arbitrary parameters that must be fine-tuned to
match the low-energy phenomenology of the Standard Model.
In addition to SUSY, theories such as Technicolor attempt to explain different modes
of electroweak symmetry breaking in addition to the higher energy origins of the Standard
Model. Beyond these theories lies a vast phenomenological “desert” of sorts, in that the
next theories appear only above the GUT scale 1016GeV . Such theories as string theory
or quantum gravity attempt to unify all four forces of nature into one natural description.
These theories deal with the breakdown of Einstein’s theory of General Relativity and the
quantization of space-time itself. Beyond this is the Planck scale, similar to the conditions
of the universe 10−42 seconds after the big bang, at which point all current physical the-
ories break down. Other theories seek to unify gravity with the SM forces through the
introduction of large extra dimensions in which only gravitons can travel, thus diluting the
gravitational force. In the end, there is no bound on the possible creativity (craziness)
of theorists, ranging from fermion compositeness to Kaluza-Klein towers above the weak
scale to SUSY to string theory. As long as phenomenological predictions can made be at
accessible energies, high energy experimentalists will never be out of a job!
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Figure 2.9: Running of the coupling constants in the MSSM.
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2.5 Higgs Physics at the Tevatron
In order to search for evidence of the Standard Model Higgs boson, one must consider
the various processes by which the Higgs can be produced and decay. These processes
can be calculated using the framework of electroweak interactions in the Standard Model,
giving a reasonable expectation of what to search for in collider experiments. Since the
energies required to create a Higgs boson are quite large, these collisions actually probe
the constituents of the protons, resulting in collisions of the internal quarks and gluons
instead. At such small scales and high energies, strong interactions dominate, however the
Higgs must be produced in relatively rare weak processes. As such the cross-sections for
producing the Higgs are very small, making its discovery a herculean feat.
Figure 2.10: Cross sections of Standard Model processes over 14 orders of magnitude.
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2.5.1 Higgs Production Modes
The four most important Standard Model processes which produce a Higgs boson are
shown in Figure 2.11. The production mechanism with the largest cross section is known
as gluon fusion, which proceeds to produce a Higgs via a quark loop, which the top quark
dominates due to its large mass. The Higgs is produced alone which could allow for a
simple resonance search to be done, but identification of it can be difficult due to a lack of
distinguishing features. This production mechanism largely drives analyses such as H →
WW or H → ZZ. The next most important production mechanism is known as associated
production, in which the Higgs is created along with a heavy W or Z boson. In this process
an off-shell W or Z is produced which then radiates a Higgs boson. This mechanism is useful
is analyses such as WH → lνbb¯ and ZH → ll¯bb¯. A third production mechanism is known as
vector boson fusion, which results in the Higgs being produced along with two light quarks
primarily. This mechanism is less useful than the previous two, but contributes to searches
that primarily utilize gluon fusion. Lastly, the production mechanism relevant to this search
is known as tt¯ fusion, in which the Higgs is produced along with two top quarks. While
the cross section for this process is very small, it has a much more distinctive signature
than the rest. As seen in Figure 2.12, these processes tend to decrease in cross section with
increasing Higgs mass, signifying the difficulty of producing a very heavy particle at the
Tevatron [2].
Figure 2.11: Feynman diagrams of the main Higgs production processes.
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Figure 2.12: Cross sections at the Tevatron for the main Higgs production processes.
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2.5.2 Higgs Decay Modes
Using the Standard Model, one can calculate the proportion of the time a certain particle
will decay into a set of other particles. For an intial state 〈a| comprising of one particle
and a final state |b〉 comprising of n particles, the differential decay width into an element
of phase space can be written as,
dΓ =
(2pi)4
2ma
|Mfi|2 (2pi)−3nδ4(pa − pf )dφ (2.45)
Where Mfi is the S-matrix element between the initial and final states. Putting in the
Higgs as the intial state and possible tree level final states, namely fermion or gauge boson
pairs, we arrive at the following expressions. Here Nc is the number of colors, and for quarks
it is Nc = 3, while for leptons Nc = 1 [9].
Γ(H → ff¯) = Nc
GFMHm
2
f
4
√
2pi
√
1− 4m
2
f
M2H
(2.46)
Γ(H →WW ) = GFM
3
H
8
√
2pi
√
1− 4M
2
W
M2H
(1− 4M
2
W
M2H
+
12M4W
M4H
) (2.47)
Γ(H → ZZ) = GFM
3
H
16
√
2pi
√
1− 4M
2
Z
M2H
(1− 4M
2
Z
M2H
+
12M4Z
M4H
) (2.48)
Other decays are more difficult to write down explicitly, such as H → γγ or H → gg as
these finals states must proceed via a quark loop. The branching fraction of a final state is
then given by:
BR(H → Xf ) = Γ(H → Xf )∑
i Γ(H → Xi)
(2.49)
These branching ratios as a function of Higgs mass are plotted in Figure 2.13. As one
can see the heaviest “available” particle generally dominates until above MH = 2MW where
H →WW dominates for all higher Higgs masses [2].
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Figure 2.13: Higgs boson decay branching fractions in the SM as a function of mass.
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Chapter 3
Experimental Apparatus
In order to search for the existence of a new particle, one must attempt to produce it in
the high energy collisions of a particle accelerator. The process of building and maintaining
high energy accelerators is extremely complicated, and as such has become a field of its own
within physics. Once these particles are produced in collisions, physicists must have a way
of detecting them reliably. To do this, huge and incredibly complicated particle detectors
have been built, which are made of a number of specially designed subsections meant to
carry out different measurements of the particles passing through. Any modern high energy
physics analysis depends largely on the abilities of both the accelerator facility and the
particle detector to perform their duties. This analysis has utilized Fermilab’s Tevatron
accelerator complex and the Collider Detector at Fermilab (CDF).
3.1 The Tevatron Accelerator Complex
The Tevatron accelerator complex is constructed of a long chain of individual accelera-
tors, including electrostatic, radio frequency (RF)-linear, and RF-synchrotron accelerators.
A simplified view of this is given in Figure 3.1. The complex is built such that a beam of
protons can be produced and then progressively accelerated to higher energies through a
series of accelerators which each operate between determined energies.
3.1.1 Cockcroft Walton Pre-Accelerator
The Cockcroft Walton Pre-Accelerator begins Fermilab’s accelerator complex by pro-
ducing a plasma of H− ions at a rate of 15 Hz. These ions are produced by first injecting
low pressure Hydrogen gas into a magnetron. The magnetron then creates a current pulse
which ionizes the H2 gas to create H+ ions. These ions then collide with the cathode sec-
tion of the magnetron, picking up two electrons, becoming H− ions. These ions are then
sent into an accelerating column where the voltage produced by a Cockcroft-Walton style
voltage multiplier is used to accelerate them toward ground potential. At the end of the
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Figure 3.1: The Tevatron accelerator complex.
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Cockcroft-Walton pre-accelerator, there is a beam of H− ions with an energy of 750 keV.
A chopping mechanism then selects portions of this beam to be transported to the LINAC,
by deflecting unwanted portions of the beam into a carbon dump [15].
3.1.2 Linear Accelerator
The linear accelerator section of the Tevatron complex is made of two sections, an
approximately 80 m long conventional resonant LINAC , and a 64 m long side coupled
LINAC. Linear accelerators use constant frequency electromagnetic waves and a series of
drift tubes to accelerate particles along a line. As the electric field inside the accelerator
cavity oscillates, particles will be accelerated by one half of the wave, and then shielded from
the other half, which would decelerate them, by a series of drift tubes. This process creates
what are known as bunches of particles, as those particles which do not end up inside
the drift tubes during the negative phase of the wave will be pushed back into the next
bunch. The acceleration then occurs only between the drift tubes, which must grow longer
along the line to allow for the acceleration of the particles. This method of acceleration
was invented by Rolf Wideroe in 1928 and allows higher energies to be achieved than in a
electrostatic accelerator, which can suffer from voltage breakdown. In Fermilab’s LINAC,
the first section contains five cylindrical, electrically-resonant, water-cooled steel tanks with
copper-clad Alvarez-style drift tubes. This section accelerates the H− ions from 750 keV
to 116 MeV at an RF frequency of 201 MHz once every 66 ms. The next section is a 64 m
long side coupled LINAC, consisting of seven individual cavities, driven at an RF frequency
of 805 MHz. The side coupled LINAC operates on the same principle as the Alvarez-style
drift tube LINAC, except that its design allows for more efficient acceleration, allowing for
accelerating gradients of up to 7.5 MeV m−1. The side coupled LINAC accelerates the beam
of H− ions from 116 MeV to 400 MeV. This beam is then transported to the next section
of the accelerator known as the Booster [15].
3.1.3 The Booster
After the beam of H− ions is transported from the LINAC, it is passed through a
carbon foil to remove the electrons, producing a beam of protons. This beam is then
sent into the Booster which is a circular accelerator of radius 74.47 m. The Booster is a
synchrotron accelerator, which simultaneously uses RF acceleration in short straight sections
and magnets to bend and focus the beam. The magnetic field is then raised as the beam
energy increases to keep a constant orbit. As the beam is sent into the Booster, it is first
de-bunched, losing its RF structure from the LINAC. Beam from the LINAC is captured for
2 ms, after which it is accelerated from 400 MeV to 8 GeV over the next 29 ms. Seventeen
RF cavities, running from frequencies starting at 37.86 MHz and increasing to 52.81 MHz
29
at extraction time, are used to accelerate the beam in the Booster. This process again
naturally bunches the beam into 84 “buckets” or areas of phase stability. Over the next
2.5 ms, the Booster is phase-locked to the Main Injector and the 8 GeV beam is extracted.
This process occurs at a rate of 15 Hz [16].
3.1.4 The Main Injector
Completed in 1999, the Main Injector is an elliptical synchrotron accelerator 3.3 km in
circumference. It is in some sense the workhorse of the Fermilab complex as it serves a
number of important purposes. When operating in colliding mode, in contrast to delivering
beam to fixed target experiments, the Main Injector begins by accepting a batch of protons
from the Booster at 8 GeV. The seven bunches of this batch are accelerated to 150 GeV
using RF cavities similar to those in the Booster. These seven bunches are then coalesced
into a single bunch, which is then injected into the Tevatron in one turn. This is done
until there are 36 proton bunches in the Tevatron. The Main Injector also has the job of
producing 120 GeV protons for use in the Anti-Proton Source. In this case, one batch of
protons is received from the Booster, which is then accelerated to 120 GeV and extracted
to the Anti-Proton target. The entire anti-proton production process takes about 2 s, but
is done repetitively while the Tevatron is running to build up a large stash of anti-protons.
Four bunches of anti-protons at 8 GeV are received from the Anti-Proton Source. This
batch is then transferred through the Main Injector into the Recycler and the process is
repeated. When a new store is ready to be loaded, these batches are again extracted via
the Main Injector, accelerated to 150 GeV and extracted into the Tevatron [17].
3.1.5 The Anti-Proton Source and the Recycler
The Anti-Proton Source receives 120 GeV protons from the Main Injector during stack-
ing once every 2.2 s. This beam is then focused and collided with an Inconel production
target in the Target Vault. This produces a shower of secondary particles which is then fo-
cused using a Lithium magnetic lens. Finally a pulsed dipole magnet bends all particles with
a momentum of about 8 GeV into a beam line for transfer to the Debuncher. During this
transfer and the subsequent acceleration, only anti-protons will survive in the beam. In the
Debuncher, the anti-proton beam is cooled, meaning the spread of the beam’s momentum
is reduced, using stochastic(transverse) and momentum(longitudinal) cooling. Immediately
before the next batch of protons arrive on target from the Main Injector, the anti-protons
are transferred to the Accumulator. In the Accumulator, the anti-proton beam is main-
tained using stochastic cooling and is added to every 2.2 s by the Debuncher. Periodically
four bunches from the densest region are extracted from the Accumulator and sent via the
Main Injector to be stored in the Recycler. These anti-protons will then eventually be sent
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into the Tevatron for collisions. By far the limiting factor in the Tevatron’s luminosity is the
ability to produce a significant number of anti-protons. Out of every 100,000 protons which
collide with the production target, only 1 to 2 anti-protons are produced. This greatly
limits the ability of the Accumulator to build up large stashes of anti-protons for use in the
Tevatron. With the advent of the Recycler the average anti-proton stacking rate increased
by a factor of 5, due to more efficient operation of the Accumulator, which had previously
suffered from space-charge effects. This process eventually creates 36 anti-proton bunches
to be delivered to the Tevatron as well [18].
3.1.6 The Tevatron
The Tevatron is a circular synchrotron 1 km in radius that is the final and highest energy
machine in the Fermilab accelerator complex. Using a system of superconducting magnets
and RF accelerating cavities, the Tevatron raises the maximum beam energy of both protons
and anti-protons from 150 GeV at extraction from the Main Injector to 980 GeV, producing
collisions with a center of mass energy of 1.96 TeV. The Tevatron itself consists of 774
NbTi superconducting dipole magnets and 240 NbTi superconducting quadrapole magnets,
which steer and focus the beam, and a straight section of RF cavities which provide the
accelerating gradient for the beam. Because the magnets are superconducting, they must be
held at cryogenic temperatures, <4.6 K, in order to maintain a supercurrent which creates
magnetic fields of up to 4.2 T. The beam inside the Tevatron consists of 36 proton and
36 anti-proton bunches formed into 3 “bunch trains” each. The bunch trains are evenly
spaced with a gap of 21 buckets, or 396 ns, between each bunch, and 139 buckets, or 2.617 µs
between each bunch train to allow the beam to be safely aborted without spraying. After
the beam is accelerated to 980 GeV, it is squeezed at the two intersection points, B0 and D0,
using low β quadrapole magnets. At the interaction region, the beams have a transverse
size of 33 µm and 29 µm for protons and anti-protons respectively. Finally the beam halo is
scraped away, “HEP” is declared, and the run begins. Typical runs can last for 10+ hours,
after which the beam is dumped and setup for the next shot is begun. The initial design
luminosity for the Tevatron was 1030 cm−2s−1, however upgrades to the Tevatron itself
and the use of the Recycler to stack anti-protons have produced instantaneous luminosities
of up to 4 × 1032 cm−2s−1. Following its 2011 shutdown, the fate of the Tevatron is still
unknown, as no plans have been made for its future [19].
31
3.2 The Collider Detector at Fermilab
The Collider Detector at Fermilab (CDF) is a 4,000 ton multi-purpose particle detector
built around the B0 beam crossing of the Tevatron. The design goals of the CDF II detector
were to study the properties of the top quark, produce precision electroweak measurements,
search for new physical phenomena including the Higgs boson, study QCD at high energy,
and other studies such as diffraction [20]. The purpose of a particle detector at a collider is
to measure the properties of the particles that are produced in those collisions. This task
however is greatly complicated by the fact that there are a wide range of particles produced
which interact differently and thus require different detection techniques. In addition, the
real particles of interest have extremely short lifetimes and are never able to exit the beam-
pipe. Thus CDF consists of a number of sub-detectors each specialized to carry out a specific
task during a collision, after which their measurements are combined using software to
reconstruct the physics process. Each component is specifically placed in the physical space
of CDF, which is organized into several layers, in order to maximize its efficiency, while not
degrading the measurements of detectors further from the interaction region. The detector
components are all basically symmetric under rotations in the plane transverse to the beam,
but not when viewed in a plane containing the beam. Certain detectors operate closer to
the beamline and are referred to as being central if near the interaction region or forward
if further from it. When working as a whole, the CDF detector is amazingly efficient at
detecting the remnants of collisions produced by the Tevatron, and understanding its inner
workings is key to any physics analysis.
Figure 3.2: How different particles interact in different regions of the CDF detector.
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Figure 3.3: The CDF Detector in an isometric view.
3.2.1 Solenoid
One of the most basic measurements one seeks to make in a particle detector is that
of the momentum and charge of certain particles. This is most easily accomplished by
placing the tracking volume of a detector inside of a magnetic field. In the CDF detector, a
superconducting solenoid 1.5 m in radius and 4.8 m long, shown in pink in Figure 3.3, creates
a nearly uniform magnetic field of 1.4 T in magnitude over the tracking volume directed
along the +z axis. Operating outside of the solenoid is the calorimetry and the muon
detector. Using the known magnetic field, one can calculate the momentum of a charged
particle moving along a path through the field with a measured curvature by simply using
the Lorentz force law. From the direction of curvature it is also possible to determine the
sign of the particle’s charge. The magnetic field will not cause uncharged particles to bend,
however they will not be seen in the detector until they are outside of the solenoid anyway
[20].
3.2.2 Silicon Tracker
Nearest the interaction region are the sub-detectors known as Layer00, the Silicon Vertex
Detector and the Intermediate Silicon Layers, shown in dark green in Figure 3.3, which are
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used primarily for high precision position detection or tracking. The silicon tracking system
is constructed in a barrel geometry, extending radially from 1.5 cm to 28 cm from the
beamline and has seven layers up to |η| < 1.0 and eight layers for 1.0 < |η| < 2.0. Layer00
is closest to the beamline, r = 1.5 cm, and is composed of single-sided radiation-hard
silicon microstrips with a single-hit resolution of 11 µm [21]. Immediately outside Layer00
is the Silicon Vertex Detector (SVX). The SVX is composed of 5 layers of double-sided
silicon microstrips, ranging from r = 2.44 cm to 10.6 cm and 87 cm in length. The SVX
has both r − φ and r − z resolution of approximately 9 µm, allowing for full 3-D track
reconstruction, through the implementation of axial and stereo layers [22]. Outside of the
SVX lies the Intermediate Silicon Layers (ISL). The ISL was constructed to aid the SVX
in its main task of vertex reconstruction. In a region of |η| < 1, the ISL is a single layer of
double-sided silicon strips at a radius of r = 22 cm. In the region 1.0 < |η| < 2.0, where
SVX-only track reconstruction would be limited to 2-D, the ISL is comprised of two silicon
strip layers at r = 20 cm and r = 28 cm [23]. Using data from both the SVX and ISL,
the impact parameter resolution for secondary vertices is 40 µm, allowing for the accurate
identification of long-lived particles such as B mesons, which are extremely important to
top physics analyses as well as SM Higgs searches.
Figure 3.4: A slice of the CDF detector in r − z space showing the different tracking sub-
detectors.
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3.2.3 Central Outer Tracker
Occupying the region from r = 40 cm to r = 137 cm and |η| < 1.0, the Central Outer
Tracker (COT), shown in yellow in Figure 3.3, is a 3.1 m long open cell drift chamber
composed of 63,000 wires that are used to measure the ionization of a gas caused by a
charged particle passing through the chamber. The COT is organized into 8 superlayers,
each of which have 12 individual layers. Each of these layers contain a large number, ranging
from 168 near the center to 480 near the outside, of individual cells which are basically self
contained proportional wire chambers. Each cell consists of two field panels, which are
shared with neighboring cells, 12 potential wires and 12 sense wires. Filled with a mixture
of Argon, Ethane, and CF4 in a 50 : 35 : 15 mixture, the COT uses electric fields produced
by the gold-plated field panels and potential wires to guide ionized gas molecules toward a
series of sense wires. By using this specific mixture of gases and electric fields of up to 2.5
kV/cm, the maximum drift time for this ionized gas was reduced to approximately 100 ns.
When ionized gas passes nearby the sense wires, a current in the wire is created that is then
readout by one of the 30,240 output channels of the COT. To allow for r − z resolution,
the COT has 4 stereo-superlayers tilted at ±3◦ relative to the axial superlayers. Further
resolution is gained from the timing information of current pulses occurring on nearby sense
wires, allowing for a 180 µm one-hit resolution. As a particle moves through the COT, a
number of sense wires in different cells will track its movement. This information can then
be reconstructed into what is known as a “track,” from which one can extract the curvature
and thus the momentum vector of the particle. The COT has a momentum resolution of
between ∆PT
P 2T
0.15% and 0.05%, depending on whether SVX + ISL information is used,
and a tracking efficiency of over 98% for tracks with PT > 1 GeV and > 99% efficiency for
high-PT electron and muon tracks [24].
3.2.4 Calorimetry
The Electromagnetic (EM) and Hadronic Calorimeter play a complementary role to
the tracking system of CDF. While the Silicon Trackers and the COT can detect only
charged particles and measure their momentum, the calorimetry measures the energy of
particles, both charged and neutral. There are several different calorimetry sub-systems
in CDF, organized by how far they are from the beamline and what they are composed
of, affecting which types of particles deposit energy in them, as well as how forward of a
region they occupy. Each one is a projective segmented-scintillator sampling calorimeter,
meaning that they consist of a number of towers which each measure the energy deposited
in them by converting particles in non-scintillating layers. The central calorimeters, the
EM calorimeter, shown in orange in Figure 3.3, and the Hadronic calorimeter, shown in
dark blue in Figure 3.3, are segmented into areas of ∆φ = 15◦ and ∆η = 0.11 and extend
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out to |η| < 1.1. The central EM calorimeter [25] begins just outside of the solenoid
and is physically composed of 23 alternating layers of lead and polystyrene scintillator
read out by wavelength shifting light-pipes and photomultiplier tubes, for a total depth
of 19 radiation lengths, but just 1 hadronic interaction length. At the maximum shower
density radius is a 2-D readout strip used to measure jet profiles and improve position
resolution down to 2 mm at ET =50 GeV. The energy resolution of the EM calorimeter
is limited by sampling statistics to 13.5%√
ET
. The primary use of the EM calorimeter is the
identification and energy measurement of electromagnetically interacting particles, such as
electrons and photons. Just beyond the EM calorimeter is the central Hadronic calorimeter
[26] which is composed of 23 layers of alternating steel and acrylic scintillator readout
by wavelength-shifting fibers and photomultiplier tubes, for a total depth of 4.5 hadronic
interaction lengths. The energy resolution of the Hadronic calorimeter is 75%√
ET
. The primary
job of the Hadronic calorimeter is the energy measurement of jets created by strongly
interacting particles that “hadronize” or shower almost immediately after being produced.
In addition to the central calorimeters, there are also Plug EM and Hadronic calorimeters
[27] which occupy the region 1.1 < |η| < 3.64. These calorimeters operate on the same
principle as the central calorimeters, but with slightly worse resolution due to increased
segmentation size.
3.2.5 Muon System
The outermost sub-detector of CDF is the muon system [28]. Just beyond the Hadronic
calorimeter, the Central Muon Detector (CMU) begins, shown in green in Figure 3.3. It
covers an area of |η| < 0.6 approximately, and is constructed of 144 modules of 16 rectan-
gular single wire drift tubes. Beyond another 60 cm of steel, the Central Muon Upgrade
(CMP), shown in blue in Figure 3.3, consists of a similar drift tube structure as the CMU
and again covers a region of |η| < 0.6. The CMP contributes another 1076 drift tubes to the
CDF muon system, enhancing the ability of CDF to detect and trigger on central muons.
A third muon detector is known at the Central Muon Extension (CMX), shown in blue in
Figure 3.3, and it covers the region 0.6 < |η| < 1.0, consisting of again a similar drift tube
structure as the CMU/P. The CMX was added to increase the angular acceptance of muons
and to add the ability to trigger on more forward muons. Outside of the CMP and CMX
are two scintillation panel detectors, the CSP and CSX [29], which are used to reject asyn-
chronous interactions, such as cosmic rays. Lastly an Intermediate Muon Detector (IMU)
is used in the forward region, 1.0 < |η| < 2.0, allowing CDF to trigger on muons |η| < 1.5,
and identify muons or other charged tracks up to |η| < 2.0 in total. The IMU has a design
similar to the CMX, and is shown in both blue and green in Figure 3.3. In all, the CDF
muon system has the ability to detect muons with pT > 1.4 − 2.2 GeV, with a resolution
12− 15 cm, at an efficiency of over 77%.
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3.2.6 Data Acquisition System
Each previously described detector sub-system produces an immense amount of data for
every bunch crossing, and thus each must have a dedicated read-out system. These read-
out systems, referred to as the Front-End Electronics [30], are each specially designed to
process the analog signals from their respective sub-detector, digitize that signal, and then
send it to the correct level 1 trigger section. The Tevatron produces pp¯ collisions at a rate
of 1396 ns = 2.52 MHz, however events can only be permanently stored at a maximum rate of
approximately 50 Hz. The job of the trigger is thus to select which events are “interesting”
in terms of what physics is being studied so that they can be stored, and reject the remainder
without missing potentially interesting events due to time constraints or other issues. This
is achieved at CDF through the use of a three level trigger system. The level one (L1) trigger
utilizes information directly from each of CDF’s sub-detectors, including the SVX, COT,
calorimeters, and muon systems CMU/CMP/CMX, and is completely hardware based.
Several trigger sub-sections feed into the global level one trigger, as shown in Figure 3.5,
including the eXtremely Fast Tracker (XFT) [31] for example. The XFT is a very important
component of the track trigger as it decides whether a high-PT track is present in the event.
This information is then used along with other trigger sub-systems, such as the level one
muon trigger and the level one calorimeter trigger, to roughly decide if an event has the
potential of being interesting. The global level one trigger has an event pipeline that is
42 clock cycles deep, meaning that it must make a decision on each event in under 42 x
396 ns = 16 µs. The system was designed however to run at a collision frequency of 132 ns,
so the processing generally takes much less than the available time. The level one global
trigger reduces the event rate from over 2.5 MHz to around 50 kHz. In the level two (L2)
trigger, more information can be used such as the Silicon Vertex Trigger [32], jet clustering
performed by the level two calorimeter trigger, and more sophisticated track reconstruction.
The level two trigger has a 4 event buffer, allowing around 20 µs per event for the decision to
accept or reject the event to be made. Events pass the level two trigger at a rate of around
300 Hz. The L1 + L2 triggers reduce the total event rate by nearly a factor of 104. The
level 3 (L3) trigger is composed of 300 dual-core computers which perform a complete event
reconstruction on each incoming event over the course of 1 s. At this point, a large number
of conditions are used to accept events including things such as a high-PT electron or muon,
large missing transverse energy, or secondary displaced vertices, however any conceivable
event topology would be possible to trigger on. In this analysis, both the missing transverse
energy and electron/muon triggers were utilized. The level three trigger further reduces
the event rate to 30-50 Hz, and allows all of the accepted events to be written to tape for
permanent storage. The total trigger system reduces this initial 2.5 MHz rate down by more
than a factor of 50,000, while often keeping “interesting” events with an efficiency of over
90% [20].
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Figure 3.5: A block diagram of the data flow in the first two layers of the CDF trigger.
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Chapter 4
tt¯H Analysis at CDF
The purpose of this analysis is to search for the Standard Model Higgs boson produced
in association with a top quark pair. This intermediate state is most often produced at the
Tevatron from the splitting of two gluons with large Bjorken-x into tt¯ pairs. From this four
top quarks are produced, two of which interact to form a Higgs boson as shown in Figure
4.1. At this stage of the interaction, there is one Higgs boson and two top quarks present
of opposite charge, thus motivating the name tt¯H. Top quarks decay to a W boson and b
quark with a branching fraction that has been measured to be nearly 100% [2]. The Higgs
boson has many possible decay modes, as discussed in Section 2.5.2. The final state of this
interaction can have anywhere from 2 to 10 jets, 2 to 4 of these being B-jets, 0 to 4 charged
leptons (6 if it proceeds H → ZZ → llll), and more than likely /ET from 0 to 4 neutrinos.
Thus choosing an event selection which simultaneously rejects backgrounds and accepts tt¯H
signal can be quite challenging.
Figure 4.1: A simplified Feynman diagram showing Higgs production via tt¯H.
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The expected cross section for this interaction at the Tevatron center of mass energy
of 1.96 TeV in pp¯ collisions has been calculated at next to leading order (NLO) as 4.86 fb
at MH = 120 GeV/c2 [33, 34]. Most similar to tt¯H is the process tt¯, which at a cross
section of 7.12 pb is the largest background to this analysis by a large margin, comprising
over 90% of expected background events. When compared to other Higgs search channels
such as WH or ZH, tt¯H has a very small cross section and thus a very small expected
number of events, however the signal from tt¯H is quite distinctive. With a typical event
at low Higgs mass containing 4 B-jets, b-tagging becomes extremely important and thus
serves as the basis for categorizing the events. Beyond the Standard Model (BSM) processes
can also boost this small cross section to more realistically measurable values. Such things
include non-perturbative effects of the Higgs-top Yukawa coupling within the SM model,
production of tt¯H via a new heavy gluon G′ or enhanced Higgs-top Yukawa couplings from
Supersymmetry [35]. Thus while this analysis serves largely to search for the Higgs boson,
it also has the potential to be sensitive to BSM effects.
4.1 Reconstructed Objects
The true identity of a particle appearing in the detector must be inferred from the
manner in which it interacts in the different layers of the detector. This process involves
using several subsections of CDF at once and matching the signatures seen to our prior
belief of how different particles will appear. For example only charged particles will appear
as tracks in the Silicon and COT and will tend to shower more in the electromagnetic
calorimeter. On the other hand, neutral particles will not leave tracks in the COT but
will shower in the electromagnetic calorimeter, in the case of photons, or in the hadronic
calorimeter, in the case of strongly interacting particles that form jets. The identification
of secondary particles in an event is an extremely important task as the objects it forms
are the basis of any analysis.
4.1.1 Leptons
Electrons
High energy electrons are often extremely important in selecting potential Higgs events,
as they originate largely through weak interactions involving a heavy gauge boson, such as
W → eν or Z → ee/µµ. Since electrons are charged objects, they will leave a single track
in the silicon and COT and deposit the vast majority of their energy in the electromag-
netic calorimeter. Central electrons are reconstructed from a high-PT isolated track and
extrapolated toward a EM calorimeter cluster. This analysis utilizes what are referred to
as “tight” electrons which pass certain selection criteria. For an object to be a tight central
(|η| < 1.1) electron, it must be detected in the central electromagnetic calorimeter (CEM),
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have ET >20 GeV, originate within 60 cm of the nominal interaction point in the detector,
have a measured track PT >10 GeV/c with at least 5 hits in 3 or more axial and 2 or more
stereo superlayers, have a calorimeter isolation < 0.1, and have a hadronic calorimeter frac-
tion < 0.055 + (0.00045 ∗ E1 GeV ). The efficency for this selection is approximately 80%.
There also exist central loose electrons which have a higher efficiency, but lower purity due
to fake electrons from jets. Plug electrons (1.1 < |η| < 3.64) are very similar, however
due to lower tracking efficiency of the COT at larger η, silicon hits are required as well as
matching with Phoenix (PHX) reconstruction [36].
Muons
Similar to electrons, muons are also very important objects in the search for the Higgs
boson. Muons are again charged objects, but due to their increased mass, they tend to
interact much less than electrons. We expect muons to leave a track in the Silicon, leave a
track in the COT, deposit only a small amount of energy in the EM/Hadronic calorimeters,
and leave a hit in one of the several muon systems in CDF. Muons are then reconstructed
from this “stub” in the muon detector back to a track in the COT. This analysis utilizes
tight CMU/P and CMX muons which have the following selection criteria. We require tight
muons to be detected in a muon system, have a measured PT >20 GeV/c with > 5 hits
in at least 3 axial and 2 stereo superlayers, deposit <2 GeV in the EM calorimeter and
<6 GeV in the hadronic calorimeter, have a track isolation < 0.1, originate within 60 cm of
the nominal interaction point and within 2 mm or 0.2 mm of the primary vertex depending
on whether silicon hits are recorded, and match in position between the CMU and CMUP
detectors if η < 0.6. The selection efficiencies for muons are approximately 92% (CMU/P)
and 95% (CMX) [36]. Other muon types exist such as stubless or central minimum ionizing
(CMIO) and barrel muons (BMU) which have special selection criteria. Lastly one may
choose to use loose muons, or newly developed multivariate muons, which are selected with
a neural network classifier.
4.1.2 Jets
Quarks and gluons are the most commonly produced secondary particles at the Tevatron
due to strong interactions between the colliding protons and anti-protons. Due to the nature
of the strong interactions, “free” quarks quickly pull qq¯ pairs out of the vacuum in an
attempt to produce color singlets and gluons will convert into qq¯ pairs or even more gluons.
This of course still leaves free quarks which continue the process, known as fragmentation
or hadronization, until a large number of strongly interacting color-singlet particles, known
as hadrons, are produced. This cone-shaped spray of particles, known in a particle physics
as a jet, will have the same total momentum as the initial quark or gluon but distributed
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amongst all of the particles in the jet. An example of a jet is shown in Figure 4.2. The
structure of these jets is an extremely difficult problem to analyze, as the strong force
becomes non-perturbative at low energies. The energy resolution of jets is much lower than
that of electrons, muons or photons as the momentum is spread amongst many particles
and most hadronic interactions in the calorimeter happen from collisions with atomic nuclei
rather than ionization.
Due to the fact that such a large number of particles are produced in jets and each
particle may interact in a different tower of the calorimeter, the reconstruction of jets,
known as clustering, is a difficult process. Jet clustering is done at CDF using JetClu [37].
This is a complex algorithm which first uses towers with large deposits of energy as seeds for
clusters. Then a cone of constant radius in ∆R =
√
∆φ2 + ∆η2 = 0.4 is drawn about each
seed cluster. All towers inside this cone with deposits above a certain threshold energy are
added to the cluster, and the centroid of the jet is recalculated. A new cone is drawn and this
process is continued until a stable cone is achieved. This clustering employs a “ratcheting”
procedure where if a new cone is drawn that excludes a previously included tower, the tower
still remains in the cluster. If two clusters share over 50% of their energies, they are merged
into a single cluster. One major issue with JetClu is that it is not infrared-safe, meaning
that it will form different clusters if soft gluons are emitted.
Once this clustering is completed, jet energy measurements can be made by summing the
energy measured in individual towers contained in the cluster. Corrections to jet energies
are made at several different levels, each targeting different aspects of calibration or mis-
measurement. Up to Level 5 corrections are used in this analysis. The different levels of
corrections are as follows [38].
• Level 0: “Online/Oﬄine Calibrations” - Central jet energies are calibrated such that
the Z → ee peak resides at 91.2 GeV and tower gains, which are tracked with J/Ψ
muons, are constant in time. Plug calorimeters are done similarly with additional
help from Co-60 calibration sources.
• Level 1: “η-dependent” - Raw jet energies are corrected to make jet energy mea-
surements uniform in η. Jets outside the the central calorimeter are scaled using ET
matching in 2-jet events.
• Level 2/3: Not used
• Level 4: “Multiple Interactions” - The contribution of multiple pp¯ interactions in the
same bunch crossing is subtracted based upon a correction calculated from minimum
bias data parameterized in the number of primary vertices.
• Level 5: “Absolute Energy Scale” - Corrections are applied for any non-linearity in the
calorimeter response or energy loss in un-instrumented regions. Also corrections are
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Figure 4.2: An example of Jet production at a hadron collider.
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applied which take into account the track PT of particles within a cone of ∆R < 0.4
around the measured parton direction.
• Level 6: “Underlying Event” - Energy from spectator partons in the event are sub-
tracted from jet energies using a correction derived from single vertex minimum bias
events.
• Level 7: “Out-of-Cone” - Corrections are applied to take into account particle or
radiation leakage outside the clustering cone used to define jets. This energy is then
added back into the jet energies to estimate the “parent parton” energy.
In this analysis, a large number of jets are expected. In order for a jet to be counted
as “tight”, it must have a level 5-corrected ET > 20 GeV, and detector η < 2.0. Looser jet
categories exist and are counted but not used in discrimination or kinematic reconstruction.
Secondary Vertex Tagging
One of the most important recent innovations in modern particle detectors is the use of
high resolution silicon-based tracking systems for secondary vertex detection. When heavy
quarks are produced in collisions, they form hadrons which have a lifetime sufficiently long
to travel a small distance away from the beam line. This is especially true for B hadrons
and also for charmed hadrons to a lesser degree. These hadrons then decay and the tracks
of their decay products can be extrapolated backwards to the point at which the decay
occurred. Due to the potentially large number of b quarks produced in tt¯H, secondary
vertex identification or “b-tagging” is extremely important to this and many other Higgs
analyses. An example of a secondary vertex is shown in Figure 4.3.
Two algorithms are used in this analysis for b-tagging, namely “SecVtx” [39] and “Jet
Probability” [40]. SecVtx works by first searching for jets which have at least two silicon
tracks. It then attempts to reconstruct the intersection of these two tracks, and if they
form a displaced vertex, the distance from the primary interaction point is calculated. This
distance, in the transverse plane or in 3-D, along with a number of other properties such
as the vertex mass are used to determine how likely it was that the vertex belongs to a
B hadron. To maintain high signal purity, this analysis utilizes “Tight” SecVtx tagging
requirements. The second method, Jet Probability, calculates the probability, based upon
the point of closest approach to the interaction point, that each silicon track in a jet orig-
inated from the primary vertex. The probabilities of all tracks in the jet are combined to
form the probability that the jet does not contain a secondary vertex. The conventional cut
used in analyses is that jets are “Jet Prob” tagged if the probability is < 0.05. These two
algorithms form the backbone of this analysis in that they are crucial for event selection as
well as for separating regions of different signal purity.
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Figure 4.3: An example of a secondary displaced vertex indicating the presence of a heavy
quark.
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4.1.3 Missing Transverse Energy
In a hadron collider we expect that the vector sum of energies and momenta in the
plane transverse to the beam sum to zero. The momentum along the beamline, however, is
unknown as the parton energies inside the proton are randomly distributed according to the
parton distribution functions (PDF) [41]. If the energy or momentum in an event does not
sum to zero, as will always happen due to the finite energy and momentum resolution of the
detector, the remaining energy which would balance this net energy vector is termed missing
transverse energy (MET) or /ET. Small amounts of /ET often arise due to jet energy mis-
measurement, however particles which do not interact in the detector, such as neutrinos
or possibly supersymmetric particles, will leave large amounts of /ET in the detector. In
tt¯H, we expect multiple W bosons in an intermediate stage of the interaction, which have
BR(W → e/µν) = 0.21 [2], thus significant fraction of the time neutrinos will be produced.
Using this /ET to infer the existence of a neutrino is a common technique used in analyses,
however care must be taken such that jet mis-measurement does not contribute a significant
portion of events passing the /ET selection. /ET is calculated from the level 5 corrected jet
ET as well as corrected muon and electron ET , as seen in Equation (4.1). The corrected
/ET is important as it forms part of the event selection of this analysis as well as important
kinematic variables such as the transverse mass of the W . An example of an event with
large /ET is shown in Figure 4.4.
~/ET = −
∑
objects
~ET i −
∑
jets
~ECorrTj −
∑
leptons
~ECorrTj (4.1)
Figure 4.4: An event display of a dilepton event with large /ET.
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4.2 Data Samples and Triggers
Data for this analysis was recorded by the CDF detector during Run II of the Tevatron
from March 1, 2001 to the end of Period 30 ending June 19, 2010. The total integrated
luminosity for this time period was 6.3 fb−1. Data was used from the following streams:
• High-PT Central Electrons : bhelk[d,h,i], bhelm[i,j,k,m,m], bhelkp
• Plug Electrons(PHX) : bpelk[d,h,i], bpelm[i,j,k,m,m], bpelkp
• High-PT Central Muons : bhmuk[d,h,i], bhmum[i,j,k,m,m], bhmukp
These data streams come from from a number of triggers, including the High-PT lepton
triggers in the CEM, CMU/P or CMX, as indicated by the b prefix on the dataset names.
4.3 Event Selection
In order to obtain a relatively pure sample of potential Higgs events, an event selection
is employed which has the highest possible acceptance of tt¯H events while simultaneously
rejecting potential background events. Examining distributions of certain kinematic vari-
ables allows us to make simple cuts on the phase phase of events that will produce such an
event selection. With at least 2 W bosons in the event, we shall require one of them to decay
leptonically in order to reduce the rate of background QCD events. This entails requiring
one or more “tight” electron or muon as described in Section 4.1.1, as well as at least 20 GeV
of level 5 corrected /ET. After this cut, one may examine the jet multiplicity distribution
and compare tt¯H and our largest expected background tt¯ as shown in Figure 4.5. From this
histogram, a fairly logical cut would be to require ≥ 5 “tight” jets as described in Section
4.1.2.
Even though this requirement greatly cuts down the amount of tt¯ present in our sample,
we need to further purify it by requiring a number of b-tags, or jets that have been found
to be consistent with the decay of a B hadron, as described in Section 4.1.2. Looking at
Table 4.1, we required that an event has at least one SecVtx tag and at least at total of two
tags (SecVtx + Jet Prob). While this has a negative effect on our signal acceptance, due
to a relatively low b-tagging efficiency, it again significantly reduces the amount of tt¯ and
QCD present. Requiring multiple b-tags also reduces the mistag contribution as it becomes
less and less likely that an event with no real B hadrons will have passed the selection as
more b-tags are required. Beyond these simple requirements, we have cuts which reject
cosmic ray events, events which have an electron and an isolated track that form a dijet
mass close to the Z mass, and events where the primary vertex is greater than 60 cm from
the nominal interaction point. The total efficiency for tt¯H is approximately 4-5% while for
tt¯ it is < 0.2% and is even smaller for all other processes.
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Figure 4.5: The jet multiplicity distribution for tt¯H and tt¯.
NJP
≥ 2 0.066 0.026 0.004
0.032 0.003 0.000
1
0.197 0.117 0.033 tt¯H
0.223 0.046 0.002 tt¯
0
0.262 0.201 0.095
0.462 0.217 0.015
1 2 ≥ 3
NSV
Table 4.1: Proportion of pre-tag events having at least 1 tag (SVT or JP).
4.3.1 Tagging Categories
Once a sample of events have been chosen for further analysis, they can be separated
into regions of differing purities in order to increase the sensitivity of the search. In this
analysis, the type and number of tags present are used to do this. Due to the higher purity
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of tight SecVtx tags than Jet Prob tags, SecVtx is given priority, meaning that if a jet is
tagged by both, it will only count as a SecVtx tag. Listed from highest purity to lowest,
the tagging categories are as follows.
• SVT/SVT/SVT : This category requires that an event have at least 3 SecVtx tags
and any number of Jet Prob tags. This is the tightest category and thus has the
smallest expected number of events, but contributes most significantly to the limits.
• SVT/SVT/JP : This category requires that an event have exactly 2 SecVtx tags and
one or more Jet Prob tags.
• SVT/JP/JP : This category requires that an event have exactly 1 SecVtx tag and two
or more Jet Prob tags.
• SVT/SVT : This category requires that an event have exactly 2 SecVtx tags and zero
Jet Prob tags. This category and the next are the loosest categories and thus have
more events, but suffer from a small signal to background ratio.
• SVT/JP : This category requires that an event have exactly 1 SecVtx tag and exactly
1 Jet Prob tags.
As can be seen from Table 4.1, these categories fully cover the event selection space.
Future analyses would more than likely extend the event selection to contain a 4-jet category
as well as categories with a single SecVtx tag and one or more Jet Prob tags. These
categories have intrinsically lower signal purities and thus would contribute less to the
sensitivity of the analysis.
4.4 Monte Carlo Modeling
Much of the theoretical work done in high energy physics is intimately related to the
process of creating Monte Carlo generators for use by experimentalists in searches. In
producing Monte Carlo simulations, there are a large number of steps that must be done to
accurately reproduce the actual physics involved and the response of the detector thereafter.
A simple example of this can be seen in Figure 4.6.
First, a theorist must calculate the S-matrix element for a process, or in modern times
a computer is programmed to calculate the S-matrix elements for each Feynman diagram
between an initial state and final state to a certain order. From this, one may calculate the
cross section for a process by convolving a number of factors such as the relevant parton
distribution functions. Next, a Monte Carlo generator takes over and models the hard-
scattering event that takes place inside the beam. A number of Monte Carlo generators
exist for this purpose and each does basically the same thing. In addition to this, effects
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Figure 4.6: Different aspects of Monte Carlo generation.
such as beam remnants, initial state and final state radiation, and multiple interactions
must be modeled. At this point, one basically knows the out going partons of the event,
however free quarks and gluons must be fragmented and the showering process must be
modeled as well. This is an extremely difficult problem to model as the physics of jet sub-
structure is not as well known. Some common Monte Carlo generators include PYTHIA,
ALPGEN, Herwig, Sherpa, Madevent and Powheg. Some processes are better modeled
by a certain generator, and as such we use that generator when producing Monte Carlo
for those processes. After the outgoing partons have been determined and the strongly
interacting particles have been fragmented, one must model the response of the detector to
these particles. This is done at CDF using a detector simulation package called GEANT
[42]. GEANT is given a complete model of the CDF detector, including the physical shape,
position, and composition of every detector component. This is then used to model the
interaction of each out going parton with different detector components, including tracking,
calorimetry (where other packages handle the electromagnetic or hadronic showering), and
the muon systems. Lastly the response of CDF’s front-end electronics are simulated and the
event is reconstructed as it would be in the Level 3 trigger. The trigger system, however, is
not simulated at CDF, requiring analyses to apply trigger efficiency scale factors to account
for this effect.
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4.4.1 Signal Process Modeling
In order to properly search for a yet undiscovered process, one must have a model which
would accurately represent this process. Fortunately the only relevant unknown physical
property of the Higgs boson is its mass, and thus precise Monte Carlo models of Higgs
production via tt¯H can be produced at a variety of Higgs masses. For this analysis, tt¯H
Monte Carlo was generated using PYTHIA [43] between Higgs masses of 100 GeV/c2 and
150 GeV/c2 in steps of 5 GeV/c2. Efficiencies for tt¯H Monte Carlo (MC) to pass the event
selection are given in Tables B.1 to B.5. The cross sections for tt¯H production have been
calculated here to NLO [33, 34].
This analysis is largely focused on the search for a low-mass Higgs boson, MH <
135 GeV/c2, however limits are set up to MH = 150 GeV/c2. The cross section as a func-
tion of Higgs mass drops approximately exponentially with increasing mass, with a value
of 8.00 fb at MH = 100 GeV/c2. In this low mass region, we expect the Higgs branching
ratio to b quarks to still be large, however the total acceptance of events is still very small.
Factors that hurt the event acceptance include the requirement of a tight lepton, the mag-
nitude of which depends on the number of W bosons present, the tagging efficiency for each
tag requirement, and the number of events with only 4 jets that are rejected. The total
number of tt¯H events expected to pass the selection is between approximately 2 at MH =
100 GeV/c2 and 0.65 at MH = 150 GeV/c2. Were one to examine the origin of tt¯H events
passing the event selection as a function of Higgs mass and decay mode, one would see that
at low mass H → bb¯ dominates. In the high mass region, however, H → WW is more
significant at pre-tag and about equally significant as H → bb¯ for the event selection, as
seen in Figure 4.7. Even other Higgs decay modes, such as H → ττ , H → ZZ or H → cc¯,
contribute in a small but significant way. This wide range of Higgs modes contributing to
the acceptance is largely due to the fact that no intermediate state event variable is cut
on for the event selection. Other analyses may attempt to reconstruct the Higgs mass and
place cuts on it to purify their event samples, however in tt¯H the large number of jets
present prohibits reliable event reconstruction. One unintentional consequence of this fact
is that some selection efficiencies tend to increase with mass, as seen in Figure B.1, rather
than constantly decreasing due to the falling H → bb¯ branching ratio.
4.4.2 Background Process Modeling
Just as important as proper signal modeling, background Monte Carlo forms the basis of
what one would expect given that no real signal exists in the data. With poor background
modeling, potential signals may be lost or fake signals may be accidentally found. Many
different background processes contribute to the tt¯H search sample, however over 90% comes
from tt¯ production. In order to make sure these processes are correctly modeled, we check
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Figure 4.7: Content of tt¯H signal passing the event selection as a function of Higgs decay
mode for MH = 120 GeV/c2 and 140 GeV/c2.
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that the shapes of all kinematic variable inputs to the discriminant match the observed
data in normalization and shape within errors. If the modeling is not correct, re-weighting
in a relevant variable can be done to remedy any minor disagreement. The total number
of events from a certain background in any one channel can be calculated using Equation
(4.2), where L is the integrated luminosity, i is the Monte Carlo efficiency including all
scale factors, σi is the cross section, and Ki is the K-factor for that background process.
The K-factor is necessary when a process has a large change in the theoretical cross section
from one order to another, most notably in W +HF processes.
Ni = KiσiiL (4.2)
Top Pair Production
Figure 4.8: Feynman diagram of top pair production at the Tevatron decaying to a lepton
+ jets final state.
Being by far the largest background in the tt¯H search, the modeling of tt¯ production is
extremely important. This MC sample was generated using PYTHIA and no decays were
forced. The signature of tt¯ is nearly the same as tt¯H when one W decays leptonically and
each of the jets (plus possibly one or more ISR/FSR jets), pass the tight selection with
both B-jets receiving a SecVtx or Jet Prob tag. While this is unlikely to happen in any
single event, noting the very small efficiencies in Tables B.1 to B.5, the relatively “large”
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cross section of tt¯ compared to tt¯H results in a fair number of events passing the selection
criteria. Due to the fact that tt¯ constitutes such a large portion of the background, the final
discriminant will be trained to distinguish between tt¯ events and tt¯H events using a machine
learning classifier algorithm as described in Section 5.1. The remainder of the backgrounds,
which in a sense are less “tt¯H-like” in the most important discrimination variables than tt¯,
will be effectively categorized as background in the classifier. The portion of this sample
containing tt¯bb¯ was checked against a MadGraph/MadWeight [44] sample to ensure proper
heavy flavor modeling, as this would be the most difficult irreducible background and would
contribute at a much higher efficiency than normal tt¯.
Single Top Production
Figure 4.9: Feynman diagrams of s-channel (left) and t-channel (right) single top production
the Tevatron.
Constituting a much smaller number of events to the tt¯H analysis sample, single top
production is still an important background. This sample is generated, with W → lν forced,
with MadEvent [44] and showering is done with PYTHIA. Single top is mostly present in
the looser categories as only 2 B-jets are present in the optimal case, and contributes
approximately 1 total event to the entire sample.
Diboson Production
Diboson production, including WW , WZ and ZZ production, contributes a very small
amount to the tt¯H search, but is included for completeness. Diboson has the potential to
mimic certain Higgs signals as the final state contains two real heavy particles recoiling off
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Figure 4.10: Feynman diagrams of s-channel (left) and t-channel (right) diboson (WW ,
WZ and ZZ) production the Tevatron.
of each other. However, it does not contain a large enough number of b-quarks to mimic
tt¯H. This sample was generated using PYTHIA.
W/Z + Heavy Flavor Production
Figure 4.11: One of many Feynman diagrams of W + jets production the Tevatron.
Contributing a very small amount in the tight categories but quite significantly in the
looser tagging categories, W and Z + jets production is one of the more difficult backgrounds
to model for which Monte Carlo is available. Often times, one must apply re-weighting
corrections to W/Z + jets to better match what is seen in the data, however in this analysis
its contribution is small enough that this is not necessary. This sample was generated using
ALPGEN [45] and PYTHIA for showering.
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4.5 Data Driven Modeling
Often times, certain processes are very inefficient to pass the selection but happen so
often that they have a non-negligible contribution to the analysis sample. QCD multijet
production is a prime example of this, as there are an extremely large number of events
in the data, but the probability of passing the selection is incredibly small, making Monte
Carlo modeling impossible in a reasonable amount of time. Two contributions of this type
are considered in this analysis, namely those events which have no real B-jets but are mis-
tagged as such, and events with no real leptons but with objects that are mis-identified as
a lepton.
Mistags
By requiring B-tagging, the number of background events in the tt¯H analysis sample
was greatly reduced, however events without real B-jets still contribute. This would require
that an event contain a real lepton, but have a light flavor jet mis-tagged as a B-jet. While
the probability of this is low, the number of candidate events is very large. Mistags are
modeled by constructing a “Mistag Matrix” that is determined in an orthogonal data set.
The Mistag Matrix [46] is basically an efficiency for light jets to be tagged parameterized
in a small number of kinematic variables related to the jet. This Mistag Matrix is run
over all pre-tagged data and for each jet, assigns a probability that it would have been
mistagged. One then loops over all possibilities of tagging in each event and assigns a
weight determined from the joint-probabilities of the jets in each possible outcome. In this
manner, one event will be split into several events all with weights that add up to 1.0.
These events are then passed into the event selection and the shapes in various kinematic
variables and discriminant outputs can be found for each tagging category. One must also
take special care to consider how mistagging may migrate events out of one category and
into another by looking at the Mistag Matrix probabilities for events passing the event
selection.
Non-W Electron Fakes
The sample of events was also cleaned up to a large extent by the requirement of at
least a single tight electron or muon. Leptons are infrequently created in QCD interactions,
thus making them a good method of rejecting QCD multijet production. Fortunately it is
very difficult for a particle to fake a muon, so the only consideration we need to make is
QCD jets faking electrons. Again this is very unlikely but the sheer number of QCD events
causes this process to contribute. The rate of electron fakes is calculated by inverting the
isolation cut on electrons as given in Section 4.1.1. These events are passed through the
event selection and a weight is applied to each representing the probability of any jet in
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that event being identified as an electron, similar to the way mistags were calculated. The
normalization and shape of the electron-fake contribution can then be obtained.
4.6 Event Yields
Once the event selection is passed, all events have a number of kinematic variables
calculated, in which they may be parameterized. These variables will later be used in
a multivariate discriminant to distinguish signal from background and to set limits. In
addition, the distributions of these variables for the sum of all backgrounds can be made
and used as a check of the quality of the background modeling. The total expected number
of events coming from each type of background is listed below in Table 4.2.
SVT/SVT/SVT SVT/SVT/JP SVT/JP/JP SVT/SVT SVT/JP
tt¯ 5.34± 0.85 12.51± 1.96 7.92± 1.11 59.76± 6.28 59.47± 4.10
Single top 0.03± 0.00 0.09± 0.01 0.06± 0.01 0.57± 0.03 0.53± 0.03
W + Jets 0.20± 0.06 0.48± 0.14 0.44± 0.12 2.80± 0.94 4.51± 1.07
Z + Jets 0.00± 0.00 0.02± 0.00 0.02± 0.00 0.20± 0.02 0.30± 0.02
Diboson 0.01± 0.00 0.01± 0.00 0.02± 0.01 0.20± 0.01 0.36± 0.04
Mistags 0.00± 0.00 0.02± 0.02 0.06± 0.03 0.29± 0.15 1.11± 0.51
Non-W 0.00± 0.87 0.00± 0.87 0.00± 0.87 0.00± 0.87 0.00± 0.87
Total 5.61± 0.87 13.15± 1.98 8.50± 1.14 63.81± 6.45 66.30± 4.47
tt¯H − 120 0.16± 0.05 0.21± 0.07 0.13± 0.04 0.23± 0.07 0.29± 0.09
Observed 8 21 9 68 78
Table 4.2: Event yields for different background processes in each tagging category.
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Chapter 5
Neural Network Ensembles
Traditional high energy physics analyses were largely counting experiments. This was
done by first performing a number of cuts on event variables, then selecting one variable
that discriminated between signal and background. The observed distribution of events
in this variable was then fit to the expected signal and background distribution shapes to
estimate the “number” of signal events in a sample. With the advent of searches for rare
processes, which often times have production cross sections so small that less than one
signal event is expected, the cut and fit analysis no longer provides sufficient statistical
power. Thus a new paradigm of data analysis has emerged, namely that of multi-variate
discrimination, where many variables and the correlations between those variables are used
to discriminate between signal and background events. One of the most widely used multi-
variate discrimination techniques is that of an Artificial Neural Network.
5.1 Neural Networks
Artificial Neural Networks (ANN) are computational models inspired by the structure
of biological neural networks such as the human brain. They consist of a number of inter-
connected artificial neurons organized into several layers. The first layer acts as an input
layer which accepts the event variables and normalizes all of them to be between 0 and 1.
Each neuron or node is then connected to every node in the subsequent layer. The number
of nodes in each layer and the number of layers can be modified to suit the needs of the user.
When a node receives the inputs from each node in the previous layer, it weights each input
using a list of weights and subtracts a bias value, which together fully characterize that
node. This weighted input is then passed through a sigmoid function, which is meant to
simulate the firing of a neuron, to become the output of that node. This process is repeated
for each node in each of the layers between the input layer and output layer, known as
hidden layers. Finally, the last layer is known as the output layer. This layer will contain
as many nodes as outputs of the neural network, and operates on the same principle as the
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previous layers in that each node weights the outputs of the previous nodes, but passes them
through a linear function instead. This then becomes the output of the neural network.
A neural network of this form is generally known as a “MultiLayer Perceptron” [47]. In
high energy physics, neural networks are used as machine learning classifiers to discriminate
between signal and background processes based upon the event variables given to it.
Figure 5.1: A simplified schematic of an Artificial Neural Network with 1 hidden layer and
a 2-D output
In order to use a neural network, it must first be “trained” to discriminate between signal
and background processes. The structure of the network must be chosen before the network
is trained. The training process effectively sets the list of weights for each node through a
stochastic search of the weight parameter space. This is done first by giving the network
Monte Carlo data in which the useful event variables have been calculated and the true
event process is known. A “target” is then determined for each process, with the possibility
that several processes have the same target value. This can be simply one number such as 0
for background and 1 for signal, or it can be multi-dimensional such as (0, 0) for QCD, (0, 1)
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for tt¯ production, (1, 0) for W+jets, and (1, 1) for Higgs signal. The training process then
attempts to find a mapping from event variable space to the output space that best satisfies
the training data. How well this mapping works is determined by a cost function, such as
the mean squared error of the network outputs relative to the training targets, which is then
minimized. Training events are run through the neural network with randomly set weights
in the beginning. Derivatives of the cost function are found with respect to each weight
and a “steepest descent” algorithm is used to minimize the cost function over a number of
training epochs. After the set number of training epochs, or when the cost function for the
testing sample is no longer decreasing, the list of weights is saved and the neural network
is ready to be used for classification. Testing samples orthogonal to the training samples
are used in order to prevent over-training where the network “learns” about the individual
events and not the overall event topology. This procedure of training is commonly known
as “back-propagation.”
5.2 Neural Network Choice Systematic
The procedure of training a neural network is not deterministic. Because one starts
with a list of random weights, and then tries to minimize a cost function, one may end
up at different points in the space of weights if there are multiple local minima in this
function or if the fluctuations around a real minimum do not systematically converge to
zero. This simple consequence of the training procedure thus introduces what is known as a
systematic error. One may think of this in terms of the following analogy. Suppose there was
an incredibly cruel doctoral advisor who had 100 graduate students performing the same
analysis, and that only the student with the best analysis would be allowed to graduate.
Each student has access to the same data and Monte Carlo, and has made the standard
event selection for the analysis. Further suppose that each student has then decided to use
a neural network based discriminant to calculate upper limits on their advisor’s favorite
undiscovered physics process. Some students may very well have written better analysis
code, however in the end each student ended up using the same list of variables to train the
network. Each student then trained a neural network using the same data and variables,
and proceeded to calculate upper limits using their own discriminant. It turns out however
that these students were incredibly smart and had collectively planned to have the exact
same analysis, expecting to arrive with precisely equal results and thus forcing the advisor
to let all of them graduate. When their limit calculations were finished, though, to the
great surprise and horror of each student (except one of course) everyone’s limits were in
fact different! Thinking quickly, the students decided to share all of their networks and
each formed a neural network ensemble. Much to the students delight, everyone’s results
were basically the same now. Unfortunately, the advisor was not pleased with his students’
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shenanigans and every single one was promptly fired.
This simple analogy points out several interesting features of what we shall now call the
“neural network choice” systematic. First of all, neural networks trained on the same Monte
Carlo with the exact same inputs and structure will in general return different outputs for
individual data events. While the distribution of the neural network output over a large
number of Monte Carlo events has been found to be relatively stable, the fluctuations of the
output for individual events will lead to different distributions when using a smaller sample
of events, such the actual data. Thus when calculating limits, we must look at this choice
of neural network as a systematic error. Should another person attempt to repeat one’s
analysis, in the spirit of the scientific principle of reproducibility, then they would in general
arrive at slightly different results, even if the exact same data was used! In high energy
physics, when calculating upper limits on cross sections, we quote both the “expected”
and “observed” limits. The expected limits are determined by drawing a large number of
pseudo-data samples from a Monte Carlo distribution and calculating the limits for each.
The median of this distribution is then quoted as the expected limit. The observed limit is
simply the limit calculated using the data.
In order to reduce the error associated with this systematic, we have introduced a
new discriminant termed a “neural network ensemble.” An ensemble is a large number
of individual neural networks that are somehow combined to produce the same number
of outputs as each single neural network. Many combination methods exist, including
algorithms termed bagging or boosting, and the specific one created for this analysis will
be described later. By combining a large number of neural networks, we hoped that any
large variations coming from single neural networks would be washed out in the statistics
of the ensemble. In the framework of the tt¯H analysis, we have measured the effect of this
systematic error on both the expected and observed limits using single neural networks,
100 neural network ensembles and 1000 neural network ensembles. This was accomplished
by training 10 discriminants of each type and performing the limit calculations with the
results of each on the exact same data set. The widths of the distribution of expected and
observed limits were calculated for each discriminant type and are shown in the Figure 5.2
and 5.3.
As you can see in Figure 5.2, the systematic error on the expected limits is approxi-
mately 2%, and does not depend on the type of discriminant used (within errors on the
widths). Looking at Figure 5.3 however, one can clearly see that the systematic error on
the observed limits is much larger than for the expected limits and is very dependent on
the type of discriminant used. This effect can be understood in terms of simple statistics.
When constructing the expected limits, the entire Monte Carlo sample was used and as
stated before the distribution of the output for a large number of events are stable using
any discriminant type. Thus this distribution should be approximately the same for each
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Figure 5.2: Systematic errors on expected limits in the tt¯H analysis coming from the choice
of neural network
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Figure 5.3: Systematic errors on observed limits in the tt¯H analysis coming from the choice
of neural network
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discriminant in the sample of 10, and the resulting calculation based off of each should
again be approximately the same. However when the observed limits are calculated, only
one distribution of outputs are used, namely that of the data events. Due to the fact that
individual events’ outputs tend to fluctuate between different discriminants and the size of
the real data sample is quite small, the observed limits do not benefit from the increased
statistics of the expected limits and have a much larger systematic error associated with
them. This error is somewhat mitigated through the use of an ensemble, due to the large
number of neural networks it contains and the resulting increase in statistics. As one can
see in Figure 5.3, this statement is validated by the large decrease in the observed limit
width as the number of constituent neural networks increases from 1 to 1000. Thus the
systematic error associated with neural network choice is minimized through the use of a
neural network ensemble, which motivated its use in this analysis.
5.3 Ensemble Architecture
Figure 5.4: A simplified schematic of a neural network ensemble
A neural network ensemble consists of a large number of neural networks, which must be
combined in some manner. The method used in this analysis will function for an ensemble
of any size and could in principle be used to reduce the dimension of constituent neural
networks to a smaller dimensional ensemble output. Consider an ensemble consisting of M
neural networks, which we shall label NNi, where i goes from 1 to M . From Monte Carlo
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samples, distributions of signal and background events are created and saved for each NNi,
which we shall label Si and Bi. Both distributions have a standard binning, which we shall
label with K such that Si(K) is the K-th bin’s content of the i-th neural network’s signal
distribution. Now consider a single event passed into the ensemble, which we shall call ej ,
where the index j indicates that this is the j-th event. Each network NNi will return an
output NNi(ej) which will lie in the Kij bin of the signal and background distributions.
The Kij will in general be different for each neural network, thus the i and j indices have
been added to specify this. The new output of this network, NNi, is then calculated as
Xi(ej) =
Si(Kij)
Si(Kij)+Bi(Kij)
. In doing this we have transformed the old output of the network
into an output that can more readily be compared with the outputs of other networks.
In a sense, we have now more efficiently used the information content of the classifier in
the context of combining it into an ensemble. This quantity, Xi(ej), is then averaged over
all of the neural networks in the ensemble to form the ensemble output for this event,
X(ej) = 1M
∑
iXi(ej).
Figure 5.5: A representation of the ensemble method utilized in the tt¯H analysis.
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This process is shown graphically in part in Figure 5.5, where the black distribution is B1
and the red distribution is S1. With a neural network output, NN1(e1), of 0.68, the ensemble
constituent output, X1(e1), is 0.72. Similar numbers from all of the networks would then
be averaged to obtain the ensemble output. This process, which convolves the prior signal
and background distributions of the neural network output into an ensemble classifier has
been referred to as “Supra-Bayesian” [48], and could be made further “Bayesian” in some
sense if one were to use a weighted average of networks instead of an unweighted one. This
was tried and we found that the weighting procedure slightly degraded the eventual limits,
thus an unweighted average was used.
5.4 Implementation in tt¯H Analysis
A Supra-Bayesian neural network ensemble was utilized in this analysis. Each ensemble
contained 1000 constituent neural networks, with 15 hidden nodes in one hidden layer,
trained on a random set of 10 out of the 24 possible variables used in the discrimination.
This random sub-sampling was first used in the belief it would reduce the effect of certain
systematic errors, such as the Jet Energy Scale, however this was never made clear. Due
to the fact that the main background of this analysis was tt¯ production (≥ 90%), each
network trained to distinguish tt¯ from tt¯H using the ROOT class TMultiLayerPerceptron
[49]. Further inquiry into the number of variables used was done (using a random sub-sample
of 12), and the use of 10 was found to result in the best expected limits. Each network was
trained over a period of 60 epochs to avoid over-training. Two ensembles were then created
for each mass point, 100 GeV/c2 < MH < 150 GeV/c2, for the 2-tag (SVT/SVT, SVT/JP)
and 3-tag (SVT/SVT/SVT, SVT/SVT/JP, SVT/JP/JP) categories. This was done as
these two regions are kinematically different and the separation into two neural network
ensembles resulted in the best limits. The variables used are listed in Table 5.1. A training
program was also created to “evolve” the best neural network by finding the least useful
variable and randomly replacing it with another. This, however, limited the phase space
of available networks to a large degree, making it less useful for training the constituent
networks of an ensemble, and a random sampling training program was used instead. The
ensemble was then used to create templates for each of the background processes and tt¯H
production at each Higgs mass. The templates for tt¯ and tt¯H can be seen for each of the five
tagging categories in the next five figures. These templates form the input to the software
which is used to calculate statistical limits, which is described in the next section.
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/ET Lepton PT Lead Jet ET
NJets MEvent
∑
EventET
TagJet1 2nd Jet ET 3rd Jet ET
∆RLepton,TaggedJet ∆RLepton,/ET ∆RLepton,Jet
Boolean Cut 1 Boolean Cut 2 HT
Lead Jet η
∑
T ightJetsET Min(Mjj)
Average Jet ET Min(∆RTaggedJets) MLepton+LeadJet
Lead Tagged Jet ET WMt Lead Untagged Mjj
Table 5.1: Event variables used in neural network discriminant
Figure 5.6: Neural network ensemble output templates for tt¯ and tt¯H in the SVT/SVT/SVT
channel.
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Figure 5.7: Neural network ensemble output templates for tt¯ and tt¯H in the SVT/SVT/JP
channel.
Figure 5.8: Neural network ensemble output templates for tt¯ and tt¯H in the SVT/JP/JP
channel.
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Figure 5.9: Neural network ensemble output templates for tt¯ and tt¯H in the SVT/SVT
channel.
Figure 5.10: Neural network ensemble output templates for tt¯ and tt¯H in the SVT/JP
channel.
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Chapter 6
Statistical Limits on Higgs
Production
Due to extremely small predicted cross sections of Standard Model Higgs production
processes, especially tt¯H, positive evidence for its existence has yet to be found. Thus
instead of merely declaring defeat, we set statistical upper limits on the cross sections of
various Higgs production processes. This is done using the mcLimit [50] program, which
uses the search results of analyses binned in the discriminating variables and treats each bin
as a statistically independent counting search. In each pseudo-experiment, the minimum
expected signal contribution that would result in a 95% confidence level upper limit is
calculated by integrating the marginalized likelihood function up to the desired confidence
level. The ensemble of pseudo-experiments is then used to set expected limits on the Higgs
boson production cross section, usually quoted as a factor over the Standard Model cross
section. This is also done in a similar fashion for the data to compute the observed limits.
6.1 Systematic Uncertainties
Systematic uncertainties are an extremely important consideration when attempting to
build models of a physical system. Implicit in our estimates of background rates of various
processes are a number of assumptions, each of which have an associated systematic error.
The most easily understood systematic error is that on the measured integrated luminosity.
Since the number of events we expect is directly proportional to the collected luminosity,
any error on this luminosity will result in a similar error on the expected number of events.
The systematic errors present in this analysis are listed below and their nominal values for
each background process are given in the following table.
• Luminosity - An uncertainty on the delivered luminosity results in a 6% rate uncer-
tainty on all of the signal and background templates.
• Cross Sections - A theoretical uncertainty exists on the predicted cross sections for
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various processes. We use a 10% uncertainty on all backgrounds, except those involv-
ing W/Z + heavy flavor where we use a 40% uncertainty. This is largely due to the
uncertainty that one encounters when going from Next to Leading Order (NLO) to
Next to Next to Leading Order (NNLO) calculated cross sections. This again results
in a rate only systematic for each signal and background template.
• Jet Energy Scale - There is a systematic uncertainty on the normalization of jet
energies in Monte Carlo based models [51]. This is taken care of in the Monte Carlo
by fluctuating the jet energies upward and downward in each Monte Carlo event by
their respective uncertainties. From this we can derive an asymmetric shape and rate
systematic for each of the Monte Carlo background processes. For example, if we
were considering the JES-up fluctuation, then all jet energies would increase by some
amount, which in turn would affect the number of jets passing selection cuts in a given
channel, as well as the reconstructed kinematics of the event, eventually changing the
shape of the discriminant output distribution if it is so sensitive.
• B-tagging Rate - The detector simulation of CDF systematically overestimates the
efficiency at which B jets are tagged. Thus we apply a scale factor to reduce the
efficiency of B-tagging to match that of the data. There is a systematic uncertainty
on this scale factor of 6% which is applied to each model. This can be done simply
as a rate systematic or can be applied in a way similar to the JES systematic by
modulating this scale factor during the processing of Monte Carlo.
• Initial/Final State Radiation - There exist theoretical issues with calculating the var-
ious rates of initial (ISR) and final (FSR) state radiation in unobserved processes,
largely due to the non-perturbativity of QCD and a lack of data with which to tune
Monte Carlo generators. Therefore we include signal samples which have more and
less ISR/FSR independently. This can be done for a single Higgs mass, after which a
rate uncertainty can be applied to all signal templates.
• Lepton I.D./Trigger Efficiency - The detector simulation of CDF is again over-efficient
in the identification of electrons and muons. There exist scale factors for each of
the sub-systems which are used to identify leptons, CEM/CMU/CMUP/CMX/PHX,
which has associated systematic uncertainties. This again is a rate-only systematic
which applies to each signal and background template. In addition, the CDF detector
simulation does not include the trigger system, so another scale factor is applied to
account for this. The trigger efficiency thus has another systematic uncertainty on it
which must be accounted for as a simple rate systematic.
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Figure 6.1: Systematics errors on the different Monte Carlo backgrounds.
6.2 Limit Calculation
In high energy physics, it is customary to quote 95% confidence level upper limits on
the process one is looking for if no significant evidence is found. In Higgs boson searches at
the CDF collaboration, the program mcLimit is used to calculate Bayesian upper limits on
the Higgs boson production cross section that are usually quoted as some multiple over the
Standard Model predicted cross section. McLimit uses the search results of analyses binned
in the discriminating variables and treats each bin as a statistically independent counting
search. Multiple channels may be used, as distributions of the discriminating variable are
merely concatenated end to end as if it were a single distribution with a larger number of
bins. Systematic uncertainties are convolved into the limit calculation process as nuisance
parameters which must be integrated out to obtain the true posterior distribution for the
signal normalization. Let us consider how these limits are calculated below.
Let there be a search which wishes to set limits using N bins, which we shall refer to
as channels from now on. The total number of expected events in this k-th channel can
be written as sk + bk where k and bk are nuisance parameters which specify the signal
efficiency × luminosity and expected number of background events respectively. The s is
a free parameter that we wish to measure, namely the cross section, and when multiplied
with k is the expected number of signal events. Given that nk events are observed in this
channel, the posterior probability distribution for p(s|, b) is as follows.
p(s|, b) =
N∏
k=1
e−(sk+bk)(sk + bk)nk
nk!
(6.1)
This posterior distribution, however, must be marginalized over the phase space of the
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2N nuisance parameters k and bk which each have systematic uncertainties. Thus we define
a joint prior for these parameters given in the following equation.
pi(1, b1, ..., N , bN )d1db1...dNdbN (6.2)
The marginalized posterior distribution for s, p(s) is then given by the following, where
pi(s) is the prior distribution for s.
p(s) ∝ pi(s)
∫
2N
pi(1, b1, ..., N , bN )
(
N∏
k=1
e−(sk+bk)(sk + bk)nk
nk!
)
d1db1...dNdbN (6.3)
These 2N marginalization integrals would unfortunately be extremely difficult to do
in practice, thus we resort to a Monte Carlo integration technique called “Finite Bayesian
Prior-Ensembles Approximation.” In doing this we generate a set of M random vectors
drawn from the nuisance parameter prior given above. One such vector, the i-th for example,
may appear as (1i, b1i, 2i, b2i, ..., Ni, bNi). In doing this, the correlations between the
nuisance parameters are respected as well. The posterior distribution for s is then given by
the following sum in the spirit of Bayes’ theorem.
p(s) =
1
N
pi(s)
M
M∑
i=1
(
N∏
k=1
e−(ski+bki)(ski + bki)nk
nk!
)
(6.4)
N =
∫ ∞
0
pi(s)
M
M∑
i=1
(
N∏
k=1
e−(ski+bki)(ski + bki)nk
nk!
)
ds (6.5)
This equation can then be evaluated in a semi-analytical way to allow for the calculation
of limits. First however, we must specify the nature of the cross section prior pi(s) in
order to perform the integration. Instead of using precision electroweak data to establish
a posterior/prior distribution for s, we simply use a flat prior to allow for orthogonality
between previous experiments and the current one. This is given as the following.
pi(s) =
{
1 s ≥ 0
0 s < 0
(6.6)
We can then write the expression for the cumulative likelihood function of s defined as
the following:
I(s0) =
∫ s0
0
1
M
M∑
i=1
(
N∏
k=1
e−(ski+bki)(ski + bki)nk
nk!
)
ds (6.7)
To set a limit at a desired confidence level β then, one may solve the following equation
74
where su is the extracted upper limit.
I(su) = βI(∞) (6.8)
This equation may be solved through the use of an algorithm such as Newton’s method
by successive evaluations of the integral for I(s0). In high energy physics again, we wish
to set 2σ or 95% confidence level limits, thus β = 0.95. In practice this procedure is
used to generate both the “expected” and “observed” limits. The expected limits serve
as a test of the sensitivity of the analysis to the signal process given a correct description
of the backgrounds, while the observed limits are those derived from the actual collected
data. Both the data and each pseudo-experiment used to generate the expected limits
are fit, however it is unclear whether the results of these fits are used in updating the
joint-nuisance parameter prior. Unfortunately this would introduce correlations between
pi(1, b1, ..., N , bN ) and s, which have previously been assumed to be non-existent. It would
also introduce an ambiguity regarding the assumed signal normalization in this fit, so for now
we shall assume that this is not done, however it would not change the above formulation.
When calculating the expected limits, the Finite Bayesian Prior-Ensembles Approxi-
mation is again used in the form of generating a large number of pseudo-data sets using
only the background templates, along with their systematic uncertainties, that were given
to mcLimit. For each of these pseudo-experiments, the above procedure of marginalizing
the posterior distribution of s with respect to the 2N nuisance parameters, evaluating the
resulting integral to form I(s0), and solving equation (6.8) is done. This then results in
a distribution of upper limits whose median is taken as the “expected” limit and whose
shortest intervals containing 68% and 95% of the upper limits are used to form the ±1σ
and ±2σ bands respectively. This process, along with a maximum likelihood method fit
used to predict the “best model,” is then performed on the collected data to form the “ob-
served” limits. Large deviations from the expected limits can then signify the presence of
a signal, since the expected limits were calculated in the background-only hypothesis. Two
numerical input parameters are given to mcLimit, M the number of vectors drawn from
the nuisance parameter space used evaluating the marginalization integrals, and the total
number of pseudo-experiments used in estimating the expected limits, which can be made
small for approximate limit calculation or large (∼ 10000) for accurate limits.
6.3 95% Confidence Level Upper Limits on SM tt¯H Produc-
tion
This process was performed using 6.3 fb−1 of data collected from the CDF detector
during Run II of the Tevatron at
√
s = 1.96 TeV. 95% confidence level upper limits are
quoted as a factor above the SM predicted cross section, which at MH = 120 GeV/c2 is
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approximately 16 times the SM cross section of 4.86 fb. The expected limits as a function
of Higgs mass are given in the following figure and table calculated using 1000 pseudo-
experiments.
Figure 6.2: 95% confidence level upper limits on tt¯H production over the SM predicted
cross section as a function of Higgs mass.
MH Expected Limits
GeV/c2 −2σ −1σ Median +1σ +2σ
100 6.0 8.1 11.2 16.2 23.0
110 7.1 9.7 13.2 19.5 27.0
120 8.8 11.8 16.3 24.1 33.2
130 11.2 15.0 21.0 30.7 43.7
140 13.6 18.5 26.2 37.8 54.6
Table 6.1: 95% confidence level expected upper limits on tt¯H production over the SM
predicted cross section as a function of Higgs mass
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Chapter 7
Conclusion
The search for the Higgs boson represents the absolute forefront of human knowledge as
we explore the fundamental nature of the universe itself. In recent years however, this search
has not resulted in any significant evidence of its existence but instead increasingly strict
limits on the cross sections of various processes in which it may be produced. This analysis
has placed upper limits on Higgs boson production via tt¯H at rate of 16.3 × SM cross
section at MH = 120 GeV/c2 using 6.3 fb−1 of data collected from the Collider Detector
at Fermilab. While the prospect of observing the Higgs boson in the tt¯H channel is quite
small, it represents just a small piece of the search currently being performed at CDF. As
one can see in Figure 7.1, many different analyses contribute to the overall CDF Higgs limits
in different ranges of Higgs mass.
In this analysis, several improvements to the search for the Higgs boson have been
implemented. The previous tt¯H analysis at CDF [52] was just a counting experiment
and was performed with a very small amount of data. This analysis incorporates more
data, up to 6.3 fb−1, and introduces a neural network ensemble discriminant for use in
calculating limits. In doing this we have achieved a factor of 10 improvement in the limits,
whereas statistical improvement only would yield a factor of 4.5. A similar analysis at
DØ [53] resulted in an upper limit of 45.3 × SM cross section using 2.1 fb−1, which one
can extrapolate to 26.2 × SM cross section using the same amount of data present in this
analysis. As previously stated, some of the improvements brought to this analysis include
the loosening of selection cuts, allowing for increased signal acceptance, as well as a neural
network ensemble discriminant for better signal-background separation. In addition to the
loosening of selection cuts, we do not cut on any variables dependent on a reconstructed
intermediate state. This allows increased acceptance from various Higgs decay channels,
such as H → bb¯ at low Higgs mass and H →WW at high Higgs mass. The neural network
ensemble is then trained in light of this, allowing signal discrimination for several Higgs
decays. We have also shown that there exists a new systematic associated with the use of
neural networks, namely that of neural network choice. In using an ensemble discrimination
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Figure 7.1: Combined CDF 95% confidence level upper limits on Higgs boson production.
technique we have reduced the effect of this systematic by by a factor of 4 or more, while
maintaining excellent signal-background discrimination. Many Higgs search analyses are
currently being worked on at both CDF and DØ, with improvements being made in nearly
every aspect of data analysis. Only when all of this work is combined do we see the full
sensitivity of the Tevatron to the Standard Model Higgs boson. The combined Tevatron
limits [11] are shown in Figure 7.2, with an 95% confidence level exclusion in a Higgs mass
range from 158 to 175 GeV/c2.
With the reign of the Tevatron coming to an end, physicists are looking toward exper-
iments at the Large Hadron Collider to lead the way in high energy physics. While the
Tevatron may not have discovered the Higgs boson, it can claim many great accomplish-
ments including the discovery of the top quark [54], the tau neutrino [55], and Bs mixing
[56]. Meanwhile experiments at the LHC are already beginning to produce results that rival
or surpass those of the Tevatron. Should the Higgs boson exist and have Standard Model-
like properties, then it will in all likelihood be discovered at the LHC in the next few years.
Should it not exist however, then it will be promptly ruled out at Standard Model cross
sections at increasingly high confidence levels, and searches for alternative methods of elec-
troweak symmetry breaking will come to the forefront of experimental high energy physics.
78
Figure 7.2: Combined Tevatron 95% confidence level upper limits on Higgs boson produc-
tion.
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This and many other open hypotheses, such as supersymmetry, large extra-dimensions, or
Technicolor, will be resolved in the coming years, making this an incredibly exciting time in
high energy physics. As we continue to probe nature with increasingly high energies, more
and more is learned about the fundamental constituents of our universe and their interac-
tions. It is quite possible or even likely that long trusted ideas will be found inadequate to
fully describe experiment or even possibly wrong. Through this process of refinement we
hope to one day understand nature at its most basic level in a unified and beautiful way.
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Appendix A
Distributions of Discriminant
Input Variables
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Figure A.1: Distributions of Lead Jet ET (top left), Lead Tagged Jet ET (top right), 2nd
Jet ET (bottom left) and 3rd Jet ET (bottom right).
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Figure A.2: Distributions of
∑
ET of tight jets (top left), Mean Jet ET (top right), NJets
(bottom left) and Lead Jet η (bottom right).
86
Event Mass (GeV)
0 200 400 600 800 1000 1200
 
Ev
en
ts
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09 ttH
t-tbar
eventsumMass
Mean Jet Et (GeV)
0 100 200 300 400 500 600 700 800 900 1000
 
Ev
en
ts
0
0.01
0.02
0.03
0.04
0.05
0.06
ttH
t-tbar
eventsumEt
Ht (GeV)
0 100 200 300 400 500 600 700 800 900 1000
 
Ev
en
ts
0
0.02
0.04
0.06
0.08
0.1 ttH
t-tbar
Ht
dijet Mass (GeV/c^2)
0 50 100 150 200 250 300
 
Ev
en
ts
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09 ttH
t-tbar
dijetmass untagged jets
Figure A.3: Distributions of Event Sum Mass (top left), Event Sum ET (top right), HT
(bottom left) and Mjj of the two leading untagged Jets (bottom right).
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Figure A.4: Distributions of Min(Mjj) (top left), W Transverse Mass (top right), Lepton
+ Lead Jet Mass (bottom left) and Min(∆R) between Tagged Jets (bottom right).
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Figure A.5: Distributions of /ET (top left), ∆R between Lepton and Lead Jet (top right),
∆R between Lepton and /ET (bottom left) and Lepton PT (bottom right).
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Appendix B
Monte Carlo Selection
Efficiencies
SVT/SVT/SVT
SVT/SVT/JP
SVT/JP/JP
SVT/SVT
SVT/JP
Total
110 120 130 140 150 160 170 Higgs Mass
0.005
0.010
0.020
0.050
MC Efficiency
Figure B.1: Efficiency of tt¯H MC passing the event selection as a function of Higgs mass.
90
σ (fb) MC Efficiency
ttH100 7.9923 0.006596518
ttH105 7.0865 0.006722385
ttH110 6.2833 0.006877773
ttH115 5.5712 0.006534373
ttH120 4.9398 0.006358909
ttH125 4.3799 0.006129504
ttH130 3.8835 0.005244849
ttH135 3.4434 0.004835234
ttH140 3.0531 0.004301328
ttH145 2.7071 0.003605397
ttH150 2.4002 0.003085506
ttH170 1.4835 0.002065391
tt 7040.0000 0.000106466
Stops 1046.0000 0.000009734
Stopt 2100.0000 0.000000000
Wevbb1 888.0000 0.000000000
Wmvbb1 889.0000 0.000000000
Wevbb2 287.0000 0.000012679
Wmvbb2 286.0000 0.000009956
Wevcc2 628.0000 0.000002076
Wmvcc2 628.0000 0.000001005
Wevc3 83.0000 0.000000504
Wmvc3 83.0000 0.000000000
Zeebb2 38.5000 0.000043971
Zmmbb2 38.5000 0.000014921
WW 11340.0000 0.000000000
WZ 3220.0000 0.000000205
ZZ 1200.0000 0.000000406
Table B.1: Monte Carlo efficiencies for the event selection in the STSTST channel.
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σ (fb) MC Efficiency
ttH100 7.9923 0.008329343
ttH105 7.0865 0.008859346
ttH110 6.2833 0.008757475
ttH115 5.5712 0.008663697
ttH120 4.9398 0.008483808
ttH125 4.3799 0.008259582
ttH130 3.8835 0.007969697
ttH135 3.4434 0.007589363
ttH140 3.0531 0.007179361
ttH145 2.7071 0.006892643
ttH150 2.4002 0.006546226
ttH170 1.4835 0.006431742
tt 7040.0000 0.000379703
Stops 1046.0000 0.000045424
Stopt 2100.0000 0.000006914
Wevbb1 888.0000 0.000000647
Wmvbb1 889.0000 0.000001989
Wevbb2 287.0000 0.000054720
Wmvbb2 286.0000 0.000037833
Wevcc2 628.0000 0.000011421
Wmvcc2 628.0000 0.000004019
Wevc3 83.0000 0.000002017
Wmvc3 83.0000 0.000000000
Zeebb2 38.5000 0.000131913
Zmmbb2 38.5000 0.000072740
WW 11340.0000 0.000000205
WZ 3220.0000 0.000000000
ZZ 1200.0000 0.000000406
Table B.2: Monte Carlo efficiencies for the event selection in the STSTJP channel.
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σ (fb) MC Efficiency
ttH100 7.9923 0.004955337
ttH105 7.0865 0.005102746
ttH110 6.2833 0.005029475
ttH115 5.5712 0.004984174
ttH120 4.9398 0.005033633
ttH125 4.3799 0.005147383
ttH130 3.8835 0.005036310
ttH135 3.4434 0.005128699
ttH140 3.0531 0.005326951
ttH145 2.7071 0.005042176
ttH150 2.4002 0.005210167
ttH170 1.4835 0.005720402
tt 7040.0000 0.000332501
Stops 1046.0000 0.000036772
Stopt 2100.0000 0.000003951
Wevbb1 888.0000 0.000000647
Wmvbb1 889.0000 0.000000000
Wevbb2 287.0000 0.000054720
Wmvbb2 286.0000 0.000032523
Wevcc2 628.0000 0.000011421
Wmvcc2 628.0000 0.000009545
Wevc3 83.0000 0.000005044
Wmvc3 83.0000 0.000000000
Zeebb2 38.5000 0.000175884
Zmmbb2 38.5000 0.000059684
WW 11340.0000 0.000000410
WZ 3220.0000 0.000000000
ZZ 1200.0000 0.000000406
Table B.3: Monte Carlo efficiencies for the event selection in the STJPJP channel.
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σ (fb) MC Efficiency
ttH100 7.9923 0.008350852
ttH105 7.0865 0.008764781
ttH110 6.2833 0.008897875
ttH115 5.5712 0.008919438
ttH120 4.9398 0.009130194
ttH125 4.3799 0.009642474
ttH130 3.8835 0.010018178
ttH135 3.4434 0.010513833
ttH140 3.0531 0.011046025
ttH145 2.7071 0.011075906
ttH150 2.4002 0.011427731
ttH170 1.4835 0.013577607
tt 7040.0000 0.001422322
Stops 1046.0000 0.000179534
Stopt 2100.0000 0.000046420
Wevbb1 888.0000 0.000002587
Wmvbb1 889.0000 0.000001989
Wevbb2 287.0000 0.000258250
Wmvbb2 286.0000 0.000144695
Wevcc2 628.0000 0.000026475
Wmvcc2 628.0000 0.000010550
Wevc3 83.0000 0.000008574
Wmvc3 83.0000 0.000003010
Zeebb2 38.5000 0.000724474
Zmmbb2 38.5000 0.000283498
WW 11340.0000 0.000001229
WZ 3220.0000 0.000000615
ZZ 1200.0000 0.000002233
Table B.4: Monte Carlo efficiencies for the event selection in the STST channel.
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σ (fb) MC Efficiency
ttH100 7.9923 0.009879815
ttH105 7.0865 0.010324160
ttH110 6.2833 0.010616857
ttH115 5.5712 0.010858809
ttH120 4.9398 0.011446408
ttH125 4.3799 0.012414710
ttH130 3.8835 0.013270834
ttH135 3.4434 0.014021529
ttH140 3.0531 0.015524916
ttH145 2.7071 0.016027180
ttH150 2.4002 0.016771037
ttH170 1.4835 0.020543549
tt 7040.0000 0.001862927
Stops 1046.0000 0.000208735
Stopt 2100.0000 0.000055309
Wevbb1 888.0000 0.000001941
Wmvbb1 889.0000 0.000001989
Wevbb2 287.0000 0.000407727
Wmvbb2 286.0000 0.000226999
Wevcc2 628.0000 0.000114207
Wmvcc2 628.0000 0.000054258
Wevc3 83.0000 0.000046907
Wmvc3 83.0000 0.000010536
Zeebb2 38.5000 0.001270970
Zmmbb2 38.5000 0.000389810
WW 11340.0000 0.000005122
WZ 3220.0000 0.000000615
ZZ 1200.0000 0.000004060
Table B.5: Monte Carlo efficiencies for the event selection in the STJP channel.
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