Abstract-We introduce a Bayesian spectral analysis model for one-dimensional signals where the observation noise is assumed to be Student-t distributed, for robustness to outliers, and we estimate the posterior distributions of the Student-t hyperparameters, as well as the amplitudes and phases of the component sinusoids. The integrals required for exact Bayesian inference are intractable, so we use variational approximation. We show that the approximate phase posteriors are Generalised von Mises distributions of order 2 and that their spread increases as the signal to noise ratio decreases. The model is demonstrated against synthetic data, and real GPS and Wolf's sunspot data.
I. INTRODUCTION
W E introduce a Bayesian spectral analysis model which assumes that the observation noise is distributed according to the heavy-tailed Student-t distribution, to provide robustness in the presence of outliers (that is, a small fraction of extreme observations that are unrepresentative of the rest of the sample), and learns posterior distributions for the noise variables, as well as the amplitudes and phases of the component sinusoids. Bayesian modelling allows us to incorporate any prior knowledge we may have regarding the likely distributions of the model variables and avoids the overfitting known to arise in maximum likelihood estimation by evaluating over all possible values of those variables.
Analysis of periodic data often depends upon spectral analysis, whereby the set of observations is decomposed into a sum of sinusoidal components with varying frequencies, amplitudes and phases. This transformation from temporal to frequency space may identify key characteristics of the underlying periodicity.
Schuster [1] introduces the periodogram as a means of identifying periodicity in data. The Fourier Transform is a deterministic method for decomposing a continuous function into component sinusoids. Where the function is described only by a number of discrete observations, this decomposition is referred to as the Discrete Fourier Transform (DFT). The periodogram is determined by the DFT if the time intervals between observations are equal. The DFT became a popular tool with the development of the computationally efficient Fast discrete Fourier Transform (FFT) [2] technique. Jaynes [3] , [4] applies Bayesian inference to the problem, demonstrating formal support for the periodogram. He assumes that the observations are samples of a continuous function with added Gaussian-distributed noise (of known variance) and that the underlying signal is a single sinusoid of unknown amplitude, phase and frequency. Bretthorst [5] extends this analysis to calculate the probability that multiple frequencies are present in the signal.
Dou and Hodgson [6] introduce a Bayesian model for estimating the period, phase and amplitude of multiple sinusoids, using Markov chain Monte Carlo (MCMC) to avoid the intractable integrals that commonly arise in Bayesian inference. Andrieu and Doucet [7] include model order (i.e., the number of component sinusoids in the signal) as a variable in their Bayesian model and use Reversible Jump MCMC [8] to estimate its posterior distribution. This model is extended to dynamic systems by Nielsen et al. [9] , [10] .
Bayesian models that assume the noise to be Gaussian are known to be badly affected by the presence of outliers. There are many different methods of dealing with outliers (e.g., [11] , [12] ); there is a whole field devoted to identifying and removing them from the data before further processing. In the context of signal processing, Ruggeri [13] and Zoubir et al. [14] review robustness in Bayesian and non-Bayesian models respectively.
Rather than removing outliers, we accommodate them within the probabilistic model. Chave et al. [15] combine maximum likelihood estimators with section averaging spectral analysis techniques to obtain robust models. Ahdesmäki et al. [16] (extending [17] ) use a g-statistic combined with multiple testing to produce a spectral analysis model that is robust both to outliers and other commonly occurring problems with the observations. Roberts and Penny [18] represent the noise with a finite mixture of Gaussians, enabling the outliers to be absorbed into one or more Gaussians with high variance. This leads to improved performance over a Gaussian noise model, but the tails still decay exponentially and the variance is always finite. Lange et al. [19] show that replacing Gaussian assumptions with the Student-t provides more robust statistical inference for a variety of real datasets (see, e.g., [20] ). For a univariate variable, , the Student-t distribution is defined as:
(1) (2) where is the mean, is known as the precision and is the degrees of freedom. As the distribution tends to a Gaussian, at it is the Cauchy and when the variance becomes effectively infinite. An alternative definition reveals the Student-t as an infinite mixture of Gaussians ( ) with a shared mean and precisions sampled from a Gamma distribution 1 based on the degrees of freedom:
As an alternative to introducing a variable to represent the model order, we use the technique of automatic relevance determination [21] , [22] to automatically "switch off" component sinusoids for which there is no evidence in the data by constraining their amplitudes to be close to zero.
We treat the amplitudes and phases of the component sinusoids, and the precision and degrees of freedom of the Student-t noise distribution as variables whose posterior distributions we wish to estimate. The frequencies of the components are treated as parameters which we specify, as are the timestamps associated with each of the observations. The integrals required to perform exact Bayesian inference are intractable, so we use variational approximation to estimate the posterior distributions. The posteriors for the phases turn out to be potentially bimodal and/or asymmetric Generalized von Mises distributions of order 2 [23] , [24] .
In Section II we introduce the model and the variational Bayesian method for approximating the inference of the posterior distributions. In Section II-C we take a closer look at the Generalized Von Mises distribution. We demonstrate the model both on synthetic data (Section III) and on real GPS and sunspots data (Section IV). Conclusions are drawn in Section V.
II. THE MODEL
We express each observation (of , one-dimensional data), , as the sum of its component sinusoids, plus a noise term : (4) where , and are the vectors of angular frequencies, amplitudes and phases of the components respectively, and is the timestamp associated with the th observation. We assume that the observation noise is Student-t distributed with zero mean, precision and degrees of freedom , which leads to the following likelihood:
which we may re-express using (3), introducing a new latent variable, .
Thus the model consists of two parameters, the -dimensional and the -dimensional , and the variables and (both -dimensional), ( -dimensional), and . For the variables we aim to calculate their posterior distributions, which provide us with both estimates of their values and a measure of the uncertainty in those estimates.
A. Priors
In this simple model we consider the component sinusoids to be independent of one another. For each amplitude we assign a Gaussian prior, with precision : (6) 1 defined as and we assign a conjugate Gamma distribution:
This so-called automatic relevance determination prior [21] , [22] causes to be constrained to be close to zero where there is no evidence in the data for a contribution at that frequency.
With no prior information about the component phases , we model each of them with a Uniform distribution over the full range of values, i.e., any range; we choose to :
Were prior information available we would instead specify a von Mises distribution for each phase. The Uniform distribution is a special case of the von Mises and we use it here to maintain the clarity of the implementation of the model by minimizing the number of parameters. The observation noise precision is assigned a conjugate Gamma prior: (9) Using the definition for the Student-t distribution from (3), we introduce a latent variable, , with the Gamma prior for each element defined as (10) and, finally, for the degrees of freedom we also specify a Gamma prior: (11) A graphical representation of the model priors is shown in Fig. 1 .
B. Posteriors
In an exact Bayesian model we would need to calculate the evidence by performing the following integration: (12) As is often the case, this is intractable, so we resort to an approximation scheme. Rather than using a computationally expensive Monte Carlo method, we use variational approximation.
If is the set of all variables, i.e., , and denotes the approximate posterior distribution of , then the variational Bayesian inference technique minimizes the Kullback-Leibler (KL) divergence [25] , [26] between and (for tutorials see [27] , [28] and [29, chapter 10] ). The divergence is greater than or equal to zero and is zero only where the two distributions are identical. There is nothing inherently approximate about variational methods; the approximations come about because we make assumptions about the factorization of the posteriors: (13) where is a group of variables (possibly just a single one) in . Attias [30] (see also [31] , [32] ) exploits the assumed factorization to find a general expression for the minimization of the KL divergence in a mean field sense: (14) where denotes the posterior expectation of with respect to all variables except . If conjugate priors are chosen for each group, then the approximate posterior turns out to have the same functional form as the prior [30] , [33] and the variational approximations may thus be found by evaluating (14) for each group in turn. In general the hyperparameters for one posterior are dependent on the posterior hyperparameters of one or more of the other groups. [33] show that evaluating each group in turn and then iterating over the whole set converges to a local minimum.
To maintain the clarity of this paper, we define (13) to be a full factorization of the posteriors: (15) and, for convenience, define (16) We now use the factorized variational approximation technique for each variable in turn, starting with each , the amplitude of the th component sinusoid. From (14) and (15): (17) All terms not dependent on have been absorbed into the constant term ( ). Expanding this and absorbing further terms into the constant, we end up with (18) where denotes the posterior expectation. Since this is quadratic in , it can be seen that is the Gaussian , where
Following a similar procedure for the precision of each amplitude,
, we obtain the Gamma posterior , where
For each phase we obtain a circular Generalized Von Mises distribution of order 2, (see Section II-C), where:
with (27) For the observation noise precision we get the Gamma , where
For each latent variable we get the Gamma , where 
and, finally, for the degrees of freedom we get the Gamma , where
Here we have used Stirling's approximation 2 for the term, as per [20] . Thus we end up with a set of expressions which define the approximate posteriors for each of the model variables, but each is dependent on the expected values of one or more of the other variables. Each of the expressions is reassessed iteratively until convergence.
The expectations associated with the Gaussian posteriors for each of the and the Gamma posteriors for , and each of the and are the standard results:
This leaves us with the expectations and to consider, for which we need to take a closer look at the Generalised von Mises distribution.
C. Generalised von Mises Distribution
The Generalised von Mises (GvM) distribution of order is a circular distribution defined as [23] , [24] : (38) The first order distribution is the standard, symmetric, unimodal von Mises. If the distribution is of order 2, as it is in posteriors for the , then the result is an asymmetric, bimodal distribution, or rather one that varies between symmetric and asymmetric, and unimodal and bimodal according to the values in and . Fig. 2 shows the shapes of some example GvM distributions of order 2.
The potential bimodality of this distribution may be considered to be problematic. Note that (27) represents the magnitude of the contribution of the th component sinusoid to the 2 Stirling's first order approximation for is th observation. If there is no contribution from the component with angular frequency then and will be approximately zero, the terms in will dominate the GvM and the distribution will, therefore, be bimodal; but if there is no contribution then the phase is arbitrary. If, however, there is a contribution from this component then will have significant magnitude and hence the terms will dominate, leading to a unimodal distribution that is close to a standard von Mises:
(39)
In this form and is a concentration parameter that acts like a precision; when is large the variable is tightly distributed around the expected value; as it becomes smaller the distribution becomes flatter, tending towards the Uniform distribution as tends to zero. A summary of the algorithm is shown in algorithm 1. With as the interval between each of the observations in , we calculate angular frequencies uniformly distributed across the range 0 to inclusive, giving the vector and the number of components . The time vector is the vector of elapsed time since the first observation. The expected values of the amplitudes and phases are initialized to random values within appropriate ranges and the parameters of the prior distribution for the observation noise are set. The process then iteratively recalculates the posterior distributions for each variable in turn, until they converge. Finally the mean and concentration parameters for each of the phases are calculated.
D. Summary of Algorithm
The amplitude distributions are Gaussian, which admits the possibility of negative values. This is not in itself a problem as a component with amplitude and phase is equivalent to a component with amplitude and phase . However, amplitudes with small magnitudes may oscillate between negative and positive values during the iterative process, causing big jumps in their associated phases and the model does not converge properly. To prevent this we use the absolute value of in place of in each of the posterior expressions. We have chosen to initialize the variables randomly to demonstrate that the model converges to a good solution. We could converge more quickly if we chose to initialize the amplitudes and phases from the FFT results.
III. ILLUSTRATION: SYNTHETIC DATA
In this section we describe results obtained from synthetic data for which we know the actual values of each of the variables. In each case there are 200 observations, at 1 second intervals, giving the set of 101 Fourier angular frequencies in the range 0 to . We start with 1,000 signals each generated from a single sinusoid with added Student-t noise. Each sinusoid has an amplitude drawn from , phase from and angular frequency uniformly randomly selected from (to avoid leakage). The noise distribution is Student-t, with the degrees of freedom drawn from and precision fixed at 1. Uninformative priors are used, with (43) Fig. 3(a) shows a plot of the actual amplitudes vs residual amplitudes for the 1,000 tests as grey dots, overlaid with black crosses where the angular frequencies are 0 or (the lowest and highest frequencies in ). The residuals are generally low; larger magnitudes are associated with the marked frequencies. A similar result is obtained for the phases (Fig. 3(b) ), but here we can also see the effect of the noise where the true amplitude is less than the noise standard deviation. Fig. 3(c) compares the actual and estimated degrees of freedom; here we can see that where the actual degrees of freedom are small, and hence there are more likely to be extreme noise values, the estimated noise distribution is very heavy-tailed to absorb them. With only 200 observations, a Student-t distribution with degrees of freedom 5 may be visually indistinguishable from a Gaussian and we can see that there is a transition at about the mark from heavy-tailed to Gaussian noise distribution. As Bretthorst points out [5] , with the full set of Fourier frequencies the noise can be captured either in the noise distribution or in the component sinusoids (particularly those with high frequencies). It seems that in this model, with uninformative priors, the outliers are being absorbed into the noise distribution while the remainder of the noise is being captured in the sinusoids. It will be shown in Section IV-B that this balance of power can be manipulated by changing the prior over the .
For a second set of 1,000 tests, the amplitudes and phases of single sinusoids are fixed at 1 and 0 respectively, while the degrees of freedom are drawn from and noise standard deviations from . There is a linear correlation between the actual and estimated noise standard deviation (0.56), which becomes stronger as the noise becomes more Gaussian-like, but the precisions are significantly over-estimated.
The algorithm is easily amended to reflect Gaussian noise assumptions. One method is to give the degrees of freedom a very tight prior around a high mean, since the Student-t distribution tends to a Gaussian as tends to infinity. However, if each is initialized to 1, and and are not updated, then the noise model is Gaussian (this has the additional benefit of faster run times). If the observation noise is Gaussian then the model produces almost identical results with either noise assumption. If the observation noise is Student-t (or rather, if there are significant outliers) then the model with Student-t noise assumptions absorbs the outliers and gives a truer representation of the spectrum.
The model is competent at estimating the expected values of the variables, but the benefit of the Bayesian formulation comes from the quantification of uncertainty in those estimates. A single sinusoid (amplitude 5, phase 0, angular frequency 0.2827) is used to generate four signals, with different Student-t noise distributions. In each case the degrees of freedom are set to 1.5, and the noise standard deviation is set respectively to 0.1, 1.0, 1.9 and 2.8. The model is trained for each of the four resulting signals. Fig. 4(a) compares the posterior distributions of the phases at the selected frequency; as expected, as the signal-to-noise ratio decreases, the phase distribution becomes flatter showing increasing uncertainty. In a second set of four signals the noise standard deviation is fixed at 3 and the degrees of freedom set respectively to 1, 2, 3 and 4. Fig. 4(b) shows that as the degrees of freedom decrease, once again the phase distribution becomes flatter showing increasing uncertainty. So far the model has been demonstrated on signals constructed from single sinusoids. Fig. 5 shows three amplitude spectra with multiple components. In each case the truth is shown as grey stems topped with circles, the model's expectations from 200 observations with added Student-t noise ( , ) as black stems topped with points and, in the top plot only, the FFT spectrum calculated from the noisy observations as black crosses. Fig. 5(a) shows the result from using the full set of Fourier frequencies and evenly-spaced observations. The effect of the noise can be seen in the FFT estimates, especially where the true amplitude is zero. The model is much less affected, with the amplitudes for the zero-components constrained to be at or close to zero. Fig. 5(b) shows the results from training the model on a subset of the Fourier frequencies and the same noisy observations. For the selected frequencies the results are very similar, with the zero-components particularly well estimated. Fig. 5(c) shows the results obtained using the full set of frequencies, but with irregular periods between observations. Some zero-components are completely switched off, but the estimates are in general poorer than those shown previously. The root mean squared (RMS) errors of the amplitude spectra are 0.48, 0.91 and 0.67 respectively, while that for FFT is 1.40. Running the same three tests but using a Gaussian noise model instead of the Student-t (against the same noisy observations) gives RMS errors of 1.39, 0.88 and 3.86 respectively. 
IV. RESULTS: REAL DATA
We demonstrate the model on two sets of real data: Global Positioning System (GPS) data recorded by a device on board a ship which was tied up alongside a jetty, and the traditional Wolf's sunspot data used by [34] and others.
A. GPS Data
The top plot in Fig. 6 shows observations of latitude (converted to an offset in metres from some reference point) recorded by the GPS device at 10 second intervals. Note the large (and erroneous) spike at observations 107-8. The margin for error given for GPS in normal operation is 7.8 metres [35, table 3.4-1] ; this spike is significantly greater than that and it is impossible for the device to have made such a movement within the time interval. The model was trained for 100 iterations using the priors shown in (43) and the signal reconstructed from the posteriors of the model variables. The result is shown in the bottom plot of Fig. 6 ; the grey dashed line and black circles mark the observations; the black line is the reconstruction. The reconstructed signal is very close to the observations, except in the region of the spike where the excessive magnitude has been absorbed into the noise distribution and a more plausible "truth" is suggested.
The amplitude spectra from the model and, for comparison, from FFT are shown in Fig. 7 . The expected noise precision, , is 0.616, and the degrees of freedom, , is 5.203.
B. Wolf's Sunspot Data
Wolf's annual sunspot data have been recorded since 1700 and are available from [36] up to and including 2009, giving 310 observations in total. Rather than using uninformative priors, the model was trained (after removal of the linear trend) with the prior on the amplitude precisions set to . This has the effect of providing a small amount of pressure on the amplitudes to be "switched off". The resulting amplitude spec- trum is shown in Fig. 8 ; the period of the peak amplitude is 11.07 years which is very close to the 11 years previously estimated by [34] and all but three frequencies have been switched off. The posterior distributions for the phases of the three peaks (not plotted here due to space constraints) have (mean) values of , and 0.03 respectively and (precision) values of 151, 599 and 209 respectively; the model is most certain about the phase of the main (11.07 year) peak.
Using the same prior over the , the model was trained against the first 1,000 observations (January 1740 to April 1832 inclusive) of the monthly sunspot data. In the resulting spectrum only 13 frequencies have posterior amplitudes that are more than two standard deviations away from zero (the remainder have amplitudes less than 0.26). The effect of this is shown in Fig. 9 ; notice how the model has produced a smooth reconstruction that appears to identify the underlying shape of the observations, absorbing the deviations into the noise distribution (the heavy-tailed Student-t distribution with and ).
V. CONCLUSIONS
The iterative procedure required to estimate the model's posterior distributions means that it cannot compete with FFT in terms of speed or computational complexity, being quadratic in the number of frequencies. However, for data contaminated with outliers it is effective in separating the outliers from the underlying signal, and automatic relevance determination automatically "switches off" component frequencies across the spectrum. The selection of a subset of frequencies and the choice of priors cause more of the observed signal to be absorbed into the noise distribution. For an analysis of the effects of missing data on this model, see [37] .
A similar model is obtained if the observations are multidimensional. In this case the noise precision may be assigned a Wishart prior, Wishart distributions may be assigned to the amplitude precisions (the ) and multidimensional von Mises distributions for the phases.
The connection between the power spectrum and the coefficients in an autoregression model has long been recognized [38] . An autoregressive model that corresponds to this Bayesian, Student-t spectral analysis model has been described by [20] , who also show the utility of automatic relevance determination to suppress unwarranted coefficients and thus automatically estimate the model order.
