Abstract. In this paper, we consider the numerical approximation for a phase field model of the coupled two-phase free flow and two-phase porous media flow. This model consists of CahnHilliard-Navier-Stokes equations in the free flow region and Cahn-Hilliard-Darcy equations in the porous media region that are coupled by seven interface conditions. The coupled system is decoupled based on the interface conditions and the solution values on the interface from the previous time step. A fully discretized scheme with finite elements for the spatial discretization is developed to solve the decoupled system. In order to deal with the difficulties arising from the interface conditions, the decoupled scheme needs to be constructed appropriately for the interface terms, and a modified discrete energy is introduced with an interface component. Furthermore, the scheme is linearized and energy stable. Hence, at each time step one need only solve a linear elliptic system for each of the two decoupled equations. Stability of the model and the proposed method is rigorously proved. Numerical experiments are presented to illustrate the features of the proposed numerical method and verify the theoretical conclusions.
1. Introduction. The Stokes-Darcy (or Navier-Stokes-Darcy) problem is a coupled problem of free incompressible fluid flow together with the flow through a porous media region. This type of coupled flow is often involved in many applications, such as groundwater systems [18, 29, 57, 65] , industrial filtrations [35, 54] , petroleum extraction [2, 3, 19, 58] , biochemical transport [27] , etc. The model couples the Stokes (or Navier-Stokes) equation and Darcy's law through some interface conditions, enabling a better description of the physics of these applications compared with the Darcy's law by itself. Therefore, many numerical methods have been developed for solving the Stokes-Darcy model, such as iterative domain decomposition methods [7, 13, 14, 21, 30, 31, 32, 55, 94] , noniterative domain decomposition methods [15, 38, 46] , Lagrange multiplier methods [4, 42, 43, 66] , discontinuous Galerkin methods [44, 61, 68, 83] , multigrid methods [10, 11, 76] , partitioned time stepping methods [77, 84] , coupled finite element methods [12, 16, 62, 74] , mortar finite element methods [36, 40, 45] , boundary integral methods [6, 93] , least square methods [34, 78] , finite volume methods [67, 95] , and so on. 2 implies the hydro-phobic type (tendency of separation) of interactions [50, 90, 98, 106] . Furthermore, γ and denote the elastic relaxation time and the capillary width of the thin interfacial region. The interfacial region between the phases has a thickness of order O( ). φ j (j = c, m) represents the phase function in Ω j (j = c, m), which assumes distinct values in the bulk phases away from a thin interfacial region and varies smoothly over this interfacial region for indicating the fluid phases.
In the porous media region Ω m , let u m denote the fluid discharge rate in the porous media, K denote the hydraulic conductivity tensor that describes the ease in which the fluid can move through the pore space, and p m denote the hydraulic head. Then the porous media flow is assumed to satisfy the following CHD equations,
∇ · u m = 0, (2) ∂φ m ∂t + u m · ∇φ m − ∇ · (M m ∇w m ) = 0, (3) w m + γ φ m − γf (φ m ) = 0, (4) where the w m ∇φ m is the induced extra stress from the free energy. We will consider the following second order formulation via inserting Darcy's law (1) into the mass conservation equation (2) The advantage of the form (5) with respect to (1) and (2) is the elimination of the velocity as an unknown field which is not required in practice. This primal formulation can be employed within the porous media without losing any information. The Darcy velocity can be recovered via (1) . We note that velocities u m computed through (5) and (1) in general do not guarantee mass conservation [75] .
In the fluid region Ω c , let u c denote the fluid velocity, p c denote the kinematic pressure, and ν denote the kinematic viscosity of the fluid. Then the fluid flow is assumed to satisfy the Cahn-Hilliard-Navier-Stokes (CHNS) equations The Cahn-Hilliard equation (8)- (9) is derived from the energetic point of view by assuming the following phenomenological total free energy γ Ωc 2 |∇φ c | 2 + F (φ c ))dx. If one assumes a generalized Ficks law [9] that the mass flux be proportional to the gradient of the chemical potential, then the Cahn-Hilliard equations and NavierStokes equations are coupled together via an extra phase induced stress term in the Navier-Stokes equations and a fluid induced transport term in the Cahn-Hilliard equation. The coupled term w c ∇φ c in the convective Cahn-Hilliard equation (6) can be interpreted as the "elastic" force exerted by the diffusive interface of the two-phase flow, and that also converges to the surface tension at sharp interface limit → 0 at least heuristically [53] . The convection term u c · ∇φ c represents the transport property of the phase function [70] . Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The CHD system (1)-(4) and CHNS system (6)- (9) are coupled through the following interface conditions. First, the continuity of normal velocity and the balance of force normal to the interface lead to
on the interface Γ where n c and n m denote the unit outer normal to the fluid and the porous media regions at the interface Γ, respectively. Since both of them are in normal directions, the following Beavers-Joseph-Saffman-Jones (BJS) interface condition [5] is imposed in the tangential direction on the interface
where τ j (j = 1, . . . , d − 1) denote mutually orthogonal unit tangential vectors to the interface Γ, χ is the permeability matrix of the porous media, tr(χ) is its trace.
In addition, the continuity conditions for the phase field function, the chemical potential, and their normal derivatives are imposed on the interface [48, 51, 53] ,
The above system should be supplemented with a set of suitable boundary conditions and initial conditions. For simplicity, we consider
on Γ m , and
on Γ c . The initial conditions can be simply given as
Without loss of generality, we also assume that the medium Ω m is isotropic so that K is a symmetric and positive definite matrix K = k I where k is a scalar function depending on position x ∈ R d , and I is the identity matrix.
Remark 2.1. In order to derive the corresponding nondimensional model, we first define
where L 0 and ρ 0 are the characteristic length of the problem domain and density of the fluid. Table 1 shows the nondimensionalization we obtain with these scalings based on [52, 79] . Substituting these dimensionless variables into the above model, one can derive a nondimensional model. Since the nondimensional model has the same format as the above one except for the "hat" which represents the dimensionless parameters, we can consider the above model as the nondimensional model with the "hat" omitted everywhere. Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 1 The nondimensional parameters for CHNSD system.
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2.2. The weak formulation. We now provide the weak formulation of the CHNSD model system (1)- (16) . We use the standard notation for the Sobolev space W m,k (Ω), where m is a nonnegative integer and 1
(Ω) with the norm · m and seminorm | · |. The norm · ∞ denotes the essential supremum. For simplification, we denote
, which is a Hilbert space with inner product (u, v) H 1 = Ωj ∇u · ∇v dx due to the classical Poincaré inequality for functions with zero mean. Its dual space is simply denoted by (Ḣ 1 (Ω j )) . For our coupled system, the spaces that we utilize are
P τ denotes the projection onto the tangent space on Γ, i.e.,
For the domain Ω j (j = c, m), (·, ·) denotes the L 2 inner product on the domain Ω j determined by the subscript of integrated functions, and ·, · denotes the L 2 inner product on the interface Γ. Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php By plugging (1) into (2) and (3) and applying the seven interface conditions (10)- (16) , the weak formulation of the proposed CHNSD is given as follows: find
, and j = {c, m}. Unlike the idea in [48] which directly solve one CahnHilliard equation on the whole domain, we consider the two Cahn-Hilliard equations on Ω m and Ω c separately with appropriate treatment for the interface conditions (13)- (16) . The other three interface conditions (10)- (12) are utilized in the traditional way for the single-phase Naiver-Stokes-Darcy model in the literature.
After the above system is solved, u m can be defined by
based on (1).
2.3. A dissipative energy law. An important feature of the above weak formulation is that it obeys a dissipative energy law. To this end, we denote the total energy of the coupled system as
In order to deal with the nonlinear term (u c · ∇)u c , we recall the following inequalities [17, 44] : there exist constants C 1 andC 4 depending only on Ω c , such that Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Owing to the works in [17, 44] , we have the following lemma.
Lemma 2.2. Assume that u c satisfies the following smallness condition:
Then, we have the estimate
Proof. Using Hölder's inequality and (29), we obtain
Combing (30) and (32), we derive (31).
Lemma 2.3. Let (u m , u c , φ m , φ c , w m , w c ) be a smooth solution to the initial boundary value problem (1)- (19) . Then (u m , u c , φ m , φ c , w m , w c ) satisfies the following basic energy law:
where the energy dissipation D is given by
Proof. For the conduit part, set the test function in (23)- (27) by v = u c , q = p c , ψ = w c , and ω = − ∂φc ∂t : adding the resultants together, and applying the interface conditions (13) and (14), we get
Using inequality (31) for the above trilinear term ((u c · ∇)u c , u c ), we obtain (20) and (21), respectively, adding these two equations, and applying (27) , we obtain
By taking the inner product of (27) with u m , we have
By combining (37) and (38), we obtain
By taking ω = − ∂φm ∂t in (22) and adding (39), we derive
After combining (36) and (40) and applying the interface conditions (13)- (16), we obtain (33).
3. Fully discretized numerical scheme. In this section, we present the fully discretized scheme for the weak formulation (20)- (27) while finite elements are used for the spatial discretization.
There are two popular approaches to handle the nonconvex double-well potential F (φ). One is the convex splitting method (cf. [33, 37] ). The other one is the stabilization method (cf. [20, 71, 73, 85, 87, 88, 89, 90, 91, 92, 96, 97, 99, 100, 101, 102, 104, 105, 107] ). In this article we utilize the second one, which does not require solving a nonlinear equation. The unconditional stability of the stabilization method requires that the second derivative of F (φ) be bounded. However, this is not satisfied by the Ginzburg-Laudau potential, since we are only interested in φ ∈ [−1, 1], and it is proved by [8] that a truncated F (φ) with quadratic growth at infinity also guarantees the boundless of φ in the Cahn-Hilliard equation. So it is a common practice to modify F (φ) to have a quadratic glowth rate for |φ| > 1 (see, e.g., [26, 88] ). Without loss of generality, we introduce the followingF (φ) to replace F (φ):
Correspondingly, we definef (φ) =F (φ) and
For convenience, we replace the functionsf andF by f and F by neglecting the symbolˆ. 
and Q jh ⊂ Q j with j = c, m. Here we assume X ch ⊂ X c and Q ch ⊂ Q c satisfy the following inf-sup condition for the divergence operator.
There exists a constant C > 0 independent of h such that the following LBB condition holds:
Then the semidescretization formulation of the system (20)- (27) is to find
Remark 3.1. The analysis for the energy stability of the semidiscrete scheme is similar to the previous PDE energy law, and thus we omit the details here.
. . , M − 1, with time step size ∆t = t n+1 − t n = T M . Then we propose the following decoupled, linearized, and stabilized full discretization.
Step 
Step 2. Find p n+1 mh ∈ Q mh , such that
Step 3.
Step 4.
, so the explicit treatment of this term usually leads to a severe restriction on the time step ∆t when 1. Thus we introduce in (52) and (55) two "stabilizing" terms to improve the stability while preserving the simplicity. It allows us to treat the nonlinear term explicitly without suffering from any time step constraint [86, 87, 88] . Note that this stabilizing term introduces an extra consistent error of order O(∆t) in a small region near the interface, but this error is of the same order as the error introduced by treating f (φ) explicitly, so the overall truncation error is essentially of the same order with or without the stabilizing term. A similar approach is applied in the contact line boundary condition [41, 92] . This stabilization allows us to prove a discrete energy dissipation law together with appropriate treatments of the interface terms which play a key role for interface problems. Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
and the true velocity
defined in [49] . It is clear that the summation of (59), (60) , and (61) will recover (1)- (2) . The true velocity u n+1 mh can be eliminated once one applies the divergence operator to (60) ,
Taking the inner product of (62) with test function q h ∈ Q mh , applying the Green's equation, and using (60), we derive
In our numerical algorithm, we imposed the interface condition
Thus, applying the interface condition (10) and replacing u n+1 ch by u n ch for the decoupling purpose, (64) can be rewritten as
Substituting (59) into (65), we derive the finally full discretization (53) of the Darcy equation.
Remark 3.4. For the nonlinear Navier-Stokes equation, we used the pressurecorrection idea [87, 90] . We recall
First, taking the inner product of (67) with test function q h ∈ Q ch , using (66) , and applying the Green's formulation, we derive
Then, using the relation
ch ) · n c | Γ due to the fact (66), we derive (58) .
In the numerical scheme, we also impose the interface condition
in (56) and (57) . Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 3.5. Comparing the formulations of the above decoupled numerical method with the numerical scheme in [48] , the major differences include that (1) our method solves the CHNSD equation while the method in [48] solves the CHSD; (2) our decoupled method solves two Cahn-Hilliard equations in free fluid flow and porous medium regions, respectively, while, in [48] , the two Cahn-Hilliard equations are combined into one Cahn-Hilliard equation on the whole domain; (3) our techniques to deal with the stability are different from those in [48] , especially for the interface terms and the treatment of the nonconvex double-well potential F (φ). Therefore, the proposed method requires solving only a linear algebra system at each time step while the method in [48] needs to solve a nonlinear algebra system based on the convex splitting method. Moreover, the method in [48] 
We now prove the energy stability theorem as follows. 
where the E n is defined as
and the energy dissipation D n+1 is given by
and
Furthermore, if the following time step constraint is satisfied,
where C is the constant in Lemma 1 of [22] , the scheme (51)- (58) is energy stable.
Proof. By taking the test function v h = ∆t u n+1 ch in (56), utilizing the trilinear property (31) , and combining (73), (69) , and the following identity 
Now, we deal with the term ∆t(p n ch , ∇ · u n+1 ch ) in the above equation. We first take q h = ∆t 2 p n ch in (58) and use (75) and (69) Adding (79) and (80) and multiplying Taking the inner product of (73) with u n and using the identity (75), we obtain
Adding (76), (77), (81), (82) , and (83) and applying (69), we obtain Next, we take ω h = −(φ n+1 ch − φ n ch ) in (55) . Using the identity (75) and the Taylor expansion
we have
and then, combining (42) and (87), we derive
Adding (84), (85) , and (88), we get
Next, we consider the matrix part. Choosing ψ h = ∆tw From (59), (53) can be written as
We take q h = ∆tp n mh in (93) and utilize the identity (75) Taking the sum of (92) and (94), we get 
Now, we estimate the term ∇p Taking the inner product of (60) with K −1 u n+1 mh and using (75), (61), (64), and (10), we obtain Adding (90), (91), and (98), we obtain (89) and (99) together and applying the interface conditions (13)- (16), we obtain 1
, which completes the proof of (70). Now we prove the energy stability. Using Lemma 1 in [22] and (67), we obtain
Based on D n+1 ≥ 0, (100), and (72), the inequality (70) leads to
if the constraint (74) is satisfied. This leads to the energy stability of the numerical scheme (51)- (58) and completes the proof of Theorem 3.6. Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Numerical example. In this section, we present various 2D numerical examples to illustrate the features of the proposed model and numerical methods. The first example is provided to show the convergence and accuracy. The second example is to verify that the proposed method obeys the energy dissipation as presented in Theorem 3.6. The third test illustrates the shape evolvement of a droplet passing through the interface driven by boundary-injection. The last experiment is the simulation for a conduit coupled with two types of porous media: single crack medium and heterogeneous medium. 
where g(x) = 16x
All the numerical results below are for T = 1. For the Navier-Stokes equation, we consider the Taylor-Hood elements. For the Darcy equation and the second order mixed formulation of the Cahn-Hilliard equation, we consider the linear or quadratic elements. That is, for p m − φ m − w m − u c − p c − φ c − w c , we consider two different types of finite elements: P 1 −P 1 −P 1 −P 2 −P 1 −P 1 −P 1 elements and P 2 −P 2 −P 2 −P 2 −P 1 −P 2 −P 2 elements. The L 2 , L ∞ , and H 1 norm errors of the two types of finite elements are presented in Tables 2-3 , respectively. The numerical results in the two tables clearly show the optimal convergence rates of the two types of finite elements in all of the L 2 , L ∞ , and H 1 norms. In the following three numerical examples, we only consider the P 2 − P 2 − P 2 − P 2 − P 1 − P 2 − P 2 finite elements. Figure 2 shows the dynamics evolution of the bubble which turns into a circle under the effect of surface tension. The relative discrete total energy E n /E 0 is presented in Figure 3 . We can see that the discrete energy of the numerical solution indeed decays with time, which agrees with the theoretical result in Theorem 3.6 and validates the interface conditions (13)
-(16).
Example 3: Boundary-driven flow. In this experiment, we simulate a droplet passing through the interface driven by boundary-injection [19, 48] Table 2 The order of convergence for error norms with ∆t = 0.01h at time T = 1 by step size ∆t = 0.001 are used in this simulation. Figure 4 shows several snapshots of the droplet passing through the interface Γ under the influence of boundary-driven flow. Similar to the results in [49] , we can observe that the front of the round droplet becomes a shape with two flat sides due to the parabolic velocity on the whole left boundary and takes the maximum value at the center line as shown in Figures 4(b)-4(c) . The magnitude of the velocity in porous media is significantly smaller than that in conduit, which leads to the phenomenon that the front of the droplet becomes flatter and elongates in the vertical direction when it crosses the interface as presented in Figure 4 (d), so that the volume of the droplet is preserved. The shape of the droplet becomes steady when it leaves the interface and completely enters the porous media as shown in Figures 4(e)-4(f) . All of these reasonable observations validate the interface conditions, the model, and the numerical method proposed in this article.
Example 4: Effect of the hydraulic conductivity tensor of porous media. In the CHNSD model, we consider a heterogeneous, isotropic porous medium with hydraulic conductivity tensor K defined as [25] K(x, y) = k(x, y) · I, where k(x, y) is a scalar depending on position (x, y), and I isthe unit tensor. In the Downloaded 09/10/18 to 129.252. 33.201 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 3 The order of convergence for error norms with ∆t = 0.01h at time T = 1 by first case, we consider a single crack along a sine curve with
The hydraulic conductivity field for this case is shown in Figure 5 Figure 6 shows the evolution of saturation distribution for the above single crack medium at different time. When the droplet moves into the porous media through the interface, its location is right around the left end of the crack. Since the permeability is much higher in the crack, the droplet slowly meanders its way along the crack and deforms into a shape similar to the crack.
If the location of the single crack is lower as illustrated in Figure 5 (b), namely,
then it is expected that the droplet will still be attracted by the crack. As the round droplet moves in the conduit domain, its front forms into an inclined corner. When the droplet passes through the interface, the droplet moves down and changes its , ∆t = 0.001.
shape toward the crack. Then it again slowly meanders its way along the crack and deforms into a shape similar to the crack. In Figures 6 and 7 , one can see that the droplet is attracted toward the area with large hydraulic conductivity even before the droplet touches the interface. This clearly illustrates the effect of the hydraulic conductivity of the porous media domain on the free-flow domain through the physical interface conditions. As the droplet moves across the interface, the smooth and expected shape change of the droplet further validates the physically faithful interface conditions.
In the second case, we consider a porous medium with the following random hydraulic conductivity:
k(x, y) = min max As presented in Figure 8 , the evolution of the droplet verifies rationality of the seven interface conditions (10)- (16) and the CHNSD model again. The fingers we observe in this simulation is a phenomenon frequently found in both oil reservoirs and porous diffusion media of fuel cells [69] .
Conclusions.
In this paper, a decoupled, linearized, and energy stable finite element method is proposed to solve a time-dependent CHNSD model. The seven interface conditions are utilized to decouple the CHNS equation and the CHD equation. A linearization is utilized to deal with the nonlinearity of the two decoupled equation. A stabilization and another appropriate treatment of the interface terms is utilized to achieve the energy stability. Moreover, the energy law is analyzed for the model and a discrete energy stability is analyzed for the proposed numerical method. The features of the proposed method, such as the accuracy, energy dissipation, and applicability, are demonstrated by the numerical experiments. 
