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Abstract
In a weak measurement, the average output 〈o〉 of a probe that measures an observ-
able Aˆ of a quantum system undergoing both a preparation in a state ρi and a posts-
election in a state Ef is, to a good approximation, a function of the weak value Aw =
Tr[EfAˆρi]/Tr[Efρi], a complex number. For a fixed coupling λ, when the overlap Tr[Efρi]
is very small, Aw diverges, but 〈o〉 stays finite, often tending to zero for symmetry reasons.
This paper answers the questions: what is the weak value that maximizes the output for
a fixed coupling? what is the coupling that maximizes the output for a fixed weak value?
We derive equations for the optimal values of Aw and λ, and provide the solutions. The
results are independent of the dimensionality of the system, and they apply to a probe
having a Hilbert space of arbitrary dimension. Using the Schro¨dinger-Robertson uncer-
tainty relation, we demonstrate that, in an important case, the amplification 〈o〉 cannot
exceed the initial uncertainty σo in the observable oˆ, we provide an upper limit for the
more general case, and a strategy to obtain 〈o〉  σo.
Keywords: Weak measurement, optimization
1. Introduction
In 1988 [1], Aharonov et al. introduced the concept of postselected weak measure-
ments, initiating a prolific avenue of research. Recently, there have been several works
considering the possibility of using weak and intermediate strength interaction in order
to reconstruct an unknown quantum state [2–9] and to diminish the noise in a variable
by preceding its measurement with the observation of the conjugate variable [10]. Other
works, instead, in line with the initial proposal of Aharonov et al. [1], have focused on
the amplification effect of weak measurement [11–15]. (However, the actual advantage
over techniques based on strong measurement has been questioned [16–19]). Indeed, the
provocative title of the original paper by Aharonov et al. was “How the result of a
measurement of a component of the spin of a spin-1/2 particle can turn out to be 100”,
Email address: dilorenzo@infis.ufu.br (Antonio Di Lorenzo)
Preprint submitted to Annals of Physics September 25, 2018
ar
X
iv
:1
30
7.
45
24
v4
  [
qu
an
t-p
h]
  1
 M
ay
 20
14
meaning that the average output of a detector which, in a strong measurement, would
give p = ±λ/2 as outputs, can be amplified to 〈p〉 ∼ 100λ if the measurement is weak
and the system is suitably postselected. The weakness of the measurement means that
initially the uncertainty over the pointer variable is much larger than λ, the distance
between the peaks expected in the strong regime. This means that initially the pointer
may not be in the zero position, but it could read, e.g., p0 = 99λ or p0 = −101λ, etc.
However, if the detector were a classical object, these fluctuations would cancel out on
the average. Instead, as the detector obeys quantum mechanics as well, if it is prepared
in a suitably quantum coherent superposition of pointer states [20, 21] and if the system
is postselected appropriately, this cancellation does not occur, possibly leading to a large
output.
How large can the average output be? According to the simple formula of Ref. [1]
there are no bounds to the average output, but as it turns out, the formula breaks down
when the output is largish. This has prompted the need to provide a more reliable
formula, working also in the regime where the measurement strength is weak but the
overlap between the preparation and the postselection is small [22–25].
For a spin 1/2, it is possible to work out an exact solution for an instantaneous inter-
action [20, 21] and more generally for a nondemolition interaction of finite duration [22].
This has allowed to study the maximization of the output based on the exact expression
in Ref. [22], and then in Refs. [26–28] with varying degrees of generality. Kofman et al.
[25] considered some particular cases of the maximization for a detector with an infinite
dimensional Hilbert space performing a canonical von Neumann measurement, i.e. us-
ing a position variable qˆ to couple with the system and its conjugate variable pˆ as the
readout for the measurement. Furthermore, Ref. [25] only considered pure preparation
and postselection, so that there may be, in principle, higher maxima or lower minima for
mixed preparation and postselection. During the completion of the present manuscript, a
preprint appeared [29] that treats the problem of the maximization of the output as well.
The variational approach of Ref. [29], however, does not allow, to determine for which
values Aw the maximization is attained, and it applies only when qˆ has a continuous
spectrum and the readout pˆ is its conjugate variable. To the best of my knowledge, there
is no systematic study of the maximization of an arbitrary output variable 〈o〉 for higher-
dimensional systems. The main result of this paper is provided in Eqs. (25),(26),(27),
and (30).
2. Background
2.1. Measurement model.
As customary when treating weak measurements, it is supposed that a detector in-
teracts with the measured system through the Hamiltonian H = −λδ(t)qˆAˆ, i.e. the von
Neumann model [30] of measurement is assumed. In this model, the output variable is
usually taken to be pˆ, the conjugate variable of qˆ, i.e. [qˆ, pˆ] = i, with [, ] the commutator.
Thus, qˆ is assumed to have a continuous unbounded spectrum, so that it can be treated
as a position operator. In the following, however, we shall not make this assumption, and
in this sense we are diverging from the von Neumann model. Instead, we shall consider
the output variable oˆ to be arbitrary. Thus, the detector could have a finite-dimensional
Hilbert space, for instance it could be a spin 1/2, with qˆ a spin component, etc.
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Before the interaction, the measured system is prepared in a state ρi and the detector
in a state ρdet, so that the total state is
ρ = ρi ⊗ ρdet. (1)
For simplicity, in the following we shall consider ρi and ρdet to be given at time t =
0−, immediately before the interaction (otherwise, one should trivially propagate the
states forward in time with the non-interacting Hamiltonian). The joint state after the
interaction is thus
ρ+ = exp(iλAˆqˆ)(ρi ⊗ ρdet) exp(−iλAˆqˆ). (2)
After the system has interacted with the detector, the latter is observed, usually deter-
mining the value of p. The system, on the other hand, is supposed to undergo another
measurement yielding an output F , to which a nonnegative operator EF is associated.
When the value of this measurement coincides with some arbitrarily fixed value F = f ,
the output p of the detector is selected and analyzed separately. This procedure is known
as postselection.
2.2. Final state and output.
The conditional state of the detector, given that the system is successfully postselected
in the state Ef , is then
ρdet|f = N−1 Trsys[(Ef ⊗ 1)ρ+], (3)
with the normalization being but the probability of successful postselection
N = P(Ef) = Trsys,det[(Ef ⊗ 1)ρ+]. (4)
The average value of an observable of the detector, oˆ, conditioned on the postselection f
is thus
〈o〉 = Trdet[oˆρdet|f ] = M
N
, (5)
with
M = Trsys,det[(Ef ⊗ oˆ)ρ+]. (6)
2.3. Approximations.
In the weak measurement limit, the propagator is expanded up to first order,
exp(iλAˆqˆ) ' 1 + iλAˆqˆ. (7)
This approximation, applied to Eq. (6), gives
M 'M1 = oˆω + iλoˆqˆα− iλqˆoˆα∗ + λ2qˆoˆqˆβ, (8)
where we introduced
ω = Trsys[Efρi], (9a)
α = Trsys[EfAˆρi], (9b)
β = Trsys[EfAˆρiAˆ], (9c)
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and denoted the averages with respect to the initial state of the detector as
Oˆ = Trdet[Oˆρdet]. (10)
The probability of postselection, on the other hand, has the expansion
N ' N1 = ω + iλqˆ(α− α∗) + λ2qˆ2β. (11)
We note that for nearly orthogonal preparation and postselection, both ω and α tend
to zero, the former faster than the latter, while β stays finite (we exclude the trivial
cases where Aˆ has its eigenstates coinciding with those of either Ef or ρi). Hence, in
order to give meaningful expressions for all possible preparations and postselections, one
must retain the second-order terms. Notice that we are departing from the na¨ıve Taylor
expansion, which prescribes that the propagator be expanded up to second order for
consistency [31]. See the Appendix for a further discussion.
The approximation (7) is not to be taken as an operator equation, since qˆ may have
an unbounded spectrum; instead, Eq. (7) must be interpreted as meaning that, when it
is plugged into Eqs. (4) and (6), it yields a good approximation, provided that ρ(q, q′)
vanishes sufficiently fast for large q. More precisely, we may give a sufficient condition:
if
(2λ)n max{|A|}nqˆ2n1/2 ≤ δn,∀n ∈ N (12)
with δ a small positive number, then we may apply Eq. (7), yielding a discrepancy
between the actual value and the approximate value within ε = Tr[Ef ](e
δ − 1 − δ),
|N−N1| < ε, while the difference between the actual value of Eq. (6) and the approximate
value is |M −M1| . (1 + u)εoˆ21/2, under some conjecture.1
Reference [1] considers the canonical von Neumann measurement, with oˆ = pˆ the con-
jugated variable of qˆ, and, in addition to the hypothesis (7), it makes another assumption,
namely that it is possible expand N−1 in a Taylor series in λ,
N−1 ' ω−1
[
1 + 2λqˆA′′w − λ2
(
qˆ2Bw − 4qˆ2A′′2w
)]
, (13)
with Aw = α/ω the canonical weak value and Bw = β/ω a positive real number, the
second weak value. For brevity, we defined A′w = Re(Aw), A
′′
w = Im(Aw). We may call
this further assumption the polynomial approximation. The conditions for its validity
are more clearcut, since ordinary numbers are involved, not operators:
λqˆA′′w  1, λ2qˆ2Bw  1. (14)
Aharonov et al. then assume that the resulting expansion for 〈p〉 can be truncated to
first order, and they also consider a Gaussian state for the detector, which implies that
qˆpˆ+ pˆqˆ − 2qˆ pˆ = 0, leading to the formula 〈p〉 ' λRe(Aw).
As discussed elsewhere [22–24, 31], one cannot always expandN−1 in a Taylor series in
λ, since to lowest order N ' Trsys[Efρi] and when the preparation and the postselection
1In general, the approximation can not hold for any operator oˆ. For instance, in Ref. [24], we have
proved that the approximation breaks down for oˆ = pˆn, if n is sufficiently large. See the Appendix.
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are nearly orthogonal Trsys[Efρi] ' 0. Here, we shall not make the assumption (14), as we
are allowing Aw and Bw to take all possible values. Thus, we shall use the interpolating
formula derived in Ref. [24]
〈o〉 '
oˆ+ λ
(
−i[qˆ, oˆ]A′w − {qˆ, oˆ}A′′w
)
+ λ2qˆoˆqˆBw
1− 2λqˆA′′w + λ2qˆ2Bw
, (15)
We recall that Bw ≥ |Aw|2. The equality holds whenever the postselection Ef and
the preparation ρi have, respectively, eigenstates |f〉 and |i〉 with nonzero eigenvalues
such that 〈f |Aˆ|i〉/〈f |i〉 = constant for all |f〉 and all |i〉, with the convention that if
〈f |i〉 = 0 then also 〈f |Aˆ|i〉 = 0. See the Appendix for a proof of this statement, which
was provided, without demonstration, in Refs. [24, 32]. In particular, if both Ef and ρi
represent pure states, then f and i can take only a single value, thus Bw = |Aw|2.
3. Statement of the problem.
Equation (15) can be simplified through the transformations qˆ → qˆ − qˆ = δqˆ, ρi →
exp(iλqˆAˆ)ρi exp(−iλqˆAˆ) so that without loss of generality we can replace δqˆ → qˆ, δqˆ = 0.
We also put δoˆ = oˆ−oˆ, and we reabsorb the coupling constant λ by redefining Aˆ→ λσqAˆ,
with σq = δqˆ2
(1/2)
, so that
〈δo〉 ' −i[ξˆ, δoˆ]A
′
w − {ξˆ, δoˆ}A′′w + ξˆδoˆξˆBw
1 +Bw
, (16)
with ξˆ = δqˆ/σq a normalized variable having zero mean and unit variance. Equation
(16) is our starting point. The goal of this paper is to find the extrema of 〈δo〉. Since,
in general, Bw ≥ |Aw|2, then, in our extremal problem, the domain of the variables is
the volume bound by the paraboloid of rotation Bw = A
′2
w +A
′′2
w that contains the point
(A′w = 0, A
′′
w = 0, Bw = 1). Notice that, since the coupling constant λ was reabsorbed in
the rescaling of Aw and Bw, the extrema thus found will not depend on it.
We consider a fixed preparation of the probe (otherwise, it can be proved that there
is no bound to the average output [33, 34]), and we look for an extremal value of 〈o〉 − oˆ
as a function of the preparation ρi and the postselection Ef . In a d-dimensional Hilbert
space, these states are characterized by a total of 2d2 − 2 real parameters (we remind
the readers that Ef need not have trace one, but the weak values are invariant upon
rescaling of Ef , so that Ef is effectively characterized by d
2 − 1 parameters, as ρi).
Some of these parameters are superfluous. For instance, if we consider the unitary
transformations that leave the observable Aˆ invariant, UAˆU† = Aˆ, by changing Ef
to U†EfU and ρi to U†ρiU , the weak values remain the same. In the simplest case
(d = 2) of Aˆ representing a spin 1/2, the family U is characterized by the rotations
around the direction of Aˆ, so that it is a one-parameter symmetry. The total number of
real parameters is thus 5, and it grows with higher dimension d (we discard the trivial
case Aˆ = 1). However, all these parameters enter Eq. (15) only through the three real
combinations A′w, A
′′
w, and Bw. We recall that, in order to find the extrema of a function
f(t1, . . . , tn) = g[x1(t1, . . . , tn), . . . , xm(t1, . . . , tn)], with m < n, one just needs to find
the extrema of g(x1, . . . , xm), simplifying the problem to the maximization of a function
of less variables.
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4. Solution.
For brevity, we define three Hermitian operators on the Hilbert space of the detector:
the anticommutator, the commutator, and the sandwich,
aˆ = {δoˆ, ξˆ}, (17a)
cˆ = i[δoˆ, ξˆ], (17b)
sˆ = ξˆδoˆξˆ, (17c)
and we define their initial averages as a = aˆ, c = cˆ, s = sˆ. We assume that at least one
among a, c, and s is non-null, otherwise 〈δo〉 is identically zero within the approximation
considered. In order to work with a familiar notation, we define A′w = x, A
′′
w = y,
Bw = z. Thus Eq. (16) reads
cx− ay + (s− 〈δo〉)z = 〈δo〉. (18)
Equation (18) represents a one-parameter family of planes in the space R3, the parameter
being 〈δo〉. The problem consists in finding the maximum and minimum value of 〈δo〉
for which the planes intersect the allowed region
R := {(x, y, z) : z ≥ x2 + y2}. (19)
We denote the boundary of R by
∂R := {(x, y, z) : z = x2 + y2}. (20)
Let us consider the limit 〈δo〉 → ±∞. The plane in Eq. (18) tends to z = −1, and it does
not intersect the region R. On the other hand, for 〈δo〉 = s, the plane is described by the
equation cx− ay = s, so that it is parallel to the z-axis, and hence it certainly intercepts
the paraboloid (20) (the case a = c = 0 shall be treated separately). See Figure 1 for an
illustration. Thus, when 〈δo〉 increases from s to +∞, there must be a maximum value
〈δo〉max such that for 〈δo〉 < 〈δo〉max the plane (18) intercepts the paraboloid, while for
〈δo〉 > 〈δo〉max it does not. As the planes vary continuously with the parameter 〈δo〉,
the plane with 〈δo〉 = 〈δo〉max must be tangent to the paraboloid. Analogously, there
exists a minimum value −∞ < 〈δo〉min < s so that the plane with 〈δo〉 = 〈δo〉min is also
a tangent plane of the paraboloid.
We recall that the equation for the plane tangent to the surface having implicit
equation Φ(x, y, z) = 0 in the point P0 = (x0, y0, z0) is
∂Φ
∂x
∣∣∣∣
P0
(x− x0) + ∂Φ
∂y
∣∣∣∣
P0
(y − y0) + ∂Φ
∂z
∣∣∣∣
P0
(z − z0) = 0. (21)
For the paraboloid ∂R (20),
2x0x+ 2y0y − z = x20 + y20 , (22)
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Figure 1: An illustration of three of the planes given in Eq. (18) and the paraboloid of rotation (20).
We put c = 1, a = s = 0. The horizontal plane corresponds to 〈δo〉 → ∞, the vertical one to 〈δo〉 = 0,
and the oblique one is the tangent plane, obtained for 〈δo〉 = 〈δo〉max = c/2.
where we used z0 = x
2
0 + y
2
0 . Thus, comparing the equation for the plane tangent to the
paraboloid ∂R (20) to the equation (18), we have
2kx0 = c, (23a)
−2ky0 = a, (23b)
−k = s− 〈δo〉, (23c)
k(x20 + y
2
0) = 〈δo〉, (23d)
with k a real constant. We use Eqs. (23a) and (23b) to find x0 = c/2k and y0 = −a/2k,
then substitute in Eq. (23d), and multiply the result by Eq. (23c) to eliminate k, finding
thus
〈δo〉(s− 〈δo〉) = c
2 + a2
4
, (24)
yielding the two extremal values
〈δo〉m = 1
2
(
s±
√
c2 + a2 + s2
)
. (25)
Finally, we find k by substituting the solution (25) in Eq. (23c), which, substituted into
Eqs. (23a) and (23b) yields
x0 =
c
c2 + a2
[s±
√
c2 + a2 + s2], (26a)
y0 =
−a
c2 + a2
[s±
√
c2 + a2 + s2]. (26b)
Equations (26) provide the location of the maximum and the minimum. Thus, an
experimentalist wishing to maximize the output, could use Eq. (26) to establish the
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desired optimal weak value Aoptw = x0 + iy0, and then design the experiment with ρi and
Ef such that Aw = A
opt
w .
We remark that our general results (25) and (26) reduce to those of Ref. [25] for s = 0
and for oˆ = pˆ, which implies that c = i[pˆ, qˆ] = 1. Furthermore, Ref. [25] assumed the
case of pure preparation and postselection, so that Bw = |Aw|2 by assumption, and did
not demonstrate that the absolute extrema of 〈δo〉 are actually reached on the surface
∂R. Furthermore, (25) provides a tighter bound than what was estimated in Ref. [25].
We recall the Schro¨dinger-Robertson uncertainty relation [35, 36], binding the product
of the variances of any two variables Uˆ and Vˆ , 4σ2Uσ
2
V ≥
(
−i[Uˆ , Vˆ ]
)2
+
(
{Uˆ , Vˆ }
)2
, which
in our case is 4σ2o ≥ c2 +a2, We note that the latter inequality implies a tradeoff relation
|〈δo〉| ≤
∣∣∣Oˆ∣∣∣+√σ2o + (Oˆ)2, (27)
with Oˆ = sˆ/2. In particular, it often happens that Oˆ = 0. In this case, Eq. (27) simplifies
to
|〈δo〉| ≤ σo, (28)
i.e., the maximum shift cannot exceed the initial spread σo. Thus, if one wants the
average output to exceed the bound σo, one needs Oˆ 6= 0, and the following strategy
should be adopted:
(i) Consider the density matrices for the detector ρ˜det that have a kernel containing the
kernel K of the operator ξˆ, i.e. ∀|ψ〉 such that ξˆ|ψ〉 = 0, then ρ˜det|ψ〉 = 0. In practice,
this means that ρ˜det is block-diagonal, with the block in the kernel K being zero, the
block acting on the orthogonal complement of K being nonzero, and all other off-diagonal
blocks being zero as well.
(ii) Choose one of these matrices such that Trdet[oˆρ˜det] is large.
(iii) Prepare the detector in an initial state ρdet = ξˆ
−1
C ρ˜det|C ξˆ
−1
C ⊕ ρdet|K , with ρdet|K
a positive operator restricted to the subspace K, the kernel of ξˆ, while ρ˜det|C is the
restriction of ρ˜det to the subspace C, the orthogonal complement of K. Note that ξˆ
−1
is well defined in the subspace C. Furthermore, if the spectrum S of ξˆ is continuous
in a neighborhood of 0, the prescription is to restrict the search to the ρ˜det for which
lim
ε→0
∫
S\[−ε,ε] dξξ
−2〈ξ|ρ˜det|ξ〉 is finite.
(iv) Choose ρdet|K so that Trdet[ρdet] = 1 and Trdet[oˆρdet] = 0.
Then, if condition (iv) can be satisfied, by construction s = Trdet[oˆξˆρdetξˆ] = Trdet[oˆρ˜det]
is as large as one wishes.
4.1. Optimizing the coupling constant.
One could also be interested in choosing the optimal coupling constant λ for fixed
preparation and postselection of the system. Now the problem is simpler, as one has only
one real variable. We note that it is no longer legitimate to gauge out qˆ, as the weak
values are fixed. Hence, we shall find the extrema of
〈δo〉 = (cA
′
w − aA′′w)λ+ sBwλ2
1− 2ξA′′wλ+ (1 + ξ2)Bwλ2
, (29)
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considered as a function of λ, where ξ = ξˆ = qˆ/σq and λ was restored through the
position Aˆ→ λAˆ. A straightforward calculation yields
λm =
s±√s2 + 4(cA′w − aA′′w)[(1 + ξ2)(cA′w − aA′′w) + 2sξA′′w]/Bw
(1 + ξ2)(cA′w − aA′′w) + 2sξA′′w
. (30)
The extremal values of 〈δo〉 are obtained by substituting Eq. (30) into Eq. (29), and they
are too complicated to write down here. Furthermore, one should be careful not to use
the above equation if it yields values of λ so large that the perturbative expansion (7)
breaks down.
5. Discussion
We have provided a general framework to find the extremal values of a weak mea-
surement. The approach used here has a geometric interpretation in terms of a family
of planes in the three-dimensional parameter space defined by the complex weak value
Aw = x+ iy and by the real weak value Bw = z. In addition to deriving what are the ex-
tremal values, we have provided the more important information, what is their location,
which can be achieved by an appropriate choice of preparation and postselection. We
have also discussed a strategy to achieve a maximization going beyond the limit of the
Schro¨dinger-Robertson relation. Finally, we have solved the related problem of choosing
an optimal coupling constant.
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A. Modified Taylor expansion
The joint probability of observing the total system in the final state Ef ⊗ Πo (we
assume that the measurement on the detector is sharp, so that Born’s rule applies) is
P(o,Ef) = Tr
[
(Ef ⊗Πo)U(ρi ⊗ ρdet)U†
]
, (A.1)
with the time-evolution U = exp [iλAˆqˆ] and the projector Πo = |o〉〈o|. We assume the
interaction in the von Neumann protocol, with Aˆ the observable of the system being
measured, qˆ an observable of the meter, and λ a coupling constant. However, notice
that, contrary to the von Neumann protocol, we are not assuming that the readout
variable oˆ is conjugated to qˆ, nor that the meter is initially in a sharp state of the
readout ρdet ' |o = 0〉〈o = 0|.
The probability of postselecting the system in Ef is
P(Ef) =
∑
o
P(o,Ef). (A.2)
9
Let us apply perturbation theory to Eqs. (A.1) and (A.2), including up to first order
terms in the propagator
P(o,Ef) 'Tr
{
(Ef ⊗Πo)
[
1 + iλAˆqˆ
]
(ρi ⊗ ρdet)
[
1− iλAˆqˆ
]}
, (A.3)
P(Ef) 'Tr
{
(Ef ⊗ 1)
[
1 + iλAˆqˆ
]
(ρi ⊗ ρdet)
[
1− iλAˆqˆ
]}
. (A.4)
The textbook calculus approach would be, e.g., to retain the first order terms,
P1(o,Ef) =ωΠo +
{
iλαΠoqˆ + c.c.
}
, (A.5)
P1(Ef) =ω +
{
iλαqˆ + c.c.
}
. (A.6)
However, the above expressions do not preserve the positivity of the probability, since
they are not of the form P = Tr [EU1FU†1 ] with E,F positive operators and U1 an
arbitrary operator. True, the neglected terms are O(λ2), but nevertheless the probability
could turn negative for some values of Ef and o if to lowest order P  1. This can occur
if λ is somewhat largish. The correct way to make the expansion is to keep the product
of the first order terms in U and U†, giving
P(o,Ef) ' ωΠo + λ
{
iαΠoqˆ + c.c.
}
+ λ2βqˆΠoqˆ, (A.7)
P(Ef) ' ω +
{
iλαqˆ + c.c.
}
+ λ2βqˆ2. (A.8)
where the system enters the probabilities with three terms: the overlap ω = Trsys[Efρi] (a
positive real number), the complex number α = Trsys[EfAˆρi] and the positive real number
β = Trsys[EfAˆρiAˆ]. Notice, however, that these probabilities do not sum up to one, but∑
Ef
P(Ef) =
∑
o,Ef
P(o,Ef) = 1 + λ2〈Aˆ2〉i〈qˆ2〉det, with 〈Oˆ〉i = Trsys(Oˆρi) average with
the initial state of the system. We used the fact that, when the postselection in Ef
fails, the system is postselected in the complementary state2 1 − Ef , so that Trsys[(1 −
Ef)Aˆ
jρiAˆ
k] = 〈Aˆj+k〉i−Trsys[EfAˆjρiAˆk], hence the parameters ω, α, β become ω˜ = 1−ω,
α˜ = 〈Aˆ〉i − α, and β˜ = 〈Aˆ2〉i − β.
The lack of normalization for the probabilities is a consequence of the approximate
propagator U1 = 1 + iλAˆqˆ not being a unitary operator up to order λ
2. We need to
normalize the expressions,
P(o,Ef) '
ωΠo + λ
{
iαΠoqˆ + c.c.
}
+ λ2βqˆΠoqˆ
1 + λ2〈Aˆ2〉iqˆ2
, (A.9)
P(Ef) '
ω +
{
iλαqˆ + c.c.
}
+ λ2βqˆ2
1 + λ2〈Aˆ2〉iqˆ2
. (A.10)
2In general, we could establish a multiple postselection through the following procedure: With prob-
ability pj a strong measurement of an observable Sˆj out of a set of preestablished arbitrary observables
{Sˆ1, Sˆ2, . . . } is made on the system after it interacted with the probe; the outcome S is obtained; with
an arbitrarily chosen probability w(f |S, j), the outcome is given the label f . The system is thus postse-
lected in the mixed state Ef =
∑
S,j w(f |S, j) pj |Sˆj : S〉〈Sˆj : S|. Notice that
∑
Ef
Ef = 1 and that the
Ef are not necessarily normalized to one Trsys(Ef) =
∑
S,j w(f |S, j) pj 6= 1, in general.
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If one considers, as usually done in the context of weak measurement, the conditional
probability Q(o) = P(o,Ef)/P(Ef) and its related averages, the normalization is ininflu-
ent. Furthermore, the overlap ω can be simplified between numerator and denominator,
and one can define the canonical weak value Aw = α/ω and the positive real number
Bw = β/ω, reducing the parameters to two. While mathematician will shudder in dis-
gust, ω may as well be 0, and the formulas still be valid, in the sense that in this limit
Bw is overwhelmingly large compared to Aw, in both the numerator P(o,Ef) and the
denominator P(Ef). Another point in favor of this improved expansion is that when the
preparation and postselection are orthogonal, i.e. ω → 0, while α tends to 0 as well, β
stays finite, excluding some trivial cases for which the probability of postselection is ex-
actly null. For this reason, the expansion is robust for any preparation and postselection
of the system.
But what does a na¨ıve application of Taylor series, as learnt from Calculus, pre-
scribes? Since we are including a second order term, according to the prescription, for
consistency we should expand the propagator up to second-order, and retain terms like
λ2 Tr
[
(Ef ⊗ |o〉〈o|)Aˆ2qˆ2(ρi ⊗ ρdet)
]
. This was done in Ref. [23], while Refs. [24] and
[25] stated that the reason to neglect these terms, which give rise to a complex number
Cw = Trsys[EfAˆ
2ρi]/ω, was that the second order correction becomes relevant only in
the regime |Cw|  Bw. From the discussion above, it can be seen that the dropping of
Cw is further justified by the positive-definiteness of the probability. Thus, if we wanted
to retain terms λ2Aˆ2qˆ2 in the propagator U , we should retain the λ3 and λ4 terms in the
probability that appear when multiplying the contributions from U and U†.
Finally, the conditional average of an arbitrary observable oˆ is obtained by replacing
Πo with oˆ.
B. Proof of some inequalities
We consider the complex vector space L formed by all linear operators Xˆ acting on
a Hilbert space H. In particular, we fix two nonnegative linear operators P1 and P2. We
define the scalar product
(Xˆ, Yˆ ) = Tr[P2XˆP1Yˆ
†] (B.1)
It is immediate to verify that the definition (B.1) satisfies the following properties:
(i) (Xˆ + Yˆ , Zˆ) = (Xˆ, Zˆ) + (Yˆ , Zˆ),
(ii) (zXˆ, Yˆ ) = z(Xˆ, Yˆ ), ∀z ∈ C,
(iii) (Yˆ , Xˆ) = (Xˆ, Yˆ )∗,
(iv) (Xˆ, Xˆ) ≥ 0.
However, depending on P1 and P2, there may be some nonnull operator Xˆ 6= 0ˆ that has
zero length, (Xˆ, Xˆ) = 0, i.e. in general the scalar product (B.1) is positive semi-definite.
Let us call N0 the null space, N0 = {Xˆ ∈ L : (Xˆ, Xˆ) = 0}.
In the following, we characterize N0 more precisely. We call Kj , j = 1, 2 the kernel
of the operator Pj , namely Kj = {ψ ∈ H : Pjψ = 0}. As is well known, Kj are closed
subspaces of H. We call Cj the orthogonal complement of Kj , so that H = Cj ⊕ Kj .
In other words, Cj is the subspace spanned by all the eigenvector of Pj that do not
correspond to a zero eigenvalue. Then it is easy to prove that Xˆ ∈ N0 iff ψ†2Xˆψ1 = 0
for all ψ1 ∈ C1 and ψ2 ∈ C2. In practice, it is sufficient to verify this relation for the
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eigenstates |f1〉 and |f2〉 of P1 and P2, respectively, that generate the subspaces C1 and
C2, i.e. that have nonzero eigenvalues.
For the scalar product (B.1), the Cauchy-Schwarz inequality reads
|(Xˆ, Yˆ )|2 ≤ (Xˆ, Xˆ)(Yˆ , Yˆ ) (B.2)
with the equality sign only in one of the two cases: (1) Xˆ or Yˆ belongs to N0; (2) for
some complex number z, Xˆ − zYˆ ∈ N0.
Let us apply the inequality (B.2) to some cases of interest.
B.1. Justification of the inequality |Aw|2 ≤ Bw
We specialize Eq. (B.2) to the case H = Hsys, and we put P2 = Ef , P1 = ρi. Then,
for Xˆ = Aˆ, Yˆ = 1, the Cauchy-Schwarz inequality reads
|α|2 ≤ βω, (B.3)
with α, β, ω defined in Eq. (9). If ω 6= 0, after dividing by ω2, we get |Aw|2 ≤ Bw.
The equality in Eq. (B.3) applies only (i) if 1 ∈ N0, i.e., the postselection is orthogonal
to the preparation: ω = Tr[Efρi] = 0; or (ii) if Aˆ ∈ N0, i.e., β = 0; or yet (iii) if
Aˆ = z1 + Xˆ, (B.4)
with Xˆ ∈ N0, in which case Aw = z and Bw = |z|2. We notice that, since Ef =∑
ef>0
efΠf and ρi =
∑
wi>0
wiΠi, with Πf = |f〉〈f | and Πi = |i〉〈i| one-dimensional
projection operators, then Eq. (B.4) implies that Tr[ΠfAˆΠi] = 〈f |Aˆ|i〉〈i|f〉 = z|〈f |i〉|2,
∀f, i : ef > 0, wi > 0.
In particular, if Ef ∝ |f〉〈f | and ρi = |i〉〈i| represent pure states, Eq. (B.3) holds
with the equality sign, as can be seen by inspection. Indeed in this case Eq. (B.4) is
trivially satisfied for any Aˆ: choose z = 〈f |Aˆ|i〉/〈f |i〉; then, automatically, Xˆ = Aˆ− z is
a null-vector.
B.2. Validity of the perturbative expansion
After substituting Eq. (2) into Eq. (6) the Taylor expansion of the propagator yields
|M −M1| =
∣∣∣∣∑′m,n (−1)n(iλ)m+nm!n! qˆnoˆqˆm Trsys[EfAˆmρiAˆn]
∣∣∣∣
≤
∞∑
k=2
k∑′
n=0
|λ|k
k!
(
k
n
)
|qˆnoˆqˆk−n|
∣∣∣Trsys[EfAˆk−nρiAˆn]∣∣∣ (B.5)
where
∑′
in the first line means that the pairs (m,n) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} are
excluded. In the last line, we changed variables to k = m + n and n. The primed sum
means that if k = 2 the value n = 0 is excluded. After lettingH = Hsys, P2 = Ef , P1 = ρi,
we get that the Cauchy-Schwarz inequality implies |Tr (EfAˆmρiAˆn)| = |(Aˆm, Aˆn)| ≤
(Aˆm, Aˆm)1/2(Aˆn, Aˆn)1/2. Furthermore,
(Aˆm, Aˆm) = Tr (EfAˆ
mρiAˆ
m) =
∑
f
ef〈f |AˆmρiAˆm|f〉 ≤
∑
f
ef
∑
f ′
〈f ′|AˆmρiAˆm|f ′〉
= Tr[Ef ]
∑
A
A2m〈A|ρi|A〉 ≤ Tr[Ef ] max {A2}m. (B.6)
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Thus, Eq. (B.5) yields
|M −M1| ≤Tr[Ef ]
∑
k=2
|λmax{|A|}|k
k!
k∑′
n=0
(
k
n
)
|qˆnoˆqˆk−n|. (B.7)
In particular, for oˆ = 1 we obtain the approximation for Eq. (11)
|N −N1| ≤Tr[Ef ]
∑
k=2
|λmax{|A|}|k
k!
k∑′
n=0
(
k
n
)
|qˆk| ≤ Tr[Ef ]
∑
k=2
|2λmax{|A|}|k
k!
|qˆk|.
(B.8)
If the inequality
|2λmax{|A|}|k|qˆk| ≤ δk, (B.9)
holds, then
|N −N1| ≤
∑
k=2
δk
k!
Tr[Ef ] = Tr[Ef ](e
δ − 1− δ) = ε, q.e.d. (B.10)
Next, we note that |qˆnoˆqˆk−n| = |Trdet{[qˆn, oˆ]qˆk−nρdet}+Trdet{oˆqˆkρdet}|. We conjec-
ture that for the observables oˆ of interest |Trdet{[qˆn, oˆ]qˆk−nρdet}| . u|Trdet{oˆqˆkρdet}|,
with u a positive constant. Then, we apply the Cauchy-Schwarz inequality (B.2) with
H = Hdet, P2 = 1, P1 = ρdet, so that |Trdet{oˆqˆkρdet}| ≤ oˆ21/2qˆ2k
1/2
|M −M1| ≤(1 + u) Tr[Ef ]oˆ21/2
∑
k=2
|λmax{|A|}|k
k!
qˆ2k
1/2
k∑′
n=0
(
k
n
)
≤(1 + u) Tr[Ef ]oˆ21/2
∑
k=2
|2λmax{|A|}|k
k!
qˆ2k
1/2
. (B.11)
If the inequality (12) holds, then |M −M1| ≤ (1 + u)oˆ21/2ε. Notice how the condition
(12) implies (B.9), so that a fortiori |N −N1| ≤ ε.
C. Vanishing average commutator and anticommutator
We shall treat the case a = c = 0, and show that it can be obtained as a limiting
case of the general result. Indeed, the planes (18) are parallel to the xy-plane, precisely
z = 〈δo〉/(s − 〈δo〉). For 〈δo〉 = 0 the plane is tangent to the paraboloid (20) at the
origin, so that the optimal weak value is Aoptw = 0, and for 〈δo〉 = s the plane is tangent
to the paraboloid in the improper point at infinity, so that the optimal value for the
maximum (or minimum if s < 0) is Aw =∞, i.e. the preparation and postselection must
be orthogonal. Formally, this case can be obtained by taking the limit of Eqs. (25) and
(26). Indeed, the upper sign solution yields 〈δo〉 → s and x0 → ∞, y0 → ∞, while the
lower sign yields 〈δo〉 → 0 and x0 → 0, y0 → 0.
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