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Notations
Sur la solution numérique :
fnum : Solution numérique.
d : Dimension du problème.
X : Domaine de calcul : sous-espace d’un espace X = Rd.
Y : K-espace vectoriel où sont définis les champs de la solution numérique.
Th : Maillage de calcul.
K : Éléments constituants le maillage de calcul.
K̂ : Cellule de référence associée à un élément K.
gK : Transformation géométrique bijective reliant K̂ à K (cf. figure 2.1).
fKnum : Solution numérique locale à K (cf. (2.1)).
Sur la représentation :
K˜ : Approximation d’un élément K (cf. (2.4)).
f K˜vis : Représentation locale (cf. (2.3)).
T (K̂) : Maillage de représentation de la cellule de référence K̂ (cf. figure 2.7).
T (K) : Maillage de représentation de l’élément K (cf. figure 2.7).
P 1gT (K) : Approximation de la transformation géométrique (cf. figure 2.2).
dX×YH : Distance de Hausdorff sur X× Y (cf. (2.6)).
α, β : Coefficients de pondération définis dans la distance de Hausdorff (cf. (2.8)).
∆T (K) : Indicateur d’erreurs a posteriori pour un élément droit K (cf. (2.9)).
ΓKS : Indicateur d’erreurs a posteriori pour une arête S courbe associée à un élément K (cf.
(3.9)).
TiD : Éléments du maillage de calcul de dimension i (cf. (2.14)).
T3D : Ensemble des volumes (cf. (2.15)).
T2D : Ensemble des faces (cf. (2.16)).
T1D : Ensemble des arêtes (cf. (2.17)).
Abréviations :
BEM : Boundary Element Method (Méthode des éléments finis de frontière).
DG : Discontinuous Galerkin (Méthode de Galerkin Discontinue).
FD : Finite Differences (Méthode des différences Finies).
FEM : Finite Element Method (Méthode des éléments finis).
FVM : Finite Volume Method (Méthode des volumes finis).
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Chapitre 1
Introduction
La simulation numérique permet de prédire le comportement de phénomènes physiques
sans avoir à passer par des prototypes / expérimentations : crash tests pour l’automobile,
essais dans le nucléaire ou l’aérospatial par exemple. En effet, ces essais peuvent être coûteux
ou difficilement réalisables. La simulation est donc un enjeu important dans de nombreux
domaines d’applications aux niveaux académique, industriel et militaire. Parmi les appli-
cations, on peut notamment citer la mécanique des fluides ou des solides (résistance des
structures, optimisation de formes pour l’automobile ou l’aéronautique par exemple), la mo-
délisation thermique, l’acoustique ou encore l’électromagnétisme (problèmes de furtivité radar)...
La modélisation de nombreux phénomènes physiques fait appel à la résolution d’équations
aux dérivées partielles (EDP). Afin de simuler un système complexe, la chaîne classique de
calcul est composée de trois étapes définies sur la figure 1.1. Tout d’abord, un pré-traitement
est nécessaire afin de générer la géométrie et le maillage de calcul. Pour cela, un logiciel de
CAO (Conception Assistée par Ordinateur) peut être utilisé pour construire la géométrie. Un
mailleur permet de créer le maillage. La deuxième étape est la résolution du problème où la
méthode numérique utilisée s’appuie sur ce maillage. Enfin, la dernière étape concerne les post-
traitements des résultats. La visualisation est une brique importante qui permet d’analyser les









Figure 1.1 – La chaîne classique de calcul
1.1 Les méthodes numériques de résolution d’EDP
Il existe plusieurs familles de méthodes numériques pour résoudre des EDP. La méthode
des différences finies [Forsythe and Wasow, 1960, Smith, 1985, Richtmyer and Morton, 1994],
abrégée FD pour Finite Differences, fut à l’origine élaborée sur des maillages cartésiens, où le
pas de maillage est constant, et la solution est construite uniquement à l’aide des nœuds du
maillage. L’intérêt de cette méthode est qu’elle est facile à mettre en place mais la géométrie du
domaine de calcul doit être simple. Pour des géométries plus complexes, la méthode des éléments
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finis [Zienkiewicz and Taylor, 1977, Ciarlet, 1978], appelée FEM pour Finite Element Method,
est plus adaptée. Celle-ci fut introduite avec des éléments finis P 1, c’est-à-dire des fonctions
de base de degré 1 construites à partir des nœuds du maillage. Dans ce cas, les éléments du
maillage sont des simplexes, à savoir des segments, des triangles ou des tétraèdres suivant la
dimension. Pour traiter des lois de conservations, la méthode des volumes finis [LeVeque, 2002],
notée FVM pour Finite Volume Method, est particulièrement adaptée. Ceci est dû à la façon
dont ces schémas ont été introduits qui sont naturellement conservatifs. Pour des domaines de
calcul infinis, la méthode des éléments finis de frontière [Nédélec, 2001, Colton and Kress, 2012]
appelée BEM pour Boundary Element Method est particulièrement intéressante. Dans leurs
versions originelles, les solutions obtenues par toutes ces méthodes étaient de bas ordre.
La complexité croissante des phénomènes à simuler nécessite le développement de codes de
calcul toujours plus performants (précision, coût...). Dans cette optique, des méthodes dites
hp pour hautes précisions (polynômes d’ordre élevé, fonctions spéciales...) ont été proposées
et analysées ces dernières décennies : méthodes des éléments finis d’ordre élevé, spectrales,
isogéométriques [Hughes et al., 2005], ou encore de Galerkin Discontinue d’ordre élevé DG pour
Discontinuous Galerkin [Reed and Hill, 1973, Cockburn et al., 2000a, Arnold et al., 2002]. Le
principe de ces méthodes est d’avoir des fonctions de base plus riches que celles de bas ordre.
Souvent, mais ce n’est pas toujours le cas, les données de ces méthodes sont polynomiales avec
un degré, ou ordre, qui peut devenir élevé.
L’essor de ces méthodes implique l’émergence de nouveaux besoins en terme d’exploitation
et de post-traitement des résultats. Or, les logiciels standards dédiés à cette tâche n’ont pas
assez évolué afin d’exploiter toute la richesse donnée par ces nouvelles méthodes.
1.2 Les logiciels de visualisation
Pour alimenter les logiciels de visualisation, comme ParaView [Ayachit, 2015], Gmsh
[Remacle et al., 2007], VisIt [Childs et al., 2012] ou encore Tecplot, les données de la solution
numérique (sur les fonctions et sur la géométrie) sont transmises.
Il existe classiquement deux modes de fonctionnement des logiciels de visualisation :
• Le mode « valeurs nodales » : on fournit dans ce cas au logiciel des valeurs de la solution
numérique sur une grille de points ou à certains nœuds, qui peuvent être différents des
cellules géométriques (triangles, quadrangles...). Par exemple, pour des fonctions d’ordre
deux, les centres des arêtes sont utilisés comme degrés de liberté. Ce mode de représentation
est naturellement adapté aux méthodes FD/FEM/DG.
• Le mode « valeurs centrées aux cellules » : le fichier est alors composé de cellules géo-
métriques simples auxquelles des constantes de la solution numérique sont associées. La
représentation est alors constante par morceaux. Ceci est par exemple bien adapté pour
les FVM.
Suivant la nature des données, les formats varient en deux types : pour des maillages struc-
turés (sous forme de grille où le pas est régulier) ou non-structurés.
Lorsque le maillage est structuré, aucune table de connectivité n’est nécessaire. Les éléments
sont repérés par des indices et la connaissance des voisins se fait simplement en incrémentant ou
décrémentant ces indices. Il suffit de connaitre le nombre de points et de donner les valeurs (à
chaque nœud ou associées à un élément, suivant le mode considéré) correspondantes aux points.
Lorsque le maillage est non structuré, plus d’informations sont nécessaires. En général, trois
blocs permettent de décrire la solution numérique. Dans un premier bloc, les coordonnées des
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nœuds sont données. Un deuxième bloc explicite la connectivité associée à chaque élément. Sui-
vant le type d’élément, le nombre de nœuds varie. Par exemple, pour un quadrangle d’ordre un,
4 nœuds interviennent tandis que pour l’ordre deux, il y en a 9 (les 4 sommets, les 4 centres
des arêtes et le centre de la face). Dans ce dernier cas, l’élément considéré n’est plus un qua-
drangle, puisqu’un quadrangle est un quadrilatère, mais nous utilisons quand même l’appellation
quadrangle d’ordre élevé. Le dernier bloc attribue les valeurs associées à chaque nœud.
A partir de toutes les informations qu’on lui donne, le logiciel de visualisation représente la
solution numérique sur tout le domaine. Pour cela, des interpolations affines sont généralement
réalisées. Lorsque l’on visualise une fonction affine sur un simplexe, la représentation est
toujours exacte : le rendu graphique coïncide avec la fonction à visualiser. La figure 1.2 illustre
cela pour une fonction affine définie sur un triangle quelconque avec ParaView (tous les résultats
provenant de ParaView ont été générés avec la version 3.14).
Figure 1.2 – Exemple de représentation d’une fonction affine sur un triangle avec ParaView
3.14.
Cependant, même dans des configurations simples que n’importe quel logiciel de visualisation
est capable de traiter, le rendu graphique peut être mauvais. C’est le cas lorsque l’on s’intéresse
à la visualisation de champs sur une grille cartésienne pour la méthode des différences finies par
exemple. Comme nous l’avons précisé ci-dessus (mode 1), le logiciel doit souvent se contenter des
« pauvres » informations qui lui sont données pour créer une représentation affine sur simplexes.
Cette façon de faire peut induire des biais dans l’interprétation des résultats.
Pour illustrer cela, nous nous intéressons à la représentation de fonctions définies sur le
carré unité à partir de valeurs aux 4 sommets. Nous nous focalisons sur 4 cas, illustrés sur la
figure 1.3, où à chaque fois les valeurs de la fonction valent un à un sommet et sont nulles
aux trois autres. A partir des valeurs aux nœuds, le logiciel génère le rendu sur tout l’élément.
Les représentations obtenues sur la figure 1.4 avec ParaView sont très différentes alors qu’il
suffirait a priori d’effectuer une rotation autour du centre du carré pour obtenir les images
suivantes à partir de la première. On en déduit qu’implicitement, le carré est découpé selon
une diagonale en deux triangles et une interpolation affine est effectuée sur chaque triangle. Ce
découpage, bien qu’invisible et non contrôlé par l’utilisateur, est finalement logique puisqu’un
logiciel de visualisation effectue des interpolations affines. Une interpolation affine est unique
sur un triangle mais il n’y a pas unicité sur un carré. En conséquence, un logiciel traite ce genre
d’élément mais le rendu obtenu peut être différent de ce qui est attendu.
Par rapport aux informations données au logiciel de visualisation (4 valeurs sur un carré),
plusieurs représentations du cas 1 seraient admissibles. Sur la figure 1.5, deux configurations de
découpage ont été effectuées. A chaque fois, on fournit au logiciel les données sur des triangles.
Suivant le sens de la diagonale de découpage, la représentation varie mais les valeurs aux sommets
sont respectées. Le choix de découpage (ou non), de l’élément a donc un impact important sur





























Figure 1.3 – Les 4 cas où une fonction est définie par les valeurs (0 ou 1) aux sommets sur le
carré unité.
(a) Cas 1 (b) Cas 2 (c) Cas 3 (d) Cas 4
Figure 1.4 – Représentation avec ParaView 3.14 sur le carré unité de différents cas où la fonction
est définie par les valeurs aux sommets.
le rendu final.
(a) Cas 1, config. 1 (b) Cas 1, config. 2
Figure 1.5 – Deux représentations possibles du cas 1 de la figure 1.3.
Le logiciel de visualisation devrait être consistant sur la représentation, en respectant la ro-
tation observée. Si pour le cas 1, la représentation obtenue est celle donnée dans la figure 1.5.a
(resp. figure 1.5.b), les suivantes devraient être obtenues par rotation comme sur la figure 1.6
(resp. figure 1.7). Pour respecter cette rotation, les configurations de découpe alternent. Deux
observations apparaissent. Si on souhaite être consistant avec cette rotation, il est nécessaire
d’adapter la configuration de découpage, c’est-à-dire le maillage de représentation. Deuxième-
ment, il fallait savoir a priori quelle représentation on souhaite obtenir : figure 1.5.a ou 1.5.b ? En
effet, il n’y a pas assez d’informations données au logiciel de visualisation. Ainsi, les deux rendus
sont admissibles mais ne correspondent pas nécessairement à ce que l’on souhaitait visualiser.
Les différents cas proposés par la figure 1.3 correspondent typiquement à une fonction Q1
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(a) Cas 1, config. 1 (b) Cas 2, config. 2 (c) Cas 3, config. 1 (d) Cas 4, config. 2
Figure 1.6 – Représentations obtenues des 4 cas en suivant la figure 1.5.a.
(a) Cas 1, config. 2 (b) Cas 2, config. 1 (c) Cas 3, config. 2 (d) Cas 4, config. 1
Figure 1.7 – Représentations obtenues des 4 cas en suivant la figure 1.5.b.
sur un carré, qui est donc définie à partir des 4 valeurs aux sommets et est illustré sur la figure
1.8. Dans ce cas, la fonction n’est pas affine, et aucune des représentations proposées jusqu’à
présent n’est correcte. De plus, la figure 1.8.b montre des isovaleurs pour cette fonction qui, on
va le voir, sont différentes des isovaleurs obtenues dans les autres configurations à cause de la
non-linéarité de la fonction. Pour que ces données soient satisfaisantes, il aurait fallu donner
plus d’informations au logiciel de visualisation.
(a) Rendu graphique (b) Quelques isovaleurs
Figure 1.8 – Représentation d’une fonction Q1 sur le carré unité.
Outre la représentation, un aspect central dans le post-traitement est l’extraction des don-
nées. Sur la figure 1.9, des isovaleurs (ou courbes de niveaux ou isolines), ainsi que des gradients
ont été extraits des représentations obtenues sur le carré (figure 1.4). Plusieurs incohérences
apparaissent. Tout d’abord, les isovaleurs ne correspondent pas avec les représentations pour les
cas 1 et 3. En effet, les isovaleurs affichées sont des segments alors que d’après les figures 1.4.a
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et 1.4.c, deux segments devraient apparaitre pour chaque isovaleur formant un angle droit. Des
gradients sont également visibles. Ceux-ci ne sont pas cohérents avec les isovaleurs. Sur les figures
1.9.b et 1.9.d, les 3 gradients devraient être colinéaires et suivre une diagonale mais ce n’est pas
le cas pour deux d’entre eux. Tous ces post-traitements sont en fait effectués indépendamment
les uns des autres.
(a) Cas 1 (b) Cas 2 (c) Cas 3 (d) Cas 4
Figure 1.9 – Post-traitements dans ParaView 3.14 de la figure 1.4 où la fonction est définie par
les valeurs aux sommets du carré unité. Des isovaleurs ainsi que des gradients (en rouge) sont
affichés.
La génération des isovaleurs est reprise sur la figure 1.10. Nous comparons les différences
lorsque le carré est utilisé avec les deux configurations où le carré est découpé en deux pour le
cas 1. Comme nous l’avons remarqué précédemment, les isovaleurs de la figure 1.10.a ne corres-
pondent pas à la représentation. La raison vient de la façon dont les isovaleurs sont construites.
En effet, les valeurs recherchées sont extraites des arêtes de chaque élément. Comme la fonction
est supposée affine, il est facile de trouver, sur chaque arête, l’éventuelle valeur cherchée : il
suffit de la comparer aux valeurs des extrémités de chaque arête. A partir des valeurs trouvées
sur ces arêtes, et comme la fonction est supposée être affine sur l’élément, les isovaleurs sont
construites comme des segments. Dans les deux autres configurations, les isovaleurs sont bâties
de la même manière. La différence est que, comme les éléments sont des simplexes, les isovaleurs
correspondent bien à la représentation. Lorsque des simplexes sont utilisées, les post-traitements
effectués sont cohérents avec les représentations. Ceci est important car dans le cas contraire,
l’interprétation peut être entachée d’erreurs de jugement.
(a) Cas 1, sur le carré (b) Cas 1, sur la config. 1
de triangles
(c) Cas 1, sur la config. 2
de triangles
Figure 1.10 – Comparaison des représentations et isovaleurs obtenues pour le cas 1 sur le carré
unité et deux configurations de triangles.
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La nécessité d’utiliser des simplexes apparait dans la plupart des logiciels de visualisation.
C’est également le cas de Gmsh, qui est illustré sur la figure 1.11. Nous avons représenté sur le
carré unité les 4 cas où la fonction est définie à partir des sommets. Le redécoupage en deux tri-
angles est bien visible sur la figure 1.11. Contrairement à ParaView, les isovaleurs correspondent
à la représentation générée. Le redécoupage, est pris en compte lors de leurs générations.
(a) Cas 1 (b) Cas 2 (c) Cas 3 (d) Cas 4
(e) Cas 1, isovaleurs (f) Cas 2, isovaleurs (g) Cas 3, isovaleurs (h) Cas 4, isovaleurs
Figure 1.11 – Représentation avec Gmsh 2.4 sur le carré unité de différents cas où la fonction
est définie par les valeurs aux sommets.
La conséquence est qu’il est crucial d’utiliser des simplexes pour générer des représentations
et des post-traitements. Toutes ces problématiques sont également présentes en dimension 3.
1.3 La visualisation de résultats de simulations d’ordre élevé
La plupart des logiciels de visualisation ne sont pas capables de prendre en charge des résul-
tats issus de méthodes d’ordre élevé. En effet, certains cas peuvent être traités par quelques logi-
ciels de visualisation mais lorsque les degrés polynomiaux sont (très) élevé, en général il n’existe
pas de format pour les gérer. Par exemple, actuellement, Gmsh dans sa version 4.0 est capable de
traiter des éléments jusqu’à l’ordre 5 (voir documentation [Geuzaine and Remacle, 2008]). Avec
la librairie VTK version 4.2, The Visualization Toolkit [Schroeder et al., 2004], des éléments
(et fonctions) quadratiques peuvent être traités mais il n’est pas possible d’utiliser des données
d’ordre supérieur à 2. Tecplot (version 2018) ne se limite qu’à des éléments de bas ordre : les
éléments quadratiques ne sont pas gérés. Dans un cadre plus large, plusieurs stratégies, que nous
détaillons maintenant, permettent de visualiser des résultats provenant de simulations d’ordre
élevé.
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1.3.1 L’approche naïve pour visualiser ces résultats
Pour visualiser des solutions hp, une approche « naïve » consiste à créer une grille de repré-
sentation et y projeter la solution numérique. Plus précisément, chaque élément du maillage est
découpé de manière régulière et en chaque point de la grille, la valeur de la solution numérique
est calculée. A partir de ces valeurs et à l’aide d’interpolations affines effectuées par le logiciel
de visualisation, une approximation de la solution numérique peut être tracée. Une erreur de
visualisation, correspondant à l’écart entre la solution numérique et son approximation affichée
à l’écran, est ainsi introduite.
La figure 1.12 représente un polynôme de degré trois à l’aide de différentes grilles de re-
présentation. Le problème est de savoir comment fixer le paramètre de redécoupage de chaque
élément (i.e. combien de fois doit-on le découper). Si la grille est grossière, comme sur la co-
lonne de gauche de la figure 1.12 avec une grille 4× 4, la représentation risque d’être médiocre
voire très mauvaise. Le tableau 1.1 quantifie les erreurs de visualisation générées par différentes
grilles cartésiennes. Une grille fine permet d’avoir une « bonne » représentation mais demande
beaucoup d’efforts en temps CPU et coûts mémoire. L’erreur de visualisation est mal contrôlée
puisque les grilles de visualisation sont définies a priori. Ce manque de maitrise, à la fois sur la
qualité de la représentation et sur la quantité de données générées, devrait être contrôlé pour
avoir une méthode de visualisation efficace. Notons que pour les raisons évoquées précédemment,
même si des grilles sont définies, un découpage en simplexes est utilisé (deuxième ligne de la
figure 1.12).
Grille de représentation 5× 5 10× 10 20× 20 50× 50
Erreur relative 42.9 % 19.2 % 6.5 % 1.2 %
Table 1.1 – Erreurs de visualisation (erreurs d’interpolation en norme L∞) des représentations
obtenues sur la figure 1.12 sur différentes grilles de représentation.
1.3.2 La création d’un logiciel de visualisation dédié aux méthodes d’ordre
élevé
Une première « vraie » stratégie pour visualiser des résultats de méthodes d’ordre élevé
est de créer un logiciel dédié qui prend nativement en compte leurs formats. L’intérêt majeur
vient du fait que, contrairement à l’approche précédente, il n’y a pas d’erreur de visualisation à
contrôler et donc pas d’artefacts de représentation dus à celle-ci.
La plupart des systèmes de visualisation dédiés aux méthodes d’ordre élevé sont basés sur la
représentation pixel exacte ou pixel exact rendering. Le principe est d’associer à chaque pixel de
l’image, sa couleur calculée exactement. Pour cela, des lancers de rayons ou ray casting peuvent
être utilisés [Levoy, 1988, Glassner, 1989, Levoy, 1990, Ray et al., 1999]. La figure 1.13, extraite
de [Levoy, 1990] illustre la technique. Sur la figure 1.13, ces rayons sont parallèles et régulièrement
espacés. Chaque rayon est à son tour découpé régulièrement de sorte qu’en chaque pixel, la
couleur et l’opacité sont calculées à partir des données (valeurs de la solution à visualiser).
Des chercheurs à l’université d’Utah ont développé le logiciel The Element Visualizer (ElVis)
qui est conçu spécifiquement pour visualiser des solutions scalaires éléments finis d’ordre élevé
[Nelson et al., 2012, Nelson, 2012, Peiro et al., 2015]. ElVis n’introduit pas d’erreur sur l’image
générée puisque les algorithmes sont directement basés sur la connaissance de la solution d’ordre
élevé. La méthode est basée sur la résolution de deux problèmes non-linéaires (la recherche de
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(a) Points de la grille 4×4 (b) Points de la grille 10×
10
(c) Points de la grille 20×
20
(d) Points de la grille 50×
50
(e) Interpolation affine à
partir de la grille 4× 4
(f) Interpolation affine à
partir de la grille 10× 10
(g) Interpolation affine à
partir de la grille 20× 20
(h) Interpolation affine à
partir de la grille 50× 50
(i) Représentation à par-
tir de la grille 4× 4
(j) Représentation à par-
tir de la grille 10× 10
(k) Représentation à par-
tir de la grille 20× 20
(l) Représentation à par-
tir de la grille 50× 50
Figure 1.12 – Représentation sous ParaView d’un polynôme d’ordre élevé sur différentes grilles
de visualisation.
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Figure 1.13 – Illustration du Ray Tracing. Image extraite de [Levoy, 1990].
racines et l’inversion de la transformation géométrique) qui sont très couteux. Pour cette raison,
la puissance des cartes graphiques, Graphics Processing Units (GPU) est utilisée. Néanmoins,
en terme de ressources de calculs nécessaires, les auteurs [Nelson et al., 2012] expliquent que
les coûts liés à l’utilisation de données d’ordre élevé dans un logiciel dédié sont beaucoup plus
grands que si on utilise des simples interpolations affines. Or, l’interactivité est capitale lors de
l’exploitation de donnée volumiques. En effet, si l’environnement (le domaine de calcul) est tridi-
mensionnel, comme la représentation à l’écran est bidimensionnelle, celle-ci n’est compréhensible
que dans un cadre interactif où l’utilisateur peut interagir avec son modèle.
D’autres travaux utilisent la représentation pixel exacte. Les travaux de Zhou et al.
[Zhou et al., 2004, Zhou and Garland, 2006] portent sur la visualisation de solutions d’ordre
élevé sur des tétraèdres et ils ont développé une méthode pour évaluer de manière pixel exacte
la solution en utilisant des GPU. Le rendu sur tétraèdres basé sur des GPU a également été
étudié par Weiler et al. [Weiler et al., 2003]. Uffinger et al. [Üffinger et al., 2010] utilisent du
raycasting sur GPU pour visualiser des éléments finis d’ordre élevé volumiques. La recherche
d’un post-traitement à la fois précis et interactif est crucial. Dans cette optique, des travaux
très récents de Loseille et al. [Loseille and Feuillet, 2018] utilisent OpenGL 4.0 [Wolff, 2011] afin
d’avoir un rendu pixel exact lorsque des éléments droits sont considérés ou presque pixel exact
(almost pixel-exact rendering) dans le cas d’éléments courbes. Leurs travaux sont possibles grâce
à la nouvelle version d’OpenGL. En effet, l’ancienne version n’aurait pas été capable de gérer
leurs problèmes à cause d’une mémoire insuffisante. Il faut noter qu’il n’y a pas de lancer de
rayon dans ce cas.
Outre les coûts, une autre difficulté vient des lourds développements nécessaires pour créer
un logiciel complet ayant également à sa disposition tous les outils (plugins) nécessaires au post-
traitement des résultats. Ces derniers sont tout aussi importants que le rendu graphique. On
peut lister de manière non exhaustive :
• L’extraction d’isovaleurs (lignes de niveau).
• La génération de lignes de courant (streamlines en anglais). Une ligne de courant est une
courbe qui en chacun de ces points est tangente au vecteur vitesse. C’est un outil parti-
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culièrement intéressant en mécanique des fluides qui permet de représenter la trajectoire
d’une ou plusieurs particules se déplaçant dans un écoulement.
• Le calcul de quantités usuelles telles que le gradient, le rotationnel ou la divergence. De
manière plus générale, toutes les opérations qui peuvent être faites sur les données sont
intéressantes comme par exemple le calcul d’une énergie à partir de plusieurs champs.
• La génération de coupes (clip ou slice). C’est une fonctionnalité indispensable en dimension
3 ainsi que le fait de pouvoir faire ces coupes en temps réel dans le logiciel.
Pour la plupart de ces outils, le fait de pouvoir les utiliser à la volée est primordial et donc
directement dans le logiciel de visualisation. Or, dans le cadre des lancers de rayons, il est
nécessaire de relancer des calculs pour effectuer les post-traitements comme pour extraire une
valeur. A contrario, dans un logiciel de visualisation standard, grâce à la notion d’élément, et
comme les fonctions sont affines, ce post-traitement est immédiat car les algorithmes sont simples
et robustes.
1.3.3 Le remaillage en une solution de bas ordre
Pour pallier les problèmes de l’approche naïve, une autre stratégie, dite de low order re-
meshing, consiste à construire une approximation en bas ordre de la solution numérique en
contrôlant l’erreur de visualisation afin de garantir la pertinence du rendu graphique. Pour cela,
un sous-maillage, dit maillage de représentation, est construit pour chaque cellule du maillage
de calcul, à partir duquel une interpolation de bas ordre de la fonction à visualiser est définie.
Ce type de construction est basée sur un raffinement de maillage auto-adaptatif guidé par l’er-
reur d’interpolation, dite erreur de visualisation dans ce contexte. L’approximation générée est
ainsi constituée de fonctions affines et peut ainsi être post-traitée par un logiciel de visualisation
standard efficacement et interactivement. Ainsi, un utilisateur peut se servir d’un logiciel de
visualisation habituel qui a l’avantage d’être robuste et mature dans ce cadre : tous les outils
de post-traitement sont disponibles. Pour cette stratégie, une étape supplémentaire est donc
nécessaire avant le post-traitement. Elle consiste à « convertir » les résultats obtenus par le
code de calcul en données exploitables pour un logiciel de visualisation standard. Par rapport
à la chaîne de calcul, qui est composée des trois étapes classiques (pré-traitement, résolution,
post-traitement), présentée sur la figure 1.1, une étape supplémentaire se situe donc juste en











Figure 1.14 – Positionnement dans la chaîne de calcul
Les différences entre les travaux sur cette problématique sont de trois types :
• La méthode numérique traitée : méthodes des éléments finis, de Galerkin Discontinue,
etc...
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• La technique de construction / raffinement du maillage de représentation utilisée.
• La façon de définir et de contrôler l’erreur de visualisation.
Nous explicitons à présent certains de ces travaux.
Leone et al. [Leone et al., 1998] ont proposé une méthodologie pour visualiser des champs
discontinus issus de méthodes DG en dimensions deux et trois pour des éléments et fonctions
quadratiques. Le raffinement du maillage de représentation est effectué par la méthode dite de
Longest Side Midpoint Insertion. A chaque étape de la méthode itérative, une cellule à raffiner
est découpée suivant son arête la plus longue. L’erreur de visualisation est calculée en ne prenant
en compte que les points de contrôle, c’est-à-dire les points où sont définis les degrés de liberté
(dans ce cas les sommets et les centres des arêtes). Pour chaque élément du maillage de calcul,
elle est définie comme le maximum entre une erreur géométrique et une erreur sur les fonctions.
L’erreur géométrique est calculée comme la distance maximale pour chaque point de contrôle
entre le point physique de l’élément et celui donné par l’approximation linéaire de l’élément
(distance entre les points I et J sur la figure 1.15). De la même manière, l’erreur sur les fonctions
est calculée comme le maximum de la valeur absolue de la différence entre la valeur réelle et la
valeur interpolée linéairement en chacun des points de contrôle. Cette erreur s’écrit
err = max
(∣∣∣∣F4 − F2 + F32
∣∣∣∣ , ∣∣∣∣F5 − F1 + F32
∣∣∣∣ , ∣∣∣∣F6 − F1 + F22
∣∣∣∣) , (1.1)













(b) Pour l’erreur sur les valeurs donnée
par (1.1)
Figure 1.15 – Notations pour l’estimation des erreurs dans [Leone et al., 1998]
La simplicité de ces critères fait qu’ils sont très faciles à mettre en place et très rapides à
estimer. Néanmoins, plusieurs limitations apparaissent. L’erreur de visualisation n’est définie
qu’à partir des centres des arêtes et des sommets, ce qui signifie qu’elle est pertinente pour
des fonctions et éléments géométriques quadratiques mais n’assure pas un véritable contrôle
pour des fonctions d’ordre plus élevé. En outre, le choix, à savoir l’arête la plus longue, et la
technique de découpage des arêtes est également très simple mais n’est pas directement liée à
l’erreur de visualisation. On aurait pu décider de raffiner l’arête générant le plus d’erreur. Ce
choix n’est donc a priori pas optimal pour maitriser la quantité de données générées pour la
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représentation. Néanmoins, le choix de l’arête la plus longue permet de générer des éléments
qui ne sont pas trop déformés.
Par ailleurs, Nikishkov [Nikishkov, 2003, Nikishkov, 2011] a proposé une approche adaptative
pour avoir une visualisation surfacique de champs issus de méthodes FEM et BEM pour des
éléments et fonctions quadratiques. La visualisation étant surfacique, et non volumique, les
éléments considérés sont de dimension deux. La méthode est basée sur une subdivision régulière
des arêtes des éléments, puis le maillage de représentation des faces en est déduit. Le nombre de
subdivisions N de chaque arête est défini localement et dépend de deux facteurs : la courbure de
l’arête et l’amplitude des valeurs des fonctions. Des critères sont donnés pour traiter des éléments
quadratiques. Le nombre de subdivisions géométriques Ng est proportionnel à un paramètre de
courbure qui lui-même dépend du rayon de courbure et des longueurs des arêtes considérées :
Ng = kgρ, (1.2)
où kg est un coefficient géométrique empirique et ρ un paramètre de courbure donné par













Figure 1.16 – Notations pour définir le nombre de subdivisions géométriques.
fonction Nv dépend des extrema de la fonction sur l’arête et est défini par
Nv = kττ, (1.4)
où kτ est un paramètre empirique et τ est donné par
τ = max (|F1 − F2| , |F3 − F2|)
Fmax − Fmin . (1.5)
Dans cette expression, Fi correspond à la valeur au point de contrôle i et Fmax (resp. Fmin)
correspond à la valeur maximale (resp. minimale) de la fonction. Les paramètres empiriques kg
et kτ permettent d’adimensionnaliser les grandeurs. Le nombre de subdivisions de l’arête est
ensuite défini comme le maximum entre les deux quantités Ng et Nv :
N = max (Ng, Nv) . (1.6)
Une fois que la subdivision régulière des arêtes est générée, des points à l’intérieur de chaque
élément sont choisi afin que la distance entre ces points soit égale à la distance entre les points
sur le bord de l’arête à proximité. Un algorithme de Delaunay, présenté dans la section A.3,
permet d’obtenir le maillage de représentation à partir de ces points. La figure 1.17 illustre un
exemple de construction de maillage. Le nombre de points sur les arêtes est fixé par (1.6) qui
24 CHAPITRE 1. INTRODUCTION





(a) Assignation des points sur les
arêtes d’après (1.6)








(b) Génération d’un maillage en
ajoutant des points à l’intérieur de
l’élément
Figure 1.17 – Construction des maillages de représentation dans [Nikishkov, 2003]
comprennent, selon l’arête considérée, 5, 4, 3 ou 3 points sur la figure 1.17. Des points sont
ensuite choisis à l’intérieur de l’élément et le maillage est obtenu.
Contrairement à l’approche précédente (et aux suivantes), cette méthode n’est pas itérative.
Il n’y a pas de tolérance à atteindre. La précision sur la représentation obtenue est donc
cachée dans les paramètres empiriques. Leurs choix, qui peuvent paraitre anecdotiques, ne
sont pas anodins. La construction a priori des maillages de représentation est simple et
rapide. Cependant, même si le choix de découpe des arêtes est local et dépend de la courbure
géométrique et des variations des traces de la solution numérique, cela reste isotrope et donc a
priori n’est pas le plus adapté. De plus, la construction du maillage de l’intérieur des faces ne
prend pas en compte les variations de la solution numérique à l’intérieur. Cette stratégie est
adaptée pour des éléments quadratiques où tous les degrés de liberté sont définis sur les arêtes.
Ceci est problématique pour des fonctions d’ordre plus élevé car il n’y a pas de contrôle sur
l’approximation générée à l’intérieur des faces. Or, dans le cas où la trace de la fonction sur le
bord varie peu, contrairement à l’intérieur, une partie de la richesse de la fonction peut être
perdue lors de sa représentation.
Schroeder et al. [Schroeder et al., 2005, Schroeder et al., 2006] ont proposé une autre mé-
thode pour visualiser des résultats provenant de méthodes éléments finis d’ordre élevé. Le
maillage de représentation est créé à l’aide d’un processus de raffinement basé sur un dé-
coupage des arêtes (edge-based tessellation) en ajoutant un point au milieu de celles-ci
[Chung and Field, 2000, Ruprecht and Müller, 1998]. Ils mettent en place un cadre où plusieurs
mesures de l’erreur de visualisation sont définies afin de s’assurer de la convergence de la repré-
sentation vers la fonction à représenter. Ces mesures peuvent éventuellement être combinées. Ils
présentent quelques critères adaptées pour des fonctions quadratiques :
• Erreur sur la géométrie (Object-Based Geometric Error Measure). Cette erreur est égale à
la distance entre le centre de l’arête paramétrique donné par la transformation géométrique
réelle et le segment passant par les deux extrémités de l’arête. La distance est obtenue à
partir du point du segment le plus proche du centre de l’arête paramétrique et est notée d
sur la figure 1.18.a qui l’illustre où C est le centre de l’arête paramétrique.
• Erreur sur l’aplatissement (Object-Based Flatness Error Measure). Cette erreur est basée
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sur le calcul de l’angle formé à partir des deux extrémités de l’arête et du centre paramé-
trique de l’arête. Sur la figure 1.18.a, il s’agit de l’angle ÂCB.
• Erreur sur les valeurs (Attribute-Based Error Measure). Cette erreur est égale à la distance
entre la valeur interpolée linéairement et la vraie valeur au centre de chaque arête. La figure
1.18.b donne les notations et l’erreur vaut |Fc − (FA + FB)/2|.
• Erreur liée à la vue (Image-Based Geometric Error Measure). Cette erreur est liée aux










(b) Erreur sur les valeurs
Figure 1.18 – Estimation des erreurs dans [Schroeder et al., 2006]
Toutes ces erreurs sont mesurées uniquement à l’aide des centres des arêtes, celles-ci sont
donc adaptées à des fonctions et/ou éléments quadratiques mais pas pour des données d’ordres
plus élevés. Le traitement de cas où le degré est supérieur à deux est laissé en perspective dans
[Schroeder et al., 2005, Schroeder et al., 2006]. La méthode proposée est proche des travaux
de Leone et al. [Leone et al., 1998] avec une erreur de visualisation basée sur des points de
contrôle quadratiques et un raffinement par découpage d’arêtes. Cependant, contrairement à
Leone et al. [Leone et al., 1998], le choix de l’arête est fixé par l’erreur de visualisation, et non
par un choix purement géométrique. Ceci est plus pertinent, bien que limité à un contrôle partiel.
Remacle et al. [Remacle et al., 2007, Remacle et al., 2010] ont étendu leurs travaux pour
pouvoir traiter des résultats provenant de méthodes FEM et DG d’ordre élevé. Originellement,
leur logiciel de post-traitement (et de pré-traitement) Gmsh [Geuzaine and Remacle, 2009] a été
développé pour manipuler du bas ordre. Une structure d’arbre permet de construire le maillage
de représentation potentiellement jusqu’à un niveau maximal fixé a priori. Un algorithme ré-
cursif permet de sélectionner, à l’aide d’une estimation d’erreur et d’une tolérance cible, les
éléments générant le maillage de représentation qui sont subdivisés isotropiquement. Un nombre
minimal de découpe est fixé afin d’éviter de rater des variations importantes de la fonction dans
des zones de taille inférieure à la longueur caractéristique des éléments. L’indicateur d’erreur
est le même que celui utilisé par Leone et al. [Leone et al., 1998] et est donné par (1.1). Il est
important de noter qu’à partir d’un champ élément fini continu, cette procédure de raffinement
non-conforme peut produire des données de visualisation discontinues. Les auteurs indiquent
néanmoins [Remacle et al., 2007] qu’il est possible d’assurer que la représentation reste continue
en introduisant un processus de raffinement plus complexe afin d’avoir un maillage de repré-
sentation conforme. Un exemple de représentation obtenue par Gmsh est affiché sur la figure
1.19. La fonction est d’ordre 3, la tolérance de visualisation a été réglée sur 10−3 et le nombre
maximal de découpages à 7.
L’estimation d’erreur et le h-raffinement mis en place sont rapides et permettent de mieux
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(a) Maillage de représentation et
rendu graphique
(b) Représentation obtenue
Figure 1.19 – Exemple de représentation obtenue dans Gmsh pour une fonction d’ordre 3.
contrôler l’erreur de visualisation que les travaux précédents puisque la construction du maillage
est guidée par l’estimation d’erreur et est récursive. Néanmoins, le motif des découpages est
fixé a priori lorsque le niveau maximal de découpe est choisi par l’utilisateur. La méthode n’est
pas totalement adaptative.
La thèse de master de Walfisch [Walfisch, 2007] a portée sur la visualisation de solutions DG
d’ordre élevé en mécanique des fluides (CFD). La construction des maillages de représentation
est adaptative jusqu’à convergence sous la tolérance et est basée sur l’ajout de points choisis où
l’erreur de visualisation est maximale. Après chaque ajout de point, la zone est réarrangée pour
minimiser l’erreur de visualisation en utilisant des retournements d’arêtes, également appelé
swaps en anglais [George, 1991, Dobrzynski, 2005]. L’erreur de visualisation est calculée aux
points de quadrature comme la différence en valeur absolue entre la valeur de la solution numé-
rique et son approximation linéaire. L’introduction de points de quadrature vient de la thèse de
Quattrochi [Quattrochi, 2006], qui définie l’erreur de visualisation comme l’écart en norme L1
ou L∞ entre la solution et sa représentation. Dans les deux cas, des points de quadrature sont
définies pour évaluer ces quantités.
Le raffinement des maillages de représentation est guidé par l’erreur de représentation et
permet une adaptation anisotropique. Néanmoins, ce contrôle est basé uniquement sur les
points de quadrature mais n’est donc, là encore, que partiel. La méthode n’est pas adaptée pour
des champs FEM car des discontinuités sur la représentation peuvent être introduites entre
les éléments à cause des possibles hanging nodes (maillage non-conforme) dans le maillage de
représentation [Walfisch, 2007].
Xu et al. [Xu et al., 2017] s’intéressent à la visualisation de solutions provenant de méthode
DG d’ordre élevé pour des éléments quadratiques et montrent l’intérêt de les utiliser à la place
d’éléments linéaires. Le raffinement des maillages de représentation suit une structure d’arbre
où les éléments sont découpés de manière isotrope si l’erreur de visualisation est supérieure à
une tolérance. L’erreur de visualisation est définie comme l’écart en norme L1 entre la solution
numérique et sa représentation sur chaque élément. Afin d’estimer l’erreur de visualisation, des
formules de quadratures sont utilisées avec un nombre de points de quadrature choisi en fonction
de l’ordre des fonctions locales. Afin d’être performant, ils proposent une approche simple qui
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consiste à diminuer l’ordre de la quadrature par un après chaque itération dans le processus
adaptatif. Dans leur article [Xu et al., 2017], ils expliquent que cela est suffisant pour avoir une
estimation précise de l’erreur de visualisation.
L’indicateur d’erreurs utilisé est facile et rapide à estimer mais le contrôle assuré de l’écart
entre la solution et sa représentation n’est qu’en norme L1 et n’est donc que partiel. En effet,
cela signifie qu’en « moyenne » seulement, la représentation est correcte. Le choix de la norme
L1 utilisée se justifie car son évaluation est rapide mais il possible de perdre une partie de
la richesse de l’information contenue dans l’ordre élevé. Comme la norme L1 est utilisée, un
raffinement isotrope est mis en place mais n’est donc pas optimal.
Pour résumer, les travaux sur le low order remeshing sont basés sur la construction d’un
maillage de représentation et une approximation de la solution sur celui-ci. Les principales diffé-
rences entre les diverses approches viennent de la façon dont est définie l’erreur de visualisation,
l’écart entre la solution numérique et son approximation, et comment celle-ci est évaluée. Or, le
choix de l’indicateur d’erreurs est primordial puisque la qualité de la représentation ainsi que le
coût de génération sont liés à ce choix. En général, ce choix n’est pas optimal.
1.4 Objectifs de cette thèse
L’objectif de cette thèse est de concevoir une méthode de visualisation de résultats provenant
de codes de calcul utilisant des schémas d’ordre élevé. Outre la représentation des résultats, la
possibilité d’utiliser les outils classiques de post-traitement (isovaleurs, lignes de courant, coupes
etc...) est nécessaire.
Une première stratégie consiste à créer un logiciel dédié. Néanmoins, cela nécessite le déve-
loppement complet d’une plateforme et de tous les outils nécessaires au post-traitement. Dans
ce cas, des lancers de rayons peuvent être utilisés afin d’avoir une représentation pixel exacte.
Ceci implique des calculs coûteux pour générer la représentation mais également lors de chaque
opération, en particulier de post-traitement. L’interactivité peut donc être limitée. A contrario,
la simplicité de construction de la représentation dans la stratégie de low order remeshing fait
que tous les post-traitements sont immédiats dans un logiciel de visualisation standard.
Nous choisissons d’adopter la stratégie de remaillage pour construire une représentation de
bas ordre évoquée précédemment mais nous souhaitons limiter les faiblesses de cette approche.
Nous avons vu que les trois principales différences des travaux sur cette problématique sont les
types d’applications, la technique de construction / raffinement du maillage de représentation
ainsi que la façon de définir et de contrôler l’erreur de visualisation. A l’instar de Schroeder et al.
[Schroeder et al., 2005, Schroeder et al., 2006], nous proposons un cadre général de conversion
de données. Nous voulons que la méthode de visualisation proposée soit suffisamment robuste
pour traiter n’importe quel schéma d’ordre élevé comme des méthodes continues (par exemple
FEM) ou discontinues (DG). Il est primordial d’assurer le respect de ces discontinuités et de
ne pas ajouter de sauts artificiels lorsque la solution est continue. Un effort important de notre
méthode porte sur cet aspect. Étant donné que nous désirons pouvoir utiliser n’importe quel
logiciel de visualisation, une approximation affine optimisée de la solution est générée et doit
être contrôlée. Or, l’analyse des résultats est effectuée directement à partir de la représentation
ou à l’aide d’outils utilisant celle-ci. Aussi, nous exigeons une maitrise ponctuelle sur cet écart
car des données ponctuelles peuvent être extraites de la représentation. Naturellement, le rendu
graphique dépend du maillage de représentation généré. Il convient donc de lier la construction
de ce dernier en effectuant une adaptation de maillage anisotrope basée sur cette erreur de
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visualisation. Nous proposons une méthode de remaillage auto-adaptative « optimale » vis à vis
de la représentation.
Nous souhaitons pouvoir traiter n’importe quel type d’éléments géométriques. Les éléments
d’un maillage peuvent être regroupés en deux types : les éléments droits et les éléments courbes.
La définition suivante explicite la différence.
Définition 1.1. Un élément est dit droit s’il est possible de l’approcher exactement en utilisant
uniquement une union de simplexes. Sinon, un élément est dit courbe.
1.5 Organisation du manuscrit
Ce document synthétise les travaux qui ont été effectués pendant ces 3 années de thèse. Dans
un premier temps (chapitres 2, 3 et 4), nous présentons une méthode de visualisation de solutions
numériques d’ordre élevé. Ce travail a fait l’objet d’une publication [Maunoury et al., 2018b].
Dans un second temps (chapitre 5), nous nous intéressons à la reconstruction et à la visualisation
de champs rayonnés. Ce travail a également été publié [Maunoury et al., 2018a]. Pour cette
seconde partie, la méthode de visualisation est utilisée afin de représenter les champs reconstruits.
Chapitre 2. Le deuxième chapitre est dédié à la conception d’une méthode de visualisation
sur des éléments droits. Ces derniers sont les éléments géométriques de bas ordre qui peuvent être
approchés exactement par une union de simplexes (i.e. triangles ou tétraèdres). Dans ce chapitre,
nous donnons un cadre mathématique aux méthodes que l’on souhaite traiter en précisant les
hypothèses vérifiées par la solution numérique. Nous formalisons sous forme d’objectifs ce qui,
selon nous, est une « bonne » visualisation en garantissant le contrôle ponctuel de l’erreur de
visualisation introduite lors de l’approximation de la solution numérique et en assurant que les
discontinuités sont bien gérées. La définition de ces objectifs est primordiale car c’est ce qui
permettra de vérifier si la représentation générée est correcte ou non. Les principales difficultés
de la méthodologie mise en place sont liées aux contraintes fixées par les objectifs. En particulier,
un raffinement spécifique est mis en place de sorte à générer un maillage conforme afin de ne
pas ajouter de discontinuité artificiel. Nous construisons un indicateur d’erreurs a posteriori
qui contrôle ponctuellement l’erreur de visualisation et guide la construction d’un maillage de
représentation. Un algorithme est développé et est explicité afin de générer une représentation
conforme aux objectifs fixés. Finalement, nous discutons, dans le cas d’éléments droits, de la
convergence de l’algorithme.
Chapitre 3. Le troisième chapitre est consacré à l’extension de la méthode de visualisation
au traitement des éléments courbes. Ces derniers sont les éléments géométriques d’ordre (i.e.
le degré de la transformation géométrique) strictement supérieur à un, qui ne peuvent donc
pas être approchés exactement par une union de simplexes. Nous commençons par expliquer les
problèmes liés à l’utilisation d’éléments courbes et montrons que la méthodologie mise en place
dans le chapitre 2 ne peut pas être utilisée telle quelle. En particulier, des zones non contrôlées
apparaissent dans ce cas et amènent notamment des recouvrements (dans la représentation,
plusieurs valeurs sont associées à certains points du domaine de calcul) qui sont des artefacts à
éviter. Pour pallier ces problèmes, un estimateur a posteriori spécifique est mis en place et guide
la construction de la représentation. L’introduction de cet indicateur d’erreurs spécifique a des
répercussions sur l’algorithme qui est modifié en conséquence. Tout ceci permet de généraliser la
méthode de visualisation et de pouvoir traiter n’importe quel type d’élément. Finalement, nous
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montrons que même avec des éléments courbes, si l’algorithme converge, alors les objectifs sont
vérifiés.
Chapitre 4. Le quatrième chapitre concerne les validations numériques de la méthode de
visualisation. Dans un premier temps, nous confrontons notre approche qui assure un contrôle
L∞ à un contrôle en norme L2 uniquement. L’intérêt de demander un contrôle ponctuel est
ainsi mis en évidence. Ensuite, nous comparons notre approche adaptative à l’approche naïve
qui consiste à redécouper a priori chaque élément du maillage de calcul afin de visualiser une
approximation de la solution dans un logiciel de visualisation standard et montrons les gains
sur les rendus graphiques générés. Puis, la démarche est validée pour des éléments droits ainsi
que des éléments courbes. Des exemples simples avec très peu d’éléments dans le maillage de
calcul sont d’abord examinés, puis nous nous intéressons à des exemples concrets où les données
proviennent de codes de calcul. Le potentiel de la méthode de visualisation est mis en exergue
par le traitement de problèmes de type industriel. Ce chapitre permet donc de valider la méthode
de visualisation qui est également utilisée dans le chapitre suivant.
Chapitre 5. Le cinquième chapitre traite de la visualisation de champs rayonnés dans des
grands domaines. Nous nous intéressons à des problèmes de propagation d’ondes. Plus préci-
sément, le but est, à partir de solutions calculées sur la frontière d’un objet diffractant par la
méthode des éléments de frontière par exemple, de reconstruire les champs rayonnés dans un
domaine à visualiser. Ces derniers sont ensuite représentés et post-traités par la méthode de
visualisation. La solution fondamentale qui intervient dans les problèmes de propagation qui
nous intéresse est connue pour être oscillante. Nous choisissons de construire les champs comme
une combinaison d’ondes planes afin de bien capter les oscillations et de polynômes d’ordre élevé
pour mieux approcher le champ rayonné. Notre but est de compresser l’information, c’est-à-dire
limiter le nombre de degrés de liberté tout en assurant une bonne précision dans la reconstruc-
tion. Afin d’ajouter des ondes planes dans les fonctions de base des champs reconstruits, des
vecteurs appelés directions sont introduits et choisis avec attention : on parle d’interpolation
directionnelle. Nous proposons un algorithme générant la reconstruction des champs rayonnés
basé sur deux étapes : le domaine est d’abord subdivisé afin d’introduire des directions et des
ondes planes, puis les ordres des fonctions de base sont assignés. Afin de subdiviser le domaine,
un critère d’admissibilité est défini. Ce dernier quantifie les oscillations pour un élément de la
subdivision en comparant les longueurs de l’élément considéré à une longueur d’onde modi-
fiée. L’assignation des ordres est fixée par des règles a priori à partir de ratios qui comparent
également les longueurs de l’élément à une longueur d’onde modifiée. Enfin, des validations
numériques mettent en évidence les avantages de l’interpolation directionnelle et montrent le
potentiel de notre algorithme.
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Chapitre 2
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visualisation assurant le contrôle
ponctuel des erreurs de visualisation
sur des éléments droits
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Ce chapitre est consacré à la mise en place d’une méthode de visualisation de résultats
de méthode d’ordre élevé sur des éléments droits. Ce chapitre se limite aux traitements des
éléments droits qui sont les éléments le plus souvent utilisés comme les éléments triangulaires,
quadrangulaires, tétraédriques ou hexaédriques simples et qui sont plus faciles à traiter. La
définition des éléments droits est rappelée dans l’introduction en définition 1.1. Le traitement
spécifique des éléments courbes est reporté au chapitre 3. La gestion des éléments droits donne
néanmoins les principales idées qui sont utilisées pour générer une « bonne » représentation.
Dans un premier temps, nous proposons une définition de ce qui, selon nous, est une « bonne
» représentation de simulations d’ordre élevé. L’approche que nous proposons est basée sur la
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stratégie de remaillage en bas ordre présentée dans l’introduction de ce manuscrit (section 1.3.3).
Nous souhaitons néanmoins surmonter les limites que l’on peut reprocher à cette stratégie. Nous
formalisons la définition d’une « bonne » représentation sous forme d’objectifs dans un cadre
général, c’est-à-dire pour tout type d’éléments, qu’ils soient droits ou courbes. Nous justifions
également pourquoi ceux-ci sont pertinents.
Dans un deuxième temps, nous explicitons le cadre des méthodes d’ordre élevé que nous
souhaitons pouvoir traiter. Des hypothèses sur le maillage de calcul et sur les fonctions de base
de la solution numérique sont données. L’éventail des méthodes numériques que nous voulons
traiter est large FEM/DG/BEM...
Ensuite, nous proposons une méthodologie répondant aux objectifs. Celle-ci est présentée en
deux temps : les idées sont d’abord données puis les aspects mathématiques sont justifiés.
Enfin, nous présentons un algorithme générant une « bonne » représentation dans le cas
d’éléments droits. Nous montrons que, sous condition de convergence, l’algorithme proposé assure
la construction d’une représentation pertinente et fidèle à la solution numérique à visualiser.
2.1 Formalisation des objectifs de la méthode de visualisation
Nous souhaitons proposer une méthode reposant sur la stratégie dite de low order remeshing
afin de générer une représentation « pertinente » fvis, d’une solution numérique d’ordre élevé
fnum. Cette représentation sera visualisée dans un logiciel de visualisation standard. Pour cela,
nous formalisons notre stratégie par l’intermédiaire de trois objectifs que la représentation doit
vérifier pour qu’elle soit considérée correcte.
Tout d’abord, nous voulons que la représentation puisse être post-traitée/exploitée par
n’importe quel logiciel de visualisation. Or, ces logiciels savent uniquement représenter
exactement (i.e. la représentation affichée correspond exactement à la solution numérique)
les fonctions affines sur simplexes. Dans les autres cas, une erreur de visualisation plus ou
moins maîtrisée est générée. De manière générale, les fonctions que nous souhaitons visualiser
ne sont pas affines et donc, afin d’éviter ce type d’erreur, nous choisissons de construire
la représentation à l’aide de fonctions affines sur simplexes uniquement. Néanmoins, cette
construction produit une erreur de visualisation induite par la projection de fnum sur l’espace
des fonctions affines sur simplexes. Plus précisément, le support de fnum est approché par des
simplexes et il y a donc généralement deux contributions à cette erreur. La première est due à
l’approximation des fonctions tandis que la seconde est due à l’approximation de la géométrie.
Nous cherchons à contrôler ces deux sources d’erreurs lors de la construction de la représentation.
Contrairement à ce qui est fait actuellement, nous désirons assurer un contrôle ponctuel de
l’erreur de représentation, c’est à dire en norme L∞. Ce dernier est crucial car un utilisateur qui
post-traite ses résultats dans un logiciel de visualisation peut vouloir récupérer des informations
ponctuelles extraites directement à partir de l’image affichée. Par exemple, un utilisateur va
extraire une valeur, faire des coupes, ce qui est intéressant lorsque les simulations sont faites
en dimension 3, ou encore sortir des lignes de niveau (isovaleurs), qui peuvent par exemple
correspondre à des seuils. Or, les outils de post-traitement des logiciels de visualisation se
basent uniquement sur la représentation qui est exploitée telle quelle. Il est donc nécessaire
d’avoir un rendu graphique pertinent en maitrisant correctement l’erreur de visualisation due
aux approximations des fonctions et de la géométrie.
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Enfin, nous exigeons que la représentation n’introduise pas de saut artificiel lorsque la
fonction à représenter est continue. Un saut artificiel est une discontinuité qui apparait sur la
représentation entre deux éléments du maillage de calcul alors que la solution numérique est
localement continue. Un tel artefact donnerait une information fausse qui doit donc être évitée.
A contrario, si la solution numérique comporte des sauts entre les éléments, leur représentation
est primordiale. Ces sauts peuvent venir de la physique, lors d’un changement de matériau par
exemple, ou de la méthode numérique, lors de l’utilisation de schémas discontinus de type DG.
Pour résumer, les objectifs que la représentation doit vérifier pour qu’elle soit considérée
comme correcte sont les suivants.
O1 : La représentation est obtenue à l’aide de fonctions affines sur simplexes.
O2 : L’erreur de visualisation entre la solution numérique et sa représentation est majorée par
une tolérance ε > 0 en norme L∞.
O3 : La représentation est localement continue si la solution numérique est localement continue.
Formulé de cette manière, l’objectif O3 préconise que de ne pas ajouter de saut artificiel. Or,
avec en plus la maitrise d’un contrôle ponctuel demandé par l’objectif O2, la représentation des
discontinuités est également assurée lorsque la solution numérique est discontinue.
2.2 Cadre des méthodes d’ordre élevé
Dans cette section, nous explicitons les propriétés des solutions numériques que nous
souhaitons visualiser. Nous donnons des hypothèses que le maillage et les fonctions de base
doivent vérifier. Dans notre cas, nous nous intéressons à la visualisation de solutions issues
de tout type de méthodes numériques présentant une discrétisation spatiale d’ordre élevé.
Nous ne nous limitons pas à la visualisation de fonctions polynomiales. En effet, par exemple
des fonctions spéciales comme des ondes planes ou des splines utilisées notamment pour des
éléments isogéométriques [Hughes et al., 2005] peuvent également être traitées. Nous nous
intéressons particulièrement au post-traitement de résultats obtenus par des méthodes FEM et
DG d’ordre élevé.
Nous considérons que le problème à l’origine consistait à calculer l’approximation d’une
fonction f définie comme l’image d’un sous-espace X d’un espace X = Rd, où d est la dimension
à savoir 1, 2 ou 3, vers un K-espace vectoriel Y, où K = R ou C. Ce sont des espaces de Banach
équipés de normes notées respectivement ‖.‖X et ‖.‖Y. Les champs de la solution numérique
peuvent être scalaires ou vectorielles, suivant la dimension de l’espace Y. La norme ‖.‖Y dépend
de l’espace de Banach en question. Par exemple, lorsque l’on résout les équations de Maxwell,
plusieurs fonctions numériques peuvent être envisagées. Tout d’abord, si le champ électrique
est considéré, fnum = E, le choix naturel est la norme euclidienne : ‖fnum‖Y = ‖E‖Rd où d
est la dimension. Si maintenant les champs électrique et magnétique sont considérés en même
temps, fnum = (E,H), la norme peut être une énergie ‖fnum‖2Y = ε0 ‖E‖2Rd + µ0 ‖H‖2Rd où ε0
et µ0 sont la permittivité électrique du vide et la perméabilité magnétique du vide.
La solution numérique, calculée par un code de calcul, est notée fnum. La résolution du
problème est effectuée à partir d’un maillage, noté Th, du domaine X. L’indice h fait référence
à la taille caractéristique de chaque élément qui en général varie d’un élément à un autre. Le
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maillage est raffiné à certains endroits du domaine en fonction des contraintes géométriques
et des phénomènes physiques à observer. Ce maillage est supposé vérifier les propriétés suivantes :
H1 : Le maillage est constitué d’éléments K fermés et bornés tels que
⋃
K∈Th K = X.
H2 : Il n’y a pas de recouvrements entre éléments. L’intersection de l’intérieur de deux éléments
est vide.
H3 : Chaque élément du maillage K ∈ Th est l’image d’une cellule de référence K̂, exprimée
dans un espace de référence X̂K , par une transformation bijective notée gK . La dimension
de X̂K , qui est la dimension de l’élément K dans X, est notée dK .
Ces hypothèses sont tout à fait classiques et sont motivées par les observations suivantes.
La première hypothèse exprime simplement le fait que l’ensemble des éléments recouvre
entièrement le domaine de calcul. Dans le cas où cette hypothèse n’est pas vérifiée ( ⋃K∈Th K 6=
X), il convient de remplacer dans la suite X par ⋃K∈Th K. L’hypothèse H1 n’est donc pas
cruciale mais permet de simplifier la suite sans perdre de généralité.
La seconde hypothèse assure que le maillage de calcul est bien défini. Les maillages peuvent
être conformes (la définition est rappelée en annexe A.2) ou non. Un maillage conforme est en
général nécessaire lorsque la méthode FEM est utilisée. Dans ce cas, il est interdit d’avoir des
hanging nodes. Ceci signifie qu’un nœud appartenant à plusieurs éléments doit être un sommet
de chacun de ces éléments. Lorsque la méthode DG est utilisée, il est possible d’avoir un maillage
non-conforme. Cela autorise plus de liberté lors de la génération du maillage et, en particulier,
facilite la construction d’un maillage localement raffiné.
La troisième hypothèse est liée à la description des fonctions de base qui sont, en général,
définies sur un élément de référence. En effet, afin de simplifier les calculs, un élément de
référence et une transformation géométrique gK associée à chaque élément K sont souvent
introduits. Cette transformation est nécessairement bijective entre les éléments de référence et
réel. Ce que l’on appelle élément réel est l’élément K du maillage à qui un élément (ou cellule)
de référence K̂ est associé. Il est également possible de travailler directement sur l’élément
réel, sans passer par l’élément de référence, et ainsi la transformation géométrique est l’identité
et les éléments de référence et réel sont identiques. Sinon, l’introduction de la transformation
géométrique devient particulièrement intéressante lorsque la dimension des éléments est plus
petite que la dimension de l’espace : lorsque le domaine est une surface courbe maillée par des
triangles ou quadrangles dans l’espace par exemple (la dimension des éléments est 2 tandis que
la dimension de l’espace est 3). Des exemples de transformations géométriques se trouvent en
annexe B. Dans toute la suite, lorsque l’on parle d’un élément de référence, celui-ci est donc
rattaché à un élément réel par une transformation géométrique.
Les fonctions de base sont la clef de voûte des méthodes numériques puisqu’elles sont le socle
de la construction des champs de la solution numérique. Leur choix est motivé par les propriétés
de celles-ci et des problèmes traités. Elles peuvent être scalaires ou vectorielles voire même
tensorielles et être associées à des points (polynômes de Lagrange par exemple) ou non (onde
plane par exemple). De plus, certaines fonctions de base comme les éléments de Raviart-Thomas
[Raviart and Thomas, 1977] ou de Nédélec [Nédélec, 1980] peuvent être intéressantes pour leurs
propriétés sur les continuités des composantes normales ou tangentielles. En effet, les éléments
de Raviart-Thomas préservent la continuité des composantes normales, ce qui peut être utile
pour des problèmes de propagation d’ondes acoustiques. Les éléments de Nédélec conservent la
continuité des composantes tangentielles, ce qui peut être utile pour les équations de Maxwell
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[Nédélec, 1980]. Des exemples de fonctions de base sont donnés en annexe B. Les fonctions de
base sont donc définies localement sur chaque élément K de Th et sont notées {ϕKi }i=1,...,NK ,
où NK est le nombre local de degrés de liberté, et vérifient les hypothèse suivantes :
H4 : Sur chaque élément K ∈ Th, {ϕKi }i=1,...,NK ∈ C0(K̂,Y), où C0(K̂,Y) est l’ensemble des
fonctions continues sur K̂,
H5 : Sur chaque élément K ∈ Th, la définition locale de fnum sur K, notée fKnum, est construite
à l’aide de degrés de liberté fKi ∈ K telle que :










La régularité demandée par l’hypothèse H4 est naturelle afin de construire la solution nu-
mérique et n’est pas restrictive car la plupart des méthodes sont basées sur des fonctions de
base polynomiales. Dans tous les cas, les fonctions de base sont continues sur chaque cellule de
référence.
L’hypothèse H5 décrit la manière usuelle de construire la solution numérique localement à
partir de fonctions de bases et de degrés de liberté.
Remarque 2.1. Sur chaque élément du domaine de calcul, plusieurs types de fonctions de base
peuvent cohabiter, chacune associée à un champ. Sur un élément, pour chaque type de fonction
de base, une cellule de référence différente peut donc lui être associée.
La figure 2.1 reprend les notations permettant de définir la solution numérique et la cellule
de référence. Sur le domaine de calcul X, la solution numérique fnum s’écrit donc




Figure 2.1 – Description des notations utilisées.
∀x ∈ X, fnum({x}) =
{
fKnum(x) /∀K ∈ Th, x ∈ K
}
. (2.2)
Il est important de noter que fnum n’est pas une fonction surX mais est une application. En effet,
d’après la définition de fnum donnée par (2.2), à l’interface entre les éléments du maillage, en un
point donné, plusieurs valeurs peuvent lui être associées. Cette définition permet de représenter
des champs discontinus comme c’est le cas avec des schémas DG. Cependant, par les hypothèses
H2 àH5, pour chaque élément du maillage, fKnum est bien définie et continue lorsque la restriction
à l’intérieur de chaque élément est considérée.
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2.3 Conception d’une méthodologie pour répondre aux objectifs
La solution numérique étant définie localement sur chaque élément du maillage de calcul,
une approximation locale est construite. Cette approche est particulièrement intéressante car elle
permet de traiter les éléments indépendamment les uns des autres. Sur chaque élément K ∈ Th,
la solution numérique locale fKnum est définie par l’équation (2.1). Une représentation, notée f K˜vis,
est construite de manière locale. L’exposant K˜ vient du fait que le support de cette fonction
peut être différent du support K de fKnum (voir (2.4) ci-dessous). Un maillage de représentation
en simplexes, noté T (K), est construit et la représentation locale f K˜vis va vérifier :




où P1(S) correspond à l’espace des polynômes de degré au plus égal à 1. Une approximation de





S 6= K. (2.4)
Cette différence de supports peut apparaitre lorsque la transformation géométrique gK n’est pas
affine. C’est le cas par exemple lorsque des éléments courbes sont utilisés. Ce type d’éléments
nécessite des traitements spécifiques qui sont développés dans le chapitre 3 de ce manuscrit.
Nous notons X˜ := ⋃K∈Th K˜ l’union de ces simplexes qui, a priori, n’est ni inclue ni contenue
dans X où K˜ est défini par (2.4). De la même manière, il peut arriver que
f K˜vis(K˜) 6= fKnum(K). (2.5)
La fonction numérique locale étant définie à partir de l’élément de référence, nous choisissons
de créer un maillage de représentation, qui sera le support de la représentation f K˜vis, à partir
d’un maillage de l’élément de référence noté T (K̂). En effet, les fonctions de base sont définies
sur l’élément de référence en suivant les hypothèses H4 et H5 données dans la description
des méthodes d’ordre élevé (section 2.2). Le maillage de représentation de l’élément de référence
T (K̂) est composé de simplexes, qui sont construits comme l’enveloppe convexe de dK+1 points.
Les nœuds du maillage de représentation T (K) sont définis comme image par la transformation
géométrique gK des nœuds de T (K̂). Le maillage de représentation est ainsi défini à partir de ce
maillage de l’élément de référence, en suivant la même connectivité. Par construction, T (K) est
donc également composé de simplexes. Cette façon de faire induit l’interpolation P1 de Lagrange
de type C0 de gK construit à partir de T (K̂) notée P 1gT (K). La figure 2.2 illustre l’ensemble
des notations et image le processus décrit dans cette section.
2.3.1 Réalisation de l’objectif 1
La méthode est basée sur la construction d’un maillage de représentation à partir de la
cellule de référence, et cela pour chaque élément du domaine de calcul. La création de ces
maillages utilise un algorithme de Bowyer-Watson [Bowyer, 1981, Watson, 1981, Rebay, 1993].
C’est une méthode adaptative de génération de maillage qui fonctionne de la façon suivante
[George, 1992]. Pour chaque élément K ∈ Th, un maillage de sa cellule de référence est construit
(étapes 1, 2 et 3 de l’algorithme 1). L’algorithme commence par la construction d’un maillage
du bord de l’élément. Plus précisément, un ensemble de points se trouvant sur le bord de la
cellule de référence est créé en suivant un critère spécifique (donné dans l’algorithme 3). A
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K̂ ⊂ X̂K
gK↗
K ⊂ X ⊂ X
fKnum−→
K × fKnum(K) ⊂ X× Y
P 1gT (K)
↘
K˜ ⊂ X˜ ⊂ X
fK˜vis−→
K˜ × f K˜vis(K˜) ⊂ X× Y
Figure 2.2 – Description des notations utilisées.
partir de ces points du bord, une première tesselation de la cellule de référence est générée
(deuxième étape de l’algorithme 1). Cela permet de construire une première fonction f K˜vis qui
peut néanmoins être une mauvaise reproduction de fKnum. Alors, afin d’avoir une représentation
précise, suivant un critère donné dans la section suivante (algorithme 2), des points sont choisis
et ajoutés à la tesselation (troisième étape de l’algorithme 1) si celle-ci a besoin d’être raffinée.
Finalement, à partir de ce maillage de la cellule de référence et en suivant la même connectivité,
le maillage de représentation de l’élément est déduit. La fonction f K˜vis est construite à l’aide
de ces simplexes et via l’introduction de fonctions affines définies telles qu’en chaque nœud N
du maillage de représentation T (K), la valeur de la représentation coïncide avec la valeur de
la solution numérique : f K˜vis(N) = fKnum(N). Cette construction permet de vérifier le premier
objectif.
Algorithme 1 : Construction d’une représentation locale f K˜vis satisfaisant O1.
1. Construction d’un maillage de la frontière notée ∂K̂ de la cellule de référence K̂
(détaillé plus tard dans l’algorithme 3).
2. Construction d’un premier maillage T (K̂) de K̂.
3. Mise à jour de T (K̂) : Ajout de nouveaux points pour obtenir une représentation
précise (détaillé dans l’algorithme 2).
4. Construction de f K˜vis :
4.1. A partir de T (K̂), construction du maillage de représentation T (K).
4.2. Interpolation affine de fKnum sur chaque simplexe de T (K).
La justification de la réalisation de l’objectif O1 est donnée en section 2.4.1.
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2.3.2 Réalisation de l’objectif 2
La construction du maillage de représentation est guidée par le contrôle de l’erreur de vi-
sualisation. Deux sources contribuent à cette erreur : la géométrie et les fonctions qui sont
respectivement approchées par des simplexes et des fonctions affines. Nous introduisons à pré-
sent une quantification de l’erreur entre la solution numérique et sa représentation. Dans la
stratégie de remaillage en bas ordre, cette erreur est, en général, contrôlée avec différents cri-
tères [Leone et al., 1998, Remacle et al., 2007, Schroeder et al., 2005] adaptés seulement pour
des fonctions quadratiques, car basés uniquement sur le centre des arêtes ou alors en norme L1
[Xu et al., 2017]. Nous demandons un contrôle L∞ de l’erreur de visualisation. Les définitions de
fKnum et f K˜vis étant locales à chaque élément par les hypothèses H4 et H5, cette erreur peut égale-
ment être estimée localement. La principale difficulté vient des potentielles non-correspondances
entre les supports des fonctions, comme le montre l’équation (2.4), et entre les valeurs des fonc-
tions, comme le montre l’équation (2.5). Pour cette raison, nous utilisons la distance de Hausdorff
sur X× Y qui permet de mesurer l’erreur entre le graphe de deux fonctions
dX×YH : (f, f˜) ∈
(
C0(X,Y)















(x, f(x)), (x˜, f˜(x˜))
) , (2.6)
où d est une distance sur X× Y, faisant intervenir deux coefficients positifs α et β
d : ((x, y), (x˜, y˜)) ∈ (X× Y)2 7→ max (α ‖x− x˜‖X , β ‖y − y˜‖Y) . (2.7)
Les deux constantes α et β sont des paramètres d’adimensionnement qui permettent une com-
paraison pertinente entre les valeurs de X et celles de Y, nous décidons de les fixer comme





‖maxy∈Y y −miny∈Y y‖Y
, si






Nous choisissons de définir ces poids de pondérations α et β en introduisant les différences
d’amplitudes maximales pour comparer des quantités du même ordre de grandeur. Nous
supposons, dans la définition de α que le dénominateur ne s’annule pas. Ce dénominateur
s’annule lorsque l’élément est restreint à un point. Nous ne considérons pas ce type d’élément
dégénéré.
La distance de Hausdorff étant définie par deux optimisations imbriquées, son utilisation
en pratique s’avère donc très coûteuse. Pour pallier cette difficulté, un indicateur d’erreurs
a posteriori (nous montrons qu’il s’agit bien d’un indicateur a posteriori dans la section 2.4
justifications mathématiques) est introduit pour estimer cette distance : pour chaque élément
K ∈ Th et son maillage de représentation T (K) associé, nous définissons l’application suivante
∆T (K) : (f, f˜) ∈ C0(K,Y)× C0(K˜,Y) 7→ sup
xˆ∈K̂
δT (K)(f, f˜ ; xˆ), (2.9)
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où
δT (K)(f, f˜ ; xˆ) = max
(
α
∥∥∥gK(xˆ)− P 1gT (K)(xˆ)∥∥∥X ,
β
∥∥∥(f ◦ gK) (xˆ)− (f˜ ◦ P 1gT (K)) (xˆ)∥∥∥Y ). (2.10)
Comme l’indicateur (2.9) est défini sur toute la cellule de référence, un contrôle ponctuel
est assuré : en tout point xˆ ∈ K̂. De plus, les deux sources d’erreurs de visualisation,
sur la géométrie et sur les valeurs, sont prises en compte dans δT (K). Dans l’équation
(2.10), la partie α
∥∥∥gK(xˆ)− P 1gT (K)(xˆ)∥∥∥X mesure l’erreur sur la géométrie tandis que
β
∥∥∥(f ◦ gK) (xˆ)− (f˜ ◦ P 1gT (K)) (xˆ)∥∥∥Y estime l’erreur sur les valeurs des fonctions.
L’algorithme 2 montre comment la mise à jour du maillage de représentation est effectuée
(étape 3 de l’algorithme 1). Les poids α et β étant globaux, ils sont calculés une fois pour toute
au lancement du code. Pour diminuer globalement la distance de Hausdorff, nous choisissons de
raffiner le maillage de représentation en ajoutant un point réalisant l’erreur maximale. Ce choix
va permettre d’obtenir la convergence, y compris dans le cas d’éléments courbes. Comme nous
allons le voir dans la suite, un point épineux de la méthode est que, pour un élément K ∈ Th,
P 1gT (K) peut ne pas être injective. Cependant, si pour chaque élément K ∈ Th, la fonction
P 1gT (K) est injective, l’indicateur d’erreurs ∆T (K) contrôle la distance de Hausdorff (ceci est
démontré avec la proposition 2.6 dans la section 2.4 consacrée aux justifications mathématiques)
qui est le critère pour évaluer l’erreur de visualisation. Comme ∆T (K) est localisé sur l’élément,
cela fournit un outil pour mesurer la qualité de la représentation f K˜vis à chaque étape de la
construction. La convergence de cet indicateur (sous la tolérance ε) assure alors que l’objectif
O2 est satisfait. Il est important de noter que cette convergence prend en compte à la fois la
différence des valeurs de ces fonctions mais également de leurs supports. L’indice T (K) introduit
dans la notation de ∆T (K) montre la dépendance de ce dernier au maillage de représentation de
K.
Algorithme 2 : Raffinement du maillage de représentation (étape 3 de l’algorithme 1)
pour vérifier O2.
Pré-requis : Calcul des coefficients de pondération α et β (global et unique pour tout le
domaine).
tant que l’indicateur ∆T (K) est plus grand que la tolérance ε fixée faire
Calcul de l’indicateur a posteriori ∆T (K) associé au maillage de représentation
T (K̂).
Choisir xˆ = arg max ∆T (K) comme un nouveau point pour raffiner T (K̂) en suivant
l’algorithme de Bowyer-Watson.
fin
Remarque 2.2. Le choix du point ajouté, à savoir un point réalisant l’erreur maximale, bien que
naturel, n’induit pas nécessairement une décroissance de l’erreur de visualisation en norme L∞.
Par exemple, sur la figure 2.3, la fonction cube est approchée par deux représentations affines par
morceaux. La première (figure 2.3.a) est construite à partir de deux points d’interpolation tandis
que la seconde est obtenue en ajoutant le point réalisant l’erreur maximale dans le premier cas.
Nous constatons que l’erreur en distance de Hausdorff a augmentée malgré le raffinement. Dans
ce cas, le seul point qui ne fait pas augmenter la distance de Hausdorff est l’origine. Ce point
n’est pas du tout intuitif car l’erreur de visualisation est nulle en ce point. Néanmoins, même
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si la distance de Hausdorff a augmentée après cette première itération, celle-ci va naturellement
diminuer quand d’autres points seront ajoutés. Une diminution à chaque itération n’est en effet
pas assurée mais il y a une diminution globale si plusieurs itérations sont considérées.
(a) Représentation affine (en rouge) à partir de
deux points
(b) Représentation affine (en rouge) à partir de
trois points
Figure 2.3 – Approximation de la fonction cube (en bleu) sur le segment [-1,1] par des repré-
sentations affines par morceaux (en rouge). La distance de Hausdorff (en pointillé) augmente
dans le cas où le maillage de représentation est raffiné (droite).
La justification de la réalisation de l’objectif O2 est donnée dans la section 2.4.2.
2.3.3 Réalisation de l’objectif 3
En utilisant l’indicateur d’erreurs a posteriori donné par (2.9), il est possible de construire
un maillage de représentation et donc un rendu graphique. La figure 2.4 montre trois représen-
tations de fonctions définies sur deux éléments qui sont deux carrés. Les figures 2.4.d, 2.4.e et
2.4.f sont les vues de dessus des fonctions qui se situent respectivement au-dessus de celles-ci
à savoir les figures 2.4.a, 2.4.b et 2.4.c. Les figures 2.4.a et 2.4.b sont deux représentations de
la même fonction qui est continue tandis que la dernière est discontinue. Le premier maillage
de représentation est non-conforme (voir figure 2.4.d). La conséquence est la création d’un
saut artificiel. En effet, sur la figure 2.4.a, alors que la fonction à visualiser est continue, sa
représentation est localement discontinue à l’interface entre les deux éléments. Dans ce cas,
l’objectif O3 n’est pas vérifié. Ceci est à éviter car un tel saut peut avoir des conséquences
néfastes sur l’analyse que l’on pourrait faire en observant une telle discontinuité. En effet, on
pourrait par exemple interpréter cette situation comme un changement de milieu/matériau
alors qu’il n’en est rien. Le second maillage de représentation est coïncident (figure 2.4.e) et
dans ce cas, pour la même fonction à visualiser, la représentation est continue (figure 2.4.b).
Une solution simple pour éviter l’ajout de saut artificiel est donc de fixer un maillage unique de
l’arête entre les éléments du maillage de calcul. La troisième fonction est discontinue et le saut
est bien rendu dans ce cas (figure 2.4.c). Pour cette dernière configuration, le même maillage de
représentation (figure 2.4.f) que la deuxième figure a été utilisé.
Pour fixer un maillage de représentation unique aux interfaces entre les éléments, un algo-
rithme « simple » est le suivant :
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(a) Une fonction continue sur un
maillage de représentation non-
coïncident (blanc)
(b) Une fonction continue sur un
maillage de représentation coïn-
cident (blanc)
(c) Une fonction discontinue sur
un maillage de représentation
coïncident (blanc)
(d) Vue de dessus de
(a)
(e) Vue de dessus de
(b)
(f) Vue de dessus de
(c)
Figure 2.4 – Représentation sur deux éléments de fonctions continues (a et b) et d’une fonction
discontinue (c) sur un maillage de représentation non-coïncident (a) et des maillages coïncidents
(b et c). Les vues de dessus sont également affichées (d, e et f).
42 CHAPITRE 2. VISUALISATION SUR ÉLÉMENTS DROITS
• Construire un maillage unique de chacune des arêtes, notées T˜1D, des éléments.
• Construire un maillage unique de chacune des faces, notées T˜2D, des éléments, à partir des
maillages des arêtes T˜1D.
• Construire les maillages des éléments volumiques, notées T˜3D, à partir des maillages des
faces T˜2D.
Afin de suivre ce pseudo-algorithme, il est nécessaire d’extraire les faces et les arêtes de tous
les éléments. Pour cela, les éléments sont décomposés en dimensions inférieures comme l’illustre
la figure 2.5.
Figure 2.5 – Illustration de la décomposition des éléments en dimensions inférieures
Pour avoir un maillage unique aux interfaces entre les éléments du domaine de calcul, la
construction des maillages du bord suit l’algorithme 3. Nous regroupons tous les éléments dans
les ensembles TiD suivants leur dimension respective à savoir 1, 2 ou 3. De plus, nous définissons
des ensembles plus larges T˜2D et T˜1D. L’ensemble T˜2D est constitué d’éléments 2D purs et de
faces d’éléments 3D. L’ensemble T˜1D est quant à lui composé d’éléments 1D purs et d’arêtes
d’éléments de dimensions 2 et 3. Cette décomposition du bord de chaque élément en dimensions
inférieures constitue la première étape de l’algorithme 3. La deuxième étape de l’algorithme 3
est d’associer à chaque arête les possibles traces de fonctions 2D et 3D ainsi que les fonctions
1D supportées par celle-ci. De la même manière, nous associons à chaque face, l’ensemble des
traces de fonctions 3D et les fonctions 2D qui sont supportées par celle-ci. Cela nous permet de
proposer des indicateurs (définis ci-après) qui prennent en compte toutes les contributions dans
les étapes 3 et 4 de l’algorithme 3 afin de pouvoir générer les maillages de représentation.
La figure 2.6 montre le processus décrit précédemment dans le cas d’éléments 2D. Dans ce
cas, l’élément 1 étant un segment, il ne peut pas être décomposé en dimension inférieure. Par
contre, les éléments 2 et 3 qui sont des quadrangles sont décomposés (figure 2.6.b). Un maillage
de chaque arête de T˜1D est ensuite construit (figure 2.6.c). Il est important de noter qu’un seul
maillage est créé pour chaque arête. Ainsi, l’arête entre les quadrangles 2 et 3 n’est traitée
qu’une seule fois. A partir de ces maillages, les maillages des éléments de T˜2D sont générés
(figure 2.6.e). S’il y avait eu des éléments de dimension 3, ceux-ci auraient été construits à
partir des maillages des faces. Finalement, des fonctions affines sont construites sur chacun des
simplexes pour obtenir la représentation (figure 2.6.f).
Afin d’assurer la convergence globale, il est nécessaire de définir des indicateurs d’erreurs pour
chaque dimension permettant de contrôler l’erreur de visualisation. Ainsi, pour une face F ∈ T˜2D,
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Algorithme 3 : Construction des maillages du bord (étape 1 de l’algorithme 1) pour
vérifier O3
1. Décomposition des arêtes et des faces des éléments.
2. Création des traces des fonctions associées aux arêtes et aux faces créées en 1.
3. Construction d’un maillage T (Ê) pour chaque arête E comme la somme de toutes les
contraintes des traces sous-jacentes.
tant que (∆T (E) > ε) faire
Choisir xˆ = arg max ∆T (E) comme un nouveau point pour raffiner T (Ê).
fin
4. Construction d’un maillage T (F̂ ) pour chaque face F comme la somme de toutes les
contraintes des traces sous-jacentes.
tant que (∆T (F ) > ε) faire
Choisir xˆ = arg max ∆T (F ) comme un nouveau point pour raffiner T (F̂ ).
fin
(a) Maillage de calcul : un segment et
deux quadrangles
(b) Décomposition en dimensions infé-
rieures
(c) Maillage des arêtes T˜1D (d) Représentation sur les arêtes T˜1D
(e) Maillage des éléments T˜2D (f) Représentation sur les éléments T˜2D
Figure 2.6 – Illustration du processus en dimension 2 : décomposition des éléments en dimen-
sions inférieures (b), maillage et représentation des arêtes (c et d) et des éléments (e et f).
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nous définissons ∆T (F ) qui dépend donc du maillage T (F ) de cette face. Les contributions à
prendre en compte pour cet estimateur sont de deux types. Cette face peut appartenir à un ou
plusieurs éléments 2D pur T2D, qui font partis du maillage de calcul. Cette face peut également
être le support de la trace d’une ou de plusieurs fonctions 3D d’un élément T3D. L’indicateur
d’erreurs s’écrit donc












où ∂K désigne la frontière de K et T (∂K) le maillage de ce bord. Dans (2.11), deux indicateurs
apparaissent : ∆T (S) et ∆KT (S). Dans le premier cas, comme il s’agit d’un élément du maillage
de calcul, cet indicateur est (2.9). Dans le second cas, la face S considérée est une partie de la
frontière d’un élément volumique K du maillage de calcul. L’indicateur ∆KT (S) s’écrit






∥∥∥gS(xˆ)− P 1gT (S)(xˆ)∥∥∥X , β ∥∥∥(f ◦ gS) (xˆ)− (f˜ ◦ P 1gT (S)) (xˆ)∥∥∥Y) , (2.12)
où gS (resp. P 1gT (S)) est la restriction de gK (resp. P 1gT (K)) sur S (resp. S˜ = P 1gT (S)(Ŝ)) et
f (resp. f˜) est la trace de la fonction fKnum (resp. f K˜vis) sur S (resp. S˜ = P 1gT (S)(Ŝ)).
Pour une arête E ∈ T˜1D, un indicateur ∆T (E) est défini et dépend également uniquement
que du maillage de cette arête T (E). Cette fois-ci, cet indicateur doit prendre en compte trois
types de configurations. Cette arête peut appartenir à un ou plusieurs éléments 1D pur T1D.
Cette arête peut également être la trace de fonctions 2D (d’éléments 2D T2D) ou de fonctions
3D (d’éléments 3D T3D). L’indicateur s’écrit donc














où là encore ∆T (S) correspond à (2.9) et ∆KT (S) correspond à (2.12) où l’élément K ∈ Th peut
être de dimension deux ou trois.
La justification de la réalisation de l’objectif O3 est donnée dans la section 2.4.3.
2.3.4 Résumé de la méthodologie
Pour résumer, la méthodologie mise en place pour répondre aux objectifs est basée sur les
points suivants :
O1 : Pour chaque élément, un maillage de représentation composé de simplexes est construit.
Sur chacun de ces simplexes, une représentation affine est générée à partir des valeurs de
la fonction numérique aux nœuds de ces simplexes.
O2 : Un indicateur d’erreurs a posteriori est mis en place pour guider la construction du maillage
de représentation afin de contrôler l’erreur de visualisation. La convergence de cet estima-
teur en-dessous de la tolérance assure que l’objectif O2 est bien vérifié. Il est important de
noter, que dans le cas où des éléments courbes sont utilisés, un indicateur spécifique est
mis en œuvre dans le chapitre 3.
O3 : Une décomposition de la frontière des éléments en dimensions inférieures et un maillage
par dimensions croissantes sont introduits pour vérifier l’objectif O3.
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2.4 Justifications mathématiques de la méthode proposée
Cette section est dévouée aux justifications mathématiques de la méthode. Son organisation
suit la structure de la section précédente.
2.4.1 Réalisation de l’objectif 1
Le maillage de la cellule de référence T (K̂) est construit de la manière suivante. Chaque
élément Ŝ de T (K̂) est un dK-simplexe (i.e. l’enveloppe convexe de dK + 1 points N̂ :=
(N̂i)i=1,...,dK+1). Nous définissons l’application Λ : N 7−→ Λ(N ), qui à un ensemble de dK + 1
points N = (Ni)i=1,...,dK+1 associe le dK-simplexe Λ(N ). Nous introduisons de plus
Θ̂K := {N̂ := (Nˆi)i=1,...,dK+1 : Λ(N̂ ) ∈ T (K̂)}.
Alors, le maillage de K̂ est défini par
T (K̂) := {Λ(N̂ ) : N̂ ∈ Θ̂K}.
La construction de T (K) est réalisée de la même manière. Nous définissons l’ensemble des
nœuds de T (K) ainsi que l’ensemble
ΘK := {N = (Ni)i=1,...,dK+1 := gK(N̂ ) : N̂ ∈ Θ̂K},
où gK(N̂ ) := (gK(Nˆi))i=1,...,dK+1 et N̂ := (Nˆi)i=1,...,dK+1. Le maillage en simplexes de K est
défini par
T (K) := {Λ(N ) : N ∈ ΘK}.
Le lien entre le maillage de représentation de l’élément de référence et le maillage de repré-
sentation de l’élément réel est donné par le lemme 2.3. Pour cela, une dernière hypothèse est
nécessaire.
H6 : Les éléments de référence sont des polyèdres.
D’après H6, il existe donc un maillage de représentation T (K̂) qui satisfait K̂ = ⋃Ŝ∈T (K̂) Ŝ
tel que pour chaque couple (S, S′) ∈ T (K̂)2, S 6= S′, Int(S)⋂ Int(S′) = ∅. Cette hypothèse sti-
pule que chaque cellule de référence peut être entièrement recouverte par une union de simplexes.
Dans le cas contraire, des éléments plus complexes auraient dû être utilisés.
Lemme 2.3 (Identification de T (K)). Soit un élément K ∈ Th, sous les hypothèses H3 à H6,
l’interpolation P1 de gK construite à partir de T (K̂), notée P 1gT (K), est
1. une fonction bijective entre T (K̂) et T (K),
2. une fonction surjective entre K̂ et K˜.
Preuve. Soit Λ(gK(N̂ )) un simplexe de dimension dK de T (K), où Λ(N̂ ) est un simplexe de
T (K̂) et N = (Ni)i=1,...,dK+1 est l’ensemble des nœuds de ce simplexe. Par définition, l’approxi-
mation P1 de gK vérifie
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Nous en déduisons que











xiNi, (xi) ∈ [0, 1]dK+1

= Λ(gK(N̂ )).
La surjectivité de P 1gT (K) de T (K̂) vient par construction car T (K) = {Λ(gK(N̂ )), Λ(N̂) ∈
T (K̂)}. L’injectivité est prouvée en notant que T (K̂) et T (K) ont la même cardinalité.
La surjectivité de P 1gT (K) entre K̂ et K˜ vient de la surjectivité de P 1gT (K) entre T (K̂) et
T (K), et de l’hypothèse H6 : K̂ = ⋃
Λ(N̂)∈T (K̂)
Λ(N̂ ).
La construction est basée sur une transformation classique entre l’élément de référence et
l’élément réel dite de plane to surface [Zienkiewicz and Phillips, 1971] dans le cas d’éléments
surfaciques (dK = 2). Un exemple de construction de ces maillages est montré sur la figure 2.7.













Figure 2.7 – Construction du maillage de représentation de l’élément de référence T (K̂)
(gauche) et du maillage de représentation T (K) (droite) pour un élément K ∈ Th (en poin-
tillé).
Malheureusement, le lemme 2.3 n’assure pas la bijectivité entre l’élément de référence et
l’approximation de l’élément réel. En effet, la définition de T (K) n’interdit pas la création de
simplexes dont l’intersection de leurs intérieurs n’est pas nulle. La conséquence de cette perte
de bijectivité est que la représentation locale à l’élément n’est plus une fonction comme indiqué
dans la proposition 2.4 ci-dessous. Or, il est important que la représentation locale f K˜vis soit
bien une fonction, afin que la distance de Hausdorff (2.6) soit définie. Dans le cas contraire,
l’estimation a posteriori est inutilisable même si l’indicateur d’erreurs est bien défini.
Proposition 2.4. Soit un élément K ∈ Th et T (K) son maillage de représentation. Sous les
hypothèses H1 à H6 et en suivant les notations précédentes, pour une fonction fKnum non triviale,
f K˜vis est une fonction de K˜ si et seulement si P 1gT (K) est une fonction injective de K̂ vers K˜.
Preuve. Soit x ∈ K˜ et P 1gT (K) une fonction injective. Par le lemme 2.3, P 1gT (K) est donc une
fonction bijective et il existe au moins un simplexe contenant x. Il y a deux possibilités :
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• Cas 1 : soit le point appartient à l’intérieur de ce simplexe,
• Cas 2 : soit il se trouve sur sa frontière.
Dans le premier cas, si x appartient à l’intérieur d’un simplexe Λ(N ), alors grâce à la
bijectivité de P 1gT (K) et l’hypothèse H6, ce simplexe est unique et f K˜vis(x) = f
Λ(N )
vis (x).
Dans le second cas, x appartient à la frontière d’un ou de plusieurs simplexes. Plusieurs
configurations sont possibles :
• Configuration 1 : x est un nœud d’un simplexe,
• Configuration 2 : x appartient à une arête,
• Configuration 3 : x appartient à une face.
Si x est un nœud d’un simplexe, x = N , alors f K˜vis(x) = fKnum(N).
Si x appartient à une arête tel que x = x1N1 +x2N2 où (Ni)i=1,2 et (xi)i=1,2 sont uniques par




num(Ni) et cela prouve que f K˜vis est une fonction
sur K˜
Le même résultat est vrai dans le cas où x appartient à une face sauf qu’il y a maintenant
trois sommets au lieu de deux.
Réciproquement, si P 1gT (K) n’est pas une fonction injective, un élément x de K˜ peut être
l’image de différents points xˆj ∈ K̂ où j > 1, j ∈ N. Nous en déduisons que le point x peut


























peut avoir plusieurs valeurs puisque fKnum n’est pas triviale. Cela implique que f K˜vis n’est pas une
fonction sur K˜.
2.4.2 Réalisation de l’objectif 2
Le lien entre la distance de Hausdorff (2.6) et l’application ∆T (K) définie par (2.9) est donné
par le lemme suivant.
Lemme 2.5. Soit K ∈ Th, sous les hypothèses H3 et H6, la fonction ∆T (K), donné par (2.9),
vérifie









Preuve. Tout d’abord, soit un point arbitraire x ∈ K. Par l’hypothèse H3, il existe xˆ = g−1K (x).









(gK(xˆ), f ◦ gK(xˆ)) , (P 1gT (K)(xˆ), f˜ ◦ P 1gT (K)(xˆ))
)
,
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(gK(xˆ), f ◦ gK(xˆ)) , (P 1gT (K)(xˆ), f˜ ◦ P 1gT (K)(xˆ))
)
.
Réciproquement, soit x˜ ∈ K˜ un point arbitraire. Par le lemme 2.3 et la surjectivité de

























(gK(xˆ), f ◦ gK(xˆ)) , (P 1gT (K)(xˆ), f˜ ◦ P 1gT (K)(xˆ))
)
.
Finalement, les deux parties de la distance dH sont bornées par ∆T (K)(f, f˜) et nous obtenons
le résultat.
Dans la proposition suivante, nous montrons que ∆T (K) est bien un indicateur d’erreurs a
posteriori.
Proposition 2.6 (Estimation a posteriori). Sous les hypothèses H1 à H6, si P 1gT (K) est une
fonction injective pour tout élément K ∈ Th, alors
















Preuve. Soit K ∈ Th un élément arbitraire vérifiant les hypothèses H1 à H3. Il suffit de vérifier
que fKnum et f K˜vis sont continues et alors le résultat vient en appliquant le lemme 2.5 sur K
(l’hypothèse H6 est satisfaite). Or, fKnum est continue sur K car les hypothèses H4 et H5 sont
vérifiées. Par hypothèse, P 1gT (K) est une fonction injective, donc d’après la proposition 2.4, la
fonction f K˜vis est continue sur K˜.
Dans la proposition 2.6, une hypothèse sur l’injectivité de la fonction qui approxime la
transformation géométrique apparait. Garantir que celle-ci reste vraie est primordiale car sinon
la représentation locale qui est créée n’est pas bien définie comme le montre la proposition
2.4. Sous cette hypothèse, la proposition 2.6 établit une estimation a posteriori et montre que
l’indicateur d’erreurs peut guider la construction de la représentation. Notons que ∆T (K) peut
toujours être utilisé pour construire la représentation car cet indicateur est dans tous les cas bien
défini. Nous détaillons dans la section 2.5.3 cette discussion sur l’éventuelle perte de bijectivité
qui aurait pu entraver la convergence de l’algorithme.
2.4.3 Réalisation de l’objectif 3
Pour garantir l’objectif O3, notre approche est basée sur la décomposition de toutes les
frontières des éléments en dimensions inférieures. Pour cela, les éléments du maillage de calcul
sont regroupés dans des ensembles TiD ⊂ Th, pour i = 1, 2 ou 3, suivants leur dimension
TiD := {K ∈ Th, dK = i}. (2.14)
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Nous définissons maintenant les ensembles T˜iD où i = 1, 2 ou 3. L’ensemble T˜3D est le plus
simple car il ne fait intervenir que T3D
T˜3D = T3D. (2.15)
En effet, comme ce sont les éléments de dimension maximale, cet ensemble n’est pas enrichi.








Σ, ∃!(K,K ′) ∈ T 23D,K 6= K ′,Σ = ∂K
⋂
∂K ′, Int2D(Σ) 6= ∅
}
,
où ∂X (resp. ∂K) désigne la frontière de l’ensemble X (resp. de K) et Int2D désigne l’intérieur












Σ, ∃!(K,K ′) ∈ T˜ 22D,K 6= K ′,Σ = ∂K
⋂
∂K ′, Int1D(Σ) 6= ∅
}
,
où Int1D désigne l’intérieur d’un élément 1D. Ces arêtes contiennent des frontières d’éléments





Nous allons maintenant montrer que le maillage par dimensions croissantes permet de remplir
l’objectif 3. Pour cela, il est important qu’une fois le maillage du bord construit, on n’y touche
plus. Sinon, il est possible de générer des sauts artificiels. Dans le lemme suivant, nous montrons
que si le maillage a bien été traité, lors du passage à la dimension supérieure, tous les points
ajoutés au maillage de représentation se trouvent à l’intérieur de l’élément et donc pas sur le
bord.
Lemme 2.7. Soit K ∈ TiD où i = 2 ou 3, fKnum une solution numérique et T (K) un maillage




Si ∆T (K)(fKnum, f K˜vis) > ε, alors arg max ∆T (K) ∈ Int(K̂).
Preuve. L’indicateur a posteriori peut être décomposé en deux parties
∆T (K)(fKnum, f K˜vis) = max
 sup
xˆ∈∂K̂
δT (K)(fKnum, f K˜vis; xˆ), sup
xˆ∈Int(K̂)
δT (K)(fKnum, f K˜vis; xˆ)
 ,
où la première partie concerne le bord de l’élément tandis que la seconde se concentre sur
l’intérieur. Nous notons yˆ ∈ ∂K̂ le point réalisant le maximum sur la frontière (première partie
sous le max). Alors, il existe un élément Σ ∈ T˜(i−1)D tel que yˆ ∈ Σ̂. Or, par hypothèse, les
constructions des bords ont convergé et il vient que
δT (K)(fKnum, f K˜vis; yˆ) ≤ ΓT (Σ) ≤ ε.




δT (K)(fKnum, f K˜vis; xˆ) ≤ ε < sup
xˆ∈Int(K̂)
δT (K)(fKnum, f K˜vis; xˆ).
Finalement,
arg max ∆T (K) ∈ Int(K̂). (2.18)
Le point se trouve nécessairement à l’intérieur de l’élément.
Le lemme 2.7 assure que les points sont ajoutés à l’intérieur de l’élément et non pas sur le
bord si le maillage du bord a déjà convergé. La proposition suivante montre maintenant que la
méthodologie permet de vérifier l’objectif 3.
Proposition 2.8 (Réalisation de l’objectif O3). Sous les hypothèses H1 à H5, soit
(T (Σ))Σ∈T˜iD,i=1,3 un ensemble de maillages en simplexes satisfaisant











T (F ), (2.20)




où K˜ = ⋃S∈T (K) S, F(K) = T˜2D ⋂K, E(K) = T˜1D ⋂K et T (K)|1D pour les éléments de
dimension 3 désigne leurs arêtes (bord de dimension un). Alors, la représentation fvis de fnum
construite pour chaque élément K ∈ Th satisfait l’objectif O3.
Preuve. Le lemme 2.7 prouve que les propriétés données par les équations (2.19), (2.20) et
(2.21) restent vraies durant le processus de maillage de chaque élément. Nous voulons regarder
si des discontinuités artificielles apparaissent aux interfaces entre les éléments. Ces interfaces
peuvent être de deux types : des faces ou des arêtes.
Soit F ∈ T˜2D\∂X. Nous considérons une face qui n’appartient pas au bord du domaine.
En effet, sinon, si F ∈ ∂X, elle appartient nécessairement à un seul élément et donc il n’est
pas possible d’avoir de saut. Comme F ∈ T˜2D, il existe deux éléments, K et K ′ de Th, tels
que K 6= K ′ et F = ∂K ⋂ ∂K ′. Supposons que fKnum|F = fK′num|F sur F où fKnum|F désigne la
restriction de fKnum à F . Par hypothèse, il existe un maillage T (F ) de F . Soit S un triangle
arbitraire de T (F ). Par construction, f K˜vis|S et f K˜
′
vis|S sont fonctions affines définies à partir des
valeurs de fKnum et de fK
′
num aux sommets de ce triangle. Or, par continuité de fnum sur F , en
chaque sommet les valeurs de fKnum et fK
′
num sont identiques. Ceci implique que f K˜vis|S = f K˜
′
vis|S . De
plus, cette propriété est vraie pour n’importe quel triangle de la face. Finalement, f K˜vis|F = f K˜
′
vis|F
et aucune discontinuité artificielle n’est ajoutée.
Soit E ∈ T˜1D tel que E 6∈ ∂X, sinon cette arête n’appartient qu’à un seul élément et donc il ne
peut pas y avoir de problème. Ainsi, cette arête appartient à au moins deux éléments. Notons K
et K ′, deux éléments tels que E = ∂K ⋂ ∂K ′. De la même manière que pour les faces, supposons
que fKnum|E = fK
′
num|E sur Σ. Soit S une arête de T (E) dont les extrémités sont notées a et b.
Par construction, f K˜vis|S et f K˜
′
vis|S sont des fonctions affines définies de fKnum(a) vers fKnum(b), par
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continuité de fnum sur E. Donc, f K˜vis|S = f K˜
′
vis|S . Nous en déduisons que cette propriété est vraie
pour chaque arête S de T (E). Finalement, f K˜vis|E = f K˜
′
vis|E et aucune discontinuité artificielle
n’est ajoutée.
2.5 Algorithme pour générer une représentation satisfaisant les
objectifs
Un pseudo-algorithme basé sur un maillage par dimensions croissantes a été mis en place
dans la section 2.3. Schématiquement, ce principe est illustré sur la figure 2.8.
Maillage 1D Maillage 2D Maillage 3D
Figure 2.8 – Principe général, maillage par dimensions croissantes
Le maillage de chaque élément, quelque soit la dimension, suit la même approche. Tout
d’abord, un premier maillage de représentation en récupérant les maillages des bords qui ont
déjà été maillés est généré. Comme indiqué dans la figure 2.9, un indicateur a posteriori est
utilisé pour évaluer l’erreur de visualisation. Ensuite, un processus auto-adaptatif permet de
raffiner le maillage de représentation si nécessaire.
Maillage iD
Calcul de l’erreur de visualisation





Figure 2.9 – Principe de la génération du maillage de représentation à une dimension donnée
Afin d’estimer les indicateurs d’erreurs définis précédemment, il est nécessaire d’évaluer des
maxima. Pour cela, nous utilisons un algorithme classique que nous rappelons dans la section
suivante. Ensuite, nous donnons l’algorithme complet permettant de traiter les éléments droits.
2.5.1 Un algorithme de recherche d’extrema : DIRECT
Pour évaluer les indicateurs d’erreurs, de nombreuses recherches d’extrema sont nécessaires.
Cette recherche est basée sur un algorithme d’optimisation globale déterministe : DIRECT.
Cet algorithme, initialement proposé par Jones et al. [Jones et al., 1993], a été développé pour
résoudre des problèmes d’optimisation globale. C’est un processus déterministe de type sépa-
ration et évaluation ou branch and bound en anglais. L’appellation DIRECT, de l’acronyme
anglais DIviding RECTangles, vient du but originel qui était de traiter des hyperrectangles et
du fait que la procédure est basée sur une subdivision de certains des éléments. Dans notre
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cas, les domaines de recherche sont des simplexes, ce qui implique une légère modification
[Clausen and Žilinskas, 2002] de l’algorithme initial. Le but est donc de trouver les valeurs maxi-
males d’une ou de plusieurs fonctions dans un domaine. Pour cela, le domaine est récursivement
divisé en sous-domaines et les fonctions sont évaluées au barycentre de chaque sous-domaine
pour orienter la découpe des éléments. Finalement, DIRECT renvoie le point où le maximum
est atteint et la valeur de ce maximum.
Le principe général de DIRECT est présenté dans l’algorithme 4. Les étapes sont explicitées
dans la suite.
Algorithme 4 : Principe de fonctionnement de l’algorithme DIRECT
Entrées : Fonction dont on cherche le maximum, élément supportant la fonction.
Sorties : Maximum et point réalisant ce maximum.
Initialiser le premier élément.
tant que Critères d’arrêt non vérifiés faire
Sélectionner des éléments à découper.
Découper ces éléments.
fin
Définition 2.9 (Niveau d’un élément). Le niveau d’un élément correspond à son niveau de
découpe. Le premier élément est initialisé au niveau 0. Lorsqu’un élément de niveau i est découpé,
ses éléments fils sont de niveau i+ 1.
Sélection des éléments à découper dans DIRECT
Pour chaque niveau, du niveau courant (niveau maximum de découpe effectué) au niveau 0,
on cherche parmi les éléments qui n’ont pas de fils, un qui réalise l’extremum et on le découpe.
L’intérêt est que l’on réalise à la fois une recherche locale mais également globale. Le fait de
continuer à tester tous les niveaux permet de découper des éléments des premiers niveaux,
qui sont potentiellement assez gros. Cela permet de sélectionner des zones non explorées, qui
pourraient être « oubliées » autrement.
Découpage des éléments dans DIRECT
Nous commençons par créer des nœuds fils au milieu des arêtes. Ainsi, lorsqu’un segment
(resp. triangle) est découpé, 2 (resp. 3) nœuds fils sont créés. Lorsqu’un tétraèdre est découpé,
6 nœuds fils sont créés [Žilinskas and Žilinskas, 2002]. A partir de ces nœuds fils, les éléments
fils (2 en 1D, 4 en 2D, 8 en 3D) sont créés. Les premières étapes de l’algorithme DIRECT en
dimension deux sont montrés sur la figure 2.10.
La figure 2.11 illustre les découpages en dimension trois. L’intérêt de ces subdivisions est
que tous les points sont définis par des coordonnées barycentriques par rapport aux sommets de
l’élément initial et sont donc très faciles à générer et repérer.
Critères d’arrêt de DIRECT
Nous définissons plusieurs critères d’arrêt de l’algorithme DIRECT.
• Le premier critère est basé sur le niveau de découpage maximal possible. Lorsqu’un élément
à atteint le niveau maximal donné par l’utilisateur, l’algorithme s’arrête. Il y a donc un
premier paramètre à fixer par l’utilisateur.
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(a) Élément initial (b) Étape 1 (c) Étape 2 (d) Étape 3

































Figure 2.11 – Un tétraèdre est découpé régulièrement en 8 tétraèdres
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• Le second critère est basé sur la stagnation des valeurs trouvées par l’algorithme. En effet,
si entre deux découpes successives les extrema sont quasiment identiques, et à condition
que le niveau de découpe ait atteint un niveau minimum, l’algorithme s’arrête. Imposer
un niveau minimum permet d’assurer une exploration suffisamment poussée de tout le
domaine.
En plus de ces niveaux minimum et maximum, nous pouvons définir un niveau de découpe
initial qui donne une configuration de départ différente. L’intérêt est que pour tous les éléments
de niveau inférieur à ce niveau initial, il est inutile d’évaluer les fonctions à leurs barycentres
ni de les tester, puisqu’ils vont être découpés par la suite. Cela permet de limiter le nombre
d’évaluations.
2.5.2 Algorithme complet pour les éléments droits
L’algorithme complet est donné dans l’algorithme 5. Nous décrivons maintenant les spécifi-
cités de chaque étape.
Calcul des extrema initiaux
Plusieurs extrema doivent être calculés. Pour la ou les fonctions, le maximum et le minimum
de chaque composante de chaque fonction sont calculés. Pour la géométrie, nous calculons éga-
lement ces extrema. Cela permet de définir les constantes de pondérations α et β, de l’équation
(2.8), introduits dans la distance de Hausdorff. Ces coefficients sont globaux. Néanmoins, les
extrema sont locaux à chaque élément du maillage de calcul donc cette recherche peut se faire
de manière naturellement parallèle. Un seul DIRECT est utilisé pour calculer tous ces extrema.
Cela signifie que toutes les contraintes (correspondant à chaque extrema à évaluer) sont empilées.
Le nombre d’appels de l’algorithme DIRECT est ainsi limité ainsi que le nombre d’évaluations
effectuées dans DIRECT.
Décomposition de la frontière en dimensions inférieures
Cette étape est centrale afin de réaliser l’objectif 3. Les faces et arêtes de chaque élément
sont créées si elles n’existent pas. Chaque interface n’est créée qu’une seule fois.
Assignation des traces
Sur les arêtes et faces créées précédemment, les traces des fonctions sous-jacentes sont asso-
ciées.
Maillage des éléments
Lorsque les éléments sont de dimensions deux ou trois, le maillage de représentation est
initialisé à partir des maillages des bords qui viennent d’être construits. La construction des
maillages des éléments T˜iD suit un algorithme de Bowyer-Watson [Bowyer, 1981, Watson, 1981,
Rebay, 1993]. C’est une méthode de remaillage adaptative guidée par un indicateur a posteriori
qui suivant la dimension considérée est ∆T (E) (2.13), ∆T (F ) (2.11) ou ∆T (K) (2.9).
Génération des sorties
La dernière étape de l’algorithme est la sortie des données au format spécifique d’un logi-
ciel de visualisation (par exemple Gmsh [Remacle et al., 2007], Paraview [Ayachit, 2015], VisIt
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Algorithme 5 : Construction de la représentation fvis pour des éléments droits
Entrées : Maillage Th, solution numérique fnum, tolérance ε.
Sorties : Représentation fvis.
1. Calcul des extrema des fonctions et de la géométrie. Évaluation des poids α et β,
équation (2.8), introduits pour la distance de Hausdorff (2.6).
2. Décomposition de la frontière des éléments en dimensions inférieures : 3D → 2D →
1D. Création des arêtes et des faces des éléments.
3. Assignation des traces des fonctions associées aux arêtes et aux faces créées en 2.
4. Maillage des éléments 1D et des arêtes (notés T˜1D) :
pour chaque arête E ∈ T˜1D faire
Évaluation de l’indicateur a posteriori ∆T (E).
tant que ∆T (E) > ε faire
Raffinement du maillage de l’élément de référence T (Ê), du maillage de
représentation T (E) et mise à jour de ∆T (E).
fin
fin
5. Maillage des éléments 2D et des faces (notés T˜2D) :
pour chaque face F ∈ T˜2D faire
Construction d’un maillage initial T (F̂ ) à partir des maillages des arêtes Ê ∈ E(F̂ ).
Évaluation de l’indicateur a posteriori ∆T (F ).
tant que ∆T (F ) > ε faire
Raffinement du maillage de l’élément de référence T (F̂ ), du maillage de
représentation T (F ) et mise à jour de ∆T (F ).
fin
fin
6. Maillage des éléments 3D (notés T˜3D) :
pour chaque élément K ∈ T˜3D faire
Construction d’un maillage initial T (K̂) à partir des maillages des faces F̂ ∈ F(K̂).
Évaluation de l’indicateur a posteriori ∆T (K).
tant que ∆T (K) > ε faire
Raffinement du maillage de l’élément de référence T (K̂), du maillage de
représentation T (K) et mise à jour de ∆T (K).
fin
fin
7. Génération des sorties.
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[Childs et al., 2012]). Pour chaque élément du maillage de calcul, un maillage de représentation
de l’élément a d’abord été construit. Ensuite, un maillage de l’élément réel en a été déduit.
Finalement, des fonctions affines ont été introduites sur chacun des simplexes du maillage de
représentation. Sur une interface, une arête ou une face, entre plusieurs éléments, un maillage
unique est généré mais plusieurs nœuds sont créés, à savoir un pour chaque élément et leurs
valeurs peuvent être différentes. C’est en particulier le cas lorsque la fonction n’est pas continue
à cette interface. Cela permet notamment d’observer des sauts numériques dues aux schémas
discontinus ou des sauts physiques. Cette duplication des nœuds est également utilisée dans
[Leone et al., 1998] pour représenter des champs discontinus. Finalement, pour chaque élément
du maillage de calcul, nous disposons d’une représentation locale, affine par morceaux, qui peut
être écrite de façon à être lue par n’importe quel logiciel de visualisation.
2.5.3 Théorème sur la réponse aux objectifs
Dans cette section, nous établissons un théorème assurant qu’à condition de convergence de
l’algorithme 5, la représentation satisfait les objectifs pour le traitement d’éléments droits. Pour
cela, les résultats démontrés dans la section 2.4 sont utilisés. La proposition 2.6 demande que
l’approximation de la transformation géométrique P 1gT (K) soit bijective pour chaque élément
du maillage. Or, dans la construction proposée, nous ne l’assurons pas. Néanmoins, lors du
traitement d’éléments droits, nous n’avons pas observé de problèmes en pratique dans le chapitre
4 dédié aux validations numériques. Dans la cas où on détecterait une perte de bijectivité (voir
notamment le chapitre 3), un autre point à ajouter au maillage de représentation peut être
choisi. En effet, comme la transformation géométrique gK est bijective, P 1gT (K) tend donc,
pour un maillage de représentation suffisamment raffiné, vers cette même fonction bijective. Il
existe donc des maillages sans perte de bijectivité. Ce petit problème afin d’assurer que P 1gT (K)
reste une fonction bijective pour des éléments droits n’a pas été étudié pendant la thèse. Afin
d’avoir un théorème rigoureux, P 1gT (K) est supposé être bijectif. Même si, dans le cas où dans le
processus de maillage, à un certain moment la fonction P 1gT (K) n’est pas bijective, l’indicateur
d’erreurs ∆T (K) est toujours défini et donc cela n’empêche pas la convergence de l’algorithme.
De plus, l’ajout de points et les opérations effectuées pour avoir un maillage de Delaunay peuvent
permettre de « retrouver » une fonction P 1gT (K) bijective.
Théorème 2.10. Soit ε une tolérance fixée et fnum une solution numérique appropriée vérifiant
les hypothèses H1 à H6. On suppose que l’ensemble des éléments du maillages sont des éléments
droits et que P 1gT (K) est une fonction bijective pour chaque élément K. Si l’algorithme 5 a
convergé, alors la représentation fvis satisfait les objectifs O1-O2-O3.
Preuve. L’objectif O1 est vérifié par construction car chaque élément du maillage de calcul est
approché par une union de simplexes et des fonctions affines sont définies sur chacun de ces
simplexes.
Plusieurs ingrédients sont nécessaires pour vérifier l’objectif O2. Pour chaque élément, la
représentation locale générée doit être une fonction pour que la distance de Hausdorff soit bien
définie. La proposition 2.4 montre que la représentation locale f K˜vis est une fonction si et seulement
si P 1gT (K) est une fonction bijective, ce qui est le cas par hypothèse. Finalement, la distance
de Hausdorff est bien définie à chaque étape de l’algorithme et est contrôlée par l’indicateur a
posteriori (2.9) par la proposition 2.6. L’objectif O2 est donc satisfait si pour chaque élément,
l’indicateur est borné par la tolérance.
L’objectif O3 est rempli par la proposition 2.8.
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Remarque 2.11. Dans le théorème 2.10, la convergence de l’algorithme 5 n’est pas prouvée
puisque l’approximation de la transformation géométrique peut ne pas être bijective. Cependant,
comme l’espace des fonctions linéaires continues par morceaux est dense dans l’espace des fonc-
tions continues, lorsque le maillage devient suffisamment fin, la fonction P 1gT (K) tend vers gK
qui est bijective par hypothèse.
2.6 Conclusions du chapitre
Dans ce chapitre, nous avons tout d’abord défini ce qu’est une « bonne » visualisation
de solutions d’ordre élevé. Nous avons choisi de construire notre approche en se basant sur
la stratégie qui consiste à construire une représentation de bas ordre approchant la solution
numérique. Afin d’avoir une « bonne » visualisation, il est nécessaire de bien contrôler cette
approximation. Nous avons formalisé sous forme d’objectifs les conditions synonymes de
succès. Le premier aspect concerne la nécessité de construire une représentation à l’aide de
fonctions affines sur simplexes. Pour cela, une méthode de Delaunay est utilisée afin de créer
un maillage de représentation composé de simplexes. Ce processus est guidé par un indicateur
d’erreurs a posteriori qui mesure l’écart entre la solution numérique et sa représentation. Ce
contrôle, qui est ponctuel, est le deuxième aspect. Enfin, un dernier point concerne la gestion
des (dis)continuités. Pour cela, les éléments sont décomposés en dimensions inférieures et le
processus de maillage est basé sur un traitement par dimensions croissantes. Le but est de
définir un maillage unique aux interfaces (arêtes ou faces) des éléments. Dans cette optique,
pour chaque dimension, un indicateur d’erreurs a posteriori est défini à partir de la solution
numérique ou de ces traces. Un algorithme complet générant une « bonne » représentation est
donné. Un algorithme d’optimisation globale déterministe, DIRECT, permet de rechercher les
extrema et d’évaluer les indicateurs d’erreurs a posteriori. Le cadre de ce premier chapitre est
néanmoins limité aux éléments droits.
Dans le chapitre suivant, nous étendons notre travail aux éléments courbes. Nous montrons
les problèmes liés à l’utilisation de ce type d’éléments. Ensuite, nous modifions notre approche
pour pouvoir les gérer.
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Chapitre 3
Extension de la méthode de
visualisation au traitement des
surfaces courbes
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Dans le chapitre 2, nous avons proposé une méthodologie et un algorithme pour traiter les
éléments droits. Dans ce chapitre, nous nous intéressons au traitement spécifique des surfaces
courbes. Dans un premier temps, nous montrons qu’une utilisation « telle quelle » de la
méthode proposée au chapitre précédent n’est pas adaptée pour des éléments courbes. Après
avoir identifié les problèmes liés à l’utilisation de ces éléments, nous modifions la méthodologie
pour pouvoir traiter n’importe quel type d’éléments. Les principes de la méthode proposée,
à savoir la décomposition des bords en dimensions inférieures, le maillage par dimensions
croissantes et la construction d’un maillage de représentation à l’aide d’un estimateur a
posteriori sont inchangés. Néanmoins, des indicateurs d’erreurs a posteriori spécifiques sont
construits pour pouvoir traiter tout type d’éléments. Cela a pour conséquence des modifications
sur l’algorithme qui a été mis en place au chapitre précédemment. Finalement, nous montrons
que cette construction permet de répondre aux objectifs O1, O2 et O3.
Contrairement au chapitre 2 qui propose une méthodologie capable de traiter des éléments
surfaciques ou volumiques, ce chapitre se limite au cas des surfaces courbes. Cependant, même si
uniquement la gestion des surfaces courbes est explicitée, le cas volumique est également évoqué.
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3.1 Problèmes liés à l’utilisation d’éléments courbes
En suivant la méthodologie proposée au chapitre 2 et en particulier l’algorithme 5, un
élément courbe est traité sur la figure 3.1. L’élément considéré est un triangle P 2 : ce triangle
est donc construit à l’aide de 6 points et de fonctions de base d’ordre 2 (quelques exemples
de fonctions de base se trouvent en annexe B). Sur ce triangle vit une fonction (figures 3.1.a
et 3.1.b) que nous souhaitons représenter. Celle-ci n’est pas affine et a la particularité d’être
nulle sur le bord. C’est typiquement le cas lorsque nous considérons une fonction de type
Gauss-Lobatto d’ordre élevé dont les degrés de liberté associés au bord sont nuls. Un maillage
de représentation de l’élément de référence est construit et une représentation sur l’élément
de référence en découle (figure 3.1.c). A partir de cela, une représentation sur l’élément réel
(figure 3.1.d) est déduite. Sur cette dernière représentation, nous observons des recouvrements,
c’est-à-dire que l’intersection des intérieurs de certains triangles n’est pas vide. La conséquence
est que la représentation générée n’est plus une fonction car plusieurs valeurs sont associées à











Figure 3.1 – Représentation (c et d) d’une fonction (a et b) sur l’élément de référence (a et c)
et l’élément réel (b et d).
Sur la figure 3.2, les notations de la figure 2.2 du chapitre 2 sont reprises mais cette-fois-ci
l’élément courbe présenté sur la figure 3.1 est considéré. Contrairement à la transformation
géométrique gK qui est bien bijective par définition, l’approximation P1 de la transformation
ne l’est pas. Cette non-bijectivité se caractérise par l’apparition de recouvrements. Sur l’élé-
ment réel, une partie d’une arête (trait clair sur la figure 3.2) est recouverte par un des triangles.
Sur la figure 3.3, les étapes de construction qui ont permis d’obtenir les résultats de la figure
3.1 sont présentées. La solution à visualiser est affichée sur l’élément de référence (figure 3.3.a)
et sur l’élément réel (figure 3.3.e).
Le processus utilisé ici, basé sur une construction par dimensions croissantes, commence par
la création des maillages de représentation sur l’élément de référence des trois arêtes. Comme la
fonction est nulle sur le bord de l’élément, la partie de l’erreur de visualisation due aux contri-
butions des valeurs est nulle. La seconde partie de l’erreur de visualisation, l’erreur géométrique,
est nulle sur deux des trois arêtes qui ne sont pas courbes (arêtes droites). L’erreur de visuali-
sation pour ces deux arêtes est donc nulle et ainsi quelque soit la tolérance demandée, il n’y a
pas besoin de raffiner leurs maillages 1D de représentation. La troisième arête, qui est courbe,
peut avoir besoin d’être raffinée, suivant la tolérance demandée, à cause de l’approximation de
la géométrie qui est introduite. Dans le cas de la figure 3.3, aucun point supplémentaire n’a été
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K̂ ⊂ X̂K
gK↗
K ⊂ X ⊂ X
fKnum−→
K × fKnum(K) ⊂ X× Y
P 1gT (K)
↘
K˜ ⊂ X˜ ⊂ X
fK˜vis−→
K˜ × f K˜vis(K˜) ⊂ X× Y
Figure 3.2 – Visualisation d’une fonction numérique fKnum sur un élémentK et sa représentation
f K˜vis construite sur un élément K˜. L’approximation P1 de la transformation géométrique n’est
pas bijective de K̂ vers K˜.
ajouté sur le bord pour représenter la fonction. Le maillage 1D est représenté en figure 3.3.b sur
l’élément de référence et en figure 3.3.f sur l’élément réel.
Puis, l’algorithme passe à la dimension suivante. A partir de ces maillages des éléments
de bord, le maillage de l’élément de référence est généré en figure 3.3.c. Le triangle initial est
formé par les sommets de la cellule de référence. Un quatrième point est ajouté au maillage
de référence, celui-ci se trouve à l’intérieur du triangle initial et est le lieu où les variations
de la fonction sont les plus fortes (figure 3.3.c). Les nœuds du maillage sont transportés par
la transformation géométrique gK . Les triangles sont formés en suivant la connectivité de
l’élément de référence. Le maillage de représentation sur l’élément réel en est déduit (figure
3.3.g). Cependant, sur l’élément réel, le quatrième point ne se trouve pas à l’intérieur du
triangle initial. En effet, sur la figure 3.3.g, le point D se trouve en dehors du triangle ABC.
A cause de ce sommet qui est à l’extérieur du triangle initial et de la connectique ainsi fixée,
l’approximation de la transformation géométrique P 1gT (K) n’est pas bijective. La conséquence
est qu’un recouvrement apparait sur l’élément réel (figure 3.3.h). Sur l’élément de référence, il
n’y a pas de recouvrement (figure 3.3.d) car le maillage est bien conforme. Des zones (en orange)
sont affichées sur la figure 3.3. Dans ces zones, si on ajoute un point, alors un recouvrement
apparait. Il est important de noter que cette zone ne dépend que du maillage 1D et que sa
frontière sur l’élément réel est constituée du bord réel de l’élément et de l’approximation de
celui-ci. La quatrième point qui a été ajouté se trouve dans cette zone (figures 3.3.c et 3.3.g),
ce qui implique l’apparition d’un recouvrement.
Les zones où peuvent apparaitre des recouvrements sont appelées zones de retournements
et sont définies dans la suite du manuscrit. Nous les appelons ainsi puisque dans un cadre plus
général, par exemple, pour des surfaces courbes dans l’espace (et non pas dans le plan), il peut ne
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(a) K̂ × f K̂num (b) Maillage 1D (c) Maillage 2D (d) K̂ × f K̂vis
(e) K × fKnum (f) Maillage 1D (g) Maillage 2D (h) K˜ × f K˜num
Figure 3.3 – Étapes de construction et mise en évidence des recouvrements lors du traitement
d’un élément courbe.
pas avoir de recouvrements mais des zones faisant apparaitre des retournements que l’on illustre
dans la section 4.2.2. Comme pour la figure 3.3, ces zones de retournements ne dépendent que
de l’approximation du bord (maillage 1D). Aussi, pour un maillage du bord différent, ces zones
changent. En particulier, en raffinant le maillage du bord, la taille de ces zones est réduite.
En reprenant le même format, nous montrons sur la figure 3.4 ce qui se passe en ajoutant
un point supplémentaire sur le bord. La fonction à représenter est identique (figures 3.4.a et
3.4.e). Les maillages des arêtes sont construits de la même manière que précédemment (figures
3.4.b et 3.4.f). La seule différence par rapport à la figure 3.3 est qu’un point supplémentaire a
été ajouté. La conséquence est que les zones de retournements potentielles (en orange toujours)
sont réduites par rapport à précédemment.
Avant de s’intéresser au maillage de l’élément 2D, un premier maillage est construit à partir
de l’approximation du bord de l’élément. Cette fois-ci, le point qui est ajouté à l’endroit où la
fonction varie beaucoup se trouve à l’intérieur de cette première tesselation sur l’élément réel, et
donc à l’extérieur des zones de retournements sur l’élément réel (figure 3.4.g). La conséquence
est qu’il n’y a pas de recouvrement sur l’élément réel (figure 3.4.h).
3.2 Extension de la méthode aux éléments courbes
A travers les exemples montrés dans la section 3.1, l’apparition de recouvrements et de zones
de retournements ont été exhibés. Afin d’éviter d’avoir de tels problèmes, nous définissons un
nouvel indicateur d’erreurs dont le principe est de raffiner les maillages de représentation des
bords des éléments afin de réduire la taille de ces zones. De cette manière, aucun point n’est
ajouté dans ces zones et aucun retournement n’apparait lors du maillage en dimensions supé-
rieures. Tout d’abord, nous commençons donc par identifier et caractériser ces zones. Ensuite,
un estimateur, basé sur une recherche non pas uniquement sur le bord mais dans un certain
voisinage de celui-ci, permet d’avoir un maillage suffisamment raffiné du bord.
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(a) K̂ × f K̂num (b) Maillage 1D (c) Maillage 2D (d) K̂ × f K̂vis
(e) K × fKnum (f) Maillage 1D (g) Maillage 2D (h) K˜ × f K˜num
Figure 3.4 – Étapes de construction et by-pass de recouvrements par l’ajout d’un point sur le
bord de l’élément.
Remarque 3.1. Dans la suite, nous explicitons les caractérisations à partir du cas 2D plan
pour lequel les définitions sont bien définies. Nous étendons les caractérisations afin de pouvoir
également traiter des surfaces courbes dans l’espace.
3.2.1 Identification et caractérisation des zones de retournements
Lorsque nous considérons des surfaces dans le plan, l’ajout d’un point xˆ ∈ K̂ peut amener
des recouvrements. Les pertes de bijectivité sont décomposées en deux catégories :
1. Intérieur : le point est ajouté à l’intérieur du précédent K˜ (la dernière tesselation avant
ajout de ce point).
2. Extérieur : le point est ajouté à l’extérieur du précédent K˜.
Dans le premier cas, le point ajouté se trouve dans la tesselation mais pas dans le bon
triangle. Ce premier cas peut souvent être résolu en utilisant des retournements d’arêtes (swaps).
Sinon, l’ajout de points dans la tesselation à l’intérieur de l’élément suffit pour résoudre le
problème. En effet, comme la transformation géométrique est bijective, son approximation tend
nécessairement vers cette même fonction bijective. Ainsi, à partir du moment où le maillage de
représentation est suffisamment raffiné, les pertes de bijectivité intérieures se règlent facilement.
La gestion du second cas est beaucoup plus délicate. Lorsque ce cas arrive, la véritable
frontière de K˜ n’est plus P 1gT (K)(∂K̂) (voir figure 3.5). Tant que le point x choisi se trouve à
l’extérieur de la tesselation, c’est-à-dire, en dehors du domaine délimité par P 1gT (K)(∂K̂), peu
importe les swaps qui pourraient être effectués, ∂K˜ sera différent de P 1gT (K)(∂K̂) et le problème
reste. Ainsi, la seule solution est d’ajouter des points sur ∂K̂ pour assurer ∂K˜ = P 1gT (K)(∂K̂).
Si cette opération est faite sans se soucier des éléments voisins qui partagent cette partie de
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gK(∂K̂), alors des maillages non-coïncidents peuvent être construits et ainsi l’objectif O3 n’est
plus vérifié. Pour contourner ce problème, il faudrait mettre à jour les maillages de frontière de
tous les éléments adjacents au risque d’un coût très élevé et d’un algorithme potentiellement
non convergent.
(a) ∂K (b) P 1gT (K)(∂K̂) (c) ∂K˜
Figure 3.5 – Comparaison de ∂K (frontière de l’élément réel), de P 1gT (K)(∂K̂) (image par
l’approximation de la transformation géométrique de la frontière de la cellule de référence) et
∂K˜ (frontière de l’approximation de l’élément réel) de la figure 3.2.
Notre stratégie est de construire un maillage du bord suffisamment raffiné pour que les
pertes de bijectivité extérieures n’apparaissent jamais. Pour cela, nous allons identifier a priori
les zones de retournements pour assurer la préservation du maillage du bord de l’élément (i.e.
∂K˜ = P 1gT (K)(∂K̂)) durant tout le processus. Ensuite, nous prouverons que l’objectif O3 reste
vérifié. Finalement, les problèmes liés à ces insertions de points peuvent être évités et ainsi
P 1gT (K) reste injective.
Nous avons vu dans la section 3.1 que les zones de retournements se caractérisent comme
l’ensemble des points à l’extérieur de la tesselation courante. cela se traduit de la façon suivante.
Soit K ∈ Th et T (K) un maillage associé à cet élément défini tel que P 1gT (K) est une fonction
injective de K̂ vers K˜ = ⋃S∈T (K) S. Nous définissons les zones de retournements comme
RKT (∂K) = K\Int(K˜). (3.1)
L’indice T (∂K) indique que ces zones ne dépendent que du maillage du bord. Ces zones peuvent
également être définies sur l’élément de référence comme





La proposition 3.2 fait le lien entre les zones de retournements et la non injectivité de
l’approximation P1 de la transformation géométrique.
Proposition 3.2. Sous les hypothèses H1 à H6, on considère un élément K ∈ T (X). Soit
T (K) un maillage de K défini tel que P 1gT (K) soit injective de K̂ vers K˜. Soit xˆ ∈ K̂ un point
arbitraire et on note Txˆ(K̂) le maillage raffiné par l’ajout du nouveau sommet xˆ dans T (K̂).
Si x = gK(xˆ) est un sommet extérieur (i.e. x ∈ RKT (∂K)), alors P 1gTxˆ(K), la fonction associée
à Txˆ(K), n’est pas injective.
Preuve. Soit xˆ ∈ Ŝ un sommet extérieur (sommet en rouge sur la figure 3.6), qui vérifie donc
xˆ ∈ R̂KT (∂K) où Ŝ ∈ T (K̂). En suivant la définition de R̂KT (∂K) donnée par (3.1), x = gK(xˆ) 6∈
Int(K˜), donc il y a deux cas :
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• Cas 1 : x ∈ ∂K˜ (figure 3.6.e).
• Cas 2 : x 6∈ P 1gT (K)(Ŝ) (figure 3.6.f).
Dans le premier cas, comme x ∈ ∂K˜, deux éléments sont plats sur l’élément réel (voir figure
3.6.e) et donc P 1gTxˆ(K) n’est pas injective, même si ces éléments ne sont pas plats sur la cellule
de référence (voir figure 3.6.b).
(a) Élément de réfé-
rence : configuration
initiale
(b) Élément de référence : cas 1 (c) Élément de référence : cas 2
(d) Élément réel : configu-
ration initiale
(e) Élément réel : cas 1 (f) Élément réel : cas 2
Figure 3.6 – Ajout d’un sommet extérieur (en rouge) dans une configuration initiale (a et d)
pour un élément courbe (frontière réelle en bleu).
Dans le second cas, trois configurations données dans [Walfisch, 2007] sont possibles (voir
figure 3.7) :
• Configuration 1 : xˆ appartient à l’intérieur d’un simplexe Ŝ qui est unique par H6,
• Configuration 2 : xˆ appartient à l’arête commune de deux simplexes,
• Configuration 3 : xˆ appartient à la frontière de K̂.
Suivant la configuration, le nombre de simplexes créés varie. Nous considérons la première
configuration, la preuve étant similaire pour les deux autres. Nous notons Ŝ1, Ŝ2 et Ŝ3 les
simplexes créés à partir de xˆ et des trois sommets aˆ, bˆ et cˆ de Ŝ et S1, S2 et S3 leurs images par
P 1gTxˆ(K). Ces notations sont illustrées sur la figure 3.8. Prouvons qu’il existe i et k, avec i 6= k,
tel que Int(Si) ∩ Int(Sk) 6= ∅, ce qui signifie qu’il y a un recouvrement.
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(a) Configuration 1 (b) Configuration 2 (c) Configuration 3
Figure 3.7 – Configurations possibles lors de l’ajout d’un nouveau sommet au maillage.
(a) Ŝ1, Ŝ2 et Ŝ3 (b) Simplexe Ŝ1 (c) Simplexe Ŝ2 (d) Simplexe Ŝ3
(e) S1, S2 et S3 (f) Simplexe S1 (g) Simplexe S2 (h) Simplexe S3
Figure 3.8 – Notations utilisées lors du découpage d’un simplexe en 3 simplexes.
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Nous le montrons par contradiction. Nous supposons que Int(Si)∩ Int(Sk) = ∅ pour chaque
i 6= k. Dans ce cas, ⋃3i=1 Si = S et x = gK(xˆ) ∈ S, ce qui est absurde. Ainsi, il existe y ∈
Int(Si) ∩ Int(Sk), i 6= k, tel que y = P 1gTxˆ(K)(ŷi) = P 1gTxˆ(K)(ŷk) avec ŷi ∈ Ŝi et ŷk ∈ Ŝk.
Finalement, P 1gTxˆ(K) n’est pas injective car il y a un recouvrement.
Le problème de la définition des zones de retournements donnée par (3.1) est qu’elle est
implicite et est donc inutilisable en pratique. Au lieu d’utiliser (3.1), nous souhaitons définir
une zone qui englobe RKT (∂K) mais qui soit définie à partir de la frontière de la cellule. Ainsi, à
chaque arête Ŝ ⊂ K̂, nous associons
V̂KS =
{
xˆ+ tnˆx, xˆ ∈ Ŝ, 0 ≤ t ≤ txˆ
}
, (3.2)
où nˆx est un vecteur unitaire défini à partir d’un point xˆ de l’arête pointant vers l’intérieur de
l’élément K̂ et txˆ est un paramètre d’avancement maximal d’investigation en partant du point
xˆ. L’idée est de suivre le vecteur nˆx jusqu’à la dernière rencontre avec
Ŝ′ = g−1K (P
1gT (K)(Ŝ) ∩K),
qui est une partie du bord de R̂KT (∂K). Les notations sont reportées sur la figure 3.9. L’image
de Ŝ′ par gK est S′ et correspond à l’approximation de S qui est un segment. Le but de cette
caractérisation est de parcourir la zone de retournements d’un bord Ŝ à un autre bord Ŝ′ sur
l’élément de référence (figure 3.9.a). Sur l’élément réel, cela se traduit par le passage du bord
réel S à son approximation S′ (figure 3.9.b).
(a) Sur l’élément de réfé-
rence
(b) Sur l’élément réel
Figure 3.9 – Identification des zones de retournements sur l’élément de référence (gauche) et
l’élément réel (droite).
Les définitions dans le cas général sont données dans la suite. Le principal avantage de
ces zones est qu’elles sont constructibles. Il faut noter que sur la cellule de référence, la
paramétrisation dans l’équation (3.2) est effectuée à l’aide d’un segment (en magenta sur
la figure 3.9) entre un point de la frontière xˆ ∈ Ŝ et un point xˆ′ = xˆ + txˆnˆx ∈ Ŝ′ afin de
caractériser la zone. Remarquons cependant que comme la transformation géométrique gK peut
être non-linéaire, l’image de ce segment peut être différente d’un segment (en magenta sur la
figure 3.9).
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Dans le cas général, la définition 3.3 introduit les quantités qui caractérisent les zones de
retournements. En particulier, nous donnons une définition rigoureuse du paramètre d’avancée
maximale.
Définition 3.3. Soit K ∈ T2D, T (K) un maillage et Ŝ = [aˆbˆ] ∈ T (∂K̂) un segment de la
frontière. Nous notons Ŝ′ = g−1K (P 1gT (K)(Ŝ) ∩K) et nˆ la normale unitaire de Ŝ pointant vers
l’intérieur de K̂. Nous définissons les quantités suivantes dont la signification est expliquée ci-
après.
1. Nous notons nˆa et nˆb, les vecteurs associés aux sommets aˆ et bˆ,
nˆa = arg min
uˆ∈
{
nˆ, aˆyˆ‖aˆyˆ‖ où yˆ∈Ŝ′\{aˆ}
}
 uˆ · aˆbˆ∥∥∥aˆbˆ∥∥∥
 et nˆb = arg min
uˆ∈
{
nˆ, bˆyˆ‖bˆyˆ‖ où yˆ∈Ŝ
′\{bˆ}
}
 uˆ · bˆaˆ∥∥∥bˆaˆ∥∥∥
 . (3.3)
2. Soit xˆ = (1−ω)aˆ+ωbˆ ∈ Ŝ et nˆx = (1−ω)nˆa +ωnˆb, où ω ∈ [0, 1]. Soit yˆ∗ ∈ Ŝ\g−1K (K˜) un
point arbitraire, nous introduisons txˆ = max
{
t, xˆ+ tnˆx ∈ ∂K̂
}
, si (ab ∧ agK(yˆ∗)) · (ab ∧ agK(xˆ+ txˆnˆx)) > 0,
txˆ = max
{{
t, xˆ+ tnˆx ∈ K̂, ab ∧ agK(xˆ+ t nˆx) = 0
}⋃ {0}} , sinon.
(3.4)
3. Finalement, avec ces notations, nous posons
V̂KS =
{




Les vecteurs nˆa et nˆb sont définis comme des vecteurs réalisant le minimum de l’équation
(3.3). Dans ces notations, uˆ, nˆ, aˆyˆ, aˆbˆ, bˆaˆ désignent des vecteurs et · le produit scalaire usuel.
Le vecteur nˆa est construit en cherchant le minimum du produit scalaire entre les vecteurs uˆ et
aˆbˆ où uˆ est l’ensemble des éléments nˆ et aˆyˆ‖aˆyˆ‖ avec yˆ ∈ Ŝ′\{aˆ}. Dans cette recherche, yˆ 6= aˆ,
sinon le vecteur nˆa pourrait être le vecteur nul. Géométriquement, le vecteur nˆa est choisi pour








Le vecteur nˆb est défini de façon similaire. Les vecteurs nˆa et nˆb peuvent être égaux à la normale
nˆ mais ce n’est pas toujours le cas puisque qu’ils peuvent être construits également à partir d’un
point de Ŝ′, qui est illustré en pointillé vert sur la figure 3.10. En se restreignant uniquement à
la normale, il pourrait y avoir des cas où une partie de la zone n’est pas prise en compte (cas 1
de la figure 3.10 par exemple).
De manière classique ∧ désigne le produit vectoriel. Remarquons que dans le cas où l’espace
est de dimension 3, le produit vectoriel entre deux vecteurs est en vecteur. Le produit vectoriel
entre deux vecteurs de dimension 2 donne un scalaire qui est obtenu en considérant les vecteurs
comme s’ils étaient de dimension 3 et en prenant la troisième composante du résultat (les autres
étant nulles).
Le point xˆ est repéré à l’aide d’une coordonnée barycentrique ω entre aˆ et bˆ. Le vecteur
nˆx est construit comme une combinaison linéaire en ω afin de balayer tout l’élément comme le
montre la figure 3.11.







































































(d) Cas 2 : élément K







Figure 3.11 – Les vecteurs nˆx sont construits comme une combinaison affine entre nˆa et nˆb.
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Notons que le premier cas de txˆ est bien défini car K̂ est un ensemble convexe et donc il y a
au plus deux points sur sa frontière ∂K̂ qui intersectent la ligne partant de xˆ avec la direction
nˆx (ces deux points peuvent être égaux, ce qui correspond à t = 0, ce qui arrive par exemple
lorsque xˆ est un sommet d’un triangle K̂). Ce premier cas est illustré sur les figures 3.10.c et
3.10.d. L’ensemble Ŝ\g−1K (K˜) utilisé pour choisir yˆ∗ peut être vide. Néanmoins, cela signifie que
dans ce cas V̂KS = Ŝ, et donc naturellement txˆ = 0 puisqu’il n’y a pas d’avancée à l’intérieur de
l’élément.
Le second cas de txˆ cherche le vecteur agK(xˆ + txˆnˆx) colinéaire à ab en regardant quand le
produit vectoriel est nul et est illustré sur les figures 3.10.a et 3.10.b. Ceci permet de trouver un
point appartenant à l’approximation de l’arête.
Remarque 3.4. Tous les vecteurs faisant apparaitre n dans leur nom (nˆ, nˆx, n′, etc...) sont
unitaires. En particulier, les normales sont choisies unitaires.
La définition des zones données par l’équation (3.5) est utile car cela permet d’inclure les
zones de retournements comme le montre le lemme suivant.
Lemme 3.5. Soit K ∈ T2D, T (K) un maillage de K, RKT (∂K) et VKS = gK(V̂KS ) donnés respec-





Preuve. Pour prouver le résultat de ce lemme, la preuve est décomposée en 3 étapes.
• Tout d’abord, nous introduisons pour chaque arête S, un ensemble RKS , qui est utilisé
pour identifier les composantes connexes de RKT (∂K) et suit une décomposition à partir des
arêtes.
• Ensuite, nous prouvons que ces ensembles RKS vérifient RKT (∂K) ⊂
⋃
S∈T (∂K)RKS .
• Enfin, pour démontrer le résultat, nous montrons que pour chaque arête S, RKS ⊂ VKS .
Étape 1. Soit Ŝ = [aˆbˆ] ∈ T (∂K̂) un segment appartenant à la frontière de l’élément et
S = gK(Ŝ). Nous définissons les points {ai}i=0,N comme les extrémités des composantes connexes
de gK(Ŝ) ∩ P 1gT (K)(Ŝ). Le nombre de ces points est donc limité et ceux-ci vérifient
a0 = a, aN = b, ∃ωi ∈ [0, 1], ai = (1− ωi)a+ ωib = gK(aˆi)
où les réels ωi sont classés par ordre croissant (voir figure 3.10). Sur l’élément réel, ces points















)⋃ Â⋃[aˆiaˆi+1], sinon, (3.6)
où Â est un arc ou une union d’arcs tel que Â ⊂ ∂K̂ (voir figure 3.10). Chaque arc de Â est
composé d’arcs ou de segments [bˆj bˆj+1] tel que bj = gK(bˆj) ∈ (∂K\S) ∩ P 1gT (K)(Ŝ), où les
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points {bˆj} sont classés par ordre croissant (de la même manière que pour les réels {aˆi}). Ainsi,
chaque Σ̂KS,i est fermé.
Explicitons ces courbes pour les deux exemples de la figure 3.10.
Pour le premier cas, il y a 3 points {ai}i=0,2 et donc deux courbes : Σ̂KS,0 et Σ̂KS,1. Comme le
segment [a0a1] ⊂ K, nous en déduisons que
Σ̂KS,0 = Ŝ′ ∪ [aˆ0aˆ1].
Par contre, le segment [a1a2] 6⊂ K, on en déduit, d’après (3.6), que
Σ̂KS,1 = [aˆ1aˆ2].
Pour le cas 2, il n’y a que deux points a0 et a1, définis tels que [a0a1] 6⊂ K. Or, [a0a1]∩K =
S′1 ∪ S′2, nous en déduisons que g−1K ([a0a1] ∩K) = Ŝ′1 ∪ Ŝ′2. De plus, un arc Â est défini afin de
fermer Σ̂KS,0 tel que
Σ̂KS,0 = Ŝ′1 ∪ Ŝ′1 ∪ Â ∪ [aˆ0aˆ1].
Pour un ensemble C ⊂ X, nous notons maintenant B(C) les composantes connexes bornées














Ces zones R̂KS sont affichées en vert sur la figure 3.10.









peut être décomposée en






























Nous décomposons R̂KT (∂K) en R̂KT (∂K) =
⋃
Ĉ
Ĉ où Ĉ sont les composantes connexes de R̂KT (∂K).
Considérons maintenant une composante connexe Ĉ telle que Int(Ĉ) 6= ∅ (sinon Ĉ ⊂ ∂K̂ et
le résultat est immédiat). Alors, ∃ Ŝi = [aˆiaˆi+1] ⊂ Ŝ ⊂ ∂K̂, Int1D(Ŝi) ∩ Ĉ 6= ∅, où Int1D(Ŝi)
désigne l’intérieur 1D du segment Ŝi, et tel que gK(Ŝi) 6= P 1gT (K)(Ŝi). Trois cas peuvent a priori
apparaitre.
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• Si Ĉ ⊂ B(Σ̂KS,i)
⋃ Σ̂KS,i, alors Ĉ ⊂ ⋃S∈T (∂K) R̂KS .





⋃ Σ̂KS,i)) = ∅.
Dans ce cas, on aurait, Ĉ∩Int(K̂) = ∅ ou Σ̂KS,i∩Int(K̂) = ∅. Cependant, comme Int(Ĉ) 6=







⋃ Σ̂KS,i)) 6= ∅.





⋃ Σ̂KS,i)) 6= ∅ mais tel que Ĉ 6⊂ B(Σ̂KS,i).




telle que sa frontière
∂Ĉ ′ vérifie ∂Ĉ ′ ⊂ ∂R̂KT (∂K). Donc, Ĉ ′ serait une composante connexe de R̂K∂K strictement
incluse dans Ĉ : ceci est impossible.










Étape 3. La dernière étape de cette preuve consiste à montrer que pour chaque S ⊂ ∂K,
RKS ⊂ VKS .
Considérons un point zˆ ∈ R̂KS , pour prouver que zˆ ∈ V̂KS , nous montrons d’abord que zˆ peut
s’écrire comme zˆ = xˆ + tnˆx où t ≥ 0, xˆ ∈ Ŝ = [aˆbˆ]. Ensuite, nous montrons que t ≤ txˆ. Pour
cela, nous introduisons l’application
ϕ(ω, t) 7→ (1− ω)(aˆ+ tnˆa) + ω(bˆ+ tnˆb)
et l’ensemble
ÎKS = ϕ([0, 1]× R+) ∩ K̂
qui est un ensemble convexe. Ces ensembles ÎKS sont illustrés sur la figure 3.12 pour les deux cas
et sont construits en parcourant l’élément en partant d’un point xˆ et en suivant un vecteur nˆx.
Prouvons que zˆ ∈ ÎKS . Il est évident que t ≥ 0, sinon pour n’importe quel point xˆ ∈ Ŝ,
xˆ+ tnˆx 6∈ K̂ comme nˆx pointe vers l’intérieur de l’élément.





. Nous considérons yˆ ∈
∂R̂KS , alors il y a trois possibilités, yˆ ∈ Ŝ, yˆ ∈ Â ou yˆ ∈ Ŝ′ (voir définition (3.6) de Σ̂KS,i).





≥ 0 ≥ min
uˆ∈
{




nˆ · aˆbˆ = 0.
• Si yˆ ∈ Â, il existe deux points bˆj , bˆj+1 qui sont des extrémités de Â, et yˆ se trouve sur
la frontière ∂K̂ entre bˆj et bˆj+1, tel que
∣∣∣∣ˆ̂bj aˆyˆ∣∣∣∣ ≤ ∣∣∣∣ ̂bˆj aˆbˆj+1∣∣∣∣ et ∣∣∣∣ˆ̂yaˆbˆj+1∣∣∣∣ ≤ ∣∣∣∣ ̂bˆj aˆbˆj+1∣∣∣∣ (voir fi-
gure 3.12) où
∣∣∣b̂ac∣∣∣ désigne la valeur absolue de l’angle formé entre b et c à partir du point a.




























Figure 3.12 – Illustration des zones ÎKS sur deux cas
















nˆ, aˆyˆ‖aˆyˆ‖ où yˆ∈∂R̂KS
}
 uˆ · aˆbˆ∥∥∥aˆbˆ∥∥∥
 = nˆa.
Nous avons le même résultat pour nˆb.
— Ceci montre que le point réalisant le minimum se trouve sur Ŝ′.
Alors, la définition de nˆa comme un argmin sur Ŝ′ donnée dans la définition 3.3 est la même
que celle évaluée sur la frontière ∂R̂KS . De plus, par continuité de la fonction à minimiser sur un
ensemble fermé, l’argmin de cette fonction sur R̂KS se trouve donc sur sa frontière également.
Donc, zˆ ∈ ÎKS et zˆ peut s’exprimer comme zˆ = xˆ+ tzˆnˆx où xˆ ∈ Ŝ et tzˆ ≥ 0.
Pour terminer cette preuve, montrons que
tzˆ ≤ txˆ.
Deux cas doivent être considérés : zˆ ∈ ∂R̂KS et zˆ ∈ Int(R̂KS ).
Si zˆ ∈ ∂R̂KS , alors il y a les trois mêmes possibilités que précédemment : zˆ ∈ Ŝ, zˆ ∈ Â ou
zˆ ∈ Ŝ′.
• Si zˆ ∈ Ŝ, alors tzˆ = 0 et tzˆ ≤ txˆ.
• Si zˆ ∈ Â, tzˆ = txˆ comme txˆ est défini par le premier cas dans la définition 3.3, et txˆ est la
borne supérieure (autrement le point est à l’extérieur de K̂).
• Si zˆ ∈ Ŝ′ = g−1K (P 1gT (K) ∩K), alors ab ∧ agK(xˆ+ tzˆnˆx) = 0.
Donc, tzˆ ∈
{
t, xˆ+ tnˆx ∈ K̂, ab ∧ agK(xˆ+ t nˆx) = 0
}
et il vient que tzˆ ≤ txˆ.
Finalement, dans tous les cas, si zˆ ∈ ∂R̂KS , alors tzˆ ≤ txˆ.
Considérons maintenant le cas zˆ ∈ Int(R̂KS ). En suivant la ligne partant de xˆ et guidée par
nˆx, il existe yˆ = xˆ+ tyˆnˆx tel que yˆ ∈ ∂R̂KS et tzˆ ≤ tyˆ. Or, par le cas précédent, nous savons que
tyˆ ≤ txˆ, et donc tzˆ ≤ txˆ. Finalement, zˆ ∈ V̂KS .
Ce lemme montre que les zones que l’on construit permettent de contrôler les zones de
retournements.
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3.2.2 Construction d’un estimateur a posteriori spécifique
Maintenant que nous avons une caractérisation des zones de retournements, nous voulons
contrôler la distance de Hausdorff (2.6), non plus uniquement sur l’arête lors de la construction
du maillage 1D mais dans cette zone élargie. Pour un élément K ∈ Th, une arête Ŝ ⊂ Ê,
Ê ∈ T (∂K), l’équation (2.12) définit pour des éléments droits un indicateur d’erreurs ∆KS sur
cette arête, à savoir,






∥∥∥gS(xˆ)− P 1gT (S)(xˆ)∥∥∥X , β ∥∥∥(f ◦ gS) (xˆ)− (f˜ ◦ P 1gT (S)) (xˆ)∥∥∥Y) . (3.8)
Dans la zone V̂KS , nous définissons maintenant l’application suivante :















où les fonctions F et G sont définies ci-après par (3.10) et (3.12). Chaque composante de G,
notée Gi (i = 1, . . . , 3), est définie par :
Gi(fKnum, f S˜vis; xˆ, t) = arg max
{G`i , l=1,...,4}
( ∣∣∣∣(gK)i(xˆ+ t nˆx)−G`i(fKnum, f S˜vis; xˆ, t)∣∣∣∣ ), i = 1, . . . , 3.
(3.10)
Chaque fonction G`, dont les composantes sont notées G`i , (i = 1, . . . , 3), est donnée par
G`(fKnum, f S˜vis; xˆ, t) = P 1gT (E)(xˆ) + t J `gK nˆx, ` = 1, . . . , 4, (3.11)
où J `gK sont équivalentes à des matrices jacobiennes et sont construites à partir des maxima















































avec ∂jgmaxi (resp. ∂jgmini ) le maximum (resp. minimum) de la dérivée partielle de la i-ème
composante de gK dans la j-ème direction. Notons que dans (3.11), J `gK nˆx désigne un produit
matrice vecteur.
De la même manière, nous définissons les fonctions F et F ` (` = 1, . . . , 4) en substituant gK
par fKnum ◦ gK et P 1gT (E) par f S˜vis ◦P 1gT (E) et chaque J `fnum◦gK est défini de la même façon que
J `gK dans (3.10) et (3.11).
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Les composantes Fi (i = 1, . . . , 3) de la fonction F sont donc données par
Fi(fKnum, f S˜vis; xˆ, t) = arg max
{F `i , l=1,...,4}
( ∣∣∣∣(fKnum ◦ gK)i(xˆ+ t nˆx)− F `i (fKnum, f S˜vis; xˆ, t)∣∣∣∣ ), i = 1, . . . , 3.
(3.12)
Chaque fonction F `, dont les composantes sont notées F `i , (i = 1, . . . , 3), est donnée par
F `(fKnum, f S˜vis; xˆ, t) =
(
f S˜vis ◦ P 1gT (E)
)
(xˆ) + t J `fnum◦gK nˆx, ` = 1, . . . , 4. (3.13)















































où ∂jfmaxi (resp. ∂jfmini ) désigne le maximum (resp. minimum) de la dérivée partielle de la
i-ème composante de fnum dans la j-ème direction.
La proposition 3.6 ci-dessous prouve que cet indicateur a posteriori spécifique contrôle la
distance de Hausdorff dans ces zones d’intérêt.
Proposition 3.6. Avec les notations précédentes, soit K ∈ Th et Ŝ ∈ T (∂K̂). Alors,













Preuve. Pour montrer le résultat, il suffit de prouver que pour n’importe quel maillage T (K)
de K, tel que T (K)|S˜ = S˜, G satisfait, pour tout zˆ = xˆ+ t nˆx ∈ V̂KS ,∥∥∥gK(zˆ)− P 1gT (K)(zˆ)∥∥∥X ≤
∥∥∥∥gK(zˆ)−G(fKnum, f S˜vis; xˆ, t)∥∥∥∥
X
.
Et, avec des arguments similaires, il suffit de montrer que∥∥∥∥(fKnum ◦ gK) (zˆ)− (f K˜vis ◦ P 1gT (K)) (zˆ)∥∥∥∥
Y
≤
∥∥∥∥(fKnum ◦ gK) (zˆ)− F (fKnum, f S˜vis; xˆ, t)∥∥∥∥
Y
.
Prenons un point arbitraire zˆ = xˆ + t nˆx ∈ V̂KS , la fonction P 1gT (K)(zˆ) peut être exprimée
comme :
P 1gT (K)(zˆ) = P 1gT (K)(xˆ+ t nˆx) = P 1gT (E)(xˆ) + tJP 1gT (K)(xˆ)nˆx,
où JP 1gT (K) désigne la jacobienne associée à P
1gT (K) et où P 1gT (E) ne dépend uniquement que


















, i = 1, . . . , 3,
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et ∣∣∣(gK)i(zˆ)− (P 1gT (K))i(zˆ)∣∣∣ ≤ ∣∣∣∣(gK)i(zˆ)−G(fKnum, f S˜vis; xˆ, t)∣∣∣∣ , i = 1, . . . , 3.
Nous en déduisons le résultat. Les arguments sont identiques pour traiter l’approximation des
fonctions.
Pour satisfaire l’objectif O3, et de manière similaire à ce qui a été fait dans le cas d’éléments
droits avec l’indicateur ∆T (E) défini dans l’équation (2.13), l’indicateur ΓT (E) doit prendre en
compte toutes les contributions de toutes les traces des fonctions qui ont pour support l’arête
considérée. Ainsi, pour une arête E, l’indicateur s’écrit :





{K∈T (X), S∈T (∂K)}
ΓKS . (3.14)
Cela induit la création d’une liste de fonctions connectées à E. Ces fonctions sont soit des
fonctions 1D pures (dans le cas où il y a des segments), soit des traces de fonctions 2D ou 3D
dont la frontière contient E comme support.
Il faut noter que l’évaluation de cet estimateur ΓKS est plus coûteuse que ∆KS puisque qu’au
lieu de l’estimer sur une arête, une zone plus large est utilisée. Néanmoins, lorsque nous savons
a priori qu’il ne peut pas y avoir de zones de retournements (dans le cas d’éléments droits),
l’indicateur ∆KS défini dans (2.12) est utilisé.
3.3 Modifications de l’algorithme générant la représentation
Dans cette section, nous présentons les modifications apparaissant dans l’algorithme générant
la représentation suite à la définition d’un indicateur d’erreurs spécifique (3.14).
3.3.1 Modifications dans l’algorithme général
En utilisant l’estimation a posteriori donnée par la proposition 3.6, il est possible, lors de la
génération des maillages des frontières des éléments, de contrôler avec précision la représentation
qui sera construite dans les zones de retournements pour n’importe quel maillage 2D reposant
sur ce maillage de frontière. Aussi, une modification de l’algorithme sur le bord est nécessaire
avec l’algorithme 6. Il est important de noter que la construction des maillages 2D est inchangée
(algorithmes 1 et 2).
L’algorithme complet est donné dans l’algorithme 7.
Remarque 3.7. Comme les éléments volumiques courbes ne sont pas traités, l’algorithme 7 se
limite à la gestion des surfaces courbes. Néanmoins, il est toujours possible de traiter des volumes
courbes par l’algorithme 5 donné dans le chapitre 2. Le seul problème est que dans ce cas, la
bjiectivité de l’approximation de la transformation géométrique n’est pas assurée. Cependant, si
les maillages des bords sont suffisamment fins, il est tout à fait envisageable d’essayer de traiter
des volumes courbes. En particulier, les maillages de bords seront assez fins si la trace de la
fonction n’est pas triviale (i.e. si les variations de la fonction sont importantes).
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Algorithme 6 : Modification du maillage du bord (étape 3 de l’algorithme 3) dans le
cas d’éléments courbes.
tant que (ΓT (E) > ε) faire






Évaluations des fonctions J `gK et J
`
fnum◦gK , où ` = 1, . . . , 4, définies dans
(3.11).
Définition de la zone VKS dans (3.2).
Calcul de ΓKS dans (3.9).
fin
fin
Choisir xˆ = arg max ΓT (E) comme un nouveau point pour raffiner T (Ê).
fin
Algorithme 7 : Construction de la représentation fvis pour des éléments courbes
Entrées : Maillage Th, solution numérique fnum, tolérance ε
Sorties : Représentation fvis
1. Calcul des extrema des fonctions et de la géométrie. Évaluation des poids α et β,
équation (2.8), introduits pour la distance de Hausdorff (2.6).
2. Décomposition de la frontière des éléments en dimension inférieure : 2D → 1D.
3. Maillage des éléments 1D et des arêtes (notés T˜1D) :
pour chaque arête E ∈ T˜1D faire
Évaluation de l’estimateur a posteriori ΓT (E).
tant que ΓT (E) > ε faire
Raffinement du maillage de l’élément de référence T (Ê), du maillage de
représentation T (E) et mise à jour de ΓT (E).
fin
fin
4. Maillage des éléments 2D et des faces (notés T˜2D) :
pour chaque face F ∈ T˜2D faire
Construction d’un maillage initial T (F̂ ) à partir des maillages des arêtes Ê ∈ E(F̂ ).
Évaluation de l’estimateur a posteriori ∆T (F ).
tant que ∆T (F ) > ε faire
Raffinement du maillage de l’élément de référence T (F̂ ), du maillage de
représentation T (F ) et mise à jour de ∆T (F ).
fin
fin
5. Génération des sorties.
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3.3.2 Théorème de convergence pour les éléments courbes
De la même manière que pour les éléments droits avec le théorème 2.10 donné dans le chapitre
2, nous établissons maintenant dans le théorème 3.8 un résultat sur la vérification des objectifs
dans le cas courbe.
Théorème 3.8. Soit ε une tolérance fixée et fnum une solution numérique appropriée (vérifiant
les hypothèses H1 à H6). Si l’algorithme 7 a convergé, alors la représentation fvis satisfait les
objectifs O1-O2-O3.
Preuve. L’objectif O1 est toujours vérifié par construction puisque la représentation est définie
à l’aide de fonctions affines sur simplexes.
Le point clef pour vérifier l’objectif O2 est toujours lié à la proposition 2.4 qui montre
que la représentation locale f K˜vis est une fonction si et seulement si P 1gT (K) est une fonction
bijective. Sans cela, la distance de Hausdorff n’est pas bien définie. Les zones, dites de retourne-
ments, qui peuvent amener des pertes de bijectivité, ont été définies et caractérisées. Des zones
constructibles et locales ont ensuite été définies. Le lemme 3.5 a montré que ces dernières zones
permettent d’englober les zones de retournements. La proposition 3.6 a ensuite montré que dans
ces zones, l’estimateur δT (K) est majorée par un indicateur d’erreur spécifique ΓKS que nous
avons défini. Or, δT (K) majore lui-même la distance de Hausdorff (proposition 2.6). Comme le
point qui est ajouté est celui qui réalise l’erreur maximale, si l’estimateur ΓKS est borné par la
tolérance, aucun point ne sera ajouté dans les zones de retournements. Finalement, la distance de
Hausdorff est bien définie à chaque étape de l’algorithme et peut donc être contrôlée par ∆T (K).
La proposition 2.6 montre donc que O2 est satisfait si la tolérance est une borne supérieure à
l’estimateur ∆T (K) pour chaque élément K.
L’objectif O3 est toujours rempli par la proposition 2.8.
3.3.3 Problème d’optimisation pour calculer le paramètre d’avancement
maximal
Pour calculer le paramètre d’avancement maximal, nous distinguons deux cas suivant que
les surfaces considérées se trouvent dans le plan ou dans l’espace. Nous commençons par traiter
le cas plan que l’on généralise dans la section 3.4. Pour cela, un algorithme de Gauss-Newton
est utilisé et est rappelé dans l’annexe C.1.
Nous nous intéressons au calcul du paramètre d’avancement maximal dans la zone de re-
tournements dans le cas où l’élément est plan. Nous considérons un segment Ŝ appartenant à la
cellule de référence K̂. On considère un point xˆ ∈ Ŝ et on cherche donc txˆ le paramètre maximal
d’avancement à l’intérieur de l’élément.
La figure 3.13 illustre la recherche de ce paramètre txˆ. Sur l’élément de référence, la trajectoire
suivie à partir de xˆ, selon nˆx, jusqu’à atteindre la frontière Ŝ′ au point xˆ+ txˆnˆx est rectiligne (en
bleu sur la figure 3.13 à gauche). Sur l’élément réel, l’image par gK de cette trajectoire n’est pas
rectiligne (en bleu sur la figure 3.13 à droite) puisque la transformation géométrique gK n’est
pas linéaire. Nous cherchons un point gK(xˆ+ txˆnˆx) appartenant au segment [gK(aˆ)gK(bˆ)]. Cela
se traduit par
xˆ+ txˆnˆx ∈ Ŝ′ ⇔ ∃xˆ′ ∈ Ŝ, gK(xˆ+ txˆnˆx) = P 1gT (K)(xˆ′). (3.15)
Sur la figure 3.13, nous illustrons l’équation (3.15). Sur l’élément réel, S′ correspond à un segment
(en vert sur la figure 3.13 à droite). C’est l’image par gK de Ŝ′ qui a priori n’est pas un segment
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(également en vert sur la figure 3.13 à gauche). Nous en déduisons que la définition de Ŝ′ dans
le cas 2D plan est donnée par
Ŝ′ =
{
xˆ+ txˆnˆx, xˆ ∈ Ŝ
∣∣∣ ∃xˆ′ ∈ Ŝ, ∃txˆ ≥ 0, gK(xˆ+ txˆnˆx) = P 1gT (K)(xˆ′).} (3.16)
aˆ
xˆ+ txˆnˆx















Figure 3.13 – Illustration de la recherche du paramètre d’avancement maximal.
Le problème de la définition donnée par l’équation (3.16) est qu’elle est implicite. Pour un
point xˆ donné et un paramètre txˆ, il n’est pas facile de savoir si le point gK(xˆ+ txˆnˆx) appartient
au segment, à savoir s’il existe un point xˆ′ ∈ Ŝ′ tel que gK(xˆ+ txˆnˆx) = P 1gT (K)(xˆ′). Aussi, nous
souhaitons nous affranchir de xˆ′ en définissant une autre caractérisation de Ŝ′. Pour cela, nous
introduisons une normale (entrante ou sortante) n′ au segment [gK(aˆ)gK(bˆ)] sur l’élément réel.
Comme P 1gT (K)(xˆ′) ∈ [gK(aˆ)gK(bˆ)], gK(aˆ)P 1gT (K)(xˆ′) ⊥ n′, on a :
xˆ+ txˆnˆx ∈ Ŝ′ ⇔ gK(aˆ)gK(xˆ+ txˆnˆx) ⊥ n′
⇔ 〈gK(xˆ+ txˆnˆx)− gK(aˆ), n′〉X = 0.
Sur la figure 3.13, le vecteur gK(aˆ)gK(xˆ + txˆnˆx) est orthogonal à nˆ′. Nous en déduisons une
nouvelle caractérisation de Ŝ′ :
Ŝ′ =
{
xˆ+ txˆnˆx, xˆ ∈ Ŝ
∣∣∣ ∃txˆ ≥ 0, 〈gK(xˆ+ txˆnˆx)− gK(aˆ), n′〉X = 0} . (3.17)
A partir de cette dernière caractérisation, la définition 3.9 donne, dans le cas 2D plan, une
façon de calculer le paramètre qui nous intéresse.
Définition 3.9 (Calcul de txˆ en 2D plan). Considérons une arête Ŝ = [aˆbˆ] et un point xˆ ∈ Ŝ.
Dans le cas où l’élément K se trouve dans le plan, txˆ est défini par :





gK(xˆ+ tnˆx)− gK(aˆ), n′
〉2
X , (3.18)
où n′ est la normale entrante ou sortante sur l’élément réel (qui vérifie n′ ⊥ gK(aˆ)gK(bˆ)).
Un algorithme de Gauss-Newton est utilisé pour résoudre ce problème d’optimisation et est
rappelé en annexe C.1. Les détails des calculs permettant d’obtenir les résultats suivants se
trouvent en annexe C.3. Dans cette section, nous donnons directement les équations afin de
réaliser un algorithme de Gauss-Newton pour résoudre notre problème.
La fonction à minimiser est la suivante :
h(t) = 12
〈
gK(xˆ+ tnˆx)− gK(aˆ), n′
〉2
X . (3.19)








JgK (xˆ+ tnˆx)nˆx, n′
〉
X . (3.20)
où JgK est la jacobienne de gK . La fonction h′ fait intervenir 2 produits scalaires. Le premier
correspond à la condition d’orthogonalité entre le vecteur gK(aˆ)gK(xˆ + tnˆx) et la normale n′.
Le second fait intervenir la normale n′ et un vecteur résultant du produit matrice-vecteur entre
la matrice jacobienne évaluée au point xˆ+ tnˆx et la normale nˆ. Nous cherchons donc le point t,
noté txˆ, qui annule h′. Pour cela, on s’intéresse à la dérivée de h′ :
h′′(t) =
〈














où HgK est la Hessienne de gK dont les composantes sont données par :
((












nˆknˆj , i = 1, 3. (3.22)
Notons que, dans ce cas plan, la troisième composante est toujours nulle. De manière très
synthétique, l’algorithme est initialisé à
t0 = 0,
et les itérations se font de la façon suivante




où h′ et h′′ sont données par (3.20) et (3.21). L’algorithme complet est donné dans l’algorithme
14 en annexe C.1.
3.3.4 Utilisation de DIRECT pour estimer l’indicateur spécifique
Maintenant que nous avons une caractérisation des zones de retournements et qu’un estima-
teur spécifique a été défini afin de résoudre ce problème, nous explicitons comment en pratique
nous pouvons les utiliser.
Une paramétrisation de la zone pour estimer l’indicateur spécifique
Considérons une arête S ∈ T˜1D issue d’un élément K ∈ Th. L’indicateur ΓKS donné par
l’équation (3.9) est utilisé. Dans sa formulation, il est nécessaire de réaliser une optimisation
sur un sous ensemble V̂KS de K̂. La difficulté vient du fait que V̂KS est lui-même défini par un
autre problème d’optimisation. Cela a pour conséquence que cette estimation devrait être com-
pliquée et coûteuse. Aussi, pour pallier cette difficulté, le domaine V̂KS qui n’est pas explicite
est remplacé par un domaine arbitraire V0 beaucoup plus approprié pour réaliser cette opti-
misation avec DIRECT. Nous choisissons pour V0 un triangle isocèle dont les sommets sont
A(0, 0), B(1, 0), C(0.5, 0.5). Néanmoins, une transformation supplémentaire est nécessaire pour
passer du triangle isocèle à la zone d’intérêt. Un point est référencé sur le triangle isocèle par
ces coordonnées (ω, τ) avec
ω ∈ [0, 1], τ ∈
 [0, ω], si ω ≤ 0.5,[0, 1− ω], sinon.
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Un point zˆ ∈ V̂KS peut être décomposé comme zˆ = xˆ + t nˆx où xˆ ∈ Ŝ et nous notons aˆ et bˆ les
extrémités de Ŝ. Nous introduisons la bijection ψ entre V0 et V̂KS définie par




txˆ, si 0 ≤ ω ≤ 0.5,
τ
1− ωtxˆ, sinon.
Avec cette nouvelle paramétrisation, l’algorithme DIRECT peut être utilisé sur le simplexe
V0. Cet algorithme renvoie la valeur de l’estimateur et les coordonnées (ω, τ) du point dans le
triangle V0 où l’erreur est maximale. Puis, le point zˆ ∈ V̂KS est obtenu à l’aide de ψ. Pour cela,
il est nécessaire de connaitre la valeur de txˆ qui est associée à un point xˆ = (1− ω)aˆ+ ωbˆ ∈ Ŝ.
Celle-ci est obtenue en résolvant un problème d’optimisation qui est détaillé dans la section
3.3.3. Ce dernier calcul est coûteux donc il est très intéressant de limiter le nombre de calculs de
ces paramètres txˆ, qui ne dépendent que du point xˆ associé. Or, la forme spécifique du domaine
à explorer V0, qui est un triangle isocèle et l’utilisation de l’algorithme DIRECT permettent de
drastiquement diminuer le nombre d’évaluations de txˆ à faire. Ceci vient du fait que beaucoup
de points d’évaluation de l’algorithme DIRECT vont avoir la même valeur de txˆ (voir figure
3.14). On rappelle qu’un élément est découpé par l’algorithme en 4 éléments de mêmes tailles
et que la valeur sur chaque élément est évaluée au barycentre. Sur la figure 3.14, différents
barycentres sont affichés en rouge et sont alignés verticalement (pointillé bleu).
(a) Niveau 0 (initial) (b) Niveau maximal 1 (c) Niveau maximal 2
Figure 3.14 – Triangle initial exploré par DIRECT (a), et découpages jusqu’au niveau 1 (b) et
2 (c).
La figure 3.15 illustre certains points testés par l’algorithme DIRECT mis en place. Tout
d’abord, les points sont testés par DIRECT sur le triangle isocèle V0 (figure 3.15.a). La bijection
ψ permet ensuite de passer du triangle isocèle à l’élément de référence (figure 3.15.b). Enfin, la
transformation géométrique gK est utilisée pour revenir à l’élément réel (figure 3.15.c).
Alignement des nœuds
Nous souhaitons montrer que les nœuds (les sommets des éléments de DIRECT et leurs
centres de gravité) sont alignés. Ensuite, nous allons introduire un algorithme de numérotation
des sommets qui va nous permettre de stocker les valeurs txˆ et donc éviter de refaire le problème
d’optimisation.
Le découpage d’un triangle suit toujours le même schéma. Un triangle T formé par les
sommets P1, P2, P3 est découpé en 4 triangles. Pour cela, trois nouveaux points (fils) Pf1 , Pf2
et Pf3 sont définis :
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(a) Sur le triangle isocèle
(b) Sur la cellule de référence
(c) Sur l’élément réel
Figure 3.15 – Points testés par DIRECT sur le triangle isocèle (a), sur la cellule de référence
(b) et sur l’élément réel (c).
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• Pf1 est défini comme l’isobarycentre de P2 et P3 : Pf1 =
1
2(P2 + P3),
• Pf2 l’isobarycentre de P1 et P3 : Pf2 =
1
2(P1 + P3),
• Pf3 l’isobarycentre de P1 et P2 : Pf3 =
1
2(P1 + P2).
Les 4 triangles sont tels que :
• T1 est formé par P1, Pf2 , Pf3 ,
• T2 par P2, Pf1 , Pf3 ,
• T3 par P3, Pf1 , Pf2 ,
• T4 par Pf1 , Pf2 et Pf3 .
Lemme 3.10 (Découpage d’un triangle isocèle en triangles isocèles). Un triangle isocèle dont
la base est parallèle à la base du triangle isocèle initial est découpé, par le découpage précédent,
en 4 triangles isocèles dont les bases respectives sont également parallèles à la base du triangle
isocèle initial.
Preuve. Soit un triangle T formé par les triangles P1, P2 et P3 isocèle en P3 et tel que (P1P2)
soit parallèle à la base du triangle initial (c’est-à-dire l’axe des abscisses).
Figure 3.16 – Découpage de triangles isocèles en triangles isocèles
Les trois nœuds fils Pf1 , Pf2 et Pf3 sont définis comme précédemment. Comme T est isocèle
en P3 et que Pf1 et Pf2 sont définis comme les milieux respectifs de [P2P3] et [P1P3], nous en
déduisons que (Pf1Pf2) est parallèle à (P1P2) par le théorème de Thalès.
Nous introduisons le point I qui est le milieu de [P1Pf3 ]. Comme Pf2 est le milieu de [P1P3],
nous en déduisons que [IPf2 ] est parallèle à [P3Pf3 ]. Alors, P1Pf2 = Pf3Pf2 . Finalement, le
triangle T1 est isocèle en Pf2 et sa base P1Pf3 est parallèle à P1P2 car Pf3 est le milieu de P1P2.
Par symétrie, P2Pf1 = Pf3Pf1 et donc Pf1Pf3 = Pf2Pf3 .
On en déduit :
• T2 est isocèle en Pf1 et sa base P2Pf3 est parallèle à P1P2,
• T3 est isocèle en P3 et sa base Pf1Pf2 est parallèle à P1P2,
• T4 est isocèle en Pf3 et sa base Pf2Pf1 est parallèle à P1P2.
Les notations utilisées sont reportées sur la figure 3.16.
Corollaire 3.11. Les centres de gravité des triangles isocèles ainsi crées ont la même abscisse
(même ω) que les sommets de ces triangles isocèles.
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Démonstration. Comme tous les triangles sont isocèles et que leurs bases respectives sont paral-
lèles à l’axe des abscisses, la hauteur issue du sommet du triangle isocèle passe par le centre de
gravité et est orthogonale à l’axe des abscisses. Nous en déduisons que ces deux points, le centre
de gravité et le sommet du triangle isocèle, ont la même abscisse.
Dans toute la suite, nous noterons indifféremment le paramètre d’avancement maximal txˆ
ou tω où ω est l’abscisse associée au point xˆ.
Définition 3.12. On note Ai l’ensemble Ai =
{
ωi = k2i+1
∣∣∣ k ∈ J0, 2i+1K}, où i correspond à
un niveau (entier naturel) considéré et J·K désigne l’ensemble des entiers dans cet intervalle, à
savoir dans ce cas les élément k ∈ N, tels que 0 ≤ k ≤ 2i+1.
Lemme 3.13 (Alignement des sommets des triangles). L’abscisse ω d’un sommet d’un triangle
de niveau i vérifie ω ∈ Ai (ω est donc un nombre rationnel).
Preuve. Par récurrence, nous montrons qu’au niveau i, les abscisses des sommets des triangles
appartiennent à l’ensemble Ai et que les sommets d’un triangle ont pour abscisses k/(2i+1),
(k + 1)/(2i+1) et (k + 2)/(2i+1) où 0 ≤ k ≤ 2i+1 − 2.
L’ensemble d’exposant 0 est : A0 =
{
ω0k = k/2
∣∣ k ∈ J0, 2K} = {0, 1/2, 1} . Au niveau 0, il
y a un seul élément dont les 3 sommets sont définis en P1(0 0), P2(1 0), P3(0.5 0.5), les
abscisses de ces sommets appartiennent donc bien à A0 et sont de la forme k/2, (k + 1)/2 et
(k + 2)/2 où k = 0.
L’ensemble A1 est : A1 =
{
ω1k = k/4
∣∣ k ∈ J0, 22K} = {0, 4/4, 1/2, 3/4, 1}. Pour passer au
niveau 1, le triangle initial est découpé en 4. Pour cela, trois nouveaux sommets sont créés à
partir des sommets P1, P2 et P3 : Pf1(3/4 1/4), Pf2(1/4 1/4), Pf3(1/2 0). Les abscisses de
ces 6 sommets appartiennent bien à A1. Les 4 triangles sont formés comme sur la figure 3.16.
On vérifie sans difficulté que pour chaque triangles, les abscisses des sommets sont de la forme
k/(22), (k + 1)/(22) et (k + 2)/(22) où k = 0 ou k = 1.
Supposons maintenant qu’au niveau i, les abscisses de tous les sommets appartiennent à Ai
et que les sommets de chaque triangle ont pour abscisses k/(2i+1), (k+1)/(2i+1) et (k+2)/(2i+1)
où 0 ≤ k ≤ 2i+1 − 2.
Considérons un triangle de niveau i de sommets P1, P2 et P3 dont les abscisses valent
respectivement ω1 = k/(2i+1), ω2 = (k + 2)/(2i+1) et ω3 = (k + 1)/(2i+1) où k ∈ J0, 2i+1 − 2K.
En suivant les mêmes notations que précédemment, 3 sommets fils sont créés et notés Pf1 , Pf2
et Pf3 ainsi que 4 triangles T1, T2, T3 et T4. Les abscisses de Pf1 , Pf2 et Pf3 sont respectivement




































= 2k + 22i+1+1 .
(3.23)
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où 1 ≤ k′ ≤ 2i+1+1 − 1. On en déduit que tous ces nouveaux sommets appartiennent à Ai+1.








où k′ est un entier pair tel que 0 ≤ k′ = 2k ≤ 2(i+1)+1. Ces sommets appartiennent donc
également à Ai+1.
Nous voulons maintenant montrer que pour chaque triangle, les abscisses des sommets sont
de la forme k′/(2i+1+1), (k′ + 1)/(2i+1+1) et (k′ + 2)/(2i+1+1) où 0 ≤ k′ ≤ 2i+1+1 − 2. Nous
récapitulons les différents cas possibles dans le tableau 3.1 qui nous permet de vérifier que
l’hypothèse est vraie.
Triangle Sommet 1 | ω1 Sommet 2 | ω2 Sommet 3 | ω3 Lien k′-k Amplitude k′
T1 P1 Pf2 Pf3 k









T2 Pf3 Pf1 P2 k









T3 Pf2 P3 Pf1 k









T4 Pf2 Pf3 Pf1 k







Table 3.1 – Configurations après subdivision du triangle.
Lemme 3.14 (Alignement des centres de gravité). Au niveau i, les centres de gravité des élé-
ments se situent en ωik = k2i+1 pour k=1,. . ., 2
i+1 − 1.
Preuve. D’après le corollaire 3.11, les centres de gravité des triangles ont la même abscisse que
leurs sommets respectifs. Or, par le lemme 3.13, l’abscisse des sommets des triangles se situe en
ω ∈ Ai. Cependant les sommets d’abscisse 0 et 1 (qui ne sont autre que les points P1(0 0) et
P2(1 0) du triangle initial), ne sont pas des sommets de triangles isocèles.
Les centres de gravité des éléments se situent en Ai\{0, 1}, c’est-à-dire en ωik = k2i+1 pour
k = 1, . . . , 2i+1 − 1.
Remarque 3.15. A priori, comme il y a 4i éléments au maximum au niveau i, il y aurait∑i
j=0 4j évaluations de tω (associés aux centres de gravité des éléments) à faire au maximum
(en considérant que tous les éléments sont découpés jusqu’au niveau i).
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Proposition 3.16. Au niveau i, le nombre total de tω à calculer est 2i+1 − 1. Ceux-ci sont
associés aux abscisses ωk = k2i+1 pour k = 1, . . . , 2
i+1 − 1. Pour passer du niveau i au niveau
i+ 1, 2i+1 nouveaux tω doivent être calculés au maximum.
Preuve. Les fonctions étant évaluées aux centres de gravité des éléments, le nombre de tω à
calculer (permettant de passer du triangle isocèle à l’élément de référence) est lié à l’abscisse
des centres de gravité, qui se situent en ωik = k2i+1 pour k = 1, . . . , 2
i+1 − 1. Il y a donc 2i+1 − 1






























































Figure 3.17 – Relations entre les abscisses ω et les indices k pour les premiers niveaux de
DIRECT
Tout ceci permet de diminuer le nombre d’évaluations des paramètres d’avancée maximale
de 2m+1 − 1 au lieu de 4m. La complexité passe donc de O(N) à O(√N).
Stockage des paramètres d’avancée pour l’indicateur spécifique
Lors de l’utilisation de DIRECT, il est nécessaire pour chaque point considéré, de connaitre
la valeur de tω. Or, tω ne dépendant que de ω, si sa valeur a déjà été calculée, il est inutile de la
recalculer, et on peut la récupérer si celle-ci a été stockée auparavant. Aussi, nous introduisons
un stockage des tω. Pour cela, nous associons à chaque valeur de ω un entier kω. Le fait que
kω soit entier est nécessaire pour pouvoir tester si la valeur tω a déjà été calculée. Dans le cas
contraire, il y a un risque d’erreurs d’arrondis si on raisonne directement avec l’abscisse ω.
L’algorithme 8 donne un moyen facile de numéroter les sommets et donc d’avoir l’abscisse du
centre de gravité d’un triangle. Ceci permet donc d’obtenir les coordonnées des points testés par
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DIRECT pour évaluer l’estimateur. Le raffinement de Ŝ ∈ T (Ê) est fait en divisant Ŝ autour
d’un point réalisant le maximum de l’estimateur. L’abscisse d’un tel point peut directement être
obtenue par l’algorithme 8.
Algorithme 8 : Numérotation des sommets dans DIRECT pour les éléments courbes.
Entrées : m le niveau maximal de DIRECT
1. Initialisation des indices associés aux sommets du triangle V0 : A(kA = 0),
B(kB = 2m+1) et C(kC = 2m).
2. Lorsqu’un triangle de sommets V1(kV1), V2(kV2) et V3(kV3) est raffiné, nous notons V4,
V5 et V6 les sommets des segments [V1V2], [V1V3] et [V2V3], générant les triangles du
niveau suivant V1V4V5, V2V4V6, V3V5V6 et V4V5V6. Les indices des nouveaux sommets
sont :
kV4 = (kV1 + kV2) /2, kV5 = (kV1 + kV3) /2, kV6 = (kV2 + kV3) /2.
3.4 Extension au traitement des surfaces courbes dans l’espace
Dans cette section, nous proposons une extension de ce travail au traitement des surfaces
courbes dans l’espace. Les extensions s’inspirent directement du cas plan.
Dans le cas où l’élément ne se trouve pas dans le plan (i.e. surface dans l’espace), la ca-
ractérisation (3.16) ne peut pas être utilisée, car pour un point xˆ′ ∈ Ŝ, il est possible d’avoir
∀zˆ ∈ K̂, P 1gT (K)(xˆ′) 6= gK(zˆ). (3.24)
Nous rajoutons donc une condition supplémentaire dans la définition 3.17.
Définition 3.17. Considérons une arête Ŝ = [aˆbˆ]. Dans le cas où l’élément K se trouve dans
l’espace, S′ est défini par :
S′ =
gK(yˆ), yˆ = arg min
zˆ∈Kˆ/ϕxˆ∗ (zˆ)=0
∥∥∥P 1gT (K)(xˆ∗)− gK(zˆ)∥∥∥X





gK(bˆ)− gK(aˆ), P 1gT (K)(xˆ∗)− gK(zˆ)
〉
, xˆ∗ ∈ Ŝ.
La fonction ϕxˆ∗ introduite impose une condition d’orthogonalité. Nous souhaitons que le
point cherché se trouve dans un plan orthogonal à l’arête de l’élément réel. Cette définition est
cohérente avec le cas plan puisque dans ce cas P 1gT (K)(xˆ∗) = g(zˆ) et donc ϕxˆ∗(zˆ) = 0.
Nous cherchons maintenant une caractérisation de la définition 3.17. On fixe xˆ ∈ Ŝ et on
cherche zˆ ∈ K̂, on introduit les fonctions suivantes :
h˜(zˆ) =
∥∥∥P 1gT (K)(xˆ)− gK(zˆ)∥∥∥2X ,
h(zˆ) = P 1gT (K)(xˆ)− gK(zˆ).
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sous ϕxˆ∗(zˆ) = 0
(3.26)
Nous posons le lagrangien de ce problème :
L(λ, zˆ) = h˜(zˆ) + λϕ(zˆ), (3.27)
où λ ∈ R est un multiplicateur de Lagrange. Soit (λ∗, zˆ∗) le couple vérifiant :
L(λ∗, zˆ∗) = min
(λ,zˆ)∈R×K̂
L(λ, zˆ)
Ce couple (λ∗, zˆ∗) satisfait également








où ∇ϕ est obtenu par un produit matrice-vecteur entre JgTK(zˆ) la transposée de la jacobienne
de la transformation géométrique gK au point zˆ et le vecteur gK(aˆ)gK(bˆ). L’équation (3.28)
peut être interprétée comme une condition de colinéarité entre les deux vecteurs ∇h˜ et ∇ϕ. La





∧ JgTK(zˆ∗)h(zˆ∗) = 0. (3.29)
Nous pouvons de plus remarquer que
ϕxˆ∗(zˆ) = 0⇔ P 1gT (K)(xˆ∗) = gK(aˆ) + 〈gK(zˆ)− gK(aˆ), u〉u, (3.30)
où
u = gK(bˆ)− gK(aˆ)∥∥∥gK(bˆ)− gK(aˆ)∥∥∥X .
En utilisant l’équation (3.30), nous pouvons expliciter h(zˆ∗) :
h(zˆ∗) = gK(aˆ) + 〈gK(zˆ∗)− gK(aˆ), u〉u− gK(zˆ∗). (3.31)

















∧ JgTK(zˆ∗) (gK(zˆ∗)− gK(aˆ)) = 0. (3.33)
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Remarque 3.18. La matrice jacobienne est une matrice rectangulaire puisque la cellule de
référence est de dimension deux et l’élément réel de dimension trois. L’équation (3.33) peut être
interprétée comme une condition nécessaire de colinéarité dans le plan tangent à la surface en
zˆ∗.
Remarque 3.19 (Lien avec la condition donnée en 2D plan). Dans le cas 2D plan, la matrice








Nous obtenons une simple condition de colinéarité équivalente à la condition donnée pour le cas
2D plan.
Comme précédemment, zˆ ∈ Kˆ s’écrit à partir d’un point xˆ ∈ Ŝ et de nˆx :
zˆ = xˆ+ tnˆx (avec 0 ≤ t).
En remplaçant dans l’équation (3.33), nous obtenons
JgTK(xˆ+ txˆnˆx)(b− a) ∧ JgTK(xˆ+ txˆnˆx)(gK(xˆ+ txˆnˆx)− a) = 0, (3.34)
où on a utilisé les identités a = gK(aˆ) et b = gK(bˆ).
Définition 3.20 (Calcul de txˆ pour des surfaces dans l’espace). Considérons une arête Ŝ = [aˆbˆ]









Pour déterminer txˆ défini par (3.35), nous utilisons un algorithme de Gauss-Newton et nous
introduisons les fonctions Ψ et f définies par
Ψ(t) = ‖f(t)‖2X ,
f(t) = JgTK(xˆ+ tnˆx) (b− a) ∧ JgTK(xˆ+ tnˆx) (gK(xˆ+ tnˆx)− a)
= u(t) ∧ v(t),
avec,
u(t) = JgTK(xˆ+ tnˆx) (b− a) ,
v(t) = JgTK(xˆ+ tnˆx) (gK(xˆ+ tnˆx)− a) .






(ab)i, k = 1, 2.









 (bi − ai), k = 1, 2.
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, k = 1, 2.
Finalement,






L’algorithme s’écrit donc de la façon suivante
t0 = 0,
tn+1 = tn − Ψ(tn)Ψ′(tn) .
Ceci permet de calculer txˆ et donc de caractériser les zones de retournements.
3.5 Conclusions du chapitre
Dans ce chapitre, nous avons modifié certains aspects de notre approche pour pouvoir traiter
des éléments courbes. En particulier, un estimateur spécifique est introduit. Celui-ci permet
de raffiner les maillages de bord afin d’éviter d’avoir des recouvrements ou retournements dus
à une perte de bijectivité de l’approximation de la transformation géométrique. Pour cela, les
zones de retournements sont identifiées et caractérisées. L’algorithme DIRECT est utilisé pour
évaluer l’estimateur spécifique. Bien que la méthodologie et les résultats soient basés pour des
surfaces courbes, il est envisageable de traiter des volumes courbes également.
Le chapitre suivant est consacré aux validations numériques de la méthode de visualisation
définie à partir du chapitre précédent et étendue dans ce chapitre.
Chapitre 4
Validations numériques de la
méthode de visualisation
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Dans le chapitre 2, nous avons construit une méthodologie et des algorithmes pour pouvoir
visualiser des méthodes d’ordre élevé sur des éléments droits, ceux-ci pouvant être des surfaces
ou des volumes. Dans le chapitre 3, nous avons étendu la méthode pour pouvoir traiter des
surfaces courbes.
Dans ce chapitre, nous validons sur des exemples numériques ce qui a été présenté dans les
deux précédents chapitres.
Dans un premier temps, nous montrons l’intérêt de la méthode sur des éléments droits. Nous
commençons par montrer pourquoi un contrôle ponctuel est crucial en comparant notre méthode
basée sur une norme L∞ à une approche qui serait guidée par une norme L2. Ensuite, nous
comparons l’approche adaptative que nous proposons à des raffinements réguliers sur plusieurs
exemples de complexité croissante.
Dans un deuxième temps, les traitements spécifiques liés aux éléments courbes sont mis en
évidence. Pour cela, les deux types d’indicateurs d’erreurs, l’un ne prenant en compte que le bord
des arêtes, l’autre prenant en compte un voisinage, sont utilisés dans différentes configurations.
Dans un troisième temps, nous constatons que la qualité des éléments du maillage de repré-
sentation peut être de piètre qualité dans certaines situations très spécifiques et nous proposons
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de l’améliorer en nous basant sur ce qui a été fait pour les éléments courbes où un voisinage de
la frontière est considéré.
4.1 Validations pour le traitement des éléments droits
Dans cette section, nous nous intéressons à la validation de la démarche sur différents
exemples numériques. Nous commençons par comparer un raffinement basé sur une norme L2
à notre approche qui assure un contrôle ponctuel à l’aide de la norme L∞. On pourrait en effet
être tenté d’utiliser une norme L2 puisque l’évaluation de l’erreur de visualisation en norme L2
est très facile et rapide à mettre en place. Ensuite, nous montrons les intérêts d’une approche
adaptative par rapport à un redécoupage uniforme qui serait fait naïvement.
4.1.1 Comparaison des contrôles en normes L2 et L∞
Plusieurs critères peuvent être utilisés pour contrôler l’erreur de visualisation comme nous
l’avons vu dans la section 1.3.3. Le but de ces paragraphes est de justifier le besoin d’un contrôle
ponctuel. Ceci est important puisque dans la suite, les erreurs de visualisation seront calculées
en norme L∞ dans cette optique. Sur la figure 4.1, nous comparons des représentations obtenues
lorsque la construction est guidée en suivant les normes L2 et L∞. Les fonctions considérées sont
des fonctions de type Gauss-Lobatto d’ordre p = 3. Celles-ci sont notées ϕGLpij , i, j = 1, . . . , p+1
où p désigne l’ordre. Les points de Gauss-Lobatto ξij = (ξi, ξj) sont définis à partir des points de
Gauss-Lobatto de dimension un ξi [Abramowitz and Stegun, 1964]. Le support de ces solutions
est à chaque fois le carré unité, la représentation de la géométrie est donc triviale. Sur la figure
4.1.a, la fonction ϕGL322 est représentée sur un maillage très fin, il s’agit de la visualisation de «
référence » que l’on souhaite représenter.
La figure 4.1.b est obtenue par une stratégie adaptative mais guidée par la norme L2 sous
la tolérance 1%. Ceci signifie que pour chaque élément du maillage de représentation, l’erreur
de visualisation (i.e. l’écart entre la solution numérique et sa représentation) est calculée en
norme L2, et tant qu’un élément a une erreur plus grande que la tolérance fixée, ce dernier est
raffiné par l’ajout d’un nœud au maillage de représentation au centre de gravité de l’élément en
question. Même si la tolérance est assez fine, le rendu est très éloigné de la solution de référence.
La figure 4.1.c est obtenue par notre approche, avec la norme L∞, pour la même tolérance de
1 %. La différence est que cette fois-ci, un contrôle ponctuel est assuré sur tout l’élément. Les
maillages de représentation sur ces deux dernières figures sont affichés en blanc.
Sur les trois figures suivantes, 4.1.d, 4.1.e and 4.1.f, la fonction est la somme de deux
fonctions de base de type Gauss-Lobatto : ϕGL322 +0.05 ϕGL333 . Cette dernière est donc très proche
de la première fonction de base de Gauss-Lobatto mais avec l’ajout d’une seconde fonction
de base dont l’amplitude est de 5 % la première. Une fois de plus, la figure 4.1.d fait office
de référence où la fonction est représentée sur un maillage très fin. Lorsque la norme L2 est
utilisée pour représenter cette fonction, figure 4.1.e, sous la même tolérance de 1 %, l’ajout de
la seconde fonction de base n’est pas « détectée » et le rendu est quasiment similaire au premier
cas où il n’y avait qu’une fonction de base. Cependant, on s’attendrait à ce que la perturbation
0.05 ϕGL333 soit détectée car la précision cible de 1% est donc plus petite que le taux d’amplitude
de 5% de cette perturbation. Une part significative de l’information est donc perdue. Le contrôle
en norme L∞ permet quant à lui d’éviter ce genre d’artefact de visualisation puisque, sur la
figure 4.1.f, les deux fonctions de bases apparaissent bien.
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(a) ϕGL322 (référence) (b) ϕGL322 (norme L2) (c) ϕGL322 (norme L∞)
(d) ϕGL322 + 0.05 ϕGL333 (référence) (e) ϕGL322 + 0.05 ϕGL333 (norme L2) (f) ϕGL322 + 0.05 ϕGL333 (norme L∞)
































Reference (one basis function)
L2 (one basis function)
L∞ (one basis function)
Reference (two basis functions)
L2 (two basis functions)
L∞ (two basis functions)
(g) Un tracé par rapport à une diagonale du carré des 6 fonctions précédentes (plot over line)
Figure 4.1 – Représentations de fonctions de base de Gauss-Lobatto d’ordre 3 sur un carré
(précision 1%).
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Finalement, sur la figure 4.1.g, chacune des 6 fonctions précédentes est tracée par rapport à
une diagonale du carré (plot over line). Les extrémités du segment sont deux points du carré :
(0,0) et (1,1). Cette extraction confirme qu’avec la norme L2, le rendu ne détecte par la seconde
fonction de base. Les deux tracés des représentations obtenues par la norme L2 sont quasiment
identiques. Lorsque la norme L∞ est utilisée à la place, la différence est perçue et les courbes «
suivent » la solution de référence.
Remarque 4.1. Le contrôle ponctuel demandé à un coût. En effet, alors qu’il est très rapide
de calculer l’erreur de visualisation en norme L2 par exemple, l’estimation en norme L∞ est
évidement beaucoup plus couteuse. Cette question des coûts n’est pas abordée dans ce chapitre
où nous montrons les intérêts d’utiliser notre méthode de visualisation. Cependant, dans les
conclusions de ce manuscrit, nous discuterons des coûts et donnerons des pistes pour accélérer
ces estimations.
4.1.2 Comparaison du raffinement adaptatif avec un raffinement uniforme :
Fonction de base Gauss Q3
Dans cette partie, nous montrons l’intérêt du raffinement adaptatif sur des cas concrets où
l’utilisation d’une subdivision uniforme va nécessiter un nombre de points important sous peine
d’avoir une précision faible sur la représentation, c’est à dire une erreur de visualisation non
négligeable. Nous considérons d’abord une « simple » fonction de base puis un cas plus concret
issu d’un résultat numérique.
Les fonctions de base sont les clefs de voûte des méthodes numériques. Il est donc naturel
de s’intéresser à leur représentation puisqu’une solution numérique d’ordre élevé est construite
à partir de fonctions de base et de degrés de liberté. Le premier cas qui nous intéresse est une
fonction de base de type Gauss, d’ordre 3. Nous nous intéressons à une seule fonction de base
définie sur le carré unitaire. L’approximation de la géométrie est triviale puisqu’il n’y a pas
d’erreur géométrique à considérer. Les fonctions de base de type Gauss correspondent à des
polynômes de Lagrange notés ϕGpij , i, j = 1, . . . , p+1 (où p désigne l’ordre du polynôme) définies
à partir des points de Gauss ξij = (ξi, ξj) où ξi sont les points de Gauss définis sur le segment
unité [Abramowitz and Stegun, 1964]. Les points de Gauss sur l’élément carré de référence sont
donc simplement définis par une tensorisation des points 1D. Plus de détails sur ces fonctions
de base pourra se trouvent dans l’annexe B.
Sur la figure 4.2, nous avons représenté sur un maillage de représentation très fin, une telle
fonction de base, en l’occurrence ϕG322 , définie sur le carré unité. Le maillage de représentation
est montré sur la figure 4.2.b et comporte 80000 triangles. Ce nombre est bien entendu énorme
pour représenter une « simple » fonction de base d’ordre 3 mais cela nous permet d’avoir une
visualisation de référence.
Sur la figure 4.3, nous comparons les représentations obtenues lorsque le maillage de repré-
sentation est défini par la méthode adaptative avec des maillages de représentation uniformes.
Pour une précision demandée de 1%, la méthode adaptative nécessite 700 triangles dans le
maillage de représentation : ces résultats se trouvent sur les figures 4.3.a et 4.3.d. Ensuite,
si nous générons un maillage de représentation régulier avec un nombre similaire d’éléments,
à savoir 722 triangles, les représentations obtenus se trouvent sur les figures 4.3.b et 4.3.e et
l’erreur de visualisation passe à 7.14 %. Pour atteindre la même précision de 1 % avec une
subdivision uniforme, 6272 triangles sont nécessaires sur les figures 4.3 et 4.3.f au lieu des 700
dans le cas adaptatif. En comparant « grossièrement » les figures 4.3.a et 4.3.b, on peut penser
4.1. VALIDATIONS POUR LE TRAITEMENT DES ÉLÉMENTS DROITS 95
(a) Sur maillage de représentation uni-
forme très fin
(b) Avec maillage de repré-
sentation (en wireframe)
(c) Représentation en re-
lief
Figure 4.2 – Une fonction de base de type Gauss d’ordre 3 sur un élément carré.
qu’il n’y a pas beaucoup de différences. Cependant, en zoomant près des zones où les variations
de la fonction sont importantes, on s’aperçoit sur les figures 4.4.a et 4.4.b que la subdivision
régulière peut donner localement une information incorrecte.
La cartographie de l’erreur de visualisation se trouve sur la figure 4.5. Pour chaque élément
du maillage de visualisation, l’écart entre la solution numérique et sa représentation est
calculée. La figure 4.5.b, montre que l’erreur est localisée près de l’origine et que le maillage
de représentation doit être raffiné dans cette zone. Aussi, le maillage de représentation obtenu
par la méthode adaptative sur la figure 4.3.d est raffiné dans cette zone. La taille des triangles
varie beaucoup en fonction de la richesse de la fonction à représenter. La figure 4.6 illustre les
cartographies d’erreurs, comme la figure 4.5, mais une unique colorbar est utilisée, c’est à dire
que la même étendue de valeur est utilisée afin de marquer les différences entre l’adaptatif et
l’uniforme. Pour quasiment le même nombre d’éléments, la méthode adaptative permet d’avoir
une erreur faible sur tout l’élément, contrairement à la subdivision régulière. La méthode
auto-adaptative cherche à uniformiser l’erreur de visualisation.
Tous ces résultats sont regroupés dans le tableau 4.1 où d’autres précisions sont également
investiguées. Pour la même fonction, la figure 4.7 montre les courbes de convergence avec la
méthode adaptative et avec un découpage uniforme. Dans tous les cas, la méthode adaptative
est plus optimale.
4.1.3 Comparaison du raffinement adaptatif avec un raffinement uniforme :
Problème d’élasticité résolu par la méthode Galerkin Discontinue
Nous considérons maintenant un problème de propagation d’ondes élastiques dans un
tri-milieu calculé par une méthode de Galerkin Discontinue [Dudouit, 2014]. Des fonctions de
base de Gauss sont utilisées, celles-ci sont d’ordre 7. Le maillage de calcul est un maillage
cartésien composé de 24× 24 cellules (en magenta sur les figures qui suivent).
Avant de quantifier les erreurs de représentation, nous comparons pour un nombre d’éléments
similaires les représentations obtenues avec les subdivisions régulières (gauche) et adaptatives
(droite) sur la figure 4.8. Lorsque l’on regarde « de loin » les représentations obtenues sur les
figures 4.8.a et 4.8.b, on ne voit pas forcément de différences et on pourrait même se demander
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(a) Adaptatif (b) Uniforme 19× 19 (c) Uniforme 56× 56
(d) Adaptatif : avec maillage de
représentation (700 éléments)
(e) Uniforme 19 × 19 : avec
maillage de représentation (722
éléments)
(f) Uniforme 56 × 56 : avec
maillage de représentation
(6272 éléments)
Figure 4.3 – Représentation d’une fonction de Gauss Q3 avec la méthode adaptative (gauche),
avec un découpage uniforme pour un nombre similaire d’éléments (milieu) et avec un découpage
uniforme pour une précision similaire (droite). Le maillage de représentation est affiché en blanc
sur la deuxième ligne.
(a) Adaptatif : zoom près de l’ori-
gine
(b) Uniforme 19 × 19 : zoom près
de l’origine
(c) Uniforme 56 × 56 : zoom près
de l’origine
Figure 4.4 – Zoom près de l’origine de la figure 4.3 pour la représentation d’une fonction de
Gauss Q3 avec la méthode adaptative (gauche), avec un découpage uniforme pour un nombre
similaire d’éléments (milieu) et avec un découpage uniforme pour une précision similaire (droite).
4.1. VALIDATIONS POUR LE TRAITEMENT DES ÉLÉMENTS DROITS 97
(a) Adaptatif : cartographie de l’er-
reur
(b) Uniforme 19×19 : cartographie
de l’erreur
(c) Uniforme 56×56 : cartographie
de l’erreur
Figure 4.5 – Cartographie de l’erreur (voir figure 4.3) pour la représentation d’une fonction de
Gauss Q3 avec la méthode adaptative (gauche), avec un découpage uniforme pour un nombre
similaire d’éléments (milieu) et avec un découpage uniforme pour une précision similaire (droite).
(a) Adaptatif : cartographie de l’erreur (b) Uniforme 19× 19 : cartographie de l’er-
reur
Figure 4.6 – Cartographie des erreurs de visualisation pour la fonction de gauss Q3 entre les
méthodes adaptatives et uniformes pour un nombre similaire d’éléments avec la même colorbar
(celle du cas uniforme).
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Méthode utilisée Nombre de triangles Précision atteinte Ratio (unif./adap.)
Adaptative (10) 56 9.80 %
Uniforme (6× 6) 72 34.37 % 3.50
Uniforme (15× 15) 450 10.53 % 8.03
Adaptative (1) 700 0.99 %
Uniforme (19× 19) 722 7.14 % 7.21
Uniforme (56× 56) 6272 1.01 % 8.96
Adaptative (0.1) 7230 0.10 %
Uniforme (60× 60) 7200 0.88 % 8.80
Uniforme (184× 184) 67712 0.10 % 9.36
Table 4.1 – Comparaison de la méthode adaptative avec un raffinement uniforme pour une
fonction de Gauss d’ordre 3.

















Figure 4.7 – Comparaison de la méthode adaptative avec un découpage uniforme pour une
fonction de base Gauss d’ordre 3.
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(a) Avec maillage de représentation uniforme
7× 7 : 56448 éléments
(b) Avec maillage de représentation adaptatif
(0.5 %) : 52108 éléments
(c) Un zoom de (a) (d) Un zoom de (b)
Figure 4.8 – Propagation d’une onde élastique dans un tri-milieu calculée par une méthode
Galerkin Discontinue Q7 sur un maillage uniforme 24× 24. Représentation à 0.5 %
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s’il y a un réel intérêt d’avoir un maillage de représentation adaptatif. Néanmoins, lorsque l’on
regarde plus précisément avec les figures 4.8.c et 4.8.d, les défauts d’une subdivision régulière
apparaissent clairement visuellement. Nous allons maintenant quantifier ces différences.
Sur la figure 4.9, plusieurs représentations de la solution numérique au temps final sont
affichées. Sur la figure 4.9.a, la méthode adaptative est utilisée sous la tolérance fixée à 0.5 %.
Le maillage de représentation y est affiché en blanc. Celui-ci est composé de 52108 éléments,
ce qui implique une moyenne de 90 éléments par cellule. Nous nous intéressons en particulier
à une petite zone qui est mise en évidence en pointillés noires sur la figure 4.9.a. Cette zone
est intéressante car la solution y est riche. En effet, le changement de milieu physique implique
des recombinaisons d’ondes. Des zooms sont donc effectués sur les figures 4.9.b et 4.9.c où une
subdivision uniforme est comparée avec notre méthode. Une méthode de Galerkin Discontinue
étant utilisée, des discontinuités, correspondant aux sauts numériques sont affichées. Comme
demandé par l’objectif O3, la restitution de ces sauts est bien effectuée sur la figure 4.9.c.
Sur la figure 4.9.b, chaque cellule du maillage de calcul est redécoupée de manière uniforme
en 7 × 7 (correspondant à 98 triangles). Ce choix de découpage est fixé a priori et est motivé
par le fait que l’ordre des fonctions est 7. Choisir comment redécouper de manière uniforme
est délicat et dépend de la solution à représenter. Une « règle » choisie pour cet exemple
est de calibrer le découpage en fonction de l’ordre des fonctions de base. Cependant, dans la
plupart des cas, soit la représentation n’est pas assez précise, soit beaucoup de découpages
sont nécessaires, ce qui implique de nombreux calculs et interpolations ainsi que des coûts en
mémoire élevés. Dans tous les cas, comme la figure 4.9 le montre, même si sur chaque cellule
du maillage de calcul, l’ordre est constant, la richesse de la solution peut varier énormément
d’une cellule à l’autre. Ainsi, un maillage de représentation non-uniforme est nécessaire. Avec la
subdivision fixée en 7×7, l’erreur de visualisation est de 10,5 % en norme L∞. La représentation
obtenue n’est donc pas précise.
De plus, tous les post-traitements, comme les sorties de lignes de niveau ou encore les
coupes, qui sont effectués à partir de cette « mauvaise » représentation sont évidement égale-
ment erronés. En particulier, sur les figures 4.9.b et 4.9.c, dix lignes de niveau (isolines) sont
affichées. On voit clairement que celles obtenues par le raffinement uniforme ne sont pas précises.
Nous nous intéressons maintenant à une cellule du maillage de calcul, noté C, qui se trouve
au milieu de la zone en pointillé noire. Cette dernière est particulièrement intéressante car elle
contient beaucoup d’informations en raison du changement de milieu. Sur la figure 4.9.d, un
zoom sur cette cellule est effectué où un raffinement uniforme 7 × 7 a été utilisée pour générer
une grille de visualisation. L’erreur de visualisation dépasse les 10 %. Pour avoir une précision
similaire, avec la méthode adaptative, seulement 23 éléments sont nécessaires (figure 4.9.e). Sur
la figure 4.9.f, le même nombre global d’éléments est utilisé avec la méthode adaptative. La
précision atteinte est inférieure à 0.5 %.
Le tableau 4.2 résume toutes ces informations. Le nombre d’éléments nécessaires pour avoir
une précision similaire est comparé pour plusieurs cas. Le nombre total d’éléments pour avoir
10 % (respectivement 1 %) de précision est 25 (respectivement 33) fois plus grand avec une
subdivision uniforme qu’avec la méthode adaptative.
On comprend facilement que la méthode adaptative est nécessaire puisque sur certains élé-
ments du domaine de calcul, il n’y a besoin de peu d’éléments dans le maillage de représentation
tandis que pour d’autres éléments, les maillages de représentation sont raffinés afin de capter
toute la richesse locale de la solution.
4.1. VALIDATIONS POUR LE TRAITEMENT DES ÉLÉMENTS DROITS 101
(a) Représentation de la solution numérique avec
la méthode adaptative (0.5 %).
(b) Zoom sur la zone en pointillé noire de (a),
subdivision uniforme 7× 7, 56448 éléments
(c) Zoom sur la zone en pointillé noire de (a),
méthode adaptative (0.5 %), 52108 éléments
(d) Focus sur la cellule centrale de
la zone en pointillé noire, notée C,
uniforme 7× 7, 98 éléments
(e) Focus sur la cellule C, adapta-
tive 10 %, 23 éléments
(f) Focus sur la cellule C, adapta-
tive 0.5 %, 818 éléments
Figure 4.9 – Propagation d’une onde élastique dans un tri-milieu calculée par une méthode
Galerkin Discontinue Q7 sur un maillage uniforme 24× 24.
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Méthode Local (cellule C) Global (576 cellules)
Nb. d’éléments Préc. atteinte Nb. d’éléments Préc. atteinte
Adaptative (10) 23 9.93 % 2194 (≈ 4/cell.) 9.93 %
Uniforme 7× 7 98 10,4 % 56448 (98/cell.) 10,5 %
Adaptative (1) 416 1.00 % 24856 (≈ 43/cell.) 1.00 %
Uniforme 27× 27 1458 1.03 % 839808 (1458/cell.) 1.03 %
Table 4.2 – Comparaison du nombre d’éléments des maillages de représentation générés avec
une subdivision uniforme et avec la méthode adaptative pour plusieurs précisions sur une cellule
du domaine (local, cellule C) et sur le domaine en entier (global).
4.1.4 Exemples volumiques : modes sur hexaèdres.
Dans cette section, nous traitons deux exemples analytiques volumiques afin de montrer que
notre méthode de visualisation permet de traiter des éléments de dimension 3. Les éléments
géométriques considérés sont des hexaèdres simples, définis par 8 sommets.
Le premier mode est défini de la façon suivante
f(r, s, t) = sin (2pirC0) sin (2pisC1) , (4.1)
où C0 et C1 sont deux constantes.
Deux éléments hexaèdriques composent le maillage. Le premier élément est le l’hexaèdre
unité. Pour ce premier élément, les constantes sont fixées à C0 = C1 = 2. Le second élément est
de même taille (longueurs des arêtes égales à un) et est son voisin. Pour ce dernier, les constantes
sont fixées à C0 = C1 = 3.
Ce mode est représenté sur la figure 4.10 avec notre méthode de visualisation à 1 %. Le
maillage de représentation est constitué de 27195 tétraèdres pour ces deux éléments. La figure
4.10.a montre le rendu obtenu. Les extrema de la fonction (-1 et 1) sont bien restitués. La
fonction est nulle sur plusieurs faces étant donné que des sinusoïdes définissent la fonction.
Cependant, la fonction n’est pas nulle à l’intérieur comme le montre la coupe effectuée sur la
figure 4.10.b. Le plan de coupe, effectué sous ParaView, est affiché en rouge. Deux courbes de
niveau sont extraites sur la figure 4.10.c correspondant aux valeurs -0.5 et 0.5. Des cylindres
sont obtenus comme la fonction ne varie pas suivant la composante z (voir équation (4.1)).
Le maillage de représentation est exhibé sur la figure 4.10.d. Le côté anisotropique est bien
visible puisqu’il n’y a pas de points ajoutés à l’intérieur des deux hexaèdres comme le montre
la figure 4.10.e. Cela montre la pertinence de l’algorithme (estimateur d’erreur et choix du point).
Nous considérons maintenant le mode suivant
f(r, s, t) = sin (2pirC0) sin (2pisC1) sin (2pitC2) , (4.2)
où C0, C1 et C2 sont des constantes.
Nous considérons un seul élément, l’hexaèdre unité et nous fixons les constantes comme
C0 = C1 = C2 = 1. Ce mode est représenté avec notre méthode à 0.5% sur la figure 4.11.
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(a) Représentation obtenue. (b) Une coupe (plan de coupe en rouge).
(c) Deux isolines (-0.5 et 0.5). (d) Avec maillage de représentation.
(e) Points constituant le maillage de représentation.
Figure 4.10 – Représentation d’un mode plan donné par (4.1) sur des hexaèdres avec notre
méthode de visualisation à 1%.
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Le maillage de représentation est composé de 140 546 tétraèdres. Sur la figure 4.11.a, nous
avons effectué une coupe dans le logiciel ParaView afin de montrer le mode à l’intérieur de
l’élément. Sur la figure 4.11.b, nous avons représenté deux isosurfaces (-0.5 et 0.5). Comme les
trois constantes de (4.2) sont identiques, ces surfaces sont des boules de mêmes rayons. Par
rapport au mode précédent, il y a naturellement beaucoup plus de tétraèdres car le maillage de
représentation est cette fois-ci aussi composé de points à l’intérieur de l’hexaèdre.
(a) Une coupe (plan de coupe en rouge). (b) Deux isosurfaces (-0.5 et 0.5).
Figure 4.11 – Représentation d’un mode donné par (4.2) sur des hexaèdres avec notre méthode
de visualisation à 0.5%.
4.2 Validations pour le traitement des éléments courbes
Dans le chapitre 3, nous avons proposé une méthodologie pour traiter les éléments courbes.
Nous avons vu que si l’indicateur d’erreurs défini dans le chapitre 2 est utilisé tel quel, la
représentation obtenue peut faire apparaitre des recouvrements. Pour éviter cela, un estimateur
spécifique a été développé pour éliminer ces problèmes. Dans cette section, nous souhaitons donc
montrer sur des exemples numériques les gains obtenus par ce dernier.
4.2.1 Fonction de base Gauss-Lobatto Q6 sur un quadrangle Q2
Nous nous intéressons à un cas très simple puisque qu’une seule cellule dans le domaine de
calcul est considérée. La cellule en question est un quadrangle Q2 qui est donc définie par 9
nœuds et dont la transformation géométrique gK est d’ordre 2. La configuration de l’élément
est donné sur la figure 4.12.a. Nous considérons une fonction de Gauss-Lobatto d’ordre 6 définie
sur cet élément : ϕGL632 où les notations précédentes sont reprises. Ceci signifie que la fonction
est nulle sur le bord de l’élément car elle est construite à partir d’un degré de liberté intérieur.
Cette fonction est donc nulle à tous les autres degrés de liberté. Cette fonction est visible sur
la figure 4.12 sur un maillage de représentation très fin.
Sur la figure 4.13, les représentations obtenues à l’aide des deux estimateurs à savoir l’esti-
mateur classique ∆KS (défini à partir de (3.8)) et l’estimateur spécifique ΓKS (défini à partir de
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(a) Configuration (b) Fonction
Figure 4.12 – Une fonction de base de type Gauss-Lobatto d’ordre 6 sur un quadrangle Q2.
(3.9)) sont comparées. Les maillages de représentation sont affichés ainsi que le maillage du bord
qui est épaissi. La particularité de la fonction considérée est qu’elle est constante sur le bord.
Ceci signifie que lors du traitement des arêtes, si l’estimateur classique (pour les éléments
droits) est utilisé, l’erreur due aux fonctions est nulle sur le bord et il n’y a donc que l’erreur
due à l’approximation de la géométrie à contrôler. Notons qu’il y a trois arêtes où il n’y a pas
besoin d’ajouter de points. En effet, l’erreur de visualisation y est nulle car ce sont des segments.
Concernant la quatrième arête, qui est un segment sur la cellule de référence mais est courbe
sur l’élément réel, certains points sont ajoutés sur le maillage de représentation afin d’approcher
la géométrie à la précision demandée. Le nombre de segments sur chaque arête est répertorié
dans le tableau 4.3. Lorsque l’indicateur classique (3.8) est utilisé, comme uniquement le bord
est pris en compte, une zone de recouvrement apparait sur les figures 4.13.a et 4.13.c. Ceci vient
du fait que certains points du maillage 2D sont à l’extérieur de la cellule construite à partir de
cette approximation du bord.
Estimateur Arête 1 Arête 2 Arête 3 Arête 4 Quadrangle Q2
Classique ∆KS 1 2 1 1 221
Spécifique ΓKS 1 11 1 1 216
Table 4.3 – Nombre d’éléments sur les maillages de représentation de la figure 4.13 pour chaque
arête et sur le quadrangle Q2.
Cependant, lorsque l’indicateur spécifique (3.9) est utilisé, celui-ci prend en compte les
variations des fonctions au voisinage de chaque arête et ne se limite pas simplement à l’arête
en question. La conséquence, comme le montre le tableau 4.3, est qu’un raffinement du
maillage du bord est réalisé afin d’éviter les zones de recouvrements pour la précision cible.
Ainsi, pour l’arête qui posait problème, le maillage de représentation passe de 3 à 12 points
(c’est à dire de 2 à 11 segments). Par conséquent, il n’y a plus de points qui sortent (figures
4.13.b et 4.13.d) lors du traitement de l’intérieur. Ainsi, il n’y a plus de recouvrement. Il
est important de noter que dans les deux cas, le nombre d’éléments est similaire et qu’avec
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(a) Représentation avec ∆KS (b) Représentation avec ΓKS
(c) Zoom de (a) (d) Zoom de (c)
Figure 4.13 – Représentation à une précision de 3.5 % avec les deux indicateurs ∆KS (a et c)
and ΓKS (b et d) d’une fonction de base Gauss-Lobatto Q6 sur un quadrangle Q2.
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l’estimateur spécifique, il y a même dans ce cas moins d’éléments. Cela signifie que même s’il y a
un raffinement du bord, cela n’implique par de surcoût sur le maillage de l’intérieur de l’élément.

















Figure 4.14 – Comparaison de la méthode adaptative avec un découpage uniforme pour une
fonction de base Gauss d’ordre 6 sur un quadrangle Q2.
Enfin, à l’instar de ce que nous avons fait pour des éléments droits, nous comparons la
méthode adaptative avec un raffinement uniforme sur la figure 4.14. Le tableau 4.4 répertorie
quelques valeurs. Les ratios entre les méthodes uniforme et adaptative sont également précisés.
A savoir, pour une précision donnée, le rapport entre le nombre d’éléments générés pour les deux
méthodes, et vice et versa. Ces ratios augmentent avec l’augmentation de la taille du problème.
De plus, par rapport à la section 4.1.2 où une fonction Q3 sur un élément Q1 était considérée,
le fait d’être passé à une fonction Q6 sur un élément Q2 a également fait augmenter ces ratios.
4.2.2 Retournements dans l’espace
Nous nous intéressons maintenant à la représentation d’un élément courbe dans l’espace et
nous illustrons les retournements qui peuvent apparaitre. L’élément considéré est très proche
du précédent, c’est un quadrangle Q2. La seule différence est que pour un point la troisième
composante n’est pas nulle, tandis que pour tous les autres points de contrôle, cette troisième
composante est nulle. La configuration est ainsi très proche de la figure 4.12.a, la seule différence
est que la composante du cinquième point est fixée à 0.2. La fonction à représenter est la même
que précédemment, à savoir ϕGL632 .
La figure 4.15 compare les rendus obtenus avec l’estimateur ∆KS qui ne prend en compte que
le bord lors du maillage de la frontière des éléments et ΓKS qui prend en compte le voisinage
du bord. Les figures 4.15.a et 4.15.b sont des vues de dessus qui sont assez proches de la figure
4.13. Cette-fois-ci, il n’y a pas de recouvrement qui apparait, ni de perte de bijectivité de
l’approximation de la transformation géométrique, mais des retournements apparaissent sur la
figure 4.15.c. Lorsque l’estimateur ΓKS est utilisé, il n’y a plus de retournements.
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Méthode utilisée Nombre de triangles Précision atteinte Ratio (unif./adap.)
Adaptative (10) 76 9.94%
Uniforme (6× 6) 72 62.68 % 6.31
Uniforme (23× 23) 1058 10.22 % 13.92
Adaptative (1) 850 1.00 %
Uniforme (21× 21) 882 11.83 % 11.83
Uniforme (80× 80) 12800 1.02 % 15.06
Adaptative (0.1) 9200 0.10 %
Uniforme (68× 68) 9248 1.39 % 13.90
Uniforme (261× 261) 136242 0.10 % 14.81
Table 4.4 – Comparaison de la méthode adaptative avec un raffinement uniforme pour une
fonction de Gauss d’ordre 6 sur un quadrangle Q2.
(a) Représentation avec ∆KS (b) Représentation avec ΓKS
(c) Apparition d’un retournement avec ∆KS (d) Pas de retournement avec ΓKS
Figure 4.15 – Représentation à une précision de 7 % avec les deux indicateurs ∆KS (a et c) and
ΓKS (b et d) d’une fonction de base Gauss-Lobatto Q6 sur un quadrangle Q2 dans l’espace.
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Le tableau 4.5 récapitule le nombre d’éléments sur les maillages de représentation de
chaque arête. Comme précédemment, l’utilisation de l’estimateur spécifique permet de raffi-
ner le maillage de l’arête courbe qui passe de 2 à 9 éléments. Le bord de l’élément approché est
affiché en magenta sur la figure 4.15. L’estimateur spécifique permet ainsi d’avoir une meilleure
approximation du bord et surtout élimine les artefacts visuels. Notons enfin que le nombre d’élé-
ment dans le maillage de représentation sur la surface est similaire dans les deux cas : 101 et
104 (le maillage de l’intérieur n’est pas modifié).
Estimateur Arête 1 Arête 2 Arête 3 Arête 4 Quadrangle Q2
Classique ∆KS 2 1 1 1 101
Spécifique ΓKS 9 1 1 1 104
Table 4.5 – Nombre d’éléments sur les maillages de représentation de la figure 4.15 pour chaque
arête et sur le quadrangle Q2.
4.2.3 Problème de propagation d’onde acoustique.
Nous nous intéressons maintenant à un exemple numérique traitant la propagation d’une
onde acoustique. Nous considérons une formulation basée sur le déplacement en dimension deux.




(x, t)−∇ (µ(x) ∇ · u(x, t)) = f(x, t), dans Ω× [0, T ],
u(x, t) · n = 0, sur Γ× [0, T ],
u(x, 0) = 0, dans Ω,
∂u
∂t
(x, 0) = 0, dans Ω,
(4.3)
où Ω est le domaine de calcul borné, Γ est sa frontière, n une normale à la frontière et T le
temps final. Des notations classiques sont introduites : ∇ désigne le gradient et ∇· la divergence.
Le vecteur déplacement est noté u. Les paramètres ρ et µ dépendent du milieu considéré.
Le domaine de calcul considéré est visible sur la figure 4.16. Des éléments courbes sont
notamment introduits pour approcher la géométrie. Pour cela, des éléments finis Raviart-Thomas
sont intrioduits sur un maillage hybride. Des éléments triangulaires courbes d’ordre 2 (i.e. définis
par 6 points) sont utilisés pour avoir une bonne approximation de la géométrie et des quadrangles
d’ordre 1 sont utilisés lorsqu’un maillage Cartésien est possible. Le champ de déplacement est
approximé par l’espace éléments finis suivant :
V ph = {vh ∈ H(div,Ω) : ∀K ∈ T (X),P−1K vh|K ◦ gK ∈ RT p(K̂)}, (4.4)
où p est l’ordre des éléments de Raviart-Thomas utilisé et PK désigne la transformation de Piola
[Ervin, 2012] donnée par
PK = JgK|JgK | ,
avec JgK est la jacobienne de la transformation géométrique gK et |JgK | son déterminant pour
un élément K donné. En fonction de la nature des éléments, deux cas doivent être considérés.
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Les triangles sont définis par 6 nœuds tels que :
gK ∈ P 2(K̂)2 et RT p(K̂) = P p(K̂)2 + xP p(K̂)
comme dans [Ervin, 2012] et sont présentés en annexe B.3.
Pour les quadrangles, la cellule de référence K̂ est le carré unité et
gK ∈ Q1(K̂)2, et RT p(K̂) = Qp+1,p(K̂)×Qp,p+1(K̂)
comme dans [Cohen and Pernet, 2016], où
Q`,m(K̂) = P `([0, 1])
⊗
Pm([0, 1])
et ⊗ désigne le produit tensoriel.
(a) Composante suivant la direction x
(b) Composante suivant la direction y
Figure 4.16 – Représentation de la solution de propagation d’une onde acoustique à un temps
T .
Le maillage de calcul utilisé pour la figure 4.16 est composé de 64 quadrangles et de 306
triangles. L’ordre choisi sur chaque élément est p = 5. Le domaine est constitué de deux milieux.
Le premier milieu est composé des triangles et ses paramètres sont les suivants : ρ1 = 4 and
µ1 = 1. Le second milieu est composé des quadrangles tel que ρ2 = 1 et µ2 = 1. Comme
ρ1 6= ρ2, il y a une discontinuité physique due à ce changement de matériaux à l’interface
entre les triangles et les quadrangles. Cependant, tout le champ n’est pas discontinu. En effet,
seule la composante tangentielle l’est tandis que la composante normale reste continue à la
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(a) Zoom sur la zone en pointillé noir de la figure
4.16.a.
(b) Zoom sur la zone en pointillé noir de la figure
4.16.b.
Figure 4.17 – Représentation de la solution de propagation d’une onde acoustique. Zoom de la
figure 4.16.
traversée de l’interface. Les éléments finis de Raviart-Thomas sont justement choisis pour na-
turellement conserver cette continuité normale, tout en autorisant une discontinuité tangentielle.
Deux segments noirs épais montrent cette interface sur la figure 4.16. Comme cette
interface est parallèle à l’axe-y, la composante-x est continue alors que la composante-y
est discontinue. Il est important de noter qu’un seul maillage de représentation est généré.
Ainsi, chaque composante de la solution a le même maillage de représentation. Aussi, lors de la
création de ce dernier, chaque composante est prise en compte (accumulation de « contraintes »).
La figure 4.17 est un zoom d’une zone de la figure 4.16 qui est particulièrement intéressante
puisqu’elle se trouve à la limite entre les deux milieux. Chaque arête entre deux éléments a un
maillage de représentation unique. Ceci permet de représenter avec précision les sauts physiques
sur la composante-y et les continuités sur la composante-x comme demandé par l’objectif O3.
4.3 Amélioration de la qualité des éléments en considérant le
voisinage de la frontière
Dans cette section, nous nous intéressons à un point permettant d’améliorer, pour certaines
configurations, la qualité de la représentation obtenue.
Nous avons vu, notamment lors de l’utilisation d’éléments courbes, que le maillage par
dimensions croissantes et le fait de ne plus pouvoir modifier le maillage du bord est une grosse
contrainte. S’il y a peu d’éléments sur le maillage du bord, il est possible que des éléments
plats, c’est à dire dont plusieurs angles sont très faibles et dont l’aire de l’élément est quasiment
nulle, soient générés. Même si pour notre problématique de visualisation, la présence de tels
éléments n’est pas aussi grave que lors de la génération d’un maillage de calcul, ceci peut avoir
deux conséquences néfastes. Des artefacts de visualisation peuvent apparaitre ainsi que des
problèmes de précision. Afin de soulager les algorithmes, il est intéressant d’éliminer ce genre
d’éléments. En outre, lors de la génération de maillages en 3D où les problèmes de précision
sont beaucoup plus prépondérants.
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Sur la figure 4.18, ces problèmes sont illustrés pour une fonction de base de Gauss-Lobatto dé-
finie sur un quadrangle Q1. L’estimateur spécifique n’est pas utilisé dans ce cas puisque l’élément
est droit. La fonction est nulle sur le bord et donc il n’y a pas d’erreur de visualisation lors du
maillage des arêtes. Aussi, le maillage de représentation est généré sans ajouter le moindre point
sur le bord. Ceci signifie que certains éléments du maillage de représentation s’appuient ainsi sur
les coins du quadrangle et peuvent donc tendre vers des éléments plats. Il est clair sur les figures
4.18.a et 4.18.c que les éléments près du bord sont quasiment plats. Ceci a une conséquence qui
peut être préjudiciable lorsque l’on regarde la solution en relief comme le montre la figure 4.18.b.
(a) Représentation (b) Représentation en relief
(c) Zoom sur le bord sud du maillage de représentation
Figure 4.18 – Représentation d’une fonction Gauss-Lobatto à 0.1 % avec prise en compte
uniquement du bord lors du maillage des arêtes. Des éléments plats apparaissent près du bord.
Pour toutes ces raisons et en s’inspirant de ce qui a été fait pour traiter les éléments courbes,
nous souhaitons être capable d’avoir un maillage du bord éventuellement plus raffiné. Pour cela,
l’idée est de travailler non pas uniquement sur le bord mais dans un certain voisinage autour du
bord lors de la génération du maillage 1D.
Lorsqu’une arête est traitée, nous souhaitons pouvoir investiguer le problème dans une sur-
face. Nous généraliserons ensuite à la dimension supérieure. La première question est de savoir
comment définir cette zone. En particulier, si une zone trop large est définie, le risque est de trop
raffiner le maillage du bord. Néanmoins, si cette zone est trop petite, le maillage risque de ne
pas être modifié et donc la qualité inchangée. Il y aurait une infinité de possibilités pour définir
cette zone. Les choix que nous faisons sont donc tout à fait arbitraires mais intuitifs. Cette arête
est définie par ces extrémités à savoir deux points. La taille de cette zone doit d’une certaine
façon être proportionnelle à la longueur de l’arête considérée. Nous définissons la zone sur la
cellule de référence car les indicateurs d’erreurs sont également définis dessus. Nous lui associons
une normale entrante à l’élément. A partir de ces deux extrémités et de cette normale, on est
capable de définir une troisième point afin que la zone soit un triangle équilatéral. Ce choix est
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motivé par plusieurs observations. Tout d’abord, la taille de cette zone est ainsi naturellement
proportionnelle à la longueur de l’arête. De plus, la définition de ce troisième point, noté P̂3, est
triviale. En effet, si on note P̂1 et P̂2 les extrémités de l’arête,
∣∣∣P̂1P̂2∣∣∣ la longueur de l’arête et n̂




∣∣∣P̂1P̂2∣∣∣ √32 n̂. (4.5)
La figure 4.19 illustre deux exemples de telles zones. Naturellement, plus le segment [P̂1P̂2]



















(b) Une seconde zone plus petite
Figure 4.19 – Exemples de zones de voisinage en dimension 2.
Finalement, comme la zone considérée est un triangle, l’algorithme DIRECT peut être
appliqué et l’indicateur d’erreurs classique 2D est estimé dans cette zone. Naturellement, et
comme dans le cas d’éléments courbes, les points qui sont ajoutés au maillage de représentation
le sont sur le bord, c’est à dire sur l’arête considérée. Pour cela, le point ajouté est choisi
comme le projeté orthogonal sur l’arête. Par exemple, sur la figure 4.19, si l’algorithme a trouvé
le maximum au point zˆ, le point xˆ, qui est son projeté orthogonal sur l’arête est ajouté au
maillage 1D.
Si maintenant nous nous intéressons à une face, nous souhaitons définir un voisinage qui sera
un tétraèdre délimité par les 3 sommets de cette face (qui en fait est un triangle) et un quatrième
point à définir. De la même manière que précédemment, on note P̂1, P̂2 et P̂3 les trois sommets
de la face considérée,
∣∣∣P̂1P̂2P̂3∣∣∣ l’aire de la face et n̂ la normale entrante. Les coordonnées du
quatrième point sont données par
P̂4 =
P̂1 + P̂2 + P̂3
3 +
∣∣∣P̂1P̂2P̂3∣∣∣ √63 n̂. (4.6)
La figure 4.20 montre la représentation obtenue à 0.1 % lorsque l’on ne prend en compte
que le bord lors du maillage de l’arête, celle-ci représente la même fonction que la figure 4.18.
Sur la figure 4.21, la même fonction est représentée mais en prenant en compte le voisinage. Le
maillage des arêtes est raffiné (voir tableau 4.6). Ceci permet d’éliminer les éléments presque
plats comme on peut le voir sur la figure 4.21.b et d’éviter les artefacts lorsque l’on représente
la solution en relief comme sur la figure 4.21.c. Nous tirons les mêmes conclusions lorsque la
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(a) Représentation (b) Maillage de représentation (c) Représentation en relief
Figure 4.20 – Représentation d’une fonction Gauss-Lobatto à 0.1 % avec prise en compte
uniquement du bord lors du maillage des arêtes.
(a) Représentation (b) Maillage de représentation (c) Représentation en relief
Figure 4.21 – Représentation d’une fonction Gauss-Lobatto à 0.1 % avec prise en compte du
voisinage lors du maillage des arêtes.
(a) Représentation (b) Maillage de représentation (c) Représentation en relief
Figure 4.22 – Représentation d’une fonction Gauss-Lobatto à 1 % avec prise en compte uni-
quement du bord lors du maillage des arêtes.
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(a) Représentation (b) Maillage de représentation (c) Représentation en relief
Figure 4.23 – Représentation d’une fonction Gauss-Lobatto à 1 % avec prise en compte du
voisinage lors du maillage des arêtes.
tolérance est fixée à 1 % sur les figures 4.22 et 4.23.
Méthode Arête 1 Arête 2 Arête 3 Arête 4 Élément 2D
Bord (1%) 1 1 1 1 556
Voisinage (1%) 32 20 32 20 634
Bord (0.1%) 1 1 1 1 5406
Voisinage (0.1%) 67 64 67 64 5648
Table 4.6 – Nombre de segments sur les maillages des arêtes et de triangles sur le maillage de
l’élément pour représenter la fonction Gauss-Lobatto
Nous pouvons néanmoins imaginer d’autres définitions de zones (voisinages). En particulier,
la définition proposée a la particularité d’être purement géométrique (i.e. elle ne prend pas en
compte les valeurs de la solution à visualiser) mais a l’avantage d’être très facile à mettre en
place et efficace. A l’instar de ce qui a été fait pour le traitement des éléments courbes, une
autre idée est, pour chaque point xˆ de l’arête Ŝ d’associer un paramètre txˆ qui correspond à un
avancement maximal en suivant la normale nˆ. La zone ainsi définie est plus complexe mais en
définissant une transformation comme on l’a fait pour les éléments courbes, on peut se ramener
à un triangle isocèle et appliquer DIRECT dessus. Il reste à choisir comment définir txˆ. On
pourrait par exemple faire intervenir dans ce choix plusieurs paramètres tels que la longueur
de l’arête, la valeur de la dérivée normale au point considéré sur l’arête... De nombreux choix
seraient donc envisageables mais nous utilisons uniquement le critère géométrique.
4.4 Conclusions du chapitre
Dans ce chapitre, nous avons montré le potentiel de la méthode de visualisation sur des
exemples numériques de complexité croissante. Tout d’abord, nous avons montré l’intérêt d’uti-
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liser un raffinement adaptatif par rapport à un redécoupage uniforme. Les gains sont non négli-
geables et sont d’autant plus importants pour l’interactivité dans le logiciel de visualisation. Des
données trop lourdes peuvent ralentir ou empêcher le fonctionnement d’un logiciel de visualisa-
tion. Nous illustrons la nécessité de demander un contrôle ponctuel sur l’erreur de visualisation.
Pour cela, nous comparons notre approche, qui assure un contrôle en norme L∞, à une approche
guidée par la norme L2. Dans ce dernier cas, une partie de la richesse de l’information peut être
perdue, ce qui est préjudiciable pour l’analyse et l’interprétation des résultats.
Dans un second temps, nous nous sommes intéressés au traitement avec notre méthode de
surfaces courbes. En particulier, nous avons montrer l’importance de l’indicateur d’erreurs a
posteriori spécifique que l’on met en place. Nous avons également traité une surface courbe
dans l’espace et exhiber l’apparition de retournements que nous avons pu éliminer en utilisant
l’indicateur d’erreurs a posteriori spécifique.
Ensuite, nous avons proposé une stratégie pour améliorer la qualité des éléments en consi-
dérant le voisinage du bord des éléments. Cette idée s’inspire de la gestion des éléments courbes
où le traitement des arêtes et des faces est faite en considérant non pas uniquement le bord mais
en investiguant l’intérieur de l’élément afin de soulager la contrainte du maillage par dimensions
croissantes.
Nous nous sommes également intéressé à des exemples volumiques. La méthode de visualisa-
tion est utilisée pour traiter une fonction analytique, un mode, défini sur des hexaèdres et nous
avons montré sa capacité à traiter ce type d’éléments.
Un point limitant de notre méthode concerne les temps CPU qui peuvent être longs,
notamment à cause du contrôle ponctuel demandé. Pour donner un ordre d’idée, pour traiter
des milliers d’éléments volumiques, le temps écoulé peut dépasser plusieurs minutes voire des
dizaines de minutes, même si évidemment, cela dépend de la complexité de la solution ainsi que
du nombre de processeurs utilisé. La structure de notre méthodologie permet naturellement de
se placer dans un cadre parallèle puisque chaque arête, face ou volume peut être traité après
décomposition indépendamment des autres.
Maintenant que nous avons validé numériquement notre méthode de visualisation, nous allons
l’utiliser dans le chapitre suivant où nous reconstruisons et visualisons des champs rayonnés
en équations intégrales. La souplesse de notre méthode de visualisation permet de proposer
une solution performante à cette problématique. En particulier, d’autres visualisations de cas
volumiques, issus de codes de calcul, sont traités dans le chapitre 5.
Chapitre 5
Reconstruction et visualisation de
champs rayonnés pour des ondes
harmoniques
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Les formules de représentation intégrale permettent de paramétriser la solution d’une EDP
dans un domaine à partir d’informations données sur une surface (au terme source près). Ces
formules peuvent être utilisées à la fois pour construire des schémas numériques ou pour étendre
la solution numérique dans un domaine d’intérêt plus vaste. Dans ce chapitre, nous nous plaçons
sur cette dernière problématique. Plus précisément, notre objectif est de proposer une méthode
rendant possible la représentation de champs d’ondes dans de grands domaines (par rapport à
la longueur d’onde). Les deux verrous principaux pour réaliser cela sont d’une part, un nombre
de points nécessaires pouvant être prohibitif pour la construction d’un rendu précis du champ
et d’autre part, le calcul de la solution en chaque point qui nécessite l’évaluation de produits de
convolution (mettant en jeu une solution élémentaire du problème). Ces contraintes font que,
en général, les exploitations des résultats obtenus par ces méthodes sont limitées.
Nous souhaitons proposer une méthode précise et peu coûteuse pour reconstruire les
champs rayonnés. Pour cela, nous allons utiliser une interpolation des champs, définie à
partir de fonctions de base liées à la physique du problème. Ce choix va nous permettre
de diminuer drastiquement le nombre de fonctions par rapport à une interpolation polyno-
miale classique. On parle de compression des données. Nous avons choisi de la construire
à partir d’une interpolation directionnelle du noyau comme celle utilisée pour la compres-
sion algébrique de matrices issues de BEM. Cette stratégie est utilisée pour approcher
des noyaux de Helmholtz à hautes fréquences dans le cadre des éléments finis de fron-
tière [Börm, 2015, Börm and Melenk, 2017] et pour faire de la compression de matrices
[Brandt, 1991, Engquist and Ying, 2007, Messner et al., 2012, Bebendorf et al., 2015] afin
d’améliorer l’efficacité des calculs puisque les matrices sont pleines. Enfin, la méthode de
visualisation présentée précédemment pourra être utilisée afin de représenter et post-traiter les
champs ainsi reconstruits. Si nous n’avions pas la possibilité de visualiser ces champs, tout le
travail de reconstruction serait beaucoup moins intéressant, voire inutile.
Ce chapitre est organisé de la façon suivante. Nous nous intéressons à la construction de car-
tographies de champs rayonnés qui constitue notre problématique. L’interpolation directionnelle
est ensuite décrite et nous montrons l’intérêt de l’utiliser dans notre cas. Puis, nous décrivons
notre approche qui permet de reconstruire efficacement et de manière compressée des champs
rayonnés. Enfin, nous proposons un algorithme générant des champs reconstruits que nous vali-
dons numériquement ensuite.
5.1 Positionnement du problème
Nous commençons cette partie par une présentation abstraite et formelle du problème car la
méthodologie proposée peut s’adapter à de nombreuses situations. Des exemples concrets seront
donnés dans la suite.
Construction formelle du cadre de travail
Soient Ωs un domaine borné suffisamment régulier de Rd et L un opérateur différentiel. Nous
nous intéressons aux solutions des problèmes de la forme :
Lu = 0 dans Ωe := Rd \ Ωs. (5.1)
Remarque 5.1. Une condition de fermeture du système (par exemple radiation à l’infini) peut
être éventuellement ajoutée afin de fermer le problème.
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On note γc l’opérateur « données de Cauchy » sur Γ := ∂Ωs associé à L. Par exemple, si
L = −∆ alors γcu = (u|Γ, ∂u/∂n) avec ∂u/∂n = (∇u)|Γ · n la dérivée normale sur Γ.
Si on étend une solution u de (5.1) par zéro dans Ωs, alors cette dernière vérifie une équation
de la forme :
Lu = TΓ dans Rd, (5.2)
où TΓ est une distribution à support compact Γ (la frontière de Ωs) dépendante de γcu
[Costabel, 1986].
Supposons à présent qu’une solution fondamentale S de L est connue c’est-à-dire :
— pour toute distribution u à support compact : S Lu = u = LS u,




G(x, y) v(y) dy, (5.3)
avec un noyau G faiblement singulier pour x = y.
Dans ce contexte, il est alors connu que les solutions de (5.1) peuvent être paramétrisées à
partir des données de Cauchy via la forme
u = G ∗ TΓ, (5.4)
où ∗ désigne l’opérateur de convolution.
Ainsi, si le noyau G est de plus de classe C∞ en dehors de la diagonale x = y, alors u est de
classe C∞ en dehors du support de TΓ et en particulier
u(x) = 〈TΓ, G(x, y)〉E ′(Rd),E(Rd) , x ∈ Ωe, (5.5)
où E ′(Rd) est l’espace des distributions à support compact de Rd.
Cette dernière formule est très importante car elle permet d’une part de construire des
schémas numériques (dans le cadre des éléments finis de frontières ou pour borner un domaine
de calcul), et d’autre part, de construire (a posteriori) les champs solutions dans tout le domaine
Ωe lorsque γcu est connu. C’est cette dernière situation qui nous intéresse ici. On peut imaginer
qu’une méthode numérique (BEM, FEM, DG, FD etc...) soit utilisée pour calculer la solution
dans une partie du domaine d’intérêt (zones où il y a des hétérogénéités par exemple) et nous
fournit donc les données de Cauchy sur une frontière (d’un obstacle par exemple). A partir de
ces données et de la formule (5.5), nous pouvons alors déterminer la solution dans le reste du
domaine.
Dans ce chapitre, nous nous focalisons sur les phénomènes oscillants provenant des pro-
blèmes de propagation d’ondes. Nous explicitons donc à présent le cadre abstrait précédent
pour l’acoustique et l’électromagnétisme. Il faut noter que les phénomènes mettant en jeu des
ondes élastiques pourraient naturellement être traités par l’approche qui va être présentée.
L’équation de Helmholtz en acoustique
L’équation de Helmholtz est donnée par
Lu = ∆u+ k2u = 0, dans Rd\Ωs, (5.6)
où ∆ est le laplacien, k est le nombre d’onde (supposé constant), Ωs est l’objet diffractant
supposé Lipschitzien et u est le champ acoustique total.
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En acoustique, la distribution TΓ introduite dans (5.4) s’écrit indépendamment des condi-
tions aux limites comme
TΓ = −∂u
∂n
δΓ + uδ′Γ, (5.7)
où les distributions ∂u
∂n






























u(x) = 0 (5.9)






0 (k |x− y|), si d = 2,
eik|x−y|
4pi |x− y| , si d = 3,
(5.10)
où H(1)0 est la fonction de Hankel de premier type et d’ordre 0 [Abramowitz and Stegun, 1964].











(x, y)u(y)dγy, si x ∈ Ωe. (5.11)
Les équations de Maxwell en électromagnétisme
Si maintenant on s’intéresse à un problème d’électromagnétisme, le système de Maxwell est
donné par 
∇× E− ikZµH = 0 dans Rd\Ωs,
∇×H + ik 1
Z









où plusieurs grandeurs physiques interviennent :
• un champ électrique : E,
• un champ magnétique : H,
Le milieu est supposé homogène et est caractérisé par les paramètres suivants :
• une permittivité relative : ε,
1. On a supposé que les traces de Cauchy étaient au moins intégrables.
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• une perméabilité relative : µ,





• le nombre d’onde (dans le vide) k.
Les formules de représentation sont alors dérivées en réécrivant le problème (5.12) sous forme
d’un système d’équations de Helmholtz vectorielles (pour cela, on utilise les propriétés divE = 0
et divH = 0) et en utilisant le noyau fondamental G présenté dans la partie acoustique. Nous
obtenons alors les formules suivantes [Nédélec, 2001].
Théorème 5.2 (Formules de représentation). Les solutions du problème de Maxwell (5.12)
vérifient les formules suivantes : pour x ∈ Ωe, E(x) = ikZ(T J)(x) + (KM)(x),H(x) = −(KJ)(x) + ikZ−1(TM)(x), (5.13)
où, J = n×H|Γ et M = E|Γ × n sont respectivement les courants électrique et magnétique sur Γ
et 














5.2 Construction de cartographies
Nous avons rappelé que même si les inconnues ne sont calculées uniquement que sur la
frontière Γ, il est possible, grâce aux formules de représentation (théorèmes 5.1 et 5.2), de calculer
la solution en n’importe quel point. C’est justement ce dernier aspect qui nous intéresse. En
effet, nous souhaitons, à partir de solutions surfaciques, calculer le rayonnement sur un certain
domaine noté V ⊂ Ωe. Pour cela, une technique classique et naïve consiste à définir une grille
cartésienne, à calculer la solution en chacun des points de la grille à l’aide des formules de
représentation puis à utiliser un logiciel de visualisation afin d’avoir la solution dans le domaine





Figure 5.1 – Un rayonnement en utilisant une grille d’interpolation
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5.2.1 Rayonnements sur grilles cartésiennes
Plusieurs champs rayonnés obtenus à partir de grilles cartésiennes et d’interpolations P 1 sont
représentés sur la figure 5.2. La taille du domaine correspond à une longueur d’onde dans chaque
direction. Naturellement, plus le nombre de points d’interpolation est élevé, plus la solution est
précise mais plus la génération des données est coûteuse. En effet, comme les formules de repré-
sentation font intervenir une convolution entre le noyau de Green G et la solution calculée sur la
surface (par exemple par un code équations intégrales), chaque appel à cette formule est coûteux
et ce coût augmente avec le nombre d’éléments composants la frontière. Une interpolation affine
permet ensuite d’avoir la solution sur tout le domaine, mais celle-ci peut-être imprécise. La
figure 5.2.a est générée à l’aide de 5 × 5 = 25 éléments soit 6 × 6 = 36 points d’interpolation.
La reconstruction obtenue est très imprécise. Si maintenant une grille plus raffinée est uti-
lisée, comme sur les images suivantes de la figure 5.2, les champs rayonnés deviennent plus précis.
(a) Grille 5× 5 (b) Grille 8× 8 (c) Grille 11× 11 (d) Grille 14× 14
Figure 5.2 – Champs rayonnés obtenus avec différentes grilles de visualisation (interpolation
P 1).
Afin de gagner en performance, les interpolations affines (sur grilles) peuvent être remplacées
par des interpolations d’ordre élevé.
5.2.2 Rayonnements par interpolations d’ordre élevé
Sur la figure 5.3, des champs rayonnés obtenus par une interpolation P 1 sur des grilles
cartésiennes (bas ordre) sont comparés avec une interpolation d’ordre élevé pour une même
erreur d’interpolation de 1% en norme L∞. En utilisant des interpolations affines sur une
grille, 289 degrés de liberté sont nécessaires pour avoir une précision de 1% (figure 5.3.a). Si
maintenant, des fonctions de degré 6 sont considérées, seulement 49 degrés de liberté sont
nécessaires pour avoir une précision similaire sur le même domaine. Les points d’interpolation
sont affichés en blanc sur la figure 5.3. Il s’agit de points de Chebyshev, qui sont présentés en
annexe B et sont connus pour avoir des bonnes propriétés d’interpolation en norme L∞.
Nous considérons ensuite un domaine plus large encore (de taille 3λ× 3λ au lieu de λ×λ où
λ est la longueur d’onde) sur les figures 5.3.c et 5.3.d. Le tableau 5.1 récapitule les résultats et
montre les gains (ratios). Lorsque la taille du domaine augmente, l’ordre élevé permet de réduire
encore plus le nombre de degrés de liberté.
Même si l’ordre élevé permet de réduire le nombre de degrés de liberté par rapport à l’interpo-
lation P 1, ce coût peut toujours être élevé. Ainsi, dans la section suivante, nous nous intéressons
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(a) Grille 16 × 16 : 289
d.d.l. (taille domaine λ×
λ)
(b) Fonctions Q6 : 49
d.d.l. (taille domaine λ×
λ)
(c) Grille 48 × 48 : 2401
d.d.l. (domaine 3λ× 3λ)
(d) Fonctions Q13 : 196
d.d.l. (domaine 3λ× 3λ)
Figure 5.3 – Représentation de plusieurs champs rayonnés avec des fonctions de bas ordre (a
et c) et des fonctions d’ordre élevé (b et d) pour une erreur d’interpolation L∞ sous 1%.
Précision 1% Domaine λ× λ Domaine 3λ× 3λ
Ordre bas 289 2401
Ordre élevé 49 196
Ratio (Bas/Ordre) 5.90 12.25
Table 5.1 – Récapitulatif du nombre de d.d.l. nécessaire pour avoir une interpolation L∞ sous
1% de la figure 5.3.
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à l’interpolation directionnelle qui, via l’introduction de directions biens choisies et en définissant
les fonctions de base comme des combinaisons entre des polynômes d’ordre élevé et des ondes
planes, réduit drastiquement le nombre de degrés de liberté nécessaires pour interpoler le noyau
de Green.
5.3 Compression de l’information : interpolation directionnelle
Dans cette section, nous montrons comment nous pouvons compresser l’information en uti-
lisant des interpolations directionnelles.
5.3.1 Rayonnements par interpolations du noyau de Green
Dans les travaux sur la compression de matrices-H2 [Börm, 2015, Börm and Melenk, 2017],
l’interpolation directionnelle est utilisée pour approcher le noyau de Green. Nous allons, dans
notre cadre, exploiter cette idée.
Lorsque les rayonnements sont obtenues sur des grilles cartésiennes (i.e. interpolation affine)




u(ξj)Lj(x), ∀x ∈ V, (5.15)
où NV désigne le nombre de points d’interpolation, (ξj)j=1,...,NV sont les points d’interpolation
et (Lj)j=1,...,NV sont les polynômes de Lagrange associés à ces points. Les degrés de liberté
(u(ξj))j=1,...,NV sont calculés par les formules de représentation (5.4).
Cependant, au lieu d’interpoler le champ rayonné, il peut être plus judicieux d’interpoler
le noyau G. En effet, son expression analytique est connue alors que le champ rayonné dépend
de la solution calculée sur la surface. Ainsi, une interpolation du noyau peut être effectuée de
manière tout à fait indépendante de la résolution du problème qui permet de calculer la solution
sur la surface.
Si les mêmes fonctions de base et les mêmes points d’interpolations sont utilisés, ces deux
interpolations donnent la même approximation sur u. En effet, si le noyau est interpolé dans les




G(ξj , y)Lj(x), ∀x ∈ V. (5.16)













〈TΓ, G(ξj , y)〉︸ ︷︷ ︸
u(ξj)
Lj(x), ∀x ∈ V. (5.18)
Ainsi, pour contrôler l’approximation de la solution pour n’importe quelle onde incidente
ou n’importe quelle source au problème, il suffit de contrôler l’approximation du noyau.
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5.3.2 Interpolation directionnelle avec une direction
Sur la figure 5.4, un cas particulier du noyau de Green est considéré où le point y est fixé
à l’origine notée O. Le domaine de visualisation V est un carré dont les abscisses et ordonnées
varient entre 5λ et 6λ où λ = 2pi/k. La figure 5.4.a représente le noyau de Green donné par
G(x,O) = e
ik‖x‖
4pi ‖x‖ , ∀x ∈ V. (5.19)
(a) Noyau de Green G (b) Onde plane P (c) Fonction Gc
Figure 5.4 – Visualisation du noyau de Green G (a), d’une onde plane P (b) et de la fonction
Gc (c).
Le comportement de ce noyau de Green est particulier (figure 5.4.a) et est proche d’une onde
plane (figure 5.4.b). Nous introduisons une direction c :
c = xc‖xc‖ , (5.20)
où xc est le centre du carré. A partir de cette direction, nous définissons une onde plane P sur
le même domaine de la façon suivante
P (x) = eik〈c,x〉, ∀x ∈ V. (5.21)
Cette onde plane est représentée sur la figure 5.4.b. Nous définissons maintenant un résidu Gc
comme le quotient entre le noyau G et cette onde plane P :
Gc(x) = G(x,O)/P (x) = G(x,O)e−ik〈c,x〉, ∀x ∈ V.
Cette fonction Gc est représentée sur la figure 5.4.c et nous remarquons qu’elle oscille beaucoup
moins que le noyau G donné sur la figure 5.4.a. Ainsi, beaucoup moins de degrés de liberté
seront nécessaires pour interpoler cette fonction pour la même précision. Ce cas particulier
montre l’intérêt de l’interpolation directionnelle.
De manière générale, nous définissons pour c ∈ R3 le résidu Gc comme
Gc(x, y) = G(x, y)e−ik〈c,x−y〉 =
eik(‖x−y‖−〈c,x−y〉)
4pi ‖x− y‖ , ∀x ∈ V, ∀y ∈ Γ. (5.22)




Gc(ξj , y)Lj(x), (5.23)
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où (Lj)j=1,...,NV sont les polynômes de Lagrange aux points (ξj)j=1,...,NV .




























〈TΓ, G(ξj , y)〉︸ ︷︷ ︸
u(ξj)
Lj(x)eik〈c,x−ξj〉,







Finalement, les degrés de liberté u(ξj) apparaissent toujours. Les fonctions de base φj sont
cependant différentes puisqu’elles combinent des polynômes de Lagrange et des ondes planes
intégrant la direction introduite. Le tableau 5.2 montre les gains de l’ajout de la direction. Le
dernier cas de la figure 5.3 a été repris, et avec la direction introduite, seulement 25 degrés de
liberté sont nécessaires pour avoir une erreur d’interpolation L∞ inférieure à 1%.
Précision 1% Ordre bas (sans dir.) Ordre élevé (sans dir.) Ordre élevé (une dir.)
Nombre de d.d.l. 2401 196 25
Table 5.2 – Comparaison du nombre de degrés de liberté nécessaires après ajout d’une seule
direction.
Pour que l’interpolation directionnelle soit intéressante, il faut pouvoir trouver une direction
bien choisie. Considérons y ∈ Γ donné et x ∈ Rd défini tel que x = y + αc + , où c ∈ Rd avec




x = y + α~c+ ~ε•y − x
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L’équation (5.24) montre le comportement lorsque la direction est choisie telle que x = y+αc+
et ‖‖ /α→ 0. Dans cette configuration, le noyau G a un comportement de type onde plane. Le
choix de la direction est donc pertinent si
c ≈ x− y‖x− y‖ , ∀x ∈ V, ∀y ∈ Γ. (5.25)
Dans le cas où cette hypothèse est vérifiée, la quantité (‖x− y‖ − 〈c, x− y〉), qui apparait dans
la définition de Gc (5.22), est réduite et les oscillations de Gc sont donc limitées.
Si l’hypothèse (5.25) n’est a priori pas vérifiée, une subdivision du domaine V (et éventuel-
lement de la frontière Γ) est nécessaire et plusieurs directions sont définies.
5.3.3 Interpolation directionnelle avec plusieurs directions
Afin de respecter l’hypothèse (5.25) et faire « fonctionner » l’interpolation directionnelle, il
peut être judicieux d’introduire plusieurs directions permettant de définir plusieurs ondes planes
et plusieurs résidus. Des subdivisions du domaine V et de la frontière Γ sont définies afin de
générer ces directions. Des éléments notés EV et Γn constituent respectivement les subdivisions
de V et de Γ. Ces décompositions seront précisées dans la section 5.4. Pour chaque couple
(EV ,Γn), une direction notée cn est associée ainsi qu’une fonction résidu, notée Gnc , similaire au
cas où il n’y avait qu’une seule direction (5.22), définie par
Gnc (x, y) =
eik(‖x−y‖−〈cn,x−y〉)
4pi ‖x− y‖ , (5.26)
où x ∈ EV est un point du domaine à visualiser V, y ∈ Γn est un point de la frontière Γ et cn la
direction associée à ce couple (x, y).
De la même manière que précédemment, ce sont ces quantités qui sont approchées par inter-
polation. L’approximation de u est définie à l’aide de ces interpolations. Pour cela, la frontière






〈TΓn , G(ξj , y)〉 Lj(x)eik〈cn,x−ξj〉, ∀x ∈ V, (5.27)
où NΓ est le nombre de subdivision de Γ, NV le nombre de degrés de liberté et TΓn est la
distribution dont le support est Γn. Notons que le nombre de degrés de liberté NV ne dépend







u|Γn(ξj)Lj(x)eik〈cn,x−ξj〉, ∀x ∈ V, (5.28)
où u|Γn(ξj) est le champ rayonné partiel calculé en un point d’interpolation (calculé par convo-
lution sur la portion Γn ⊂ Γ). La figure 5.6 illustre un découpage possible pour une frontière
donnée. Le rayonnement en un point x quelconque est calculé à partir des portions Γn, où
n = 1, . . . , 4, pour cet exemple.
Il est très important de noter que pour un nombre de degrés de liberté donné, le coût de calcul
en un point avec une formule de représentation est le même avec une ou plusieurs directions. En
effet, en un point d’interpolation donné, la somme de toutes les contributions reste constante
puisque chaque intégration ne se fait à chaque fois que sur une partie de la frontière et donc la
somme correspond à la discrétisation totale de Γ.





Figure 5.6 – Un exemple de découpage de la frontière Γ.
5.4 Construction de champs rayonnés
Afin de reconstruire les champs rayonnés efficacement, et en particulier pour profiter de
l’interpolation multi-directionnelle, une subdivision du domaine V (en plus de celle de Γ) peut
être effectuée. Cela permet de respecter l’hypothèse (5.25) et faire fonctionner l’interpolation
directionnelle.
5.4.1 Subdivision du domaine à visualiser
Un maillage de V, noté T (V), est construit et est composé d’éléments notés EV recouvrant
le domaine ⋃
EV∈T (V)
EV = V, (5.29)
tel qu’il n’y ait pas de recouvrements entre les éléments. Sur chaque élément EV , un champ local
est reconstruit avec des directions et des fonctions de base locales. Outre la possibilité de pouvoir
utiliser l’approche multi-directionnelle, d’autres raisons justifient la construction d’un découpage
de V. En effet, le domaine à visualiser est potentiellement très large et sans ce découpage, des
ordres excessivement élevés seraient nécessaires. Or, ceci peut entrainer des problèmes lors de
l’interpolation avec le phénomène de Runge (oscillations de l’approximation). De plus, créer un
maillage permet de faire varier les ordres d’interpolation en fonction de la richesse de la solution
(ou du noyau) à approcher.
Nous supposons que V est une boite, c’est à dire un rectangle en dimension deux ou un
parallélépipède en dimension trois, où chaque arête est ainsi parallèle à un des axes. Dans le
cas où le domaine est plus complexe, celui-ci peut être englobé par une telle boite ou par une
union de boites. Dans le cas où le domaine est composé de plusieurs boites, la méthodologie est
appliquée à chacune d’entre elle indépendamment des autres. Dans la suite, nous considérons
donc que V est une seule boite et nous cherchons à visualiser le champ rayonné dans cette zone
où le champ est diffracté par un objet dont la frontière est notée Γ.
5.4.2 Subdivision de la frontière de l’objet diffractant
En plus de la subdivision du domaine V, une subdivision de Γ peut être établie afin de
respecter les hypothèses sur les directions (5.25). La frontière Γ est décomposée en Γ = ⋃Γn Γn,
comme dans (5.28), tel qu’il n’y ait pas de recouvrements entre les éléments Γn. Ce découpage
de la frontière est associé à chaque élément EV . Cela signifie que le domaine V est composé
d’éléments EV et pour chaque élément EV , des éléments Γn qui viennent d’un découpage de Γ
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lui sont associés. Cela permet d’avoir une décomposition de la frontière adaptée à la zone du
domaine V considérée.
Afin de décomposer la frontière Γ, l’idée est de définir un maillage d’une boite englobant
celle-ci. Nous supposons donc qu’il existe une boite G qui contient Γ, ce qui est le cas car Γ est
la frontière d’un domaine borné. Dans le cas où la géométrie est plus complexe, une union de
boites pourrait être considérée et dans cette configuration, des directions pourraient alors être
associées à chacune des boites, qui seraient également découpées. Pour le moment et afin de
rester dans un cadre didactique, nous considérons qu’une seule boite G peut contenir tout Γ. La





Figure 5.7 – Notations et problématique
Pour chaque élément EV ∈ T (V), une subdivision de G est construite telle que ces éléments
notés BE , vérifient ⋃
BE⊂G
BE = G.
L’indice E de BE montre la dépendance avec l’élément EV considéré. La frontière Γ peut être









Nous illustrons sur la figure 5.8 les décompositions de V et de Γ. En particulier, nous nous
intéressons à deux éléments E1 et E2 de V et montrons que les décompositions changent suivant
l’élément considéré. Notons d’ailleurs que le nombre de portions peut également varier puisqu’il
y a NΓ = 4 portions dans le premier cas et NΓ = 3 dans le second.
Pour chaque portion Γn inclue dans une boite BE , une direction cn est définie à partir des
centres xc et yc respectivement de EV et BE , c’est-à-dire :
cn =
xc − yc
‖xc − yc‖ . (5.30)
5.4.3 Critères de construction des champs rayonnés
Le but est donc de construire des subdivisions de V et de G afin que l’interpolation direc-
tionnelle soit efficace. Or, pour un couple (EV ,BE), d’après (5.25), la direction cn donnée par















(c) Une subdivision de la frontière associée à un élément E2
Figure 5.8 – Illustration des subdivisions de la frontière Γ associées aux élément EV de V.
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(5.30) est judicieuse si
c ≈ x− y‖x− y‖ , ∀x ∈ EV , ∀y ∈ BE . (5.31)
Notre approche est donc basée sur ces subdivisions et sur l’introduction d’ondes planes. Afin
d’interpoler correctement les résidus, des polynômes de Lagrange d’ordre élevé sont également
utilisés. Les valeurs aux points d’interpolation sont toujours calculées via les formules de
représentation et ensuite une solution locale sur chaque élément du maillage de V est construite.
La génération du maillage et le choix des points à faire rayonner sont faits a priori, c’est à dire
indépendamment du calcul des degrés de liberté via les formules de représentation. La figure
5.9 récapitule la méthodologie mise en place.
Solution sur la frontie`re Γ Domaine V a` visualiser
Calcul de la solution
aux degre´s de liberte´
Construction d’un mail-
lage adapte´ de V et
de fonctions de base
Reconstruction des champs




Figure 5.9 – Schéma général du rayonnement
Il y a plusieurs paramètres à prendre en compte lors de la création de ces maillages. Le nombre
le plus important à contrôler est le nombre de points à faire rayonner, c’est à dire le nombre de
points où les formules de représentation sont utilisées afin de calculer ponctuellement la solution.
Ce nombre dépend du nombre d’éléments dans le maillage de V et du nombre de points à faire
rayonner dans chaque élément. En effet, une fois la subdivision de V générée, les directions sont
définies, et il reste à approcher le résidu à l’aide de polynômes éventuellement d’ordre élevé. Des
points d’interpolation et des fonctions de base sont définis afin d’approcher ce résidu. Ceci se
traduit par l’assignation d’un ordre suivant chaque direction afin de savoir le nombre de points
nécessaires. Pour cela, on raisonne en dimension un puis on tensorise. La maitrise du nombre de
points d’interpolation est un point capital. Le nombre de points d’interpolation, qui correspond














3 , si d = 3,
(5.32)
où NEVi correspond au nombre de points d’interpolation local à l’élément EV dans la direction i.
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Dans une moindre mesure, il est nécessaire de contrôler le nombre de découpages de G.
Au lieu d’avoir un découpage unique de G, qui ferait augmenter le nombre de découpages et de
directions afin de respecter les critères d’admissibilité de chaque couple, nous décidons d’associer
un découpage de G à chaque élément EV ∈ T (V).
5.4.4 Visualisation des champs reconstruits
Le travail mis en place dans ce chapitre est possible car nous avons à notre disposition un
outil permettant de visualiser les champs rayonnés reconstruits. En effet, un maillage T (V) du
domaine à visualiser est construit et sur chaque élément EV du maillage, d’après (5.28), un






i (x), ∀x ∈ EV ⊂ V, (5.33)
où uEVi sont les degrés de liberté et les fonctions de base φ
EV
i sont composées de polynômes
d’ordre élevé et d’ondes planes comme dans (5.28). Le champ est donc de la même forme que
le cadre prescrit dans la section 2.2 avec l’équation (2.1). La méthode de visualisation explicitée
dans les chapitres précédents peut donc être utilisée. Les fonctions de base ϕKi dans (2.1) sont
définies sur la cellule de référence de l’élément tandis que les fonctions de base φEVi de (5.33)
sont définies directement sur l’élément. La relation entre ces fonctions est la suivante
φEVi (x) = (ϕKi ◦ g−1K )(x), ∀x ∈ EV , (5.34)
où gK est la transformation géométrique entre la cellule de référence et l’élément noté EV ou K.
5.5 Un algorithme pour reconstruire des champs rayonnés
Nous proposons une méthodologie pour générer la subdivision de V et pour chaque élément
EV ∈ T (V), la subdivision de G associée dans l’algorithme 9. Un critère est défini pour décider si
un raffinement est nécessaire ou non. Nous fixons une constante arbitraire R > 0 et limitons les
oscillations du noyau sur chaque élément en contrôlant le ratio entre les longueurs de l’élément
et une longueur d’onde modifiée. Le but est de trouver le plus grand ratio noté τmax d’un certain
couple (EmaxV ,BmaxE ). Le calcul de ces ratios est donné dans la section 5.5.1 consacrée aux critères
d’admissibilités. Puis, la façon dont les éléments sont découpés est précisée dans la section 5.5.2.
Algorithme 9 : Subdivision de V and assignation des ordres
Initialiser le critère R, EV = V et BE = G.
Calculer τmax correspondant au couple (EmaxV ,BmaxE ) = (EV ,BE).
tant que τmax > R faire
Subdiviser (EmaxV ,BmaxE ).
Calculer τmax pour un nouveau couple (EmaxV ,BmaxE ).
fin
pour chaque élément EV ∈ T (V) faire
Assigner les ordres d’interpolation dans chaque direction.
fin
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La construction des découpages de V et de G est faite simultanément. La modification d’un
seul découpage (sur V ou G) à la fois, c’est-à-dire sans changer le second, semble périlleuse
puisqu’il n’est pas possible de maîtriser l’interpolation directionnelle en ne jouant que sur une
subdivision. Ainsi, cela demanderait de nombreuses itérations entre les deux maillages pour les
construire.
5.5.1 Critère d’admissibilité
Deux cas doivent être considérés suivant qu’il y ait des directions ou non.
Critère d’admissibilité sans direction
Considérons tout d’abord le cas sans direction et en particulier le critère d’admissibilité pour
un élément arbitraire. La longueur d’onde est notée λ et les longueurs de l’élément sont notées





Plus ce ratio est élevé, plus la fonction est oscillante dans le domaine considéré. On définit le
critère d’admissibilité :
EV admissible ⇔ τ = max(L1, L2)
λ
≤ R, si d = 2.
EV admissible ⇔ τ = max(L1, L2, L3)
λ
≤ R, si d = 3.
(5.36)
Critère d’admissibilité avec directions
Dans le second cas, lorsque l’interpolation directionnelle est utilisée, pour chaque couple








et k˜ est défini par
k˜ = k max
(x,y)∈(EV ,BE)
∣∣∣∣1− 〈cn, x− y‖x− y‖
〉∣∣∣∣ . (5.38)




où r est la distance entre deux points donnés. Le ratio τ˜ quantifie les oscillations après l’intro-
duction des directions. On définit le critère d’admissibilité avec directions comme
EV admissible ⇔ ∀BE ⊂ G, τ˜ = max(L1, L2)
λ˜
≤ R, si d = 2.
EV admissible ⇔ ∀BE ⊂ G, τ˜ = max(L1, L2, L3)
λ˜
≤ R, si d = 3.
(5.39)
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5.5.2 Subdivision du domaine
La construction des subdivisions de V et de G est basée sur une partition hiérarchique du
domaine et donc une structure d’arbre est utilisée. Le niveau 0 correspond au domaine complet
V. Le niveau (level en anglais) l + 1 de l’arbre est obtenu à partir du niveau l en subdivisant
une feuille en 2 feuilles de tailles égales. Pour chaque feuille, la direction de découpe, suivant
la première, deuxième ou troisième direction, est choisie afin que le maximum des nouveaux
ratios τ˜ dans la nouvelle configuration soit le plus faible. Pour chaque élément EV ⊂ V, une
subdivision de G est définie. Pour un couple donné, 4 (resp. 9) configurations (voir figures 5.10
et 5.11) sont testées en dimension 2 (resp. 3) puisque le nombre de directions possibles pour
chaque feuille dépend de la direction (2 ou 3). L’algorithme 10 récapitule comment choisir
la configuration de découpe. Les feuilles de la configuration choisie sont subdivisées en deux
feuilles de tailles égales. La figure 5.12 montre les premières étapes de subdivisions possibles.

















Figure 5.10 – Les 4 configurations de subdivisions en dimension deux
(a) Cas 1 (b) Cas 2 (c) Cas 3 (d) Cas 4 (e) Cas 5 (f) Cas 6 (g) Cas 7 (h) Cas 8 (i) Cas 9
Figure 5.11 – Les 9 configurations de subdivisions en dimension trois
Lorsque le critère d’admissibilité est vérifié pour tous les éléments (ratio majoré par R), un
maillage de V est construit en prenant toutes les feuilles (éléments sans enfant) de l’arbre de V.
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Algorithme 10 : Choix de la configuration de découpe
pour toutes les configurations faire
Calculer le maximum des ratios ((5.35) ou (5.37)) des 4 couples de la configuration.
fin



























(c) Après deux subdivisions
Figure 5.12 – Illustration des premières étapes de subdivisions (le couple à subdiviser est mis
en évidence en orange).
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(b) Une subdivision de G associée à un élément EV
Figure 5.13 – Exemples de subdivisions du domaine à visualiser V (a) et de la frontière G (b).
5.5.3 Assignation des ordres d’interpolation.
La dernière étape dans l’algorithme 9 est l’assignation des ordres d’interpolation et donc le
choix des points d’interpolation pour chaque élément. Un maillage de V a été construit. Nous
considérons un élément EV ⊂ V. Une décomposition de la frontière Γ lui est associée à partir des





, i = 1, . . . , d,




Le paramètre κE est local à un élément EV et équivalent à un nombre d’onde modifié, comme k˜
dans (5.38), et doit prendre en compte toutes les directions générées par la décomposition de la
frontière




∣∣∣∣1− 〈c, x− y‖x− y‖
〉∣∣∣∣ .
Les ratios τ¯i permettent d’estimer l’oscillation de la fonction à interpoler dans chaque direction
et sont utilisés pour fixer les ordres des fonctions de base. Pour cela, des règles a priori fixent
les ordres à assigner. Un problème en dimension un est résolu pour les définir. La méthode est
très performante grâce à ces règles a priori puisque leur utilisation est très facile et rapide.
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Résolution d’un problème d’interpolation 1D
Dans [Bériot et al., 2016], les auteurs utilisent également des règles a priori : des valeurs
tabulées indiquent quel ordre prendre en fonction de la taille de l’élément et du nombre d’onde.
Dans notre cas, nous voulons en fonction des ratios τ¯ savoir quel ordre choisir pour atteindre
une précision donnée. Nous considérons le problème 1D suivant :
pour une tolérance donnée ε > 0, trouver le plus petit entier naturel N tel que∥∥∥f − f˜N∥∥∥∞,[0,1] ≤ ε, (5.40)
où f(x) = sin(2piτx), τ est le ratio et f˜N (x) =
∑N+1
j=1 f(ξNj )LNj (x). Pour chaque ordre N , les
N+1 points de Chebyshev sont notés (ξNj )j=1,...,N+1 (présentés en annexe B.1) et les polynômes
de Lagrange associés sont notés LNj . Un problème sur le segment [0, 1] est donc considéré, la
fonction à interpoler f est une fonction sinusoïdale dont l’oscillation dépend de τ . Ce choix est
motivé afin d’obtenir une bonne restitution de la partie oscillante. L’approximation de f est
notée f˜N et si (5.40) est vérifié, cela assure un contrôle ponctuel sur l’erreur d’interpolation
pour une précision demandée (par exemple ε = 1%). La figure 5.14 donne le lien entre l’ordre
nécessaire et le ratio pour avoir une précision de 1%. Quelques règles sont reportées dans le
tableau 5.3.










Figure 5.14 – Règles pour fixer l’ordre pour une précision donnée selon le ratio longueur /
longueur d’onde à 1 %
Table 5.3 – Règles pour fixer l’ordre pour une précision donnée selon le ratio longueur / longueur
d’onde.
Ratio τ 1/4 1/3 1/2 3/4 1 3/2 2 3
Ordre (ε = 1%) 3 5 6 8 10 13 17 24
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5.6 Validations numériques des champs rayonnés reconstruits.
Plusieurs cas sont exhibés afin de valider numériquement la méthode proposée. Nous com-
mençons par exposer l’intérêt de l’ajout d’une direction. Pour cela, le domaine à visualiser n’est
pas découpé et une seule direction est introduite. Nous montrons que l’interpolation direction-
nelle, même avec une seule direction, est très intéressante sous certaines configurations. Nous
traitons ensuite des problèmes en dimension deux à l’aide de notre méthode de construction
adaptative. Enfin, nous considérons des problèmes en dimension trois où des rayonnements sont
surfaciques puis volumiques. Dans toutes les configurations, nous montrons que l’utilisation d’in-
terpolations d’ordre élevé réduit le nombre de degré de liberté et que l’interpolation directionnelle
permet de le réduire encore plus. Il est important d’avoir une solution compressée (i.e. avec peu
de degrés de liberté pour qu’elle soit performante) et précise (i.e. approchant correctement le
champ rayonné calculé par la formule de représentation).
5.6.1 Interpolation directionnelle avec une seule direction
Le premier cas concerne la propagation d’une onde avec diffraction autour d’un disque. Le
problème de Helmholtz avec une condition de Dirichlet est traité et s’écrit comme
∆u+ k2u = 0, dans Rd\Ωs,
u = 0, sur Γ = ∂Ωs.
(5.41)
Une condition de radiation de Sommerfeld est utilisée à l’infini pour que le problème soit bien
défini [Nédélec, 2001]. Nous souhaitons montrer sur ce cas l’intérêt de l’interpolation direction-
nelle. Pour cela, on se place dans une configuration très simple comme le montre la figure 5.15
et une seule direction est introduite. Les paramètres de la simulation sont les suivants :
• Obstacle : Disque de rayon 0.9 centré à l’origine.
• Nombre d’onde k = 6pi, longueur d’onde λ = 1/3.






Figure 5.15 – Interpolation directionnelle avec une seule direction : configuration.
L’onde incidente considérée est plane et vient de la gauche. Nous choisissons de fixer le
nombre d’onde à k = 6pi pour que le noyau de Green considéré soit oscillant (voir figure 5.16.a).
La longueur d’onde est donc égale à λ = 1/3. Les abscisses et ordonnées du domaine à visualiser
5.6. VALIDATIONS NUMÉRIQUES DES CHAMPS RAYONNÉS RECONSTRUITS. 139
V varient entre 5λ et 8λ, c’est à dire entre 5/3 et 8/3, les longueurs du domaine dans chaque
direction sont donc égales à 3λ. Le champ diffracté de référence est représenté sur la figure
5.16.a. Cette solution de référence est obtenue en définissant une grille de visualisation très fine,
en calculant en chacun des nœuds la solution par la formule de représentation et en effectuant
une interpolation affine. Toutes les solutions de référence dans cette section sont obtenues de
cette façon. Nous définissons une seule direction c à partir du centre du domaine à visualiser et
de l’origine, qui correspond au centre du disque, on a donc
c = (4.5λ, 4.5λ) . (5.42)
Le domaine à visualiser n’est pas découpé puisque l’on veut montrer qu’ajouter simplement
cette direction dans la reconstruction du champ rayonné permet d’améliorer sensiblement sa
qualité. Les ordres d’interpolation sont prescrit en suivant la section 5.5.3 et sont fixés à 5 dans
chaque direction : le problème est symétrique et les longueurs sont identiques. Ainsi, 36 points
d’interpolation sont définis pour reconstruire le champ rayonné.
La figure 5.16 compare les résultats obtenus avec ou sans cette direction à partir des mêmes
points d’interpolation. Lorsqu’il n’y a pas de direction (figure 5.16.b), le champ reconstruit est
très loin de la solution de référence puisqu’il n’y a pas assez de points d’interpolation pour
capter la richesse de l’information. L’erreur absolue ponctuelle, correspondant à l’écart entre le
champ rayonné et son approximation en tout point, est affichée sur la figure 5.16.d et il y a une
erreur relative pouvant atteindre plus de 111 % en certains points. Avec une unique direction,
le champ obtenu avec ces mêmes points se trouve sur la figure 5.16.c et la solution est beaucoup
plus précise (erreur sur la figure 5.16.e). Dans ce cas, l’erreur relative est au maximum égale à 3%.
Maintenant que nous avons montré l’intérêt de l’interpolation directionnelle en n’ajoutant
qu’une seule direction, sans le processus de découpages, nous nous concentrons sur des cas plus
réalistes.
5.6.2 BEM en 2D et rayonnements dans le plan
Nous nous intéressons maintenant à des problèmes en dimension deux. Un code équations
intégrales en dimension deux, développé par Marc Bakry durant sa thèse [Bakry, 2016], est
utilisé. Les frontières des objets sont donc maillés à l’aide de segments puisque la méthode des
éléments finis de frontière permet de réduire la dimension du problème par un. Nous souhaitons,
à partir de la solution calculée par le code équations intégrales et des formules de représentation,
et en utilisant notre algorithme, reconstruire des champs rayonnés dans des domaines donnés en
dimension deux. Nous considérons d’abord la diffraction d’une onde plane autour d’un disque
puis l’objet considéré est plus complexe avec une forme dite de L ou L–shape en anglais.
5.6.2.1 Diffraction par un disque
Pour ce problème, nous reprenons quasiment les mêmes paramètres que dans la section 5.6.1
mais le domaine à visualiser est beaucoup plus large (voir figure 5.17). Nous souhaitons mon-
trer l’intérêt du découpage mis en place et l’introduction de plusieurs directions. On considère
là encore le problème de Helmholtz avec une condition de Dirichlet. Les paramètres sont les
suivants :
• Obstacle : Disque de rayon 0.9 centré à l’origine.
• Nombre d’onde k = 6pi, longueur d’onde λ = 1/3.
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(a) Référence (b) Sans direction (c) Une direction
(d) Erreur absolue ponctuelle (sans
direction)
(e) Erreur absolue ponctuelle (une
direction)
Figure 5.16 – Diffusions de champs diffractés (a, b et c) par un disque. Hormis la référence (a),
les autres résultats sont obtenus avec des fonctions d’ordre 5 dans chaque direction. Comparaison
de l’ajout d’une seule direction (c et e) au cas sans direction (b et d).
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(2, 4) (6, 4)
12λ
24λ
Figure 5.17 – Diffraction autour d’un disque : configuration.
Dans l’algorithme 9, un paramètre R permet de limiter les oscillations sur chaque élément.
Pour ce cas, nous choisissons de le fixer comme R = 0.1. Ce nombre étant petit, cela signifie qu’il
y aura beaucoup de découpages du domaine mais que sur chaque élément, avec les directions,
le nombre de points d’interpolations nécessaire sera petit. La figure 5.18 montre la subdivision
du domaine effectuée où 112 éléments sont définis et compare les ordres nécessaires, fixés en
suivant la section 5.5.3, avec ou sans direction pour avoir une précision demandée à 1%. Lorsque
l’approche directionnelle est utilisée, les ordres varient dans chaque direction entre 2 et 3 sur
chaque élément et le nombre de points d’interpolation au total est égal à 1120. Sans direction,
les ordres varient entre 9 et 26 dans chaque direction et pour chaque élément, et 32508 points
d’interpolation sont nécessaires.
La figure 5.19 compare les visualisations de champs diffractés obtenues dans différentes confi-
gurations, certaines avec, d’autres sans direction. La figure 5.19.a est obtenue avec notre méthode
adaptative où 1120 degrés de liberté sont utilisés. Pour la même subdivision et avec les mêmes
degrés de liberté mais cette fois-ci sans direction, la figure 5.19.b permet de comprendre pour-
quoi l’approche directionnelle est intéressante. Sans direction, pour avoir une précision similaire,
32508 degrés de liberté sont nécessaires sur la figure 5.19.c. Un facteur 29 apparait et montre la
compression de l’information obtenue grâce à l’interpolation directionnelle.
5.6.2.2 Diffraction autour d’un disque
Nous considérons le même type de problème mais avec deux changements notables : le nombre
d’onde est plus élevé et le domaine de visualisation englobe l’obstacle. Les paramètres sont les
suivants :
• Obstacle : Disque de rayon 1.0 centré à l’origine.
• Nombre d’onde k = 25, longueur d’onde λ ≈ 0.25.
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(a) Avec directions (b) Sans direction
Figure 5.18 – Subdivision du domaine et comparaison des ordres nécessaires.
(a) Adaptative avec
1120 d.d.l.
(b) Sans direction avec
1120 d.d.l.
(c) Sans direction mais
avec 32508 d.d.l.
Figure 5.19 – Visualisation de champs diffractés. Comparaison de notre méthode avec le cas
sans direction pour le même nombre d’éléments (a-b) et pour une précision similaire (a-c).
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• Taille du domaine à visualiser : 8× 8 ≈ 32λ× 32λ.
La configuration du problème est donnée par la figure 5.20. L’algorithme 9 est utilisé avec le
paramètre R = 1. Le domaine est ainsi découpé en 620 éléments et les formules de représentation
sont utilisées en 29268 points.
La spécificité du domaine à visualiser par rapport à précédemment est qu’il contient l’obs-
tacle. La conséquence est que nous choisissons de le décomposer en deux parties :
• Une partie dite « proche » où l’interpolation directionnelle n’est pas utilisée.














(b) Définition des zones proche et lointaine
Figure 5.20 – Diffraction autour d’un disque
Dans la partie « lointaine », le comportement du champ rayonné s’approche de celui d’une
onde plane et donc il est très intéressant d’utiliser l’interpolation directionnelle comme nous
l’avons vu sur les exemples précédents. En outre, plus le domaine V est loin de la frontière, plus
l’approche directionnelle est efficace. C’est pour cette raison que les éléments les plus éloignés de
la frontière sont de plus grandes tailles. Dans la partie « proche », mettre en place une interpo-
lation directionnelle est beaucoup moins intéressante car afin d’avoir des directions pertinentes,
il faut pour chaque couple (EV ,BE) que la direction c vérifie
c ≈ x− y‖x− y‖ , ∀x ∈ EV , ∀y ∈ BE . (5.43)
Pour que cette approximation soit vraie pour chaque couple considéré, dans le cas « proche
», la seule possibilité est de découper énormément et donc d’introduire de très nombreuses
directions. Dans le cas contraire, c’est-à-dire si l’approximation n’est pas vraie, il peut arriver
que l’utilisation de directions fasse augmenter le nombre de points d’interpolation nécessaire
par rapport au cas sans direction. Aussi, dans la zone proche, nous décidons de ne pas
utiliser l’interpolation directionnelle mais nous utilisons des fonctions d’ordre élevé. Le critère
d’admissibilité sans direction est utilisé et les ordres sont fixés en suivant la section 5.5.3. Nous
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décidons que la zone est considérée comme lointaine lorsque la distance avec la frontière est
plus grande qu’une longueur d’onde comme le montre la figure 5.20.b.
(a) Représentation obtenue à 0.5 % avec la
subdivision du domaine affichée
(b) Représentation en relief
Figure 5.21 – Propagation d’une onde acoustique autour d’un disque pour un nombre d’onde
élevé
La figure 5.21 donne la représentation obtenue pour une précision de 0.5 % avec notre
méthode de visualisation. La subdivision du domaine est affichée sur la figure 5.21.a. Le maillage
de représentation est composé de 427 962 triangles. La figure 5.21.b illustre bien le coté oscillant
de l’onde sur cette représentation en relief.
5.6.2.3 Diffraction autour d’un objet L-shape
Nous considérons maintenant un cas plus réaliste avec un objet dont la frontière est en
forme de L comme le montre la figure 5.22.a. Des zones proche et lointaine sont définies comme
précédemment (voir figure 5.22.b). Les paramètres du problème sont les suivants :
• Obstacle en forme de L de longueur maximale 3λ.
• Nombre d’onde k = 6pi, longueur d’onde λ = 1/3.
• Taille du domaine à visualiser : 12λ× 12λ.
La méthode adaptative est utilisée pour découper le domaine. Nous fixons le paramètre R à
R = 0.5. Ainsi, 405 éléments constituent le maillage du domaine, avec certains en zone proche,
d’autres en zone lointaine. Il y a 9596 points d’interpolation soit une moyenne légèrement
inférieur à 24 degrés de liberté par éléments. Le découpage et les ordres par direction sont
montrés sur la figure 5.23.
Le maillage, ainsi que le choix des ordres, ne dépend pas de l’onde incidente et est donc
fixé une seule fois. Les mêmes points d’interpolations sont utilisés même si l’angle de l’onde
incidente est modifiée. Les figures 5.24 et 5.25 montrent les champs rayonnés obtenus pour
deux ondes planes incidentes différentes (respectivement 30 et 120 degrés). Dans les deux cas,
la figure de gauche représente le champ total (champ indicent + champ diffracté) rayonné. Afin













(b) Définition des zones proche et lointaine
Figure 5.22 – Diffraction autour d’un objet L-shape
Figure 5.23 – Subdivision du domaine et ordres nécessaires par direction pour la configuration
en forme de L.
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de représenter le champ total, l’onde incidente, qui est de la forme eiνx, où ν est la direction
de l’onde plane, doit être ajoutée au champ diffracté. La figure de droite quant à elle affiche la
subdivision du domaine (qui ne change pas) et le maillage de représentation utilisé pour une
précision demandée à 1 %. Le maillage de représentation pour la figure 5.24 est constitué de
35009 éléments soit une moyenne de 86 triangles par élément. Pour la figure 5.25, il n’y a que
26978 triangles soit une moyenne de 67 triangles par élément.
(a) Champ rayonné total et obstacle (blanc) (b) Subdivision du domaine (405 éléments) et
maillage de représentation (35009 triangles)
Figure 5.24 – Visualisation du champ rayonné total (parties réelle (a) et absolue (b)) diffracté
par un object en forme de L pour une onde plane incidente donnée (angle 30 degrés).
Augmentation du nombre d’onde
Nous reprenons les mêmes longueurs que le cas précédent mais en faisant varier le nombre
d’onde, nous fixons celui-ci à k = 100. Les paramètres sont donc les suivants :
• Obstacle en forme de L de longueur maximale 1 soit environ 16λ.
• Nombre d’onde k = 100, longueur d’onde λ ≈ 0.06.
• Taille du domaine à visualiser : 4× 4 ≈ 64λ× 64λ.
Avec un critère toujours fixé à R = 0.5, le nombre de subdivisions du domaine est
maintenant égal à 1644 (voir figure 5.26). Cette augmentation est logique car les longueurs
n’ont pas changées mais la longueur d’onde est beaucoup plus petite donc il y a beaucoup plus
de phénomènes à capturer (plus d’oscillations).
La figure 5.27 montre le champ rayonné total obtenu avec ces nouveaux paramètres. Pour
une précision de visualisation demandée à 1 %, 545 098 triangles définissent le maillage de
représentation soit une moyenne de 332 triangles par élément. La méthodologie mise en place
permet de traiter n’importe quelle longueur d’onde, même lorsque que le nombre d’onde est
élevé.
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(a) Champ rayonné total et obstacle (blanc) (b) Subdivision du domaine (405 éléments) et
maillage de représentation (26978 triangles)
Figure 5.25 – Visualisation du champ rayonné total (parties réelle (a) et absolue (b)) diffracté
par un object en forme de L pour une seconde onde plane incidente (angle 120 degrés).
Figure 5.26 – Subdivision du domaine et ordres nécessaires par direction pour la configuration
en forme de L pour k = 100.
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(a) Champ rayonné total et obstacle (blanc) (b) Subdivision du domaine (1644 éléments) et
maillage de représentation (545098 triangles)
Figure 5.27 – Visualisation du champ rayonné total (parties réelle (a) et absolue (b)) diffracté
par un object en forme de L pour une onde plane incidente à k = 100.
5.6.3 BEM en 3D et rayonnements dans des plans
Dans cette section, nous présentons des résultats où la méthode des éléments finis de
frontière est utilisée en dimension trois. L’objet est donc maillé par des éléments surfaciques
comme sur la figure 5.28, mais les rayonnements sont effectués dans des plans. Notons que
les axes ne sont pas classiques car par exemple l’altitude est désignée par Y (voir figure
5.28). Dans la section suivante, les rayonnements seront volumiques mais pour l’instant nous
nous intéressons à des rayonnements dans des plans. Il s’agit d’un cas important puisque
dans le cas volumique, l’utilisateur peut faire des coupes et donc se ramener à des plans. En
travaillant directement dans un plan, la subdivision du domaine suit le processus en dimension
deux. La génération de la visualisation est faite sur des éléments surfaciques et est donc plus aisée.
Nous nous intéressons à la propagation d’une onde autour d’un rafale (figure 5.28) dont les
caractéristiques sont les suivantes :
• Longueur (direction Z) : 11.6.
• Largeur (direction X) : 7.
• Hauteur (direction Y ) : 2.92.
La longueur d’onde est fixée à
k = 3. (5.44)
Les caractéristiques des plans sur lesquels les champs sont reconstruits sont donnés dans le
tableau 5.4. Le critère fixant le découpage du domaine est fixé à chaque fois à R = 1. Pour les
plans respectivement 1, 2 et 3, le domaine à visualiser est découpé en respectivement 110, 148
et 24 éléments. Les découpages et maillages de représentation générés sont affichés sur la figure
5.29. Les champs rayonnés sont affichés sur la figure 5.30. Les nombres de triangles dans les
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Figure 5.28 – Solution calculée par la méthode des éléments finis de frontière.
maillages de représentation sont 27761, 19915 et 27548 correspondants aux trois plans.
Plan Xmin Xmax Ymin Ymax Zmin Zmax
Plan 1 0 0 -5 5 -20 20
Plan 2 -10 10 -2 -2 -20 20
Plan 3 -10 -10 -5 5 8 8
Table 5.4 – Caractéristiques des plans où les champs sont reconstruits.
5.6.4 BEM en 3D et rayonnements dans des volumes
Dans cette section, nous présentons des rayonnements volumiques. Nous considérons deux
cas de propagation d’onde acoustique autour d’un rafale. Pour tous les exemples, l’objet dif-
fractant est discrétisé à l’aide de triangles et nous souhaitons reconstruire la solution dans un
volume. L’objet diffractant est exactement le même que dans la section 5.6.3. Tout d’abord,
nous exhibons une configuration où le domaine V est totalement disjoint de l’objet diffractant.
L’interpolation directionnelle est donc utilisée afin de compresser l’information. Dans un second
temps, le domaine à visualiser englobe le rafale.
5.6.4.1 Un rayonnement en dehors de l’obstacle diffractant
Pour ce premier cas, les caractéristiques du domaine V sont les suivantes :
• Xmin = 0, Xmax = 15,
• Ymin = −10, Ymax = 10,
• Zmin = −20, Zmax = −10.
Ce domaine est « loin » de la surface où la méthode des éléments de finis de frontière est
appliquée.
150 CHAPITRE 5. RECONSTRUCTION ET VISUALISATION DE CHAMPS RAYONNÉS
(a) Plan 1 : 27761 triangles dans
le maillage de représentation
(b) Plan 2 : 19915 triangles dans le maillage de représen-
tation
(c) Plan 3 : 27548 triangles dans
le maillage de représentation
Figure 5.29 – Propagation d’une onde autour d’un rafale. Visualisation des champs rayonné
dans des plans. Subdivision (en noir) des plans en question et maillages de représentation.
Le nombre d’onde est fixé à
k = 5.
L’algorithme de subdivision du domaine est appliqué avec comme paramètre R = 0.2. La figure
5.31 illustre la subdivision et exhibe les ordres assignés suivant chaque direction. Le domaine
est décomposé en 308 éléments et il y a 14412 degrés de liberté où sont utilisées les formules de
rayonnement. La méthode de visualisation permet de représenter la solution reconstruite où la
précision demandée est fixée à 1 %. Le maillage de représentation est constitué de presque 8 mil-
lions de tétraèdres. La figure 5.32 montre le champ reconstruit, la subdivision du domaine ainsi
que le maillage de représentation généré. Pour les mêmes degrés de liberté, la figure 5.33 com-
pare les représentations obtenues avec et sans directions. Comme en dimension deux, l’approche
directionnelle est très intéressante et permet d’obtenir une bien meilleure reconstruction.
5.6.4.2 Un rayonnement où le domaine à visualiser englobe l’obstacle
Pour ce second cas, la principale différence avec le précédent cas est que le domaine V où
nous souhaitons visualiser le champ reconstruit englobe l’obstacle. Ces caractéristiques sont :
• Xmin = −20, Xmax = 20,
• Ymin = −10, Ymax = 10,
• Zmin = −30, Zmax = 30.
Le nombre d’onde est fixé à
k = 2.
Notre algorithme de subdivisions est appliqué avec le paramètre R = 1.0 et 844 éléments sont
générés comme le montre la figure 5.34. Comme précédemment, deux zones sont définies : une
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(a) Champs reconstruits dans des plans
(b) Avec maillage de représentation (en wireframe)
Figure 5.30 – Visualisation des champs rayonné dans des plans. Propagation d’une onde autour
d’un rafale.
(a) Ordre suivant X (b) Ordre suivant Y (c) Ordre suivant Z
Figure 5.31 – Ordres suivant chaque direction pour le rayonnement 3D en dehors de l’obstacle
diffractant
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Figure 5.32 – Visualisation du champ rayonné reconstruit. La subdivision du domaine est
affichée en noir (308 éléments), le maillage de représentation se trouve en wireframe (7 985 584
tétraèdres).
Figure 5.33 – Comparaison de la visualisation obtenue à 1 % avec la méthode adaptative
(gauche) et sans direction (droite).
5.6. VALIDATIONS NUMÉRIQUES DES CHAMPS RAYONNÉS RECONSTRUITS. 153
zone proche, en présence de l’obstacle, où l’approche directionnelle n’est pas utilisée et une
zone lointaine, définie à partir d’une longueur d’onde de l’obstacle. Dans la zone proche, les
éléments, au nombre de 648, sont de très petite taille tandis que les 196 éléments de la zone
lointaine sont beaucoup plus grands grâce aux ondes planes introduites dans les fonctions de base.
Figure 5.34 – Subdivision du domaine en 844 éléments.
Pour chaque élément de la subdivision, les ordres sont fixés en se basant sur la section
5.5.3. La figure 5.35 met en évidence ces ordres. Le nombre total de degrés de liberté est 275
576. Une coupe est réalisée afin de voir les ordres près de l’obstacle et est visible sur la figure 5.36.
(a) Ordre X (b) Ordre Y (c) Ordre Z
Figure 5.35 – Ordres suivant chaque direction pour le rayonnement 3D autour de l’obstacle.
Pour les mêmes degrés de liberté, la figure 5.37 compare les visualisations obtenue à 1 %
avec notre méthode avec et sans les directions. Lorsque l’approche directionnelle est utilisée,
la précision sur la reconstruction du champ et sur sa représentation est garantie. Dans le
second cas, la différence se fait dans la zone lointaine où l’absence de direction est visible. La
reconstruction est tellement mauvaise que l’on peut avoir l’impression qu’une seconde onde vient
de l’autre sens et qu’il y a des recombinaisons d’ondes. En se basant sur cette représentation,
l’analyse peut induire des erreurs de jugement.
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(a) Ordre X (b) Ordre Y (c) Ordre Z
Figure 5.36 – Coupe de la figure 5.35 permettant de voir les ordres près de l’obstacle.
Figure 5.37 – Comparaison pour les mêmes degrés de liberté de la visualisation obtenue avec
directions (gauche) et sans directions (droite).
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La figure 5.38 se concentre sur la représentation obtenue avec notre méthode visualisation
pour une précision demandée à 1%. Le maillage de représentation est constitué de 1 623 153
tétraèdres et est affiché sur la figure 5.38.b. Naturellement, ce dernier est raffiné lorsque les
variations de la solution sont les plus importantes et en particulier au niveau de l’obstacle. Dans
notre cas, nous visualisons le champ diffracté, qui à l’intérieur de l’obstacle est égal à l’opposée
de l’onde plane incidente puisque le champ total y est nul.
5.7 Conclusions du chapitre
Dans ce chapitre, nous nous sommes intéressés à la reconstruction de champs rayonnés.
Nous avons vu que, bien que la méthode des éléments finis de frontière soit pertinente pour
des problèmes de propagation d’ondes, comme les équations de Helmholtz ou de Maxwell,
la construction de cartographies, à l’aide des formules de représentation, n’est pas souvent
effectuée en pratique car celle-ci est très coûteuse. Nous avons montré que l’utilisation de
fonctions d’ordre élevé, au lieu de simples interpolations affines, permet de gagner énormément
en performance. De plus, des interpolations directionnelles sont considérées et en particulier
des domaines très larges peuvent être traités grâce à cela.
Nous avons présenté une méthodologie et un algorithme pour reconstruire des champs rayon-
nés, composés de polynômes d’ordre élevé et d’ondes planes, qui reposent sur deux étapes :
— Subdivision du domaine à l’aide d’un critère d’admissibilité. Un paramètre (ratio
longueur/longueur d’onde modifié) est fixé pour limiter les oscillations de la fonction à
interpoler dans chaque élément et pour chaque direction. Un critère d’admissibilité est
introduit pour définir si un élément doit être raffiné et un processus de subdivision guidé
par ce même critère est généré. Finalement, un maillage du domaine à visualiser est obtenu
où tous les éléments sont admissibles. Des directions sont associées à chaque élément afin
d’utiliser les propriétés de l’interpolation directionnelle en incluant des ondes planes dans
les fonctions de base.
— Assignation des ordres des fonctions de base. Des règles a priori sont utilisées pour
fixer les ordres dans les éléments qui ont été générés. Ces règles sont basées sur un problème
d’interpolation en dimension un. Les ordres sont choisis afin que l’interpolation du résidu
(la fonction à approcher est moins oscillante grâce à l’introduction des ondes planes) soit
précise. Les fonctions de base s’écrivent finalement à l’aide de polynômes d’ordre élevé et
d’ondes planes suivants les directions définies précédemment.
Dans une seconde partie de ce chapitre, plusieurs exemples numériques issus d’équations in-
tégrales ont validé la méthodologie. Tout d’abord, nous avons montré l’intérêt de l’interpolation
directionnelle sur un exemple très simple. Les gains obtenus avec l’ordre élevé par rapport au bas
ordre étaient déjà grands, mais en introduisant des ondes planes, le nombre de degrés de liberté
est encore largement réduit. La méthodologie mise en place (i.e. subdivision du domaine puis
assignation des ordres) est ensuite testée sur différents exemples de dimensions deux ou trois où
nous montrons, là encore, qu’un champ reconstruit compressé (avec moins de degrés de liberté)
et précis est obtenu. La méthode de visualisation est utilisée pour représenter les champs obtenus.
Nous avons réfléchi à une modification de la méthodologie afin de minimiser le nombre de
degrés de liberté. Au lieu de baser la méthode sur deux étapes disjointes (i.e. subdivision du
domaine puis assignation des ordres), l’idée est de faire les deux en mêmes temps. En effet,
dans la version proposée actuellement, les ordres fixés avec les règles a priori ne sont choisis
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(a) Subdivision du domaine
(b) Maillage de représentation en wireframe et subdivision du domaine en noir
Figure 5.38 – Représentation des champs rayonnés autour d’un rafale avec nos méthodes de
reconstruction et de visualisation.
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que lorsque tous les éléments sont admissibles selon les critères donnés dans la section 5.5.1
mais ces règles pourraient s’appliquer à n’importe quel étape de l’algorithme. Ainsi, pour une
configuration donnée, le nombre de degrés de liberté nécessaire pour atteindre une précision
donnée est calculé. Ensuite, différents découpages sont testés et si une configuration fait diminuer
le nombre de degrés de liberté, alors le découpage en question est effectué. Dans le cas où plusieurs
configurations feraient diminuer le nombre total de d.d.l., celle qui fait diminuer le plus ce nombre
est appliquée. Les configurations testées sont les mêmes que les découpes de la section 5.5.2. La
méthodologie est résumée dans l’algorithme 11.
Algorithme 11 : Un choix de découpage pour minimiser le nombre de degrés de liberté
Initialiser EV = V et BE = G et Nddl le nombre de d.d.l.
Tester les découpages et calculer Nmin comme le minimum de d.d.l. de ces nouvelles
configurations.
tant que Nmin < Nddl faire
Subdiviser (EminV ,BminE ) le couple réalisant la configuration Nmin.
Mettre à jour Nddl le nouveau nombre de d.d.l.
Tester les découpages et calculer Nmin comme le minimum de d.d.l. de ces nouvelles
configurations.
fin
L’avantage de l’algorithme 11 est que le nombre de points à faire rayonner peut être réduit,
ce qui implique moins de coûts grâce à la réduction du nombre d’appels aux formules de re-
présentation. L’interpolation directionnelle est toujours utilisée et les règles a priori prennent
toujours en compte les directions qui apparaissent dans les ratios. Une précision similaire que
l’algorithme 9 est obtenu avec cette stratégie puisque les mêmes règles a priori sont utilisées.
L’algorithme 11 comporte néanmoins quelques inconvénients. Tout d’abord, dans ce cas, les
ordres peuvent être potentiellement très grands, avec peu de subdivisions néanmoins. Ceci est
possible notamment si on ne considère pas de direction dans le cas où le domaine à visualiser
est très proche de l’objet notamment. En pratique, la gestion d’ordre très élevé, par exemple
supérieur à 100 dans chaque direction, est délicate. Il est en général plus intéressant d’avoir plus
d’éléments avec des ordres moins grands. En outre, l’algorithme 11 est intéressant puisque le
paramètre R n’est pas utilisé mais, à une itération donnée, il n’y a finalement que peu de configu-
rations testées et il peut arriver qu’aucune de ces configurations ne fasse diminuer le nombre de
degrés de liberté. Ainsi, cela peut produire l’arrêt de l’algorithme alors qu’il peut exister d’autres
configurations qui feraient diminuer le nombre de degrés de liberté. En particulier, même si une
configuration ne fait pas diminuer ce nombre, la suivante pourrait le faire. Il n’est pas possible
de savoir a priori le découpage à effectuer.
Finalement, l’algorithme 11 a été testé sur certaines configurations mais manque de robus-
tesse. Il pourrait être intéressant, à l’avenir, de l’améliorer.
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Chapitre 6
Conclusions et perspectives
L’objectif premier de cette thèse était de proposer une méthode et des algorithmes efficaces
afin de visualiser des simulations d’ordre élevé. Une grande partie du manuscrit (chapitres 2, 3
et 4) est ainsi dédiée à cette tâche. Dans une seconde partie (chapitre 5), nous nous sommes
intéressés à la reconstruction et la visualisation de champs rayonnés pour des ondes en régime
harmonique. Nous présentons ici des conclusions ainsi que quelques perspectives de ce travail.
Conclusions
Nous avons débuté ce mémoire en recensant les stratégies actuelles permettant de visualiser
et de post-traiter des simulations d’ordre élevé. Une approche naïve consiste à redécouper de
manière régulière chacun des éléments du maillage de calcul. Une grille de représentation est ainsi
générée et la solution numérique est calculée en chacun des nœuds. Un logiciel de visualisation
standard est ensuite utilisé pour représenter la solution sur tout le domaine en utilisant des
interpolations affines à partir de cette grille. Un manque de maîtrise apparait à la fois sur la
précision de la représentation obtenue ainsi que sur la quantité de données générée.
Une première stratégie consiste à développer un logiciel dédié aux méthodes d’ordre élevé.
Les principaux avantages sont qu’un tel logiciel est directement compatible avec des données
provenant des méthodes d’ordre élevé et qu’il n’y a pas d’erreur de visualisation puisque dans
ce cas, on ne crée pas de représentation approchant la solution numérique. Néanmoins, cette
stratégie nécessite de lourds développements afin d’avoir une plateforme capable de générer des
rendus graphiques mais également disposant de tous les outils nécessaires au post-traitement des
résultats. Le peu d’investissement sur cette stratégie s’explique principalement par deux raisons.
D’une part, pendant longtemps, il n’y avait pas de besoin en visualisation de simulations d’ordre
élevé car ces méthodes sont relativement récentes. D’autre part, les outils graphiques, comme
OpenGL, n’étaient pas aussi puissants qu’actuellement. A l’avenir, il semble que cette stratégie
soit exploitable notamment en terme d’interactivité, ce qui n’était pas forcément le cas avant.
Une seconde stratégie consiste à générer des maillages de représentation adaptée à la
solution numérique à visualiser. L’idée est ainsi de construire une représentation affine
optimisée approchant la solution numérique afin de pouvoir la représenter à l’aide d’un
logiciel de visualisation standard. Dans ce cas, une erreur de visualisation apparait et doit
être contrôlée. Les principales différences entre les travaux concernent la façon de définir
et d’estimer cette erreur de visualisation ainsi que la technique de génération ou de raffi-
nement des maillages de représentation utilisée. Dans ces travaux, un aspect limitant est
que le contrôle de l’erreur de visualisation n’est que partiel alors que nous avons vu dans la
section 4.1.1 qu’un contrôle ponctuel et global est nécessaire afin de ne pas perdre d’information.
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Dans une première partie, nous avons conçu une méthode de visualisation, reposant sur la
stratégie de remaillage en solution de bas ordre, permettant de générer une « bonne » représen-
tation de simulation d’ordre élevé.
Dans cette optique, dans le chapitre 2, nous avons commencé par définir ce qu’est une «
bonne » représentation et trois objectifs sont ressortis :
• la compatibilité avec les logiciels de visualisation standard,
• le contrôle ponctuel de l’erreur de visualisation,
• la restitution des continuités et des discontinuités.
Ensuite, nous avons mis en place une méthodologie et des algorithmes afin de répondre à ces ob-
jectifs. Pour chaque élément du maillage de calcul, un maillage de représentation est construit en
utilisant un algorithme de Bowyer-Watson où le raffinement est guidé par un indicateur d’erreurs
a posteriori. Ce dernier majore la distance de Hausdorff qui est le critère de convergence de la re-
présentation vers la solution numérique en norme L∞. Enfin, pour respecter les (dis)continuités
et en particulier pour éviter d’introduire des sauts artificiels entre les éléments, les éléments sont
décomposés en dimensions inférieures et une approche par dimensions croissantes est utilisée.
Le but est de définir un maillage unique sur chaque interface entre les éléments du maillage de
calcul. Pour cela, des indicateurs d’erreurs a posteriori sont définis pour chaque dimension et
prennent en compte toutes les contributions en attachant sur les interfaces considérées, les traces
des fonctions sous-jacentes. Afin d’évaluer tous ces estimateurs, un algorithme déterministe de
type séparation et évaluation est utilisé.
Dans le chapitre suivant, nous avons effectué des développements spécifiques afin que notre
méthode de visualisation soit capable de traiter des surfaces courbes. En effet, si la méthode de
visualisation est appliquée telle quelle, nous avons vu, notamment dans la section 4.2 consacrée
à la validation de la méthode pour des éléments courbes, que des recouvrements ou des retourne-
ments peuvent apparaitre. Ces artefacts sont dus à une perte de bijectivité de l’approximation de
la transformation géométrique utilisée pour générer le maillage de représentation des éléments à
partir du maillage de représentation de la cellule de référence associée. Ces problèmes viennent
principalement de la contrainte de mailler par dimensions croissantes qui imposent de ne plus
modifier les maillages des bords une fois traités. La conséquence est qu’une zone dite de retour-
nements est introduite. Pour pallier ces problèmes, nous avons défini des indicateurs d’erreurs
a posteriori spécifiques, qui lors du maillage des arêtes des éléments, assurent qu’aucun point
ne sera ajouté dans ces zones lors du passage en dimension supérieure. Pour cela, nous avons
défini un algorithme qui permet de caractériser ces zones de manière efficace : la complexité est
réduite de O(N) à O(√N).
Dans le chapitre 4, nous avons validé numériquement notre méthode de visualisation, sur des
éléments droits et courbes, pour des problèmes de complexité croissante. éléments surfaciques
et volumiques sont traités. Nous avons également améliorer la robustesse de la méthode, pour
certains problèmes très spécifiques, en nous inspirant des développements effectués dans le cadre
des éléments courbes. Le problème, du à la contrainte de maillage par dimensions croissantes,
est que les maillages de représentation peuvent être relativement grossiers sur les bords (en
fonction des variations de la trace des fonctions et de la tolérance demandée comme précision),
ce qui peut générer des éléments quasiment plats. Afin d’éviter cela, l’idée a été de définir
des voisinages autour de ces arêtes et de considérer ces zones lors du maillage des arêtes afin
d’éventuellement raffiner les maillages sur le bord des éléments.
Dans une seconde partie de ce travail, nous nous sommes intéressés à la reconstruction et à
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la visualisation de champs rayonnés pour des ondes en régime harmonique. Notre objectif était
de proposer une méthode pour avoir une reconstruction précise, automatique et compressée
des champs rayonnés. Ceci signifie que nous voulions visualiser ces champs rayonnés dans un
certain volume à partir de données connues sur une surface. Ces données peuvent par exemple
être calculées par FEM ou par BEM. Nous nous sommes plus particulièrement intéressé au
cadre équations intégrales même si la méthodologie est générale. En remarquant que le noyau
de la solution fondamentale est, sous certaines conditions, proche d’une onde plane, l’idée a été
d’introduire une interpolation directionnelle du noyau afin de compresser l’information. Pour
cela, les fonctions de base définies combinent des polynômes d’ordre élevé et des ondes planes.
Nous avons mis en place un algorithme qui permet de créer une subdivision du domaine à
visualiser et de définir ces fonctions de base sur chaque élément. Cet algorithme est très efficace
grâce à la simplicité et la pertinence des critères utilisés. En effet, un critère d’admissibilité basé
sur le ratio entre les tailles des éléments et des longueurs d’onde modifiées guide ces subdivisions.
Des règles a priori permettent ensuite de fixer les degrés des polynômes d’ordre élevé sur chaque
élément afin d’approcher précisément les champs rayonnés locaux. Les gains obtenus par la
compression effectués peuvent être très importants avec des facteurs 30 sur le nombre de degrés
de liberté entre les cas sans et avec directions. Ces facteurs sont encore plus grands si on compare
notre méthodologie aux grilles cartésiennes. Finalement, la méthode de visualisation a été utilisée
pour représenter ces champs et valider numériquement le potentiel de l’approche.
Discussions et perspectives
Tout d’abord, un point important concerne les temps CPU, qui actuellement sont longs
notamment à cause du contrôle ponctuel demandé (résolution d’un problème d’optimisation).
Nous avons réfléchi à des stratégies afin de limiter les appels à l’algorithme DIRECT. En effet,
malgré le fait que la recherche effectuée par cet algorithme soit guidée et donc bien meilleure
qu’une répartition régulière des points testés, ce processus est coûteux. Une idée a été d’utiliser
une estimation d’erreur quadratique. Pour cela, la solution n’est calculée qu’aux degrés de liberté
quadratiques à savoir les sommets et les centres des arêtes. L’erreur est dans ce cas définie comme
la différence entre l’interpolation quadratique (i.e. de degré deux et définie à partir des degrés
de liberté quadratiques) et l’interpolation affine (i.e. de degré un et définie uniquement à partir
des sommets). L’évaluation de cette erreur est rapide et il est même possible, lorsque la fonction
est réelle, de déterminer analytiquement un point réalisant l’erreur maximale (en calculant les
gradients des fonctions et en résolvant un petit système linéaire). Une fois que cette estimation
a convergé sous la tolérance, on peut utiliser l’algorithme DIRECT afin d’estimer la vraie erreur
ponctuelle. L’intérêt de cette approche est que les recherches effectuées avec l’erreur quadratique
sont très rapides à réaliser et permettent d’obtenir une première représentation facilement. Sur
les quelques tests réalisés, cette stratégie semble prometteuse avec des temps de calcul pouvant
être réduit de moitié par exemple.
De plus, l’approche basée sur une construction auto-adaptative proposée souffre d’un manque
d’optimalité au niveau de la construction du maillage de représentation. En effet, le critère pour
choisir le point à ajouter et l’utilisation de techniques de retournement d’arêtes standards rendent
cet algorithme non optimal au sens de la meilleure décroissance de l’erreur. Il serait intéressant
d’investiguer les techniques de raffinement de maillages anisotropes basées sur l’utilisation de
métriques (adaptées à l’estimateur d’erreur) [D’Azevedo, 1991, Alauzet and Frey, 2003].
Le traitement des éléments courbes est actuellement limité aux surfaces. Il est tout à fait
possible d’utiliser la méthode de visualisation sur des volumes courbes mais dans ce cas, il n’y
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a pas de garantie que l’approximation de la transformation géométrique soit bijective. Ainsi,
on ne peut pas assurer que la représentation générée soit une fonction. Il serait intéressant
d’étendre les développements spécifiques aux volumes courbes. Néanmoins, la première question
concerne la définition et la caractérisation des zones posant éventuellement des problèmes. Il
faudrait ensuite définir un indicateur d’erreurs spécifique.
Nous avons proposé une stratégie de raffinement du maillage de bord dans la section 4.3 afin
d’améliorer la qualité des maillages de représentation et également d’avoir un algorithme plus
robuste. Une zone, correspondant à un voisinage, est ainsi définie. Le critère de construction de
cette zone que nous utilisons est géométrique, simple et assure la convergence mais on pourrait
en tester d’autres. La caractérisation de cette zone pourrait par exemple prendre en compte les
variations des traces des fonctions dans leur construction.
Concernant la partie reconstruction de champs rayonnés, plusieurs perspectives seraient
intéressantes. Tout d’abord, comme la méthodologie mise en place est générale, on pourrait
s’intéresser à d’autres applications. Ces applications peuvent concerner d’autres domaines
d’applications en BEM comme l’électromagnétisme qui n’a pas été testé numériquement ou
de manière plus générale à la reconstruction de champs où les données seraient connues sur
une surface en étant calculées à partir de FEM. Deuxièmement, on pourrait s’intéresser à des
éléments plus compliqués comme par exemple des éléments courbes permettant de définir des
domaines à visualiser plus complexes. Enfin, nous l’avons déjà évoqué mais il pourrait être
pertinent de proposer une nouvelle façon de faire afin d’optimiser le nombre de degrés de
liberté. Pour cela, une idée serait construire simultanément les subdivisions des domaines et les
fonctions de base intégrant les polynômes d’ordres élevés et les ondes planes.
Un dernier aspect concerne la régularisation de champs dans le cadre de la méthode DG. En
effet, la méthode de Galerkin Discontinu est basée sur les sauts entre les éléments et peut rendre
discontinue une solution qui était continue. Or, d’un point de vue physique, ces sauts n’ont pas de
sens. Ainsi, il pourrait être intéressant d’éliminer les discontinuités numériques (dues aux flux de
la méthode) entre les éléments tout en conservant les discontinuités physiques (dues à la physique
du problème). L’idée serait de construire une solution équivalente à celle à visualiser mais en lui
donnant plus de sens physique. Pour cela, on pourrait ajouter comme données d’entrées du post-
traitement, différentes informations provenant du problème (comme la nature de l’opérateur
utilisé) ou encore du schéma numérique utilisé. En se donnant un indicateur de sous-partie
du domaine de calcul (décrivant par exemple un changement de matériau), on peut guider la
régularisation et éviter l’introduction de phénomènes non-physiques. Le but est de visualiser
des discontinuités uniquement si elles existent. Cockburn et al. [Cockburn et al., 2000b] ont
proposé une méthode appelée SIAC (Smoothness-Increasing Accuracy-Conserving) permettant
de gagner en régularité et même d’améliorer l’ordre de la méthode dans certains cas. Ce post-
traitement ne peut pas être appliqué à notre problème car il rendrait toutes les composantes
continues. Pour régulariser la solution, une idée serait d’utiliser des fonctions de base d’éléments
finis de type Raviart-Thomas ou Nédélec, selon les problèmes, qui ont naturellement de bonnes
propriétés sur les composantes normales ou tangentielles. Celles-ci sont importantes car, pour





La génération de maillages en
simplexes pour créer un maillage de
représentation
Afin de générer une approximation de la solution numérique, un maillage de représentation
composé de simplexes doit être construit. Aussi, nous faisons dans ce chapitre quelques rappels
succincts sur les maillages et présentons des méthodes de génération de maillages en simplexes.
Nous choisissons celle qui semble la plus pertinente vis à vis de notre problématique et motivons
ce choix.
Toutes les méthodes numériques traitées par notre méthode de visualisation sont basées sur
la discrétisation du domaine de calcul et la génération d’un maillage. Cette étape de génération
du maillage est une « vraie » étape dans le processus de calcul dans le sens où, en général,
la construction d’un maillage nécessite l’utilisation d’un mailleur (i.e. un logiciel dédié). Un
maillage est une partition du domaine en un ensemble de cellules élémentaires. La qualité du
maillage est primordiale car la précision de la solution numérique dépend du maillage utilisée. En
fonction de la méthode numérique choisie, le maillage peut être soumis à certaines contraintes.
En différences finies, des maillages structurés (voir définition A.1 ci-dessous), construits sous
forme de grilles et donc cartésien, sont souvent utilisés. Ces maillages sont très faciles à générer
mais ne peuvent traiter que des géométries simples. Une autre limitation de ce type de maillage
vient du fait que le raffinement local du maillage n’est pas possible, ce qui peut impliquer
un nombre important d’éléments et de degrés de liberté. Des maillages non-structurés sont
donc généralement utilisés, en particulier pour les méthodes des éléments finis et de Galerkin
Discontinue.
Définition A.1. Un maillage Th d’un domaine Ω est dit structuré si ces nœuds sont définis
à partir d’une grille (en dimension 2 ou 3). Cela signifie que les éléments sont repérés par des
indices et que la connaissance de ces voisins se fait simplement en incrémentant ou décrémentant
ces indices. Il n’y a donc pas de table de connectivité et quasiment pas de stockage nécessaire.
Cependant, les domaines considérés doivent être très simples et on ne peut pas raffiner le maillage
sans modifier sa taille dans tout le domaine.
Un maillage non-structuré est défini à partir d’un tableau des coordonnées de tous les
nœuds du maillage et d’une table de connectivité permettant de définir chaque élément par les
numéros de ces sommets. Il est en général nécessaire de stocker les voisins de chaque élément.
Ce type de maillage permet de mailler des géométriques complexes et d’avoir des zones de raf-
finement. Cependant, ils sont plus longs à générer et les coûts de stockage sont plus élevés.
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La figure A.1 montre un maillage structuré et un autre non structuré.
(a) Un maillage structuré (b) Un maillage non-
structuré
Figure A.1 – Exemples de maillages structuré (gauche) et non-structuré (droite).
Les maillages des méthodes des éléments finis doivent être conformes selon la définition A.2
tandis que les maillages des méthodes de Galerkin Discontinue peuvent être non-conformes. Ceci
offre une flexibilité supplémentaire pour la construction de ces derniers. La figure A.2 illustre
la différence entre des maillages conforme et non-conforme. Dans le second cas, on observe la
présence d’un hanging node entouré en rouge sur la figure. Ce point appartient à trois triangles.
C’est un des sommets pour deux d’entre eux, mais ce n’est pas un sommet du dernier triangle.
Définition A.2. Un maillage Th d’un domaine Ω est dit conforme si les conditions suivantes
sont vérifiées :
• Les éléments recouvrent le domaine Ω = ⋃K∈Th K,
• Chaque élément a un intérieur non-vide,





dont les sommets sont des nœuds de ces deux éléments.
Il existe 3 grandes familles [Owen, 1998, Frey and George, 2008] d’algorithmes de génération
automatisée de maillages non-structurés.
• Les méthodes qui utilisent des arbres (Quadtrees en 2D et Octrees en 3D).
• Les méthodes par avancée de front.
• Les méthodes de type Delaunay.
A.1 Les méthodes basées sur des arbres
La première famille est la génération de maillages basés sur une grille (Quadtrees en
dimension 2 et Octrees en dimension 3). Ces méthodes ont été développées à partir des années
















Figure A.2 – Exemples de maillages conforme (gauche) et non-conforme (droite).
80 [Yerry and Shephard, 1984, Cheng et al., 1988]. Elles sont basées sur des arbres dont le
principe est que les feuilles sont récursivement subdivisées jusqu’à ce qu’une taille requise soit
atteinte.
Le point de départ de ces méthodes est une géométrie et une description discrète de la
géométrie (i.e. une frontière formée par des points, des segments ou des triangles suivant la
dimension). Le principe de la méthode est, en fonction de cette description, de définir un arbre
raffiné à certains endroits. Ensuite, à partir de cet arbre, un maillage est construit. La méthode
peut être résumée en plusieurs étapes [George, 1992] :
1. Création d’une boite englobante. Tous les éléments de la géométrie à mailler sont contenus
dans cette boite.
2. Création d’un arbre. Un arbre est créé en fonction de la position des sommets et des
éléments. Pour cela, tous les points de la frontière sont parcourus, la feuille de l’arbre le
contenant est recherchée et cette dernière est subdivisée en 4 (resp. 8) éléments de tailles
identiques en dimension 2 (resp. 3). De la même manière, les éléments de la frontière sont
parcourus et les feuilles qui contiennent plus d’un élément sont subdivisées. Finalement,
chaque feuille de l’arbre ne doit contenir qu’au plus un seul sommet de la géométrie (elle
peut ne pas en contenir) et ne doit contenir qu’au plus un élément.
3. Équilibrage de l’arbre. L’écart de niveau (de découpe) entre deux éléments voisins de l’arbre
ne doit pas être plus grand qu’un. Si ce n’est pas le cas, certains éléments sont subdivisés.
Cet équilibrage est utile pour avoir un maillage avec des tailles équilibrées.
4. Création du maillage. Le maillage de la boite est ensuite généré en prenant en compte les
sommets de la géométrie et les feuilles de l’arbre. La dernière étape consiste à éliminer
l’extérieur, c’est à dire les éléments de la boite qui n’appartiennent pas à la géométrie.
Cette dernière est facile à réaliser puisque la frontière est préservée et donc les éléments
sont soit à l’intérieur, soit à l’extérieur.
La construction par cette méthode est coûteuse car beaucoup de recherches dans l’arbre sont
nécessaires. Pour rester performante, la gestion par structures de données est primordiale. Il
faut également noter qu’à part l’équilibrage de l’arbre qui permet d’avoir des éléments de tailles
similaires, il n’y a aucun critère de qualité pris en compte lors de la construction du maillage. Il
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peut y avoir donc des éléments assez plats par exemple. Une étape d’optimisation de ce maillage
est donc en général nécessaire.
A.2 Les méthodes par avancée de front
La deuxième famille concerne les méthodes par avancée de front. Ce type de méthode a
été introduit dans la thèse de John Alan George en 1971 [George, 1971], puis longuement étu-
dié notamment par Lo [Lo, 1985, Lo, 1991a, Lo, 1991b] et Löhner [Löhner and Parikh, 1988,
Löhner, 1996, Löhner, 1997]. Certains mailleurs sont basés sur cette méthode [Schöberl, 1997].
Adapté à n’importe quelle géométrie arbitraire, le maillage est composé de triangles ou de té-
traèdres et est construit à partir du contour du domaine. Dans un premier temps, un maillage
du bord de l’objet est construit, à partir d’un critère sur la taille des éléments. Ce maillage du
bord constitue le front initial. Ensuite, l’objet est rempli par des simplexes ajoutés un à un et
construits à partir du front. Ainsi, à chaque étape de l’algorithme, le front est mis à jour et
sépare la partie de l’objet maillée de celle qui ne l’est pas encore. L’algorithme s’arrête lorsque
l’ensemble des simplexes recouvre entièrement l’objet. A l’inverse des méthodes basées sur des
arbres présentées précédemment, les méthodes frontales permettent de construire des maillages
dont les éléments sont de bonne qualité près des bords de l’objet. Néanmoins, afin d’éviter que
deux fronts de tailles différentes [George and Seveno, 1994] ne se rencontrent au centre de l’ob-
jet (sinon l’algorithme n’a pas d’autre choix que de créer des éléments de mauvaise qualité), il
est nécessaire d’avoir un maillage du bord bien adapté. Cette méthode n’est néanmoins pas la
plus performante et peut être en difficulté pour traiter des cas en dimension trois. De plus, si le
domaine est fortement non-convexe ou en présence de nombreux trous ou obstacles (la frontière
est composée de plusieurs composantes connexes), cette approche peut ne pas converger.
A.3 Les méthodes de maillage de Delaunay
La troisième famille concerne les méthodes permettant de générer des maillages par raffine-
ment de triangulations de Delaunay [Delaunay, 1934]. Un maillage initial est d’abord construit
à partir de la triangulation de Delaunay d’un ensemble de points. Ce maillage « grossier »
est ensuite raffiné par ajout de points. Cette méthode est basée sur le critère de la sphère
vide [Delaunay, 1934, George, 1991, Dobrzynski, 2005]. Ce dernier est rappelé dans la défini-
tion A.3 qui explicite ce qu’est une triangulation de Delaunay. L’algorithme de Bowyer-Watson
[Bowyer, 1981, Watson, 1981], développé et publié indépendamment la même année (1981) par
Bowyer et Watson, fournit un moyen efficace pour calculer les triangulations de Delaunay en
dimension quelconque.
Définition A.3. Soit Th un maillage du domaine. Cette tesselation est une triangulation de
Delaunay si les boules ouvertes B(K) circonscrites aux éléments K ne contiennent aucun autre
sommet du maillage.
Le rapport de George [George, 1991] explique comment construire un maillage par la méthode
de Delaunay en dimension 2. La méthodologie générale est donnée dans l’algorithme 12.
La méthode repose sur deux aspects fondamentaux qui sont l’insertion de points dans le
maillage respectant le critère de Delaunay (i.e. il y a éventuellement une modification locale du
maillage autour du sommet ajouté) et la recherche de la frontière du domaine.
Nous décrivons maintenant comment fonctionne l’insertion d’un point P dans un maillage
existant Th. Nous supposons que Th est un maillage de Delaunay. Cela signifie d’après la définition
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Algorithme 12 : La méthode de Delaunay
1. Création d’un nuage de points associé aux données. Des points sur la géométrie du
domaine à mailler sont créés en se basant sur une taille caractéristique.
2. Création d’une boite englobante. Tous les éléments de la géométrie à mailler sont
contenus dans cette boite.
3. Maillage de cette boite à l’aide de simplexes.
4. Insertion, un à un, des points du nuage pour définir un maillage initial.
5. Recherche dans le maillage précédent des arêtes du contour donné. Il peut arriver que,
lorsque le critère de Delaunay n’est pas vérifié, la frontière de l’objet soit modifiée. Cette
étape vise donc à modifier le maillage pour recréer éventuellement les arêtes manquantes
et donc retrouver la géométrie initiale.
6. Marquage des éléments du maillage par rapport à la géométrie du domaine. Cette étape
permet de classer les éléments entre ceux qui sont à l’intérieur du domaine et ceux qui
sont à l’extérieur.
7. Création des poins internes et insertion de ceux-ci.
8. Élimination des éléments extérieurs.
A.3 que le cercle circonscrit de chacun des éléments ne contient aucun autre point que ses propres
sommets. L’algorithme permettant de construire le nouveau maillage par raffinement de l’ancien
via l’ajout d’un nouveau point est décrit dans l’algorithme 13. Il est basé sur la construction
d’une cavité S constituée de tous les éléments dont le cercle circonscrit contient le point P
(étapes 2, 3 et 4 de l’algorithme 13). Une fois que la cavité est repérée, toutes les arêtes externes
de celle-ci sont définies, formant ainsi un contour fermé. Ce contour est ensuite utilisé pour
modifier le maillage (étape 5 de l’algorithme 13).
Algorithme 13 : Insertion d’un point dans un maillage en respectant le critère de
Delaunay (en dimension 2).
1. Trouver l’élément (s’il se trouve à l’intérieur) ou les éléments (s’il se trouve sur le bord)
du maillage contenant le point P .
2. Mettre ce(s) élément(s) dans une pile S.
3. Compléter récursivement S en ajoutant tous les éléments du maillage dont le cercle
circonscrit contient P .
4. Construire la cavité. Trouver F1 . . . Fp toutes les arêtes externes de S c’est à dire les
arêtes non communes à plusieurs éléments.
5. Construire le nouveau maillage comme Th = (Th\S)
⋃ {Fj , P}j=1,...,p.
Le deuxième aspect fondamental concerne la recherche de la frontière du domaine. En effet,
à cause des retournements d’arêtes [Dobrzynski, 2005] qui sont effectués et de l’insertion de
points avec la cavité qui est généré, il est possible que le bord ne soit plus respecté. Une étape
est donc nécessaire pour « retrouver » la frontière. Pour cela, une idée simple [George, 1991] en
dimension deux est de définir un polygone contenant tous les triangles coupant l’arête à retrouver
et d’effectuer des retournements d’arêtes successifs jusqu’à ce que l’arête soit retrouvée. L’idée
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est similaire pour la dimension trois. Il est possible de générer un maillage en conservant la
frontière du domaine [George et al., 1991], mais cela impose d’autres contraintes et il est plus
simple de faire cette étape pour retrouver le contour du domaine.
A.4 Bilan sur les techniques de génération de maillage
En ce qui nous concerne, nous nous intéressons aux techniques de maillage puisque pour
chaque élément du domaine de calcul, nous allons construire un maillage de représentation de
l’élément de référence. Nous nous intéressons à une méthode itérative basée sur un processus
d’ajouts de points. Ainsi, la méthode de Delaunay semble tout à fait pertinente. Les méthodes
par avancée de front ne semblent pas facilement utilisables car on ne sait pas a priori où se
trouvent les points à ajouter. Ainsi, l’introduction d’un front qui avance n’est pas envisageable
car on ne peut pas assurer ne pas revenir « en arrière ». Les méthodes basées sur des arbres ne
sont pas non plus envisageables car il n’y a pas de géométrie au départ puisque seule la cellule de
référence est connue lorsque l’algorithme de construction du maillage de représentation débute.
Pour toutes ces raisons, l’algorithme de Delaunay, qui est principalement basé sur un processus
d’ajouts de points dans une tesselation existante, est choisi.
Annexe B
Fonctions de base et transformations
géométriques usuelles
Dans cette annexe, nous présentons quelques fonctions de base et transformations géomé-
triques usuelles. L’élément de référence est défini selon la fonction de base considérée. Ainsi, pour
un même élément où plusieurs champs sont définis dessus, pour chaque champ, un élément de
référence différent peut lui être associé. Il convient donc de bien préciser l’élément de référence
utilisé et donc la transformation géométrique utilisée lorsque nous définissons une fonction de
base.
B.1 Interpolation de Lagrange, polynômes de Gauss, de Gauss-
Lobatto, de Chebyshev
Parmi les fonctions de base, les plus classiques sont les polynômes de Lagrange. Un ensemble
de points (qui peuvent être les nœuds de l’élément est choisi) est introduit et pour chacun de
ces points, un polynôme de Lagrange lui est associé. La particularité de ce dernier est qu’il vaut
1 au point qui lui associé et 0 à tous les autres.
Interpolation de Lagrange







xi − xj . (B.1)
Aux points considérés, ces polynômes vérifient
li(xj) = δij , (B.2)
où δ est le symbole de Kronecker. Les polynômes de Gauss, de Gauss-Lobatto ou encore de
Chebyshev sont des polynômes de Lagrange définis en des points particuliers choisis pour vérifier
certaines propriétés.
Points de Gauss
Les points de Gauss sur le segment [-1,1] sont donnés dans les tableaux B.1, B.2. et B.3
jusqu’à l’ordre 10.
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Ordre 1 Ordre 2 Ordre 3 Ordre 4





























































Table B.1 – Points de Gauss sur le segment [-1,1] jusqu’à l’ordre 4.
Ordre 5 Ordre 6 Ordre 7
x0 -0.9324695142031521 -0.9491079123427585 -0.9602898564975363
x1 -0.6612093864662645 -0.7415311855993945 -0.7966664774136267
x2 -0.2386191860831969 -0.4058451513773972 -0.5255324099163290
x3 0.2386191860831969 0. -0.1834346424956498
x4 0.6612093864662645 0.4058451513773972 0.1834346424956498
x5 0.9324695142031521 0.7415311855993945 0.5255324099163290
x6 0.9491079123427585 0.7966664774136267
x7 0.9602898564975363
Table B.2 – Points de Gauss sur le segment [-1,1] pour les ordres 5, 6 et 7.
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Ordre 8 Ordre 9 Ordre 10
x0 -0.9681602395076261 -0.9739065285171717 -0.9782286581460570
x1 -0.8360311073266358 -0.8650633666889845 -0.8870625997680953
x2 -0.6133714327005904 -0.6794095682990244 -0.7301520055740494
x3 -0.3242534234038089 -0.4333953941292472 -0.5190961292068118
x4 0. -0.1488743389816312 -0.2695431559523450
x5 0.3242534234038089 0.1488743389816312 0.
x6 0.6133714327005904 0.4333953941292472 0.2695431559523450




Table B.3 – Points de Gauss sur le segment [-1,1] pour les ordres 8, 9 et 10.
Points de Gauss-Lobatto
Ordre 1 Ordre 2 Ordre 3 Ordre 4
x0 -1. -1. -1. -1.










Table B.4 – Points de Gauss-Lobatto sur le segment [-1,1] jusqu’à l’ordre 4.
Les points de Gauss-Lobatto sont donnés sur le segment [-1,1] dans les tableaux B.4, B.5. et
B.6 jusqu’à l’ordre 10.
Points de Chebyshev
Les polynômes de Chebyshev sont très utilisés en interpolation polynomiale car ils ont la
propriété de minimiser les effets du phénomène de Runge. Les points de Chebyshev (avec n





, ∀ k = 1, . . . , n. (B.3)
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Ordre 5 Ordre 6 Ordre 7
x0 -1. -1. -1.
x1 -0.765055323929464692851 -0.830223896278566929872 -0.8717401485096066153374
x2 -0.2852315164806450963142 -0.4688487934707142138038 -0.5917001814331423021445
x3 0.2852315164806450963142 0. -0.2092992179024788687687
x4 0.765055323929464692851 0.4688487934707142138038 0.2092992179024788687687
x5 1. 0.830223896278566929872 0.5917001814331423021445
x6 1. 0.8717401485096066153374
x7 1.
Table B.5 – Points de Gauss-Lobatto sur le segment [-1,1] pour les ordres 5, 6 et 7.
Ordre 8 Ordre 9 Ordre 10
x0 -1. -1. -1.
x1 -0.8997579954114601573123 -0.9195339081664588138289 -0.9340014304080591343323
x2 -0.6771862795107377534459 -0.7387738651055050750031 -0.7844834736631444186224
x3 -0.3631174638261781587108 -0.4779249498104444956612 -0.565235326996205006471
x4 0. -0.1652789576663870246262 -0.2957581355869393914319
x5 0.3631174638261781587108 0.1652789576663870246262 0.
x6 0.6771862795107377534459 0.4779249498104444956612 0.2957581355869393914319
x7 0.8997579954114601573123 0.7387738651055050750031 0.565235326996205006471
x8 1. 0.9195339081664588138289 0.7844834736631444186224
x9 1. 0.9340014304080591343323
x10 1.
Table B.6 – Points de Gauss-Lobatto sur le segment [-1,1] pour les ordres 8, 9 et 10.
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Ŝ1 Ŝ2
x0 x1 x2 x3 x4 x5
(a) Points de Gauss d’ordre 5
Ŝ1 Ŝ2
x0 x1 x2 x3 x4 x5
(b) Points de Gauss Lobatto d’ordre 5
Ŝ1 Ŝ2
x0 x1 x2 x3 x4 x5
(c) Points de Chebyshev d’ordre 5
Ŝ1 Ŝ2
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9x10
(d) Points de Gauss d’ordre 10
Ŝ1 Ŝ2
x0x1 x2 x3 x4 x5 x6 x7 x8 x9x10
(e) Points de Gauss Lobatto d’ordre 10
Ŝ1 Ŝ2
x0x1 x2 x3 x4 x5 x6 x7 x8 x9x10
(f) Points de Chebyshev d’ordre 10
Figure B.1 – Localisation de points de Gauss, de Gauss-Lobatto et de Chebyshev sur le segment
de référence.
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La localisation des points de Gauss, de Gauss-Lobatto et de Chebyshev sur le segment de
référence pour les ordre 5 et 10 est donnée sur la figure B.1.
B.2 Quelques transformations géométriques usuelles
Dans cette section, nous rappelons quelques transformations géométriques usuelles. Il est
important, quand on définit une fonction de base de donner l’élément de référence et la trans-
formation géométrique associée.
Quelques transformations géométriques en dimension 1
Nous considérons tout d’abord l’élément de référence K̂ défini comme le segment unité de
coordonnées Ŝ1 = (0) et Ŝ2 = (1) et le segment K défini à partir de deux sommets S1 =
(x1, y1, z1) et S2 = (x2, y2, z2). La transformation géométrique (voir figure B.2) est dans ce cas
linéaire et est donnée par :
gK :
∣∣∣∣∣∣∣∣∣∣∣∣∣


















où ϕ1 et ϕ2 sont les fonctions de base P 1 suivantes :
• ϕ1(t) = 1− t,
• ϕ2(t) = t.
On peut aisément vérifier que ϕ1(Ŝ1) = 1, ϕ1(Ŝ2) = 0, ϕ2(Ŝ1) = 0 et ϕ2(Ŝ2) = 1. Le
choix du segment unité comme cellule de référence est intéressante car elle permet de manipu-












Figure B.2 – Transformation géométrique entre le segment unité et un segment quelconque.
Un second choix par exemple est de définir l’élément de référence comme le segment [-1,1]
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où cette fois-ci les fonctions ϕ1 et ϕ2 sont
• ϕ1(t) = 1− t2 ,













Figure B.3 – Transformation géométrique entre la cellule de référence [-1,1] et un segment
quelconque.
Quelques transformations géométriques en dimension 2




















où K̂ est l’élément de référence qui varie suivant le cas considéré, N est le nombre de points de
contrôle et {ϕi}i=1,...,N sont les fonctions de base associées aux points Si = (xi, yi, zi).
Nous explicitons à présent quelques exemples de transformations géométriques usuelles de
dimension 2.
Éléments triangulaires
La première transformation usuelle est le triangle défini par N = 3 points qui sont donc les
sommets du triangle. Cette transformation, dite P 1, est affine. La figure B.4 illustre une telle
transformation dans le cas où la cellule de référence est le triangle unité.
Les 3 fonctions de base P 1, que l’on note ici {λi}i=1,...,3, sont les suivantes :
• λ1(r, s) = 1− r − s,
• λ2(r, s) = r,
• λ3(r, s) = s.
Si maintenant on s’intéresse à la transformation P 2 sur triangle, celle-ci est définie à partir
de N = 6 points comme le montre la figure B.5.
La transformation géométrique gK n’est plus affine. Les 6 fonctions de base, peuvent se
construire à l’aide des 3 fonctions de base P 1 données précédemment, et s’écrivent :
• ϕ1(r, s) = 2λ1(λ1 − 0.5),






































Figure B.5 – Transformation géométrique entre le triangle de référence et un triangle P 2
quelconque.
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• ϕ2(r, s) = 2λ2(λ2 − 0.5),
• ϕ3(r, s) = 2λ3(λ3 − 0.5),
• ϕ4(r, s) = 4λ1λ2,
• ϕ5(r, s) = 4λ2λ3,
• ϕ6(r, s) = 4λ1λ3.
Éléments quadrangulaires
L’élément quadrangulaire le plus simple est l’élément fini quadrilatéral de degré 1, le Q1
à N = 4 nœuds [George and Borouchaki, 2012]. L’élément réel considéré est composé de 4
sommets Si = (xi, yi)i=1,...,4 et la transformation géométrique gK vérifie Si = gK(Ŝi) pour



















Figure B.6 – Transformation géométrique entre la cellule de référence et un quadrangle Q1
quelconque.
Le tableau B.7 donne les fonctions de base ϕi pour deux cellules de référence : le carré unité et
le carré [−1, 1]× [−1, 1]. Le choix de la cellule de référence dépend de la solution numérique. Par
exemple, si des polynômes de Gauss sont utilisés, la cellule de référence est le carré unité alors
que pour des polynômes de Gauss-Lobatto, la cellule de référence est le carré [−1, 1]× [−1, 1].
K̂ ϕ1(r, s) ϕ2(r, s) ϕ3(r, s) ϕ4(r, s)
[0, 1]× [0, 1] (1− r)(1− s) r(1− s) rs r(1− s)
[−1, 1]× [−1, 1] (1−r)(1−s)4 (1+r)(1−s)4 (1+r)(1+s)4 (1−r)(1+s)4
Table B.7 – Construction des transformations géométriques pour l’élément quadrangulaire Q1.
Lorsque l’on considère un quadrangle Q2, N = 9 points sont pris en compte (cf. figure B.7).
Les fonctions de base dépendent toujours de l’élément de référence. Par exemple, pour K̂ =
[0, 1]× [0, 1], elles sont données par :
• ϕ1(r, s) = rs(1− r)(1− s)4 ,
































Figure B.7 – Transformation géométrique entre le carré unité et un quadrangle Q2 quelconque.
• ϕ2(r, s) = −rs(1 + r)(1− s)4 ,
• ϕ3(r, s) = rs(1 + r)(1 + s)4 ,
• ϕ4(r, s) = −rs(1− r)(1 + s)4 ,
• ϕ5(r, s) = −(1 + r)s(1− r)(1− s)2 ,
• ϕ6(r, s) = r(1 + s)(1 + r)(1− s)2 ,
• ϕ7(r, s) = (1 + r)s(1− r)(1 + s)2 ,
• ϕ8(r, s) = −r(1 + s)(1− r)(1− s)2 ,
• ϕ9(r, s) = (1 + r)(1 + s)(1− r)(1− s).
Quelques transformations géométriques en dimension 3






















où K̂ est l’élément de référence, N le nombre de points de contrôle et {ϕi}i=1,...,N sont les
fonctions de base associées aux points Si = (xi, yi, zi).
Nous explicitons les fonctions de base pour deux cas hexaédriques Q1. La numérotation des
sommets est donnée sur la figure B.8. Pour le premier cas, l’élément de référence est le cube
unité, les 8 fonctions de base s’écrivent alors
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• ϕ1(r, s, t) = (1− r)(1− s)(1− t),
• ϕ2(r, s, t) = r(1− s)(1− t),
• ϕ3(r, s, t) = rs(1− t),
• ϕ4(r, s, t) = (1− r)s(1− t),
• ϕ5(r, s, t) = (1− r)(1− s)t,
• ϕ6(r, s, t) = r(1− s)t,
• ϕ7(r, s, t) = rst,
• ϕ8(r, s, t) = (1− r)st.
Si maintenant la cellule de référence est le cube [−1, 1]3, les 8 fonctions de base s’écrivent
• ϕ1(r, s, t) = (1− r)(1− s)(1− t),
• ϕ2(r, s, t) = (1− r)(1− s)(1 + t),
• ϕ3(r, s, t) = (1− r)(1 + s)(1 + t),
• ϕ4(r, s, t) = (1− r)(1 + s)(1− t),
• ϕ5(r, s, t) = (1 + r)(1− s)(1− t),
• ϕ6(r, s, t) = (1 + r)(1− s)(1 + t),
• ϕ7(r, s, t) = (1 + r)(1 + s)(1 + t),










































(b) Pour le tétraèdre
Figure B.8 – Numérotations des sommets pour l’hexaèdre et le tétraèdre.
Nous donnons maintenant les 4 fonctions de base P1 notées (λi)i=1,...,4 associées aux 4 som-
mets du tétraèdre numérotés comme sur la figure B.8.b :
— λ1(r, s, t) = 1− r − s− t,
— λ2(r, s, t) = r,
— λ3(r, s, t) = s,
— λ4(r, s, t) = t.
182 ANNEXE B. FONCTIONS ET TRANSFORMATIONS GÉOMÉTRIQUES USUELLES
A partir de ces fonctions de base, et en introduisant les centres des arêtes comme sur la figure
B.8.b, on peut construire les fonctions de base P2 notées (ϕi)i=1,...,10 associées aux 10 nœuds.
— ϕ1(r, s, t) = (1− r − s− t)(1− 2r − 2s− 2t),
— ϕ2(r, s, t) = r(2r − 1),
— ϕ3(r, s, t) = s(2s− 1),
— ϕ4(r, s, t) = t(2t− 1),
— ϕ5(r, s, t) = 4(1− r − s− t)r,
— ϕ6(r, s, t) = 4rs,
— ϕ7(r, s, t) = 4(1− r − s− t)s,
— ϕ8(r, s, t) = 4(1− r − s− t)t,
— ϕ9(r, s, t) = 4rt,
— ϕ10(r, s, t) = 4st.
B.3 Quelques fonctions de base usuelles
Certaines solutions numériques sont construites à partir d’éléments isoparamétriques. Dans
ce cas, les fonctions de base qui décrivent les champs sont les mêmes que les fonctions de base
qui décrivent la géométrie (par exemple triangles P 1, P 2, quadrangles Q1, Q2...). Cependant,
souvent les fonctions de base qui décrivent les champs sont plus riches que les fonctions de base
géométriques. En effet, en général, les transformations géométriques sont au plus quadratiques
ou cubiques. Par contre, pour approcher les champs, des fonctions plus complexes sont souvent
utilisées comme des polynômes de Gauss, de Gauss-Lobatto...
Ces fonctions étant classiques, nous ne donnons pas plus de détails. Nous rappelons simple-
ment comment sont définis les fonctions de Raviart-Thomas d’ordre p sur triangle P 1 que nous













. Les arêtes sont numérotées par rapport au
numéro du sommet auxquelles elles sont opposées.
Les fonctions de base de Raviart-Thomas d’ordre 0 sont définies comme












et sont représentées sur la figure B.9.
Pour définir les autres fonctions, il est nécessaire d’introduire deux fonctions :
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(a) eˆ1 (b) eˆ2 (c) eˆ3
Figure B.9 – Fonctions de Raviart-Thomas d’ordre 0.




Les fonctions de base de Raviart-Thomas d’ordre p sont construites d’une manière similaire.
Pour cela, on introduit les p+1 points de Gauss sur [0,1] que l’on note xl. On note lj le polynôme
de Lagrange de degré p tel que lj(xl) = δjl. Les fonctions de base normales de Raviart Thomas
sur l’élément de référence sont définies à partir des polynômes de Lagrange lj et des fonctions
eˆ1, eˆ2 et eˆ3 :
• Φ̂1j (ξ, η) = lj(η)eˆ1(ξ, η), j = 1, . . . , p+ 1,
• Φ̂2j (ξ, η) = lp+2−j(η)eˆ2(ξ, η), j = 1, . . . , p+ 1,
• Φ̂3j (ξ, η) = lj(ξ)eˆ3(ξ, η), j = 1, . . . , p+ 1.
Les fonctions de base d’ordre p non-normales sont définies comme
• Φ̂4j (ξ, η) = bj(η, η)eˆ4(ξ, η), j = 1, . . . , p(p+ 1)/2,
• Φ̂5j (ξ, η) = bj(η, η)eˆ5(ξ, η), j = 1, . . . , p(p+ 1)/2,
où {bj}j=1,...,p(p+1)/2 désigne une base de P p(T̂ ), T̂ étant le triangle de référence.
Ces fonctions de base sont définies sur l’élément de référence, la transformation de Piola
permet d’avoir les fonctions sur l’élément réel [Ervin, 2012].
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Annexe C
Détails des calculs de la section 3.3.3
Dans cette annexe, nous détaillons les calculs de la section 3.3.3. Nous commençons par
rappeler le fonctionnement de l’algorithme de Gauss-Newton. Ensuite, nous faisons quelques
rappels de calcul différentiel qui seront utiles pour la suite. Puis, nous nous intéressons au
problème d’optimisation dans le plan de la section 3.3.3.
C.1 L’algorithme de Gauss-Newton
La méthode de Gauss-Newton (ou Newton-Raphson en dimension un) est une méthode
utilisée pour calculer les racines (également appelées zéros) d’une fonction à valeur réelle et
définie par une seule variable [Ypma, 1995]. Il s’agit d’une méthode itérative qui cherche à
chaque itération une meilleure approximation des racines. Notons f la fonction dont on cherche
la racine et que l’on suppose dérivable en tout point. On part d’un point x0 arbitraire. Le choix
de ce point est important et, si possible, nous le choisissons proche de la racine cherchée (des
estimations grossières par dichotomie peuvent être faites par exemple). Afin de construire une
bonne approximation de ces racines, un développement de Taylor au premier ordre est utilisé.
La fonction est approchée par sa tangente en ce point, à savoir :
f(x) ≈ f(x0) + f ′(x0)(x− x0). (C.1)
Comme nous cherchons les racines de f , nous calculons l’intersection de la droite tangente avec
l’axe des racines :
0 = f(x0) + f ′(x0)(x− x0). (C.2)
Aussi, nous construisons par récurrence la suite
xk+1 = xk − f(xk)
f ′(xk)
, (C.3)
où f ′ désigne la dérivée de f et f ′(xk) est supposé être non nul puisque nous cherchons justement
à l’annuler. Le point xk+1 est bien solution de l’équation affine
f(xk) + f ′(xk)(x− xk) = 0. (C.4)
En itérant de la sorte, on finit par trouver la solution à ce problème notée x∗. Il est nécessaire
de fixer des critères d’arrêt. On peut en fixer plusieurs :
• Un critère sur la valeur de la fonction |f(xk)| < ε1, où ε1 ∈ R+ est un paramètre à fixer
assurant que la valeur au point considéré soit quasi-nulle.
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• Un critère sur la stagnation des valeurs |xk+1 − xk| < ε2 qui permet d’arrêter l’algorithme
dans le cas où les points que l’on trouve ne bougent quasiment plus. Nous devons donc
fixer un deuxième paramètre ε2 ∈ R+ qui en général est très petit.
• Un critère sur le nombre d’itérations maximales k > Nmax où Nmax ∈ N représente le
nombre d’itérations maximales.
L’algorithme 14 décrit, dans ce cadre général, l’algorithme de Newton-Raphson.
Algorithme 14 : Algorithme de Newton-Raphson
Données : x0 ; /* point de départ */
Résultat : x∗ ; /* racine */
Initialisation des paramètres : ε1, ε2, Nmax, k = 0 ;
Calcul de f(xk) ;
tant que (|f(xk)| ≥ ε1) et (|xk+1 − xk| ≥ ε2) et (k < Nmax) faire
Calcul de f(xk) ;
Calcul de f ′(xk) ;
si f ′(xk) 6= 0 alors
xk+1 = xk − f(xk)f ′(xk) ;
xk = xk+1 ;
sinon
xk+1 = xk ;
fin
k = k + 1 ;
fin
x∗ = xk ;
Le principal intérêt de l’algorithme de Newton-Raphson est que sa convergence est quadra-
tique. Il présente néanmoins quelques inconvénients. Il est nécessaire de connaitre la valeur de la
dérivée (ou une approximation) de la fonction considérée aux points considérés. Dans notre cas,
ce n’est pas un problème puisque les dérivées des quantités manipulées sont connues. Lorsqu’il y
a plusieurs racines, on ne va pouvoir en récupérer qu’une seule, en fonction du point de départ
choisi, ce qui explique l’importance de ce choix.
C.2 Rappels de calcul différentiel
Les rappels donnés dans cette section s’inspirent du cours de calcul différentiel de Jean Pierre
Raymond. Dans cette section, X et Y désignent des espaces vectoriels réels normés, f désigne
une application d’un ouvert U ⊂ X à valeurs dans Y . La première définition concerne la notion
de dérivée.






lorsqu’elle existe est appelée dérivée de f au point a suivant la direction d et est notée f ′(a; d).
La notion de différentiabilité est introduite dans la définition suivante.
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Définition C.2 (Dérivée de Fréchet). Soit a ∈ U . Supposons qu’il existe un opérateur linéaire
et continu L ∈ L(X;Y ) et une application ε de X dans Y tels que
f(a+ d) = f(a) + Ld+ ‖d‖X ε(d), avec lim‖d‖X→0
ε(d) = 0. (C.6)
L’opérateur L est appelé différentielle de Fréchet de f au point a et f est dite Fréchet-
différentiable (ou différentiable ou différentiable au sens de Fréchet) au point a. La différentielle
de f au point a est également notée Df(a).
Si l’application f est différentiable en a, alors l’opérateur L est unique ainsi que ε. Une
autre définition de différentiabilité (au sens de Gâteaux) existe et fait intervenir les dérivées
de Gâteaux. Les deux notions sont proches mais ne sont pas équivalentes. Dans la suite, nous
n’utilisons que les différentielles au sens de Fréchet que l’on appelle simplement différentielles.
Remarque C.3 (Définition équivalente de la différentiabilité au sens de Fréchet). L’application
f est différentiable en a si et seulement si il existe un opérateur linéaire L ∈ L(X;Y ) tel que
lim
‖d‖X→0
‖f(a+ d)− f(a)− Ld‖Y
‖d‖X
= 0. (C.7)
Les deux théorèmes suivants explicitent la différentielle d’une combinaison linéaire et la
composée de deux applications différentiables.
Théorème C.4 (Différentielle d’une combinaison linéaire). Soient X et Y des espaces vectoriels
normés. Soient U un ouvert de X, f et g deux applications de U dans Y , a ∈ U et λ ∈ R.
Si f et g sont différentiables en a, alors λf + g est différentiable en a et
D(λf + g)(a) = λDf(a) +Dg(a). (C.8)
Théorème C.5 (Différentielle de la composée de deux applications différentiables). Soient X,
Y et Z des espaces vectoriels normés. Soient U un ouvert de X, V un ouvert de Y , f une
application de U dans V et g une application de V dans Z.
Si f est différentiable en a ∈ U et g est différentiable en b = f(a), alors g◦f est différentiable
en a et
D(g ◦ f)(a) = Dg(f(a)) ◦Df(a). (C.9)
C.3 Cas où les surfaces se trouvent dans le plan
Tout d’abord, dans le plan, nous rappelons que la fonction à minimiser est la suivante :
h(t) =
〈
gK(xˆ+ tnˆx)− gK(aˆ), n′
〉2
X . (C.10)
où t ∈ R, xˆ ∈ K̂, nˆx ∈ K̂, aˆ ∈ K̂, gK : K̂ −→ X et n′ ∈ X. Nous cherchons à calculer sa dérivée




t 7−→ gK(xˆ+ tnˆx)− gK(aˆ)
(C.11)





x 7−→ 〈x, n′〉X
(C.12)
La fonction h est donc définie comme une convolution :
h = m ◦ f. (C.13)
Sa différentielle (voir le théorème C.5 pour la formule de convolution) est donnée par




, ∀ t˜ ∈ R. (C.14)
Nous nous intéressons donc maintenant aux différentielles de f et m. Or, la différentielle de f
s’écrit simplement
Df(t)(t˜) = JgK(xˆ+ tnˆx)nˆxt˜, ∀ t˜ ∈ R. (C.15)









X , ∀ x˜ ∈ X. (C.16)
































Or, nous pouvons facilement montrer que m(x˜) = O(‖x˜‖) et nous en déduisons la différentielle










X , ∀ t˜ ∈ R. (C.18)
Nous en déduisons simplement que la dérivée de h vaut
h′(t) = 2
〈







Nous cherchons donc txˆ qui annule h′. Pour cela, nous appliquons la méthode de Gauss-Newton
à une fonction h˜ :
h˜(t) =
〈















JgK(xˆ+ (t+ t˜)nˆx)nˆx, n′
〉
X , ∀ t˜ ∈ R. (C.21)
Or,






nˆx = JgK (xˆ+ tnˆx) nˆx +D (JgK(xˆ+ tnˆx)nˆx) (t˜nˆx) + O
(∥∥t˜∥∥) . (C.22)
En utilisant les équations de (C.22) dans (C.21), nous obtenons :
h˜(t+ t˜) =
〈
gK(xˆ+ tnˆx)− gK(aˆ) + JgK(xˆ+ tnˆx)t˜nˆx, n′
〉
X · 〈JgK (xˆ+ tnˆx) nˆx
+D (JgK(xˆ+ tnˆx)nˆx) (t˜nˆx), n′〉X + O
(∥∥t˜∥∥) ,
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que l’on peut exprimer de la façon suivante
h˜(t+ t˜) =
〈




































Nous en déduisons que
Dh˜(t)(t˜) = t˜
〈



















































k=1 ∂kg1(yˆ) · nˆk∑2
k=1 ∂kg2(yˆ) · nˆk∑2
k=1 ∂kg3(yˆ) · nˆk
 (C.26)
où on note gi la i-ème composante de gK , pour i = 1, 2, 3 afin de simplifier les notations. On
s’intéresse aux différentielles :
D (JgK(xˆ+ tnˆx)nˆx) (nˆ) = DM(xˆ+ tnˆx)(nˆx). (C.27)
Or,
DM(yˆ)(zˆ) = JM(yˆ)zˆ ∀ zˆ ∈ K̂, (C.28)







que l’on peut écrire de manière abrégée comme
JM(yˆ)ij = ∂Mi
∂xˆj
(yˆ), i = 1, . . . , 3, j = 1, . . . , 2. (C.30)
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En combinant maintenant (C.27), (C.28) et (C.31) on en déduit que
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Résumé
Bien que les méthodes d’ordre élevé permettent de réaliser des simulations très précises et
peu coûteuses, il y a un manque d’outils pour analyser et exploiter les résultats obtenus par ces
nouveaux schémas. L’objectif de cette thèse est de mettre en place un cadre et des algorithmes
efficaces pour visualiser des solutions calculées par des méthodes d’ordre élevé.
Notre approche est basée sur la construction d’une approximation affine optimisée de la
solution numérique qui peut être post-traitée dans un logiciel de visualisation standard. Un
maillage de représentation est créé via un indicateur d’erreurs a posteriori qui contrôle l’erreur
de visualisation entre la solution numérique et sa représentation ponctuellement. Une stratégie
est établie afin d’assurer que les (dis)continuités soient bien rendues. Un travail particulier est
développé pour traiter les éléments d’ordre élevé (éléments courbes) et utilise notamment des
indicateurs d’erreurs a posteriori spécifiques. Des exemples numériques montrent le potentiel de
la méthode de visualisation.
Dans une seconde partie, nous nous intéressons au calcul et à la reconstruction de champs
rayonnés pour des problèmes d’ondes en régime harmonique. Nous proposons une méthodologie
pour générer une reconstruction précise de champs rayonnés tout en limitant le nombre d’in-
formations nécessaires (i.e. en compressant les données). Pour ce faire, nous nous appuyons sur
des fonctions de base composées de polynômes d’ordre élevé et d’ondes planes, ainsi que sur
un développement du noyau de la formule intégrale servant au rayonnement. La méthode de
visualisation permet alors de représenter fidèlement (décompression) les cartographies obtenues.
Mots clés : Visualisation, post-traitement, solutions numériques d’ordre élevé, champs rayon-
nés, reconstruction d’ordre élevé.
Abstract
While high order methods allow to perform very accurate simulations with low costs, there
is a lack of tools to analyze and exploit results obtained by these new schemes. The objective of
this thesis is to design a framework and efficient algorithms to visualize solutions computed by
high order methods.
Our approach is based on the construction of an optimized affine approximation of the nu-
merical solution which can be handled by any standard visualization software. A representation
mesh is created via an a posteriori estimate which control visualization error between the nu-
merical solution and its representation, and is performed pointwise. A strategy is established to
ensure that (dis)continuities are well-rendered. A special work is done to treat high order ele-
ments (curved elements) and in particular use specific a posteriori estimates. Several numerical
examples demonstrate the potential of the visualization method.
In a second part, we examine the computation and reconstruction of radiated fields for wave
problems in harmonic regime. We propose a methodology to generate an accurate reconstruction
of radiated fields while limiting the information needed (i.e. compressing the data). For this
purpose, we rely on basis functions composed of high order polynomials and plane waves, as well
as a development of the kernel used for the integral representation. The visualization method
allows to faithfully represent (decompression process) the cartographies obtained.
Key words : Visualization, post-processing, high order numerical solutions, radiated fields,
high order reconstruction.
