Index tracking is a passive investment strategy in which an investor purchases a set of assets to mimic a market index. The tracking error, the difference between the performances of the index and the portfolio, may be minimized by buying all the assets contained in the index. However, this strategy results in a considerable amount of transaction cost and, accordingly, decreases the return of the constructed portfolio. On the other hand, a portfolio with small cardinality may result in a poor out-of-sample performance. Of interest is, thus, the minimization of tracking error, while keeping the number of assets invested in small (i.e., sparse).
Introduction
Efficiency of financial markets has been the topic of long running controversy in the literature. When efficiency holds, rapid flow of information should cause any arbitrage opportunity to be immediately neutralized. Empirically, however, inefficiencies are often observed over significant time-scales. Equilibrium models, such as the Capital Asset Pricing Model (CAPM), and its more sophisticated versions are formulated on the basis of an efficient market hypothesis, while a large volume of empirical finance literature including the use of time series analysis suggests otherwise. Strategies an investor chooses are driven by her belief in one of the above. If one were to believe in the efficient hypothesis, one would make a conservative investment strategy whereby the best return on investment would simply be the average long term growth of the market. A passive investor who adopts this strategy would invest in the stock market index, or a portfolio approximating it and hope to benefit from the overall growth in the system. An active investor, on the other hand, would attempt to exploit inefficiencies by moving her portfolio dynamically, spotting opportunities for returns in excess of the overall market growth.
The obvious way of taking a passive investment strategy is to buy all the assets contained in a market index (e.g. S&P500 or TOPIX), so that the gains of the portfolio will be the same as that of the index. However, the transaction costs incurred in this strategy will make it prohibitive. To mitigate transaction costs in a passive strategy, an investor might seek to invest in a subset of stocks, in such a way that a combination of them might closely mimic the performance of the index. The smaller the number of assets needed to mimic the index, the smaller will be the incurred transaction costs. However, the tracking error, i.e. the difference between the performances of the index and the portfolio, is likely to be higher when a small number of assets is used. This trade-off is further compounded by non-stationarities in the markets, in the sense that a tracking portfolio constructed to mimic an index by estimating over a small window of time by regression analysis need not be the best portfolio at a different point in time, leading to what we refer to as generalization error. Balancing these conflicting demands is precisely the subject of this paper.
Several authors have considered the effects of transaction costs in setting up and tracking a market index. The simplest approach is to assume a linear cost function which can be easily embedded into any optimization scheme. A variety of more realistic nonlinear cost functions have also been considered. Konno and Wijayanayake have adopted a concave cost function in [13] and an S-shaped alternative in [14] . They have shown that the associated non-convex optimization problem can be tackled by a branch-and-bound method. Recently, Lobo, Fazel and Boyd [15] have applied a convex relaxation approach for treating a nonconvex cost function consisting of a fixed cost part and two linear floating cost parts. Specific cost functions are chosen to reflect observations of market behavior; the convex part in the S-shaped cost, for example, signifies market impact, while the concave part reflects economy of scale in commission. When formulating an optimization problem, setting of fixed costs, such as the one in [15] can also be considered to reflect economy of scale in a more specific form, and can be rewritten as a cost on the number of invested assets. Such a cost can be captured by a regularization imposed according to the L0-norm (or, equivalently, the cardinality) of a portfolio vector.
Apart from transaction costs, some investors do prefer to minimize the number of assets they wish to invest in. Thus several papers have addressed cardinality constraints on portfolios. Since the cardinality constraint adds a large combinatorial complexity to the optimization problem, most of those papers have formulated a quadratic (or linear) 0-1 mixed integer programming problem, and solved it by existing general purpose numerical solvers, or used sophisticated heuristic approaches, including genetic algorithms, tabu search and simulated annealing (e.g., [3, 26] ).
Such constraints to set up a portfolio with a subset of assets aside, the idea of tracking errors has been discussed in the literature. Here, what we are interested in is the out-of-sample tracking error of the discrepancy between the returns on the index and the portfolio, rather than how accurately the portfolio can mimic the return on the index in in-sample data. This, from a statistical modelling perspective, amounts to carrying out a linear regression analysis that does not suffer from overfitting. As noted before, over-fitting is a potential consequence, even with a simple model such as linear regression, when we use a small temporal window of data to select an optimal tracking portfolio. The popular techniques for avoiding overfitting is regularization of the parameters to be estimated. Regularization is often implemented by adding a penalty term, as a function of the magnitude of the parameter vector to the original objective function. Ridge regression [12] , employing the square of the L2-norm (i.e., the Euclidean norm) of the coefficient vector, is a popular regularizer of linear regression. These notions are closely related to shrinkage estimation in statistics (see, e.g., [25] ).
In empirical finance work, too, the use of norm constraints regularizes models, and hence improves out-of-sample performance. For example, DeMiguel et al. [7] have reported that normconstrained minimum variance portfolio optimizations improved the out-of-sample performance. Brodie et al. [2] have formulated a norm-constrained tracking portfolio model. Gotoh and Takeda [11] have recently studied the role of norm constraints from several viewpoints including computational learning theory. They provide a theoretical underpinning for the norm constraint in VaRor CVaR-type loss minimization portfolio model by directly using the generalization theory (more concretely, nonparametric bounds for out-of-sample error) for support vector machines (e.g., [23] ). Their numerical experiments show that the norm-constrained tracking portfolio optimization outperformed unconstrained portfolios. The generic idea in the above approaches is to use norms specified on the portfolio of weights to induce desirable properties such as good out-of-sample performance and sparsity, by formulations as convex optimization problems.
The summary above suggests that regularization (L2-norm, usually) achieves smoothness and hence good out-of-sample performance, while sparsity has been induced in portfolio models indirectly via the L1-norm, both leading to formulation as convex optimization problems. However, L1-norm is an indirect form of achieving this objective, often with no guarantee that the resulting portfolio will indeed be sparse. The constraint of interest, however, is cardinality (i.e. the number of non-zero components of the portfolio weight vector). Hence, in this work, we seek to develop sparse portfolios, with direct control of sparsity by cardinality (L0-norm) constraints, and additionally achieve regularization by L2-norm. In our formulation, L0-and L2-norm terms appear as regularizing constraints of a regression. We note that apart from avoiding overfitting, the L2-norm constraint also serves to mitigate against the so-called multicollinearity issue of some variables in the set being highly correlated. In a portfolio selection setting, this is very likely the case, with assets in a particular sector (e.g. technology) showing highly correlated returns over short intervals of time.
Naturally, it is computationally hard to optimize the portfolio under cardinality constraint in an exact manner. We thus propose a heuristic method on the basis of the combination of a greedy search embedding an analytic formula. We conducted computational experiments, demonstrating viability of the approach and achieving good performance with a sparse portfolio.
The remainder of this paper is organized as follows. In Section 2,we provide a brief overview of existing approaches to setting up tracking portfolio models as regularized regression problems. Then in Section 3,we introduce the new formulation of combining cardinal and quadratic regularizers, and present the search algorithm for optimization. Section 4 presents some modifications to the basic scheme allowing for rebalancing of portfolios and weighting of regression. Section 5 discusses empirical work using the Nikkei 225 data and the numerical results obtained. We conclude in Section 6,with some pointers to our current work.
In the sequel, we will use the following notations. For any q > 0 and x ∈ IR n , let
and x 0 := lim q→0+ x q =(the number of nonzero elements in x). If q ≥ 1, it is usual to refer to x q as Lq-norm of x ∈ R n . By convention, even for 0 ≤ q < 1, we also call it Lq-norm. It should be noted that when 0 ≤ q < 1, x q does not satisfy the axioms of norm, and consequently, it is nonconvex in x.
Preliminaries

Portfolio Selection by Index Tracking
Let N := {1, ..., n} be the index set of n investable assets. Let R t := (R 1,t , . . . , R n,t ) be the observed historical return vector of the n assets at time t and I t be the observed market index return at time t (t = 1, . . . , T ). Let π := (π 1 , . . . , π n ) be the decision vector, each component indicating the proportion of the total amount of money devoted to asset i ∈ N .
The problem of portfolio selection by index tracking has been formulated as a linear regression problem, where a linear model I = R π (with parameter π) is estimated based on a given set of observed data (I t , R t ), t = 1, . . . , T . The sum of squared deviations between portfolio returns and market index returns, is traditionally called tracking error variance [21] and it is defined as follows:
where I = (I 1 , . . . , I T ) and R is the (T × n) matrix whose row vectors are R 1 , . . . , R T . The squared error g 2 (π) is minimized with respect to π subject to π ∈ Π, where Π ⊆ {π :
. Here Π denotes constraints on portfolio vector π and ∑ n i=1 π i = 1 represents the budget constraint. If no constraints are imposed except the budget constraint, its solution can be obtained in an analytical form. Even when another constraints are imposed, the minimization of g 2 (π) results in a quadratic program as long as Π is given by a system of linear and/or convex quadratic inequalities.
Instead of the squared deviations g 2 (π), the absolute error g 1 (π) is also a popular choice in the literature (e.g., [10, 20, 22] ). This is advantageous in that the optimization problem is reduced to a linear program, which can be efficiently solved. In practice, however, g 2 (π) is preferred to g 1 (π) as a well-accepted statistical criterion, especially when large errors are particularly undesirable. Therefore, we focus on the squared error g 2 (π) in this paper.
We can regard the standard Markowitz portfolio model as a special case of index tracking portfolio models, min π∈Π g 2 (π). The Markowitz portfolio model [16] assumes that only the expectation and variability of return (i.e., mean and variance) matter to investors, with the variance acting as proxy for a measure of risk. The optimization problem here is given by
where γ(> 0) is the investor's required return and r ∈ IR n is the vector of expected returns. Σ ∈ IR n×n is the covariance matrix of asset returns, and is estimated from historic data over a finite time window of length T . Noting that Σ can be computed by
where e n is the n-dimensional all-one vector. The objective function, π Σπ, is transformed into the form 1 T γe T − Rπ 2 2 , which follows from 1 T e T Rπ = r π = γ. Therefore, we can regard (1) as a special case of the tracking portfolio models with I := γe T .
Existing Norm Constrained Portfolio Models
The standard approach to improve the prediction performance of the least-squares regression, formulated by min π g 2 (π), is to impose a norm constraint on π using L q -norm. It is known that this tends to shrink the values of a solution. These properties could give better prediction errors and increase the interpretability of the solution.
This line of approaches has been applied to portfolio problems by several researchers. Brodie et al. [2] studied L1-norm constrained portfolio optimization and furthermore introduced the L1-norm-constrained tracking portfolio model on the basis of the squared tracking errors g 2 (π):
where C 1 is a parameter satisfying C 1 ≥ 1 (otherwise, (2) does not have a feasible solution). When C 1 = 1, the combination of the constraints ∑ n i=1 π i = 1 and π 1 ≤ C 1 leads to π ≥ 0, which indicates that investors are not allowed to sell short certain assets, i.e., they cannot sell the assets that they do not currently own. We can regard (2) as a constrained lasso regression model. The L1-norm constraint encourages sparse portfolios, namely portfolios with only few non-zero weights. For small investors, volume independent overhead costs cannot be ignored, and controlling π 1 and the number of assets is necessary to make transaction costs small.
In place of the L1-norm constraint π 1 ≤ C 1 in (2), we can use the L2-norm constraint
min π
We can regard (3) as a constrained version of the ridge regression [12] . DeMiguel et al. [7] imposed the L2-norm constraint, π 2 ≤ C 2 on the portfolio for the variance minimization problem. They revealed that in a special case with C 2 = 1/ √ n, the L2-norm constraint and ∑ n i=1 π i = 1 lead to the equally-weighted portfolio, a naive portfolio of the form π i = 1/n for all i = 1, ..., n. DeMiguel et al.
[8] experimentally showed that among the various portfolio optimization models in the literature, there is no single model consistently better than the naive portfolio in terms of several out-ofsample performance criteria. Problem (3) shrinks the solution to the naive portfolio because (3) is equivalent to min π
Yen and Yen [27] have quite recently presented a portfolio optimization model with the elastic net-type regularization, i.e., a linear combination of the L1-norm and the squared L2-norm on π and proposed coordinate-wise descent algorithms for solving the model.
Sparse Tracking Portfolio Model
New Formulation
The L2-norm constraint (cf. the model (3)) could make the prediction performance significantly increase as shown in [24] and also in the numerical experiments of this paper. However, the obtained solution becomes completely dense, i.e., almost all elements of π are non zeros. That is, investors following this strategy have to keep almost assets while keeping small amount of each, which is not a preferable situation. As pointed out in Lobo et al. [15] and known in practice, considering the fixed cost, holding a position with a large number of assets each having small portion should be avoided.
Thus, for the portfolio design, sparsity is an important target constraint, which corresponds to the L0 regularization. As well as (2) and (3), this can be described as min π
where C 0 is an integer parameter satisfying C 0 ≥ 1. The L0-constraint is also known as the cardinality constraint in the literature of financial optimization. It can be shown that the solution of the L0 formulation (5) achieves good prediction accuracy if the target function can be approximated by a sparse π. However, a fundamental difficulty with this method is the computational cost, because the number of subsets of {1, · · · , n} of cardinality C 0 (corresponding to the nonzero components of π) is exponential in C 0 . There are no known efficient exact solution methods to solve the formulation (5). Due to the computational difficulty, in practice, we need to use some approximate approach to this problem. Heuristic algorithms based on generic algorithms, tabu search and simulated annealing for solving the cardinality constrained problem have been proposed in [3, 26] .
One of the standard approaches for obtaining sparse portfolio is the L1-regularization (lasso), which corresponds to (2) for the tracking portfolio. It is known that L1 regularization often leads to sparse solutions. However, there are several problems with L1 regularization: first, the sparsity is not explicitly controlled; second, in order to obtain very sparse solution, one has to use a large regularization parameter that leads to (possibly) bad prediction accuracy because the L1 penalty not only shrinks irrelevant features to zero, but also shrinks relevant features to zero [28] . Fengmin et al. [9] recently proposed a sparse index tracking model based on L1/2-regularization, i.e., π 1/2 . The tracking portfolio problem with the L1/2-regularizer can be solved through transforming it into the solution of a series of the L1-regularizers. They proposed a hybrid half thresholding algorithm for solving the problem.
In this paper, we propose a new portfolio model aiming two objectives: i) to enhance out-ofsample performance; and ii) to achieve a sparse portfolio, by combining two different methods of regularization as min π I − Rπ
where C 0 is a positive integer parameter and τ is a positive parameter. We call the above problem as "L0+L2-norm model."
The portfolio model includes two positive parameters τ and C 0 . When τ → ∞, the optimal solution becomes close to
-portfolio, i.e., each component of a portfolio is equal to 1/C 0 (see, e.g., [8] for the efficiency of a naive portfolio). When τ = 0, this problem is equivalent to the L0 model (5) studied by [3, 26] . When C 0 → ∞ it is equivalent to the L2 model, that is, a constrained ridge regression (3).
The L2-regularization term plays a very important role in this model. We can guess that multicollinearity occurs in the data matrix R. Indeed, R consists of historical return vectors of n assets, and there are many pairs of assets with highly correlated returns. When multicollinearity occurs in R, the least squares estimator, obtained with τ = 0, is not good estimator in the sense of having a large variance. Adding the L2-regularization term is one of the ways of avoiding such problems.
It is possible to transform the L0+L2-norm model (6) into an equivalent mixed-integer opti-mization problem:
using a sufficiently large positive value M and solve it with standard optimization tools such as branch-and-bound methods. It is, however, difficult to find its optimal solution within practical time limits especially when the asset size n becomes large. Therefore, in this paper, we propose applying a greedy algorithm that analytically solves subproblems induced from (6).
Greedy Algorithm
Here we interpret the formulation (6) of the L0+L2-norm model from a different viewpoint as a subset selection problem. Let S be a subset of N := {1, . . . , n} and R S be a (T × |S|)-dimensional submatrix of R corresponding to the indices of S. Then problem (6) with
where e k is the k-dimensional all-one vector. Then problem (6) is reduced to finding a subset S that minimizes g τ (S) under the constraints S ⊆ N and |S| ≤ C 0 .
The function g τ (S) is obviously a monotone set function. Indeed, let S k−1 ⊂ S k ⊂ N . Let optimal solutions to (7) with S k−1 and S k be π
is in the position S k−1 and 0 is in S k \ S k−1 , is a feasible solution to the problem (7) with S k . Then, letting the objective function of (7) be f τ S ( π) and noting that f τ
that shows the monotonicity of the problem (7). The monotonicity property implies that the optimal portfolio of (6) satisfies the constraint π 0 ≤ C 0 with equality.
If the indices corresponding to non-zero elements of π are determined in advance, the optimal solution to (6) is obtained explicitly with the use of the Lagrange-multiplier method. Indeed, let the set of indices of k non-zero elements be S k . The optimal solution to (7) can be obtained as
where E k is the (k × k)-identity matrix and
Note that for any matrix
is invertible as far as τ > 0. For notational convenience, we frequently use
The greedy algorithm for solving (6) is described below as in Algorithm 1.
Algorithm 1 Greedy Algorithm
Initialize:
Note that in the above algorithm, f ( π
because of the monotonicity of (7). The most time-consuming part in Algorithm 1 is the iterative inverse computations for obtaining π
Then, by using Schur complement formula, the inverse is computed as
,
The greedy algorithm does not necessarily yield an optimal solution to the L0+L2-norm model (6). However we can expect that the greedy algorithm gives us a relatively good solution on the basis of the works [4, 5] .
Das and Kempe [4] proved that the L0 model (5) without the equality constraint ∑ n i=1 π i = 1 (that is, an L0-regularized regression problem) is equivalent to the problem of maximizing a monotone and submodular function. A real-valued function q defined on a power set of a finite set V is called submodular if and only if it satisfies the diminishing returns property:
q(S ∪ {x}) − q(S) ≥ q(T ∪ {x}) − q(T ), for any S ⊆ T (⊆ V ). We see from [4] that, when
∑ n i=1 π i = 1 is removed and τ is set to 0 in (7), q(S) := g 0 (∅) − g 0 (S) is a normalized, monotone and submodular function (i.e., g 0 (S) is a supermodular set function) 1 . Thus, by maximizing q(S), we could obtain a minimizer of g 0 (S). When applying the greedy algorithm to the L0-regularized regression problem, we need to compute optimal solutions to subproblems of the L0 problem by (8) with λ * = 0 and τ = 0. Minout [17] proposed an accelerated greedy algorithm for a submodular maximization problem. The algorithm reduces the computational time on average by dealing with a particular subset of S \ S k−1 and, moreover, the obtained solution is the same as the greedy solution if the problem is a submodular maximization problem.
Nemhauser et al. [18] showed that the greedy solution to the problem of maximizing a normalized, monotone and submodular function achieves (1 − 1/e)-approximation. Therefore, when ∑ n i=1 π i = 1 is ignored (that is, set λ * to 0), the greedy solution of the L0 model (5), π 0
where f 0 OP T is the optimal value of the L0-regularized regression problem. Thus, the submodularity is useful to get an approximation guarantee of the greedy algorithm to the maximization.
In cases where ∑ n i=1 π i = 1 is not satisfied, we have no longer the above guarantee to the problem (5). However, recently Das and Kempe [5] introduced the concept of "submodularity ratio" that captures how close to a submodular function a set function is. With the analogy of this, we can define a similar criterion of g that measures the closeness of g to a supermodular function (hereafter, we call it supermodularity ratio). That is, the supermodularity ratio of g with respect to a set S τ G and a parameter C 0 can be defined as
It is shown that g is supermodular if and only if γ S τ G ,C 0 ≥ 1. This concept is known to be useful to see the goodness of the greedy solution as well [5] because this gives a similar approximation guarantee of the greedy solution for an arbitrary monotone set function. That is, we can apply their theorem to the greedy solution π τ G computed by using the monotone set function g τ (S).
Theorem 3.1. Let the optimal value of the L0+L2-norm model (4) be f τ OP T . Then, the following inequality holds:
The proof of this theorem is straightforward from [5] because we can just need to define a normalized, monotone and submodular function as the above.
Modifications for Sparse Tracking Portfolio
Sparse Rebalancing Portfolio
We have so far assumed that investors start with no assets. However, this is rarely the case in the real world. Investors frequently hold a large number of assets and must modify their existing portfolio to achieve a particular goal. In this context, the investor already holds a portfolio π * t−1 and must make an adjustment ∆π. In that case, the portfolio of the stage will be π * t−1 + ∆π, but the transaction costs will be relevant only for the adjustment ∆π.
We propose a sparse rebalancing portfolio model to rebalance a portfolio from π * t−1 : min
When we regard I − Rπ * t−1 as our target to be tracked, this problem has the same structure of (6), though the variable vector is denoted by ∆π. Therefore, we can apply Algorithm 1 to the sparse rebalancing portfolio model. The computations of π τ S k by (8) and its λ * are modified as follows: I is replaced by I − Rπ * t−1 and the second term in the numerator of λ * , that is "-1", is deleted. In summary, the proposed strategy is that if investors start with no assets so far, they use the tracking portfolio model (6) and then, use the sparse rebalancing portfolio model (9) in the following periods. To make portfolio turnover rate small, small C 0 is preferable in (9).
Weighted Regression Model
The objective function in (6), f τ (π), can be rewritten as
In the objective function, the tracking error in each period is taken into account equally. In practice, however, the recent return data of each asset should be regarded important. For the purpose, we give larger weights to recent return data as 
where
When applying the greedy algorithm to the problem, we need to solve induced subproblems. Then we can easily compute the inverse matrix (R W R + τ E n ) −1 by using the inverse matrices of subproblems in a similar way to the computation of (R R + τ E n ) −1 .
Generalized Ridge Regression Model
When adding some constraints such as lower and upper bounds to π in the L0+L2-norm model (6), we need to apply a quadratic optimization method to (7) in Algorithm 1 instead of computing (8). However, we may avoid adding constraints to (6) by nicely setting the parameter τ . If investors want positive π, sufficiently large τ makes the solution π positive without adding π ≥ 0 constraints, since all of selected assets π i shrink toward 1/C 0 when τ → ∞. Suppose that there are some preferred stocks such that π i is wanted to be almost twice as large as π j once assets i and j are chosen to be invested, i.e., π i , π j = 0. Then we can take such a preference into consideration by changing the target to be shrinked.
Let D τ be a diagonal matrix with nonnegative diagonal elements τ = (τ 1 , . . . , τ n ). We consider a more general L2-regularization term, π D τ π, instead of τ π π in (6) . When τ becomes sufficiently large, all of selected assets π i shrink toward η/τ i , where
for a subset S of assets. [12] proposed a generalized ridge regression with the general L2-regularization term of the form π D τ π in addition to the original ridge regression. Following their paper, several papers (e.g., [1] ) have discussed how to obtain the best parameter that leads to small prediction errors, even though the number of parameters to be determined in advance would increase.
Remark 4.1. In the literature of statistical regression analysis, Hoerl and Kennard
It should be noted here that in our setting we additionally impose the budget constraint, which does not usually appear in the ridge regression, and the constraint plays a role in limiting the portfolio vector to (η/τ i ) i∈S as a shrinking point.
We can apply the greedy algorithm to the L0+L2-norm model (6) whose L2-regularization term is replaced by π D τ π. The optimal solution (8) and λ * can be modified by replacing τ E k by D τ . We can easily compute the inverse matrix (R W R + D τ ) −1 by using the inverse matrices of subproblems in the similar way to the computation of (R R + τ E n ) −1 .
Numerical Experiments
We report experimental results on real financial market data: monthly and weekly return data of stocks listed in the Nikkei 225 index. The monthly data set consists of returns of 182 companies during the 270 consecutive months between May 1987 and October 2009, whereas the weekly data set consists of returns of the 182 companies during the 1178 consecutive weeks from April 12, 1987 to November 1, 2009. These monthly and weekly returns of the Nikkei 225 index are our target to be tracked.
In the first subsection, we investigate properties of the L0+L2-norm model by changing two parameters, C 0 and τ , for the L0 and L2 penalties. Note that the L0+L2-norm model with τ = 0 corresponds to the L0 model (5) , that have been studied by [3, 26] and also approximately solved by [9] . In the second subsection, we compare the L0+L2-norm model with existing norm-constraints models with L0-, L1-or L2-norm. We exclude the portfolio optimization model with the elastic net-type regularization [27] here because it would achieve intermediate performance between the L1-norm model and the L2-norm model.
Properties of L0+L2-norm model
We designed a portfolio as a greedy solution to (6) using historical data R t , . . . , R t+T −1 and the Nikkei 225 indices I t , . . . , I t+T −1 for T = 120 (10 years) consecutive periods from the monthly data set or for T = 150 (almost 3 years) consecutive periods from the weekly data set. Let π t be a decision vector learned from the T training samples. We evaluated the test error |I t+T − R t+T π t | for the next-step sample (I t+T , R t+T ). This procedure was repeated for t = 1, . . . , T (T = 150 for the monthly data set and T = 1028 for the weekly data set). The mean of the training mean squared error (training MSE) over T of time was computed as
The mean of test squared errors (test SEs):
and the variance of test SEs were employed as performance measures. The turnover of the portfolio was also computed by
as another performance measure. The portfolio turnover indicates how frequently assets in a portfolio are bought and sold. All of those measures (i.e., the mean of test SEs, its variance and turnover) are preferred to be small.
The L0+L2-norm model has two parameters: C 0 of the L0-norm and τ of the L2-norm. Figures  1 to 6 show numerical results for the L0+L2-norm model with several C 0 andτ = τ /T = τ /120 on monthly data set, while Figures 7 to 12 show results for the L0+L2-norm model with several C 0 andτ = τ /T = τ /150 on weekly data set. Figures 1 and 7 show the mean of test SEs, that was computed with the greedy solution π τ G of the L0+L2-norm model. Figures 2 and 8 show the variance of test SEs. Note that the L0+L2-norm model withτ = 0 corresponds to the L0-portfolio model with parameter C 0 , and the model with C 0 = ∞ corresponds to the L2-portfolio model with parameterτ . From these four figures, we see that positive parameterτ considerably improves test SEs compared toτ = 0, though the L0-portfolio model achieves smaller training MSE than the L0+L2-norm model. These figures also imply that the L0+L2-norm model achieved good performance with small asset size (for example, C 0 = 20 in Figures 1 and 2 ) if we set a small value toτ (e.g.,τ = 20). It is, however, possible to achieve better performance with larger asset size and largerτ (C 0 = 50 andτ = 80 in Figures 1  and 2 ), while much computation time is needed because of the larger combinatorial number G . These figures show that the ratio of negative elements becomes large when C 0 becomes large. However, we can make the ratio of negative elements small when we set τ large. This indicates that nicely setting the parameters τ and C 0 can avoid short sale.
Figures 5 and 11 depict the L1-norm of the obtained portfolios, π τ G 1 . Note that transaction cost for a portfolio π consists of the fixed cost related to π 0 and variable costs depending on the amount of trading assets, that is, π 1 . Therefore, small π 1 is preferable in order to make the transaction cost small.τ is a parameter for making π 2 small, but these figures imply that largẽ τ make π 1 small as well as π 2 . Noticing that
we expect that π τ G 1 is close to 1 if the number of negative elements, that is |N − |, is small in π τ G . Figures 4 and 5 as well as Figures 10 and 11 support the expectation.
L2-regularization in the ridge regression helps to avoid the so-called multicollinearity. Too small or large eigenvalues of ( R S C 0 R S C 0 ) would indicate multicollinearity problems. Therefore, The condition number, defined by the square root of the largest eigenvalue divided by the smallest eigenvalue, i.e, κ = √ λ max /λ min , is sometimes used to detect whether multicollinearity occurs in the data matrix. Figures 6 and 12 depict the condition number, scaled by C 0 . We can make sure that the assets were selected to avoid the multicollinearity when τ becomes positive, though the effect is not so obvious for weekly dataset.
Comparison to existing norm-constrained portfolio models
We compared performance of the L0+L2-norm model with existing portfolio models. In the L1-and L2-norm models, the parameters (C 1 and C 2 ) were systematically tuned as follows. Using the first 
The way of parameter tuning for the L2-norm model was proposed in [24] . Table 1 shows the mean of test squared errors (SEs): (I t+T −R t+T π t ) 2 for t = 1, . . . , T , variance of test SEs and average nonzero ratio of optimal solutions, that was computed as the average number of nonzero elements in solutions π t , t = 1, . . . , T , divided by the number of assets n = 182. The L1-norm of each portfolio is also shown. The results of the L0-model and the L0+L2-norm model are taken from numerical experiments with good parameter choices for C 0 and τ , that are shown 
in the previous section in Figures 1 to 12 . The table shows that the L0+L2-norm model competes with the other models in terms of test SEs and their variances, though the resulting portfolios are sparse compared to the L1-and L2-norm models. Especially, even if we restrict the asset number in portfolio to C 0 = 20 for monthly data set, the L0+L2-norm model could achieve competitive results to other models.
Finally we show that the L0+L2-norm model still competes with the other models even if we decrease the number of assets in the asset universe. We randomly chose n (= 20, 40, . . . , 180) assets from the 182 assets and investigated the sparsity and prediction performance of optimal portfolios 20 show the results for weekly data set. The L2-norm model achieved the best performance in terms of the mean of test SEs. However, the optimal portfolio of the L2-norm model is completely dense, that is, there are no zero in the optimal portfolio. On the other hand, we can make sure that the prediction performance of the L0+L2-norm model is not deteriorated so much even if we limit the number of assets in portfolio to C 0 = 30 or 40 for monthly data set and C 0 = 40 or 50 for weekly data set. In the L0+L2-norm model, we can choose the number of non-zero elements in the portfolio as we like and the resulting portfolio (even if it is a greedy solution) achieves a good prediction performance. In that sense, the L0+L2-norm model is one of realistic tracking portfolio models.
Conclusions
We have shown it is possible to effectively combine two different methods of regularization in optimization of portfolios that track an index, with an L0-norm selecting a small subset and the L2-norm offering smoothness, thereby achieving enhanced out-of-sample performance. Our model incorporates these two regularizers simultaneously, thereby drawing on their respective strengths. To mitigate against non-convexity associated with L0-norm, we have adopted a greedy search strategy with analytic treatment of the remainder embedded within it. Empirical work on datasets over two different timescales confirm statistically significant improvements by this combination of regularizers.
We have adopted the combination of L0-and L2-norms in the tracking portfolio model (and also in the standard Markowitz portfolio model (1)) as regularization terms. We are interested in using the combined L0-and L2-norm regularization to the minimum variance portfolio optimizations, to which DeMiguel et al. [7] have added a norm-constraint. We expect that the combined L0-and L2-norm regularization leads to a sparse portfolio achieving good out-of-sample performance.
In this paper we proposed a new tracking portfolio model (6) and made sure that we could get good numerical results from the model. In current work, we are interested in improving the simple greedy algorithm, i.e., Algorithm 1. We could use the idea of orthogonal matching pursuit [6, 19] , [7] V. DeMiguel, L. Garlappi, F.J. Nogales, and R. Uppal. A generalized approach to portfolio optimization: Improving performance by constraining portfolio norms. 
