In this paper, we will investigate a harmonic cycle (discrete harmonic form). With a CW-complex X, we can construct the combinatorial Laplacian operator * = ∂ * +1 ∂ t * +1 + ∂ t * ∂ * : C * → C * . The kernel H * (X) = ker * is the harmonic space, the set of harmonic cycles, and is isomorphic to its homology due to combinatorial Hodge theory.
Introduction
A Harmonic cycle is the element in the kernel of Combinatorial Laplacian. Due to combinatorial Hodge decomposition, we can get the isomorphism between homology and the set of harmonic cycles for a given CW-complex X. In other words, there is a specific relation between homology and solutions in numerical PDE equations of discrete settings. We give a combinatorial meaning on harmonic cycles.
For important related work, there are papers like [16] and [4] . These papers prove similar results by using projections.
In this paper, we've dealt with harmonic cycle with winding number even for a harmonic cycle of multi rank case. Moreover, we have studied the relation of harmonic cycles between similar unicyclizations or CW-complexes.
Preliminaries 2.1 Review of finite chain complexes
In this paper, we will assume basic knowledge of finite chain complexes and homology groups with coefficients in Z or R. Familiarity with cell complexes will be helpful. One may refer to standard texts such as [15] for details.
For d > 0, let X = X 0 · · · X d where X i is a nonempty finite set for each i ∈ [0, d]. We will refer to X as a complex of dimension d. (For example, X may be a cell complex of dimension d with X i the set of i-dimensional cells in X.) The i-th chain group of X is the free abelian group C i = C i (X) ∼ = Z |Xi| generated by X i . The i-th boundary map ∂ i = ∂ i (X) : C i → C i−1 is an integer matrix whose rows and columns are indexed by X i−1 and X i , respectively, satisfying ∂ i−1 ∂ i = 0 for all i. We define ∂ i = 0 for i / ∈ [1, d] . The i-th coboundary map ∂ t i : C i−1 → C i is the transpose of ∂ i . We will often refer to X as the generator of the chain complex {C i , ∂ i } i∈ [0,d] .
The i-th homology and cohomology groups of X are defined H i (X) = ker ∂ i /im ∂ i+1 and H i (X) = ker ∂ The i-th chain group and (co)homology group of X with R-coefficients are denoted C i (X; R) and H i (X; R). Note that H i (X; R) ∼ = H i (X; R) for all i as R-vector spaces.
Harmonic cycles and combinatorial Hodge theory
In this subsection, we will define harmonic cycles, a main object of study of this paper, via combinatorial Laplacians, and recall combinatorial Hodge theory relating harmonic cycles and homology groups. Given a chain complex [6] ). The i-th harmonic space H i (X) of the chain complex is ker ∆ i , and its elements are called i-harmonic cycles.
Regard C i (X; R) as an R-vector space endowed with a standard inner product • such that the set X i of its generators forms an orthonormal basis. From the orthogonal decomposition
(1)
Hence, we have an important fact that a harmonic cycle is both a cycle and a cocycle.
From the above orthogonal decomposition for C i (X; R), we also see that
Hence we have the following main statement of combinatorial Hodge theory:
as R-vector spaces. In particular rk H i (X) = rk H i (X; R) for all i. (One can show that this isomorphism maps a harmonic cycle h to its homology class h.) The following energy minimizing property of a harmonic class is a consequence of (2): For h ∈ H i (X) and x ∈ h,
Indeed, this inequality follows easily from the facts x = h + ∂ i+1 y for some y ∈ C i+1 (X; R) and h
The three cycles are homologous as elements of homology at dimension 1. However, their norms are different. To be specific, they are 1+1+4+9+9=24, 9+9+9+9=36, and 9+9+9=27 form left to right. Actually, the left cycle is a harmonic class, and its norm is the smallest norm among its homologous elements.
Theorem 2.2.1. (Mean value property at dimension 0) Let's assume X is a locally finite CW-complex. Then, h ∈ H 0 (X) satisfying the following mean value property: the coefficient of h at a vertex v is the mean of coefficients of h at nearby vertices of v.
is the number of adjacent vertices of v at the entry (v, v), −1 at the entry (v, u) where v, u are distinct vertices, and 0 at the other entries. Therefore, by writing down the equation (∂ 1 ∂ t 1 )h = 0, we get the mean value property.
Example 2.2.2. On a Z × Z mesh, we may consider its harmonic cycle of dimension 0. As in the following figure, 0-dimensional harmonic cycle is a vector with respect to the vertex basis of this mesh. We may observe the mean value property holds.
Remark. By reading the entries of i , we can get the analogous mean value property at high dimensions.
Spanning trees and Cycletrees
We refer the readers to [3] for basic definitions concerning graphs. In this paper, we assume that a graph G is connected with loops and multiple edges allowed. Also we assume that its vertex set V (G) has n elements, and its edge set E(G) is a multiset.
Spanning trees of a graph
A subgraph of G is spanning if the vertex set of the subgraph equals V (G). A spanning tree T in a connected graph G is a spanning subgraph which is connected and has no cycle. One can show that every spanning tree has n − 1 edges. We will denote the collection of all spanning trees in G by T (G) and call the number of spanning trees in G the tree-number of G, denoted by k(G).
Given a graph G and a non-loop edge σ ∈ E(G), the contraction G/σ is a graph obtained by contracting σ, i.e., by removing σ from G and identifying its end vertices. In particular, we have |V (G/σ)|= |V (G)|−1 and |E(G/σ)|= |E(G)|−1. The deletion G − σ is obtained by deleting σ from G. Hence, |V (G − σ)|= |V (G)| and |E(G − σ)|= |E(G)|−1. If σ is a loop, we define G/σ = G − σ with no changes in the vertices.
Let σ ∈ E(G). If σ is non-loop, then the subset of T (G) consisting of all spanning trees in G that contain σ corresponds bijectively to the set T (G/σ) of all spanning trees in G/σ, where the correspondence is given by the contraction of σ. If σ is a loop, then T (G) corresponds bijectively to both T (G/σ) and T (G − σ). Hence, we have
if σ is not a loop.
For the first case, we get
Cycletrees of a graph
Definition 3.2.1. Let G be a connected graph. A cycletree Y in G is a connected spanning subgraph of G with exactly one cycle. U(G) will denote the set of all cycletrees in G.
Note that a cycletree Y ∈ U(G) can be expressed as a union
of a spanning tree T in G and an edge σ ∈ E(G) − E(T ). Hence, a cycletree Y ∈ U(G) is a connected spanning subgraph of G satisfying
For a cell complex X, a cycletree of X will mean a cycletree of its 1-skeleton X (1) = X 0 ∪ X 1 , and U(X) will mean U(X (1) ). In other literature, a cycletree is also called as a cycle-rooted spanning tree [12] , or some co-tree [4] . Example 3.2.1. For a left given graph G, there is the list of cycletrees as a green graph. Also, for each cycletree, we can see the unique cycle of it as a red graph.
We will denote the unique cycle in a cycletree Y ∈ U(G) by C Y and its corresponding element in Z 1 (G) by z Y . Here, we assume that an orientation of C Y is fixed so that z Y is well defined. As we shall see, our main results are independent of these orientations.
Deletion and contraction for cycletrees
Proof. Note that there is a natural bijective map from E(G) \ σ to E(G/σ). This map induces a bijection f from the set of all spanning subgraphs of G containing σ to the set of all spanning subgraphs of G/σ, where f is given by contracting the edge σ. We shall see that the restriction of f to U(G) σ gives the desired bijections of the proposition. Recall that
which proves the first statement of the lemma.
Suppose σ is a loop. Then, a cycle tree Y ∈ U(G) σ is precisely of the form Y = T ∪σ for some spanning tree T ∈ T (G). Hence, the map
, which proves the second statement of the lemma. Proposition 3.3.1. For a connected graph G and σ ∈ E(G), we have the following natural bijections:
if σ is not a loop, 
Winding number and harmonic cycle
If X = X 0 X 1 X 2 has the property rk H 1 (X) = 1, then we will call X unicyclic. For example, a connected planar graph with all of its finite faces "filled in" except one is unicyclic. If X is unicyclic, then we have rk H 1 (X) = 1 by combinatorial Hodge theory, i.e., there is a nonzero harmonic cycle λ that spans H 1 (X). The purpose of this section is to give an explicit description of λ via cycletrees with the winding numbers of them when a connected graph is unicyclized.
Cycle space of a graph
Let G be a graph. The chain group C 1 = C 1 (G) = Z |E(G)| is generated by the oriented edges {[e] | e ∈ E(G)}, and C 0 = C 0 (G) = Z |V (G)| by the vertex set V (G). An element x ∈ C 1 may be represented either as a column vector x = (n e ) e∈E(G) or as a formal sum x = e∈E(G) n e [e] with n e ∈ Z for all e ∈ E(G). The elements of C 0 will be represented similarly. The map ∂ 1 = ∂ 1 (G) : C 1 → C 0 is the incidence matrix of G which is an integer matrix with the rows and columns indexed by V (G) and E(G), respectively. Note that any column of ∂ 1 indexed by a loop is a zero column. The cycle space of G is ker
If C is a cycle as a subgraph of G, then we have z = e∈E(C) e [e] ∈ Z 1 by suitably choosing the coefficients e = ±1. It is well-known that the rank of the cycle space for a connected G equals the corank |E(G)|−|V (G)|+1 of G (refer to [1] ). In this case, an important basis for Z 1 is given as follows. Let T be a spanning tree in G. For each e ∈ E(G) \ E(T ), there is a unique cycle in T ∪ e which must contain e. Let z e denote the element in Z 1 that corresponds to this cycle (with e = 1). Then the collection {z e | e ∈ E(G) \ E(T )} is a basis for Z 1 (refer to [1] ). Hence, every z ∈ Z 1 is written uniquely as
where m e is the coefficient of [e] in z for e ∈ E(G) \ E(T ).
Winding number
Let G be a connected graph and ∂ 1 its incidence matrix. A unicyclizer of G is an integer matrix ∂ such that
The pair A = (G, ∂) will be called a unicyclization of G to which we associate a chain complex {A i , ∂ i } where
r with r = rk ∂, and ∂ 2 = ∂. Also, we have rk H 1 (A ) = 1. Further, we will adopt the following notations for A :
Example 4.2.1. For a CW-complex X with rk H 1 (X) = 1, there is a unicyclization (X 1 , ∂ 2 ) where ∂ 2 a full-rank submatrix of ∂ 2 .
Let β be a basis of the cycle space ker 
When a basis β of Z 1 (G) is fixed, we may omit β from the notation and write w(z) = det(z, ∂). Also, note that w(z) = 0 for z ∈ im ∂, and thus
What winding number measures
We can get the Smith normal form of [∂] β as follows.
[
where m = rk Z 1 (G), S ∈ GL(m; Z), T ∈ GL(m − 1; Z), and D is the diagonal matrix with diagonal entries
Denote the size of its torsion part by
Let's expand T to T ∈ GL(m; Z) by inserting 1 at (m, m) entry and 0 otherwise. Therefore, we get |w 
Standard harmonic cycle
Let us introduce the main object of study in this paper. Recall that for a connected graph G, every Y ∈ U(G) contains a unique cycle C Y , and we will let z Y denote the correponding element in Z 1 (G). 
as an element of Z 1 (G) = H 1 (G).
Note that λ A is independent of the orientations of C Y for all Y ∈ U(G).
Proposition 4.3.1. Let C(G) be the set of all cycles in G. Under the previous notation, we have
where the sum is over all cycles C ∈ C(G) together with [C] ∈ Z 1 (G), and G/C is obtained by deleting all edges in C and identifying all vertices in C to a vertex.
the proposition follows from the definition of λ A . Details will be omitted.
Example 4.3.1. Given a connected cell complex X with rk H 1 (X) = 1, let ∂ be a matrix whose columns form a basis for im ∂ 2 for X. Then A = (X (1) , ∂) is a unicyclization of the 1-skeleton X (1) of X such that H 1 (X) = H 1 (A ). Therefore, we can use and w A and λ A .
Later, we will show in Section (Main theorem A and B) that λ A is a non-zero harmonic cycle in that it is both a cycle and a cocycle. Remark. An example of a cycletree with zero winding number is given below. Here is a CW-complex which shows that the winding number is an essential ingredient. #W stands for the winding number of a given cycle. Therefore, we get the following equation. 
where B is a change of basis matrix for β and β and A is a change of basis matrix for α and α . Since both B and A are invertible integer matrices, each has determinant ±1. Proof. In the proof of the Proposition4.4.1, the matrix B is fixed, hence so is det B. Also, it is clear that A is the same for any choice of z ∈ Z 1 (G) for the first columns of M and M . Therefore det A is also fixed, and the results follow.
The following propositions reveal the relation between two unicyclizations when one is constructed from the other by edge contraction or deletion.
For a convenience, shortly write a unicyclization A = (G, ∂) with a certain choice of a basis β for Z 1 (G) as A = (G, ∂) with β. Moreover, let G c = G/σ and G d = G \ σ with the corresponding incidence matrices ∂ 1,c and ∂ 1,d for a given edge σ. 
Let's introduce some notations. ∂| σ means the row vector of a matrix ∂ at the edge σ. Let n σ be the gcd of the entries of a vector ∂| σ . Note that σ is not a bridge if
Proposition 4.4.3. (Deletion) Let A = (G, ∂) with β be a unicyclization and σ be an edge in G.
is a vector deleted σ entry from a vector C ∈ ker ∂ 1 when C has a zero coefficient at σ.
Proof. We can find a spanning tree T such that σ is not in T . Without loss of generality, we can assume β is the set of the fundamental cycles with respect to T by Proposition 4.4.1. Moreover, assume that the fundamental cycle corresponds to σ be the last one in the order of β.
From a natural map
Define ∂ d by the previous equation. Conditions for A to be a unicyclization can be easily checked. Moreover,
can be easily checked due to the basis 9. Finally,
where the entry of C ∈ ker ∂ 1 at σ is zero.
Definition 4.4.1. Let's call the previous gcd n σ as the winding difference.
Relations between standard harmonic classes
In this subsection, we will observe how the sub-parts of the standard harmonic cycle are related with respect to the inner product when a unicyclization has an edge contraction and deletion. This observation will be used in the proof of the main theorem.
Now, we will divide the standard harmonic cycle into two parts with respect to an edge σ in a unicyclization A .
where
Proposition 4.5.1. Let A = (G, ∂) with β be a unicyclization and σ be an edge of G.
where n σ is the winding difference.
Proof. We can check Statement 1 and 3 from their definitions. Statement 2 and 4 hold because w A w Ac and w A n σ · w A d .
Corollary 4.5.1. Let A = (G, ∂) with β T be a unicyclization, C be a cycle in G and σ be an edge in G \ C.
where C c is a cycle (or the sum of two cycles) in A c and C d is a cycle in A d and n σ is the winding difference.
Main theorem A and B
Now, we will state and prove a unicyclization version of the harmonic cycle decomposition theorem.
Theorem A
Theorem 5.1.1. (Theorem A, inner product formula) Let A = (G, ∂) be a unicyclization. Define
where • is the inner product and w A (C) = det(C, ∂).
Proof. We can assume that C is a closed path rather than a general cycle (i.e., C ∈ ker∂ 1 ) due to the linearity of the inner product (−) • λ A and the determinant det(−, ∂). We will use an induction proof on the number of edges to prove this theorem. As the induction step, use the following lemmas for each four cases to show that C • λ A = w A (C) · k(G), under the motivation that we will get rid of an edge σ ∈ E(G) \ E(C). Then, it is sufficient to prove the last proposition 5.1.1, the induction base case when C has every edge in G. Note that λ(A ) = λ σ (A ) + λ −σ (A ).
The following four lemmas and one proposition are under the assumptions of the preceding main proof.
Lemma 5.1.1. Assume σ is a loop, and (∂)
Proof. Due to the assumptions about σ, from A = (G, ∂) with β, we can construct A d = (G d , ∂ d ) with β d and the winding difference n σ . We showed that 
Proof. Due to the assumptions about σ, we can construct A c = (G c , ∂ c ) with β c from A = (G, ∂) with β.
From Corollary 4.5.1, we have C • λ A = C c • λ Ac and w A (C) = w Ac (C c ). And from the induction hypothesis, we get
We need to consider two cases to show
The first case is when σ is a bridge. Then, k A = k Ac . The second case is when σ is not a bridge. Then, w A (C) = 0.
Lemma 5.1.4. Assume σ is not a loop, and (∂)
Proof. Due to the assumptions about σ, from A = (G, ∂) with β, we can construct A c = (G c , ∂ c ) with β c and A d = (G d , ∂ d ) with β d and the winding difference n σ .
We have
. By Corollary 4.5.1 and the induction hypothesis,
Therefore, we have proved the first and second equality of this lemma.
In addition, we know that
Thus, the third equality holds.
Finally, we have proved the induction step through the previous four lemmas. The following proposition is a proof for the base case of the induction hypothesis.
Proposition 5.1.1. (The base case) The closed path C contains every edge in
Proof. First, w A (C) = ±1 is obvious. We will show C • λ A = ±k A , directly. Because C is the only cycle, λ A = w A (C) · C. Thus,
Moreover, k A ≡ k(G) = |E(G)| is obvious.
Theorem B
Theorem 5.2.1. (Theorem B, standard harmonic cycle decomposition) Let A = (G, ∂) be a unicyclization.
is a non-zero harmonic cycle.
Proof. First, we will check λ A is a harmonic cycle. From its definition, λ A satisfies cycle condition, thus we need to show that λ A satisfies cocycle condition.
In other words, we should check that C ∈ ker ∂ t , or equivalently C ∈ (im ∂) ⊥ . It is enough to show C • λ A = 0 for any C ∈ im ∂. From Theorem A, the equation holds. Second, there is a cycle C such that w A (C) = 0 because rk H 1 (A ) = 1. Theorem A says that C • λ A = w A (C) · k A = 0. Thus, λ A is a non-zero harmonic cycle.
without rank 1 condition
Until now, we deal with a harmonic cycle when rk H 1 (A ) = 1. We will deal the case when H 1 (A ) is arbitrary and introduce a way to describe a harmonic cycle of H 1 (A ) in a similar way as rank 1 case.
Let's fix a harmonic cycle λ. We know λ • v = 0 for a column v of ∂ because it is a solution of Laplacian equation. Moreover, let V be a vector space V = {v : λ • v = 0 and v ∈ ker ∂ 1 }, then rk V is m − 1 where m = rk ker ∂ 1 . We can find the basis of V including n columns of ∂ where rk ∂ = n by basis extension. Then, write the basis ∂ as a matrix form. Finally, λ is a multiple of the standard harmonic cycle made from (G, ∂ ). In other words, every harmonic cycle is basically a harmonic cycle from the rank 1 case, i.e.,
Note that if all entries of λ are rational, then we can find ∂ with integer entries also. Moreover, we can construct the actual CW-complex from the information ∂ .
Extension of winding number
When we have a unicyclization A = (G, ∂), we have defined winding number map w A : ker ∂ 1 → Z. Due to Theorem A, we get
where P ∈ ker ∂ 1 . On the left side of the previous equation, P ∈ A 1 (G) does not need to be restricted to be in ker ∂ 1 . In other words, we can extend winding number with the aid of the standard harmonic cycle.
Definition 5.4.1. Let A = (G, ∂) be a unicyclization. We have winding number map w A : A 1 (G) → Q as
where P ∈ A 1 (G).
This result means that we can evaluate how much arbitrary path is wound around a hole in a CW-complex X. In other words, we have a finer tool to distinguish (continuous) paths on X than homology itself in some respect.
Example 5.4.1. Let P ∈ A 1 (G) be a path. Examples of P are illustrated as red lines on the previous Mobius strip. With the inner product of P with respect to λ, we can get the winding number of P as w(P ) = P • λ k G ∈ Q. Note that k G = 24 in this example. Remark. We can distinguish a point and the non-closed path in the fourth example in this example. This path winds around a half of the Mobius strip.
