





Il rapido progresso della tecnologia, lo sviluppo di prodotti altamente sofisticati, la forte 
competizione globale, e l’aumento delle aspettative dei clienti hanno messo nuove pressioni sui 
produttori per garantire sempre più prodotti di alta qualità. I clienti si aspettano che i prodotti 
acquistati siano affidabili e sicuri. Tutti siamo consapevoli della necessità per un prodotto di 
essere affidabile; quando invece cerchiamo di quantificare questa caratteristica o vogliamo 
calcolare i benefici che produce, ci possono essere delle discordanze. 
Secondo la visione del produttore, l’affidabilità si ha quando, a seguito di un certo numero di 
controlli (effettuati su determinati attributi o specifiche del prodotto) con esito favorevole, il 
prodotto è consegnato al cliente. Questi, al momento dell’acquisto, accetta anche la possibilità di 
rottura. 
Spesso questo semplice approccio è associato ad una garanzia, che costituisce una sorta di 
protezione in caso di rottura, entro un certo periodo di tempo.  
Quando si verifica un rottura all’interno del periodo di garanzia il disagio è sia del cliente, che 
non ha la possibilità di utilizzare il prodotto, che del produttore, dovendo sostenere i costi dovuti 
alla riparazione od alla sostituzione. Fuori dal periodo di garanzia i problemi saranno 
apparentemente solo del cliente ma solo apparentemente perché vi saranno dei costi indiretti quali 
quelli collegati all’immagine del prodotto stesso. 
Diventa quindi sempre più importante acquisire un concetto di qualità che si sviluppa nel tempo, 
lungo tutto l’arco di vita del prodotto, non limitandosi al semplice controllo prima della consegna, 
ma che investe gli aspetti di affidabilità e soddisfacimento delle aspettative del cliente. 
In genere l’affidabilità viene definita in ingegneria come la probabilità che un prodotto svolga la 
funzione richiesta senza guasti, nel rispetto delle condizioni definito e per un periodo di tempo 
definito, il tempo di missione. Ed è attraverso l’opportuna analisi delle informazioni di guasto 
provenienti dai servizi di assistenza alla clientela che è possibile effettuare una valutazione di 
affidabilità del prodotto. 
Realizzare uno studio affidabilistico e previsionale di prodotti industriali a partire 
dall’osservazione dei dati di rottura (Reliability Data Analysis) di un insieme di questi manufatti, 
soggetti alle reali condizioni d’utilizzo consiste in: 
 raccogliere e registrare le informazioni sulle rotture e sui difetti riscontrati 
 filtrare, interpretare ed analizzare tutte queste informazioni 
 ricavare le curve di probabilità che rappresentano il comportamento affidabilistico del 
prodotto 
 prevedere l’andamento nel tempo delle future rotture. 
La Reliability Data Analysis (RDA) interessa tutti i campi produttivi, ma si presta con particolare 
efficacia in quei settori dove coesistono elevate produzioni e fortissime esigenze qualitative dei 
prodotti 
 
Per la definizione del modello matematico da impiegare nel calcolo dell’affidabilità si farà 
riferimento a quanto comunemente disponibile nella letteratura specialistica (es. Keplan-Mayer, 
Herald-Jonsohn, etc.), che attraverso formulazioni semiempiriche consentono di realizzare valide 
stime di qualità. 
Ma la difficoltà dell’analisi arriverà dalla complessità intrinseca della realtà che si intende 
analizzare, ricca di parametri e quantità non deterministici, di cui, l’unica possibile conoscenza 
risiede nelle forme delle distribuzioni di probabilità che le caratterizzano. 
Al fine di superare le enormi complessità di modellazione teorica della realtà, si renderà quindi 





simulazione di storie ed eventi si pone l’obbiettivo di calcolare quelle quantità di interesse 
affidabilistico altrimenti indeterminate. 
Grandissimi sforzi saranno portati avanti per realizzare una efficace schematizzazione del 
modello con standardizzazione delle variabili di input e output del codice. 
Inoltre, pur rivestendo la RDA un notevole interesse in vari settori applicativi, tanto gli esempi di 
validazione delle metodologia e del codice, quanto le successive applicazioni saranno tratti da 
casi reali provenienti dal settore “automotive”. 
Per motivi di riservatezza industriale, i risultati previsionali saranno presentati in forma anonima 
oppure adimensionalizzata, ma sono tutti riconducibili a studi di affidabilità condotti su 
autovetture delle Aziende del Gruppo FIAT (Fiat Auto, Magneti Marelli, Lancia, Alfa Romeo). 
Si ringrazia i responsabili qualità delle relative aziende per il supporto allo sviluppo della 





INTRODUZIONE ALLA QUALITÀ 
La qualità di un prodotto è un elemento fondamentale e prioritario per rimanere sul mercato in un 
mondo fortemente competitivo. Lo sviluppo tecnologico, l'allargamento del sistema produttivo e 
le conseguenti modifiche nelle aspettative  del cliente hanno fortemente cambiato nel tempo il 
significato di questo termine. 
Sino a pochi anni fa, la buona corrispondenza fra le specifiche richieste e le caratteristiche di 
funzionamento verificate attraverso un controllo finale erano condizione sufficiente a garantire la 
“buona qualità” di un prodotto.  
L’accresciuta complessità dei componenti con il rapido aumento dei costi conseguenti ad una 
perdita di operatività e alla necessaria manutenzione hanno portato ad una più articolata e 
complessa valutazione della qualità di un prodotto che investe tutti i settori aziendali così da 
assicurare uno sforzo comune ed indirizzato a raggiungere i desideri del consumatore.  
La determinazione della integrità e la necessaria manutenzione nel tempo di un prodotto  è senza 
dubbio un elemento base per soddisfare le esigenze del mercato. Di conseguenza esiste una 
grande esigenza di metodologie e strumenti in grado di valutare l’affidabilità di un componente o 
di un sistema e di ottimizzare il meccanismo di manutenzione così da prevenire costi elevati 
dovuti a soste non previste dell’impianto o ad improvvise rotture di un componente. 
L’affidabilità è una misura del comportamento nel tempo di un prodotto che influenza non solo la 
funzionalità del componente ma anche i costi operativi e di riparazione e le condizioni di 
sicurezza. 
Che cos’è la qualità? 
La qualità di un prodotto può essere valutata secondo diversi aspetti. Garvin (1987) propone un 





5. Aspetti formali 
6. Funzionalità 
7. Livello di qualità percepito 
8. Conformità alle normative 
L’affidabilità è la componente sulla quale ci concentreremo nei prossimi capitoli analizzandone le 
principali problematiche e i possibili metodi di analisi. 
La definizione tradizionale del termine qualità si basa sul presupposto che beni e servizi devono 
soddisfare le richieste di coloro che li utilizzano. Ci sono due aspetti generali della qualità: la 
qualità di progetto e la conformità alle normative. Tutti i beni e i servizi vengono progettati con 
vari gradi o livelli di qualità: queste diversità sono intenzionali; il termine tecnico appropriato è 
qualità di progetto. Ad esempio tutte le automobili hanno come obiettivo basilare quello di essere 
un mezzo di trasporto sicuro per le acquista, tuttavia esse differiscono per dimensioni 
equipaggiamento modello e prestazioni. Queste differenze sono il risultato di progettazioni 
intenzionali, che comprendono anche i tipi di materiali usati nella costruzione, le specifiche 
caratteristiche dei componenti, l’affidabilità ottenuta mediante lo sviluppo ingegneristico dei 
motori e di altri accessori ed equipaggiamenti. 
La conformità alle normative è invece relativa a quanto il prodotto risulta coerente alle specifiche 





Sfortunatamente la definizione di qualità è stata associata più agli aspetti della conformità alle 
normative che a quelli della qualità di progetto. Ciò è dovuto, in parte, alla scarsa educazione 
formale che progettisti e tecnici ricevono in merito alla metodologia della qualità. Vi è inoltre una 
convinzione diffusa che la qualità sia un problema che riguarda unicamente la fabbricazione, o 
che l’unico modo con cui si può migliorare la qualità sia quello di “indorare” il prodotto. 
Introduzione alla Qualità Totale 
In un contesto di competitività sempre più esasperata, in cui la sfida tra aziende si gioca sul piano 
della soddisfazione del cliente, le problematiche relative alla qualità acquistano un rilievo sempre 
maggiore. Lo stesso concetto di qualità si è evoluto nel tempo da quello di conformità ad una 
specifica tecnica a quello di adeguatezza alle esigenze del cliente. Questa nuova definizione 
enfatizza la voce del cliente che, tramite la definizione degli obiettivi di affidabilità, deve essere 
tradotta in caratteristiche tecniche del prodotto, ovvero in obiettivi tecnici di progetto.  
Il miglioramento della qualità è emerso dunque come nuova, fondamentale strategia aziendale, e 
questo per diversi motivi, tra cui: 
 aumento di consapevolezza da parte della clientela nel giudicare la qualità di un prodotto; 
 aumento della affidabilità richiesta ai prodotti; 
 aumento dei costi del lavoro, dell’energia e delle materie prime; 
 concorrenza più agguerrita; 
 aumento della produttività attraverso efficaci programmi di miglioramento della qualità e 
dei metodi di produzione. 
Parte di questa strategia aziendale consiste nella pianificazione della qualità, nell’analisi e nel 
controllo indirizzati a fare della qualità uno strumento di miglioramento della situazione 
finanziaria,in termini di bilancio e profitti. Il miglioramento della qualità può produrre crescita di 
fatturato e di posizione competitiva aziendale e riduzione dei costi di produzione. 
È dunque importante dedicare nella fase iniziale della progettazione un grande sforzo nel capire i 
bisogni del cliente e a scomporli in elementi misurabili e correlabili alle caratteristiche del 
prodotto e dei suoi componenti. 
Gli strumenti di ricerca della qualità 
Molto utilizzate sono a tal proposito tecniche di progettazione dell’affidabilità di un prodotto 
come la FMEA (Failure Mode Effect and Analysis) e la FMECA, utili per analizzare un progetto 
identificandone i punti deboli e le criticità, oppure la FTA (Fault Tree Analysis), una metodologia 
di analisi previsionale utilizzata per stimare la probabilità di un evento critico basandosi sulla 
individuazione delle cause di avaria e sulle loro possibili interconnessioni, rappresentate tramite 
l’albero dei guasti, oppure infine tecniche avanzate che si inseriscono nel concetto più generale di 
“Design for Reliability” (Progettazione Orientata all’Affidabilità). 
Gli strumenti finora descritti sono indispensabili per un reale miglioramento di qualità, ma sono 
tali da agire solo a livello di progettazione del sistema e presentano i seguenti inconvenienti: 
 non tengono conto del rischio di realizzare un prodotto difettoso 
 difficilmente riescono a prevedere le reali condizioni di utilizzo 
Per superare il primo dei due problemi, si realizzano analisi FMEA indirizzandoli alla 
comprensione e correzione del processo di produzione, mentre ulteriori strumenti di controllo 
statistico (Statistic Process Control) si occupano di verificare come il processo produttivo 
conservi la propria qualità e stabilità nel tempo. 
Ma le tecniche di analisi statistica assumono una importanza fondamentale in relazione al 
secondo aspetto, quando si tratta di stimare le concrete condizioni di utilizzo del prodotto e 
prevedere il modo in cui tali condizioni agiscano sull’affidabilità del sistema. Osservando le 





metodi di elaborazione dei dati è possibile effettuare delle previsioni di affidabilità molto più 
attinenti alla realtà perché eseguite su un campione di prodotti sottoposti alle reali condizioni di 
utilizzo e deterioramento: questa tipologia di analisi prende il nome di Analisi Dati di Guasto 
(Reliability Data Analisys). 
Tutti questi strumenti rappresentano degli strumenti critici per il controllo e il miglioramento 
della qualità ma, affinché il loro utilizzo risulti più efficace, è necessario che queste siano 
considerate parte integrante di un sistema di gestione orientato alla qualità. Questa filosofia 
manageriale viene indicata usualmente con l’acronimo TQM (Total Quality Management). 
 
Evoluzione del concetto di qualità 
Si può far risalire a poco prima degli anni ’50 il periodo in cui con una certa diffusione, dapprima 
nei paesi anglosassoni e successivamente in Europa, le aziende di media e grande dimensione 
iniziarono ad occuparsi del problema della qualità. I contenuti del problema e il concetto stesso 
della parola “qualità” erano diretta conseguenza dei nuovi mezzi e delle moderne tecniche per 
una produzione di massa a bassi costi. 
Le aziende si rendevano conto che qualsiasi processo di grande serie comportava delle 
caratteristiche non uniformi sugli elementi prodotti e verificavano che non sempre un sistema 
produttivo era in grado di conferire le caratteristiche prescritte. 
Tutto ciò dava luogo ad una serie molto vasta di problemi che investivano le aziende sia per la 
messa a punto delle loro tecniche di produzione sia per la variabilità del prodotto consegnato al 
consumatore. 
Nei riguardi del consumatore i produttori si ritrovavano invece a distribuire un prodotto con 
caratteristiche di funzionamento e di utilizzazione variabili da un’unità all’altra o addirittura 
mancanti. In quel momento ciò non rappresentava una catastrofe in quanto il mercato era in forte 
espansione, i consumatori non si trovavano (come ai giorni nostri) a dover scegliere tra molti 
prodotti simili, ma si preoccupavano principalmente di acquistare e possedere un determinato 
bene e non si lamentavano eccessivamente se le loro esigenze erano soddisfatte parzialmente. 
Da allora ad oggi le condizioni in cui si sono ritrovate a operare le aziende produttrici si sono 
notevolmente modificate e le caratteristiche dei mercati sono profondamente mutate. Si è assistito 
pertanto ad una parallela evoluzione dl concetto di “qualità” e all’ampliarsi della relativa 
problematica. Questo sviluppo dovuto essenzialmente alle mutate abitudini del consumatore, ha 
comportato la radicale modifica delle caratteristiche prescritte per il prodotto e la ristrutturazione 
degli organismi atte ad assicurarle. 
Ciò perché il consumatore o l’utente riesce oggi a discernere i suoi effettivi bisogni, a confrontarli 
con quello che il nostro prodotto offre, e nel momento in cui una società concorrente gli offrisse 







Anni Denominazione Concetti introdotti 
Fino al 
1940 
Controllo di Qualità 
(Control Quality) 
Qualità di fabbricazione:  
–  Controlli e prove per l’accettazione di un prodotto 
–  Prodotto realizzato in maniera conforme 
1940 - 
1950 
Qualità di progetto 
–  Controlli statistici della qualità 
–  Prodotto realizzato in maniera conforme 
1950 - 
1960 
Garanzia di Qualità 
(Qualità Assurement) 
Previsione della qualità 
–  Provvedimenti preventivi e Design Review 
–  Affidabilità mediante controllo dei tassi di guasto 
1960 - 
1970 
Supporto alla qualità 
–  Garanzia di prodotto e attivazione supporto 
logistico 
–  Progettare la Manutenibilità 
1970 - 
1980 Controllo Totale della 
Qualità 
(Total Quality Control) 
Analisi dei costi prodotto (LifeCicleCosts) 
–  Qualità nelle specifiche di progetto  
–   Richieste ai fornitori di prove di qualità 
–  Assicurazione e Responsabilità di prodotto 
–  Studio dell’interfaccio uomo-prodotto 
1980 - 
1990 
Controllabilità    (Testability) 
–  Strategie per l’eliminazione di guasti infantili  
–  Sistemi di autodiagnosi 
Oltre 
1990 
Gestione della Qualità 
(Total Quality 
Management) 
Gestione della qualità     (Total  Quality Management) 
–  Minimizzazione della varianza (ANOVA) 
–  Progettazioni di esperimenti (DOE) 
–  Progetto robusto e stabile (Robust Design) 
 
Valore della qualità 
Quando la direzione di un’azienda deve decidere se iniziare o meno la fabbricazione di un nuovo 
prodotto o ristrutturare quella di uno già in commercio deve affrontare dei problemi di natura 
essenzialmente economica. 
Dovendo infatti sostenere un certo impegno finanziario bisogna accertarsi che esso comporti uno 
sviluppo dell’azienda e che esistano fondate possibilità di ritorno dell’investimento con un’utile 
adeguato. 
Oggi la direzione dell’azienda tiene in diversa considerazione il soddisfacimento dell’utente e 
l’immagine che di essa si forma il mercato; l’azienda pertanto avverte chiaramente la necessità di 
analizzare i costi e i benefici derivanti dal livello di qualità dei suoi prodotti. 
Ovviamente in questo tipo di analisi è difficile per la direzione dell’azienda fare valutazioni 
quantitative di convenienza, in quanto investire in qualità comporta certamente costi maggiori ma 
allo stesso tempo porta grandi vantaggi all’azienda stessa: si incrementa il volume delle vendite 
(senza contare il fatto che si può imporre a ciascuna unità un prezzo più alto dovuto alla maggior 
qualità espressa dal prodotto e percepita dal consumatore) , ma soprattutto si ha un miglioramento 
dell’immagine commerciale dell’azienda sul mercato con tutti i benefici effetti che ne 
conseguono. 
In definitiva all’interno di una strategia aziendale non di dovrebbero assolutamente tralasciare la 





miglioramento della situazione finanziaria,in termini di bilancio e profitti. Il miglioramento della 
qualità infatti porta di solito (se ben armonizzato con il resto delle attività aziendali) a una 
crescita di fatturato e di posizione competitiva aziendale e riduzione dei costi di produzione. 
Costi della qualità 
Tutte le organizzazioni aziendali fanno uso del controllo finanziario, che comporta il confronto 
tra costi effettivi e budget,l’analisi degli scostamenti e l’adozione di conseguenti azioni correttive. 
Solitamente detti controlli vengono effettuati a livello di area funzionale aziendale e per molti 
anni non è stato fatto nessuno sforzo indirizzato alla valutazione contabile della funzione di 
qualità. Tuttavia a partire dagli anni cinquanta molte imprese hanno cominciato a valutare i costi 
associati alla qualità. Questi appartengono a quella categoria di costi associati alla produzione 
identificazione e riparazione dei prodotti che non soddisfano i requisiti di qualità. I motivi per cui 
detti costi devono essere esplicitamente considerati in una organizzazione sono i seguenti: 
 l’aumento dei costi legati alla qualità, che deriva dall’aumento della complessità dei 
processi produttivi associati alle innovazioni tecnologiche; 
 l’aumento dei costi affrontati durante il ciclo di vita di un prodotto, che includono 
manutenzione, pezzi di ricambio costi legati alla difettosità; 
 la necessità che i tecnici della qualità traducano in termini comprensibili al top 
management – ossia in termini di denaro – i costi legati alla qualità. 
Per le aziende che operano in mercati con manifesti segni di saturazione la diminuzione dei costi 
legati alla qualità rappresenta una concreta possibilità per ridurre molti oneri industriali; e ciò, in 
definitiva, determina un aumento dell’utile anche in mancanza di una espansione produttiva. 
Come risultato i costi della qualità hanno assunto sempre più spesso la connotazione di strumento 
finanziario, permettendo di identificare le opportunità di riduzione. 
La dimensione dei costi derivanti dalla qualità dipendono ovviamente dal tipo di organizzazione 
considerata e dal successo degli sforzi indirizzati al miglioramento della qualità. In alcune realtà i 
costi della qualità ammontano al 4% o 5% del venduto, mentre in altre possono raggiungere i 
livelli elevati del 35% o 40%. Tali costi ovviamente possono poi variare da azienda a azienda, 
tuttavia spesso i costi della qualità sono più alti del necessario e il management dovrebbe 
intervenire per la loro riduzione. 
L’utilità derivante dall’eliminazione dei costi di qualità risiede nell’effetto leva: cioè il denaro 
investito nella prevenzione ha un ritorno economico che si estrinseca nella riduzione del denaro 
necessario a gestire le non conformità interne ed esterne.  
Si possono considerare quattro categorie di costo legate alla qualità: costi di prevenzione, di 
validazione, quelli derivanti da malfunzionamenti interni ed esterni. 
 
Costi di prevenzione 
Sono i costi associati agli sforzi indirizzati,in fase di progettazione e di produzione, a prevenire le 
non conformità. In altre parole i costi di prevenzione sono legati all’intento di fare le cose bene 
sin dall’inizio. 
Le sottocategorie più importanti sono: 
 pianificazione e ingegnerizzazione della qualità; 
 revisione dei nuovi prodotti; 
 progetto di prodotto/processo; 
 controllo di processo; 
 test di affidabilità; 
 formazione;  






Costi di validazione 
Sono quei costi associati alla misurazione,valutazione e controllo interno del sistema dei prodotti, 
componenti e materie prime, per assicurare la conformità degli standard fissati. Questi costi si 
presentano quindi quando si deve valutare un prodotto dal punto di vista della qualità. Le 
sottocategorie sono le seguenti: 
 ispezione e valutazione del materiale in arrivo 
 ispezione e valutazione di prodotto 
 materiali e servizi consumati 
 manutenzione della sicurezza delle attrezzature di prova 
Costi di malfunzionamento 
Questi costi derivano da tutte le deficienze qualitative rilevate sul prodotto all’interno 
dell’azienda o che si manifestano durante l’utilizzazione da parte del cliente. Di solito vengono 
separati gli insuccessi interni da quelli esterni in quanto questi ultimi comportano, per uno stesso 
difetto, degli oneri economici notevolmente diversi. 
Costi di malfunzionamento interno 
I malfunzionamenti interni intervengono quando i prodotti, i materiali e i servizi non 
soddisfano il livello di qualità richiesto e il difetto viene scoperto prima che il prodotto sia 
inviato alla clientela. Questi sono costi nulli in caso di assenza di pezzi difettosi. Le 
maggiori sottocategorie sono le seguenti: 
 scarto  
 ripetizione delle lavorazioni 
 ripetizione dei test 
 analisi da malfunzionamento 
 fermo macchina 
 perdite di produzione 
 declassamento 
Costi di malfunzionamento esterno 
I costi di malfunzionamento esterno insorgono quando un prodotto non soddisfacente è 
inviato al consumatore. Anche questi sono costi nulli se la produzione non presenta 
difettosità. Alcune sottocategorie sono le seguenti: 
 gestione dei reclami 
 costi di assicurazione 
 costo dei resi di materiale, di eventuali bonifici o indennizzi; 
 costo delle sostituzioni di particolari o dei difetti riparati sui prodotti in garanzia 
(includendo lavoro e materiale aggiunto); 
 costo delle modifiche di assistenza clienti dovute a errori di progettazione o di 
fabbricazione. 
 costi per responsabilità di prodotto 
 costi indiretti 
Questi costi sono quelli che ci riguardano più da vicino perché grazie all’analisi 
affidabilistica dei dati (RDA) - di cui ci occuperemo nei prossimi capitoli – sarà possibile 
per l’azienda avere un idea concreta sull’entità degli insuccessi esterni che il prodotto 
presenta una volta messo sul mercato e rilevare le anomalie commercialmente ed 
economicamente importanti che la rete di controllo lascia arrivare alla clientela; è 





Perché e importante fare un analisi affidabilistica dei dati ? 
Secondo la visione del produttore l’affidabilità si ha quando, a seguito di un certo numero di 
controlli (effettuati su determinati attributi o specifiche del prodotto) con esito favorevole, il 
prodotto è consegnato al cliente. 
Ciò non significa che per il produttore non sia importante avere notizie su quanto accada ai suoi 
prodotti dal momento della consegna in poi: abbiamo visto che eventuali rotture, problemi non 
dipendenti dal consumatore e richieste di assistenza nel periodo di garanzia gravano sui costi di 
una azienda in modo non troppo trascurabile;anche i problemi e i cali di prestazioni presentati dal 
prodotto al di fuori del periodo di garanzia rappresentano per il produttore dei costi magari non 
diretti come i precedenti ma a livello di futuri cali nelle vendite a causa di cattiva reputazione 
presso i clienti. 
Si capisce allora perché sia importante per un’azienda raccogliere monitorare e analizzare i dati 
provenienti dal mercato, magari facendo uso di metodi statistici, in modo da poter rendersi conto 
e intervenire tempestivamente nel caso si avverassero situazioni non previste. 
Oltre a consentire le necessarie migliorie al prodotto già distribuito,ciò comporta la formazione di 
una esperienza utile nello studio dei nuovi prodotti, evitando soluzioni che hanno comportato 
difetti nei modelli precedenti e viceversa. 
Ragioni per raccogliere informazioni e dati sull’affidabilità 
Riepilogando ci sono diverse ragioni per cui è importante raccogliere dati affidabilistici: 
 accertarsi delle caratteristiche di un prodotto dopo un determinato periodo di vita o alla 
fine del periodo di garanzia; 
 predire l’affidabilità del prodotto; 
 predire i costi di garanzia del prodotto; 
 procurarsi gli input necessari per la previsione dei rischi di guasto del sistema; 
 accertarsi degli effetti di eventuali cambiamenti apportati; 
 accertarsi che sia le aspettative dell’utente che le normative siano soddisfatte; 
 monitorare il prodotto sul campo in modo da avere informazioni sulle cause di rottura ed 
eventualmente sui possibili metodi per porvi rimedio; 
 mettere a confronto prodotti dello stesso tipo ma usciti da due stabilimenti diversi o che 
differiscono solo per un materiale, per periodo di produzione, per condizioni di 
funzionamento o per una determinata caratteristica; 
 controllare la veridicità delle proprie promesse promozionali 
 
In precedenza si è accennato alla necessità di conoscere le prestazioni di un prodotto durante la 
fase di garanzia e lungo tutto il periodo di vita utile allo scopo di valutare il decadimento delle 
prestazioni e gli inconvenienti verso la clientela che non sono segnalati in azienda. Ciò consente 
di predisporre meglio i controlli, di modificare le specifiche o, eventualmente, di variare le 
operazioni di fabbricazione. Nei casi in cui ragioni di economia o una produzione di grande serie 
impediscono un’indagine estesa a tutte le unità prodotte, il gruppo “analisi statistiche” determina 
periodicamente la composizione e la numerosità del campione necessario per poter disporre di 
dati significativi e trarre delle conclusioni attendibili dalla loro analisi. 
La presenza di un settore specializzato nell’utilizzazione delle tecniche statistiche si rivela 
indispensabile in una direzione che voglia impostare un controllo basato su metodi moderni e 
scientificamente validi. Dal momento che raramente i responsabili dei servizi tecnici sono anche 
degli esperti di statistica, vi è la necessità di un gruppo di specialisti che si occupi di tali attività. 
Rientra tra le funzioni di questi esperti il progetto dei piani di esperimenti necessari a conoscere 





del campione da sottoporre a prove per una valutazione significativa dell’affidabilità di un 
componente. 
Le tecniche di analisi statistica rappresentano degli strumenti fondamentali per il controllo e il 
miglioramento della qualità ma è necessario che queste siano considerate parte integrante di un 






CONCETTI E DEFINIZIONI IN RDA 
Concetto di affidabilità 
Fino agli anni ’50, e per molti settori industriali anche più tardi, per qualità di un dispositivo si 
intendeva la conformità dei suoi parametri funzionali a certi valori prestabiliti senza alcuna 
implicazione della quantità tempo. Ciò non vuol dire che non ci si è preoccupato di assicurare il 
corretto funzionamento in esercizio del dispositivo per un congruo periodo di tempo. Anzi questo 
concetto è contemporaneo di quello di prodotto industriale ed è sottinteso in varie espressioni 
quali bontà del prodotto o più in generale qualità del dispositivo. Inoltre si sono sempre più 
sviluppate le procedure di assistenza tecnica al cliente, creando una corretta struttura logistica che 
va sotto il nome di manutenzione, avente appunto lo scopo di ripristinare il buon funzionamento 
del dispositivo ogni qualvolta esso manifesti un’interruzione, o quantomeno una degradazione 
insopportabile delle sue prestazioni. Tuttavia, sono proprio stati gli elevati costi di manutenzione, 
soprattutto in quegli impieghi in cui la disponibilità continuativa delle apparecchiature era 
particolarmente importante, a far sorgere la necessità di prevedere con sufficiente anticipo gli 
interventi di manutenzione e le azioni necessarie per ridurle a livelli economicamente 
convenienti. L’ambiente che per primo ha espresso questa esigenza è stato quello militare, 
soprattutto negli U.S.A. Sono stati pertanto gli enti di ricerca militari e quelli delle industrie 
fornitrici delle Forze Armate ad intraprendere per primi gli studi tendenti a prevedere in termini 
quantitativi e non più qualitativi il comportamento in esercizio di un dispositivo. E’ del 1952 la 
prima definizione, formulata da R. Lusser (S. Diego California), di questa nuova quantità, ormai 
universalmente conosciuta con il nome di affidabilità (in inglese Reliability): essa è la 
probabilità che un dispositivo adempi alla sua specifica funzione fino ad un determinato istante, 
in prefissate condizioni di impiego. Il 20 giugno 1958 esce la prima norma  (military standard) 
sull’affidabilità e nel 1962 si pubblica il primo manuale sui parametri affidabilistici dei 
componenti elettronici di uso più comune. Nel frattempo anche le industrie elettroniche operanti 
nel settore civile manifestano una sempre maggiore sensibilità all’esigenza di assicurare e 
certificare determinati livelli di affidabilità, soprattutto per motivi di natura economica. Di 
conseguenza, tra il 1968 ed il 1969, vengono pubblicate le prime Raccomandazioni  in materia  in 
ambito civile. Ai nostri giorni, il vocabolo affidabilità  è ormai entrato nel linguaggio corrente, 
sia tecnico che commerciale. Anzi esso è da tempo affiancato da altri termini esprimenti concetti 
direttamente collegati ad esso, quali la disponibilità, la manutenibilità e la prontezza. 
Concetto di guasto 
Il periodo di regolare funzionamento di una unità si conclude quando un qualsiasi fenomeno 
fisico-chimico prodottosi in una o più delle sue parti componenti determina variazioni delle 
prestazioni nominali che l’utente ritiene insopportabili per l’uso che egli fa del dispositivo. 
Questa situazione va genericamente sotto il nome di guasto. L’istante in cui si determina il 
guasto, valutato a partire dal momento in cui l’unità è messa in esercizio, è detto tempo di guasto 
ed assume un’importanza fondamentale per la verifica del valore presunto dell’affidabilità e 
quindi della qualità globale dell’apparecchio. E’ il parametro fondamentale su cui vengono 
calcolate o misurate, sia direttamente che implicitamente, le proprietà affidabilistiche di un 
sistema. E’ essenziale quindi stabilire senza possibilità di equivoco il valore temporale nel quale 
sopravviene detto guasto. Purtroppo le modalità di guasto possono essere molteplici e 
manifestarsi in varia maniera con la conseguenza di non essere facilmente ed immediatamente 





classificabili secondo vari criteri. La classificazione più importante può essere ritenuta quella 
secondo le cause che li provocano, ed in tal caso si distinguono: 
Guasti per impiego improprio, attribuibili all’applicazione di sollecitazioni superiori ai valori 
massimi ammissibili; 
Guasti dovuti a deficienza intrinseca, attribuibili a debolezze costruttive; 
Guasti primari, non provocati in alcun modo da mancanze di altri dispositivi; 
Guasti indotti, provocati da deficienze di altre unità; 
Guasti per usura, provocati da fenomeni di degradazione caratteristici dei materiali costituenti e 
la cui probabilità di occorrenza aumenta direttamente col tempo. 
 Un secondo criterio di classificazione dei guasti si basa sulle loro conseguenze ed in tal caso si 
definiscono: 
Guasti critici, quando possono causare con alta probabilità danni alle persone o danni gravissimi 
ad altre parti del sistema; 
Guasti di primaria importanza, quando riducono sensibilmente la funzionalità del sistema; 
Guasti di secondaria importanza, quando non riducono la funzionalità del sistema. 
Un terzo criterio si basa sull’entità del guasto ed in tal caso distinguiamo: 
Guasti parziali, consistenti nella variazione di una o più prestazioni dei dispositivi ma tali da non 
impedire completamente il funzionamento dell’unità; 
Guasti totali, quando le prestazioni sono talmente diminuite da impedire il corretto 
funzionamento dell’unità; 
Guasti intermittenti, costituiti dalla successione generalmente casuale di periodi di 
funzionamento e non, senza che si intervenga con operazioni di manutenzione. 
Prendendo in considerazione la modalità temporale di manifestazione dei guasti distinguiamo: 
Guasti progressivi, quelli che sarebbe stato possibile prevedere con una rilevazione continuativa 
o periodica delle prestazioni dei dispositivi; 
Guasti improvvisi, quelli impossibili da prevedere. 
Combinando le ultime due classificazioni definiamo: 
Guasti per degradazione, quelli contemporaneamente progressivi e parziali; 
Guasti catastrofici, quelli improvvisi e totali. 
Teoria e funzioni dell’affidabilità 
Il fine ultimo di uno studio affidabilistico  è quello di prevedere la funzione temporale 
dell’affidabilità, o il valore di qualche parametro atto a rappresentarla in forma sintetica. Questo 
studio si avvale di due procedure  che si integrano vicendevolmente. Una consiste nella 
determinazione per via sperimentale dei parametri dei componenti elementari impiegati nel 
settore tecnologico considerato; l’altra analizza il comportamento funzionale del sistema, 
applicando le teorie probabilistiche note o sviluppate ad hoc per tale disciplina. Come per 
qualsiasi grandezza fisica, quello che vorremmo conoscere è il vero valore del parametro 
affidabilistico relativo all’intera popolazione dell’unità considerata. Il metodo sperimentale deve 
pertanto fare ricorso a procedure statistiche. In molti casi esso viene attuato in laboratorio 
mediante prove simulanti le reali condizioni di impiego, eseguite su di un campione 
rappresentativo della popolazione dei dispositivi in esame oppure su un prototipo di 
un’apparecchiatura: si parla in tal caso di grandezze osservate. Per motivi economici risulta 
vantaggioso utilizzare anche i dati rilevabili durante l’impiego effettivo dei dispositivi: essi 
vengono raccolti in banche dati e sono detti grandezze di utilizzazione. Se i dati ottenuti per via 
sperimentale soddisfano a certe condizioni statistiche, al valore osservato è possibile associare un 
intervallo di variabilità relativo ad un prestabilito livello di confidenza: in tal caso si parla di 





per un sistema complesso, la caratteristica di affidabilità è detta grandezza di previsione. Va 
infine indicato un ultimo criterio di specificazione, consistente nel valutare una grandezza 
affidabilistica in un certo periodo di tempo o in certe condizioni di sollecitazioni attraverso i dati 
sperimentali ottenuti in differenti periodi di tempo o per diversi valori di carico. Questa 
procedura, valida per determinate ipotesi tecniche e statistiche, definisce le grandezze 
estrapolate.  
Il comportamento di una unità durante il suo funzionamento è esprimibile quantitativamente 
mediante diverse funzioni temporali. Procedure matematiche e leggi statistiche stabiliscono 
relazioni analitiche tra queste funzioni in modo che la conoscenza di una permetta di ottenere 
tutte le altre. Le funzioni non possono essere valutate per l’intera popolazione, per motivi di 
rigore matematico si considereranno le grandezze osservate, rilevate sperimentalmente su un 
campione omogeneo e rappresentativo. Trattandosi di grandezze statistiche queste funzioni 
possono essere definite a priori attraverso le corrispondenti grandezze probabilistiche o di 
previsione, dando così origine a modelli matematici che trovano larghissimo impiego nella 
trattazione analitica dell’affidabilità. E’ importante rilevare che la grandezza osservata (nella 
maggioranza dei casi il tempo di guasto t) è una variabile aleatoria discontinua, essendo tale la 
sua modalità di rilevazione; la corrispondente grandezza di previsione è invece una variabile 
aleatoria continua (trattandosi di una generica popolazione di unità).  
Prendendo pertanto in esame  un campione di componenti elementari, di grandezza No , 
sottoposta ad una o più sollecitazioni costanti, misuriamo i parametri funzionali di tutti gli 
elementi del campione fino ad individuare, per ognuno di essi, l’istante nel quale si verifica la 
condizione di guasto. Ad un generico tempo t saranno stati rilevati ng(t) elementi guasti mentre 
ns(t) elementi ancora funzionanti. La grandezza statistica fondamentale che rappresenta la 
distribuzione temporale dei guasti è la densità di frequenza dei guasti f*(t) individuata dal 
rapporto incrementale riferito all’intervallo di tempo finito δt : 
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La corrispondente funzione teorica, o di previsione, è la funzione di densità di probabilità di 
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In campo affidabilistico la funzione F(t) esprime la probabilità P(t ≤ t’) che la variabile aleatoria 
tempo di guasto t di un elemento non superi t’. La F(t) è anche detta comunemente funzione di 
inaffidabilità.  
La probabilità complementare P(t > t’) è proprio l’affidabilità R(t) di quell’elemento e, poiché la 
probabilità totale dei due eventi è la certezza, dovrà valere in generale: 
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Una funzione particolarmente importante per il calcolo di R(t) è la funzione di azzardo, definita 
sperimentalmente dal rapporto incrementale:  
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La corrispondente funzione di previsione z(t) è definita come la probabilità che un elemento si 
guasti nell’intervallo ( t , t + δt ), condizionata all’ipotesi che esso risulti funzionante al tempo t, 
divisa per l’intervallo temporale considerato: 
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Il soprassegno della funzione sta ad indicare che si tratta di un valore medio relativo all’intervallo 
δt. Tra la funzione di azzardo e le altre funzioni di previsione già definite sussistono precise 
relazioni analitiche che ora andremo ad esplicitare. Il numeratore della (7) è esprimibile nella 
forma: 
 








ovvero la probabilità condizionata è il rapporto tra i casi favorevoli (guasti in δt) e i casi possibili 
(guasti dopo l’istante t). Dalla (2.4) si deduce che la probabilità assoluta è calcolabile con 




























                           
 
                             
 Il valore istantaneo della funzione di azzardo, detto tasso di guasto z(t) sarà dato dal limite:  
 
 



















                            
 






















                              
 (8) 
   
Questa espressione costituisce la legge fondamentale e generale che consente di calcolare la 
funzione di affidabilità partendo dalla conoscenza, o quanto meno da un’ipotesi, sulla funzione di 
azzardo. Dalle relazioni (4) e (5) discende: 
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E’ opportuno ricordare F(t) e R(t) sono numeri puri, ovviamente compresi tra 0 e 1; le funzioni 
f(t) e z(t) vengono espresse in frazioni di guasti per unità di tempo. 
A chiusura dell’argomento è necessario soffermarsi sulla distribuzione sperimentale dei guasti. 
Esaminando la frequenza dei guasti f*(t), essa mostra il tipico andamento di Figura 1, nel quale si 
evidenziano 3 periodi caratteristici. 
 
 
Figura 1 : Andamento caratteristico della frequenza dei guasti 
 
(a) Guasti prematuri 
E’ il primo periodo di vita dei componenti, durante il quale la funzione f*(t), partendo da un 
valore relativamente alto, decresce gradualmente. La natura di questi guasti è di difficile 
individuazione, trattandosi in generale di dispositivi intrinsecamente difettosi ma che il collaudo 
finale non è stato in grado di rilevare. La causa più frequente va ricercata in difetti prodottisi nelle 
ultime fasi del ciclo produttivo (ad esempio nel montaggio).  
 
(b) Guasti casuali  
E’ il periodo seguente il primo in ordine di tempo, durante il quale la f*(t) presenta i valori più 
bassi, con un andamento leggermente decrescente. Le cause sono molteplici: si va dai guasti 
precoci molto lenti nel manifestarsi ai primi guasti del periodo successivo. Per unità qualificate 
questo periodo è il più lungo.  
 
(c) Guasti per usura 
L’inizio di questo periodo è individuato da un aumento della frequenza dei guasti, che giunge ad 





causa di questi guasti è sempre la conseguenza di fenomeni di degradazione fisico-chimica, la cui 
natura ed entità dipendono dal tipo e dal valore delle sollecitazioni applicate.  
 
La curva di Figura 1 rappresenta una distribuzione di frequenza, quindi l’area da essa sottesa ha 
valore unitario. Ancora maggiore importanza assume la funzione di azzardo z*(t) che, utilizzando 
gli stessi dati sperimentali, mostra la forma di Figura 2. 
 
 
Figura 2 : Andamento caratteristico del rateo di guasto 
 
 
Tale curva, comunemente nota come “curva a vasca da bagno”, presenta i 3 periodi tipici 
precedenti durante i quali l’azzardo risulta nell’ordine decrescente, costante, crescente. La z*(t) 
non ha alcun significato probabilistico e quindi l’area sottesa non tende ad uno o ad un valore 
prestabilito. Se, con opportune procedure, si eliminano dalla popolazione i guasti prematuri, i 
componenti forniscono le migliori prestazioni affidabilistiche fintanto che permane il periodo dei 
guasti casuali e prima che si manifestino i guasti per usura. Questo intervallo è detto 
comunemente vita utile del componente. Nella pratica corrente (soprattutto per componentistica 
elettronica) sono stati rilevati andamenti differenti di z*(t) di fig.2: nel periodo (b) dei guasti 
casuali si verificano aumenti del tasso di guasto, limitati nel tempo, che si riproducono 
periodicamente su un valore di fondo che decresce gradualmente. Tale nuova curva ha 







Figura 3 : Andamento caratteristico a “dune di sabbia” del rateo di guasto 
 
Parametri di affidabilità 
Quando si deve indicare quantitativamente il comportamento affidabilistico di un prodotto 
industriale risulta poco agevole utilizzare la funzione R(t) poiché essa deve essere 
frequentemente rappresentata mediante più di un parametro. Si presenta la necessità di esprimere 
in sintesi le proprietà affidabilistiche mediante parametri indipendenti dal tempo. 
Tempo medio fino al guasto 
E’ definito come il rapporto, riferito ad una porzione di vita specificata, fra il tempo cumulativo 
rilevato per il campione considerato e il numero totale dei guasti in esso manifestatisi durante tale 
periodo, in condizioni di lavoro prefissate. Per tempo cumulativo di prova T si intende la somma 
dei tempi durante i quali ogni elemento del campione ha fornito la funzione richiesta. Detti: 
tp tempo di prova 
N0 grandezza iniziale del campione 
r  n°guasti in tp 
ti singoli tempi in corrispondenza dei quali si sono verificati i guasti 
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Il parametro tempo medio fino al guasto, o MTTF ( Mean Time To Failure ) si applica 
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ricordando che la funzione esponenziale tende a zero più rapidamente di qualsiasi altra, il primo 
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Tempo medio tra due guasti 
Esso è definito come il valore medio degli intervalli di tempo tra guasti consecutivi, relativo ad 
uno specificato periodo di vita di un dispositivo, calcolato come rapporto tra il tempo cumulativo 
osservato ed il numero dei guasti rilevati nelle condizioni prefissate. Tale parametro si applica 
soltanto a dispositivi riparabili ed è identificato con la sigla MTBF (Mean Time Between 
Failure). 
Rappresentando graficamente il comportamento di un’unità riparabile con il diagramma di Figura 
4, abbiamo: 
 tf  tempi di funzionamento regolare 
 tr  tempi di guasto, nei quali vanno compresi quelli occorrenti per la riparazione 
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Tempo medio di riparazione e disponibilità 
Osservando la fig. 4 si può rilavare che ogni intervallo di tempo tr include tutte quelle operazioni 
logistiche e amministrative che concorrono a ripristinare la funzionalità dell’unità danneggiata. 
L’insieme di tali azioni è indicato col termine manutenzione e l’attitudine di un dispositivo a 
facilitare tale operazione è detta manutenibilità. Si può stabilire un valore medio degli intervalli 
di riparazione, detto appunto tempo medio di riparazione o MTTR ( Mean Time To Repair ); esso 
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Esso rappresenta un indice della manutenibilità del dispositivo ed è conveniente che tale 
parametro risulti molto minore del corrispondente valore del MTBF. Per esprimere 
quantitativamente questo concetto si fa ricorso ad un valore probabilistico: la disponibilità, una 
funzione del tempo definita come probabilità che una unità sia funzionante al tempo t, in 
determinate condizioni di impiego. Come si può notare, manca la condizione di funzionamento 
fino al tempo t contenuto nel concesso di affidabilità, e pertanto è ammesso che tale dispositivo 
possa risultare guasto in certi periodi della sua vita. Questa nuova funzione è indicata con il 
simbolo A(t) (Availability), parte da un valore unitario per tendere, per tempi molto grandi, ad un 
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Problemi statistici in affidabilità 
Poiché i dati relativi alle durate di vita di un componente si esprimono nella loro generalità come 
valori del tempo sino al momento di guasto, ciò crea un ordinamento dei dati che pone condizioni 
alla completa casualità del campionamento e impone alla teoria statistica di scegliere particolari 
strade nella ricerca delle soluzioni ai problemi stessi. Se, infatti, si vuol conoscere qualche aspetto 
della distribuzione (forma e valore dei parametri) che regola la durata di vita di una determinata 
unità, si ha naturalmente che i tempi di guasto, raccolti osservando una collettività di elementi in 
prova di funzionamento, costituiscono una sequenza ordinata di valori t1≤t2≤t3≤…≤tn dove t1 è il 
tempo di guasto del primo elemento e tn quello dell’n-esimo. Ciò mette in luce la particolare 
situazione dei problemi statistici in affidabilità: gli insiemi dei dati rilevati sono ordinati poiché il 
successivo valore nella rilevazione è certamente più grande del precedente. 
Un aspetto che particolarizza i problemi statistici in affidabilità è quello che, succedendosi nel 





costo delle informazioni di importanza fondamentale. Per la metodologia statistica ciò significa 
dover sviluppare procedure di stima e controllo delle ipotesi che si basano su informazioni 
relative soltanto ad una parte dei risultati che si potrebbero avere aspettando che tutte le unità di 
un campione di n elementi siano giunte al momento del guasto. Il problema che normalmente si 
pone è di esprimere una valutazione sulla probabilità che l’elemento del tipo considerato operi 
senza guasti, per un numero di ore maggiore di quello per le quali si è tenuto in osservazione e si 
sono ottenute informazioni. Esistono 2 tipi di approcci per condurre alla soluzione di tali 
problematiche. Il primo è quello di assumere che esiste una relazione conosciuta fra i tempi di 
guasto dell’elemento sotto accelerate condizioni di prova e i tempi di guasto nelle condizioni 
operative normali dell’elemento stesso. In termini semplicistici si potrebbe assumere che, se le 
normali condizioni operative danno luogo ad un certo numero di guasti in un certo tempo, 
portando tali condizioni ad un livello di sforzo doppio del normale, se la relazione che lega i 
tempi di guasto è lineare, si dovrebbe avere un numero doppio di guasti nel medesimo tempo. 
Purtroppo in realtà non è sempre facile ricavare dette relazioni e, elemento forse ancora più 
importante, tali espressioni funzionali sono limitate a ristretti casi di utilizzo sperimentali, 
impedendo così il formarsi di una metodologia generale. 
L’altro tipo di approccio è quello di presupporre come nota la forma della distribuzione della 
durata di vita dell’elemento e su questa assunzione basare l’analisi e le induzioni che dai dati 
campionari si possono trarre. Il processo logico è quello di scegliere, in base ad un giudizio 
tecnico o ad una verifica campionaria di ipotesi (test di adattamento), il modello probabilistico 
che meglio rappresenta la distribuzione di probabilità delle durate di vita dell’elemento e, poi, 
adottare procedure di stima e di controllo di ipotesi sui diversi parametri che possono esprimere 
l’affidabilità nel tempo dell’unità in esame. 
 
Rilevazione e rappresentazione dei dati 
I dati empirici che si possono trarre da una prova sperimentale permettono di individuare il tempo 
esatto del guasto dei diversi elementi guastatisi in una popolazione di individui; oppure il numero 
di elementi che si sono guastati entro certi intervalli di tempo al termine dei quali si effettua la 
verifica di funzionamento degli stessi. E’ molto importante la scelta del campione: esso deve 
essere prelevato a caso dalla popolazione che interessa per lo studio specifico (se così non è 
occorre sapere in quale misura esso rappresenta la popolazione in esame e quanto ci si possa 
fidare delle informazioni ottenibili); deve essere significativo nel numero degli elementi da 
osservare; deve essere stocastico, cioè deve esistere la stessa probabilità di trovare tutti gli 
attributi in questione nella popolazione dal quale viene prelevato. 
Prescindendo per il momento dal considerare le modalità di rilevazione, se si prendono in 
considerazione N elementi, posti in condizioni di prova al tempo t=0, ed all’avanzare della 
variabile tempo si registrano i valori di n(t), numero dei sopravviventi al tempo t, è possibile 
definire la funzione di densità empirica di guasto relativamente ad un intervallo di tempo (ti, 
ti+∆ti), data dal rapporto tra il numero dei guasti che avvengono nell’intervallo e il numero N 
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Inoltre si può definire la funzione tasso di guasto empirica nell’intervallo (ti,ti+∆ti) come rapporto 
tra il numero dei guasti nell’intervallo e il numero degli elementi funzionanti all’inizio 
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Valutazione della funzione densità di guasto e del tasso di guasto 
 
Riportiamo ora alcuni esempi di rilevazione dei dati affidabilistici. I dati empirici possono essere 
tali da permettere di individuare il tempo esatto di guasto di ciascun elemento, allora ti 
rappresenta il valore del tempo all’i-esimo guasto e ∆ti l’intervallo di tempo sino all’(i+1)-esimo 
guasto. Si parla in questo caso di dati completi, di cui propongo il seguente esempio: 
 
Caso 1: Tempi di guasto di 10 componenti elettronici              
 
I risultati delle tabelle sono riportati graficamente in Figura 5, nella quale sono rappresentate le 
funzioni di maggior interesse in affidabilità: f(t), λ(t), F(t), R(t). 
 
 
Figura 5 : Curve di densità (a), rateo di guasto (b), inaffidabilità (c), affidabilità (d) per il caso 1 di esempio 
 











i ∆ti f(t)*10²ore  λ(t)*10²ore 
1 0-8 1,25 1,25 
2 8-20 O,84 0,93 
3 20-34 0,72 0,96 
4 34-46 0,84 1,19 
5 46-63 0,59 0,98 
6 63-86 0,44 0,87 
7 86-111 0,40 1,00 
8 111-141 0,33 1,11 
9 141-186 0,22 1,11 





La rilevazione dei dati può svolgersi in modo che il controllo del funzionamento degli elementi in 
osservazione si compie ad intervalli, più o meno regolari, ∆ti, nei quali si apprende che 
[ ])()( iii ttntn ∆+−  elementi si sono guastati nell’intervallo al quale ci si riferisce. Si parla di  dati 
raccolti ad intervallo o dati da ispezione, di cui propongo il seguente esempio: 
 
Caso 2: Tempi di guasto di 172 componenti raggruppati con intervalli di ∆t =1000 ore 
                                                 
                                     
I risultati delle tabelle sono riportati in Figura 6, nella quale sono rappresentate le funzioni f(t), 








guasti in i 
0 0-1000 59 
1 1001-2000 24 
2 2001-3000 29 
3 3001-4000 30 
4 4001-5000 17 
5 5001-6000 13 
i=numero 
intervallo ti,ti+∆ti f(t)*10²ore λ(t)*10²ore 
0 0-1000 3,43 3,43 
1 1001-2000 1,40 2,12 
2 2001-3000 1,69 3,26 
3 3001-4000 1,74 5,00 
4 4001-5000 0,99 5,69 







Normalmente i dati rilevati ad intervalli di tempo sono l’espressione di rilevazioni periodiche 
dovute ad operazioni di manutenzione, oppure il risultato di prove di durata per la quale non sia 
stata predisposta un’osservazione continua del tempo di guasto. 
Come detto in precedenza, il ricercatore che debba condurre prove di durata ha in generale 
vincoli di economia che si esprimono nella tendenza ad abbreviare la durata delle prove stesse. Il 
modo di procedere all’assunzione di informazioni campionarie è, naturalmente, quello di porre in 
condizioni prefissate di prova N elementi; ma la tendenza ad abbreviare la prova conduce a non 
attendere che tutti gli elementi si siano guastati, bensì a terminare l’osservazione in un istante che 
può essere precisato nei diversi seguenti modi: 
 t*=T, dove T è un prefissato valore del tempo; si parla in questo caso di dati troncati 
all’istante T, 
 t*=tr, dove tr è il momento nel quale si manifesta il guasto r-esimo prefissato all’inizio 
della prova; si parla in questo caso di dati censurati all’r-esimo guasto. 
Se tutte le unità indenni hanno un tempo di sopravvivenza comune e tutti i tempi di guasto sono 
anteriori al tempo T si parla di dati troncati singolarmente; tale situazione è tipica delle unità che 
cominciano insieme la prova ed i dati vengono analizzati prima che tutte le unità si guastino. Se 
invece tempi diversi di sopravvivenza sono inframmezzati da tempi di guasto, si parla di dati 
troncati a stadi differenti; i dati di esercizio sono di solito di questo tipo, poiché le unità entrano 
in servizio a tempi differenti e presentano quindi tempi diversi di sopravvivenza quando i dati 
vengono analizzati. 
Si possono prevedere inoltre rilevazioni di dati censurati-troncati quando il tempo di arresto della 
prova, t*=min(tr;T), è dato dal valore più piccolo dei due precedentemente considerati. 
Durante la prova, di tipo censurato e/o troncato, si può prevedere la sostituzione o meno degli 
elementi guastatisi, dando luogo ad un’ulteriore distinzione: 
 dati rilevati con sostituzione 
 dati rilevati senza sostituzione. 
 
Nel caso di piani di campionamento troncati il tempo totale di prova S accumulato dagli N 
elementi sottoposti alla prova, al tempo t*=T vale: 
 
TTnttS *)(...21 +++=
        campionamento senza sostituzione 
TNS *=
                                       campionamento con sostituzione. 
 
Nel caso di piani di campionamento censurati il tempo totale di prova S, sempre per N elementi, 
al tempo t*=tr del censuramento vale: 
 
rr ttnttS *)(...21 +++=
     campionamento senza sostituzione 
rtNS *=
                                    campionamento con sostituzione. 
 
Concludiamo l’analisi della rilevazione dei dati con due ultimi modelli: 
 dati di guasto in competizione, quando gli elementi del campione cedono per cause 
differenti 
 dati con risposta guasto-non guasto, quando si conosce soltanto se un’unità si è guastata 






A corredo di quanto illustrato raccogliamo tutte le informazioni citate nei grafici di Figura 7. 
 
 
Figura 7 : Esempi di piani di campionamento troncati  
 
Ricordiamo infine che l’analisi dei dati non fornisce decisioni; essa dà soltanto informazioni 
numeriche a coloro che dovranno prendere tali decisioni. Se questi ultimi sono in difficoltà nello 
specificare le informazioni numeriche di cui hanno bisogno, essi dovrebbero immaginare di avere 
a disposizione tutti i dati della popolazione e quindi decidere quali valori calcolati dei dati 
sarebbero utili. L’analisi dei dati porta a stime di questi valori della popolazione partendo da 





ANALISI NON PARAMETRICA 
Cos’è un’analisi non parametrica. 
 
Volendo dare una semplice definizione potremmo dire che un analisi non parametrica è una 
procedura statistica che riesce ad ottenere risultati di una certa accuratezza pur basandosi su 
assunzioni non troppo forti relativamente alla popolazione da cui sono stati ottenuti i dati. 
Ciò permette alle informazioni di passare attraverso le analisi senza subire le inevitabili 
distorsioni che si avrebbero facendo ipotesi errate o troppo restrittive sui modelli che si assumono 
possano descrivere la popolazione oggetto di studio. 
In alcuni casi un analisi non parametrica può fornirci tutte le informazioni che ci servono con la 
giusta approssimazione, mentre altre volte l’analisi non parametrica rappresenta solo un primo 
passo in un’analisi che porterà a inferenze più estese e precise sfruttando ipotesi e modelli più 
complessi. 
Il rapido e continuo sviluppo di procedure statistiche non parametriche è dovuto ai seguenti 
vantaggi ottenibili da tecniche non parametriche: 
 come detto esse richiedono poche e poco vincolanti assunzioni sulla popolazione oggetto 
di studio: in particolare tali procedure non contemplano la tradizionale ipotesi che la 
popolazione da studiare sia normale; 
 i metodi non parametrici permettono di ottenere valori esatti per le grandezze da stimare e 
per i relativi intervalli di confidenza, sempre tralasciando l’ipotesi di normalità della 
popolazione; 
 le tecniche non parametriche sono spesso (anche se non sempre) più facili da usare 
rispetto alle tecniche che richiedono l’assunzione di modelli; 
 inoltre esse sono spesso più intuitive e semplici da capire; 
 studi teorici hanno dimostrato che analisi non parametriche sono leggermente meno 
efficienti delle parametriche quando le popolazioni analizzate sono di tipo normale ma 
possono arrivare ad essere notevolmente più precise quando le popolazioni sottostanti la 
statistica non sono normali; 
 i metodi non parametrici sono relativamente insensibili alle osservazioni esterne; 
 le procedure non parametriche possono essere utilizzate in molte situazioni dove le 
procedure basate sulle teorie normali non sono applicabili; 
 lo sviluppo di software ha facilitato l’aspetto computazionale di molti tests non 
parametrici facendo in modo che i risultati ottenuti siano molto precisi e non gravati da 




La maggior parte dei processi di guasto nel tempo sono modellati su scala continua ma a causa 
delle limitazioni nell’accuratezza delle misure i tempi di rottura sono sempre discreti. Conviene 
allora suddividere l’intero arco di tempo in m+1 intervalli di osservazione che possono essere 
espressi nella maniera seguente: 










dove t0 = 0 e tm+1 = ∞.  
In generale, questi intervalli non hanno bisogno di essere di uguale lunghezza, e l’ultimo è di 
lunghezza infinita.  
Sull’asse dei tempi è anche indicata per ciascun intervallo la grandezza 
pii = Pr ( ti-1 < T ≤ ti ) = F(ti) – F(ti-1) 
che indica la probabilità che un’unità fallisca nell’intervallo i.  
Con T si indica la variabile continua non negativa e casuale che descrive il tempo di rottura di un 
unità o di un sistema.  






1mj jpi . La funzione di sopravvivenza valutata al tempo ti è  




ij jpi .  
Definiamo anche 















            
come la probabilità condizionata che un’unità si rompa nell’intervallo i, ovvero la probabilità che 
l’unità si rompa nell’intervallo i condizionata al fatto che essa sia  arrivata all’inizio 
dell’intervallo i stesso.  
Allora sarà pm+1= 1 e solo per una restrizione pi su p1, …, pm si avrà  0≤pi≤1. 
Data questa definizione di pi si può dimostrare che 
 







1        i = 1, 2, …, m+1                        
 




















pi               i = 1, 2, …, m+1                     
Così pi = (pi1, …, pim+1) o p = (p1, …,pm+1) sono insiemi di parametri di base equivalenti del 
modello discreto dei dati relativi ai tempi di guasto. 
 
Concetti di base sulla statistica inferenziale 
Una stima, come può essere la ( )itFˆ , ricavata da un certo numero di dati può essere interpretata 





 come una semplice descrizione di quel particolare gruppo di dati (statistica descrittiva); 
 più comunemente la stima viene usata per fare inferenze su un processo o sulla 
popolazione più grande da cui il campione è estratto in maniera casuale (inferenza 
statistica). 
 
Nell’inferenza statistica una stima differirà dal valore reale della popolazione oggetto di studio 
per una certa quantità. I metodi standard per studiare l’entità di questa differenza consistono nel 
considerare cosa succederebbe se la stessa procedura inferenziale fosse ripetuta per un gran 
numero di volte,prendendo campioni diversi e ottenendo ogni volta dei valori differenti per la 
grandezza da stimare. 
La stima di un valore puntuale da sola può risultare fuorviante in quanto può essere più o meno 
vicina alla reale quantità che stiamo stimando. Gli intervalli di confidenza sono uno degli 
strumenti più utili per quantificare l’incertezza dovuta a errori di campionamento che nascono di 
solito a causa della presenza di campioni di grandezza troppo limitata. Comunque generalmente 
gli intervalli di confidenza non quantificano gli errori che derivano da un modello inadeguato o 
da errate ipotesi su di esso. 
Tali intervalli hanno uno specifico “livello di confidenza”, di solito 90-95%, che esprime appunto 
il grado di accuratezza con cui l’intervallo considerato stima il valore che ci interessa. Cosa 
diversa è invece la probabilità che tale intervallo di confidenza possa contenere il vero valore che 
ci interessa. 
  
Stime non parametriche per dati non censurati 
 
Molti studi richiedono ispezioni in un determinato istante t di un iniziale campione di unità a 
tempo zero. L’informazione su queste unità è disponibile solo allo stato finale di un intervallo di 
tempo,non possiamo quindi risalire all’istante preciso in cui viene a verificarsi la rottura.  
Sia n è il numero iniziale di unità (taglia del campione) e di il numero di unità guaste nell’i-esimo 




















j jd1  è il numero di guasti al tempo ti. 
Il corrispondente stimatore non parametrico di S(t) è: 
 
( ) ( )ii tFtS ˆ1ˆ −=  
 
Limiti di confidenza per dati binomiali 
 
I limiti di confidenza bilaterali al 100(1-α)%  per F(ti ) basata su dati binomiali saranno: 
 









































dove Fˆ  = ( )itFˆ  e 2;1;(ƒ vvp  è il p-quantile della distribuzione F (binomiale) con ( 21,vv ) gradi di 
libertà (queste informazioni possono essere agevolmente trovate sui testi di statistica). 
Dati poissoniani 
 
Nel caso ci trovassimo ad operare con dati poissoniani (ad esempio il numero di eventi Y in un 
dato periodo t di osservazione) e volessimo provare a stimare la densità degli eventi,λ, avremo: 
λˆ  = Y/t         e         Var(λˆ ) = λ/t 
I limiti di confidenza al 100γ% bilaterali per il valore vero di λ sono: 
( )[ ] tY /2;2/15.0 2 γχλ −=  
( )[ ] tY /22;2/15.0 2 ++= γχλ  
dove 2χ  [ ]νσ ;  è il σ percentile del 2χ  con ν gradi di libertà. 
Stime non parametriche per dati censurati 
 
Molto spesso,come visto nel precedente capitolo, ci troviamo di fronte a dati censurati o troncati 
e diventa quindi importante saper gestire anche situazione di questo genere,riuscendo ad 
elaborare una stima non parametrica di  una funzione di distribuzione cumulativa  proveniente da 
dati con censura. 
Supponiamo che un iniziale campione di n unità inizia a operare a tempo zero.  
Se un’unità non si guasta nell’intervallo i, è censurata alla fine dell’intervallo i oppure continua 
ad operare nell’intervallo i+1. Le informazioni sullo stato delle unità sono disponibili alla fine di 
ogni intervallo. Questi intervalli possono essere ampi o stretti e non è necessario che siano tutti 
della stessa lunghezza, purché non si sovrappongano. 
Denotiamo con di il numero di unità che si rompono nell’intervallo i-esimo (ti-1,ti] e con ri il 
numero di unità che sopravvivono all’intervallo i.  
Le unità che sono vive all’inizio dell’intervallo i sono chiamate risk-set per l’intervallo i e la 


















ji rdnn        i = 1, 2, …, m 
 
dove m è il numero di intervalli ed è inteso che d0=0 e r0=0. 
Uno stimatore della probabilità condizionata di fallire nell’intervallo i, dato che un unità fa parte 













Sostituendo questa espressione in quella che definisce S(ti) si ottiene uno stimatore della funzione 
di sopravvivenza, cioè: 
 







ˆ1ˆ            i = 1, 2, …, m 
 
e di conseguenza si può ricavare il corrispondente stimatore non parametrico di F(t) : 
 
( ) ( )ii tStF ˆ1ˆ −=            i = 1, 2, …, m 
 
Lo stimatore ( )itFˆ  è definito per tutti i valori ti (punti finali di tutti gli intervalli di osservazione). 
Si avrà quindi che se l’intervallo i non contiene guasti, allora ( )itFˆ = ( )1ˆ −itF  per ti-1 ≤ t ≤ ti; se 
invece l’intervallo i contiene uno o più guasti, ( )tFˆ cresce da ( )1ˆ −itF  a ( )itFˆ  nell’intervallo (ti-
1,ti]. 
Per determinare questi intervalli di confidenza è necessario definire alcune grandezze. Dato che                                         
( ) ( )ii tStF ˆ1ˆ −=  
Allora avremo che                  
Var[ ( )itFˆ ] = Var[ ( )itSˆ ]. 
  
un’approssimazione in serie di Taylor del primo ordine di ( )itSˆ  usando il metodo delta: 
 















dove qj= 1-pj.  
Poiché i valori jqˆ  sono approssimativamente percentuali binomiali non correlate, segue che: 
 
















Sostituendo jpˆ  con pj e ( )itSˆ  con ( )itS  si ha il seguente stimatore di varianza: 
 

















Questa è conosciuta come formula di Greenwood.  
Uno stimatore dell’errore standard di ( )itFˆ  è: 
                            
      )](ˆ[ˆˆ






Poiché ( )tFˆ  è definita solamente nel punto massimo dell’intervallo che contiene guasti, ( )tFˆ  è 
generalmente stimata su qualche punto (se in un intervallo non ci sono guasti ( )tFˆ  rimane 
costante su tutto l’intervallo). 
Per il punto massimo ti di (ti-1,ti] al quale una stima è desiderata, un’approssimazione normale al 
100(1-α)% dell’intervallo di confidenza per ( )itF  è: 
 
( ) ( )[ ] ( ) ( ) Fiii esztFtFtF ˆ21 ˆˆ, α−±=                
 
dove z(p) è il p-quartile della distribuzione normale standard.  
In generale, un limite di confidenza unilaterale al 100(1-α)% approssimato può essere ottenuto 
sostituendo ( )21 α−z  con ( )α−1z  e usando l’appropriato punto finale dell’intervallo di confidenza 
bilaterale (per α= 0.05 z(0.975)= 1.960). 
 
L’intervallo di confidenza approssimato precedentemente calcolato è basato sull’assunzione che 
la distribuzione di: 













può essere approssimata adeguatamente da NOR(0,1) (distribuzione normale standard). Quindi: 
 
( ) ( )[ ] ααα −≈≤< − 1Pr 21ˆ2 zZz F  
 
implica che : 
 
                 
( ) ( ) ( ) ( ) ( )[ ] ααα −≈−≤<− − 1ˆˆˆˆPr ˆ2ˆ21 FiiFi esztFtFesztF              
 
Questo è l’intervallo zona di probabilità approssimata per l’intervallo calcolato. 
L’approssimazione di quest’ultima espressione è valida per un campione ampio e migliora con 
l’aumentare della taglia del campione stesso. Quando la taglia del campione non è grande, 
comunque, la distribuzione di FZ ˆ  può essere gravemente deviata e la distribuzione normale può 
non fornire un’adeguata approssimazione, particolarmente negli estremi della distribuzione.                
Per esempio è possibile che dalla (3.4.2) risulti ( ) 0<tF  e ( ) 1>tF , un risultato che è fuori dal 
possibile range per F(t). Generalmente, una migliore approssimazione può essere ottenuta usando 
la trasformazione logit (logit-transformation) (logit(p) = log[p/(1-p)]) e basando l’intervallo di  
confidenza sulla distribuzione di: 
 
( )












Questo conduce all’intervallo di confidenza bilaterale al 100(1-α)% approssimato: 
 






















dove ( ) ( )[ ]{ }FFeszw F ˆ1ˆˆexp ˆ2/1 −= −α . Il punto finale di questo intervallo potrà sempre essere 
posizionato tra 0 e 1. Un limite di confidenza unilaterale al 100(1-α)% approssimato può essere 
ottenuto sostituendo ( )21 α−z  con ( )α−1z  e usando l’appropriato punto finale dell’intervallo di 
confidenza bilaterale. 
 
Stime per dati censurati con tempi di guasto esatti 
 
I guasti sono spesso riportati al tempo di guasto esatto. I tempi di guasto esatti sorgono da un 
processo di ispezione continuo e generalmente, sono denotati da ti. Al limite, quando il numero 
delle ispezioni aumenta e la distanza tra un’ispezione e un’altra si avvicina a zero, i guasti sono 
concentrati in un relativo piccolo numero di intervalli. La maggior parte di questi intervalli non 
conterrà nessun guasto ed è qui che la ( )tFˆ  rimane costante. 
 In questo modo, ( )tFˆ  diventerà una funzione a tratti con spazi vuoti sugli intervalli dove non ci 
sono guasti, e con salti al punto superiore di questi intervalli. Al limite, quando la distanza tra 
un’ispezione e un’altra tende a zero, l’ampiezza degli spazi vuoti tende a zero e il tratto della 
funzione aumenta. Questo caso limite di intervalli basati su stimatori non parametrici è 
generalmente conosciuto come stimatore di prodotto-limite o di Kaplan-Meier. 
Il metodo ordina i dati, come nello studio empirico, in ordine crescente dei tempi di 
sopravvivenza e definisce un nuovo intervallo ogni volta che si ha almeno un guasto. 
Se ci sono dati censurati li si considera come presenti all’inizio dell’intervallo in cui è avvenuta la 
censura ma assente alla fine dello stesso in modo che i dati di riferimento per l’intervallo 
successivo sono esclusivamente i pezzi rimasti in funzione. 
In questo modo se fino al tempo ti si avevano ni elementi nel campione e all’istante ti si rompono 
di elementi mentre ci elementi sono usciti dallo studio  fra ti e ti+1 si ha la seguente stima per la 
probabilità di sopravvivenza  nell’intervallo tra ti e ti+1 : 
pi = (ni + di )/ ni   
Il numero ni+1 cui riferire i dati del prossimo intervallo coincide con il numero di soggetti presenti 
nello studio (e attivi) all’istante ti+1 . 
Quindi sarà    ni+1 = ni - di - ci  








jjj n)/  d  (n)(  
Questo tipo di stima immagina che l’evento guasto si presenti all’istante ti in modo che un 
eventuale censura che intervenga allo stesso istante si collochi immediatamente dopo ti .In pratica 
se 10 elementi sono arrivati all’istante 3, che marca l’inizio di un nuovo intervallo, e a 
quell’istante 2 elementi si rompono e 1 viene censurato, la stima di sopravvivenza detrae dai 10 
elementi solo i 2 rotti, ma aggiorna la base per la prossima stima detraendo anche l’elemento 
censurato. 
Se l’ultima osservazione è censurata la stima è indefinita sulla destra. 
Un ipotesi implicita ma fondamentale in tutte queste stime è che i guasti avvengano in modo 
indipendente tra gli elementi dello studio. 
La stima dell’errore standard per lo studio di Kaplan-Meier viene di solito fatta ricorrendo alla 






Stime per dati censurati con tempi di guasto incerti 
 
I metodi sino ad ora trattati assumono che tutte le osservazioni censurate accadono al punto 
superiore dell’intervallo. Se tutti i tempi di censura fossero conosciuti, questa non sarebbe una 
seria restrizione perché gli intervalli di dati potrebbero essere definiti per accogliere tutti i dati. 
Se, comunque, i tempi di censura fossero conosciuti solamente per essere all’interno di specifici 
intervalli, il risk-set (insieme delle unità vive all’inizio dell’intervallo) sarebbe decrescente su 
tutto l’intervallo in un modo che non potrebbe essere specificato precisamente. Senza qualche 
conoscenza, è necessario un altro approccio. 
I due metodi estremi di manipolare i dati censurati negli intervalli sono: 
 assumere che tutte le osservazioni siano riportate al tempo ti, cioè al punto superiore 
dell’intervallo. Questo vuol dire che iii ndp =ˆ . In questo modo la stima di pi è deviata 
verso l’alto. 
 assumere che tutte le osservazioni censurate siano riportate al tempo   ti-1, cioè al punto 
inferiore dell’intervallo. Questo vuol dire che ( )iiii rndp −=ˆ . Questa stima è deviata 
verso il basso. 
Un compromesso usato comunemente è quello di porre )2(ˆ iiii rndp −= , la media armonica 
delle due stime più estreme.  







ˆ1ˆ  e nella 














ˆˆˆˆˆ che conducono all’attuariale 
stima non parametrica di ( )tFˆ  e al  corrispondente errore standard Fes ˆˆ . 
 
