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Abstract: The p-adic AdS/CFT is a holographic duality based on the p-adic
number field Qp. For a p-adic CFT living on Qp and with complex-valued fields,
the bulk theory is defined on the Bruhat-Tits tree, which can be viewed as the bulk
dual of Qp. We propose that bulk theory can be formulated as a lattice gauge theory
of PGL(2,Qp) on the Bruhat-Tits tree, and show that the Wilson line networks in
this lattice gauge theory can reproduce all the correlation functions of the boundary
p-adic CFT.
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1 Introduction
The p-adic AdS/CFT proposed in [1, 2] is a holographic duality between conformal
field theories based on the p-adic number field Qp and bulk theories living on the
Bruhat-Tits tree [3] — a (p+1)-valent tree that can be viewed as the bulk dual of Qp
[4]. It shares many important features of ordinary AdS/CFT based on the real field
R. The field Qp results from completing the rational field Q using the p-adic norm
rather than the Euclidean norm. In fact, it is the only field other than R that can be
obtained by completing Q while subject to the four axioms of Euclidean norm [5].
The generalization of AdS/CFT from R to Qp suggests that the holography is more
universal than in spacetime based on R. There has been many recent developments
in the last two years, see. [6–15].
Tensor network originally started as an ansatz for solving N -body wavefunctions
(see e.g. review [16] and references therein) and recently has been used to realize
discrete versions of holographic duality [17, 18], where the tensor network lives on a
discretized bulk spacetime (hence the bulk isometry is broken to a discrete subgroup
of the conformal group). Many important features of the AdS/CFT dictionary,
most notably Ryu-Takayanagi formula and the structure of the entanglement wedge,
are naturally captured by a suitable tensor network (at least qualitatively) [19].
This suggests that tensor network might help uncover the mechanism of AdS/CFT
correspondence.
In [20], we proposed that one can use a tree-type tensor network living on the
Bruhat-Tits tree to provide a concrete realization of p-adic AdS/CFT. In this real-
ization, the dictionary between the boundary and bulk sides of the p-adic AdS/CFT
is derived from the tensor network instead of being treated as a conjecture. In par-
ticular, we have derived the bulk reconstruction formula and shown how to recover
boundary correlation functions from the tensor network.1 In a more recent work [26],
1For the corresponding results for AdS/CFT based on R, see e.g. [21–23] for the bulk reconstruc-
tion formula and see [24, 25] for Witten diagram computations of boundary correlation functions.
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we reproduced explicitly the complete set of correlation functions of any p-adic CFT
with given spectra and structure constants.
In the p-adic AdS/CFT discussed so far, boundary correlation functions are
reproduced by bulk Witten diagrams. In AdS3/CFT2 based on R, the bulk Ein-
stein gravity can be reformulated as an SL(2,C) Chern-Simons theory [27, 28] and
accordingly the boundary correlation functions can also be reproduced by Wilson
line networks of the Chern-Simons theory [29–31]. For AdS3/CFT2, the Wilson line
network computation of boundary correlation functions is simpler and conceptually
more elegant, e.g. there is no need to integrate the bulk point of the Witten diagram
and the 1/c expansion is more transparent. Therefore it is natural to ask whether
for p-adic AdS/CFT, the bulk theory could also have an alternative description in
terms of a Chern-Simons like theory.2
The fact that there should exist an alternative Chern-Simons like bulk theory
for the p-adic AdS/CFT is also evident from the tensor network realization of the
p-adic AdS/CFT. In [20, 26], each tensor located at a vertex is proportional to the
structure constants of the boundary CFT, suggesting a bulk gauge symmetry on the
Bruhat-Tits tree that are directly furnished by the tensors. In addition, the Witten
diagrams used to reproduce boundary correlation function actually do not involve a
sum over positions of the interaction vertices. These strongly suggest a connection
with Wilson line network of some PGL(2,Qp) gauge theory living on the Bruhat-
Tits tree.3 We will argue that the tensor network can be naturally interpreted as a
Wilson line network of some PGL(2,Qp) gauge theory. This is the analogue of the
Wilson line networks in the SL(2,C) Chern-Simons formulation of AdS3 gravity, see
e.g. [29–35].
We do not know of any Chern-Simons theory defined on the Bruhat-Tits tree. To
proceed, we draw on parallels with topological lattice gauge theories and also hints
from the sl(2) Chern-Simons formulation of Einstein gravity in AdS3 to prescribe the
basic ingredients of the PGL(2,Qp) lattice gauge theory living on the Bruhat-Tits
tree. We will show that to produce the boundary correlation function of the p-adic
AdS/CFT with complex-valued fields,4 we actually only need a particular pure gauge
configuration (analogous to the solution in the sl(2,C) Chern-Simons theory that
2Note that for p-adic AdS/CFT, this alternative formulation exists for all dimensions, in contrast
to AdS/CFT based on R. Different from AdSd+1/CFTd for R, the spacetime dimension in p-adic
AdS/CFT is realized as between CFT living in Qpd (instead of (Qp)⊗d) and the bulk theory on
the corresponding extension of Bruhat-Tits tree. Therefore the bulk isometry is always the PGL(2)
group, with the only d-dependence being on the field Qpd [1, 2].
3We thank Jieqiang Wu for suggesting to us the similarity between tensor networks and Wilson
line networks.
4The p-adic AdS/CFT studied so far all have complex-valued fields, which have no descendants.
On the other hand, p-adic CFT with p-adic valued fields allows descendants and is correspondingly
richer. It would be very interesting to formulate p-adic AdS/CFT for p-adic CFT with p-adic valued
fields, and to generalize the results in this paper to that context.
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corresponds to the pure AdS3 background). We will then show how the Wilson line
network with this PGL(2,Qp) gauge connection reproduces all correlation functions
of the boundary p-adic AdS/CFT. We leave a complete formulation of the action
and the dynamics of this theory to future work.
The paper is organized as follows. After a short review of p-adic AdS/CFT
in Section 2, we explain basic ingredients on the Chern-Simons like lattice gauge
theory living on the Bruhat-Tits tree and define its Wilson line networks. In Section
4, we show how these Wilson line networks reproduce correlation functions of the
boundary p-adic CFT. In Section 5, we give a tensor network realization of these
Wilson line networks. Finally Section 6 contains a summary and discussion on open
problems, and Appendix A contains the derivation of a few properties of p-adic
shadow operators.
2 Review of p-adic AdS/CFT
In this section we review some basic feature of p-adic number field and p-adic
AdS/CFT that we will need later. For textbook on p-adic number and p-adic anal-
ysis, see e.g. [36, 37]. For works on p-adic number in string theory see e.g. [38–41].
2.1 p-adic number and p-adic analysis
Start from the field of rational numbers Q, one can impose the Euclidean norm |x|,
which satisfies the following axioms
(1) : |x| ≥ 0 (2) : |x| = 0↔ x = 0 (3) : |x y| = |x| |y|
(4) : |x+ y| ≤ |x|+ |y| (triangle inequality) (2.1)
Using the Euclidean norm to complete Q, one obtains the field of real numbers R.
It is possible to define another norm that satisfies all four axioms (2.1). Given a
prime number p, a rational number x ∈ Q can always be written into
x = pe
u
d
with e, u, d ∈ Z (2.2)
and u, d ∈ Z and are not divisible by p. (Note that e defined this way is unique.)
The p-adic norm of x is defined as
|x|p = 1
pe
(2.3)
One can check that the norm defined by (2.3) obey all four axioms (2.1). In fact, it
satisfies an even stronger version of the fourth axiom:
|x+ y|p ≤ max(|x|p, |y|p) (strong triangle inequality) (2.4)
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One can now complete the rational field Q using the p-adic norm |x|p. The
resulting field is called p-adic number field Qp. Given a prime number p, the field
Qp consists of all expansions of the form:
Qp ≡ {x =
∞∑
n=−N
an p
n | an ∈ Fp}. (2.5)
The definition of the p-adic norm (2.3) ensures that the formal series (2.5) converges.
Finally, we emphasize that the Euclidean norm and the p-adic norm (for each prime
p) are the only two types of norms that obey the four axioms [5]. Namely, the rational
field Q has only two types of completions: R and Qp (for each prime p).
2.2 p-adic CFT
The fields of p-adic CFT can be chosen to be either complex-valued or p-adic valued.
We will focus on the former case, and only comment on the latter in the end. For
more details, see [42].
The global symmetry of the p-adic CFT is PGL(2,Qp).5 In p-adic CFT with
complex-valued fields, a primary field of weight ∆ is defined to transform under the
p-adic Mo¨bius transformation as [42]:
O∆(x) −→ O˜∆(ax+ b
cx+ d
) =
∣∣∣∣ ad− bc(cx+ d)2
∣∣∣∣−∆
p
O(x) with
(
a b
c d
)
∈ PGL(2,Qp)
(2.6)
Moreover, we will focus on “locally constant” fields. In p-adic analysis for
complex-valued fields, the analogue to the “smooth” function in real analysis is the
“locally constant” function. For a locally-constant function φ(x), there exists a slic-
ing of the p-adic field into closed-open subsets Qp =
⊔
i Si, such that φ(x) is constant
within each Si. It follows that a locally-constant function has zero-derivative:
φ(x) is locally constant =⇒ ∂
∂x
φ(x) = 0 (2.7)
This means that the complex-valued fields in p-adic CFT has no descendant — all
fields are (global) conformal primaries [42].
Since there is no descendant, the OPE of two primaries is simply:
O1(x1)O2(x2) ∼
∑
`
C`12O`(x2) (2.8)
where the sum is over all primaries O` that appear in the O1O2 OPE. This is in
contrast to the meromorphic CFT: in O`’s channel of the O1O2 OPE, all descendants
appear.
5It is PGL(2,Qp) instead of SL(2,Qp) because the determinant
√
det g is not always in the field
of Qp (even though g ∈ GL(2,Qp)) — therefore one cannot always use the projective equivalence
to bring the determinant to one.
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2.2.1 Two and three-point functions
As in the real case, the global conformal symmetry fixes the form of the n-point
functions. The two-point functions are fixed to be
〈Oi(x1)Oj(x2)〉 = δij|x12|2∆ip
(2.9)
where xij ≡ xi − xj and we have ortho-normalized all fields accordingly. The three-
point functions are fixed to be [42]
〈O1(x1)O2(x2)O3(x3)〉 = C123|x12|∆1+∆2−∆3p |x23|∆2+∆3−∆1p |x31|∆3+∆1−∆2p (2.10)
For later discussion, it is instructive to check that this three-point function result
(2.10) is consistent with the OPE expansion (2.8). WLOG, we assume that x1 and
x2 are closer to each other than to x3:
WLOG : |x12|p ≤ |x13|p and |x12|p ≤ |x23|p (2.11)
therefore we should first compute the OPE between O1 and O2, which gives the
three-point function
〈O1(x1)O2(x2)O3(x3)〉OPE = C123|x12|∆1+∆2−∆3p |x23|2∆3 (2.12)
which at the first sight seems different from the result (2.10) dictated by the p-adic
Mo¨bius symmetry.
However, the “strong triangle inequality” (2.4) implies that every triangle in Qp
is an isosceles triangle whose leg is longer than its base:6 namely, the assumption
(2.11) implies
WLOG: |x12|p ≤ |x23|p = |x13|p (2.13)
Therefore, the ratio between the three-point function that follows from the OPE
(2.8) and the one from the p-adic Mo¨bius symmetry (2.6) is
〈O1(x1)O2(x2)O3(x3)〉OPE
〈O1(x1)O2(x2)O3(x3)〉Mo¨bius =
∣∣∣∣x13x23
∣∣∣∣∆3+∆1−∆2
p
= 1 (2.14)
From this exercise, one can also see that starting from three-point, the correlation
function has a simpler form (i.e. (2.12)) than its R cousin. This feature is more
prominent in the four-point and higher-point functions.
6This is a property that will be used extensively in this paper and is responsible for many
somewhat counter-intuitive features of p-adic CFT.
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2.2.2 Four-point function and global conformal block
The four-point functions is constrained by the Mo¨bius symmetry to take the form
〈O1(x1)O2(x2)O3(x3)O4(x4)〉
=
|η|∆3+∆4−∆/3p |1− η|∆2+∆3−∆/3p∏4
i<j |xij|∆i+∆j−∆/3p
〈O1(0)O2(η)O3(1)O4(∞)〉
(2.15)
where ∆ ≡∑4i=1 ∆i, the cross-ratio η ≡ x12·x34x13·x24 , and the conformal block [42]:
〈O1(0)O2(η)O3(1)O4(∞)〉
=

∑
`
C`12C
`
34
|η|∆1+∆2−∆`p
|η| ≤ |1− η| = 1 (s-channel)∑
`
C`14C
`
23
|1−η|∆2+∆3−∆`p
|1− η| ≤ |η| = 1 (t-channel)∑
`
C`13C
`
24
|η|−∆1−∆3+∆`p
1 ≤ |η| = |1− η| (u-channel)
(2.16)
where we have used the isosceles property. The conformal block (2.16) is much
simpler than its meromorphic counterpart. As a result, the constraints from the
crossing symmetry are much weaker:∑
`
Cij`C`km =
∑
`
Cik`C`jm =
∑
`
Cim`C`kj (2.17)
It is merely the associativity of the three-point coefficients [42]!
2.3 p-adic AdS/CFT
In AdS/CFT, the boundary conformal symmetry should be the same as the isometry
of the bulk AdS.7 For p-adic AdS/CFT, the bulk spacetime is given by the Bruhat-
Tits tree. We will first review its definition and in particular its isometry group
PGL(2,Qp), which is the conformal symmetry of the boundary p-adic CFT. Then
we will briefly review essential features of the p-adic AdS/CFT.
2.3.1 Bruhat-Tits Tree
The Bruhat-Tits tree is the analogue of the upper half plane for the p-adic field Qp.
Recall that for the real field R, the upper half plane is defined asH ≡ SL(2,R)/SO(2,R),
where SL(2,R) is the isometry group of H and SO(2,R) its maximal compact sub-
group. The real field R is the boundary of H. The analogue of this H for Qp is then
simply
Hp ≡ PGL(2,Qp)
PGL(2,Zp)
. (2.18)
7Except for AdS3/CFT2 where the bulk isometry sl(2,R)×sl(2,R) is enhanced to
Virasoro×Virasoro.
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where PGL(2,Qp) is the isometry group of this analogous upper half plane and
PGL(2,Zp) is the maximal compact subgroup of PGL(2,Qp), where Zp is the ring of
p-adic integers: Zp ≡ {x ∈ Qp | |x|p ≤ 1}.
Since PGL(2,Zp) is a “clopen” (both close and open) subgroup of PGL(2,Qp),
Hp is discrete. In fact, it has the topology of a (p+ 1) valent tree, whose boundary is
the continuous field Qp.8 One can construct the tree Hp from its definition, in terms
of equivalence classes of integer (i.e. Zp) lattices in Qp ⊗Qp [3, 4].
A PGL(2,Qp) transformation acts on a vector in Qp ⊗Qp by
~f −→ ~f ′ = γ · ~f with γ ∈ PGL(2,Qp). (2.19)
Now consider the space of lattices 〈~f,~g〉 in Qp⊗Qp. The PGL(2,Qp) acts transitively
on this space. On the other hand, the stabilizer of a lattice 〈~f,~g〉 is PGL(2,Zp).
Therefore, the Bruhat-Tits tree as defined by the coset (2.18) is identical to the set
of equivalence classes 〈〈~f,~g〉〉, where the equivalence is defined as
〈~f,~g〉 ∼ 〈~f ′, ~g′〉 iff (~f ′, ~g′) = (γ · ~f, γ · ~g) with γ ∈ PGL(2,Zp). (2.20)
Now we explain the coordinate system on Hp that resembles the one on the upper
half plane H. The origin is chosen to be
o ≡ 〈〈~f0, ~g0〉〉 with ~f0 ≡
(
1
0
)
~g0 ≡
(
0
1
)
. (2.21)
The (p+ 1) neighbors of o are
〈〈
(
1
0
)
,
(
0
p
)
〉〉 〈〈
(
p
0
)
,
(
n
1
)
〉〉 with n = 0, 1, . . . , p− 1. (2.22)
which can be generated by the (p+ 1) matrices in the Hecke operator
Γ−1 ≡
(
1 0
0 p
)
and Γn ≡
(
p n
0 1
)
n = 0, 1, . . . , p− 1 (2.23)
on the vertex 〈〈~f0, ~g0〉〉. Then we use the projective equivalence to fix the second
vector ~g to ~g0, i.e. rescale the first vertex in (2.22) into 〈〈
(
1
p
0
)
,
(
0
1
)
〉〉. Applying the
(p+ 1) operators in (2.23) on the origin (2.21) of the tree iteratively then generates
the entire tree, with all vertices having the form
〈〈
(
pm
0
)
,
(
x(m)
1
)
〉〉 x(m) =
m−1∑
n=−N
anp
n an ∈ Fp, (2.24)
where again we have used the projective equivalence to set g2 = 1. The Bruhat-
Tits tree for p = 2 is shown in Figure 1, where we have labeled some vertices using
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0x ∈ Qp
p2
p1
p0p0
p−1
pm
p
p2
1
110110
.1
1.10.1
Figure 1: Bruhat-Tits tree for p = 2. The main branch is colored blue.
coordinate system (2.24). Finally, since x(m) truncates at pm, we can regard pm as
imposing the accuracy level of the p-adic number x(m), i.e. the vertex (2.24) represents
the equivalence class x(m) + pmZp.
2.3.2 p-adic AdS/CFT
We have just seen how the Bruhat-Tits tree furnishes the isometry PGL(2,Qp), which
is the Mo¨bius symmetry PGL(2,Qp) of the p-adic CFT. Other aspects of p-adic
AdS/CFT, such as the correspondence between bulk fields living on the Bruhat-Tits
tree and the boundary operators, can be found in [1, 2]. In particular, after defining
actions of bulk fields living on the Bruhat-Tits tree, one can then recover boundary
correlation functions by computing Witten diagrams, in a way analogous to the usual
AdS/CFT based on R [1, 2, 8, 10, 11, 14]. The most important feature is that in
the correlation functions, all the distances are taken p-adic norms. The ultra-metric
features of the p-adic field Qp are automatically realized by the Bruhat-Tits tree.
Finally we emphasize that in the tensor network realization of p-adic AdS/CFT,
when computing the boundary correlation functions, the Witten diagrams emerge
automatically in the bulk of the tensor network.
Another important aspect of p-adic AdS/CFT is the bulk reconstruction via the
analogue of HKLL formula derived in [20], where it was also shown that, at the
linear level, the bulk operator can be obtained by the p-adic wavelet transform of the
boundary operator. For more detail and a realization of p-adic bulk reconstruction
in terms of tensor network see [20].
8A lattice with continuous boundary is called Bethe lattice, and has many intriguing features.
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In this paper, we will focus on the bulk computation of boundary correlation
functions, which was reviewed in Section 2.2. We will take a different route from
earlier works, i.e. we will recover correlation functions of the boundary p-adic CFT
using Wilson line networks based on a Chern-Simons like formulation of the bulk
theory.
3 Towards a PGL(2,Qp) Chern-Simons-eques theory
The three-dimensional Einstein gravity has no propagating gravitational degrees of
freedom in the bulk. Hence classically it is equivalent to a topological theory:9 its
action can be rewritten in terms of the 3D Chern-Simons theory with gauge group
being the isometry of the spacetime [28]. For Lorentzian AdS3, the isometry group
is SL(2,R)×SL(2,R); for Euclidean AdS3, it is SL(2,C).
Many aspects of 3D gravity in asymptotically AdS3 are more transparent in the
corresponding Chern-Simons theory, especially the universal features of AdS3/CFT2.
For example, the appropriate asymptotic boundary condition in gravity can be trans-
lated into a gauge condition (e.g. Fefferman-Graham gauge) in the gauge theory side;
the sources and vevs of the gravity side can be easily read off from the gauge field;
the Virasoro Ward identity follows from the flatness condition of the gauge field, etc.
Therefore, to construct the bulk theory of the p-adic AdS/CFT, it is much easier
to start with a gauge theory that is analogous to Chern-Simons theory. The Chern-
Simons theory based on R or C can do much more than describing 3D gravity, e.g. it
can reproduce knot invariants in compact three-manifolds. We will not attempt to
construct the full p-adic Chern-Simons theory in this paper, but would only try to
determine enough of its structures to show that its Wilson line network can reproduce
the correlation functions of the boundary p-adic CFT.
3.1 Review: SL(2) Chern-Simons in Asymptotic AdS3
3.1.1 From 3D gravity to Chern-Simons theory
The three-dimensional Einstein gravity with negative cosmological constant Λ = − 6
`2
has action
S =
1
4piGN
∫
M
tr
(
e ∧R + 1
3`2
e ∧ e ∧ e
)
(3.1)
whereR = dω+ω∧ω is the curvature two-form and ω the spin connection. Classically,
the action is equivalent to the Chern-Simons theory [27, 28]:
S = SCS[A]−SCS[A˜]+Sbndy with SCS[A] ≡ k
4pi
∫
M
tr(A∧dA+ 2
3
A∧A∧A) (3.2)
9For quantum equivalence we need to specify the allowed configuration space on both sides, for
details see [28].
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with identification k = `
4GN
and
e =
`
2
(
A− A˜) and ω = 1
2
(
A+ A˜
)
(3.3)
For Lorentzian signature, (A, A˜) ∈ sl(2,R); whereas for Euclidean signature,
(A, A˜) ∈ sl(2,C) and A˜ = −A†. (3.4)
We will focus on Euclidean signature.
3.2 PGL(2,Qp) gauge theory on Bruhat-Tits tree
Now the task would be to construct a Chern-Simons-eques theory living on the
Bruhat-Tits tree that can serve as a bulk gravity dual theory of the p-adic CFT.
Since the isometry group of the Bruhat-Tits tree is PGL(2,Qp), this theory should
be a lattice gauge theory of PGL(2,Qp) living on the BT tree.
3.2.1 PGL(2,Qp) action on Bruhat-Tits tree
Although the Bruhat-Tits tree is discrete, its isometry group is the continuous
PGL(2,Qp). An element γ ∈ PGL(2,Qp) acts on the lattice via
〈~f,~g〉 → 〈γ · ~f, γ · ~g〉 with γ =
(
a b
c d
)
∈ PGL(2,Qp). (3.5)
Therefore it acts on a vertex on the Bruhat-Tits tree with coordinate (2.24) via
〈〈
(
pm
0
)
,
(
x(m)
1
)
〉〉 −→ 〈〈
(
pm
′
0
)
,
(
a x(m)+b
c x(m)+d
1
)
〉〉 (3.6)
where
pm
′
= pm
∣∣∣∣(c x+ d)2ad− bc
∣∣∣∣
p
(3.7)
Namely, start with a bulk vertex x =
∑m−1
n=−N an p
n, with accuracy up to level pm, its
SL(2,Qp) image is the bulk vertex
a x(m) + b
c x(m) + d
=
m′−1∑
n=−N
bn p
n with accuracy pm
′
. (3.8)
The PGL(2,Qp) action (3.6) with (3.7) suggests that the Bruhat-Tits tree is the
analogue of the upper half plane (with Poincare´ metric ds2 = (dx2 + dy2)/y2) for
the Qp line, with pm playing the role of y-direction and x(m) the x-direction. This
suggests that the cut-off surface in p-adic AdS/CFT should be the line of constant pN ,
analogous to the choice of the y =  surface as the cut-off surface for the AdS/CFT
based on R, where y is the radial direction in Poincare´ coordinates.
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3.2.2 Lattice gauge theory on Bruhat-Tits tree
As in general formulation of lattice gauge theories, gauge connections are attached
to links of the lattice. Namely, the gauge connection at each link takes values from
the gauge group G = PGL(2,Qp). To be precise, the edges of the tree are labeled by
edge: (v, i) with i = −1, 0, 1, . . . , p− 1 (3.9)
and i labels the (p+ 1) edges starting from a vertex v. To each edge of the tree, we
associate a connection
U(v, i) = Uv→v+~i (3.10)
where v +~i is v’s nearest neighbor along the direction-i. Note that we have also
attached an orientation to the link. The same gauge connection with opposite choice
of orientation of the given link is related by
Uv→v+~i = U
−1
v+~i→v (3.11)
Finally, we note that the link variable U(v, i) in the lattice gauge theory is the direct
analogue of the Wilson line in the continuous gauge theory:
U(v, i) ∼ W (v, i) = exp(i
∫
link (v,i)
A) (3.12)
Under a gauge transformation, the connection in the specified orientation trans-
forms as
Uv→v+~i → g−1(v)Uv→v+~i g(v +~i) (3.13)
where g(v) is a PGL(2,Qp) valued function on the vertex v of the tree. A pure gauge
configuration is thus
Uv→v+~i = g
−1(v)g(v +~i) with g(v) ∈ PGL(2,Qp). (3.14)
This is the analogue of the Wilson line segment (3.12) with
A = g−1dg with g ∈ SL(2,C). (3.15)
for pure gauge configuration.
3.3 Configuration space
The Chern-Simons theory can reproduce almost all aspects of 3D Einstein gravity,
except that at the level of path integral, we need to specify the allowed configuration
space on both sides. (For more details, see [28].) For the gravity dual of p-adic
CFT, this problem is more pronounced. As mentioned earlier, the fields of p-adic
CFT can be chosen to be either complex-valued or p-adic valued. The p-adic CFT
with complex-valued fields has a much smaller field space; in particular, all fields are
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conformal primaries — there is no descendant! The p-adic CFT with p-adic valued
fields has a much bigger field space and resembles ordinary 2D meromorphic CFT.
What has mainly been studied in the literature is the p-adic CFT with complex
valued fields, partially due to its simplicity. In this paper, we would also like to first
focus on this case, and try to construct a gravity dual (in terms of Chern-Simons like
theory) of p-adic CFT with complex valued fields.
Since there is no descendent field in the boundary p-adic CFT, there is no stress-
energy tensor. Accordingly, in its bulk dual, there is no bulk dynamics at all. (We
assume that BT tree has rigid length, i.e. the lengths of edges carry no information
in the bulk theory.10) Note that for ordinary Einstein gravity in AdS3, although
there is no propagating gravitational degrees of freedom in the bulk, there are still
boundary gravitons, sourced by the boundary stress-energy tensor. For the p-adic
CFT with complex valued fields, there is not even boundary graviton. As a result,
only one configuration is allowed: the one that is analogue to the pure AdS solution.
3.3.1 Review: Pure AdS3 configuration
The pure AdS3 solution in Poincare´ coordinates has metric
ds2AdS3 =
1
tr
[
(L0)2
]tr(e⊗ e) = `2dρ2 + dzdz¯
ρ2
(3.16)
The corresponding gauge field configuration is a pure gauge with
A = g−1dg with g = ezL−1elog ρL0 (3.17)
and A˜ = −A†. With the choice for the basis of the sl(2) algebra
L0 =
(
1
2
0
0 −1
2
)
L1 =
(
0 0
−1 0
)
L−1 =
(
0 1
0 0
)
(3.18)
we have explicitly
g = g(ρ, z) =
1√
ρ
(
ρ z
0 1
)
(3.19)
The element g can be used to parametrize the AdS3 space. The Euclidean AdS3
is a coset
EAdS3 =
SL(2,C)
SU(2)
(3.20)
10It is possible to introduce bulk dynamics on the BT tree by allowing the lengths of edges to
vary, see [6]. However, we will not do so in this paper, since BT tree with rigid length is enough
to capture bulk duals for all p-adic CFT with complex valued fields [26]. Nevertheless it would be
interesting to study p-adic CFTs that are dual to theories living on the BT tree with varying edge
lengths, or to other types of dynamical bulk theories.
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The AdS3 metric (3.16) can be written as
ds2AdS3 =
`2
2
tr
(
G−1dGG−1dG
)
with G = gg† (3.21)
Note that G is invariant under g 7→ g · γ for ∀γ ∈ SU(2) (i.e. the isotropy group of
EAdS3). Since we have used this gauge freedom to fix g to the form in (3.19), the
points in EAdS3 are mapped one-to-one to the corresponding element g:
(ρ, z, z¯) ↔ g = 1√
ρ
(
ρ z
0 1
)
(3.22)
In particular, the origin of AdS (ρ = 1, z = z¯ = 0) is mapped to the identity matrix
g(oAdS3) =
(
1 0
0 1
)
(3.23)
3.3.2 Vacuum solution of PGL(2,Qp) Chern-Simons theory on BT tree
As we have just reviewed, the gauge field configuration corresponding to pure AdS3
can be constructed using the SL(2,C)/SU(2) elements (3.19) that parametrize EAdS3.
For the Bruhat-Tits tree, we can similarly first parametrize it using PGL(2,Qp)/PGL(2,Zp)
elements, and then use them to build the PGL(2,Qp) connections living on the edges
of the tree.
Starting from the origin, a vertex v on the Bruhat-Tits tree can be obtained by
〈〈~fv, ~gv〉〉 = 〈〈g(v) · ~f0, g(v) · ~g0〉〉 (3.24)
where the PGL(2,Qp) element is
g(v) =
∏
ai∈Path[o→v]
Γ[ai → ai+1] (3.25)
where the Path[o→ v] denotes the ordered set of vertices on the path from the origin
o to the vertex v, and the set of Γ’s are from the Hecke operator
Γ−1 ≡
(
1 0
0 p
)
and Γn ≡
(
p n
0 1
)
n = 0, 1, . . . , p− 1 (3.26)
For example, the group element at the origin is just the identity:
g(oBT ) =
(
1 0
0 1
)
(3.27)
The points on the main branch all have
g(main branch) =
(
pn 0
0 1
)
with n ∈ Z (3.28)
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More generally, we have a map between a vertex on the tree to a PGL(2,Qp) element
〈〈~f,~g〉〉v = 〈〈
(
pn
0
)
,
(
x(n)
1
)
〉〉 ←→ g(v) =
(
pn x(n)
0 1
)
(3.29)
The PGL(2,Zp) redundancy (2.20) in the parameterization of the vertices is mapped
to the gauge freedom g(v) 7→ g(v) · γ where γ ∈ PGL(2,Zp). This is the direct
analogue of the one-to-one map (3.22) for EAdS3. Finally, as explained in section
3.2.1, the cutoff surface (or line) that is suitable for p-adic AdS/CFT is the line of
constant pN , and N should drop out at the end of the computation. Therefore, the
group element for a boundary point x is
g(cutoff) =
(
pN x(N)
0 1
)
with N ∈ Z (3.30)
where x(N) denotes x’s p-adic truncation at level N .
The vacuum solution of the PGL(2,Qp) Chern-Simons like theory is then just
the pure gauge configuration (3.14) with g(v) given by (3.29):
Uv→v+~i = g
−1(v)g(v +~i) with g(v) =
(
pn x(n)
0 1
)
(3.31)
where v+~i is v’s nearest neighbor along the direction-i, up to the gauge redundancy
Uv→v+~i 7→ γ−11 · Uv→v+~i · γ2 (3.32)
where γ1,2 ∈ PGL(2,Zp). Note that after we fix the asymptotically AdS boundary
condition, this gauge freedom is reduced to
γ =
(
a b
0 d
)
∈ PGL(2,Zp) . (3.33)
3.4 PGL(2,Qp) Wilson lines
Having constructed the vacuum PGL(2,Qp) configuration (3.31) on the Bruhat-Tits
tree, we now define Wilson lines on the tree, which serves as probes of the theory.
3.4.1 Wilson lines in fundamental representations
As mentioned earlier, the link variable U(v, i) in a lattice gauge theory plays the role
of Wilson line from v to v +~i in the continuous theory (see (3.12)). A Wilson line
from v1 to v2 is thus the ordered product of all the link variables on the path from
v1 to v2:
W(v1 → v2) =
∏
(v,i)∈Path[v1→v2]
U(v, i) (3.34)
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Now we focus on the PGL(2,Qp) configuration (3.31) that corresponds to the
vacuum. Its Wilson line W0 only depends on the g(v) at the initial and final points:
W0fund(v1 → v2) = g(v1)−1 g(v2) with g(v) =
(
pn x(n)
0 1
)
(3.35)
where the subscript denotes the Wilson line in fundamental representation of PGL(2,Qp);
since we will only consider Wilson lines for the vacuum configuration (3.31), from
now on we will drop the superscript “0”. To reproduce correlation functions in p-adic
CFT using Wilson lines, we need to first project the Wilson lines to representations
that transform as conformal primaries.
3.4.2 PGL(2,Qp) Representations for primaries
First let’s briefly review the case for 2D CFT based on R. We would only need
to consider representations of the Mo¨bius symmetry SL(2,C), since for p-adic CFT
with complex-valued fields, the conformal symmetry is PGL(2,Qp) — there is no
analogue of Virasoro symmetry.
Recall that a unitary SL(2,C) representation can be defined on the space of
meromorphic functions. Under SL(2,C), a primary field with conformal weight h
transforms as
fh(z)→ f˜h(az + b
cz + d
) =
(
1
(cz + d)2
)−h
fh (z) with
(
a b
c d
)
∈ SL(2,C) (3.36)
One can also construct the representation of the primary field fh(z) using the gen-
erators of the Lie algebra sl(2,C), which are
L−1 = ∂z, L0 = z∂z + h, L1 =
1
2
z2∂z + hz. (3.37)
in terms of z. The resulting sl(2,C) representation is discrete and spanned by its
highest weight state |h〉 (defined by L1|h〉 = 0 and L0|h〉 = h|h〉) together with all
its (global) descendants:
|h〉 , L−1|h〉 , (L−1)2|h〉 , . . . (3.38)
In 2D CFT based on C, the second type of representation, i.e. the one constructed
using the Lie algebra generators, is more familiar. However, as reviewed earlier, in
a p-adic CFT with complex-valued fields, since all derivatives are zero, we cannot
construct the second type of representation (3.38). We can only define the highest
weight states corresponding to primary fields; they will be used as projectors that
relate the Wilson line operator in the fundamental representation (3.35) to correlation
functions of primary fields.
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The “bra” and “ket” states of a primary field O∆ of conformal weight ∆ are
defined as
〈∆| ≡ 〈vac|O∆(Z) and |∆〉 ≡ O∆(0)|vac〉 (3.39)
where the insertion point Z is a free parameter for now.11 We have
〈∆|∆〉 = 1|Z|2∆ (3.40)
Both 〈∆| and |∆〉 are invariant under the Mo¨bius transformation PGL(2,Qp), i.e.
they are merely states (which will serve as projectors) but not representations.
On the other hand, since O∆(x) transforms non-trivially under PGL(2,Qp) (as
(2.6)), there should exist another representation of O∆(x) that characterizes this
transformation property under PGL(2,Qp). Let’s first define the “bra” state.
〈X; ∆| ≡ 〈vac|O∆(X) with X ∈ Qp (3.41)
This is analogous to the meromorphic case in [43], except that now X ∈ Qp instead of
∈ C. The set of states {〈X; ∆|} with X ∈ Qp forms a representation of PGL(2,Qp),
transforming as
〈X; ∆| −→
∣∣∣∣ ad− bc(cX + d)2
∣∣∣∣∆
p
〈
aX + b
cX + d
; ∆
∣∣∣∣ with (a bc d
)
∈ PGL(2,Qp) (3.42)
Its projection to the primary state defined in (3.39) is
〈X; ∆i|∆j〉 = δij|X|2∆p
(3.43)
The construction of the corresponding “ket” state is slightly more involved:
|X; ∆〉 ≡ O˜∆(X)|vac〉 (3.44)
where O˜∆ is the “shadow operator”12 of O∆, defined as
O˜∆(X) ≡ N (d,∆)
∫
Qp
dY |X − Y |2∆−2dp O∆(Y ) (3.45)
with
N (d,∆) ≡ ζp(2d− 2∆))ζp(2∆)
ζp(d− 2∆)ζp(2∆− d) (3.46)
11In [31] Z is taken to be 0. We will see that different choices of Z could lead to different results
if the open ends of the Wilson lines are lying in the bulk. For special choices, the results would
recover those prescribed in tensor network realizations of the p-adic AdS/CFT [20, 26]. As we push
the open ends of the Wilson lines towards the boundary, the dependence on Z drops out.
12For a review on shadow operators in CFTs based on R, see e.g. [43]
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is the normalization constant and d is the dimension of the boundary theory, and
we will mostly take d = 1 in the rest of the paper unless otherwise stated. The
conformal dimension of the shadow operator follows from the definition (3.45):
∆˜` = d−∆` (3.47)
The most important property of the shadow operator O˜∆ is the “orthogonality” with
the ordinary operator O∆:
〈O∆(Z)O˜∆(Y )〉 = δ(Z − Y ) + contact terms, (3.48)
We leave the proof of (3.48) to Appendix (A.1). The overlap
〈∆i|X; ∆j〉 = δij δ(X − Z) (3.49)
For each O∆, there is a projection operator
P∆ ≡ |X; ∆〉〈X; ∆| (3.50)
which satisfies
1∆ =
∫
Qp
dX|X; ∆〉〈X; ∆| (3.51)
Finally, one can check that this is consistent with (3.40) and the two overlaps (3.43)
and (3.49).
3.4.3 Wilson lines in primary representations
To obtain the Wilson line (from v1 to v2) in the primary representation of O∆, we use
the projector (3.51) to project the Wilson line in fundamental representation (3.35)
to the primary representation |X; ∆〉:
Wˆ∆(v1 → v2) =
∫
Qp
dX |X; ∆〉Wˆfund(v1 → v2)〈X; ∆| (3.52)
Expressing Wfund(v1 → v2) in terms of the PGL(2,Qp) element
Wfund(v1 → v2) =
(
a b
c d
)
∈ PGL(2,Qp) (3.53)
and then using the transformation property (3.42), we obtain the Wilson line from
v1 to v2 in representation ∆:
Wˆ∆(v1 → v2) =
∫
Qp
dX
∣∣∣∣ ad− bc(cX + d)2
∣∣∣∣∆
p
|X; ∆〉
〈
aX + b
cX + d
; ∆
∣∣∣∣ , (3.54)
where (a, b, c, d) is from (3.53). Finally, from the orthogonality (3.43) and (3.49), the
only nonzero component of (3.54) is
〈∆|Wˆ∆(v1 → v2)|∆〉 =
|(ad− bc)|∆p
|aZ + b|2∆p
(3.55)
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4 Correlation functions via Wilson line network
In the previous section we have constructed the Wilson lines for the PGL(2,Qp)
gauge theory living on the Bruhat-Tits tree. In particular, we have obtained the
PGL(2,Qp) connection that is analogous to the pure AdS3 solution of the Chern-
Simons theory. In this section we will show that the bulk Wilson line networks built
from these Wilson lines reproduce the correlation functions of the boundary p-adic
CFT with complex-valued fields.
4.1 From bulk Wilson line segments to boundary two point functions
First let’s consider the bulk Wilson line segment from v1 to v2, in the representation
∆. The Wilson line for the vacuum configuration (3.31) and in the fundamental
representation is
Wˆfund(v1 → v2) =
(
pn2−n1 p−n1(x(n2)2 − x(n1)1 )
0 1
)
(4.1)
Plug this into (3.55) we have
〈∆|Wˆ∆(v1 → v2)|∆〉 = p
−(n1+n2)∆∣∣∣pn2Z + (x(n2)2 − x(n1)1 )∣∣∣2∆
p
. (4.2)
To reproduce the boundary two-point function, we push the two vertices to the
boundary
〈O∆(x1)O∆(x2)〉 = lim
vi→bndy
〈∆|Wˆ∆(v1 → v2)|∆〉 (4.3)
(see Figure 2.) As vi approaches the boundary, n1 = n2 ≡ N → ∞, the term pn2Z
in the p-adic norm in the denominator of (4.3) drops out, since |pNZ|p → 0. This
gives
lim
n1,2=N→∞
〈∆|Wˆ∆(v1 → v2)|∆〉 = p
−2N∆
|x2 − x1|2∆p
(4.4)
The gauge connection exchanges the auxiliary coordinate Xi for an actual boundary
coordinate xi. Finally, in the overall factor p
−2N∆, N is the graph distance from the
boundary points (on the cutoff surface), where the two ends of the Wilson line sit,
to the origin of the tree oBT. Therefore, the factor p−2N∆ accounts for the radial
dependence and can be absorbed into normalization of 〈∆| and |∆〉.13 In summary,
the Wilson line with two ends at the boundary correctly reproduces the two-point
correlation function of the boundary p-adic CFT:
lim
n1,2=N→∞
〈∆|Wˆ∆(v1 → v2)|∆〉 = 〈O∆(x1)O∆(x2)〉 (4.5)
13 This is similar to the prescription in the tensor network construction [20].
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Figure 2: A Wilson line connecting two points at the boundary.
We would like to pause here and discuss the residual gauge freedom after we
fixed the boundary condition at n1,2 → ∞. Following the standard treatment in
the AdS/CFT correspondence, we should require the “leading” terms in the ra-
dial expansion of the fields be fixed, and the residue gauge transformation γ ∈
PGL(2,Qp) should preserve these boundary conditions. Then the analogy with the
asymptotic symmetry group analysis for asymptotic AdS3 in the Chern-Simons for-
mulation [44, 45] might suggest that the residue gauge (i.e. the analogue of Penrose-
Brown-Henneaux (PBH) transformation [? ]) be
γ =
(
a b
0 a
)
∈ PGL(2,Qp) . (4.6)
However, since the boundary p-adic CFT is only sensitive to the (p-adic) norms, we
only need to demand that the residue gauge transformation preserves the correlation
functions. As a result, the residue gauge transformation is bigger than (4.6):
γ =
(
a b
0 d
)
∈ PGL(2,Qp) with |a|p = |d|p (4.7)
In particular, one can check that the gauge redundancy (3.33) that arises from the
isotropy group of Hp is inside this residue gauge (4.7).
4.2 From bulk Wilson line junctions to boundary three-point functions
In the previous subsection we computed the expectation value of a single open Wilson
line in our vacuum background (3.31), and showed that when the vertices are pushed
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to the boundary it reproduces the two-point function of the p-adic CFT. Now we
move on to the three-point function.
4.2.1 Bulk three-way junction
The relevant bulk object is the three-way junction of Wilson lines, see Figure 3 for the
case of p = 2. Consider the product of three Wilson lines, all starting at the vertex va
0
x 2 Qp
p2
p1
p0p0
a
   3
 
p 1
pm
p
p2
x1x1
1
1101a
 1
 
x2 x3
v1 v2
v3
1.1a
Figure 3: A junction of three Wilson lines connecting its nearest neighbours.
on the Bruhat-Tits tree but ending at the vertices v1,2,3 and carrying representation
∆1,2,3, respectively:
3∏
i=1
Wˆ∆i(va → vi) =
[
3∏
i=1
∫
Qp
dXi |Xi; ∆i〉
][
3∏
i=1
Wˆfund(va → vi)
][
3∏
i=1
〈Xi; ∆i|
]
(4.8)
The three end points vi should be contracted with 〈∆i|. At the vertex va, where
the Wilson lines with three different representations meet, the bulk gauge invariance
requires that the product of 〈Xi; ∆i| be projected to the singlet |S〉 that arises from
the tensor product of the three representations. Namely, our final expression should
be [
3∏
i=1
〈∆i|
][
3∏
i=1
Wˆ∆i(va → vi)
]
|S〉 (4.9)
which can be broken into three parts:[
3∏
i=1
∫
dXi 〈∆i|Xi; ∆i〉
]
,
[
3∏
i=1
Wˆfund(va → vi)
]
,
[
3∏
i=1
〈Xi; ∆i|
]
|S〉
(4.10)
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As before, let’s consider the three terms starting from the right. First[
3∏
i=1
〈Xi; ∆i|
]
|S〉 ≡ P123(X1, X2, X3) (4.11)
where P is the intertwiners of the group and is fixed by the PGL(2,Qp) invariance
to be
P123(X1, X2, X3) =
C123
|X12|∆1+∆2−∆3p |X13|∆1+∆3−∆2p |X23|∆2+∆3−∆1p (4.12)
where the structure constants C123 come from the defining data of the dual p-adic
CFT. This is completely parallel to the SL(2,C) case in [31].
Next consider the middle bracket in (4.10): the product of the three Wilson lines.
Each one is given by
Wˆfund(va → vi) =
(
pni−na p−na(x(ni)i − xa)
0 1
)
∈ PGL(2,Qp) (4.13)
and acts on 〈Xi; ∆i| via (3.42). Since the intertwiner P in (4.12) is constructed by
the product of 〈Xi; ∆i|, the action of the product of these three Wilson lines on the
intertwiner is[
3∏
i=1
Wˆfund(va → vi)
]
P123(X1, X2, X3) =
[∏
i
p(na−ni)∆i
]
P123 (X
′
1, X
′
2, X
′
3) ,
(4.14)
where
X ′i ≡ pni−naXi + p−na(x(ni)i − xa) (4.15)
The last step is to contract (4.14) with the three 〈∆i|. Using (3.49), we have[
3∏
i=1
〈∆i|
]
Wˆ∆i(va → vi)|S〉
=
p−n1∆1−n2∆2−n3∆3C123
|(pn1 − pn2)Z + x12|∆1+∆2−∆3p |(pn2 − pn3)Z + x23|∆2+∆3−∆1p |(pn3 − pn1)Z + x31|∆3+∆1−∆2p
,
(4.16)
where xij ≡ x(ni)i − x(nj)j .
4.2.2 Boundary three-point function
As in the two-point function, to reproduce the three-point correlation function in
p-adic CFT, we push the three vertices vi in the three-way Wilson line junction
(4.16) to the boundary, by taking the limit n1,2,3 ≡ N →∞. (See Figure 4.) Again,
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Figure 4: A network of three Wilson lines connecting three boundary points x1,2,3 and
joining at a junction a.
since |pNZ|p → 0, Z drops out in this limit, and the three-point Wilson line network
reduces to
lim
N→∞
[
3∏
i=1
〈∆i|
]
Wˆ∆i(va → vi)|S〉 =
p−N(∆1+∆2+∆3)C123
|x12|∆1+∆2−∆3p |x23|∆2+∆3−∆1p |x31|∆3+∆1−∆2p
(4.17)
We see that the overall normalization consists of factors p−N∆i , where N is the graph
distance between boundary points (on the cutoff surface) and the origin of the tree
oBT. As in matching the expectation value of the Wilson line segment with the
boundary two-point function in Section. 4.1, these factors are again absorbed into
normalization of 〈∆i| and |∆i〉. To summarize, the trivalent Wilson line network
with endpoint on the boundary reproduces the three-point correlation function of
the boundary p-adic CFT:
lim
N→∞
[
3∏
i=1
〈∆i|
]
Wˆ∆i(va → vi)|S〉 = 〈O1(x1)O2(x2)O3(x3)〉 (4.18)
Finally, we mention that the final result does not depend on the position of the
internal vertex va, due to the fact that the configuration (3.31) is a pure gauge. This
is completely analogous to the R case.
4.3 Wilson line network and four-point functions
Finally we consider the Wilson line network that reproduces the boundary four-point
functions. The main input is the three-point intertwiner (4.12).
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4.3.1 Bulk Wilson line network
Given the positions xi with i = 1 to 4 on the boundary, there are different ways
they can join in the bulk, depending on relative distances between them. Recall that
every triangle in p-adic fields is an isosceles triangle whose legs are longer than its
base. It follows from similar arguments that for any four points xi with i = 1 to 4,
there are only two possible configurations for the six distances:
• (1, 2, 3)
WLOG: |x12|p ≤ |x13|p = |x23|p ≤ |x14|p = |x24|p = |x34|p (4.19)
• (1, 1, 4)
WLOG: |x12|p , |x34|p ≤ |x13|p = |x14|p = |x23|p = |x24|p (4.20)
To compare with the four-point functions in (2.15), let’s focus on the first case.14
WLOG, we can choose the |xi|p ≤ |x4|p. Then the (s, t, u) channels are
s-channel: |x12|p < |x13|p = |x23|p < |x14|p = |x24|p = |x34|p (4.21)
t-channel: |x23|p < |x12|p = |x13|p < |x14|p = |x24|p = |x34|p (4.22)
u-channel: |x13|p < |x12|p = |x23|p < |x14|p = |x24|p = |x34|p (4.23)
Now we will focus on the four-point function in its s-channel and construct a bulk
Wilson line network to reproduce it explicitly; the other two cases are completely
parallel.
Take a pair of three-way Wilson line junctions considered in the previous subsec-
tion, and join the two to form the following Wilson line network, illustrated in figure
5. There are four external vertices vi with i = 1, 2, 3, 4 and two internal vertices va
and vb; and correspondingly four external legs and one internal leg from vb to va.
The configuration in the bulk corresponds to the s-channel:[
2∏
i=1
Wˆ∆i(va → vi)
][∑
`
Wˆ∆`(vb → va)
][
4∏
i=3
Wˆ∆i(vb → vi)
]
(4.24)
where ` runs over all the primary fields O` that appear in the OPE channel of O1
and O2. As before, we first project to the continuous basis: the four external legs
14The second case can be either treated explicitly in the same manner or mapped to the first case
via a p-adic Mo¨bius transformation.
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Figure 5: A network of four Wilson lines with two intermediate junctions.
with Xi basis and the internal leg with Y basis:[
2∏
i=1
Wˆ∆i(va → vi)
]
=
[
2∏
i=1
∫
Qp
dXi |Xi; ∆i〉
][
2∏
i=1
Wˆfund(va → vi)
][
2∏
i=1
〈Xi; ∆i|
]
∑
`
Wˆ∆`(vb → va) =
∑
`
∫
Qp
dY |Y ; ∆`〉 Wˆfund(vb → va) 〈Y ; ∆`|[
4∏
i=3
Wˆ∆i(vb → vi)
]
=
[
4∏
i=3
∫
Qp
dXi |Xi; ∆i〉
][
4∏
i=3
Wˆfund(vb → vi)
][
4∏
i=3
〈Xi; ∆i|
]
(4.25)
In these basis, the Wilson line network (4.24) contains five “bra” states and five “ket”
states in total. Let’s first determine how to contract to obtain the final observable.
As before, the four external “bra” states |Xi; ∆i〉 should be contracted with the
corresponding 〈∆i|. The remaining four 〈Xi; ∆i| and one 〈Y ; ∆`| and one |Y ; ∆`〉
are contracted as follows. Consider the junction at vertex vb first. As explained
before, the bulk gauge invariance demands that the tensor product of these three
representations be contracted with the singlet:
〈Y ; ∆`|〈X3; ∆3|〈X4; ∆4|S〉 = P`34(Y,X3, X4)
≡ 〈O`(Y )O3(X3)O4(X4)〉
(4.26)
The remaining 〈X1; ∆1|, 〈X2; ∆2|, and |Y ; ∆`〉 form
〈X1; ∆1|〈X2; ∆2|Y ; ∆`〉 = 〈O1(X1)O2(X2)O˜`(Y )〉
= P12˜`(X1, X2, Y )
(4.27)
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where we have used the definition of the “bra” state
|Y ; ∆`〉 ≡ O˜`(Y )|vac〉 (4.28)
where O˜` is the shadow of O`:
O˜`(Y ) ≡ N (1,∆`)
∫
Qp
dU |Y − U |2∆`−2p O`(U) (4.29)
With the prescription of the contraction above, the expectation value of the
Wilson line network (4.24) is
W4 ≡
[
4∏
i=1
〈∆i|
][
2∏
i=1
Wˆ∆i(va → vi)
]
Wˆ∆`(vb → va)
[
4∏
i=3
Wˆ∆i(vb → vi)
]
|S〉
=
[
4∏
i=1
∫
Qp
dXi 〈∆i|Xi; ∆i〉
]∫
Qp
dY
[
2∏
i=1
Wˆfund(va → vi)
]
P12˜`(X1, X2, Y )
Wˆfund(vb → va)
[
4∏
i=3
Wˆfund(vb → vi)
]
P`34(Y,X3, X4)
(4.30)
where Wˆfund are the Wilson line (in fundamental representation) segment (see (4.1))
in the vacuum background (3.31). Applying the “Wˆ” on the matching “bra” states
〈Xi; ∆i|, using the overlap (3.49), and finally evaluating the
∫
Qp dXi integrals we have
W4 =c
∑
`
∫
Qp
dY P12˜`(X
′
1, X
′
2, Y )P`34(Y
′, X ′3, X
′
4) (4.31)
with
X ′i ≡
{
pni−naZ + p−na(xi − xa) for i = 1, 2
pni−nbZ + p−nb(xi − xb) for i = 3, 4,
Y ′ ≡ pna−nbY + p−nb(xa − xb)
(4.32)
and c a constant:
c = p−
∑4
i=1 ni∆ipna(∆1+∆2−∆`)pnb(∆3+∆4+∆`) (4.33)
4.3.2 Boundary four-point function and conformal blocks
Now we push the four external vertices vi with i = 1, 2, 3, 4 to the boundary, namely,
in (4.31) we take the limit
ni = N →∞ (4.34)
In this limit, the parameter Z again drops out, and we get
W4 =p
−N∑4i=1 ∆i∑
`
∫
Qp
dy P12˜`(x1, x2, y)P`34(y, x3, x4) (4.35)
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where we have used the relation (3.47) between the conformal dimensions of an
operator and its shadow, and changed the integration variable from Y to y ≡ pnaY +
xa (which implies dY = p
nady). The three-point function is
P`34(y, x3, x4) =
C`34
|y − x3|∆`+∆3−∆4p |x3 − x4|∆3+∆4−∆`p |x4 − y|∆4+∆`−∆3p
(4.36)
And the three-point function involving a shadow operator is
P12˜`(x1, x2, y) ≡ 〈O1(x1)O2(x2)O˜`(y)〉
=
∑
`′
C12`′
|x12|∆1+∆2−∆`′ 〈O`
′(x2)O˜`(y)〉
=
C12`
|x12|∆1+∆2−∆` δ(x2 − y)
(4.37)
where we have first evaluated the OPE between O1 and O2 and then used the or-
thogonality condition (3.48) between an operator and its shadow.15 Plugging (4.36)
and (4.37) into the integral (4.35) we get
W4 =p
−N∑4i=1 ∆i∑
`
C12`C`34
|x12|∆1+∆2−∆`p |x23|∆`+∆3−∆4p |x34|∆3+∆4−∆`p |x24|∆4+∆`−∆3p
(4.38)
where the factor p−N
∑4
i=1 ∆i can be absorbed into the normalization of 〈∆i| and |∆i〉,
consistent with the prescription for two-point functions in Section. 4.1 and three-
point functions in Section. 4.2.2.
Finally, since this is the s-channel configuration, we plug in the configuration
(4.21) into (4.38) and get
W4 =p
−N∑4i=1 ∆i∑
`
C12`C`34
|x12|∆1+∆2−∆`p |x13|∆`+∆3−∆4p |x14|2∆4p (4.39)
To compare with the boundary four-point function, plug in the conformal block (2.16)
in s-channel to the boundary four-point function (2.15), we see that the Wilson line
result (4.39) reproduces exactly the boundary four-point function in the s-channel.
The t-channel and u-channel are parallel. From this computation we again see that
the final result does not depend on the positions of the two internal vertices va and
vb, due to the fact that the configuration (3.31) is a pure gauge. This is completely
analogous to the R case.
5 Connection with tensor network
In Section 4. we have shown that the PGL(2,Qp) Wilson lines with the connection
(3.31) (which is analogous to pure AdS solution) recovers correlation functions of a
15For an alternative derivation see Appendix. A.2.
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boundary p-adic CFT. Since a (p + 1)-valent tree type tensor network can realize
the p-adic AdS/CFT [20], one might ask what the relation between the Wilson line
network and the tensor network (for the same p-adic AdS/CFT) is. In this section we
will show that the most natural interpretation of a tensor network that corresponds
to a p-adic AdS/CFT is precisely as a Wilson line network.
5.1 Individual tensors and bulk WL junction with nearest neighbors
In a tensor network realization of the p-adic AdS/CFT, the “network” is the ((p+1)-
valent) Bruhat-Tits tree and on each vertex of the tree sits a rank-(p+ 1) tensor. All
the tensors in the bulk are contracted with its nearest (p+1) neighbors along the edges
on the tree; whereas the tensors on the boundary of the tree16 have uncontracted
legs and correspond to the coefficients of boundary wavefunction or path integral,
depending on whether the time direction is included or not [20, 26].
The central object is thus the individual tensor. As shown in [20, 26], for a p-
adic CFT with spectrum {∆i} and three-point coefficients {Cijk}, the corresponding
tensor network has tensor
T3 = p
−∆1−∆2−∆3C123 (5.1)
Namely, each junction carries a structure coefficient Cijk with each of its leg-i carrying
a factor p−∆i (to measure the distance on the tree). Now we show that this individual
tensor can be matched to the smallest bulk Wilson line junction where the junction
connects to its nearest neighbors.
In particular, recall that when contracting the Wilson line network onto repre-
sentation 〈∆|, there is a free parameter Z which originates from the overlap (3.49)
and appears in expectation values of bulk Wilson line networks. In Section 4. since
the goal is to reproduce the boundary p-adic correlation functions, the vertices are
pushed all the way to the boundary and thus the Z parameter drops out of the final
result. Now, to match the bulk Wilson line junction (with vertices sitting in the bulk
of the tree) with tensors in the interior of the tensor network, we find that Z is no
longer free, and there exists a natural choice of Z such that the two networks match
perfectly.
Let us revisit the evaluation of bulk Wilson line junction in Section 4.2.1, in
particular the computation in (4.16). WLOG, we place the junction at the origin of
the tree oBT, with connection (3.27). Now, consider three Wilson lines Wˆ∆1,2,3(o
BT →
v1,2,3) connecting o
BT to three of its nearest neighbours v1,2,3, with group element
gBT(vi) ∈
{
Γn ≡
(
p n
0 1
) ∣∣∣∣
n=0,···p−1
, Γp ≡
(
1 0
0 p
)}
. (5.2)
16In practice the boundary is on a cut-off surface, thus is of finite distance away from the origin
of the tree.
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We find∣∣∣∣ det Γm<p((Γm<p)21X + (Γm<p)22)2
∣∣∣∣
p
= p−1,
∣∣∣∣ det Γp((Γp)21X + (Γp)22)2
∣∣∣∣
p
= p. (5.3)
We denote this “nearest neighbour junction” by T3(m1,m2,m3), where these mi
labels the choice of neighbours with gBT taking values in (5.2). Using also (4.16),
we find that if all three Wilson lines are “climbing up” the tree, i.e. m < p, the 3-pt
junction gives
T3(m1,m2,m3) =
p−∆1−∆2−∆3C123
|m1 −m2|∆1+∆2−∆3p |m2 −m3|∆2+∆3−∆1p |m1 −m3|∆1+∆3−∆2p
= p−∆1−∆2−∆3C123, forn1,2,3 6= p;
(5.4)
And if one of the Wilson lines takes m = p which “climbs down” the tree, we have
T3(m1,m2,m3 = p)
=
p−∆1−∆2−∆3C123
|m1 −m2|∆1+∆2−∆3p |pm2 + (p2 − 1)Z|∆2+∆3−∆1p |pm1 + (p2 − 1)Z|∆1+∆3−∆2p
(5.5)
which equals (5.4) iff
|Z|p = 1 (5.6)
With this choice, the nearest neighbour three-way Wilson line junction has an ex-
pectation value that is in complete agreement with the prescription of the tensor
network that recovers the correct correlation function of the p-adic CFT in [20, 26].
5.2 Nearest neighbour (p+ 1)-point junction
The computation above concerns only three-point junctions. Comparing with the
tensor network where each tensor has p+ 1 legs, a three-point junction corresponds
to projecting (p− 2) legs to the identity state with ∆ = 0. Therefore we would like
to generalize the above discussion to computing the nearest neighbour (p+ 1)-point
junction.
Our intertwiners are defined explicitly for three-point junction in (4.12). To deal
with a generic p+ 1-point junction, our strategy is to mimic the computation of the
four-point junction, and introduce auxiliary virtual Wilson lines that connect the
p+ 1 point junction to itself. To decompose a p+ 1-point junction into a fusion tree
of three-point junction, we will need p−2 virtual Wilson lines. As a result, a nearest
neighbour (p+ 1)-point junction Tp+1 would take the following form
Tp+1 = p
−∆1−···∆p+∆p+1
∑
{Ia}
(
p−2∏
a=1
∫
Qp
dya
)
〈O1(X1)O2(X2)O˜I1(y1)〉
×〈OI1(y1)O3(X3)O˜I2(y2)〉 · · · 〈OIp−2(yp−2)Op(Xp)Op+1(Xp+1)〉, (5.7)
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where
Xi = g
BT(vi) · Z (5.8)
Using (4.36) and (4.37), we have
Tp+1 = p
−∑p+1i=1 ∆i ∑
Ia1 ···Iap−2
C12Ia1CIa13Ia2 · · ·CIap−2p(p+1), for |Z|p = 1. (5.9)
This result is in complete agreement with the full prescription of the tensor network
for each tensor. The method introduced here can be used for computing a generic
n-point junction. This provides evidence that the tensor network can be interpreted
as a Wilson line network.
6 Summary and Outlook
6.1 Summary
We have used PGL(2,Qp) Wilson line network to reproduce correlation functions of p-
adic CFT. For p-adic CFT with complex-valued fields, the PGL(2,Qp) configuration
is given by (3.31), which is the analogue of the pure AdS solution of the sl(2,C)
Chern-Simons theory.
We also constructed a convenient set of basis for the representations of PGL(2,Qp),
inspired by the shadow operator formalism that is used extensively in the usual CFTs
based on R or C. These representations are used to define Wilson lines and networks
of Wilson lines. We have explicitly studied networks with two, three, and four ex-
ternal lines, and shown that when the end-points of these external lines are pushed
to the boundary of the tree, the expectation values of these Wilson line networks
precisely reproduce the correlation functions of the dual p-adic CFT.
Moreover, we have computed a network of (p+ 1) Wilson lines where they meet
at a common vertex and each with an open end located at a nearest neighbor of
the meeting vertex. We have shown that (after a free parameter in the Wilson line
formulation is fixed appropriately) it matches exactly with a prescription of the tensor
network that recovers all the dual p-adic CFT correlation functions. This suggests
an alternate interpretation of the tensor network in [26] as a network of Wilson lines.
6.2 Outlook
We have used the configuration (3.31) that is the analogue of the pure AdS solution
of the sl(2,C) Chern-Simons theory. However, we have not completely defined the
lattice gauge theory which would have this configuration as a vacuum solution. One
difficulty is that, in the usual formulation of a lattice Chern-Simons theory, the action
fixes the flux threading every closed-loop to zero. Indeed, for a Chern-Simons theory
to be defined on a lattice, the lattice needs an equal number of edges and loops.
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In the current situation, our lattice gauge theory lives on a tree, i.e. without any
loop, thus the Chern-Simons like theory that lives on the tree would need to be rather
different from the usual lattice Chern-Simons theory. We leave the full construction
of this theory to future work. One other possibility is to add links to form closed
loops. The corresponding Chern Simons theory might then have more dynamics. It
would be interesting to explore the possible relation between this theory and the bulk
theory with edge dynamics considered in [6]. Finally, it would be interesting to find
the bulk dual of p-adic CFTs with p-adic valued fields (hence with descendants.)
One initial motivation to study the tensor network construction that inspired
the current study is the problem of bulk reconstruction. In this paper, we have
shown that a natural tensor network that recovers the correlation functions of the
dual theory is more naturally interpreted as a network of Wilson lines. The success
of the tensor network can be attributed to the strong constraints of symmetries,
namely, operators/states that transform as representations of the conformal group
are directly encoded in the bulk tensors, which naturally parallel the Wilson lines.
In other words, the Wilson line network can be realized by a tensor network. Wilson
line can be thought of as an example where the challenge of probing physics below
the AdS scale in a tensor network (see e.g. [46]) can be overcome by symmetries.
This should lead to new insights in the tensor network bulk reconstruction program.
Finally, it would also be interesting to explore to what extent the error correcting
properties of tensor network (see e.g.[17, 18, 47]) can directly manifest themselves in
the Wilson line network. We leave these interesting problems to future work.
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A A few identities for shadow operator
A.1 Orthogonality between operator and its shadow operator
In this subsection we prove the orthogonality condition (3.48) between an operator
O` and its shadow operator O˜` (defined in (3.45)). The two-point function between
O` and its shadow O˜` involves a p-adic integral
〈O`(x1)O˜`(x2)〉 = N(d,∆)
∫
Qp
dy
|y − x2|2∆`−2d
|x1 − y|2∆` (A.1)
where N(d,∆) is the normalization constant, d is the dimension and d = 1 here. The
integral (A.1) can be evaluated using p-adic Fourier transform.
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In p-adic Fourier transform, the analogue of e2piikx is
χk(x) ≡ e−2pii[kx] with k, x ∈ Qp (A.2)
where “[x]” is the “fractional part” of the p-adic number x =
∑+∞
n=−N anp
n, i.e,
[x] ≡∑−1n=−N anpn. It is also called the additive character, and satisfies
χk(x1 + x2) = χk(x1)χk(x2) χk1+k2(x) = χk1(x)χk2(x) χk(0) = χ0(x) = 1
(A.3)
The useful identity here is [36]:∫
Zp
dxχk(x) = γ(k) ≡
{
1 k ∈ Zp
0 otherwise
(A.4)
where γ(k) is the characteristic function of Zp. Using (A.4), one can obtain the
Fourier transform of |x|sp∫
Qp
dxχk(x)|x|sp =
ζp(s+ 1)
ζp(s)
1
|k|s+1p
+ contact terms, (A.5)
where ζp(s) ≡ 11−p−s is the p-adic Zeta function.17 A double Fourier transform of
(A.1) using (A.5) then gives
〈O`(x1)O˜`(x2)〉 = δ(x1 − x2) + contact terms, (A.6)
where we have used the normalization constant given in (3.46) and set d = 1.
A.2 Three point function involving the shadow operator
In computing the three point function (4.37) between two operators (O1 and O2)
and one shadow operator O˜`, we first evaluated the OPE between O1 and O2 and
then used the orthogonality condition (3.48) between an operator and its shadow. In
this appendix, we would like to confirm this result by taking an alternative route.
We will first plug in the definition of the shadow operator (3.45) into the three-
point function (4.37) and then evaluate the three-point function of three ordinary
operators:
〈O1(x1)O2(x2)O˜`(y)〉 =
∫
Qp
dz |z − y|2∆`−2p 〈O1(x1)O2(x2)O`(z)〉
=
C12`
|x12|∆1+∆2−∆`
∫
Qp
dz
|z − (y − x2)|2∆`−2p
|z|∆2+∆`−∆1p |z − x12|∆`+∆1−∆2p
(A.7)
where in the last step we have used the p-adic three-point function (2.10) fixed by
p-adic Mo¨bius symmetry and finally shifted the integration parameter by z → z+x2.
It then remains to evaluate the p-adic integral in (A.7).
17For more on p-adic Beta and Gamma functions, see e.g. [48] and [36].
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Recall that the positions x1 and x2 are given, whereas y still needs to be inte-
grated over, therefore the natural scale in the integral in (A.7) is the norm |x12|p.
Applying the “isosceles property” on |z − x12|p, we can break the integral into two
parts:
I ≡
∫
Qp
dz
|z − (y − x2)|2∆`−2p
|z|∆2+∆`−∆1p |z − x12|∆`+∆1−∆2p
=
∫
|z|p≥|x12|p
dz
|z − (y − x2)|2∆`−2p
|z|2∆`p
+
1
|x12|∆`+∆1−∆2p
∫
|z|p≤|x12|p
dz
|z − (y − x2)|2∆`−2p
|z|∆2+∆`−∆1p
(A.8)
where the first integral can be rewritten as∫
|z|p≥|x12|p
dz
|z − (y − x2)|2∆`−2p
|z|2∆`p
= (
∫
Qp
dz −
∫
|z|p≤|x12|p
dz)
|z − (y − x2)|2∆`−2p
|z|2∆`p
(A.9)
Therefore the integral (A.8) contains two parts:
I = I1 + I2 (A.10)
with
I1 ≡
∫
Qp
dz
|z − (y − x2)|2∆`−2p
|z|2∆`p
= δ(y − x2) + contact terms (A.11)
which, after combining with the other factor C12`|x12|∆1+∆2−∆` , already gives us the result
of three point function (4.37).
Hence we need to explain the second part of the integral:
I2 = 1|x12|∆`+∆1−∆2p
∫
|z|p≤|x12|p
dz
|z − (y − x2)|2∆`−2p
|z|∆2+∆`−∆1p
−
∫
|z|p≤|x12|p
dz
|z − (y − x2)|2∆`−2p
|z|2∆`p
(A.12)
which involves two integrals within the range |z|p ≤ |x12|p. On the other hand, in
the original three-point function (4.37), the condition for evaluating OPE between
O1 and O2 is that they are closer to each other than to y, hence we have
|z|p ≤ |x12|p ≤ |y − x2|p (A.13)
which further simplifies the integral (A.12) and gives
I2 =
|y − x2|2∆`−2p
|x12|2∆`−1p
[ζp (1− (∆2 + ∆` −∆1))− ζp (1− 2∆`)] (A.14)
Plug in the results of the two integrals back to (A.7) we have
〈O1(x1)O2(x2)O˜`(y)〉 = K1,2,`(x1, x2, y) + K˜1,2,˜`(x1, x2, y) (A.15)
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with
K1,2,`(x1, x2, y) ≡ C12`|x12|∆1+∆2−∆`p
δ(y − x2) (A.16)
extracting the contribution of O` in the (p-adic) conformal block and
K˜1,2,˜`(x1, x2, y) ≡
C12`|y − x2|2∆`−2p
|x12|∆1+∆2−(1−∆`)p
[ζp (1− (∆2 + ∆` −∆1))− ζp (1− 2∆`)]
(A.17)
is the extra term that arises from this route of computing three point function (A.7).
The interpretation of the K˜1,2,˜`(x1, x2, y) is similar to its counterpart in the R case
[43]. Focus on the exponent of |x12|p, we see that K˜1,2,˜`(x1, x2, y) is similar to
K1,2,`(x1, x2, y) except that the intermediate channel O` is replaced by its shadow
O˜`. This is precisely the analogue of the “shadow block” that appears in the case of
R and should be discarded.
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