A strongly correlated electronic system is studied within the framework of the t-J model with the help of diagram technique for the Hubbard X-operators. The summing of some series of diagrams is suggested, corresponding to the following three types of approximations: the generalized random phase approximation, the mean field approximation, and the low density approximation. In generalized random phase approximation the dynamic magnetic susceptibility of paramagnetic phase is calculated, and boundaries of stability of this phase are found on the plane of Hamiltonian parameters and electron concentration n. It is shown that at some critical concentration nc the system undergoes a crossover from the itinerant magnetism (n < n c ) to the magnetism with localized magnetic moments (n > n c ). Simultaneously, the system transfers from the Fermi-liquid beh a v i o u r t o t h e r e g i m e o f s t r o n g e l e c t r o n c o r r e l a t i o n s w i t h n o n q u a s i p a r t i c l e states. In mean field approximation equations for the order parameters were derived and phase transitions temperatures in a ferromagnetic and antiferromagnetic phases were obtained. In low density approximation a state of the saturated ferromagnetism was investigated and a critical concentration n $ was calculated when the nonsaturated ferromagnetism follows the saturated ferromagnetism.
The t-J model in terms of the Hubbard X-operators
In the theory of strongly correlated electronic systems the t-J model has an important meaning. The model assumes electrons moving over a lattice by hopping from one site to a neighbour site with the matrix element t provided each site should not be occupied by two electrons. Simultaneously electrons on two neighbour sites interact by exchange forces characterized by the antiferromagnetic exchange integral J. This model can be considered as a limit case of the Hubbard model [1] with large on-site Coulomb repulsion U » t. Then by the excluding double occupation of all sites one can come to the strongly correlated electron is a number of electrons at site i with spin a, and ni is a total number of electrons at the site.
The very complicated expression for the Hamiltonian, especially for the kinetic term, demands the use of convenient variables. Such variables are just the X-operators [2] , and in their terms the Hamiltonian is written rather simply. The perturbation theory in the form of the diagram technique for the Hubbard operators was constructed first for the general Hubbard model [3] . In the series of papers [4] [5] [6] [7] [8] [9] we have shown that such a technique is especially effective for the t-J model since the number of possible on-site states reduces from 4 to 3 because the pairs of electrons are excluded. The main goal of this paper is to present systematically results of the statistical mechanics t-J model study on the basis of the diagram technique for the Hubbard operators and on the basis of various approximations suggested by us for the description of a wide set of the physical properties of the model such as magnetism, electron states, superconductiVity.
In the terms of X-operators the Hamiltonian (1.1) has a quadratic form. It is conVenient to introduce also a linear term with chemical potential µ and external magnetic field h. Then Here G o describes an electron propagation, D1 and D|| are the Green functions for transverse and longitudinal spin components, and DN is density-density Green function. All definitions are standard.
Details of the diagram technique for Hamiltonian (1.2)-(1.3) have been described in papers [4] [5] [6] . Its elements are fermion G° and boson D° Green lines denoted by solid line (with light and dark arrows for up and down spin projection ν = ± ) , d a s h e d l i n e s f o r D° a n d c u m u l a n t s a s w e l l , c o r r e s p o n d i n g t o t h e a v e r a g e d products of the diagonal operators. Coupling constants are denoted by wavy and dotted lines for kinetical and exchange parts of the Hamiltonian, respectively.
Bare Green functions are on-site quantities, but propagator Green functions G°° (k, icon ) can be taken in the "Hubbard-I" approximation where ε(k) = tΣΔeikΔ is the bare electron spectrum (without Coulomb interaction).
Hereafter, we shall consider three types of approximations: the generalized random phase approximation (GRPA), the meanfield approximation (MF) and low density (for electrons or holes) approximation (LD). GRPA will be used for calculation of the dynamic magnetic and dielectric susceptibilities in paramagnetic phase, MF -for description of the magnetically ordered phases, and LD -for the study of ground state of the saturated ferromagnetism. The results obtained with the use of the first two approaches should be valid in a wide range of electron concentrations 0 < n < 1 excluding perhaps only the edges of this interval, where one can use LD approximation either for electrons (n « 1) or for holes (1-n « 1).
The generalized random phase approximation
Similarly to the theory of ordinary Fermi systems where RPA is used being an approximation taking into account only the loop types of diagrams, we introduce GRPA where selection of diagrams is done on the same principle [4, 5] . The difference is that the loops in the Fermi liquid are constructed from free electron Green lines, while for t-J model the loops include the "Hubbard-1" approximation for Green lines. The other difference comes from more complicated commutator relations for the X-operators leading to four different electronic loops [4] :
Each of them is a function of 4-momentum k = {k, iωn }. After summing over discrete frequencies with the use of expression (1.5) for an electron line the loops are expressed through the standard type of sum over space momentum k:
Diagrams for the spin Green function Dl are chains consisting of loops (2.1) in different combinations. Summing them up we find the dynamic magnetic susceptibility [4] :
It contains two contributions: quasistatic part of the Curie-type oc 1/T and the Pauli-type weakly depending on temperature. The factor n0 is a function of parameter µ/T:
It changes considerably in the vicinity of μ = O (energy origin is in the centre of the bare band) from n 0 = O when p < 0 to n 0 = 1 when μ > 0. Thus, expressions (2.4) and (2.5) show that when electron concentration varies from O to 1, the system undergoes the crossover from the pure itinerant magnetism to the magnetism with localized magnetic moments. It occurs when critical concentration nc is such that µ(nc) = 0. For the symmetrical spectrum nc = 2/3 [3, 4] .
From the expression (2.3) there follows an equation for the boundary of the paramagnetic phase stability due to appearance of magnetic ordering with the wave vector k:
Here all quantities (1.2) are taken at zero frequency. Magnetic phase diagram following from equation (2.6) will be discussed in Sec. 3.
The dielectric susceptibility xN(k) being actually the Green function DN(k) , is given by formulas similar to (2.3) and (2.4):
present the terminal and self-energy parts of the Green function G c (k). In these expressions d(q) and dN(q) denote denominators of expressions (2.3) and (2.7) for susceptibilities x(q) and xN(q) respectively. The amplitudes in formulas for Δσ(k) and Σσ (k) are expressed through the quantities II, A, Q and O: Similar expressions exist for amplitudes AN(kq) and VN(kq) [6, 10] .
Therefore, the electron and spin Green functions in GRPA are expressed through four quantities 17(k), A(k), Q(k) and 0(k), determined by equations (2.1) with fermion Green function Gσ(k) yielding Dyson equation:
In the paramagnetic phase a spin index should be omitted. The magnitude G(k) and four loops I7 , A, Q and P depending on it should be determined self-consistently. Let us consider the system near magnetic phase transition. Being in paramagnetic phase we assume the conditions then quasistatic contribution from magnetic fluctuations dominates in expressions (2.11), and Eq. (2.11) reduces to the following:
Near ferromagnetic instability the magnetic susceptibility x(q, 0) has a sharp maximum in the vicinity of q = 0, therefore the smoothly varying function can be taken out from the sum in (2.14). Then we come to a quadratic equation for E [10] :
In our way from (2.14) to (2.15) we did an analytical continuation onto a real axis iωk -> ω+iδ and introduced a notation
We see that the Green function has a nonquasiparticle (incoherent) character because of ferromagnetic fluctuations. The magnitude bis the measure of fluctuations, it is the measure of incoherency as well. When b -> 0 we have ω 1 -> ω 2 , t h e r e f o r e t h e i m a g i n a r y p a r t o fG r e d u c e s t o 8 -p e a k a n d w e r e t u r n to the "Hubbard-I" approximation. The parameter b is the guiding parameter, transferring the system from the Fermi liquid regime to the regime with strong correlations where the electronic states have incoherent character. Let us calculate b. Near the ferromagnetic phase transition only small vicinity of q = O is essential, that is why where = √β/α is a correlation length, and K is a cut-off parameter for integration over q. Since in the order of magnitude β~T k a 2 , w e h a v e b < 1 . N o t i c e that b is proportional to the factor n 0 (2.5). Due to its step-like behaviour with chemical potential changing, parameter b does not vanish in the region n > nc corresponding to the regime with localized magnetic moments. Thus in the vicinity of nc the system undergoes the crossoVer with changing of the magnetic and electronic properties simultaneously, transferring from Fermi-liquid behaviour to the regime with strong electron correlations. Processes of inelastic scattering on dynamic fluctuations occur monotonously in the vicinity of nc , that is why they can be neglected in the first approximation.
From definition (2.16) it follows that b is actually mean-square static fluctuation of spin at a lattice site. In the self-consistent fluctuation theory [12] in a system with weak Coulomb interaction the similar parameter responsible for the Curie type contribution to x(q, 0) appears, that is responsible for the appearance of localized magnetic moments. Similar situation takes place near the antiferromagnetic phase transition [10] .
The mean field approximation
For description of magnetically ordered phase usually the mean field approximation is used, which allows to obtain the equations for the order parameters [11] . Since the t-J model displays simultaneously the features of itinerant and localized magnetism, it is likely to expect the appearance of two coupled order parameters: m -the magnetization of a sublattice and Δ -the gap in the electron spectrum due to interaction of carriers with the magnetic order. Gσ(k) with the help of the following approximation for the self-energy:
Let us determine fermion Green function
(similar equation for The The first graph corresponds to the "Hubbard-I" approximation, the next two graphs do not depend on 4-momentum, in the spirit of the mean field approximation. The Green line in the second graph should be considered as an exact one. Thus (3.1) presents a self-consistency equation for Gσ(k).
Cumulants in (3.1) should be considered as dressed with the help of analogous graphs. A diagram set, for example, for (X±±) should have the following structure: which transfers to the quantity n0 (2.5) when Δ = 0. Equations (3.3) and (3.4) present equations for the order parameters Δ and m, while (3.5) -for chemical potential p.
Let us linearize equations (3.3) and (3.4) with respect to Δ and m. Then they can be written in the form where we introduced the definitions (f' (ξ) means a derivative of f(ξ) with respect to ξ):
These quantities are particular values of quantities (1.2) at zero momentum and zero frequency. From (3.7) the equation follows:
It determines the phase transition line into paramagnetic phase. It coincides with general equation (2.6) determining the line of paramagnetic phase stability relative to the ferromagnetic ordering. Coincidence of these equations is a sign of the second order transition. From (3.9) an expression for the Curie temperature follows [11] :
From expression (3.8) one can see that the denominator in (3.10) is positive and 0(0, 0) < 0. Thus formula (3.10) shows that ferromagnetic ordering has the kinetical nature and the exchange interaction hinders it.
Let us study now an antiferromagnetic phase with the wave vector Q = (πππ) 1/a . The local magnetization alternates from one site to another according to the factor Pi = e''Q'Ri; for this reason an order parameter m should be introduced by the relation:
Due to that Green function Gσ(k) determined by the mean field equations (3.1)-(3.2) is the 2 x 2 matrix fill:
Linearization of these equations leads to the following equation for boundary of an antiferromagnetic phase: which coincides with the general equation (2.6) when k = Q. From here we find the Neel temperature [11] :
Since Π(Q, 0) < 0 and Φ(Q, 0) > 0, the denominator in (3.16) is positive. From formula (3.16) one can see that the nature of antiferromagnetic ordering is quite different as compared to ferromagnetic one. Antiferromagnetism is caused by the exchange interaction, and electron motion only suppresses it.
In the limit T --> O quantities (3.8) Due to the large coefficient at (1 -n), TN decreases very fast with derivation from half filling. When electron concentration Thus, near n = 1 antiferromagnetic ordering exists in the interval nA < n < 1. Ferromagnetic ordering should exist in the interval nc < n < nF, where nF is determined by the equation These intervals can be overlapped, however near n = 1 pure antiferromagnetic state should exist. In the overlapped region TN can be much larger than TK at enough large n. It is possible to show also that at low temperatures T « TN, provided T < TN0, the correlation length for antiferromagnetic fluctuations is determined by hole concentration and weakly depends on T [11] .
Notice that TK and TN are proportional to the factor n 0 , which according to definition (2.5), strongly changes from O to 1 near nc. It is a result of the simplest approximation ignoring fluctuations. In paper [5] we took into account the total set of the Gaussian fluctuations of spin and charge and showed that they do not change the step-like behaviour of n0 as a function of n. Even the self-consistency in calculating n0 does not change qualitatively such a behaviour. Thus, the step-like solution of an equation for n 0 is a stable with respect to the Gaussian fluctuations. Obviously, n 0 behaviour near critical concentration nc is determined by all strongly interacting fluctuations.
There is a tight analogy, with behaviour of a system near localization edge. The quantity n 0 , being a coefficient at a contribution into the magnetic susceptibility -δ(ω), is similar to a corresponding quantity in the dielectric susceptibility of an inhomogeneous system undergoing localization. In our case in a point nc we deal with appearance of localized magnetic moments that is a phenomenon of the spin localization. Thus, at present time the question concerning behaviour of the system near the point nc still remains open.
Low density approximation
At the edge of the concentration interval 0 < n < 1 it is worthwhile to use the low density of electrons (n << 1) or holes (1 -n « 1) approximation. It is possible to use it when studying the saturated ferromagnetic states. It is the well known Nagaoka [13] result that in the limit U -> oo at half filling and a single hole the ground state of the Hubbard model should be the saturated ferromagnetism. The question whether this state is stable at finite concentration of holes remains open.
It is convenient to introduce a hole Green function instead of an electron Green function (1.4). Let us calculate the quantities C? , and Dl under assumption of a ferromagnetic ground state. For study of its stability it is necessary to find an electron(hole)-magnon vertex part. In accordance with the ideology of the low density approximation it is necessary to sum up parallel ladder diagrams for particles: electron (hole) and magnon ones. Since we use the hole representation, when electron concentration is small it is necessary to sum up antiparallel hole-magnon ladders, while at small hole concentration, one must sum up parallel ladders.
As a result we come to the following expressions for hole and magnon Green functions of a system with n <<1, assuming the ground state to be a saturated ferromagnet:
Thus in the saturated ferromagnet state T-electron behaves as a free particie, but T-electron has a nonquasiparticle behaviour. When calculating (4.6) and (4.7) a magnon propagator will be approximated as Numerical solution of this equation leads to the critical concentration n s when ω(k) becomes negative at lower concentrations, therefore the saturated ferromagnetism is unstable. For sc lattice n s = 0.87 [7] . This value is not small as it is well assumed from the beginning, but rather corresponds to a small concentration of holes. In this case we should sum up parallel hole-magnon ladders and calculate Gh, Gh and Dl . It turned out that these functions match the functions calculated in the limit n « 1. It means that we may extrapolate the results (4.2)-(4.5) onto the region n -> 1. Thus, the value n s = 0.87 can be considered as an interpolation from low electron concentration limit. The similar calculations for finite U show [14] that the region of saturated ferromagnetism is restricted on the (κ, n)-plane by a curve, joining points 0.87 and 1 with a maximum in some intermediate point, corresponding to smal l val ue κ= 0. 01. When κ> 0 . 0 1 a n d n < n s , t h e n o n s a t u r a t e d f e r r o m a g n e t i s m exists. Its boundary was calculated earlier within the framework of GRPA.
Conclusions
The diagram technique for X-operators is a powerful tool for study of strongly correlated systems. We managed to show that when electron concentration approaches the critical value nc , the system undergoes the crossover with change of magnetic behaviour from entirely itinerant magnetism to magnetism with localized magnetic moments. Simultaneously, the change of electron states takes place from the quasiparticle type (when n < n c ) to the nonquasiparticle type (when n > nc ). A measure of that change is determined by the mean-square fluctuation of magnetic moment at a lattice site.
We have shown also that under definite conditions a ferromagnetic or antiferromagnetic ordering occur. Ferromagnetism is caused by the motion of carriers in the system, while exchange interaction suppresses it. For antiferromagnetism the situation is quite opposite: it is caused by exchange interaction, and the motion of carriers suppresses this state. Nesting in the electron spectrum does not influence much the Neel temperature near half filling. It turned out that TN decreases fast with deviation from half filling, and the correlation length in nonmagnetic region is determined by hole concentration and weakly depends on temperature. These features of antiferromagnetism in the t-J model are qualitatively similar to those observed in the copper-oxides high-Tc compounds.
Besides just listed results, we obtained the spectrum of spin excitations (spin waves) for both ferromagnetic and antiferromagnetic states by calculating poles of the dynamic transverse susceptibility [11] . The study of superconductivity due to indirect electron interactions via spin and charge fluctuations was done as well, but only for a paramagnetic phase of the system [8, 9] . List of problems to be solved for the t-J model in nearest time includes: coexistence of superconductivity and antiferromagnetism, possibilities of existence of modulated phases on the magnetic phase diagram, metal-insulator phase transition.
