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Introduction
It is well known that both volatility and trading volume are characterized by a much higher degree of predictability than the returns of financial assets. In the huge literature on forecasting volatility, the vast majority of papers use variants of the GARCH family of stochastic processes, which provide an easy and convenient way to capture the basic autoregressive structure of conditional variances (see Granger and Poon, 2003 , for a recent survey of the voluminous literature on volatility forecasting). However, results are not unanimously in favour of the potential of GARCH models to improve upon the forecasting performance of simpler models like the historical mean volatility or moving average or smoothed representations of it. Dimson and Marsh (1990) and Figlewski (1997) , among others, find that simpler models can indeed outperform GARCH or related approaches at least when applied to low-frequency (weekly, monthly) data. On the other hand, dozens of papers investigate whether improvements over GARCH as a benchmark are possible using non-linear models or artificial intelligence techniques (e.g. West and Cho, 1995; Brailsford and Faff, 1996; Donaldson and Kamstra, 1997; Neely and Weller, 2002) . Considering the overwhelming evidence for long-term dependence in volatility (i.e. hyperbolic decay of its autocorrelation function rather than the exponential decay characteristic of short-memory models), it also appears worthwhile to explore the potential value added by models sharing this feature. Long memory in volatility has been first pointed out as a stylised fact by Ding, Engle and Granger (1992) . Prevalence of this feature in financial data has meanwhile been confirmed in many subsequent studies and counts now as one of the truly universal properties of asset markets (cf. Lobato and Savin, 1998) .
Long memory generalizations of standard short-memory time series models are available in the ARFIMA (Granger and Joyeux, 1980) and FIGARCH models (Baillie et al., 1996) . When browsing the literature on volatility forecasting, it comes as a certain surprise that these candidate models have received relatively scant attention so far. Basically, only two papers with a direct comparison between GARCH and FIGARCH forecasts appear to be available at present, Vilasuso (2002) and Zumbach (2004) , both considering volatility forecasts in foreign exchange markets. Vilasuso reports relatively large reductions of both mean squared errors and mean absolute errors over forecasting horizons of 1 to 10 days with FIGARCH compared to GARCH. Zumbach's results using intra-daily data are more sobering in that he finds improvements in daily forecasts to be only of the order of one to two percent of MSE. Given that there is essentially only one study supportive of superior predictability of long-memory models, a more systematic analysis of this issue seems to be worthwhile.
Despite the unanimous finding of hyperbolic decay of autocorrelation functions of absolute and squared returns, it might also be the case that it is not due to 'genuine' long memory (like in FIGARCH or ARFIMA models), but is rather a consequence of unaccounted structural breaks. Lamoureux and Lastrapes (1990) have already shown that the high persistence of estimated GARCH models is greatly reduced when allowing for structural shifts. As shown by Granger and Teräsvirta (1999) , simple regime-switching processes with short memory can easily give rise to spurious findings of fractional integration. In contrast, Ryden et al. (1998) had shown that a Markov switching model can replicate many of the time series properties of raw and absolute returns, but that it leads to exponential rather than hyperbolic autocorrelations. LeBaron (2001) , however, indicated that a calibrated short memory stochastic volatility model with three factors leads to spurious finding of temporal scaling, while Alfarano and Lux (2006) show the same phenomenon to occur in a bi-stable behavioural asset-pricing framework. As these contributions show, the demarcation lines between long memory and regime switching models are fuzzy the more so as one can construct variants of regime-switching models that literally display the signatures of long memory (cf. the 'thought experiments' of Diebold and Inoue, 2001 , who construct particular regime-switching models with hyperbolic decay of their autocorrelation functions). This ambiguity motivates us to include a new type of Markov-switching model into our array of volatility models, the Markov-switching multifractal model of Calvet and Fisher (2001) . Despite allowing for a large number of regimes, this model is more parsimonious in parameterization than other regime-switching models. It is furthermore well-known to give rise to apparent long memory on a bounded interval (Calvet and Fisher, 2004) and it has limiting cases in which it converges to a 'true' long memory process.
The exclusive focus on exchange markets also raises the question of how long-memory models would perform in other types of markets, e.g. in national stock markets. We attempt to shed light on both issues with our investigation of Japanese stocks. Our data base consists of daily prices and volume for more than 1,000 stocks traded in the first section of the Tokyo stock exchange (trading in the first section requires that certain criteria are met on outstanding shares, trading volume and dividend payments). Data are available at daily frequency starting in 1975. In the present study, we investigate daily stock prices and trading volume over the twenty-seven years period 01/01/1975 to 12/31/2001. A rather typical example of the evolution of stock price and daily trading volume is shown in Fig. 1 for the Nippon Suisan Company. What stands out here and in most other time series is the enormous increase of stock prices during the Japanese bubble in the second half of the eighties and the decline thereafter. Another common feature of many stocks is the increase of trading volume during the bubble reaching levels that are often by far the highest over the whole sample. After the collapse of the bubble, prices gradually fell to their levels in the early eighties while volume also went down to roughly its level of the pre-bubble period. As can also be observed from Fig. 1 , both volatility and volume share similarly heterogeneous time series behaviour and their periods of highest activity do broadly coincide. Both also have relatively slowly decaying autocorrelations with those for volume exhibiting distinctly more short-run dependency than those for volatility. For some stocks in our data base, trading stopped before 2001 because of bankruptcy of the company. To our knowledge, analyses of the volatility dynamics of Japanese stocks have so far been confined to short memory GARCH type models (e.g., Tse, 1991; Fong, 1997 ). An exception is Ray et al. (1997) who estimate ARFIMA models for the Tokyo Stock Price Index (TOPIX) and 15 individual stocks. However, they are interested in the predictability of raw returns (they find predictable components in the range between 5 and 15% of monthly variations), but do not explore the issue of predicting volatility or volume as we will do in the following.
Since analysis of all stocks appeared to be too time-consuming, we selected two subsets of one hundred entries, respectively. The first of these subsets consisted of those stocks with the largest average trading volume, the second subset was composed of 100 randomly chosen stocks. For all these stocks we estimated four time series models for their volatility dynamics: GARCH, FIGARCH, ARFIMA and the 'Markov-switching multi-fractal model' (MSM) recently introduced by Calvet and Fisher (2001) , another model that at least allows to 'mimic' long-term dependence (see below for details). We included ARFIMA models to see whether a difference exists between the performance of the original ARFIMA structure applied to volatility and its embedding into a GARCH framework (i.e., the FIGARCH model). The multi-fractal model provides an alternative formalization of long-term dependence in volatility and has already been found to outperform GARCH and FIGARCH in some time series (Calvet and Fisher, 2004; Lux, 2005) . In contrast to the additive structure of the GARCH dynasty, the multi-fractal model conceives volatility as a hierarchical, multiplicative process with heterogeneous components, but, in fact, achieves this in a rather parsimonious way using (in the version applied here) only two parameters. Our overall finding is that improvements over GARCH can be achieved by alternative models which is in contrast to frequent findings of the opposite in the literature (which, however, mostly does not include long-memory models as alternatives).
Since volume is known to share the long memory property of volatility (Bollerslev and Jubinski, 1999; Lobato and Velasco, 2000) and to be strongly contemporaneously correlated with volatility, it seems to be worthwhile to also investigate its predictability along similar lines. Since GARCH type models are not applicable to volume, we use only the ARFIMA and multi-fractal models and compare their performance to ARMA models as a short-memory benchmark. Again, dominance of the alternative models is confirmed. As it also turns out, the predictable component in volume appears to be much higher on average than that in volatility judged by the improvements in mean-squared errors and mean absolute errors against naïve forecasts. Fig. 1 : Stock price, volatility (proxied by squared returns) and volume of Nippon Suisan Company (stock identification number 1332). Nippon Suisan is a company processing marine food. It has been established in 1911 and, as of September 2003, it had 1,534 employees and 36,336 shareholders. As with most other entries in our database, the Japanese bubble in the second half of the eighties has also affected the price evolution of this stock. As one typically observes, volume also reaches its maximum levels during the bubble phase.
In a final exercise, we use pooled parameters estimates (averages of the parameter estimates obtained by any particular model over the whole sample of 100 stocks) for forecasting of future volatility. Counterintuitively, discarding information about individual time series in this way leads to vast improvements of average forecast quality for volatility and, albeit to a lesser extent, for volume as well.
Our study proceeds along the following lines: sec. 2 deals with volatility forecasts. In sec. 2.1 we introduce the models and estimation methods, while results are presented in secs. 2.2 and 2.3. Similarly, models and results for volume are found in secs. 3.1 and 3.2./3.3. Sec. 4, then, considers pooled estimates. Our conclusions are to be found in sec. 5.
1.
Forecasting Volatility of Japanese Stocks
Models
In our analysis of forecastability of volatility, the standard benchmark is the GARCH (1,1) model, which we expand -like all other models -by allowing for a constant and first-order autoregressive component in raw returns (r t ):
with volatility dynamics being governed by:
The fractionally integrated extension of the GARCH model (FIGARCH) expands the variance equation by considering fractional differences. Like with the baseline GARCH model, we restrict attention to one lag in both the autoregressive and moving average terms, i.e., FIGARCH(1,d,1), which can be written as:
(3)
As is well known, the Binomial expansion of the fractional difference operator introduces an infinite number of past lags with hyperbolically decaying coefficients. In practice, the number of lags considered in estimating a FIGARCH model has to be truncated. We used lag truncation at 1,000 steps. 1 Because of the time needed for FIGARCH estimation, we only consider FIGARCH (1,d,1). Both GARCH and FIGARCH are estimated via the standard MLE procedures.
Since FIGARCH adopts the ARFIMA approach for modelling the dynamics of conditional volatility, one may ask whether one could not also use the original ARFIMA model as a possible data generating mechanism for financial volatility. The general ARFIMA model reads:
with Φ(L) and Θ(L) the AR and MA polynomials, respectively, d the parameter of fractional differentiation and η t white noise. In our present application, y t is given by squared residuals after filtering of linear dependence according to eq. (1). Like with GARCH and FIGARCH, we restrict ourselves to a maximum of one autoregressive and one MA term (i.e., p ≤ 1 and q ≤ 1). In contrast to FIGARCH, we also tried somewhat more parsimonious variants of the model allowing for p = 0 or q = 0 (this was possible because the computational burden for ARFIMA estimation is only a fraction of that necessary to obtain FIGARCH estimates). However, the specification p = q = 1 was almost always preferred. Estimation has first been tried via Fox and Taqqu's frequency domain maximum likelihood approach. However, when estimating the whole set of the parameters in this way, preliminary analysis of a smaller sample of time series showed extremely volatile and often very extreme results. We, therefore, resorted to estimating the fractional differentiation parameter via the Geweke and Porter-Hudak (1983) periodogram regression and, then, estimated the remaining parameters via the method of Fox and Taqqu assuming lag polynomials with roots strictly greater than 1 in modulus (which, in fact, seems to be the most popular method for estimating ARFIMA models in applied work). For the ARFIMA model we allowed for non-stationary variants by estimating the ARFIMA model with differenced data when the initial GPH estimate of the fractional differencing parameter d exceeded the benchmark 0.5. Forecasting, then, is performed by integrating the forecasts of the differenced series.
Finally, the fourth model is the Markov-Switching Multi-Fractal Model (MSM) introduced by Calvet and Fisher (2001) . Since this is a very recent addition to the array of volatility models, a few more words on its genesis and motivation are in order. The main distinguishing feature of the MSM models is the assumption of a hierarchical, multiplicative structure of heterogeneous volatility components which is fundamentally different from the linear structure of the above volatility models. Introduction of the MSM model was motivated by findings of multi-scaling or multi-fractality of financial data -different degrees of long-term dependence in different powers of returns (Ding, Engle and Granger, 1993) . While traditional models in financial econometrics (i.e., the GARCH family) are of a uni-fractal nature and are, therefore, unable to accommodate this stylized fact, the literature on turbulent fluids in statistical physics has developed a class of models that exhibit just such a heterogeneous scaling behaviour (cf., Mandelbrot, 1974) . In a seminal series of working papers, Mandelbrot, Fisher and Calvet (1997) , Fisher, Calvet and Mandelbrot (1997) , have proposed an adaptation of these multi-fractal processes to financial data via a compound process in which the multi-fractal component enters as a time transformation. While this model had been shown to generate scaling behaviour of moments in accordance with empirical observations (Calvet and Fisher, 2002) , its attractiveness for applied research had been limited due to the combinatorial nature of the underlying multifractal time transformation and the non-stationarity of the resulting compound process. These limitations have been overcome by the introduction of the closely related Markov-Switching Multifractal Model (MSM) in Calvet and Fisher (2001) . Although MSM keeps the main feature of a multiplicative hierarchy of volatility components, its Markovian structure guarantees stationarity and existence of moments and allows applying standard estimation techniques. To this end, Calvet and Fisher (2004) have proposed maximum likelihood estimation and have demonstrated the successful performance of the model in forecasting exchange rate volatility. However, maximum likelihood is only applicable in the case of a discrete distribution for the volatility components and also becomes computationally unfeasible for too large a number of components. As an alternative, Lux (2005) has introduced GMM (generalized method of moments) estimation which is computationally much less demanding and is applicable to a broader range of specifications of the MSM model.
In MSM, financial returns are modelled along the lines of stochastic volatility models:
with σ t instantaneous volatility being determined from a Markov-switching process with a heterogeneous 'cascade' of volatility components and innovations u t drawn from a standard Normal distribution N(0, 1). The volatility process is characterized by a multiplicatively connected hierarchy of k random variables ) i ( t m of various mean life-times:
Adopting the perhaps most popular choice of specification of the distribution of the multipliers, we follow Mandelbrot (1974) and Mandelbrot, Fisher and Calvet (1997) and σ 0 is a scale factor. The key feature responsible for the 'multi-fractal' properties of this model is that the renewal of volatility components follows a stochastic process with different probabilities depending on their rank in the hierarchy of multipliers. Here we assume a very simple structure of these transitions probabilities, i.e. Prob(new ) i ( t m ) = 2 -(k-i) and that replacement of a multiplier j implies simultaneous renewal of all multipliers of higher rank i > j as well. This relatively simple and parsimonious construction allows for a variety of active components in current instantaneous volatility with mean live-time extending from 2 (k-1) days for the first multiplier down to 2 (k-k) = 1 day for the k-th component. The MSM, therefore, combines long term dependency (via constant components which might remain active for long time horizons) with the potential of sudden changes that is rather characteristic of regime-switching models.
Again, returns have been corrected for a constant mean and first-order serial dependence prior to estimation of this volatility model (i.e., x t in eq. 5 is equivalent to r t -µ -ρ r t-1 in the notation of eq. 1 and the squared returns y t in the ARFIMA model are identical to 2 t x ). A somewhat problematic feature is the choice of the number k of volatility components in the multifractal model which, in principle, amounts to a specification test of non-nested alternatives. In the absence of a convenient algorithm for the choice of the number of components, we resort to a simple heuristic advice: we estimate the parameter λ for k = 1 through 20 and determine the relevant value of k as that from which onward the estimate of λ did practically not change any more (did not change by more than 0.001). For both estimation of the Lognormal multi-fractal model and its use for forecasting purposes, we follow Lux (2005) by implementing the GMM estimator devised in this paper with the same moment conditions (first and second moments of log increments at various lags).
In order to derive forecasts of future volatility (future squared returns) from the above models, different algorithms have to be used. While it is possible to explicitly derive conditional expectations for GARCH, FIGARCH and ARFIMA models which, then, give the most efficient forecasts, this is not possible for the Lognormal MSM model with its highly nonlinear structure. In the later case, we, therefore, resort to best linear forecasts computed via the Levinson-Durbin algorithm (cf. Brockwell and Davis (1991, chap. 5) on the base of the autocovariances for which closed form solutions can be obtained (cf. Lux, 2005) . 3 Note that, although the complexity of MSM in the sense of the number of volatility states increases hyperbolically with k, the model itself remains very parsimonious. It, therefore, enables one to model a very heterogeneous structure of volatility using just three parameters, λ, σ 0 and k.
Estimated Models
The parameter estimates of the GARCH, FIGARCH, ARFIMA and MSM models are exhibited in Tables 1 to 4. From the roughly 1,200 stocks represented in the data base we have selected two subsamples: one consisting of the 100 companies with largest average trading volume and another with a random sample of 100 firms. The appendix lists the names and length of the available time series for all those stocks (typically from 1975 to 2001 except for firms that were liquidated over the nineties). The length of the time series used for insample estimation of the parameters of the various models has been restricted to the 10 year period from 1975 to the end of 1984. Our main aim in restricting the in-sample period to roughly 40 percent of the data was to leave a relatively large sample for assessment of the forecasting quality of our models which then could be investigated over more than 15 years. Assuming a stationary volatility process according to one of our models, one may argue that ten years of data should be sufficient to estimate the model parameters with sufficient reliability. When inspecting the distribution of parameter estimates (whose mean, standard deviation, minimum and maximum across the pertinent subsamples are given in Tables 1 to 4), one observes a relatively large variability. For example, both the parameters α 1 and β 1 of the GARCH model as well as the parameter of fractional differencing d in the FIGARCH model have values spread over the entirety of their admissible range [0,1]. Similarly high variability is observed for the ARFIMA's d although in the later case, we have not restricted the range of admissible vales to d < 1. 4 Table 1 also indicates how often the GARCH model would be preferred over FIGARCH on the base of the Akaike and Schwartz information criteria (AIC and BIC). As it turns out, FIGARCH is preferred by about two 70 to 85 percent of all cases and more so under AIC. This squares with the usual observation that BIC favours more parsimonious models. Table 3 also reports the order of the ARFIMA models (p,d,q) with p ∈ {0,1} and q ∈ {0,1} estimated by the AIC criterion. The (1,d,1) model is the preferred one without one single exception (results with BIC are only marginally different). Lastly, turning to our parameter estimates for the MSM model, we again see a large variation of parameter values. Note that the Lognormal distribution parameter λ is restricted to the open half line [1,∞). Estimates λ = 1 make the volatility cascade collapse to a constant value which leads to the benchmark case of Normally distributed returns. The mean values of the number of cascade steps k are about 14 and 12, for the 'large volume' and 'random sample' cases, respectively. It might be noted that, unlike ARFIMA and FIGARCH, the MSM model is not a 'true' long-memory model, but only mimics hyperbolic decline of the autocorrelation function over about 2 k time lags after which one encounters an exponential drop-off of the ACF. Note that our average estimates of k, therefore, amount to slow decline of memory over up to 16,000 time steps -much more than used for estimating the model. The maximum estimate k = 19 even amounts to hyperbolic decline of the autocorrelation function over roughly half a million days, i.e. 2,000 years of daily trading. It is, therefore, obvious that the deviation of the MSM model from 'true' long memory can be arbitrarily small. On the other hand, the minimum k = 2 has a range of hyperbolic scaling of just 4 days which makes it a rather clear-cut short-memory model. 
Forecasting Performance
Now turn to the results of our horse race for forecasting volatility: our estimated models have been tested out-of-sample for the 16-year period 1986 to 2001. Forecasting horizons start at the daily level and proceed via 5 day and 10 day forecasts up to 100 days ahead. Note that we have used only one set of parameter estimates and have not re-estimated the parameters within the out-of-sample period. The reason for not using rolling estimates is the computational burden of the maximum likelihood estimation of the parameters of the FIGARCH model -with the other models (including GMM estimation of the MSM model) it would have been feasible. We have also looked at the performance in subsamples (1986-1990, 1991-1995, and 1996-2001) , but to our surprise found no remarkable differences. As these periods cover quite diverse financial and economic conditions in Japan (including the stock market bubble, its crash and the subsequent stagnation) the homogeneity of the results speaks in favour of very regular structure in the volatility dynamics despite large changes in the level of volatility over time.
In order to compare the performance of the four candidate models, we apply the traditional concepts of mean squared error (MSE) and mean absolute error (MAE). However, since we want to have a meaningful measure allowing to compare the performance across stocks we have to standardize these statistics. We do so by reporting relative MSE and MAE obtained after division by the pertinent mean squared error and mean absolute error of the naïve predictor using historical volatility (i.e., the sample mean of squared returns over the period 1975 to 1984) . Note that in order not to compound errors in the mean equations and in the volatility dynamics, we have also first filtered out linear dependence so that the naïve MSE and MAE are also computed from the squared residuals.
Our criteria for comparing predictive accuracy are, thus:
relative MAE =
with t = 1,…, N the out-of-sample observations, j = { GARCH, FIGARCH, ARFIMA, MSM } the estimates from the candidate time series models, the subscript n denoting the naïve predictions using historical volatility and ε t the residuals obtained after linear filtering of returns (using the in-sample means and first-order autocorrelations). Table 5 compares the average relative MSEs and MAEs of our four models for the 'large volume' of 100 stocks. Since results obtained for the 'random sample' cases are very similar in most respects, we have not reproduced them here for the sake of brevity, but are prepared to supply them upon request.
The winner in terms of average MSE reduction is the ARFIMA model (which so far has seldomly been considered as a model of volatility dynamics) followed by MSM lagging behind ARFIMA by at most one percentage point. Except for short horizons, the average forecasting quality of GARCH and FIGARCH is quite disappointing. Interestingly, GARCH performs worse than most other models even over relatively short horizons. The average improvement compared to naive forecasts are in the range of up to about 8 percent at daily horizons, 4 percent at ten days and still 2.5 percent at 100 day horizons.
To provide more details, Fig. 2 shows box plots of the distribution of MSEs and MAEs over all 100 stocks, for all methods and time horizons. A glance at the range of results for the different methods reveals some interesting tendencies. It particularly shows that for all longmemory models the inter-quartile range is below the benchmark of one for all time horizons. In contrast to GARCH, we, therefore, do find an improvement against the naïve prediction in the majority of cases with these models so that mean values above 1 in Table 5 are due to very large entries in the upper end (the median is always < 1 for all methods). At the lower end, we find that for the one day horizon, MSE can be reduced against the naïve forecast by more than 30 percent in one particularly successful application of the FIGARCH model. At the long horizon end (100 day forecasts), ARFIMA and FIGARCH provide the best cases with 10 percent improvements over the naïve prediction (with MSM and GARCH only having slightly worse 'best cases').
In terms of the upper end (the worst prediction within the sample), MSM is best with a maximum MSE that except for one marginal case at the one-period horizon never rises above unity (i.e., that is never worse than that of the naive forecasts). Note that it, therefore, can be described as the least dangerous method. This is in contrast to all other models with which the user always appears to face the danger of forecasts that are worse than the most naive ones. Note in particular how 'dangerous' GARCH and FIGARCH forecasts can be in certain cases! It is interesting to note that the most disastrous outcome under both the GARCH and FIGARCH models stems from the same stock. In this case, estimated GARCH parameters are close to the non-stationary case (i.e., α 1 + β 1 close to 1) while with FIGARCH the parameter of fractional differentiation approaches its upper boundary 0.999 (imposed for maximum likelihood estimation). However, inspection of other cases reveals that (closeness to) nonstationarity does not always come along with poor forecasts (there are quite some similar cases in the estimated GARCH and FIGARCH models with satisfactory forecasting success as well as truly non-stationary ARFIMA cases with similarly satisfactory performance).
Lastly, it appears noteworthy that ARFIMA and MSM have very small variability of their performance which also decreases with time horizon, while the fluctuations across assets in the (FI)GARCH models rather show a tendency for increasing dispersion at long horizons. With respect to MAE, the multi-fractal model is the winner over all time horizons. However, as a grain of salt, average performance of all models is worse than that of naive forecasts. The largest reductions of MAE achieved ranges from about 12 percent (1 day) to 8 percent (100 days). Otherwise, results are comparable to those for the MSE criterion with a narrow range of entries for MSM and a wide variation for FIGARCH and GARCH. Note also that MSM comes closest to at least generating 'neutral' results under this criterion while all other methods have the inter-quartile range above the benchmark value of 1 and, therefore, lead to deterioration against naïve forecasts in the majority of cases. Note: At a significance level of 95 percent, the null hypothesis of no correlation in the performance of different methods would have to be rejected for absolute entries beyond 0.197 (=1.96 √(n-1)) with n = 100 in our case).
A typical question arising in comparative studies of alternative predictors is whether the models under investigation use different information or not. The interesting consequence is that combinations of forecasts could improve results if the various models would not rely on the same information, whereas no such improvement appears feasible if their differences in performance are explained by different success in exploitation of the same underlying information. Typically one would use encompassing tests (Chong and Hendry, 1986) in order to shed light on this issue. However, our large sample of stocks renders this approach somewhat unpractical. Instead, we explore this question by computing the rank correlation of the forecasting success across all assets for each pair of methods. A high entry would suggest that two methods use virtually the same information so that the difference in their relative MSEs and MAEs is mainly to be explained by difference in the accuracy of the conditional expectations. Low rank correlation, on the other hand, might suggest room for improvement via forecast combination. Table 6 gives the rank correlation across assets for all pairs of two methods for both relative MSE and relative MAE. If all methods would have the same ranking of MSEs and MAEs across assets, rank correlations would be 1. This is not the case: although a relatively large rank correlation exists at small horizons, different methods are more or less successful in predicting the volatility of individual assets. This implies that they are not simply using the same information more or less efficiently, but that they might perform differently on different assets. Combination of forecasts, therefore, might still improve the overall results. Furthermore, the highest correlations exist between FIGARCH and GARCH at small forecasting horizons and between FIGARCH and ARFIMA at longer horizons pointing to the built-in similarities in their behaviour for short and long time horizons, respectively.
Forecasting Volume

Models
The empirical finance literature has mainly concentrated on trying to predict returns and volatility, but has hardly paid any attention to volume: a search for pertinent contributions in the literature has brought about only one single entry, Kaastra and Boyd (1995) . These authors use neural networks and ARIMA models to forecast monthly futures trading volume for the Winnipeg Commodity Exchange. They emphasize the practical implications of volume predictions for the operation of the exchange. Besides its importance for forecasting transaction fees and liquidity, we may add that volume forecasting is also interesting in view of the similarity of the time series properties of both volatility and volume. Given the evidence on similar long term dependence in both series (Bollerslev and Jubinski, 1999; Lobato and Velasco, 2000; Ray and Tsay, 2000) it seems interesting to explore whether models with this feature are similarly capable of predicting both future volume and volatility.
We, therefore, continue our study by also using the volume entries in our data base to investigate the forecastability of transaction volume. To enhance comparability with the results obtained for volatility, we use again the same sample of stocks represented in the 'large volume' selection as well as the second subsample of 100 randomly chosen stocks. Since results are again quite similar, we only exhibit those for the 'high volume' cases and provide additional results for the randomly selected stocks upon request. As before, we estimate models on the base of the eleven year period 1975 through 1985 and test the forecasting performance of the models for the remaining sixteen years (sometimes less) 1986 to 2001 thus allowing an assessment of their success over a relatively long time horizon. When investigating volume data of stock exchanges, researchers typically find that these are non-stationary and have to be detrended first before they can be used to shed light on volatility and return dynamics. Interestingly, considering the 27 year period from 1975 to 2001 as a whole, trends in trading volume are practically non existent in the Japanese market. This is readily apparent form the quite typical behaviour of the volume of the Nippon Suisan Kaisha share exhibited in Fig. 1 : while long subsets of the data from 1975 to about 1990 would have given rise to the impression of a positive trend, the later development suggests that the increase of volume in the second half of the eighties should be interpreted as an intermittent episode rather than the signature of a secular trend. Given this absence of clear trends, we use the raw volume data without any correction or detrending in our subsequent forecasting exercise.
Because of the lack of applicability of the GARCH family, only three models have been estimated for the volume time series: As a short-memory benchmark we estimate an ARMA(p,q) model: in order to see whether a moderate number of lags suffices to capture the time dependence in volume records, we select an ARMA(p,q) model for forecasting within the range p ≤ 5 and q ≤ 5 via maximum likelihood and use the Akaike criterion for selection of one of these alternatives. We deliberately chose AIC rather than the typically more parsimonious BIC criterion in order to allow for a sizable number of lags which could suffice for modelling the dynamics without having to resort to genuine long memory models. However, despite BIC's tendency towards more parsimonious models, results with respect to forecasting quality turned out to be similar.
Our second model is the fractionally integrated ARFIMA(p,d,q) model. Because of the higher computational burden and also because longer lags should be captured by the fractional differentiation term, we restrict ourselves again to a maximum of one autoregressive and one MA term (i.e., p ≤ 1 and q ≤ 1). Estimation proceeds along the same lines as in the application of ARFIMA to volatility. For both ARMA and ARFIMA models, estimation is restricted to lag polynomials with roots strictly greater than 1 in modulus. For the ARFIMA models we allowed for non-stationary variants by estimating the ARFIMA model with differenced data when the initial GPH estimate of the fractional differencing parameter d exceeded the benchmark 0.5. Forecasting, then, is performed by integrating the forecasts of the differenced series.
Third, we also apply the multi-fractal cascade process as a model for volume. Since volume has a structure similar to volatility, we simply adopt the volatility cascade part depicted in eq. (5):
but skip the incremental Normal distribution introduced in eq. (6) which in the volatility model mainly serves to randomise the sign of returns. All that is needed to use this as a model of the volume dynamics is an additional scaling factor to capture the different size of mean volume in each stock. Hence, volume can be written as vol t = 0 tσ ⋅ θ where 0 σ is the scaling factor for asset i. Estimation is again based on GMM with appropriate moment conditions adapted from Lux (2005) and the number of cascade steps k is determined along the lines of the previous application of MSM to volatility.
Since our short-memory benchmark is now an ARMA(p,q) model, we also do not subject the data to filtering out linear dependency before estimating the MSM parameters. The multifractal cascade, therefore, is applied to volume in the format of the raw data (eq. 9) without any additional adjustments. An advantage of MSM against ARMA and ARFIMA models might be seen in the fact that by its very definition, it allows for positive entries only while negative realizations cannot be excluded in the two alternative models. We, therefore, used zero as the lower bound for our forecasts from ARMA and ARFIMA models (which, however, was hardly ever a binding constraint).
In our initial tests, we also estimated ARIMA(p,1,q) models. However, since it turned out that their forecasting performance was almost always far worse than that of the alternative models, we dropped them from our final design of this forecasting exercise.
Parameter Estimates
Now turn to the estimation results: Table 7 , first, shows that ARMA estimation tends to favour models with many parameters at least under the AIC criterion. Comparing the AIC and BIC model selection criteria for the preferred ARMA and ARFIMA models, we see that AIC would prefer the ARMA over the ARFIMA specification in 98 out of 100 cases for both the large volume and random sample. Hence, the long-term dependence seems not to be able to compensate for the admission of more AR and MA components in our ARMA design. The BIC, however, produces fewer cases of preferred ARMA models confirming the well-known finding that it typically favours more parsimonious models than AIC. Table 8 shows that the estimated parameter of fractional differentiation from the ARFIMA models indicates a somewhat higher average d for the 'large volume' sample than for the random sample of firms. The preferred type of model is overwhelmingly the (1,d,1) variant modulating the prevalent long-term dependence via additional AR and MA components. Due to the wide variability of the AR and MA components, their statistics are not shown but are available upon request. Table 9 exhibits information about the parameters of the estimated multi-fractal model. One can infer that the estimates of the key parameter λ are all within the interval between 1.00 and about 1.2 (1.00 being the lower limit for this parameter). Estimated λ's are somewhat higher on average for the random sample of stocks signalling larger bursts of activity. This might be explained by a larger increase of trading volume during the bubble for the average firm compared to large firms which already had relatively high trading volume before the bubble episode. Compared with Table 4 , we see that both the estimated λ's as well as the number of cascade steps are smaller on average for volume than for volatility. Table 10 shows the forecasting performance of the ARMA, ARFIMA, and MSM models over forecasting horizons of 1, 5, 10, 20 etc. up to 100 days for the out-of-sample period 1986 to 2001. We resort again to the criteria of relative mean squared error (MSE) and relative mean absolute error (MAE) for our assessment of the forecasting performance. The table shows the mean relative MSEs and MAEs over the 100 time series from stocks with the highest average trading volume (results for the random sample of stocks are again quite similar and can be obtained upon request). The results are perplexing: in both categories, the multi-fractal model has lowest average MSEs and MAEs over almost all time horizons. Furthermore, these means are all smaller than in the case of volatility signalling a sizable average gain in forecasting performance against the naïve model (i.e., the in-sample mean value of the time series). Roughly, MSM achieves an average improvement of 53 percent (MSE) or 33 percent (MAE) for one-day horizons and even over a forecasting horizon of 100 days has a performance that is by about 6 -8 percent better in both criteria than the naïve model. The ARFIMA forecasts mostly reach second rank for short horizon forecasts, but falls back behind ARMA to third rank for the longer forecast horizons (with both models being worse than naïve forecasts on average beyond the 1 day or 5 day horizon anyway).
Forecasting Results
A glance at the box plots in Fig. 3 also reveals that the MSM model has again the smallest standard deviation of its forecast errors showing that the success of this method is more uniform than that of ARFIMA and ARMA models. While ARFIMA is comparable to MSM in the lower end and in its inner-quartile range, it has much more extreme cases of 'failure' (the upper end of the whiskers). MSM's maxima, in contrast, do at most marginally exceed the benchmark value of 1, so that here the danger of getting worse forecasts than with the naive model is almost non existent. As with GARCH and FIGARCH in the case of volatility forecasting, ARMA models of volume produce very unsatisfactory results. Not only does one face the danger of extremely poor entries (with the record being set by an MSE up to 480 times that of the naïve model at the 10 day horizon in one case), but rather the whole ensemble of 100 forecasting exercises performs quite poorly. Overall, ARMA only produces an improvement against the naïve forecasts for the one day horizon and does hugely worse thereafter both in terms of the mean and the inner-quartile range. It is particularly astonishing that even for the one day horizon, ARMA is dominated by both ARFIMA and MSM throughout and that it performs the worst at the five day horizon although it typically uses 5 lags in either the MA or AR component or both. 5 A closer inspection of the extreme cases of failure reveals that they occur for different stocks under the ARMA and ARFIMA models. The worst performing case of ARFIMA is one with an estimated d close to non-stationarity (the point estimate is 0.49). However, similarly as with GARCH and FIGARCH, the nonstationary cases (remember that we allow for d > 0.5) are not necessarily those with a poor performance out-of-sample. With ARFIMA, for instance, satisfactory forecasts are obtained with some of the non-stationary estimates.
The most astonishing feature is, however, the success of the MSM model which even for small horizons is better than its competitors -although one estimates only two parameters and unlike in the AR(FI)MA classes there are no parameters available in this model for finetuning of short-term dependence. Nevertheless, the MSM model mostly produces better shortterm forecasts than the naïve benchmark prediction and even in its 'bad' cases has relative MSEs and MAEs only slightly above one while the ARFIMA and particularly the ARMA models can be far off the mark.
These results are also interesting from the perspective of the theoretical literature on forecasting on the base of ARMA and ARFIMA models. Most perplexingly, the results exhibited for MSM in Table 10 (which roughly also correspond to those in the inner-quartile range of estimated ARFIMA models) are close to (if not better than) what one could expect to obtain for an ARFIMA process with known parameter values. Beran (1944, chap. 4) computes MSE improvements over the (known) unconditional variance from best linear forecasts with an infinite number of past observations. In his Table 8 .8. we find for d = 0.1 und d = 0.4 improvements by 1.91 percent and 48.82 percent (one step ahead), 0.22 percent and 27.06 percent (ten steps), and 0.03 percent and 14.75 percent (hundred steps). A rough interpolation between these extremes with our mean estimates for d of about 0.34 from Table 8 , in fact, indicates that our volume forecasts are pretty much in line with if not better than what could be expected with a 'true' underlying ARFIMA model even without accounting for parameter uncertainty. From this perspective, however, the poor performance of the ARMA class is surprising as several papers show that suitably adapted ARMA models can produce forecasts comparable to that of 'true' underlying ARFIMA models (Basak et al., 2001; Man, 2003) . This divergence might be explained by different factors: on the one hand, estimated fractional differentiation parameters of our data are relatively high so that it is hard to cover the persistency of the data by short-memory models. In fact, it has also been shown that the approximation of longmemory models by ARMA structures works best for small values of d and becomes less satisfactory for strongly dependent processes (Brodsky and Hurvich, 1999; Crato and Ray, 1996) . Furthermore, our ARMA models have been chosen by the usual AIC (or BIC) criteria and, therefore, are not those optimally adapted for forecasting an assumed underlying longmemory process. In any case, the results illustrate that the choice between short-memory and long-memory processes can crucially affect forecasting performance (even over short horizons).
Again, we try to provide an overall assessment of the degree of complementary between methods. To this end, Spearman's coefficients of rank correlation are exhibited in Table 11 for both the MSE and MAE values achieved at various forecasting horizons by the various time series models. Interestingly, the correlation between the success of the MSM and ARFIMA models is highly significant over all forecasting horizons. This means that if MSM produces a high (low) reduction of MSE and MAE against the naïve model, the same is also likely to happen for the ARFIMA model. Hence, exploitation of information from past variables is quite uniform with both models: cases in which one model is particularly good while the other performs very poorly occur relatively seldom. Mostly, good results obtained from MSM coincide with relatively good forecasting performance of ARFIMA as well. In contrast, correlation between the long-memory models and the ARMA model is significant only for the one-period horizon in most cases and is uniformly much smaller than the MSM-ARFIMA correlation. Note: At a significance level of 95 percent, the null hypothesis of no correlation in the performance of different methods would have to be rejected for absolute entries beyond 0.197 (= 1.96 √(n-1)) with n = 100 in our case).
Forecasting with Pooled Estimates
Inspection of parameter estimates and forecasting results for GARCH, FIGARCH, ARMA and ARFIMA models across stocks shows that some of the worst results are obtained with extreme parameter estimates (although, as pointed out above, such 'extreme' parameters do in no way always coincide with poor forecast performance). For example, in volatility forecasting GARCH and FIGARCH performance is worst for some cases of nearly integrated processes, i.e. 1 1 1 ≈ + β α in the GARCH and 1 ≈ d in the FIGARCH model, respectively. Similarly, the performance of the ARMA models for volume often becomes extremely poor when one of the roots approaches one. For ARFIMA, we also encounter relatively poor results for high estimates of d. Interestingly, the problem of extreme failures in some individual stocks seems non existent for the multifractal model which in this important sense appears to be much more robust -in both its application to volatility and volume -than all the more traditional models.
The big failures of some methods with some series could have quite different sources: first, if some of the underlying time series were, in fact, non-stationary or almost non-stationary, it might simply be that their degree of forecastibility is lower than for some other series. Along a similar line of argument, they might simply possess some large outliers (remember that we included the bubble period) or other particularities, which could have affected our forecasting results. Interestingly, our comparative investigation of alternative forecasts seems to allow to safely excluding this possibility: in all cases there had at least been one method whose forecasts did not perform too badly for exactly the same series (i.e., the MSM model).
An alternative explanation would, therefore, have to look for the fault in the parameter estimates of the poorly performing models. The poor forecasts might then be attributed to the variability of parameter estimates with extreme failures being due to rather large random deviations between estimated and 'true' parameters. 6
In order to see whether restricting the variability of parameter estimates allows us to avoid the defective results in some cases, we designed another forecasting experiment using the mean parameter estimates for each model obtained across our 100 stocks.
These average estimates are taken from Tables 1 to 4 for the volatility models and from Tables 7 to 9 for the models used to forecast volume. To account for varying scale of the fluctuations across stocks, the following adjustments have to be made: 
. Alternatively, we used averages for the dynamic parameters 1 α and 1 β but kept the previous stock-specific estimate of ω which yielded practically identical results.
For the FIGARCH model, the mean volatility level (the unconditional variance) is not defined. However, in practice one has to approximate the fractional difference operator on the RHS of eq. (3) by a finite approximation of its expansion. The chosen cut-off of the infinite sum, then, in fact guarantees existence of the unconditional variance which is given by ( )
where the summation up to the cut-off max k instead of the infinite theoretical sum leads to a non-vanishing (Chung, 2002) . Taking this implication of the practical approach to FIGARCH modelling into account, we can fix the parameter ω similarly as for the GARCH model in order to capture the different scales of fluctuations for individual assets. Alternatively, we also tried the average ω (along with average values of 1 1 ,β α and d) for all stocks which produced practically identical results).
For the multifractal model we simply took the mean estimate of the crucial parameter λ together with the mean of the number of cascade steps rounded to the nearest integer. Since the parameters σ 0 and 0 σ define the scale of the process, the stock-specific sample standard deviation of returns and the sample mean of volume are used in order to maintain the different scales of fluctuations of different assets. Analogously, we also kept the scale parameters of the ARMA and ARFIMA models, but averaged over the remaining parameters. Since we allowed for flexible choice of the number of lags for these models, the mean estimates were computed for the maximum number of lags. The coefficients of the average estimates are, then, the means over the one hundred individual samples with cases of more parsimonious models contributing a zero value for their missing coefficients.
The results of our exercise are quite striking: overall, we mostly see an improvement of forecasting performance when using average instead of individually optimised parameters. Table 12 details our results for volatility: as one can see, under the MSE criterion, we find improvements for all models under almost all perspectives. In particular, the mean MSE is always smaller than with the individual parameter estimates with the improvement being most pronounced for FIGARCH and GARCH whose performance was lacking behind ARFIMA and MSM when using individual parameter estimates. As a result, the three long memory models are now practically head to head with FIGRCH and ARFIMA heading the field and MSM only very slightly behind the pooled FIGARCH and ARFIMA models. Again, for all lags (even the smallest ones) GARCH despite its improvement falls clearly behind the long memory models. What is more, a look at Fig. 4 shows that their better average performance does not come at the price of deterioration of the best cases (the lower part of the whiskers shows little variation between Figs. 2 and 4) . It, therefore, appears that the whole distribution of forecasting results seems to shift to the left. Overall, under the MSE criterion, averaging appears almost unambiguously superior as it not only improves forecasting performance in good cases but also appears to minimize the risk of poor predictions (all the maximum entries are now close to 1). Results are somewhat different under the MAE criterion: here we find a slight deterioration for MSM and ARFIMA over short horizons, but again improvements for GARCH and FIGARCH over all horizons and ARFIMA and MSM at medium to long horizons. The winner for pooled parameter estimates is the GARCH model (except for one day forecasts) while we had a clear dominance of the MSM model for individually optimised estimates. However, with the transition form the formerly winning MSM to GARCH and ARFIMA as the best performing alternatives in the pooled estimation exercise no real gain is achieved under the MAE criterion since the average GARCH prediction essentially coincides with the naïve forecast for horizons of 20 days and more. Therefore, the major gain consists in a reduction of the relative MSE of the worst performing cases.
One remarkable difference between the results for the one hundred stocks with the largest trading volume and the second sample of randomly selected stocks is that the performance of pooled MSM estimates is much weaker in the later case than in the former (details are available upon request). Closer inspection revealed that the higher average estimate of λ in the random sample (1.59) generates less predictability in squared returns due to the larger variability of the volatility components drawn for a Lognormal distribution with a higher λ. Interestingly, using the average λ = 1.32 from the large volume stocks for the random sample as well, we recover results almost identical to those reported in Table 12 . In our view, this rather underlines the power of averaging over estimates as the large average λ is apparently due to a few extreme realizations of individual estimates (maybe due to infrequent trading of some assets) and relying on a pool of estimates for more typical assets (the more frequently traded ones of our first sample) overcomes their detrimental effect. Now turn to volume: again we find improvements throughout under the MSE criterion and the same applies under the MAE criterion when replacing the individual parameter estimates by pooled estimates (Table 13) . Improvements are more spectacular for ARFIMA and particularly so for ARMA, which had a relatively poor performance with individual estimates. For the MSM model, improvements are also consistently observed at all time horizons but the magnitude of changes of MSE and MAE is relatively small. The improvement for the ARFIMA models are so pronounced that its pooled estimates even dominate over the pooled MSM forecasts. However, as can be seen from Fig. 5 , the overall performance of MSM and ARFIMA is now very close for the MSE criterion, while MSM still has a sizable advantage compared to ARFIMA under the MAE criterion. Similarly as with volatility the most striking finding is the highly reduced danger of poor performance, particularly so for ARMA and ARFIMA models. Overall, it appears that using pooled estimates is more useful in improving predictive power for volatility models than for volume prediction, but for both volume and volatility it greatly reduces the danger of arriving at very poorly performing models. It is also instructive to compare the rank correlations between methods for pooled estimates (Tables 14 and 15 ) to those computed for our original estimates (Tables 6 and 11). In contrast to sec. 3 and 4, we now find a much higher correlation among the long memory models over all time horizons which even at a forecasting horizon of one-hundred days remains mostly above 90 percent. This indicates that pooled estimates of different models exploit the same features of the data. Combination of forecasts would, then, surely not improve upon the performance of the best model. In contrast, rank correlation between long memory (FIGARCH, ARFIMA and MSM) and short memory models (GARCH and ARMA) are decreasing much faster with increasing time horizon. Rank correlations between ARIMA and other models become insignificant for the volume forecasts while those of GARCH vis-à-vis other models for volatility show a somewhat disturbing coincidence of significantly positive correlation under MSE and simultaneously significantly negative correlation under MAE.
How can we explain the superiority of pooled forecasts and the good performance of the MSM model for both individual parameter estimates and pooled ones vis-à-vis the dismal behaviour of some other models? We try to shed some light on the possible origin of our findings via the illustration of forecasts over various time horizons from pooled estimates exhibited in Fig. 6 . The chosen stock (Kawasaki Steel) and the time horizon (a snapshot of 500 days from the out-of-sample series) is accidental: the features we wish to highlight can be found in all stocks, and both for volatility and volume forecasts. Comparing the forecasts over 1 day, 10 days, 50 days and 100 days, we first see in the upper left-hand panel, that forecasts from all four models at the one-day horizon are hard to distinguish by the naked eye. Obviously, all models closely track the empirical development of volatility and the subtle differences in their behaviour are certainly not obvious from a visual inspection of the plot without a more detailed statistical analysis. Some remarkable differences emerge when one proceeds to longer forecasting horizons. First, and in accordance with our expectation, GARCH forecasts successively flatten out: while they show a few remaining spikes after bursts of volatility at the 50 period horizon, they show practically no variation any more at the 100 day horizon. The same happens for ARMA forecasts of volume and both findings are in line with the short-memory properties of these models.
All other models, however, show quite some variation even at the longest horizon. The most perplexing feature is perhaps that their reactions are almost perfectly synchronous which, of course, explains their almost identical performance in Tables 12 and 13 and the high rank correlation across stocks. There is nevertheless a certain hierarchy in the strength of their reaction to changes of volatility: ARFIMA's reaction to an increase of contemporaneous volatility is most pronounced, followed by FIGARCH and MSM (in volume, ARFIMA's reaction is also stronger than that of MSM). Note that the forecasts of MSM also look smoother than those of ARFIMA and FIGARCH at all horizons. The likely reason for this weaker reaction to changes of volatility is the regime-switching nature of MSM. Since regime-switching allows for sudden changes of volatility due to renewal of multipliers, it makes the model react less on contemporaneous changes of volatility. Similarly, FIGARCH may have less volatile forecasts than ARFIMA because of the compounding of the volatility process with Normally distributed increments. The absence of both additional sources of stochasticity in the latter model may explain why its forecasts are the most volatile. As the best average performance from pooled parameter estimates is obtained for the FIGARCH model in Table 12 , one is tempted to conclude that forecasts from MSM were too smooth and those from ARFIMA somewhat too volatile. However, the ranking of the three models depends on very tiny differences so that such a conclusion might not be warranted (after all, the mean MSE and MAE will also depend on the average parameter values which will change somewhat with the composition of the pool of stocks so that the ranking might be very sensitive to the number of stocks included).
However, our finding of the tendency of MSM to generate relatively smooth forecasts (due to its 'awareness' of potential shifts in volatility) might also explain its nice performance for single stocks. We conjecture that it is this feature which makes it avoid extreme reactions on changes in contemporaneous volatility and volume, which occur for other models at least in the case of some extreme parameter estimates in the vicinity of non-stationarity. Note: At a significance level of 95 percent, the null hypothesis of no correlation in the performance of different methods would have to be rejected for absolute entries beyond 0.197 (= 1.96 √(n-1)) with n = 100 in our case). Note: At a significance level of 95 percent, the null hypothesis of no correlation in the performance of different methods would have to be rejected for absolute entries beyond 0.197 ( = 1.96 √(n-1)) with n = 100 in our case).
In any case, taking into account the better performance of the long-memory models, our result underscore that the data exhibit features, which are solely detected and exploited by models with long-term dependence. Since pooled GARCH and ARMA forecasts are mostly undistinguishable from naïve forecasts at long horizons, this finding speaks in favour of the either 'true' presence of long correlations or 'apparent' long-term dependence due to regimeswitching in both the volume and volatility data.
Conclusions
This paper has examined the potential of time series models with long memory (FIGARCH, ARFIMA, multifractal) to improve upon the forecasts derived from short-memory models (GARCH for volatility, ARMA for volume). In order to get a broad picture, we have used a large data-base applying the competing models to long forecasting horizons for a long out-ofsample period. A number of interesting results emerged form this exercise: first, as concerns volatility, our selection of long-memory models performs better in most cases than the naive sample variance and GARCH forecasts.
However, this potential improvement against short-memory models is overshadowed by occasional dramatic failures particularly by the FIGARCH model and to a lesser extent by ARFIMA. Interestingly, the newly proposed multifractal approach seems not to suffer at all from this problem. Remarkably, results are better throughout for the MSE than the MAE criterion (some trial runs with other data suggest that this is not a particularity of the Japanese market). Time series methods, thus, seem to be better suited for forecasting large realizations of volatility rather than small or medium ones.
Second, as concerns volume, we find a much higher degree of forecastability than with volatility (both under the MSE and MAE criterion) and again a dominance of long-memory models (ARFIMA and MSM). As with volatility, MSM also provides much safer forecasts which hardly ever rise above the benchmark of unity under the relative MSE criterion. Third, our observation of different degrees of the variability of performance of different methods motivated an analysis of the forecasting quality of pooled estimates (i.e. mean values of estimated parameters over the one hundred selected stocks). Astonishingly, nothing was lost by discarding stock-specific estimates, but results improved under practically all perspectives. In particular, the formerly more 'dangerous' methods with some extremely poorly performing cases now also became as safe as the multi-fractal model. Using pooled estimates, we also saw an even more clear-cut difference between all long-memory models and their short-memory counterparts: as can be seen in Figs. 4 and 5 , pooled GARCH and ARMA quickly converge to the behaviour of naïve forecasts for increasing forecasting horizon yielding uniform relative MSE and relative MAE equal to unity from horizons of about forty days onward. In contrast, the long-memory models all have a uniformly better performance at least with respect to the MSE criterion. It is also remarkable, that rank correlations over markets in the pooled estimation cases are close to unity for the longmemory models showing that they all extract similar information. Overall, these results suggest the following interpretation: volatility and volume are characterized by processes which have strong persistency. While it is not obvious whether the origin of this persistent component is a 'true' long-memory feature or whether it is 'apparent' long memory stemming from a hierarchical regime-switching process, the phenomenology of the data can be captured to some degree by different time series models which have built-in long correlations. The improvement form pooled estimates indicates that persistency is similar across stocks so that one gets a better assessment of the dependence structure by increasing the data size via merging all stocks rather than by the more common fine-tuning of individual estimates. Work in progress, in fact, confirms this view: in preliminary experiments we applied our average estimates from the Japanese market to data from other countries and again found a better performance than with individually estimates parameters. A more systematic exploration of these findings is left for future research.
