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Entanglement plays a central role in quantum information processing, indicating the non-local
correlation of quantum matters. However, few effective ways are known to detect the amount of
entanglement of an unknown quantum state. In this work, we propose a scheme to estimate the
entanglement negativity of any bi-partition of a composite system. The proposed scheme is based
on the random unitary evolution and local measurements on the single-copy quantum states, which
is more practical compared with former methods based on collective measurements on many copies
of the identical state. Meanwhile, we generalize the scheme to quantify the total multi-partite
correlation. We demonstrate the efficiency of the scheme with theoretical statistical analysis and
numerical simulations. The proposed scheme is quite suitable for state-of-the-art quantum platforms,
which can serve as not only a useful benchmarking tool to advance the quantum technology, but
also a probe to study fundamental quantum physics, such as the entanglement dynamics.
I. INTRODUCTION
Entanglement, the very nature of the quantum corre-
lation [1], is instrumental in the study of fundamental
quantum mechanics and the quantum information pro-
cessing tasks [2], such as quantum communication [3–5],
quantum metrology [6, 7], and quantum computing and
simulation [2, 8]. Recently, there are also marriages be-
tween the concept of entanglement and other disciplines,
such as condensed matter and high energy physics, where
entanglement is regarded as the signature of quantum or-
ders and quantum phase transition [9, 10], as well as the
clue of quantum space and time [11].
For a small-scale quantum system, quantum tomog-
raphy [12, 13] is a common tool to extract the com-
plete information of the state and hence quantify the
entanglement. As the system size increases, traditional
tomography becomes impractical and alternative tomo-
graphic methods arise, which utilize the prior-knowledge
of prepared states, such as the low-rank property [14, 15],
area-law entanglement entropy [16–18], or permutation
symmetry [19–21]. Nevertheless, these ansatzs may not
include the state of interest. For example, the states
with volume-law entanglement entropy which arise in the
quench dynamics or the eigenstates of chaotic Hamiltoni-
ans [22]. Moreover, even one can extract the full informa-
tion, the computing of the related entanglement measure
is also a daunting task. Entanglement witnesses [23, 24]
and the associated quantification protocols [25–28] are
also widely used methods. However, they also depend
heavily on the prior-knowledge thus could lead to an un-
successful detection [29–31]. Such difficulties motivate
us to construct a direct entanglement estimation scheme
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without any prior-knowledge of quantum states, which
also needs not the tomographic efforts.
Entanglement entropy between subsystems is a stan-
dard measure for pure states [1]. There are a few of the-
oretical proposals [32–35] and experiment realizations to
measure the Re´nyi -2 entropy in bosonic and spin systems
[36–38], which enable us to observe many-body physics
through the lens of entanglement. Nevertheless, quan-
tum states are in general mixed, especially in the noisy
or open quantum systems. Note that the subsystem may
own large entropy even with only classical correlations.
The quantification of entanglement for mixed states is a
more challenging task [1]. Among the various entangle-
ment measures [39], the (logarithmic) negativity [40, 41]
is a reliable one due to its clear operational meanings in
quantum information processing, such as a upper bound
of entanglement distillation [40], and wide applications
in many-body physics [18, 42].
Recently, Gray et. al. show that negativity can be
faithfully extracted from the first few moments of the
partially-transposed density matrix ρTBAB [43]. Despite its
accurate prediction shown in the numerical simulations,
the scheme there requires a parallel preparation of at
least three identical copies together with a joint quan-
tum measurement. This is quite challenging for current
quantum devices, especially for the systems with high
spatial dimension.
In this work, we propose a scheme to extract the 3-
order negativity-moment, Tr
[
(ρTBAB)
3
]
with a single-copy
state. Our scheme is based on randomized measure-
ments, which lies in the random unitary evolution fol-
lowed by standard measurements [34, 35, 38, 44, 45].
Even though partial transpose is itself not a physical
operation, we can realize this by utilizing permutation
operations effectively generated by random unitaries. By
creating virtual copies with delicate data post-processing,
our scheme can be conducted with quantum operations
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2on single-copies of quantum states, thus dramatically
ease the experiment setups compared with the previous
proposal [43]. As a byproduct, the scheme can also be
used to measure the total correlation between any two
subsystems, which together with negativity can quantify
both classical and quantum correlations in composite sys-
tems.
II. LOGARITHMIC NEGATIVITY
Logarithmic negativity is an entanglement measure de-
fined as,
EN (ρAB) = log |ρTBAB | = log
∑
k
|λk|, (1)
where λk is the eigenvalues of the partially-transposed
matrix ρTBAB , and it is clear that ρ
TA
AB share the same
eigenvalues with ρTBAB . Partial transpose is not completely
positive, thus not a physical operation. For some entan-
gled states, ρTBAB can own negative eigenvalues leading to
EN (ρAB) > 0. Log-negativity owns various operational
interpretations, such as an upper bound to entanglement
distillation rate, a bound on teleportation capacity [40],
and the entanglement cost under a larger operation set
[46].
The value of the negativity EN (ρAB) depends on the
spectrum of ρTBAB , and thus is a complicated non-linear
function of the state. Generally one can utilize tomogra-
phy to reconstruct and then calculate the measure, which
is a daunting task even for medium-scale systems. Re-
cently, Ref. [43] shows that with the assistance of ma-
chine learning, one can extract the negativity just from
the 3-order moment Tr[(ρTBAB)
3]. Note that the first two
moments Tr[(ρTBAB)] = Tr(ρAB) = 1 (normalization), and
Tr[(ρTBAB)
2] = Tr(ρ2AB) (purity) do not carry any infor-
mation about the negative part of the spectrum. The
(3-order) negativity-moment can be expressed as
Tr
[
(ρTBAB)
3
]
= Tr[WAB(1,2,3)(ρ
TB
AB)
⊗3]
= Tr
{[
WAB(1,2,3)
]TB
ρ⊗3AB
}
= Tr
[
(WA(1,2,3) ⊗WB(1,3,2))ρ⊗3AB
]
.
(2)
Here, in the first line, the cyclic permutation operator is
adopted to equivalently express the 3-power of an oper-
ator, and W(1,2,3) |a1, a2, a3〉 = |a2, a3, a1〉. In the second
line, the transpose is equivalently put on the permutation
operator and WT(1,2,3) = W
−1
(1,2,3) = W(1,3,2). Hereafter we
use the cycle structures to denote the elements in S3.
In Fig. 1 we visualize the 3-order purity and negativity
using diagram representations.
As shown in Eq. (2), the direct measurement of the
negatvity-moment needs three copies of ρAB [43]. In this
letter, we utilize the random unitary to effectively make
FIG. 1. Diagram representations of: (a) 3-order purity
Tr[ρ3AB ] and (b) (3-order) negativity-moment Tr[(ρ
TB
AB)
3], as
the cyclic operation on 3 copies of ρAB . The gray dashed lines
denote a periodic boundary condition, i.e., the trace opera-
tion. In the purity case, the two cyclic permutation on A and
B are the same, but for the negativity case they are oppo-
site. The shaded lines denote the other possible realizations
by symmetry.
the virtual copies [34, 35], and thus only needs just single-
copy of ρAB to realize the same measurement. Due to the
symmetry between two parties, we denote
Mneg =
1
2
(
WA(1,2,3) ⊗WB(1,3,2) +WA(1,3,2) ⊗WB(1,2,3)
)
(3)
which is a Hermitian operator in the current form.
III. WEINGARTEN INTEGRAL AND ITS
VIRTUAL REALIZATION
The core idea of the single-copy estimation is to ef-
fectively create cyclic permutation operations, such as
W(1,2,3), using random unitary. To this end, We first
briefly recast the basics about the integral of Haar ran-
dom unitary, i.e., Weingarten integral [47, 48]. Given
any linear operator on the k-copy of d-dimension Hilbert
space X ∈ H⊗kd , the result of the k-fold unitary twirling
channel shows
Φk(X) : =
∫
Haar
dUU⊗kXU†⊗k
=
∑
pi,σ∈Sk
Cpi,σTr(WpiX)Wσ,
(4)
where the integral of U ∈ Hd is from the Haar measure,
and the real coefficients Cpi,σ constitute the symmetric
Weingarten matrix [47, 49]. Note that the result of uni-
tary twirling Φk(X) is the linear combination of the per-
mutation operators Wσ. In our case, when k = 3 one
can directly see that the permutation operator such as
W(1,2,3) emerges under such integral. We also remark
that the integral on the unitary k-design ensemble (such
as the Clifford gates [50, 51]) is enough to reproduce the
same twirling result in Eq. (4). Thus hereafter we denote
the average on unitary ensemble by E
U∈E
, where E can be
Haar measure or other unitary 3-design ensembles.
3Our scheme utilizes the multiplication of measure-
ment probabilities to virtually realize the 3-copy integral.
Here, we start from introducing the single-party scheme
shown as follows.
1. Prepare the state ρ ∈ Hd.
2. Randomly choose unitary U ∈ Hd from the ensem-
ble E , and operate it on ρ to get U(ρ) = UρU†.
3. Measure the state U(ρ) in the computational basis
{|s〉} of Hd.
For a given U , by repeating the measurements, one
can obtain an estimation of the probability P (s|U) =
Tr [|s〉〈s|U(ρ)].
By multiplying the probability P (s|U) three times un-
der the same U and average the different realizations from
the unitary ensemble, one has
Ω(~s, ρ) := E
U∈E
P (s|U)P (s′|U)P (s′′|U)
= E
U∈E
Tr
[|~s〉〈~s|U(ρ)⊗3]
= Tr
[|~s〉〈~s|Φ3(ρ⊗3)]
=
∑
pi,σ∈S3
Cpi,σTr(Wpiρ
⊗3)Wσ(~s),
(5)
where ~s := (s, s′, s′′) is a 3-dit string, Wσ(~s) := 〈~s|Wσ |~s〉,
and the final line is a direct application of the Weingarten
integral in Eq. (4). The term Wσ(~s) is just some delta
function of the indices, for instance, for σ = (1, 2) and
(1, 2, 3), one has δss′ and δss′s′′ , respectively. And the
purity quantities can appear here, for instance, if pi =
(1, 2), (1, 2, 3), Tr(Wpiρ
⊗3) = Tr(ρ2), Tr(ρ3). See Fig. 2
(a), (b) for a diagrammatic illustration.
To extract the target permutations, for example
M+ := W(1,2,3) +W(1,3,2), (6)
which corresponds to Tr(ρ3). One can further linearly
combine the result Ω(~s, ρ) for different measurement out-
puts ~s, described by a function of the indices O(~s).
∑
~s
O(~s)Ω(~s, ρ) =Tr
[∑
~s
O(~s)|~s〉〈~s|Φ3(ρ⊗3)
]
=Tr
[
Φ3(O)ρ⊗3
]
,
(7)
where O = O(~s)|~s〉〈~s| is the corresponding diagonal op-
erator and the final line is due to (Φk)∗ = Φk. See Fig. 2
(c), (d) for an illustration.
Note that the twirling channel is now on O. As a result,
the goal of post-processing is to find proper O such that
Φ3(O) outputs the target combination of permutations.
For M+ in Eq. (6), one has Φ
3(O+) = M+ with
O+(~s) = αδss′s′′ + β(δss′ + δs′s′′ + δss′′) + γ (8)
and α = (d+ 1)(d+ 2), β = −(d+ 1), γ = 2.
FIG. 2. The sketch of the single-copy evaluation, where U
and U† in the orange boxes denote the average on the unitary
ensemble. (a) By multiplying the probability P (s|U) on a
single-copy three times, we equivalently twirl the 3-copy state
to get (b), where there are a few of permutations. (c) In
further post-processing, we linearly combine the results fro
different outputs ~s, and the effective operation is a twirling
channel on the diagonal matrix O with elements O(~s). By
properly choosing O, one can get the target permutations, for
instance, M+ pf Eq. (6) shown in (d).
IV. MEASURING NEGATIVITY-MOMENT
To extract the WA(1,2,3)⊗WB(1,3,2) type operator of Mneg
in Eq. (3), one should effectively twirl on both subsystems
A and B. Similar to the single-party protocol, we still do
projective measurement on the {|a〉} and {|b〉} of A and
B. But now the Step 2 is substituted with the random
unitaries UA⊗UB from the Haar measure (or the unitary
3-design) of HA and HB independently. We denote this
by the bi-local unitary scheme.
For a given UA ⊗UB(ρAB), by repeating the measure-
ments, one can have an estimation of the probability
P (a, b|UA, UB) = Tr [(|a〉〈a| ⊗ |b〉〈b|)UA ⊗ UB(ρAB)] .
(9)
Similar to Eq. (5), by multiplying P (a, b|UA, UB) three
times one has
Ω(~a,~b, ρAB) = Tr
[(
|~a〉〈~a| ⊗ |~b〉〈~b|
)
Φ3A ⊗ Φ3B(ρ⊗3AB)
]
=
∑
pi,σ,
pi′,σ′∈S3
Cpi,σCpi′,σ′Tr
[
(WApi ⊗WBpi′)ρ⊗3AB
]
WAσ (~a)W
B
σ′ (
~b).
(10)
There are totally possible 62 = 36 combinations
of {pi, pi′} appearing in Tr [(WApi ⊗WBpi′)ρ⊗3AB]. To
extract the target permutations, like the single-party
case in Eq. (7) one can introduce the post-processing
diagonal operator O = O(~a,~b)|~a,~b〉〈~a,~b|, such that∑
~a,~bO(~a,
~b)Ω(~a,~b, ρAB) = Tr
[
Φ3A ⊗ Φ3B(O)ρ⊗3AB
]
.
Here we are interested in the negativity-moment
Tr
[
(ρTBAB)
3
]
, and the corresponding observable Mneg in
4Eq. (3) can be decomposed into the following two terms
Mneg =
1
2
(MA+ ⊗MB+ −MAB+ ), (11)
where M+ is defined in Eq. (6). The first term can be
realized locally shown as follows.
Proposition 1. MA+ ⊗ MB+ in Eq. (11) can be real-
ized with the bi-local random unitary scheme, such that
Φ3A ⊗ Φ3B(O) = MA+ ⊗MB+ . Specifically, one can find a
product type O = OA ⊗ OB, satisfying Φ3A(OA) = MA+
and Φ3B(OB) = M
B
+ respectively, with OA and OB given
in Eq. (8).
The second term MAB+ can be realized in a similar
way, nevertheless with global random unitary scheme
UAB . Using the same post-processing operator OAB as in
Eq. (8), the global twirling makes Φ3AB(OAB) = M
AB
+ .
The detailed construction of Mneg is presented in Ap-
pendix B 2.
Although the evaluation scheme requires only single-
copy quantum operations, it needs the global unitaries
UAB which is not easily accessible in the experiments.
One may ask if it is possible to evaluate Mneg just us-
ing bi-local unitary. Unfortunately, in Appendix B 2, we
prove the following no-go result.
Proposition 2. Using the bi-local random unitary
scheme, there is no post-processing strategy O such that
Φ3A ⊗ Φ3B(O) = Mneg.
Proposition 2 also indicates that Tr(ρ3AB) can not be
measured in a bi-local manner, which answers an open
question regarding higher-order moments [38, 52].
The essence of the no-go result is that one cannot dis-
criminate the two 3-order cyclic permutations by local
basis,
Tr[WA(1,2,3) |~a〉 〈~a|] = Tr[WA(1,3,2) |~a〉 〈~a|], (12)
similar for B. Consequently, the bi-local scheme always
take WA(1,2,3) ⊗ WB(1,2,3) and WA(1,2,3) ⊗ WB(1,3,2) equally,
which hiders our construction.
Thus we further consider the Bell measurement on sys-
tem A and B. Note that for the Bell state |Ψ+〉 :=
1√
d
∑d−1
s=0 |s, s〉AB ,
Tr[(WA(1,2,3) ⊗WB(1,2,3))Ψ⊗3+ ] = d,
Tr[(WA(1,2,3) ⊗WB(1,3,2))Ψ⊗3+ ] = 1/d2,
(13)
which breaks the symmetry. Therefore, we construct an
observable OBell on the Bell basis, which represents a
post-processing strategy using the Bell state measure-
ment (BSM) on ρAB . By decomposing Mneg as follows,
Mneg =
1
4
(MA+ ⊗MB+ −MA− ⊗MB− ), (14)
with MA− := (W
A
(1,2,3) −WA(1,3,2)) and similar for B, we
show that
Proposition 3. MA− ⊗ MB− in Eq. (14) can be real-
ized with bi-local random unitary scheme, with the fi-
nal measurement substituted by the BSM between A and
B, i.e., there exist Bell-basis observable OBell such that
(Φ3A ⊗ Φ3B)(OBell) = MA− ⊗MB− .
The proof of the proposition and the detailed construc-
tion of OBell is in Appendix B 3.
V. QUANTIFYING TOTAL CORRELATION
Entanglement negativity quantifies the quantum corre-
lation between the subsystems A and B. Here, we extend
the random circuit scheme to extract the total correlation
with delicate post-processing.
The quantity used to quantify the total correlation is
based on a fidelity measure between two (mixed) states
F2(ρ1, ρ2), which is defined by the operator 2-norm [53],
and also used to quantify the overlap of states [54].
In our case, we are interested in the fidelity between
ρAB and the corresponding marginal ρA ⊗ ρB ,
F2(ρAB , ρA ⊗ ρB) = Tr[ρAB(ρA ⊗ ρB)]
max{Tr[ρ2AB ],Tr[ρ2A]Tr[ρ2B ]}
.
(15)
Note that the 2-order purity terms in the denominator
can be measured with local random unitary scheme [38,
52]. Here, we focus on the numerator Tr[ρAB(ρA ⊗ ρB)],
and it is not hard to check that
Tr[ρAB(ρA ⊗ ρB)] = Tr[(WApi ⊗WBpi′)ρ⊗3AB ]. (16)
for any pi 6= pi′ ∈ {(1, 2), (2, 3), (1, 3)}. Without loss
of generality, we take Mc = W
A
(1,2) ⊗ WB(2,3). Recall
that in Eq. (10) there are various possible combina-
tions of local permutation operators WApi ⊗WBpi′ , similar
as the negativity-moment, we have the following post-
processing for the total correlation.
Proposition 4. Mc = W
A
(1,2)⊗WB(2,3) can be realized with
bi-local random unitary scheme, such that Φ3A⊗Φ3B(O) =
Mc. Specifically, one can find a product type O = OA ⊗
OB, satisfying Φ
3
A(OA) = W
A
(1,2) and Φ
3
B(OB) = W
B
(2,3)
respectively, with
OA(~a) = αAδa,a′ + βA,
OB(~b) = αBδb′,b′′ + βB ,
(17)
with αA = (dA + 1)/dA, βA = −1/dA, similar for B.
Note that OA and OB show a similar form but act on
different copies. We remark that one can generalize the
above discussion to multipartite correlations even with
local unitary scheme [55].
VI. STATISTICAL ERROR ANALYSES
Here we discuss the effect of finite number realization
on the final result. In our scheme, the statistical error
5arises from two aspects: (i) the finite NU rounds of sam-
pling from the random unitary ensemble; (ii) the finite
shot number NM per one unitary round.
Here we assume that different rounds of random uni-
tary and different shots for a given unitary are generated
in an independent and identical distributed (i.i.d.) man-
ner. Therefore, one can describe the i-th shot for a given
unitary U as a random variable rˆU (i), which takes value
|a〉 〈a| with the probability P (a|ρ, U) = Tr[|a〉〈a|UρU†].
Using these random variables, an unbiased estimator
Mˆneg can be constructed for Mneg. Note that in Eq. (11)
Mneg can be written into two terms, and here we take the
estimator of MAB+ as an example, that is,
MˆAB+ (t) = N
−1
3
∑
i<j<k
Tr
[
(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))OAB+
]
(18)
where N3 :=
(
NM
3
)
and t denotes the t-th unitary round.
It is an unbiased estimator in the sense that
E
U∈E
E
a
MˆAB+ (t) = Tr[M
AB
+ ρ
⊗3
AB ]. (19)
The overall estimator is generated by averaging over NU
rounds
MˆAB+ = N
−1
U
NU∑
t=1
MˆAB+ (t), (20)
which is clearly unbiased. The estimator MˆAB++ of M
A
+ ⊗
MB+ and thus Mˆneg can be constructed in a similar way.
See Appendix C for the detailed construction. When
D  1, the variance of Mˆneg has the following form
Var[Mˆneg] ∼ 1
NU
[
c0
D
+
c1
NM
+
c2D
N2M
+
c3D
2
N3M
]
, (21)
where D = dAdB is the dimension of the total Hilbert
space, and {ci} are some constants related to the state
ρ.
In the limit D  NM  1, which is the regime of
practical interest, the variance behaves as Var[Mˆneg] ∼
D2/[NUN
3
M ]. In this case, to make the error less than
, one needs NM = D
2/3 and NU = O(1/2). As a re-
sult, the overall realizations of experiment N scales like
1
2D
2/3. Even though it scales polynomially with the
dimension D, and thus exponentially with the system
size, it is more efficient than the conventional tomogra-
phy. Moreover, we also find that for mixed states and
entangled states, which are actually the normal cases,
the corresponding error decreases compared to the pure
product states. Fig. 3 shows the numerical results of the
statistical error for H5⊗H5 and H10⊗H10 systems. One
can see that for different values of NM , the error always
decreases with slope −0.5 versus NU in the Log-Log plot;
and the error decreases as the increase of the dimension
D, which are both described by our analytical result in
Eq. (21). See Appendix E for more numerical results.
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FIG. 3. Scaling of statistical errors. (a) Average statistical
error of the estimated negativity-moment Tr
[
(ρTBAB)
3
]
as a
function of NU for various NM with D = 10*10; (b) for D=5*5
and 10*10, with NM = ∞. The unitaries are sampled from
the Haar measure numerically, and the prepared state is Bell
state mixed with white noise p = 0.3, i.e., ρAB = (1−p)Ψ+ +
pI/D.
VII. CONCLUDING REMARKS
In this letter, we proposed a scheme to estimate the
3-order moment related to the entanglement negativity,
based on the random unitary evolution and projective
measurements. The scheme can also be used to quantify
the total correlation. Moreover, we propose a general
method to construct the unbiased estimator and analyse
the statistical error, which can also be applied to other
quantum benchmarking tasks.
Due to its single-copy property, the proposed scheme is
feasible with current quantum technology. Note that the
whole scheme only requires unitary 3-designs, which can
be realized by the Clifford circuits that is widely used
in the quantum information processing [50, 51]. These
circuits can be implemented on various quantum plat-
forms, such as superconducting circuits, ion trap, and
linear optics. Besides, there are proposals to realize the
random circuits from quenched Hamiltonian evolution
[35, 56, 57].
The integration of Bell measurement with the bi-local
scheme can also used to measure the 3-order purity
Tr(ρ3AB), which may be extended to higher order ones
to identify the entanglement spectrum [58]. For the to-
tal correlation quantified by the fidelity, it can be directly
extended to multipartite scenario to characterize the cor-
relation hierarchy [59–61].
It is intriguing to apply the proposed scheme to char-
acterize other properties of a many-body wave function,
such as the high order out-of-time-order correlators (es-
pecially the six-point one) [44, 49] and the topological
invariants [45]. Note that the Bell measurement strategy
could contribute to accessing these quantities with local
unitaries. Moreover, it is also interesting to extend the
current scheme to bosons and fermions in the quantum
simulators [35, 57, 62].
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8We provide detailed description of observable construction, statistical analysis and numerical results. In Sec. A,
we introduce some essential knowledge about the random circuits. In Sec. B, we explicitly show how to construct
the Negativity-moment observable using global random unitaries and local measurements or local random unitaries
and Bell-state measurements. In Sec. C, we analyze the finite-size performance of global random unitary protocol.
Finally, in Sec. D and E , we present detailed proofs and more numerical results.
Appendix A: Preliminaries
1. Haar measure and unitary design
In this section and the following one, we give a brief introduction to the integral of unitary according to Haar
measure. And a more detailed review can be found in, e.g., [48, 49, 63]
Haar measure is the unique measure of unitary U ∈ Hd, which is invariant of left and right multiplying any unitary
V for any function f(U). That is,∫
Haar
dU = 1,
∫
Haar
dUf(U) =
∫
Haar
dUf(V U) =
∫
Haar
dUf(UV ). (A1)
In our work, we mainly focus on the integral on the k-copy Hilbert space H⊗kd ,
Φk(X) :=
∫
Haar
dUU⊗kXU†⊗k (A2)
where X is a linear operator and the quantum channel Φk(·) is usually called the “twirling” operation. In the following
section, we give the explicit formula for this integral.
Haar measure is a continuous measure on the Hilbert space, and it is not practical to realize. Alternatively, if one is
just interested in the first k-moments of the integral, it is found that one can use other unitary ensemble. An unitary
ensemble E is called an unitary k-design, if for any X one has
ΦkE(X) :=
∫
E
dUU⊗kXU†⊗k = Φk(X), (A3)
i.e., the k-fold twirling channel of E is the same with the one of Haar. Note that E is an unitary k-design then it is
also a unitary k− 1-design by definition. It is known that the Pauli group is unitary 1-design, and the Clifford group
is unitary 3-design but fails to be a 4-design [50, 51, 64].
2. Schur-Weyl duality and Weigartan formula
In this section, we introduce the explicit result of the twirling operation referred as Weingarten formula, which can
be derived using Schur-Weyl duality.
To this end, we first give the definition of the representation of the permutation element pi ∈ Sk on H⊗kd ,
Wpi =
∑
si∈[d]
|spi(1), spi(2), · · · , spi(k)〉 〈s1, s2, · · · , sk| (A4)
where [d] = {0, 1, 2, · · · d}.
It is not hard to see that [Wpi, U
⊗k] = 0, thus the permutation operator is invariant under the twirling channel
Φk(Wpi) = Wpi. In fact, due to the SchurWeyl duality which makes connection between the irreducible representations
(irreps.) of the permutation group Sk and unitary group U(d), the twirling result can be spanned by all {Wpi}, i.e.,
Φk(X) =
∑
pi,σ∈Sk
Cpi,σTr(WpiX)Wσ, (A5)
where the real coefficients Cpi,σconstitute the symmetric Weingarten matrix C. The index of the Weingarten matrix
Cpi,σ is the permutation operator, and it is the pseudo-inverse (can be inversed as d ≥ k) of the Gram matrix
Qpi,σ = d
cycles(piσ), cycles(piσ) counts the cycle number of piσ depending on the conjugate class.
9When one operates the k-fold twirling channel on any pure product symmetric state |ψ〉⊗k, the result is proportional
to the symmetric subspace [65] showing,
Φk(ψ⊗k) =
Psym
Dsym
,
Psym =
1
k!
∑
pi∈Sk
Wpi, Dsym = C
d+k−1
k .
(A6)
where Psym is the projector of the symmetric subspace.
3. Heisenberg-Weyl operator and Bell-state measurement
For a qudit system A, we denote the computational basis as {|l〉}d−1l=0 . The generalized Pauli generators are defined
to be
Z :=
d−1∑
l=0
exp
(
i
2pi
d
l
)
|l〉 〈l| ,
X :=
d−1∑
l=0
|l + 1〉 〈l| .
(A7)
Here, the addition operation + on the computational basis is defined on the ring Zd. The Heisenberg-Weyl operator
P (u, v) is defined to be
P (u, v) := XuZv =
d−1∑
l=0
exp
(
i
2pi
d
vl
)
|l + u〉 〈l| , (A8)
with u, v = 0, 1, ..., d− 1. It is easy to verify that
Xd =Zd = I, (Xu)† = X−u, (Zv)† = Z−v,
XuZv = exp
(
−i2pi
d
uv
)
ZvXu,
P (u, v)P (u′, v′) = exp
(
−i2pi
d
(uv′ − vu′)
)
P (u′, v′)P (u, v).
(A9)
Define Ψ0,0 := Ψ =
1√
d
∑d−1
j=0 |jj〉. The generalized qudit Bell states [5] are
|Ψu,v〉AB := PB(u, v) |Ψ〉AB
=
1√
d
d−1∑
l=0
exp
(
2pii
d
lv
)
|l〉A ⊗ |l + u〉B ,
(A10)
Denote Ψu,v := |Ψu,v〉 〈Ψu,v|. The qudit Bell states {Ψu,v}d−1u,v=0 form an orthonormal basis, 〈Ψu,v|Ψu′,v′〉 = δu,u′δv,v′ .
We define the Bell-state measurement (BSM) on two qudit system A and B by the projective measurement on
{Ψu,v}d−1u,v=0.
Appendix B: Negativity-moment observable construction
In this section, we discuss how to construct the negativity observables. We first construct the 3-order moment
observable and the negativity-moment observable with global random unitaries, and then construct the negativity-
moment observable with local random unitaries and Bell-state measurement.
Here, we use W0 := W(1,2,3) and W1 := W(1,3,2) to simplify the notation for two cyclic operations. Moreover, we
define Mx0 = M+ := (W0 +W1) and Mx1 = M− := (W0 −W1).
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1. 3-order purity observable based on local random unitaries
As is stated in the main text, we want to construct an observable O ∈ L((HA)⊗3) on three copies of the state
ρ ∈ D(HA) such that
Tr[Φ3(O)ρ⊗3] = Tr[M+ρ⊗3], (B1)
where Φt(·) = E
U∈E
((U†)⊗t · U⊗t) is a t-copy unitary twirling, where E is a set of unitaries which forms a unitary
t-design.
We now show that, to systematically construct O, we only need to consider the projection of O onto the permutation
operators {Wpi}pi∈S3 .
Proposition 5. For two operators O,P ∈ L((HA)⊗t), the following two statements are equivalent,
1. Φt(O) = Φt(P ),
2. Tr[OWpi] = Tr[PWpi],∀pi ∈ St.
Proof. To prove 1⇒ 2, we have
Φt(O) = Φt(P ),
⇒ Tr[Φt(O)Wpi] = Tr[Φt(P )Wpi],∀pi ∈ St,
⇒ Tr[OΦt(Wpi)] = Tr[PΦt(Wpi)],∀pi ∈ St,
⇒ Tr[OWpi] = Tr[PWpi],∀pi ∈ St.
(B2)
Here, the second⇒ is because Φt(·) is a Hermitian-preserving map. The third⇒ is due to the invariance of Wpi under
the twirling operation.
To prove 2⇒ 1, we have
Φt(O) =
∑
pi,σ
cpi,σTr[OWpi]Wσ
=
∑
pi,σ
cpi,σTr[PWpi]Wσ
= Φt(P ).
(B3)
Here, in the second equality, we have used the statement 2.
Proposition 5 implies that, the permutation operators {Wpi} forms a complete basis on the inner-projuct space with
the Hilbert-Schmidt norm and non-singular gram matrix.
Therefore, to construct O such that Φ3(O) = M+ = Φ
3(M+), we only need to construct O+ that satisfies
Tr[O+Wpi] = Tr[M+Wpi],∀pi ∈ S3. (B4)
Note that
Tr[M+Wpi] =

2d, pi = (),
2d2, pi = (12), (23), or (31),
d(d2 + 1), pi = (123) or (132).
(B5)
So the value of Tr[M+Wpi] only depends on the cycle structure of pi. As a result, Tr[O+Wpi] should only depend on
the cycle structure of pi.
Without loss of generality, we set O+ to be the following form
O+ =
∑
~a∈Z3d
O(~a)|~a〉〈~a| =
∑
~a∈Z3d
Owt(~a)|~a〉〈~a|, (B6)
where wt(~a) denotes the weight, i.e., number of the same elements, in ~a. When t = 3, the classification of elements
in Ztd by the weights is sufficient to describe the inner-product Tr[~aWpi]. In higher-order case, however, one has to
introduce the partition number λ(~a), which will be discussed in Section D.
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From Eqs. (B4),(B5), and (B6), we can construct 3 independent equations for three parameters {O1, O2, O3}
dO3 + 3d(d− 1)O2 + d(d− 1)(d− 2)O1 = 2d,
dO3 + d(d− 1)O2 = 2d2,
dO3 = d(d
2 + 1).
(B7)
Solving the equations, we have
O1 = 2, O2 = 1− d, O3 = 1 + d2. (B8)
To express it in a concise form, Owt = 1 + (−d)wt−1. Therefore
O+ =
∑
~a∈Z3d
[
1 + (−d)wt(~a)−1
]
|~a〉〈~a|
=
∑
~a∈Z3d
[αδa1a2a3 + β(δa1a2 + δa2a3 + δa3a1) + γ] |~a〉〈~a|.
(B9)
Here, α = (d+ 1)(d+ 2), β = −(d+ 1), γ = 2.
2. Negativity-moment observable based on global random unitaries and local measurement
As a first trial, we try to construct the bi-partite observable Oneg ∈ L((HAB)⊗3) on the local computational basis
of A and B,
OABneg =
∑
~a,~b∈Z3d
O(~a,~b) |~a〉A 〈~a| ⊗ |~b〉B 〈~b| , (B10)
such that, with local independent random unitary twirling on system A and B independently, we obtain
(Φ3A ⊗ Φ3B)(OABneg) = Mneg := WA0 ⊗WB1 +WA1 ⊗WB0 . (B11)
Note that, Mneg is invariant under local unitary twirling, (Φ
3
A⊗Φ3B)(Mneg) = Mneg. We can generalize Proposition 5
to the following local unitary twirling form.
Proposition 6. For two operators O,P ∈ L((HAB)⊗t), the following two statements are equivalent,
1. (ΦtA ⊗ ΦtB)(O) = (ΦtA ⊗ ΦtB)(P ),
2. Tr[O(WApi ⊗WBα )] = Tr[P (WApi ⊗WBα )],∀pi, α ∈ St.
Proof. To prove 1⇒ 2, we have
(ΦtA ⊗ ΦtB)(O) = (ΦtA ⊗ ΦtB)(P ),
⇒ Tr[(ΦtA ⊗ ΦtB)(O)(WApi ⊗WBα )] = Tr[(ΦtA ⊗ ΦtB)(P )(WApi ⊗WBα )],∀pi, σ ∈ St,
⇒ Tr[O(ΦtA ⊗ ΦtB)(WApi ⊗WBα )] = Tr[P (ΦtA ⊗ ΦtB)(WApi ⊗WBα )],∀pi, σ ∈ St,
⇒ Tr[O(WApi ⊗WBα )] = Tr[P (WApi ⊗WBα )],∀pi, σ ∈ St.
(B12)
Here, the second ⇒ is because (ΦtA ⊗ΦtB)(·) is a Hermitian-preserving map. The third ⇒ is due to the invariance of
W
A(B)
pi under the twirling operation.
To prove 2⇒ 1, we have
(ΦtA ⊗ ΦtB)(O) =
∑
pi,σ,α,β
cpi,σcα,βTr[O(W
A
pi ⊗WBα )]WAσ ⊗WBβ
=
∑
pi,σ,α,β
cpi,σcα,βTr[P (W
A
pi ⊗WBα )]WAσ ⊗WBβ
= (ΦtA ⊗ ΦtB)(P ).
(B13)
Here, in the second equality, we have used the statement 2.
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It seems that, we only need to construct Oneg such that
Tr[Oneg(W
A
pi ⊗WBα )] = Tr[Mneg(WApi ⊗WBα )],∀pi, α ∈ S3. (B14)
Nevertheless, in the following proposition, we show that the construction above is impossible.
Proposition 7. (Proposition 2 in the main text) It is impossible to construct a computational basis observable
Oneg ∈ L((HAB)⊗3) with the form of Eq. (B10), such that one can obtain Mneg with independent local unitary
twirling (Φ3A ⊗ Φ3B) on systems A and B.
Proof. Suppose we can construct Oneg =
∑
~a,~bO(~a,
~b) |~a〉A 〈~a| ⊗ |~a〉B 〈~a| such that (ΦtA ⊗ ΦtB)(Oneg) = Mneg, then
Eq. (B14) holds.
Now we consider the case when pi, σ is (123) or (132). We have
Tr[Oneg(W
A
0 ⊗WB0 )] =
∑
~a,~b∈Z3d
O(~a,~b)Tr[|~a〉A 〈~a|WA0 ]Tr[|~b〉A 〈~b|WB0 ]
=
∑
~a,~b∈Z3d
O(~a,~b)Tr[|~a〉A 〈~a|WA0 ]Tr[|~b〉A 〈~b|WB0 ]T
=
∑
~a,~b∈Z3d
O(~a,~b)Tr[|~a〉A 〈~a|WA0 ]Tr[|~b〉A 〈~b|WB1 ]
= Tr[Oneg(W
A
0 ⊗WB1 )],
(B15)
where the second equality is due to the invariance of the transpose operation on a number. Similarly, we can prove
that Tr[Oneg(W
A
0 ⊗WB1 )] = Tr[Oneg(WA1 ⊗WB0 )] = Tr[Oneg(WA1 ⊗WB1 )]. On the other hand, the projection values
of Mneg on the permutation basis W
A
0 ⊗WB0 and WA0 ⊗WB1 are
Tr[MnegW
A
0 ⊗WB0 ] = Tr[WA0 WA0 ]Tr[WB1 WB0 ] + Tr[WA1 WA0 ]Tr[WB0 WB0 ] = 2d4,
Tr[MnegW
A
0 ⊗WB1 ] = Tr[WA0 WA0 ]Tr[WB1 WB1 ] + Tr[WA1 WA0 ]Tr[WB0 WB1 ] = d2 + d6 6= Tr[MnegWA0 ⊗WB0 ].
(B16)
Consequently, Eq. (B14) cannot hold. Therefore, no legal Oneg exists.
Although Mneg cannot be directly constructed by local random unitaries, we notice that
(Φ3A ⊗ Φ3B)(OA+ ⊗OB+) = MA+ ⊗MB+ = MABneg +MAB+ , (B17)
where MAB+ := W
A
0 ⊗WB0 + WA1 ⊗WB1 is the global 3-order purity operator, which can be constructed by global
random unitary twirling,
Φ3AB(O
AB
+ ) = M
AB
+ , (B18)
with
OAB+ =
∑
~c∈Z3
d2
O(~c) |~c〉AB 〈~c| =
∑
~c∈Z3
d2
[
1 + (−d)wt(~c)−1
]
|~c〉AB 〈~c| . (B19)
Here, {|~c〉} = {|~a〉 ⊗ |~b〉} is the relabelled computational basis of system A and B. Then
MABneg = Φ
3
A(O
A
+)⊗ Φ3B(OB+)− Φ3AB(OAB+ ). (B20)
In the experiment, we first estimate OA+ ⊗ OB+ with local random unitaries, and then estimate OAB+ with global
random unitaries, and the estimation of negativity-moment is generated by the difference of them.
3. Negativity observable based on local random unitaries and Bell-state measurement
From Proposition 7, we have already known that, with local computational basis measurement and local random
unitaries, one cannot construct the Mneg operator. This is due to the intrinsic parity symmetry of W0 and W1 on the
computational basis
Tr [W0|s, s′, s′′〉〈s, s′, s′′|] = Tr [W1|s, s′, s′′〉〈s, s′, s′′|] = δs,s′,s′′ ,∀s, s′, s′′ = 0, 1, ..., d− 1. (B21)
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As a result, for bipartite system, the actions of {WAi ⊗WBj }i,j=0,1 on the tensor-ed computational basis are always
the same,
Tr
[
(WAi ⊗WBj ) |s, s′, s′′〉A 〈s, s′, s′′| ⊗ |t, t′, t′′〉B 〈t, t′, t′′|
]
= Tr
[
WAi |s, s′, s′′〉A 〈s, s′, s′′|
]
Tr
[
WBj |t, t′, t′′〉B 〈t, t′, t′′|
]
= δs,s′,s′′δt,t′,t′′ ,∀s, s′, s′′, t, t′, t′′ ∈ 0, 1, ..., d− 1.
(B22)
which is irrelevant to the value of i and j.
However, if we correlate the basis of A and B, then the actions of WAi ⊗WBj can be dependent on cyclic direction
i and j. For example, the action of WAi ⊗WBj on the Bell state |Ψ+〉AB :=
1√
d
∑d−1
s=0 |s, s〉AB is given by
Tr
[
(WAi ⊗WBj )(ΨAB ⊗Ψ′AB ⊗Ψ′′AB)
]
=
{
d3, i = j
d, i 6= j. (B23)
Here Ψ := |Ψ〉 〈Ψ|. Eq. (B23) implies that, it is possible to realize the negativity measurement using a single-copy of
ρAB , local random unitaries on A and B, assisted with Bell-state measurement (BSM).
Suppose now we have three copies of a given two qudit system HA ⊗ HB . Our aim is to construct an observable
OAB−− on the tensor-ed Bell-diagonal basis,
O−− =
d−1∑
u1,u2,u3;v1,v2,v3=0
O(u1, u2, u3; v1, v2, v3)Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 , (B24)
such that
Φ3A ⊗ Φ3B(O−−) = MAB−− := MA− ⊗MB− = (WA0 −WA1 )⊗ (WB0 −WB1 ). (B25)
Note that MA− ⊗MB− is a Hermitian operator, hence it can be constructed using an observable. As a comparison, M−
on a single system is non-Hermitian.
Recall that we have introduced observable OA+ such that Φ
3
A(O+) = M
A
+ . Combine this with O−−, we can construct
the negativity operator,
MABneg := W
A
0 W
B
1 +W
A
1 W
B
0 =
1
2
(
MA+ ⊗MB+ −MA− ⊗MB−
)
=
1
2
Φ3A ⊗ Φ3B (O+ ⊗O+ −O−−) . (B26)
Proposition 8. (Proposition 3 in the main text) MAB−− in Eq. (B25) can be realized with bi-local random unitary
twirling, if the final computational basis measurement is substituted with the Bell state measurement between A and
B, i.e., there exist Bell-basis observable O−− such that (Φ3A ⊗ Φ3B)(OBell) = MAB−− .
Proof. Based on Proposition 6, Eq. (B25) is equivalent to
Tr
[
O−−(WApi ⊗WBσ )
]
= Tr
[
(MA− ⊗MB− )(WApi ⊗WBσ )
]
, ∀pi, σ ∈ S3. (B27)
The right-hand side (RHS) of Eq. (B27) is easy to be solved,
Tr
[
(MA− ⊗MB− )(WApi ⊗WBσ )
]
= Tr
[
(WA0 −WA1 )WApi
]
Tr
[
(WB0 −WB1 )WBσ
]
=

d2(d2 − 1)2, WApi = WBσ = W0 or WApi = WBσ = W1,
−d2(d2 − 1)2, WApi = W0,WBσ = W1 or WApi = W1,WBσ = W0,
0, otherwise.
(B28)
To construct a Bell-diagonal O−−, we first figure out the effect of (WApi ⊗ WBσ ) on a given tensor-ed Bell state
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Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 . We have
φ(~u,~v;pi, σ) = Tr
[
(Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3)(WApi ⊗WBσ )
]
= Tr
{
(Ψ+ ⊗Ψ+ ⊗Ψ+)
[
P †B1 ⊗ P †B2 ⊗ P †B3
]
(WApi ⊗WBσ ) [PB1 ⊗ PB2 ⊗ PB3]
}
= Tr
{
(Ψ+ ⊗Ψ+ ⊗Ψ+)
[(
P †B1PBσ(1)
)
⊗
(
P †B2PBσ(2)
)
⊗
(
P †B3PBσ(3)
)]
(WApi ⊗WBσ )
}
= Tr
{
(WApi ⊗ IB)(Ψ+ ⊗Ψ+ ⊗Ψ+)
[(
P †B1PBσ(1)
)
⊗
(
P †B2PBσ(2)
)
⊗
(
P †B3PBσ(3)
)]
(IA ⊗WBσ )
}
= Tr
{
(Ψ+ ⊗Ψ+ ⊗Ψ+)
[(
P †B1PBσ(1)
)
⊗
(
P †B2PBσ(2)
)
⊗
(
P †B3PBσ(3)
)]
(IA ⊗WBσpi−1)
}
=
1
d3
Tr
[(
P †B1PBσ(1)
)
⊗
(
P †B2PBσ(2)
)
⊗
(
P †B3PBσ(3)
)
WBσpi−1
]
.
(B29)
Here, PBi := PB(ui, vi), ~u := (u1, u2, u3), and ~v := (v1, v2, v3). The forth equal sign is due to the transpose property
of Bell state,
(MA ⊗ IB)Ψ+ = (IA ⊗ (MT )B)Ψ+. (B30)
In Fig. 4 we draw the simplification procedure based on the tensor network graph.
(a) (b)
(c) (d)
FIG. 4. The simplification procedure of solving φ(~u,~v;pi, σ) in Eq. (B29). Here we take pi = (132) and σ = (123) for example.
We now summarize the values of d3 φ(~u,~v;pi, σ) in Table I,
WBσ \WApi () (2,3) (1,3) (1,2) (1,2,3) (1,3,2)
() d3 d2 d2 d2 d d
(2,3) d2 Tr[P †2P3]Tr[P
†
3P2] d d Tr[P
†
2P3]Tr[P
†
3P2] Tr[P
†
2P3]Tr[P
†
3P2]
(1,3) d2 d Tr[P †1P3]Tr[P
†
3P1] d Tr[P
†
1P3]Tr[P
†
3P1] Tr[P
†
1P3]Tr[P
†
3P1]
(1,2) d2 d d Tr[P †1P2]Tr[P
†
2P1] Tr[P
†
1P2]Tr[P
†
2P1] Tr[P
†
1P2]Tr[P
†
2P1]
(1,2,3) d Tr[P †2P3]Tr[P
†
3P2] Tr[P
†
1P3]Tr[P
†
3P1] Tr[P
†
1P2]Tr[P
†
2P1] Tr[P
†
1P2]Tr[P
†
2P3]Tr[P
†
3P1] Tr[P
†
1P2P
†
3P1P
†
2P3]
(1,3,2) d Tr[P †2P3]Tr[P
†
3P2] Tr[P
†
1P3]Tr[P
†
3P1] Tr[P
†
1P2]Tr[P
†
2P1] Tr[P
†
1P3P
†
2P1P
†
3P2] Tr[P
†
1P3]Tr[P
†
2P1]Tr[P
†
3P2]
TABLE I. The coefficients of Bell diagonal state projection on permutation operators d3φ(~u,~v;pi, σ). Here, Pi := P (ui, vi).
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The five independent coefficients of φ(~u,~v;pi, σ) in Table I are Tr[P †1P2],Tr[P
†
2P3],Tr[P
†
3P1],Tr[P
†
1P3P
†
2P1P
†
3P2] and
Tr[P †1P2P
†
3P1P
†
2P3]. Based on the weight of three Pauli operators, i.e., the number of the same Pauli operators, we
list the value of these coefficients in Table II,
Terms Tr[P †1P2] Tr[P
†
2P3] Tr[P
†
3P1] Tr[P
†
1P3P
†
2P1P
†
3P2] Tr[P
†
1P2P
†
3P1P
†
2P3]
PPP (P1 = P2 = P3) d d d d d
PPQ (P1 = P2 6= P3) d 0 0 d d
PQP (P1 = P3 6= P2) 0 d 0 d d
QPP (P2 = P3 6= P1) 0 0 d d d
PQR (P1, P2, P3 all different) 0 0 0 d exp
[
− 2pi
d
~I · (~u× ~v)
]
d exp
[
2pi
d
~I · (~u× ~v)
]
TABLE II. The coefficients of φ(~u,~v;pi, σ) depending on the weight of Pi. Here, Pi := P (ui, vi), ~I := (1, 1, 1), ~u :=
(u1, u2, u3), ~v := (v1, v2, v3).
Recall that the coefficients of MA− ⊗MB− in Eq. (B28) is invariant under the cyclic operations WA0 ,WA1 ,WB0 and
WB1 , therefore
Tr[(MA− ⊗MB− )(WA(1,2) ⊗WB(1,2))]
= Tr[(WA0 ⊗ I)(MA− ⊗MB− )(WA0 ⊗ I)†(WA(1,2) ⊗WB(1,2))]
= Tr[(MA− ⊗MB− )(WA0 ⊗ I)†(WA(1,2) ⊗WB(1,2))(WA0 ⊗ I)]
= Tr
[
(MA− ⊗MB− )
(
WA(2,3) ⊗WB(1,2)
)]
.
(B31)
Similarly, we can show that the inner product of (MA− ⊗MB− ) and any swapping operations should be the same.
Therefore, based on Table II, without loss of generality, we may assume all the terms with the form PPQ (P1 = P2 6=
P3) own the same coefficient O(~u,~v) as the corresponding terms PQP and QPP .
Define
wt(~u,~v) := {numbers of the same index pairs in (u1, v1), (u2, v2), (u3, v3)}. (B32)
Therefore, the element number of (~u,~v) with wt(~u,~v) = 3, 2, 1 is d2, 3d2(d2 − 1) and d2(d2 − 1)(d2 − 2), respectively.
For the elements with wt(~u,~v) = 1, we define the rotation angle
θ(~u,~v) := ~I · (~u× ~v) = (u1v2 + u2v3 + u3v1)− (u1v3 + u2v1 + u3v2), (B33)
where the multiplication and addition is defined on the integer ring Zd. We also assume that the elements with the
same value of θ share the same coefficients. The coefficients φ(~u,~v;pi, σ) is now reduced to φ(wt, θ;pi, σ), which is only
related to the weight wt and rotation angle θ. Note that, for the elements with wt = 3 and wt = 2, rotation angle
θ = 0.
Based on the value of wt and θ, we simplify O−− to be in the form
O−− = O(3)
∑
wt(~u,~v)=3
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 +O(2)
∑
wt(~u,~v)=2
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3
+
∑
wt(~u,~v)=1
O(1; θ(~u,~v))Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 .
(B34)
Combined with Eqs. (B28), (B29) and (B34), Eq. (B25) is now reduced to
3∑
wt=2
φ(wt, 0;pi, σ)O(wt, 0)n(wt, 0) +
d−1∑
θ=0
φ(1, θ;pi, σ)O(1, θ)n(1, θ)
=

d2(d2 − 1)2, WApi = WBσ = W0 or WApi = WBσ = W1,
−d2(d2 − 1)2, WApi = W0,WBσ = W1 or WApi = W1,WBσ = W0,
0, otherwise.
(B35)
Where n(wt0, θ0) is the number of index pairs (~u,~v) with wt(~u,~v) = wt0 and θ(~u,~v) = θ0. We know that n(3, 0) =
d2, n(2, 0) = 3d2(d2 − 1), and ∑θ n(1, θ) = d2(d2 − 1)(d2 − 2). Moreover, since
θ(~u,~v) = −θ(~v, ~u), (B36)
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we have n(1, θ) = n(1,−θ).
Note that φ(1, θ; ~u,~v) = φ(1,−θ; ~u,~v)∗. Hereafter, we set O(1, θ) = O(1,−θ) to be a real number.
To further simplify Eq. (B35), we suppose that:
1. When n is even, O(1, θ) = 0 if θ 6= 0 or d/2.
2. When n is odd, O(1, θ) = 0 if θ 6= 0, (d− 1)/2 or (d+ 1)/2.
Then∑
θ 6=0
φ(1, θ; ~u,~v)O(1, θ)n(1, θ) =
{
φ(1, d/2; ~u,~v)O(1, d/2)n(1, d/2), d is even,
2Re[φ(1, (d+ 1)/2; ~u,~v)]O(1, (d+ 1)/2)n(1, (d+ 1)/2), d is odd.
(B37)
We denote
Q(1, d/2) =
{
O(1, d/2)n(1, d/2), d is even,
2O(1, (d+ 1)/2)n(1, (d+ 1)/2), d is odd,
(B38)
Then there are only four unknown parameters Q(2, 0), Q(3, 0), Q(1, 0) and Q(1, d/2).
When d is even, after eliminating all the redundant terms in Eq. (B35), we obtain the following linear equation,d d d d0 0 d2/3 d20 0 0 d3
d −d d d

 Q(1, 0)Q(1, d/2)Q(2, 0)
Q(3, 0)
 =
 00d5(d2 − 1)2
−d5(d2 − 1)2
 . (B39)
Solve Eq. (B39), we have Q(1, d/2)Q(1, 1)Q(2, 0)
Q(3, 0)
 = d2(d2 − 1)2

− 12 (d2 − 4)
1
2d
2
−3
1
 . (B40)
Therefore, the observable O−− is
O−− =
3∑
wt(~u,~v)=2
Q(wt, 0)
n(wt, 0)
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 +
∑
wt(~u,~v)=1,θ(~u,~v)=0
Q(1, 0)
n(1, 0)
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3
+
∑
wt(~u,~v)=1,θ(~u,~v)=d/2
Q(1, d/2)
n(1, d/2)
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 .
(B41)
When d is odd, after eliminating all the redundant terms in Eq. (B35), we obtain the following linear equation,
d d d d
0 0 d2/3 d2
0 0 0 d3
d d cos(d+1d pi) d d

 Q(1, 0)Q(1, d/2)Q(2, 0)
Q(3, 0)
 =
 00d5(d2 − 1)2
−d5(d2 − 1)2
 . (B42)
Solve Eq. (B39), we have Q(1, d/2)Q(1, 1)Q(2, 0)
Q(3, 0)
 = d2(d2 − 1)2

−d2−2−2 cos(pi/d)
cos( d+1d pi)−1
1
2d
2 sec(pi/2d)2
−3
1
 , (B43)
when d 1, the solution in Eq. (B43) becomes the one in Eq. (B40).
Therefore, the observable O−− is
O−− =
3∑
wt(~u,~v)=2
Q(wt, 0)
n(wt, 0)
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 +
∑
wt(~u,~v)=1,θ(~u,~v)=0
Q(1, 0)
n(1, 0)
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3
+
∑
wt(~u,~v)=1,θ(~u,~v)=(d±1)/2
Q(1, d/2)
n(1, d/2)
Ψu1,v1 ⊗Ψu2,v2 ⊗Ψu3,v3 .
(B44)
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Appendix C: Statistical analysis
In this section, we analyze the statistical fluctuation of the estimation process. We start from the variance analysis
of the 3-order purity estimation Tr[ρ3]. Then, with similar methods, we consider the statistical fluctuation in the
negativity estimation.
Here, we use the symbols with hat rˆ to denote a random variable, and corresponding normal font r to denote its
value.
1. Statistical analysis of 3-order moment estimation
We start from the estimation of 3-moment Tr[ρ3] for the quantum state on system A, i.e., ρ ∈ D(HA). Recall that
Tr[ρ3] =
1
2
Tr[M+(ρ⊗ ρ⊗ ρ)]
=
1
2
E
U∈E
∑
~a∈Z3d
[
1 + (−d)wt(~a)−1
]
P (a1|U)P (a2|U)P (a3|U),
(C1)
where E is a unitary group which forms the unitary 3-design, ~a = [a1, a2, a3] is a 3-dit vector in the ring Z3d := (Zd)⊗3,
wt(~a) denotes the number of the same values in ~a, e.g., wt([0, 2, 3]) = 1 while wt([0, 1, 1]) = 2. P (a|U) denotes the
probability
P (a|U) := 〈a|UρU†|a〉 . (C2)
To estimate the 3-order purity, we perform NUNM times of experiments in total, and the estimation procedure is
as follows,
Mˆ+(E , NU , NM ) : Estimator function for 3-order moment Tr[ρ3].
1. Set Mˆ+ := 0.
2. For t = 1, 2, ..., NU , Do
(a) Randomly choose a unitary Ui from group E ,
(b) Set NM -dit measurement register to zero vector Vˆ := [0, 0, ..., 0],
(c) For i = 1, 2, ..., NM , Do
i. Generate a sample: first prepare ρ, then apply Ui on it, and then measure it on the computational
basis,
ii. Record the measurement result a to register Vˆ (i) = a.
(d) For i, j, k = 1, 2, ..., NM and i < j < k, Do
i. Set Mˆ+(t) :=
1
2
(
NM
3
)−1 [
1 + (−d)wt([Vˆ (i),Vˆ (j),Vˆ (k)])−1
]
.
ii. Set Mˆ+ +=
1
NU
Mˆ+(t).
3. Return Mˆ+.
In the Mˆ+ experiment, we generate NU independent estimators Mˆ+(t). For each estimator, we first randomly
sample Uˆ from the set E , and then generate independent variables {aˆi}NMi=1 with the conditional probability P (a|U).
For the simplicity of later discussion, we describe the whole experiment process as generating NUNM independent
estimators {rˆU (i)}. The i-th estimator is
rˆU (i) = |aˆi〉〈aˆi| := |a〉〈a|, with probability P (a|U) := Tr[|a〉〈a|UρU†], (C3)
where U is randomly chosen from E . Therefore rˆU (i) is the matrix expression of variable aˆi, which is dependent on
the preset variable Uˆ .
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For a diagonal operator Q ∈ L(HA) such that Q = ∑a∈Zd Q(a)|a〉〈a|, we have
E Tr[rˆU (i)Q] = E
U∈E
∑
a∈Zd
Q(a)P (a|U)
= E
U∈E
∑
a∈Zd
Q(a)Tr[U†|a〉〈a|Uρ]
= E
U∈E
∑
a∈Zd
Tr[U†QUρ]
= Tr[Φ1(Q)ρ].
(C4)
Similarly, for Q ∈ L((HA)⊗3) and three independent estimators {rˆU (i), rˆU (j), rˆU (k)}, we have
E Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))Q]
= Tr[Φ3(Q)ρ⊗ ρ⊗ ρ]. (C5)
To express the 3-moment estimator Mˆ+ with {rˆU (i)}, we first split it to several independent estimators
Mˆ+ =
1
NU
NU∑
t=1
Mˆ+(t), (C6)
with each estimator a chosen fixed random unitary U(t). Each independent estimator can be further written as
Mˆ+(t) =
1
2
(
NM
3
)−1 ∑
i<j<k
Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]. (C7)
The expectation value of Mˆ+(t) is
E(Mˆ+(t)) =
1
2
(
NM
3
)−1
E
 ∑
i<j<k
Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]

=
1
2
(
NM
3
)−1 ∑
i<j<k
Tr[Φ3(O+)ρ⊗ ρ⊗ ρ]
= Tr[ρ3].
(C8)
The second and third equality are due to Eq. (C5) and (C1), respectively. Therefore, {Mˆ+(t)} are unbiased estimators
for Tr[ρ3].
We now calculate the variances of the estimators Mˆ+(t) and Mˆ+.
Proposition 9. For the estimator Mˆ+(E , NU , NM ), the variances of Mˆ+(t) and Mˆ+ are
Var[Mˆ+(t)] = ν(NM , d),
Var[Mˆ+] =
1
NU
ν(NM , d),
(C9)
where
ν(NM , d) :=
1
4
Γ6 +
9
4
1
NM
Γ5 +
9
2
1
N2M
Γ4 +
3
2
1
NM (NM − 1)(NM − 2)Γ3 − Tr[ρ
3]2. (C10)
Here the variance terms Γ3,Γ4,Γ5,Γ6 are
Γ3(ρ,O
2
+, E) := Tr[Φ3(O2+)ρ⊗3],
Γ4(ρ,O123,124, E) := Tr[Φ4(O123,124)ρ⊗4],
Γ5(ρ,O123,145, E) := Tr[Φ5(O123,145)ρ⊗5],
Γ6(ρ,O
⊗2
+ , E) := Tr[Φ6(O⊗2+ )ρ⊗6],
(C11)
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and
O123,145 :=
∑
~a∈Z5d
O+(a1a2a3)O+(a1a4a5)|~a〉〈~a|,
O123,124 :=
∑
~a∈Z4d
O+(a1a2a3)O+(a1a2a4)|~a〉〈~a|.
(C12)
Proof. By the total variance law, the variance Var[Mˆ+(t)] is
Var[Mˆ+(t)] = E
U
[
Var
a
(Mˆ+(t)|U)
]
+ Var
U
[
E
a
(Mˆ+(t)|U)
]
= E
U
[
E
a
(Mˆ2+(t)|U)− E
a
(Mˆ+(t)|U)2
]
+ E
U
[
E
a
(Mˆ+(t)|U)2
]
−
[
E
U
E
a
(Mˆ+(t)|U)
]2
= E
U
[
E
a
(Mˆ2+(t)|U)
]
−
[
E
U
E
a
(Mˆ+(t)|U)
]2
.
(C13)
Here, the second term is just Tr[ρ3]2. We now focus on the calculation of the first term,
E
U
[
E
a
(Mˆ2+(t)|U)
]
=
1
4
(
NM
3
)−2 ∑
i<j<k
l<m<n
{
E
U
E
a
{Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]Tr[(rˆU (l)⊗ rˆU (m)⊗ rˆU (n))O+]}
}
.
(C14)
Here {rˆU (i), rˆU (j), rˆU (k)} ({rˆU (l), rˆU (m), rˆU (n)}) is a group of independent estimators from the set {rˆU (p)}NMp=1.
However, there may be collision (i.e., the same indices) between estimator group (i, j, k) and (l,m, n). Based on
the collision number (denoted as Co[(i, j, k); (l,m, n)]), the expectation value will be different. We then group the
estimators and reduce Eq. (C14) to
E
U
[
E
a
(Mˆ2+(t)|U)
]
=
1
4
(
NM
3
)−2{ ∑
Co[(i,j,k);
(l,m,n)]=0
E {Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]Tr[(rˆU (l)⊗ rˆU (m)⊗ rˆU (n))O+]}
+
∑
Co[(i,j,k);
(l,m,n)]=1
E {Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]Tr[(rˆU (l)⊗ rˆU (m)⊗ rˆU (n))O+]}
+
∑
Co[(i,j,k);
(l,m,n)]=2
E {Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]Tr[(rˆU (l)⊗ rˆU (m)⊗ rˆU (n))O+]}
+
∑
Co[(i,j,k);
(l,m,n)]=3
E {Tr[(rˆU (i)⊗ rˆU (j)⊗ rˆU (k))O+]Tr[(rˆU (l)⊗ rˆU (m)⊗ rˆU (n))O+]}
}
(C15)
=
1
4
(
NM
3
)−2{(
NM
6
)(
6
0
)(
6
3
)
E
U
{Tr[(ρU ⊗ ρU ⊗ ρU )O+]2}+
(
NM
5
)(
5
1
)(
4
2
)
E
{
Tr[(rˆU (1)⊗ ρU ⊗ ρU )O+]2
}
+
(
NM
4
)(
4
2
)(
2
1
)
E
{
Tr[(rˆU (1)⊗ rˆU (2)⊗ ρU )O+]2
}
+
(
NM
3
)(
3
3
)(
0
0
)
E
{
Tr[(rˆU (1)⊗ rˆU (2)⊗ rˆU (3))O+]2
}}
=
1
4
(
NM
3
)−2{(
NM
6
)(
6
0
)(
6
3
)
Tr[Φ6(O+ ⊗O+)ρ⊗6]}+
(
NM
5
)(
5
1
)(
4
2
)
Tr[Φ5(O123,145)ρ
⊗5]
+
(
NM
4
)(
4
2
)(
2
1
)
Tr[Φ4(O123,124)ρ
⊗4] +
(
NM
3
)(
3
3
)(
0
0
)
Tr[Φ3(O2+)ρ
⊗3]
}
=
1
4
(
NM
3
)−1{
(NM − 3)(NM − 4)(NM − 5)
6
Γ6 +
3
2
(NM − 3)(NM − 4)Γ5 + 3(NM − 3)Γ4 + Γ3
}
=
1
4
Γ6 +
9
4
1
NM
Γ5 +
9
2
1
N2M
Γ4 +
3
2
1
NM (NM − 1)(NM − 2)Γ3.
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Here, in the second equality, we calculate the collision number of each case and utilize the property that the expectation
value only depends on the collision number, and ρU := UρU
†.
The variance of the overall estimator is then upper bounded by
Var[Mˆ+] = E[Mˆ2+]− E[Mˆ+]2
=
1
N2U
NU∑
t,q=1
{
E[Mˆ+(t)Mˆ+(q)]− E[Mˆ+(1)]2
}
=
1
N2U
NU∑
t=1
{
E[Mˆ+(t)Mˆ+(t)]− E[Mˆ+(1)]2
}
=
1
NU
Var[Mˆ+(1)] =
1
NU
ν(NM , d).
(C16)
Applying the Bernstein’s inequality [66], we obtain Proposition 10, as a concrete concentration result.
Proposition 10. Using the estimator Mˆ+(E , NU , NM ), the probability that the deviation  of estimated 3-moment
O3 from Tr[ρ
3] is bounded by
Pr[|O3 − Tr(ρ3)| ≥ ] ≤ 2 exp
[
− NU 
2
2ν(NM , d) + 2/3
]
, (C17)
where ν(NM , d) is defined in Eq. (C10).
Proof. The Bernstein’s inequality states that, for i.i.d. variables x1,x2, ...,xN with E(xi) = 0, |xi| ≤ τ for all i =
1, 2, ..., N , then
Pr
[(
1
N
N∑
i=1
xi
)
≥ 
]
≤ exp
[
− N
2
2σ2 + 2τ/3
]
,
Pr
[(
1
N
N∑
i=1
xi
)
≤ −
]
≤ exp
[
− N
2
2σ2 + 2τ/3
]
,
(C18)
where σ2 := 1N
∑N
i=1 Var[xi] and  > 0.
Now we set xt := Ot − Tr[ρ3], then E(xt) = 0. We have |xt| ≤ 1, and σ2 = ν(NM , d) from Proposition 9. Apply
Eq. (C18) twice, we obtain Eq. (C17).
From Proposition 9 we know that, as long as we can direct solve (or upper bound) the value of Γ3,Γ4,Γ5,Γ6, we
can then calculate the variance Var[Mˆ+] directly. In Section D, we will calculate Γ3,Γ4,Γ5,Γ6 in different cases of
system dimension d, trial number NM and the rank of state ρ. We summarize the results as follows.
Values of variance terms {Γt}: (assuming E is a unitary 6-design)
1. (Proposition 13) When the state ρ ∈ D(HA) is pure, we have
Γ3 =
6d2 − 2d+ 8
d+ 2
< 6d2,
Γ4 = 4
3d3 + 5d2 − d+ 5
d2 + 5d+ 6
< 14d,
Γ5 =
48d3 + 68d2 + 60d+ 64
d3 + 9d2 + 26d+ 24
< 48,
Γ6 = 4
d4 + 59d3 + 107d2 + 109d+ 84
d4 + 14d3 + 71d2 + 154d+ 120
< 10,
(C19)
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2. (Proposition 15) When d 1, the leading terms of Γt with respect to d are
Γ3 ∼ 1
d3
{
d5 + 3d5Tr[ρ2] + 2d5Tr[ρ3]
}
,
Γ4 ∼ 1
d4
{
d5Tr[ρ2] + 3d5Tr[ρ2]2 + 4d5Tr[ρ3] + 6d5Tr[ρ4]
}
,
Γ5 ∼ 1
d5
{
2d5Tr[ρ2]2 + 16d5Tr[ρ2]Tr[ρ3] + 6d5Tr[ρ4] + 24d5Tr[ρ5]
}
,
Γ6 ∼ 1
d6
{
4d6Tr[ρ3]2
}
.
(C20)
3. (Proposition 16 and 17) For all ρ ∈ D(HA), when d 1, the d-orders of Γt are
Γ3 = O(d2),Γ4 = O(d),
Γ5 = O(1),Γ6 = O(1),
(C21)
and the exact value of Γ3 is
Γ3 = (d+ 2)
−1{(d− 1)(d2 + 3d+ 4) + 3d(d− 1)(d+ 1)Tr[ρ2] + 2(d3 − d2 + 6)Tr[ρ3]}. (C22)
Therefore, when the underlying ρ is a pure state, we can directly calculate the variance Var[Mˆ+](t) from Propo-
sition 9; when d  1, we can estimate the leading term of Var[Mˆ+](t), whose behavior is similar to the pure state
case. In both cases, the variance Var[Mˆ+] can be upper bounded by
ν(NM , d) ≤ 5
2
+
108
NM
+
54d
N2M
+
9d2
NM (NM − 1)(NM − 2) − Tr[ρ
3]2. (C23)
When NM  d, the variance will approximately be ν = 52 − Tr[ρ3]2.
On the other hand, in the regime of d NM  1, the variance ν(NM , d) is mainly determined by Γ3, then
ν(NM , d) =
3(d+ 2)−1
2(NM − 2)3 {(d+ 1)(d
2 + 3d+ 4) + 3d(d− 1)(d+ 1)Tr[ρ2] + 2(d3 − d2 + 6)Tr[ρ3]}+O(d). (C24)
In this case, ν(NM , d) ∼ d2, which means that the 3-order purity measurement is asymptotically more efficient than
tomography, which requires Ω(d3) times of experiments in general.
2. Statistical analysis for Negativity detection
Recall that the negativity operator can be constructed by
Mneg =
1
2
(
WA0 ⊗WB1 +WA1 ⊗WB0
)
=
1
2
(
MA+ ⊗MB+ −MAB+
)
=
1
2
[
(Φ3A ⊗ Φ3B)(OA+ ⊗OB+)− Φ3AB(OAB+ )
]
.
(C25)
We denote OAB++ := O
A
+ ⊗OB+ . To finish the estimate of negativity-moment Tr[(ρTBAB)3], we construct estimator MˆAB++
and MˆAB+ with local independent random unitaries on A and B and global random unitaries on A,B, respectively.
The final estimator for negativity is then given by Mˆneg := Mˆ
AB
++ − MˆAB+ .
Suppose we perform N ′UN
′
M and NUNM times of experiments for estimator Mˆ
AB
++ and Mˆ
AB
+ , respectively. The
negativity estimation procedure is as follows,
Mˆneg(EAB , N ′U , N ′M , NU , NM ) : Estimator function for negativity-moment Tr[(ρTBAB)3].
1. Set Mˆneg := 0, Mˆ
AB
++ := 0, Mˆ
AB
+ := 0.
2. Perform experiment with estimator MˆAB++ := Mˆ+(EA ⊗ EB , N ′U , N ′M ).
3. Perform experiment with estimator MˆAB+ := Mˆ+(EAB , NU , NM ).
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4. Set Mˆneg := Mˆ
AB
++ − MˆAB+ .
The estimator MˆAB+ is simply a 3-moment estimator. From Proposition 9, we have
Var[MˆAB+ ] ≤
1
NU
ν(NM , d
2). (C26)
Here we suppose dA = dB = d.
Similar to the discussion in Sec. C 1, we introduce N ′UN
′
M estimators {rˆU,V (i)}. The i-th estimator is
rˆU,V (i) := |a, b〉〈a, b|, with probability P (a, b|U, V ) := Tr[(|a〉〈a| ⊗ |b〉〈b|)(U ⊗ V )ρAB(U† ⊗ V †)], (C27)
where U ⊗ V is randomly chosen from EA × EB . For a diagonal operator Q ∈ L((HAB)⊗n) and n independent
estimators {rˆU,V (i)}ni=1, it is easy to prove that
E Tr
[(
n⊗
i=1
rˆU,V (i)
)
Q
]
= Tr[(ΦnA ⊗ ΦnB) (Q)ρ⊗nAB ]. (C28)
The estimators {MˆAB++ (t)}N
′
U
t=1 and Mˆ
AB
++ can be expressed as
MˆAB++ (t) =
1
2
(
N ′M
3
)−1 ∑
i<j<k
Tr
[
(rˆU,V (i)⊗ rˆU,V (j)⊗ rˆU,V (k))OAB+
]
,
MˆAB++ =
1
NU
N ′U∑
t=1
MˆAB++ (t).
(C29)
We now calculate the variances of {MˆAB++ (t)}N
′
U
t=1 and Mˆ
AB
++ .
Proposition 11. For the estimator Mˆ++(EA ⊗ EB , NU , NM ) with EA and EB the Haar measure on L(HA) and
L(HB), respectively, the variances of MˆAB++ (t) and MˆAB++ are
Var[Mˆ++(t)] = µ(NM , d),
Var[Mˆ++] =
1
NU
µ(NM , d),
(C30)
where
µ(NM , d) :=
1
4
∆6 +
9
4
1
NM
∆5 +
9
2
1
N2M
∆4 +
3
2
1
NM (NM − 1)(NM − 2)∆3 − (Tr[ρ
3] + Tr[(ρTB )3])2. (C31)
here we assume dA = dB = d. The variance terms ∆3,∆4,∆5,∆6 are
∆3(ρ,O
2
++, EA ⊗ EB) := Tr[(Φ3A ⊗ Φ3B)(O2++)ρ⊗3],
∆4(ρ,O123,124, EA ⊗ EB) := Tr[(Φ4A ⊗ Φ4B)(O123,124)ABρ⊗4],
∆5(ρ,O123,145, EA ⊗ EB) := Tr[(Φ5A ⊗ Φ5B)(O123,145)ABρ⊗5],
∆6(ρ,O
⊗2
++, EA ⊗ EB) := Tr[(Φ6A ⊗ Φ6B)(O⊗2++)ρ⊗6],
(C32)
and
OAB123,145 := O
A
123,145 ⊗OB123,145,
OAB123,124 := O
A
123,124 ⊗OB123,124.
(C33)
Proof. The calculation is similar to the one in Proposition 9. The total variance can be decomposed into two terms
Var[MˆAB++ (t)] = E
U
[
E
a
(Mˆ2++(t)|U)
]
−
[
E
U
E
a
(Mˆ++(t)|U)
]2
, (C34)
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the second term is just (Tr[ρ3] + Tr[(ρTB )3])2. Now we focus on the first term
E
U
[
E
a
(Mˆ2++(t)|U)
]
=
1
4
(
NM
3
)−2 ∑
i<j<k
l<m<n
E {Tr[(rˆU,V (i)⊗ rˆU,V (j)⊗ rˆU,V (k))O++]Tr[(rˆU,V (l)⊗ rˆU,V (m)⊗ rˆU,V (n))O++]}
=
1
4
(
NM
3
)−2{(
NM
6
)(
6
0
)(
6
3
)
E
U
{Tr[ρ⊗3U,VO++]2}+
(
NM
5
)(
5
1
)(
4
2
)
E
{
Tr[(rˆU,V (1)⊗ ρU,V ⊗ ρU,V )O++]2
}
+
(
NM
4
)(
4
2
)(
2
1
)
E
{
Tr[(rˆU,V (1)⊗ rˆU,V (2)⊗ ρU,V )O++]2
}
+
(
NM
3
)(
3
3
)(
0
0
)
E
{
Tr[(rˆU,V (1)⊗ rˆU,V (2)⊗ rˆU,V (3))O++]2
}}
=
1
4
(
NM
3
)−2{(
NM
6
)(
6
0
)(
6
3
)
Tr
[
ρ⊗6(Φ6A ⊗ Φ6B)(O⊗2++)
]
+
(
NM
5
)(
5
1
)(
4
2
)
Tr
[
ρ⊗5(Φ5A ⊗ Φ5B)(O123,145)
]
+
(
NM
4
)(
4
2
)(
2
1
)
Tr
[
ρ⊗4(Φ4A ⊗ Φ4B)(O123,124)
]
+
(
NM
3
)(
3
3
)(
0
0
)
Tr
[
ρ⊗3(Φ3A ⊗ Φ3B)(O2++)
]}
=
1
4
(
NM
3
)−1{
1
6
(NM − 3)(NM − 4)(NM − 5) ·∆6 + 3
2
(NM − 3)(NM − 4) ·∆5 + 3(NM − 3) ·∆4 + 1 ·∆3
}
=
1
4
∆6 +
9
4
1
NM
∆5 +
9
2
1
NM
∆4 +
3
2
1
NM (NM − 1)(NM − 2)∆3.
(C35)
The variance of the overall estimator Mˆ++ is then upper bounded by
Var[Mˆ++] = E[Mˆ2++]− E[Mˆ++]2
=
1
N2U
NU∑
t,q=1
{
E[Mˆ++(t)Mˆ++(q)]− E[Mˆ++(1)]2
}
=
1
N2U
NU∑
t=1
{
E[Mˆ++(t)Mˆ++(t)]− E[Mˆ++(1)]2
}
=
1
NU
Var[Mˆ++(1)] ≤ 1
NU
µ(NM , d).
(C36)
The variance of Mˆneg is then
Var[Mˆneg] = Var[Mˆ
AB
++ ] + Var[Mˆ
AB
+ ] =
1
N ′U
µ(N ′M , d) +
1
NU
ν(NM , d
2). (C37)
The values of {∆t}, however, is much hard to be reduced to a simple form. Here we list their value in some simple
cases.
Values of variance terms {∆t}: (assuming EA, EB are unitary 6-designs)
1. (Proposition 18) When the state ρ ∈ D(HA) is a pure tensor state, we have
∆6 =Tr[(Φ
6
A ⊗ Φ6B)(O⊗2++)ρ⊗6] = Γ26(ψ,O⊗2+ , E) < 102,
∆5 =Tr[(Φ
5
A ⊗ Φ5B)(OAB123,145)ρ⊗5] = Γ25(ψ,O123,145, E) < 482,
∆4 =Tr[(Φ
4
A ⊗ Φ4B)(OAB123,124)ρ⊗4] = Γ24(ψ,O123,124, E) < (14d)2,
∆3 =Tr[(Φ
3
A ⊗ Φ3B)(O2++)ρ⊗3] = Γ23(ψ,O2+, E) < (6d2)2.
(C38)
2. (Proposition 21 and 22) When d 1, the asymptotic relation of {∆t} with respect to d is
∆3 = O(d4),∆4 = O(d2),
∆5 = O(1),∆6 = O(1).
(C39)
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Moreover, when the state ρ is maximally entangled state, the asymptotic relation of {∆t} with respect to d is
∆3 = Θ(d
4),∆4 = Θ(d
2),
∆5 = Θ(1),∆6 = Θ(1).
(C40)
3. (Proposition 23) For all ρ ∈ D(HA), when d 1, the exact value of ∆3 is
∆3 =
1
(d+ 2)2
{ [
Tr(ρ2A) + Tr(ρ
2
B)
]
[3d(d− 1)2(d+ 1)(d2 + 3d+ 4)]
+
[
Tr(ρ3A) + Tr(ρ
3
B)
]
[2(d− 1)(6 + (d− 1)d2)(d2 + 3d+ 4)]
+ Tr(ρ2AB)[3d
2(d2 − 1)2] + Tr(ρ3AB)[2(6 + (d− 1)d2)2]
+ Tr(ρABρA ⊗ ρB)[6d2(d2 − 1)2]
+ [Tr(ρ2ABρA) + Tr(ρ
2
ABρB)][6d(d− 1)(d+ 1)((d− 1)d2 + 6)]
+ 2Tr[(ρTAAB)
3][(d− 1)d2 + 6)2] + (d(d+ 1)2 − 4)2
}
(C41)
for all states ρ ∈ D(HAB).
Therefore, when the underlying ρ is a pure tensor state, we can directly calculate the variance Var[Mˆ+](t) from
Proposition 18,
µ(NM , d) ≤ 25 + 5184 1
NM
+ 882
d2
N2M
+ 54
d4
NM (NM − 1)(NM − 2) − (Tr[ρ
3] + Tr[(ρTB )3])2. (C42)
Similarly, when ρ is a mixed product state, we can apply the method adopted in the 3-order purity analysis in
Proposition 15. We have ∆t = Γ
2
t . The general separable state is just a convex mixture. From the 3-order purity
analysis we know that, the more mixed the state is, the smaller variance is.
In general, the state ρAB is entangled. When d  1, we can estimate the leading term of Var[Mˆ++](t), whose
asymptotic behavior is similar to the pure tensor state case,
ν(NM , d) = c1O(1) + c2O(1)
NM
+ c3
O(d2)
N2M
+ c4
O(d4)
NM (NM − 1)(NM − 2) − (Tr[ρ
3] + Tr[(ρTB )3])2. (C43)
When NM  d, the variance will be a constant. Note that, the variance of maximally entangled state has exactly the
same asymptotic property as the one of pure tensor state in Eq. (C42),
ν(NM , d) = c1 + c2
1
NM
+ c3
d2
N2M
+ c4
d4
NM (NM − 1)(NM − 2) − (Tr[ρ
3] + Tr[(ρTB )3])2. (C44)
On the other hand, in the regime of d NM  1, the variance ν(NM , d) is mainly determined by Γ3, then
µ(NM , d) =
(d+ 2)−2
NM (NM − 1)(NM − 2)
{ [
Tr(ρ2A) + Tr(ρ
2
B)
]
[3d(d− 1)2(d+ 1)(d2 + 3d+ 4)]
+
[
Tr(ρ3A) + Tr(ρ
3
B)
]
[2(d− 1)(6 + (d− 1)d2)(d2 + 3d+ 4)]
+ Tr(ρ2AB)[3d
2(d2 − 1)2] + Tr(ρ3AB)[2(6 + (d− 1)d2)2]
+ Tr(ρABρA ⊗ ρB)[6d2(d2 − 1)2]
+ [Tr(ρ2ABρA) + Tr(ρ
2
ABρB)][6d(d− 1)(d+ 1)((d− 1)d2 + 6)]
+ 2Tr[(ρTAAB)
3][(d− 1)d2 + 6)2] + (d(d+ 1)2 − 4)2
}
+O(d2)
(C45)
In this case, ν(NM , d) ∼ d4.
Appendix D: Detailed proofs of statistical bounds
In this section, we provide detailed proofs of statistical bounds presented in Sec. C.
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We first introduce some notations. Note that, all the permutation elements pi ∈ St can be classified by their cycle
structures. We will use partition number to denote the cycle structures of elements in St. A partition of t is a weakly
decreasing sequence of positive integers [ξ1, ξ2, ..., ξk] where ξ1 ≥ ξ2 ≥ ... ≥ ξk = 0. We denote |ξ| = t where t :=
∑
i ξi.
The values {ξi} are called the parts of ξ, which denotes the cycle length occurred in pi. Two elements pi, σ ∈ St belong
to the same conjugate class if and only if ξ(pi) = ξ(σ). The partition number can also be expressed as Young diagram.
For example, the conjugate class of permutation element pi = (1, 4, 6)(3, 5) ∈ S6 is
ξ((1, 4, 6)(3, 5)) = [3, 2, 1] = . (D1)
In the later discussion, we will classify the t-dit strings ~a ∈ Ztd by the numbers of same values occurred in ~a =
(a1, a2, ..., at). As a simple notation, we correlate a specific t-dit string ~a to a given permutation element ω(~a) ∈ St,
whose the cyclic notation reflects the same values occurred in ~a.
Definition 1. For t-dit string ~a, we group all its entries with the same values, and record the indices as
(i(1)1i(1)2...i(1)λ1)(i(2)1i(2)2...i(2)λ2)...(i(k)1i(k)2...i(k)λk), (D2)
where in each group of indices (i(j)1i(j)2...i(j)λj ), the value of corresponding entries are the same; and for each two
indices in different groups, the values are different. Then we say the permutation element
ω(~a) = (i(1)1i(1)2...i(1)λ1)(i(2)1i(2)2...i(2)λ2)...(i(k)1i(k)2...i(k)λk) (D3)
is the corresponding permutation element of ~a.
For example, when t = 6, the string ~a0 = (5, 3, 5, 5, 3, 0) will be related to the permutation element
ω(~a0) = ω((5, 3, 5, 5, 3, 0)) = (1, 3, 4)(2, 5) ∈ S6. (D4)
Note that, there is a freedom of determining the sequence of numbers in the same cycle. In the example above, we
may equivalently set ω(~a0) = (1, 4, 3)(2, 5). For the convenience of following discussion, we choose the representation
of ω(~a) with the element where numbers are in the increasing order in the same cycle.
After introducing ω(~a), we can also classify t-dit strings by the partition numbers. The class of ~a is defined to be
the class of ω(~a), denoted by the partition number λ(~a),
λ(~a) := ξ(ω(~a)). (D5)
In the example above, the class of string ~a0 = (5, 3, 5, 5, 3, 0) is
λ(~a0) = ξ((1, 3, 4)(2, 5)) = [3, 2, 1] = . (D6)
In the following discussion, we will frequently use the term Tr[Wpi|~a〉〈~a|]. To calculate the value of it, we introduce
the following definition.
Definition 2. For two permutation operators pi, ω ∈ St, we say that pi can be embedded into ω, pi ⊆ ω, if one can
create ω by merging the cycles in pi.
For example, for three permutation elements pi = (12)(46), σ = (13) and ω = (123)(46) in S6, we have pi ⊆ ω,
σ ⊆ ω, and pi ( σ.
With the definition of embedding, we have
Tr[Wpi|~a〉〈~a|] = 1[pi ⊆ ω(~a)]. (D7)
Where 1[s] is the indicating function which takes the value of 1 when s is true and 0 otherwise.
We further define a embedding constant γξ,λ for two t-partitions ξ and λ.
Definition 3. For two t-partitions ξ and λ, the number of permutation elements pi ∈ ξ which can be embedded into
a given element σ ∈ λ, denoted as γξ,λ(σ), is irrelevant of the choice of σ. We call γξ,λ the embedding constant from
ξ to λ.
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Proposition 12. We have, ∑
pi∈ξ
Tr[Wpi|~a〉〈~a|] = γξ,λ(~a). (D8)
Proof. ∑
pi∈ξ
Tr[Wpi|~a〉〈~a|] =
∑
pi∈ξ
1[pi ⊆ ω(~a)], (D9)
by the definition of γξ,λ we know the proposition holds.
Define
T (~a) = Tλ(~a) :=
∑
ξ
γξ,λ(~a), (D10)
then
T (~a) =
∑
ξ
γξ,λ(~a) =
∑
pi∈St
Tr[Wpi|~a〉〈~a|] =
k∏
i=1
(λi)!. (D11)
Proposition 13. For observable O+ ∈ L((HA)⊗3) with the form O+ =
∑
~a∈Z3d [1 + (−d)
wt(~a)−1]|~a〉〈~a|, when the
random unitaries are chosen in unitary 6-design, when the underlying state ρ ∈ D(HA) is a pure state, we have
Γ6 =Tr[Φ
6(O⊗2+ )ρ
⊗6] = 4
d4 + 59d3 + 107d2 + 109d+ 84
d4 + 14d3 + 71d2 + 154d+ 120
< 10,
Γ5 =Tr[Φ
5(O123,145)ρ
⊗5] =
48d3 + 68d2 + 60d+ 64
d3 + 9d2 + 26d+ 24
< 48,
Γ4 =Tr[Φ
4(O123,124)ρ
⊗4] = 4
3d3 + 5d2 − d+ 5
d2 + 5d+ 6
< 14d,
Γ3 =Tr[Φ
3(O2+)ρ
⊗3] =
6d2 − 2d+ 8
d+ 2
< 6d2,
(D12)
where O123,145 and O123,124 is defined in Eq. (C12).
Proof. First we note that, for any operators Q ∈ L((HA)⊗t) with t ≤ 6, we have
Tr[Φt(Q)ρ⊗t] =
∑
pi,σ∈St
Cpi,σTr[WpiQ]Tr[Wσρ
⊗t]
=
∑
pi∈St
Tr[WpiQ]
∑
σ∈St
Cpi,σ
=
(d− 1)!
(d+ t− 1)!
∑
pi∈St
Tr[WpiQ].
(D13)
Here, the first equality is simply the application of Weingarten integral. The second equality is because Tr[ρm] =
1,∀m = 0, 1, 2, ... for pure ρ. The third equality is due to the property of Weingarten matrix ∑pi∈St Cpi,σ = (d−1)!(d+t−1)! .
Eq. (D13) is in fact proportional to the projection onto the symmetric subspace for this pure state case.
In our problem, Q is diagonal in the |~a〉 basis, Q = ∑~a∈Ztd Q(~a)|~a〉〈~a|. Then
Tr[Φt(Q)ρ⊗t] ≤ (d− 1)!
(d+ t− 1)!
∑
pi∈St
Tr[WpiQ] =
(d− 1)!
(d+ t− 1)!
∑
~a∈Ztd
Q(~a)
∑
pi∈St
〈~a|Wpi |~a〉 =
∑
~a∈Ztd
Q(~a)T (~a). (D14)
Here, T (~a) is defined in Eq. (D10). Note that, the value of T (~a) only depends on how many values in ~a are the same,
or, the partition of ~a. This can be easily characterized by the corresponding permutation element ω(~a) defined in
Definition 1. The partition of ~a is then the partition of corresponding permutation element ω(~a).
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For a t-dit string ~a with partition [λ1, λ2, ..., λk], from Eq. (D11) we know that
T (~a) = Tλ(~a) =
k∏
i=1
(λi)!. (D15)
In our case, the Q function only depends on the weight of ~a, i.e., the number of same values in ~a. More specifically,
Q3 := O
2
+ =
∑
~a∈Z3d
O2+(wt(a1a2a3)) |~a〉 〈~a| ,
Q4 := O123,124 =
∑
~a∈Z4d
O+(wt(a1a2a3))O+(wt(a1a2a4)) |~a〉 〈~a| ,
Q5 := O123,145 =
∑
~a∈Z5d
O+(wt(a1a2a3))O+(wt(a1a4a5)) |~a〉 〈~a| ,
Q6 := O
⊗2
+ =
∑
~a∈Z6d
O+(wt(a1a2a3))O+(wt(a4a5a6)) |~a〉 〈~a| ,
(D16)
with O+(wt = 1) = 2, O+(wt = 2) = 1− d, and O+(wt = 2) = 1 + d2.
Therefore, to calculate
∑
~a∈Ztd Q(~a)
∑
pi∈St 〈~a|Wpi |~a〉, we first classify all the t-dit strings ~a ∈ Ztd by their partitions
λ~a, and then futher divide them by the weight of the subsystems. By counting the weight of the subsystems, we
define the “sub-types” {jλ} of a given partition class λ of ~a. The partition λ and sub-type jλ determine the value of
T (~a) = Tλ(~a) and Q(~a) = Q(jλ), respectively. We then count the number of elements ~a in all partition classes and
subtypes, and finally figure out the results.
To be more specifically, ∑
~a∈Ztd
Qt(~a)T (~a) =
∑
λ
Tλ
∑
~a∈λ
Qt(~a)
=
∑
λ
Tλ
∑
(jλ)∈λ
#{jλ}Qt(jλ).
(D17)
We start from the simplest Q3 case, i.e., to estimate
∑
~a∈Z3d Q3(~a)T (~a). When t = 3, the partition class of Z
3
d
determines the subsystem weight in Z3d. We classify the elements by λ and list the values of Tλ and Q3(jλ) in
Table III.
Partition classes λ #{λ} Tλ Sub-type jλ : a1a2a3 #{jλ} wt(a1a2a3) Q3(jλ)
[111] 1 ·A3d 1 abc 1 ·A3d 1 4
[21] 3 ·A2d 2 abb 3 ·A2d 2 (1− d)2
[3] 1 ·A1d 2 aaa 1 ·A1d 3 (1 + d2)2
TABLE III. The classes and elements number of ~a for Tλ and Q3(jλ).
Therefore, from Eq. (D17) we have
Tr[Φ3(Q3)ρ
⊗3] ≤ (d− 1)!
(d+ 2)!
∑
~a∈Z3d
Q3(~a)T (~a)
=
(d− 1)!
(d+ 2)!
{
4 · 1 ·A3d + (1− d)2 · 2 · 3A2d + (1 + d2)2 · 6 ·A1d
}
=
6d3 − 2d+ 8
d+ 2
< 6d2.
(D18)
For the Q4 case, the sub-type of ~a depends on the weight of subsystem wt(a1a2a3) and wt(a1a2a4). We classify the
elements by λ and jλ in Table IV.
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Partition classes λ #{λ} Tλ Sub-type jλ : a1a2|a3|a4 #{jλ} (wt(a1a2a3), wt(a1a2a4)) Q4(jλ)
[1111] 1 ·A4d 1 ab|c|d 1 ·A4d (1, 1) 4
[211] 6 ·A3d 2 aa|b|c 1 ·A3d (2, 2) (1− d)2
ab|a|c 4 ·A3d (2, 1) 2(1− d)
bc|a|a 1 ·A3d (1, 1) 4
[22] 3 ·A2d 4 aa|b|b 1 ·A2d (2, 2) (1− d)2
ab|a|b 2 ·A2d (2, 2) (1− d)2
[31] 4 ·A2d 6 aa|a|b 2 ·A2d (3, 2) (1 + d2)(1− d)
ab|a|a 1 ·A2d (2, 2) (1− d)2
[4] 1 ·A1d 24 aa|a|a 1 ·A1d (3, 3) (1 + d2)2
TABLE IV. The classes and elements number of ~a for Tλ and Q4(jλ). The sub-type jλ is determined by the weight of subsystem
a1a2a3 and a1a2a4. #{jλ} denote the number of elements contained in the sub-type jλ.
Therefore,
Tr[Φ4(Q4)ρ
⊗4] ≤ (d− 1)!
(d+ 3)!
∑
~a∈Z4d
Q4(~a)T (~a)
=
(d− 1)!
(d+ 3)!
{4 · (1 ·A4d + 2 ·A3d) + 2(1− d) · 2 · 4A3d + (1− d)2 · (2 ·A3d + 4 · 3A2d + 6 · 2A2d)
+ (1 + d2)(1− d) · 6 · 2A2d + (1 + d2)2 · 24 ·A1d}
= 2
7d3 + 6d2 + 3d+ 8
d2 + 5d+ 6
< 14d.
(D19)
For the Q5 case, the sub-type of ~a depends on the weight of subsystem wt(a1a2a3) and wt(a1a4a5). We classify the
elements by λ and jλ in Table V.
Partition classes λ #{λ} Tλ Sub-type jλ : a1|a2a3|a4a5 #{jλ} (wt(a1a2a3), wt(a1a4a5)) Q5(jλ)
[11111] 1 ·A5d 1 a|bc|de 1 ·A5d (1, 1) 4
[2111] 10 ·A4d 2 a|ab|cd 4 ·A4d (2, 1) 2(1− d)
b|aa|cd 2 ·A4d (2, 1) 2(1− d)
b|ac|ad 4 ·A4d (1, 1) 4
[221] 15 ·A3d 4 a|ab|bc 8 ·A3d (2, 1) 2(1− d)
a|ac|bb 4 ·A3d (2, 2) (1− d)2
c|aa|bb 1 ·A3d (2, 2) (1− d)2
c|ab|ab 2 ·A3d (1, 1) 4
[311] 10 ·A3d 6 a|aa|bc 2 ·A3d (3, 1) 2(1 + d2)
a|ab|ac 4 ·A3d (2, 2) (1− d)2
b|aa|ac 4 ·A3d (2, 1) 2(1− d)
[32] 10 ·A2d 12 a|aa|bb 2 ·A2d (3, 2) (1− d)(1 + d2)
a|ab|ab 4 ·A2d (2, 2) (1− d)2
b|ba|aa 4 ·A2d (2, 2) (1− d)2
[41] 5 ·A2d 24 a|aa|ab 4 ·A2d (3, 2) (1− d)(1 + d2)
b|aa|aa 1 ·A2d (2, 2) (1− d)2
[5] 1 ·A1d 120 a|aa|aa 1 ·A1d (3, 3) (1 + d2)2
TABLE V. The classes and elements number of ~a for Tλ and Q5(jλ). The sub-type is determined by the weight of subsystem
a1a2a3 and a1a4a5. #{jλ} denote the number of elements contained in the sub-type jλ.
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Therefore,
Tr[Φ5(Q5)ρ
⊗5] ≤ (d− 1)!
(d+ 4)!
∑
~a∈Z5d
Q5(~a)T (~a)
=
(d− 1)!
(d+ 4)!
{4 · (A5d + 2 · 4A4d + 4 · 2A3d) + 2(1− d) · (2 · 6A4d + 4 · 8A3d + 6 · 4A3d)
+ (1− d)2 · (4 · 5A3d + 6 · 4A3d + 12 · 8A2d + 24A2d) + 2(1 + d2) · 6 · 2A3d
+ (1 + d2)(1− d) · (12 · 2A2d + 24 · 4A2d) + (1 + d2)2 · 120 ·A1d}
=
48d3 + 68d2 + 60d+ 64
d3 + 9d2 + 26d+ 24
< 48.
(D20)
For the Q6 case, the sub-type jλ of ~a depends on the weight of subsystem wt(a1a2a3) and wt(a4a5a6). We classify
the elements by λ and jλ in Table VI.
Partition classes λ #{λ} Tλ Sub-type jλ : a1a2a3|a4a5a6 #{jλ} (wt(a1a2a3), wt(a4a5a6)) Q6(jλ)
[111111] 1 ·A6d 1 abc|def 1 ·A6d (1, 1) 4
[21111] 15 ·A5d 2 aab|cde 6 ·A5d (2, 1) 2(1− d)
abc|ade 9 ·A5d (1, 1) 4
[2211] 45 ·A4d 4 aac|bbd 9 ·A4d (2, 2) (1− d)2
aab|bcd 18 ·A4d (2, 1) 2(1− d)
abc|abd 18 ·A4d (1, 1) 4
[222] 15 ·A3d 8 aab|bcc 9 ·A3d (2, 2) (1− d)2
abc|abc 6 ·A3d (1, 1) 4
[3111] 20 ·A4d 6 aaa|bcd 2 ·A4d (3, 1) 2(1 + d2)
aab|acd 18 ·A4d (2, 1) 2(1− d)
[321] 60 ·A3d 12 aaa|bbc 6 ·A3d (3, 2) (1− d)(1 + d2)
aab|abc 36 ·A3d (2, 1) 2(1− d)
aac|abb 18 ·A3d (2, 2) (1− d)2
[33] 10 ·A2d 36 aaa|bbb 1 ·A2d (3, 3) (1 + d2)2
aab|abb 9 ·A2d (2, 2) (1− d)2
[411] 15 ·A3d 24 aaa|abc 6 ·A3d (3, 1) 2(1 + d2)
aab|aac 9 ·A3d (2, 2) (1− d)2
[42] 15 ·A2d 48 aaa|abb 6 ·A2d (3, 2) (1− d)(1 + d2)
aab|aab 9 ·A2d (2, 2) (1− d)2
[51] 6 ·A2d 120 aaa|aab 6 ·A2d (3, 2) (1− d)(1 + d2)
[6] 1 ·A1d 720 aaa|aaa 1 ·A1d (3, 3) (1 + d2)2
TABLE VI. The classes and elements number of ~a for Tλ and Q6(jλ). The sub-type is determined by the weight of subsystem
a1a2a3 and a4a5a6. #{jλ} denote the number of elements contained in the sub-type jλ.
Therefore,
Tr[Φ6(Q6)ρ
⊗6] ≤ (d− 1)!
(d+ 5)!
∑
~a∈Z6d
Q6(~a)T (~a)
=
(d− 1)!
(d+ 5)!
{4 · (A6d + 2 · 9A5d + 4 · 18A4d + 8 · 6A3d) + 2(1− d) · (2 · 6A5d + 4 · 18A4d + 6 · 18A4d + 12 · 36A3d)
+ (1− d)2 · (4 · 9A4d + 8 · 9A3d + 12 · 18A3d + 36 · 9A2d + 24 · 9A3d + 48 · 9A2d) + 2(1 + d2)(6 · 2A4d + 24 · 6A3d)
+ (1 + d2)(1− d) · (12 · 6A3d + 48 · 6A2d + 120 · 6A2d) + (1 + d2)2 · (36 ·A2d + 720 ·A1d)}
= 4
d4 + 59d3 + 107d2 + 109d+ 84
d4 + 14d3 + 71d2 + 154d+ 120
< 10.
(D21)
Proposition 14. When d 1, for the Qt defined in Eq. (D16), we have∑
pi∈ξ
Tr[WpiQt] > 0, (D22)
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for all conjugacy classes ξ in St.
Proof. We have ∑
pi∈ξ
Tr[WpiQt] =
∑
~a∈Ztd
∑
pi∈ξ
Tr[Wpi|~a〉〈~a|]Qt(~a)
=
∑
λ
∑
~a∈λ
∑
pi∈ξ
Tr[Wpi|~a〉〈~a|]Qt(~a)
=
∑
λ
γξ,λ
∑
~a∈λ
Qt(~a)
=
∑
λ
γξ,λFλ(Qt),
(D23)
where the second equality is due to Proposition 12, Fλ(Qt) :=
∑
~a∈λQt(~a).
The values of {Fλ(Qt)} for all λ and Qt have been listed in Table III,IV,V, and VI. Below in Table VII, VIII, IX,
and X, we list all the embedding constants γξ,λ, as the intrinsic property of the permutation group St. We also list
the leading term with respect to d in {Fλ(Qt)} when t = 3, 4, 5 and 6.
From the tables we can calculate the values of
∑
pi∈ξ Tr[WpiQt], which are all positive.
ξ
λ
[111] [21] [3]
[111] 1 1 1
[21] 0 1 3
[3] 0 0 2 · 1
Leading term
∑
~a∈λQ3(~a) 4d
3 3d4 d5
TABLE VII. The embedding constants γξ,λ for permutation group S3.
ξ
λ
[1111] [211] [22] [31] [4]
[1111] 1 1 1 1 1
[211] 0 1 2 3 6
[22] 0 0 1 0 3
[31] 0 0 0 2 · 1 2 · 4
[4] 0 0 0 0 6 · 1
Leading term
∑
~a∈λQ4(~a) 4d
4 d5 3d4 −2d5 d5
TABLE VIII. The embedding constants γξ,λ for permutation group S4.
ξ
λ
[11111] [2111] [221] [311] [32] [41] [5]
[11111] 1 1 1 1 1 1 1
[2111] 0 1 2 3 4 6 10
[221] 0 0 1 0 3 3 15
[311] 0 0 0 2 · 1 2 · 1 2 · 4 2 · 10
[32] 0 0 0 0 2 · 1 0 2 · 10
[41] 0 0 0 0 0 6 · 1 6 · 5
[5] 0 0 0 0 0 0 24 · 1
Leading term
∑
~a∈λQ5(~a) 4d
5 −12d5 5d5 8d5 −2d5 −4d5 d5
TABLE IX. The embedding constants γξ,λ for permutation group S5.
With the tables above and the values of Fλ(Qt), we can bound the values of Tr[Φ
t(Qt)ρ
⊗t] tighter, using the
information of ρ.
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ξ
λ
[111111] [21111] [2211] [222] [3111] [321] [33] [411] [42] [51] [6]
[111111] 1 1 1 1 1 1 1 1 1 1 1
[21111] 0 1 2 3 3 4 6 6 7 10 15
[2211] 0 0 1 3 0 3 9 3 9 15 45
[222] 0 0 0 1 0 0 0 0 3 0 15
[3111] 0 0 0 0 2 · 1 2 · 1 2 · 2 2 · 4 2 · 4 2 · 10 2 · 20
[321] 0 0 0 0 0 2 · 1 2 · 6 0 2 · 4 2 · 10 2 · 60
[33] 0 0 0 0 0 0 4 · 1 0 0 0 4 · 10
[411] 0 0 0 0 0 0 0 6 · 1 6 · 1 6 · 5 6 · 15
[42] 0 0 0 0 0 0 0 0 6 · 1 0 6 · 15
[51] 0 0 0 0 0 0 0 0 0 24 · 1 24 · 6
[6] 0 0 0 0 0 0 0 0 0 0 120 · 1
Leading term
∑
~a∈λQ6(~a) 4d
6 −12d6 9d6 9d5 4d6 −6d6 d6 12d5 −6d5 −6d5 d5
TABLE X. The embedding constants γξ,λ for permutation group S6.
Proposition 15. When d  1, and the rank of ρ is constant with respect to d, for the Qt defined in Eq. (D16), we
have
Tr[Φ3(Q3)ρ
⊗3] ∼ 1
d3
{
d5 + 3d5Tr[ρ2] + 2d5Tr[ρ3]
}
,
Tr[Φ4(Q4)ρ
⊗4] ∼ 1
d4
{
d5Tr[ρ2] + 3d5Tr[ρ2]2 + 4d5Tr[ρ3] + 6d5Tr[ρ4]
}
,
Tr[Φ5(Q5)ρ
⊗5] ∼ 1
d5
{
2d5Tr[ρ2]2 + 16d5Tr[ρ2]Tr[ρ3] + 6d5Tr[ρ4] + 24d5Tr[ρ5]
}
,
Tr[Φ6(Q6)ρ
⊗6] ∼ 1
d6
{
4d6Tr[ρ3]2
}
.
(D24)
for all the possible partition ξ of St.
Proof. When d 1, we have
Tr[Φt(Q)ρ⊗t] =
∑
pi,σ∈St
Cpi,σTr[WpiQ]Tr[Wσρ
⊗t]
=
∑
pi,α∈St
Cpi,αpi−1Tr[WpiQ]Tr[Wαpi−1ρ
⊗t]
=
∑
α∈St
Wg(α, d)
∑
pi∈St
Tr[WpiQ]Tr[Wαpi−1ρ
⊗t]
(D25)
Here, α = σpi. Wg(α, d) is the Weingarten function defined in Section A. When d 1, the Weingarten function can
be expanded as
Wg(α, d) = dk(α)−2t
k(α)∏
i=1
(−1)ξi−1Caξi−1 +O(dk(α)−2t−2), (D26)
where k(α) is the cycle number of α, ξ(α) = (ξ1, ξ2, ...ξk) is the partition of α. Caq :=
(2q)!
q!(q+1)! is the Catalan number.
From Eq. (D35) in the proof of Proposition 16, we know that the highest rank of
∑
pi∈St Tr[WpiQ]Tr[Wαpiρ
⊗t is
O(d5) when t = 3, 4, 5 and less than O(d6) when t = 6, regardless of α. Later we will show that when α = I, the
highest order can be reached. Therefore, without loss of generality, we consider the leading term when α = I.
From Eq. (D26), when d 1, the leading term in Eq. (D25) is
Tr[Φt(Q)ρ⊗t] ∼Wg(I, d)
∑
pi∈St
Tr[WpiQ]Tr[Wpi−1ρ
⊗t]
= d−t
∑
pi∈St
Tr[WpiQ]Tr[ρ
⊗tWpi]
= d−t
∑
ξ
Hξ(ρ)
∑
pi∈ξ
Tr[WpiQ].
(D27)
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Here, the first equation is due to Eq. (D26). The second equation is because the value of Tr[Wpiρ
⊗t] only depends on
the partition of pi,
Tr[Wpiρ
⊗t] =
k(pi)∏
i=1
Tr[ρξi(pi)] := Hξ(ρ). (D28)
In our case, the Q observables we care about are the ones defined in Eq. (D16). From Proposition 14, we know
that
∑
pi∈ξ Tr[WpiQ] > 0 for all possible partition ξ. Then from Eq. (D27) we have
Tr[Φt(Q)ρ⊗t] ∼ d−t
∑
ξ
Hξ(ρ)
∑
pi∈ξ
Tr[WpiQ]
≤ d−t
∑
ξ
∑
pi∈ξ
Tr[WpiQ]
=
1
dt
∑
ξ
Hξ(ρ)
∑
λ
γξ,λ
∑
~a∈λ
Qt(~a)
=
1
dt
∑
ξ,λ
γξ,λHξ(ρ)Fλ(Qt),
(D29)
Here, Fλ(Qt) :=
∑
~a∈λQt(~a). In the first inequality, we use the fact that Hξ(ρ) ≤ 1. The first equality is because∑
pi∈ξ
Tr[WpiQt] =
∑
λ
γξ,λ
∑
~a∈λ
Qt(~a). (D30)
Note that the coefficient Hξ(ρ) ≤ 1 for all ξ, which is irrelevant of the dimension d. Therefore, when d 1, we only
need to consider the leading terms in Fλ(Qt).
From the Tables VII, VIII, IX, and X, we can calculate the leading term of Tr[Φt(Qt)ρ
⊗t] with respect to d.
In the discussion above, we assume the rank of ρ to be small and independent of d. This requirement simplifies the
discussion, since Tr[Wpiρ
⊗t] is then not related to d. In the general case when the rank of ρ is not a constant, one can
still bound the order of d of each variance term.
Proposition 16. When d 1, for the Qt defined in Eq. (D16), the asymptotic relation with respect to d is
Tr[Φ3(Q3)ρ
⊗3] = O(d2),
Tr[Φ4(Q4)ρ
⊗4] = O(d),
Tr[Φ5(Q5)ρ
⊗5] = O(1),
Tr[Φ6(Q6)ρ
⊗6] = O(1).
(D31)
Proof. Recall that
Tr[Φt(Qt)ρ
⊗t] =
∑
α∈St
Wg(α, d)
∑
pi∈St
Tr[WpiQt]Tr[Wαpiρ
⊗t], (D32)
with Wg(α, d) = dk(α)−2t
∏k(α)
i=1 (−1)ξi−1Caξi−1 +O(dk(α)−2t−2). The highest d-order of Tr[Φt(Qt)ρ⊗t] is bounded by
the multiplication of the highest d-order of Wg(α, d), Tr[WpiQt], and Tr[Wσρ
⊗t]. We have already known that
Wg(α, d) = O(d−t), Tr[Wσρ⊗t] = O(1). (D33)
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Therefore, we only need to bound the highest d-order of Tr[WpiQt]. Note that
Tr[WpiQt] =
∑
~a∈Ztd
Qt(~a)Tr[Wpi|~a〉〈~a|]
=
∑
~a∈Ztd
Qt(~a)1[pi ⊆ ω(~a)]
=
∑
λ
∑
jλ
Qt(jλ)
∑
~a∈jλ
1[pi ⊆ ω(~a)]
≤
∑
λ
∑
jλ
#{jλ}Qt(jλ)
=
∑
λ
Fλ(Qt).
(D34)
Here, Fλ(Qt) :=
∑
~a∈λQt(~a). From Table VII,VIII,IX, and X, we have
Tr[WpiQ3] ≤
∑
λ
Fλ(Q3) = O(d5),
Tr[WpiQ4] ≤
∑
λ
Fλ(Q4) = O(d5),
Tr[WpiQ5] ≤
∑
λ
Fλ(Q5) = O(d5),
Tr[WpiQ6] ≤
∑
λ
Fλ(Q6) = O(d6).
(D35)
Combining this with Wg(α, d) = O(d−t) and Tr[Wσρ⊗t], we finish the proof.
Proposition 17. For observable O+ ∈ L((HA)⊗3) with the form O+ =
∑
~a∈Z3d [1 + (−d)
wt(~a)−1]|~a〉〈~a|, when the
random unitaries are chosen within unitary 3-design, we have
Tr[Φ3(O2+)ρ
⊗3] = (d+ 2)−1{(d+ 1)(d2 + 3d+ 4) + 3d(d− 1)(d+ 1)Tr[ρ2] + 2(d3 − d2 + 6)Tr[ρ3]} (D36)
for all states ρ ∈ D(HA).
Proof. By applying the Weingarten integral, we have
Tr[Φt(O2+)ρ
⊗t] =
∑
pi,σ∈St
Cpi,σTr[WpiO
2
+]Tr[Wσρ
⊗t], (D37)
where Cpi,σ is the Weingarten matrix of S3 group. With a direct calculation, we finish the proof.
In the negativity detection, we also need the twirling results for local random Clifford gates UA ⊗ VB for Q ∈
L((HAB)⊗t). In general, it is much harder to calculate the variance terms {∆t} defined in Eq. (C32). Here, we
mainly consider two cases: 1) the underlying state is a pure tensor state. 2) the asymptotic case d  NM  1. We
have the following propositions.
Proposition 18. For observable O++ ∈ L((HAB)⊗3) with the form
O++ = O
A
+ ⊗OB+ =
∑
~a,~b∈Z3d
[1 + (−d)wt(~a)−1][1 + (−d)wt(~b)−1]|~a〉〈~a| ⊗ |~b〉〈~b|, (D38)
when the random unitaries are chosen in EA × EB, where EA, EB are unitary 6-designs, when the underlying state
ρ ∈ D(HA) is a pure tensor state, we have
∆6 =Tr[(Φ
6
A ⊗ Φ6B)(O⊗2++)ρ⊗6] = Γ26(ψ,O⊗2+ , E) < 102,
∆5 =Tr[(Φ
5
A ⊗ Φ5B)(OAB123,145)ρ⊗5] = Γ25(ψ,O123,145, E) < 482,
∆4 =Tr[(Φ
4
A ⊗ Φ4B)(OAB123,124)ρ⊗4] = Γ24(ψ,O123,124, E) < (14d)2,
∆3 =Tr[(Φ
3
A ⊗ Φ3B)(O2++)ρ⊗3] = Γ23(ψ,O2+, E) < (6d2)2,
(D39)
where OAB123,145 and O
AB
123,124 is defined in Eq. (C33), and {Γt} are defined in Eq. (C11). ψ is a pure state.
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Proof. Here, we slightly modify the derivation in Eq. (D13),
Tr[(ΦtA ⊗ ΦtB)(QAt ⊗QBt )ρ⊗tAB ] =
∑
pi,σ,α,β∈St
Cpi,σCα,βTr[(W
A
pi ⊗WBα )(QAt ⊗QBt )]Tr[(WAσ ⊗WBβ )ρ⊗tAB ]
=
∑
pi,α∈St
Tr[(WApi ⊗WBα )(QAt ⊗QBt )]
(∑
σ∈St
Cpi,σ
)∑
β∈St
Cα,β

=
(
(d− 1)!
(d+ t− 1)!
)2 ∑
pi∈St
Tr[(WApi ⊗WBα )(QAt ⊗QBt )]
= Γ2t (ψ,Qt, E).
(D40)
Here, the second equality is because Tr[(WAσ ⊗WBβ )ρ⊗tAB ] = 1 when ρAB = ψA ⊗ ψB .
In the proposition above, we consider the pure separable state. For a mixed product state ρAB = ρA ⊗ ρB , the
term Tr[(WApi ⊗WBα )(QAt ⊗QBt )] is still decoupled, same as the mixed state in the 3-order purity case. The general
separable state is just a convex mixture. Thus, similar to the 3-order purity results, the more mixed the state is, the
smaller variance is.
In general, the state ρAB is entangled. In this case, the absolute value of Tr[(W
A
σ ⊗WBβ )ρ⊗tAB ] is still bounded by 1.
Proposition 19. For any ρAB ∈ D(HAB) and pi, σ ∈ St,∣∣Tr[(WApi ⊗WBσ )ρ⊗tAB ]∣∣ ≤ 1. (D41)
Proof. Any bipartite mixed state can be written in the convex decomposion ρAB =
∑
j pjΨj , where Ψj is pure state
and pj is the corresponding probability. For t-copies of ρAB , we have
ρ⊗tAB =
∑
~j
p~j
t⊗
k=1
Ψj[k]. (D42)
As a result, we only need to prove that any term Tr[(WApi ⊗WBσ )
⊗t
k=1 Ψk] ≤ 1, where Ψk can be any bipartite
pure state. For a given pure state Ψk, the Schmidt decomposition shows
Ψ =
d∑
i=1
gi |ψi〉A |φi〉B =
d∑
i=1
giU
A
ψ |i〉A UBφ |i〉B , (D43)
where gi is the positive coefficient and {|ψi〉A}, {|φi〉B} are orthogonal bases on A,B respectively, which can be
transformed from computational bases by UAψ , U
B
φ . In fact, the state can be written in a more compact form Ψ =∑d
i=1 giU
B |i〉A |i〉B , where U = UφUTψ operating on subsystem B. We denote D = GU and D′ = D† = U†G.⊗t
k=1 Ψk is a tensor-ed pure state on the t-copy Hilbert space. Similar to Eq. (B29), we may use the Bell-state
trick to simplify the equation,
Tr[(WApi ⊗WBσ )
t⊗
k=1
Ψk] = Tr[(W
A
pi ⊗WBσ )(
t⊗
k=1
Dk)(Ψ˜
⊗t
+ )(
t⊗
k=1
D′k)]
= Tr
[
Wα
(
D′1Dσ(1) ⊗D′2Dσ(2) · · · ⊗D′tDσ(t)
)] (D44)
where α = σpi−1 together is some permutation on the t-copy space, Ψ˜+ =
∑d
i,j=1 |ii〉 〈jj| is the unnormalized Bell
state. The final result depends on the cycle structure of α. For example, for t = 3 and α = (12)(3), the result is
Tr[D′1Dσ(1)D
′
2Dσ(2)]Tr[D
′
3Dσ(3)]. Thus, to prove that the total value is less than 1, one only need to prove the the
absolute value of each term in a cycle, e.g., Tr[D′1Dσ(1)D
′
2Dσ(2)] is less than 1.
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Here we show that |Tr[D′1D2D′3D4]| ≤ 1 and other terms can be proved similarly.
|Tr[D′1D2D′3D4]| = |Tr[U†1G1G2U2U†3G3G4U4]|
= |Tr[UG1G2V G3G4]|
=
∣∣∣∣∣∣
∑
i,j
〈j|U |i〉Gi1Gi2 〈i|V |j〉Gj3Gj4
∣∣∣∣∣∣
≤
∑
i,j
Gi1G
i
2G
j
3G
j
4| 〈i|U |j〉 || 〈j|V |i〉 |
≤
∑
i,j
Gi1G
i
2G
j
3G
j
4
≤
√∑
i
Gi1
2
√∑
i
Gi2
2
√∑
j
Gj3
2
√∑
j
Gj4
2 ≤ 1.
(D45)
Here in the seond line, we denote U = U4U
†
1 , V = U2U
†
3 , the second inequality is beacuse of the transition probability
| 〈i|U |j〉 || 〈j|V |i〉 | ≤ 1, the third one is based on Cauchy-Schwarz inequality, and the last one is just the sub-
normalization requirement on the coefficient matrices {Gk}.
Before we get further to estimate {∆t} for general ρAB , we first study the term Tr[WApi ⊗WBσ ρ⊗tAB ]. Here we would
like to consider how the entanglement of the state affects the variance and focus on a general bipartite pure state
ΨAB .
Proposition 20. For a pure bipartite state ΨAB, the Schmidt decomposition is
|Ψ〉AB =
d∑
i=1
giU
B |i〉A |i〉B = GUB
d∑
i=1
|ii〉AB = D |Ψ˜+〉AB , (D46)
where G = diag{g1, g2, ...} is the Schmidt coefficient matrices, UB is a local unitary on system B, and |Ψ˜+〉AB :=∑d
i=1 |ii〉AB is the unnormalized Bell state. Then
Tr[(WApi ⊗WBσ )Ψ⊗tAB ] =
#cycles(β)∏
l=1
Tr[Λξl(β)] := χ(Ψ, β), (D47)
where β = σpi−1, Λ = G†G = diag{p1, p2, ...} is the Schmidt probabilities, and ξ(β) is the cycle structure of β ∈ St.
Moreover, χ(Ψ, β) is bounded by the Re´nyi -entropy,
d0(Ψ)
#cycles(β)−t ≤ χ(Ψ, β) ≤ dt(Ψ)#cycles(β)−t, (D48)
where dα(Ψ) := 2
Sα(Ψ), and Sα(Ψ) is the α-Re´nyi entropy,
Sα(Ψ) =
1
1− α log
∑
i
pαi , α > 0;α 6= 1. (D49)
Proof. We have
Tr[(WApi ⊗WBσ )Ψ⊗tAB ] = Tr[(WApi ⊗WBσ )(
t⊗
k=1
Dk)(Ψ˜
⊗t
+ )(
t⊗
k=1
D′k)]
= Tr
[
Wβ
(
D′1Dσ(1) ⊗D′2Dσ(2) · · · ⊗D′tDσ(t)
)]
= Tr[WβD
⊗t]
=
#cycles(β)∏
l=1
Tr[Λξl(β)] = χ(Ψ, β),
(D50)
where β = σpi−1, Λ = G†G and λi denote the cycle length. It is clear that the value depends on Λ = {pi} thus the
state ΨAB . Denote the Schmidt rank of ΨAB (the rank of Λ) as d0(Ψ), which is related to S0(Ψ) by d0 = 2
S0 ; denote
the t-rank dt := 2
St , where St is the Re´nyi -t entropy. From the definition we obtain Eq. (D48),
d0(Ψ)
#cycles(β)−t ≤ χ(Ψ, β) ≤ dt(Ψ)#cycles(β)−t. (D51)
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Note that the inequalities are saturated when the spectrum of Λ is flat, that is, ΨAB is the Bell state in dimension
dΨ. In fact, one can make the bound tighter by considering the dmin = 2
Sk(Ψ) with k = max{ξl(β)}; dmax = 2Sk(Ψ)
with k = min{ξl(β)} but exclude 1,
d(#cycles(β)−t)max ≤ χ(Ψ, β) ≤ d(#cycles(β)−t)min . (D52)
When ΨAB = ψA ⊗ ψB , d0 = dt = 1, then χ(Ψ, β) = 1. On the other hand, when ΨAB = Ψ+ is the Bell state,
d0 = dt = d, then χ(Ψ, β) = d
#cycles(β)−t. For a generic mixed state, the value of χ(ρ, β) is
Tr[(WApi ⊗WBσ )ρ⊗tAB ]
=
∑
~j
p~jTr[(W
A
pi ⊗WBσ )Ψj[1] ⊗Ψj[2] ⊗ ...⊗Ψj[t]]
=
∑
~j
p~jTr[(W
A
pi ⊗WBσ )(Dj[1] ⊗Dj[2] ⊗ ...⊗Dj[t])Ψ˜⊗t+ (D′j[1] ⊗D′j[2] ⊗ ...⊗D′j[t])]
=
∑
~j
p~jTr
[
Wσpi−1(D
′
j[1]Dj[σ(1)])⊗ (D′j[2]Dj[σ(2)])⊗ ...⊗ (D′j[t]Dj[σ(t)])
]
:= χ(ρAB , β),
(D53)
where β = ασ−1. Therefore, χ(ρ, β) only depends on the cycle structure of β. It is like an “averaged” version of the
Re´nyi -entropy.
Now we study the asymptotic property of {∆t} when d 1.
Proposition 21. When d 1, for the Qt defined in Eq. (D16), the asymptotic relation with respect to d is
∆3 = Tr[(Φ
3
A(Q
A
3 )⊗ Φ3B(QB3 ))ρ⊗3AB ] = O(d4),
∆4 = Tr[(Φ
4
A(Q
A
4 )⊗ Φ4B(QB4 ))ρ⊗4AB ] = O(d2),
∆5 = Tr[(Φ
5
A(Q
A
5 )⊗ Φ5B(QB5 ))ρ⊗5AB ] = O(1),
∆6 = Tr[(Φ
6
A(Q
A
6 )⊗ Φ6B(QB6 ))ρ⊗6AB ] = O(1).
(D54)
Proof. Using Weingarten integral, we have
∆t = Tr[(Φ
t
A(Q
A
t )⊗ ΦtB(QBt ))ρ⊗tAB ]
=
∑
σ,β∈St
Wg(σ, d)Wg(β, d)
∑
pi,α∈St
Tr[WpiQt]Tr[WαQt]Tr[(W
A
σpi−1 ⊗WBβα−1)ρ⊗tAB ]. (D55)
The highest d-order of ∆t is bounded by the multiplication of the highest d-order of Wg(α, d), Tr[WpiQt], and
Tr[Wσρ
⊗t]. We have already known that Wg(α, d) = O(d−t). From Proposition 16 we know that
Tr[WpiQ3] = O(d5),Tr[WpiQ4] = O(d5),
Tr[WpiQ5] = O(d5),Tr[WpiQ6] = O(d6).
(D56)
Moreover, from Proposition 19 we have Tr[(WApi ⊗WBα )ρ⊗tAB ] = O(1). Combine all this results, we obtain Eq. (D54).
Proposition 22. When d  1, for the Qt defined in Eq. (D16), for the Bell state Ψ+, the asymptotic relation with
respect to d is
∆3 = Tr[(Φ
3
A(Q
A
3 )⊗ Φ3B(QB3 ))Ψ⊗3+ ] = Θ(d4),
∆4 = Tr[(Φ
4
A(Q
A
4 )⊗ Φ4B(QB4 ))Ψ⊗4+ ] = Θ(d2),
∆5 = Tr[(Φ
5
A(Q
A
5 )⊗ Φ5B(QB5 ))Ψ⊗5+ ] = Θ(1),
∆6 = Tr[(Φ
6
A(Q
A
6 )⊗ Φ6B(QB6 ))Ψ⊗6+ ] = Θ(1).
(D57)
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Proof. Since we already have Proposition 21, we only need to prove that
∆3 = Ω(d
4), ∆4 = Ω(d
2),
∆5 = Ω(1), ∆6 = Ω(1).
(D58)
Without loss of generality, we first choose the term with σ = β = I = () in Eq. (D55). Later we show that this
term is indeed the term with leading order of d.
∆t ∼Wg(I, d)Wg(I, d)
∑
pi,α∈St
Tr[WpiQt]Tr[WαQt]Tr[(W
A
pi ⊗WBα )Ψ⊗t+ ]. (D59)
From Proposition 20 we know that,
χ(Ψ+, β) = d
#cycles(β)−t. (D60)
When β = I, the value of χ takes the highest order with respect to d. Then
∆t ∼Wg(I, d)Wg(I, d)
∑
pi∈St
Tr[WpiQt]Tr[WpiQt]
=
1
d−2t
∑
pi∈St
∑
~a∈Ztd
Qt(~a)1[pi ⊆ ω(~a)]
∑
~b∈Ztd
Qt(~b)1[pi ⊆ ω(~b)]

=
1
d−2t
∑
pi∈St
∑
~a∈Ztd
Qt(~a)1[pi ⊆ ω(~a)]
2 .
(D61)
Note that for any given pi, the term
(∑
~a∈Ztd Qt(~a)1[pi ⊆ ω(~a)]
)2
is always positive. Therefore, to estimate the lower
bound, we can choose some of the terms in it. If pi = (12..t), the term is
1
d−2t
(
d−1∑
a=0
(1 + d2)2
)2
=
1
d−2t
[d(1 + d2)2]2 ∼ O(d10−2t). (D62)
For t = 6, if pi = (123)(456), the term is
1
d−12
d−1∑
a=0
(1 + d2)2 +
∑
~a∈Z2d,a1 6=a2
(1 + d2)2
2 = 1
d−12
[d(1 + d2)2) + d(d− 1)(1 + d2)2]2 ∼ O(1). (D63)
Combine with Proposition 21, we finish the proof.
Proposition 23. For observable O+ ∈ L((HA)⊗3) with the form O+ =
∑
~a∈Z3d [1 + (−d)
wt(~a)−1]|~a〉〈~a|, when the
random unitaries are chosen within unitary 3-design, we have
Tr[Φ3A(O
2
+)⊗Φ3B(O2+)ρ⊗3AB ]
=
1
(d+ 2)2
{ [
Tr(ρ2A) + Tr(ρ
2
B)
]
[3d(d− 1)2(d+ 1)(d2 + 3d+ 4)]
+
[
Tr(ρ3A) + Tr(ρ
3
B)
]
[2(d− 1)(6 + (d− 1)d2)(d2 + 3d+ 4)]
+ Tr(ρ2AB)[3d
2(d2 − 1)2] + Tr(ρ3AB)[2(6 + (d− 1)d2)2]
+ Tr(ρABρA ⊗ ρB)[6d2(d2 − 1)2]
+ [Tr(ρ2ABρA) + Tr(ρ
2
ABρB)][6d(d− 1)(d+ 1)((d− 1)d2 + 6)]
+ 2Tr[(ρTAAB)
3][(d− 1)d2 + 6)2] + (d(d+ 1)2 − 4)2
}
(D64)
for all states ρ ∈ D(HAB).
Proof. By applying the Weingarten integral, we have
Tr[Φ3A(O
2
+)⊗ Φ3B(O2+)ρ⊗3AB ] =
∑
pi,pi′,σ,σ′∈St
Cpi,σCpi′,σ′Tr[W
A
pi QA]Tr[W
B
pi QB ]Tr[W
A
σ ⊗WBσ′ρ⊗tAB ] (D65)
where Cpi,σ, Cpi′,σ′ is the Weingarten matrix of S3 group. With a direct calculation, we finish the proof.
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Appendix E: Detailed numerical results
In this section, we show the detailed numerical results of the statistical error. In the main text, the statistical error
of the negativity-moment Tr(ρTB3AB ) has been presented, which is evaluated using the unbiased estimator Mˆneg. As
constructed in Section C, the estimator Mˆneg is composed of two independent estimators Mˆneg = Mˆ
AB
++ − MˆAB+ , with
expectation values being Tr(ρ3AB) + Tr(ρ
TB3
AB ) and Tr(ρ
TB3
AB ), respectively. Here, we show the statistical errors for both
of them with finite NU and NM .
The prepared state is set as the mixture of the Bell state Ψ+ and the white noise, ρAB = (1− p)Ψ+ + pI/D, which
mimics a common experimental preparation. For given NU and NM , and other related parameters, such as p and
the dimension D, we run the estimation scheme for Nav = 100 times, and get the average error. We also consider
the effect of the properties of the state on the error, such as the mixedness and the entanglement. The simulation is
based on the Matlab package [67].
1. Statistical error of global 3-order purity term
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FIG. 5. Scaling of statistical errors of the estimator MˆAB+ . (a) Average statistical error of the estimated 3-order purity Tr(ρ
3
AB)
as a function of NU for various NM with D = 10*10. (b) for D=5*5 and 10*10, with NM =∞. The unitaries are sampled from
the Haar measure numerically, and the prepared state is Bell state mixed with white noise p = 0.3, i.e., ρAB = (1−p)Ψ++pI/D.
From Fig. 5, one can see that for different values of NM , the error always decreases with slope −0.5 versus NU
in the Log-Log plot; and the error decreases as the increase of the dimension D, which are both described by our
analytical result in Proposition 9 in Section C.
Since we adopt global unitary UAB twirling in the evaluation of the Tr(ρ
3
AB), the entanglement of ρAB does not
affect the statistical error, but the purity does. For instance, the pure product state |φA〉 |φB〉 share the same error
with the Bell state. In Fig. 6, we plot the error for different white noise level described by the parameter p, for given
NU and NM . One can see that the larger the mixedness is, the smaller the error is.
2. Statistical error of negativity + purity term
Similar to the 3-order purity case, from Fig. 7 one can see that for different values of NM , the error always decreases
with slope −0.5 versus NU in the Log-Log plot; and the error decreases as the increase of the dimension D, which are
both described by our analytical result in Proposition 11 in Section C.
Here we adopt the bi-local unitary UA ⊗ UB twirling in the evaluation of the Tr(ρ3AB) + Tr(ρTB3AB ), thus not only
the mixedness but also the entanglement of ρAB affect the statistical error. In Fig. 8, we plot the error for the pure
product state |φA〉 |φB〉, the Bell state |Ψ+〉, and the Bell state mixed with white noise ρAB = (1− p)Ψ+ + pI/D and
p = 0.3. We can see that as the increase of the entanglement, i.e., from |φA〉 |φB〉 to |Ψ+〉, the error decreases; when
adding the noise and making the state more mixed, the error also decreases.
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FIG. 6. The effect of the mixedness on the statistical errors of the estimator MˆAB+ . (a) Average statistical error of the
estimated 3-order purity Tr(ρAB)
3 as a function of NU for the noisy parameter p = 0, 0.3, 0.6 with D = 10*10. The unitaries
are sampled from the Haar measure numerically, and the prepared state is Bell state mixed with white noise p = 0.3, i.e.,
ρAB = (1− p)Ψ+ + pI/D.
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FIG. 7. Scaling of statistical errors of the estimator MˆAB++ . (a) Average statistical error of the estimated quantity Tr(ρ
3
AB) +
Tr(ρTB3AB ) as a function of NU for various NM with D = 10*10. (b) for D=5*5 and 10*10, with NM = ∞. The unitaries
are sampled from the Haar measure numerically, and the prepared state is Bell state mixed with white noise p = 0.3, i.e.,
ρAB = (1− p)Ψ+ + pI/D.
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FIG. 8. The effect of the mixedness and entanglement on the statistical errors of the estimator MˆAB++ in D = 10 ∗ 10 system.
Average statistical error of the estimated quantity Tr(ρ3AB) + Tr(ρ
TB3
AB ) as a function of NU for various states, the pure product
state |φA〉 |φB〉, the Bell state |Ψ+〉 and ρAB = (1 − p)Ψ+ + pI/D with p = 0.3. The unitaries are sampled from the Haar
measure numerically, and the prepared state is Bell state mixed with white noise.
