We study the problem of constrained distributed optimization in multi-agent networks when some of the computing agents may be faulty. In this problem, the system goal is to have all the non-faulty agents collectively minimize a global objective given by weighted average of local cost functions, each of which is initially known to a non-faulty agent only. In particular, we are interested in the scenario when the computing agents are connected by an arbitrary directed communication network, some of the agents may suffer from crash faults or Byzantine faults, and the estimate of each agent is restricted to lie in a common constraint set. This problem finds its applications in social computing and distributed large-scale machine learning.
Introduction
There has been significant research on the problem of distributed optimization in multi-agent systems [8, 15, 16, 26] . In a multi-agent system, each agent initially knows a convex cost function, and is capable of performing local computation as well as local communication, i.e., each agent can only exchange information with its neighbors. The system goal is to have all the agents collaboratively ⋆ This research is supported in part by National Science Foundation award NSF 1329681. Any opinions, findings, and conclusions or recommendations expressed here are those of the authors and do not necessarily reflect the views of the funding agencies or the U.S. government.
Up to f of the n agents may be faulty. Two fault models, crash faults and Byzantine faults, are considered respectively. Agents suffering crash faults can unexpectedly stop participating in the prescribed protocol/algorithm, and agents suffering Byzantine faults [13] can behave arbitrarily, and adversarially try to degrade the behavior of the system. Let F denote the set of faulty agents in a given execution and let N = V − F. The set F of faulty agents may be chosen by an adversary arbitrarily. Agent i can reliably transmit messages to agent j if and only if the directed edge (i, j) is in E. Each agent can send messages to itself as well, however, for convenience, we exclude selfloops from set E. That is, (i, i) ∈ E for i ∈ V. With a slight abuse of terminology, we will use the terms edge and link interchangeably, and use the terms nodes and agents interchangeably in our presentation.
For each agent i, let N − i be the set of agents from which i has incoming edges. That is, N Let X ⊆ R be a nonempty closed and convex set. We say that a function h : X → R is admissible if (i) h(·) is convex, continuously differentiable, and has L-Lipschitz gradient, where L is a fixed constant, (ii) h(·) has bounded gradient, i.e., |h ′ (x)| ≤ L for each x ∈ X , and (iii) the set arg min x∈X h(x) containing the optima of h(·) is non-empty and compact (i.e., bounded and closed). The bounded gradient assumption holds when X is compact. Each agent i ∈ V is initially provided with an admissible local cost function h i : X → R.
When f = 0, i.e., every agent is guaranteed to be reliable, one commonly adopted global objective [8, 15, 16, 26 ] is
i.e., the agents should collaboratively minimize the average cost of individual agents' costs. In distributed machine learning, this objective corresponds to the requirement that the data collected at different locations (local functions) be utilized equally in order to reduce bias. When f > 0, the global objective (1) cannot be minimized. This is because if an agent i crashes, in particular crashes at the very beginning of an execution, then any information about the local function h i (x) is unavailable to the other agents. Also, since a Byzantine agent can lie arbitrarily about its local function, choosing the global objective to be (1) may result in the system's output systematically biased by the Byzantine agents. Thus, under crash fault model, a proper global objective should be a convex combination of local functions -in which a local function kept by a crashed agent may have weight 0. Under Byzantine fault model, a proper global objective should be a convex combination of untampered functions (the functions initially known by non-faulty agents) only. Two slightly different formulations, namely Problem 1 and Problem 2, initially proposed in [22] , are formally described in (2) and (3), respectively, with γ and β as problem parameters to characterize how good a proper global objective is.
Problem 1 : Under crash fault model, each non-faulty agent outputs
x ∈ arg min x∈X i∈V
such that ∀i ∈ V, α i ≥ 0, i∈V α i = 1, and i∈N 1(α i ≥ β) ≥ γ Problem 1 requires that the output x be an optimum of a function formed as a convex combination of local cost functions. More precisely, for some choice of weights α i for i ∈ V such that α i ≥ 0 and i∈V α i = 1, the output must be an optimum of the weighted cost function i∈V α i h i (x), with the coefficients α i 's representing the system's utilization level of untampered data (local functions). In addition, Problem 1 requires that a large enough number of untampered local functions (at least γ) be used nontrivially (i.e., with their weights lower bounded by β). Note that 1{α i ≥ β} is an indicator function that outputs 1 if α i ≥ β, and 0 otherwise. Under Byzantine fault model, the problem is slightly different from the one under crash fault model. In particular, in Problem 2, the summation of the local functions is taken over non-faulty agents N instead of taking over all the agents V in (2) . Both Problem 1 and Problem 2 require enough number of non-faulty functions have non-trivial weights.
Problem 2 : Under Byzantine fault model, each non-faulty agent outputs
x ∈ arg min x∈X i∈N
such that ∀i ∈ N , α i ≥ 0, i∈N α i = 1, and i∈N 1(α i ≥ β) ≥ γ Our problem formulations require that (in the time limit) all non-faulty agents output identical x ∈ R, while satisfying the constraints imposed by the problem (as listed in (2) and (3)). Thus, the traditional crash consensus and Byzantine consensus [10] problems, which also impose a similar agreement condition, are a special cases of our Problem 1 and Problem 2, respectively [22] .
Related Work
Fault-tolerant consensus [18] is a special case of the optimization problem considered in this report. There is a significant body of work on fault-tolerant consensus, including [6, 7, 9, 11, 14, 29] . The optimization algorithms presented in this report use fault-tolerant consensus as a component.
Convex optimization, including distributed convex optimization, also has a long history [2] . However, we are not aware of prior work that obtains the results presented in this report except [22, 21, 23] . Primal and dual decomposition methods that led themselves naturally to a distributed paradigm are well-known [3] . There has been significant research on a variant of distributed optimization problem [8, 16, 17, 26] , in which the global objective h(x) is a summation of n convex functions, i.e, h(x) = n j=1 h j (x), with function h j (x) being known to the j-th agent. The need for robustness for distributed optimization problems has received some attentions recently [8,?,?,22,21,? ].
In particular, Duchi et al. [8] studied the impact of random communication link faults on the convergence of distributed variant of dual averaging algorithm. Specifically, each realizable link fault pattern considered in [8] is assumed to admit a doubly-stochastic matrix which governs the evolution dynamics of local estimates of the optimum.
We considered Byzantine faults and crash faults in [22, 21, 23] . In particular, [22, 21] considered Byzantine faults under synchronous systems, and [23] considered both Byzantine faults and crash faults under synchronous systems, with results partially generalizable to asynchronous systems. It is showed in [22] under Byzantine faults that at most |N | − f non-faulty functions can have non-zero weights. This observation led to the formulation of Problem 2 in (3). Six algorithms were proposed in [22] . Algorithms with alternative structure, where only local communication is needed, is proposed in [23] for crash faults and Byzantine faults, respectively. We showed in [21] that when there are sufficient redundancy in the input functions (each input function is not exclusively kept by a single agent), it is possible to solve (1) , where the summation is taken over all input functions. In addition, a simple low-complexity iterative algorithm was proposed in [21] , and a tight topological condition for the existence of such iterative algorithms is identified.
Concurrently, Sundaram et al. [24] looked at a similar problem with different focuses, where the faulty agents are restricted to broadcasting their messages (sending identical messages) to their outgoing neighbors, and the global objective is simply a convex combination of local cost functions at the non-faulty agents. Their algorithm performance is equivalent to simply running iterative Byzantine consensus on the local optima. In addition, their results are based on the assumption that every update matrix has a common left eigenvector corresponding to eigenvalue 1.
Preliminaries
Let X ⊆ R be a nonempty set. Denote Dist (x, X ) to be the standard Euclidean distance of x from the set X .
Henceforth, we assume that the set X is nonempty, closed and convex. We use P X [x] to denote the projection of the point x on the set X , i.e.,
We use the projection inequality and non-expansiveness properties, i.e., for any x,
for all x and y.
We also use the properties given in the following lemma, previously proved by Nedic et al. in [17] .
Lemma 1.
[17] Let X be a nonempty closed convex set in R. For any x ∈ R, the following holds
As Byzantine fault model is more general than crash fault model, we study Byzantine failure first. The proof ideas in this section can be adapted to crash failures.
In this section, we analyze the performance of two algorithms, namely Algorithm 1 and Algorithm 2, which were proposed in [21] and [23] , respectively. Note that Algorithm 1 is essentially a combination of the distributed optimization algorithm in [16] and the Byzantine consensus algorithm in [30] . We first briefly review the iterative approximate Byzantine consensus problem, where only local communication, and minimal memory carried across iterations, are allowed. Let us denote the collection of all the reduced graphs for a given G(V, E) by R b . Thus, N is the set of agents in each element in R b . Let τ b = |R b |. It is easy to see that τ b depends on F as well as the underlying network G(V, E), and it is finite. Let φ = |F|. Thus φ ≤ f .
Definition 2. A source component 1 S of a given graph G(V, E) is the collection of agents each of which has a directed path to every other agent in G(V, E).
It can be easily checked that if a source component S exists, it is a strongly-connected component in G(V, E). In addition, a graph contains at most one source component.
Theorem 1. [30] Iterative approximate Byzantine consensus is solvable on G(V, E) if and if every reduced graph (as per Definition 1) of G(V, E) has a source component.
If addition, it has been shown in [30] that the source component in each reduced graph contains at least f + 1 nodes. Throughout this section, we assume that the underlying graph G(V, E) satisfies the tight condition in Theorem 1.
Assumption 1 Every reduced graph of G(V, E) under Byzantine faults contains a source component.
Definition 3. Let A(β, γ) be the collection of functions defined as follows:
Each function in A(β, γ) is called a valid function for a given tuple (β, γ). Define
The next lemma characterizes the properties of set X(β, γ). Note that for each valid function p(·) ∈ A(β, γ), the minimization in (10) is taken over the whole real line R, instead of the constraint set X . [23] .
Note that X(β, γ) is the collection of the unconstrained optimal solutions of all the valid functions in A(β, γ). However, it is possible that there exists a point in X(β, γ) that is infeasible (i.e., outside X ). Let Y (β, γ) be the collection of constrained optimal solutions for functions in A(β, γ), formally defined as Proof. We consider three cases: (1) X(β, γ) ⊆ X , (2) X(β, γ) ∩ X = Ø and (3) X(β, γ) ∩ X = Ø and X(β, γ) ⊆ X .
. By Lemma 2, we know that Y (β, γ) is convex and closed.
Case 2 (X(β, γ) ∩ X = Ø): Recall that both X(β, γ) and X are convex and closed. Since X(β, γ) ∩ X = Ø, either max X(β, γ) < min X , or min X(β, γ) > max X is true. By symmetry, without loss of generality, assume that max X(β, γ) < min X .
For ease of notation, let x 0 = min X and x 1 = max X . Let p(·) be an arbitrary function in A(β, γ).
Since arg min x∈R p(x) ⊆ X(β, γ), and p ′ (·) is non-decreasing, it holds that p ′ (x) > 0 for each x ∈ X . Thus, arg min
Since (12) holds for any p(·) ∈ A(β, γ), we have
which is trivially convex and closed.
Either arg min x∈R p(x) ∩ X = Ø or arg min x∈R p(x) ∩ X = Ø is true. Suppose arg min x∈R p(x) ∩ X = Ø. Let y ∈ arg min x∈R p(x) ∩ X , then p ′ (y) = 0 and y ∈ X . Thus, y ∈ arg min x∈X p(x), which implies that arg min
In addition, since arg min x∈R p(x)∩X = Ø, then p ′ (y) = 0 for each y ∈ arg min x∈X p(x). Otherwise, the optimality of y will be violated. Thus, y ∈ arg min x∈R p(x) ∩ X and arg min
(13) and (14) together show that when arg min x∈R p(x) ∩ X = Ø, arg min
Now consider the case when arg min x∈R p(x) ∩ X = Ø. Since arg min x∈R p(x) ∩ X = Ø, either max (arg min x∈R p(x)) < x 0 or min (arg min x∈R p(x)) > x 1 . If max arg min
by the analysis in case 2, we know that arg min x∈X p(x) = {x 0 }. Similarly, if min arg min
we have arg min x∈X p(x) = {x 1 }.
Let I 1 , I 2 , and I 3 be a partition of set A(β, γ) such that
and (16) holds}
and (17) holds}
It is easy to see that I 1 , I 2 , and I 3 together form a partition of set A(β, γ).
Next, we show that
When I 1 = Ø, it holds that ∪ p(x)∈I 1 arg min x∈X p(x) = Ø. Thus, (18) follows trivially.
proving (18) .
Similarly, we can show that
We get, (18) and (19) Equality (20) holds because arg min x∈R p(x) ∩ X = Ø, for each p(·) ∈ I 1 ∪ I 2 . Since Y (β, γ) = X(β, γ) ∩ X , and both X(β, γ) and X are convex and closed, it holds that Y (β, γ) is also convex and closed.
Case 1, case 2 and case 3 together prove Lemma 3. (23) .
Exchange Local Estimates
Since the source component exists in every reduced graph of G(V, E), and is of size at least γ ≥ f + 1, [28] implies that
The construction of M[t] and relevant properties are given in [28] . Let H ∈ R b be a reduced graph of the given graph G(V, E) with H as adjacency matrix. It is shown in [28] 
where ξ = 1 2(dmax+1−2f ) . It is easy to see that 1 2n ≤ ξ < 1. Equation (25) can be further expanded out as
where
and by convention Φ(t, t) = M[t] and Φ(t, t + 1) = I n−φ , the identity matrix. Note that Φ(t, r) is a backward product (i.e., the index decreases from left to right in the product).
Convergence of the Transition Matrices Φ(t, r) It can be seen from (27) that the evolution of estimates of non-faulty agents x[t] is determined by the backward product Φ(t, r). Thus, we first characterize the evolutional properties and limiting behaviors of the backward product Φ(t, r).
Recall that τ b = |R b | is the total number of reduced graphs (under Byzantine faults) of the given G(V, E), φ = |F| ≤ f is the actual number of faulty agents in a given execution, and ξ ∈ ( 1 2n , 1) in (26) . Let ν = τ b (n − φ) and θ = 1 − ξ ν . The following lemma describes the structural property of Φ(t, r) for sufficient large t. For a given r, Lemma 4 states that all non-faulty agents will be influenced by at least γ common non-faulty agents, and this set of influencing agents may depend on r.
Lemma 4. [21]
There are at least γ columns in Φ(r + ν − 1, r) that are lower bounded by ξ ν 1 component-wise for all r, where 1 ∈ R n−φ is an all one column vector of dimension n − φ.
Using coefficients of ergodicity theorem, it is showed in [28] that Φ(t, r) is weak-ergodic. Moreover, because weak-ergodicity is equivalent to strong-ergodicity for backward product of stochastic matrices [5] , as t → ∞ the limit of Φ(t, r) exists lim t≥r, t→∞
where π ′ (r) ∈ R n−φ is the transpose of vector π(r), which is a stochastic vector (may depend on r).
for all t ≥ r.
Our next lemma is an immediate consequence of Lemma 4 and the convergence of Φ(t, r), stated in (28).
Lemma 5. [21]
For any fixed r, at least γ entries in π(r) are lower bounded by ξ ν , i.e., there exists a subset I r ⊆ N such that |I r | ≥ γ and
for each i ∈ I r .
Convergence Analysis of Algorithm 1 Here, we study the convergence behavior of Algorithm 1. The structure of our convergence proof is rather standard, which is also adopted in [8, 16, 19, 21, 23, 26, 27] . We have shown that the evolution dynamics of x[t] is captured by (25) and (27) . Suppose that all agents, both non-faulty agents and faulty agents cease computing h ′ i (x i [t]) after some timet, i.e., aftert gradient is replaced by 0.
Let {x[t]} be the sequences of local estimates generated by the non-faulty agents in this case. From (27) we getx
for all t ≤t. From (25) and (27) , we have for all s ≥ 0, it holds that
Note that the summation in RHS of (30) is overt terms since all agents cease computing h ′ j (x j [t]) starting from iterationt. As s → ∞, we have
where ·, · is used to denote the inner product of two vectors of proper dimension. 
In addition, by (31), an alternative expression of y[t] is obtained.
If, instead, all agents cease computing h ′ i (x i [t]) after iterationt+1, then the identical value, denoted by y[(t + 1)], similar to (33), equals
With a little abuse of notation, henceforth we use t to replacet. The actual reference of t should be clear from the context. It was shown in [21] that the difference |y[t] − x i [t]| shrinks over time. We prove a similar claim here.
Lemma 6. Let {x i [t]} be the iterates generated by Algorithm 1 and consider the auxiliary sequence defined in (33). If lim
Proof. Recall (27) . For t > 0,
then each x i (t) can be written as
and (33) implies that
We bound the three terms in (36) separately. For the first term in (36), we have
where inequality (a) follows from Theorem 3. The second term in (36) can be bounded as follows.
where inequality (a) follows from the fact that Φ(t − 1, t) = I. Note that when t = 1, it holds that
In addition, the third term in (36) can be bounded as follows.
From (37) and (38), the LHS of (36) can be upper bounded by
It is shown in [21] that
Then, taking limit over t, we have
Recall that γ (as per Theorem 2) is the minimal size of the source component of each reduced graph of G(V, E), and that Y (β, γ), defined in (11) , is the union of the optimal sets of all valid functions in A(β, γ). Next we show that when β ≤ 1 (2(dmax + 1−2f )) τ b (n−φ) , for each i ∈ N , the following holds
Since Dist (·, Y (β, γ)) is a metric, by (4) and the triangle inequality, we get
By (41) and Lemma 6, we know that to show (40) holds, it is enough to show that
We first informally describe the intuition of why (42) should hold. We will make present a rigorous argument later.
Recall 
In addition, for each t ≥ 0, define function p t+1 (·) as follows
for each x ∈ R. By Lemma 5, we know that there exists I t+1 ⊆ N such that |I t+1 | ≥ γ and π j (t + 1) ≥ ξ ν for each j ∈ I t+1 . Thus,
, and γ is the minimal size of the source component in each reduced graph of G(V, E). That is, the function p t+1 (·), defined in (44), is a valid function.
By (43), informally speaking, we know that for sufficient large t, y[t] comes closer to argmin x∈R p t+1 (x) at each iteration t. Observing that argmin x∈R p t+1 (x) ⊆ Y (β, γ) and Y (β, γ) ⊆ R is convex, we know that at each iteration t, y[t] comes closer to Y (β, γ). Consequently,
Next, we present a rigorous analysis validating the above intuition.
Recall from (35) that
by (44) Then,
where the last inequality follows from Proposition 1 and the fact that
Recall from (34) that
Then
In addition, since n−φ j=1 π j (t + 1) = 1, it holds that
By (46), we simplify (45) as follows.
which is similar to equation (68) in [23] , where we replace
, and replace y by z. Since lim t→∞ λ[t]L = 0, the remaining proof is similar to the proof of Theorem 2 in [23] .
Exchange both Local Estimates and Gradients
Recall that x i [0] is the initial state of agent i ∈ V.
Algorithm 2 for agent j for iteration t ≥ 1:
Step 1:
) -the gradient of the local cost function h j (·) at point x j [t − 1], and send the estimate and gradient pair (
) to on all outgoing edges.
Step 2: Let R j [t − 1] denote the multi-set of tuples of the form (
) received on all incoming edges as a result of step 1.
In step 2, agent j should be able to receive a tuple (
to be some default tuple. 5 Step 3 In contrast to Algorithms 1, 2 and 3 in [22] , the adopted default tuple in Algorithm 2 here is not necessarily known to all agents. In addition, the default tuple may vary across iterations. 6 Note that if G(V, E ) satisfies Assumption 1, then di ≥ 2f + 1 for each i ∈ V and smallest gradients among the remaining values byĝ
Update its state as follows.
For
Then the update of x i [t] in (21) can be rewritten as
Note that in (48), the averaging strategy with respect to the received estimates is different from that with respect to the received gradients. The averaging involving the received estimates is widely adopted [30, 20] . As we will see later that averaging remained extremes admits a desired representation of (48), resulting in better algorithm performance in terms of γ.
Similar to the previous subsection, without loss of generality, assume agents indexed from 1 through n − φ are non-faulty, and agents indexed from n − φ + 1 to n are faulty. Let x[t − 1] ∈ R n−φ be a real vector of the local estimates at the beginning of iteration t with x j [t − 1] = x j [t − 1] being the local estimate of agent j ∈ N , let g[t − 1] ∈ R n−φ be a vector of the local gradients at iteration t with g j [t − 1] = g j [t − 1], j ∈ N , and e[t − 1] ∈ R n−φ be the vector of projection error defined in (50). Recall that the graph G(V, E) satisfies Assumption 1. As shown in [28] , the update of x ∈ R n−φ in each iteration can be written compactly in a matrix form.
The construction of M[t] is the same as the construction in the previous subsection. Equation (52) can be further expanded out as
When the source component of every reduced graph of G(V, E) exists, then asymptotic consensus can be achieved.
The proof of Lemma 7 is similar to the proof of Corollary 3 in [23] . The following proposition is first observed in Proposition 2 in [23] .
Recall that |F| = φ. For a given set F and for each i ∈ N , let |N − i ∩ F| = φ i . Next we prove a key lemma.
Proof
Let
and
Thus, there exists 0 ≤ ξ ≤ 1 such that
and there exists 0 ≤ ξ k ≤ 1 such that
. By Proposition 2, we know that
Define q(x) as follows.
In (57), for each k ∈ R 2 j [t − 1] − F, it holds that
In addition, we have
are assigned with weights lower bounded byβ.
So we can rewrite g j [t − 1] as follows.
In (58), for each k ∈ R 2
For each i ∈ S * j [t − 1], it holds that
Thus, in (58), at least |(N
Case (i) and Case (ii) together prove the lemma.
Recall that
where M ji [t − 1] is the entry of matrix M[t − 1] at the j-th row and i-th column. Let {z[t]} ∞ t=0 be a sequence of estimates such that
From the definition, there is a sequence of agents {j t } ∞ t=0 associated with the sequence {z[t]} ∞ t=0 .
Theorem 4. Letβ = min{ Proof.
Equality (60) holds due to the fact that i∈i∈(N − j t+1 ∪{j t+1 } M ji = 1. By Lemma 8, there exists a valid function p t (·) = q∈N α q h q (·) ∈ C such that
In addition, let
We get
where p t is defined in (61). Inequality (62) follows from Proposition 1 and the fact that h q (·) has L-Lipschitz gradient for each local function. Inequality (63) is true because
[t]) is the gradient of a valid function at point x j ′
t+1
[t] for
is a sequence of estimates such that
Note that for each t ≥ 0, there exists a non-faulty agent j ′ t such that (63) holds, and there exists a sequence of agents {j ′ t } ∞ t=0 . Let {x[t]} ∞ t=0 be a sequence of estimates such that
The remaining of the proof is identical to the proof of Theorem 2 in [23] .
Crash Fault Tolerance
In this section, we first revisit the problem of reaching unconstrained iterative approximate consensus in the presence of crash failures, where only local communication and minimal memory carried across iterations are allowed.
Iterative Approximate Crash Consensus
We present a matrix representation of the states evolution of all the agents. This matrix representation allows us to derive a bound on the convergence rate which is independent of the timing of the occurrence of crash failures. With this matrix representation, we provide an alternative proof of the sufficiency of the topology condition found in [4, 25] under which the iterative approximate crash consensus is achievable.
Definition 4. For a given graph G(V, E), a reduced graph H c under crash faults is a subgraph of G(V, E) obtained by removing all the edges incident to up to |F| nodes in F.
Reaching consensus on highly dynamic networks is considered in [4] , which incorporates our problem as a special case. Since the network topological dynamic in our problem is caused by the crash failure, thus the dynamic has some "monotone" structure over time. Although unconstrained algorithms are considered in [25] , where agents can exchange messages with agents via possible multi-hop communication, it can be shown that the necessary condition in the next lemma is equivalent to the tight condition found in [25] .
Lemma 9. [4,25] Iterative approximate crash consensus can be achieved on a given graph G(V, E) only if every reduced graph under crash faults of G(V, E) contains a unique non-trivial weaklyconnected component, and the subgraph induced by this weakly-connected component contains a source.
Proof. Suppose for the given graph G(V, E), there exists a reduced subgraph H c that (i) contains at least two non-trivial weakly-connected components, or (ii) contains a unique non-trivial weakly-connected component, but the subgraph induced by this weakly-connected component does not contain a source.
Let F ⊆ F be the set of nodes whose edges are removed. Let G − F be the subgraph induced by V − F . Consider the execution where all the agents in F crash at the very beginning of this execution.
Both (i) and (ii) imply that there is no spanning trees in G−F . By [20] , we know that consensus cannot be achieved on G − F . Thus, crash consensus cannot be achieved on G(V, E), proving the lemma.
Assumption 2 Every reduced graph (under crash faults) of G(V, E) contains a unique non-trivial weakly-connected component, and the subgraph induced by this weakly-connected component contains a source.
In Lemma 9, we show that the Assumption 2 is necessary for iterative approximate crash consensus to be achievable. Next we show that Assumption 2 is also sufficient. We prove this by construction.
Let N [t] be the set of agents that have not crashed by the beginning of iteration t, and let N [t] be the set of agents that have not crashed by the end of iteration t.
is the collection of agents that crash during iteration t, and thatN [t] = N [t + 1]. In particular, in iteration t, if an agent crashes after performing the update step in (64), we say this agent crashes in iteration t + 1. Recall that x i [0] be the initial state of agent i ∈ V.
Algorithm 3 (crash consensus)
Steps to be performed by agent i ∈ N [t] in the t-th iteration:
1. Transmit step: Transmit current state x i [t − 1] on all outgoing edges. 2. Receive step: Receive values on incoming edges. These values form multiset R i (t) of size at most |N
Update step: Update its state as follows.
Since we are interested in unconstrained consensus, there is no projection involved in the update step. Recall that, in iteration t, if an agent crashes after performing the update step in (64), we say this agent crashes in iteration t + 1. With this convention, we know that only agents inN [t] (agents that have not crashed by the end of iteration t) will update their states according to (64). Consequently, for each i / ∈N [t], we assume that
∈ R n×n be a n by n matrix such that for each i ∈N [t],
and for each i / ∈N [t],
Note that the update matrix P[t] is row-stochastic for each t ≥ 1. At each iteration t, an agent can only receive messages from agents that have not crashed by the beginning of iteration t. Thus
, and
Let x[t − 1] ∈ R n be a real vector of the local estimates at the beginning of iteration t with
being the local estimate of agent j ∈ V (can be faulty).
Note that in (67), the the time index of the matrix is the same as the iteration time index. In contrast, in (25) and (52), the matrix time index is smaller than the iteration time index by one. The time index in the update matrix definition (65) and (66) is chosen for ease of notation.
Let H c be a subgraph of G(V, E), with H as the adjacency matrix. In every iteration t ≥ 1, and for every P[t], there exists a reduced graph H c [t] with adjacency matrix H[t] such that
where ζ = 1 dmax + 1 and d max = max j∈V d − j . Note that both G(V, E) and H c [t] have the same vertex set V. Equation (67) can be further expanded out as
is a backward product, and by convention, Ψ(t, t) = P[t] and Ψ(t, t + 1) = I. Since 1 is a right eigenvector of Ψ(t, r) with eigenvalue 1, the product Ψ(t, r) is also a row-stochastic matrix. In addition, the product Ψ(t, r) has the following property.
, it holds that
Proof. We prove this proposition by inducting on t ′ .
, no agents (rather than agent j itself) can receive messages from agent j, i.e., j / ∈ R k (t) ∪ {k} for any k = j. Since i ∈ N [t] and j / ∈ N [t], it holds that i = j. By (65), we know P ij [t] = 0.
Recall that Ψ(t ′ + 1, t) = P[t ′ + 1]Ψ(t ′ , t). We get
In addition, Ψ ij (t ′ + 1, t) ≥ 0. Thus,
proving the induction.
As an immediate consequence of Proposition 3, for any t, t ′ ≥ t, and i ∈ N [t], the following holds.
We next show that under Assumption 2, the submatrix of Ψ(t, r) with rows and columns corresponding to all the non-faulty agents in N will converge to a rank-one matrix of dimension |N | × |N |.
We first adapt the weak-ergodicity results obtained by Hajnal [12] (Ψ(t ′ , t) ) and η r (Ψ(t ′ , t)) as follows.
Since
for any r ≤ t, by the above definition, it is easy to see that
Note that the definition of δ r (Ψ) (t ′ , t) is symmetric in α and α ′ . Thus,
Lemma 10. For each t ≥ 0 and t ′ ≥ t, we have
Proof.
, and F = Ψ(t 2 , t 0 ) = PG. Then the following is true
Proof. Since P = Ψ(t 2 , t 1 + 1), G = Ψ(t 1 , t 0 ), and F = Ψ(t 2 , t 0 ), it holds that
For any α, β ∈ V, we have F αβ = n k=1 P αk G kβ . We get
Recall that N [t 1 + 1] is the collection of agents that have not crashed by the beginning of iteration
, then k crashed in the first t 1 iterations. From (66), we know that if k / ∈ N [t 1 +1], then P ik [t] = 0 for all i = k and all t > t 1 . As P = Ψ(t 2 , t 1 +1) = P[t 2 ]P[t 2 −1] · · · P[t 1 +1], we know that P ik = Ψ ik (t 2 , t 1 + 1) = 0 for any i = k and k / ∈ N [t 1 + 1]. Intuitively speaking, for any t > t 1 , since agent k has already crashed, it cannot influence any other agents -no other agents can receive any message from agent k after iteration t 1 . For α, α ′ ∈ N [t 1 + 1] and k / ∈ N [t 1 + 1], then P αk = 0 = P α ′ k , i.e., for any α, α ′ ∈ N [t 1 + 1], it holds that
Thus, equality (76) can be simplified as
proving the lemma.
Then , 1) ) by Lemma 11
Recall that for t ≥ 1 and every 
, 
Then, we get 
If N [(k − 1)n + 1] = N [kn + 1], i.e., no crash occurs from the start of iteration (k − 1)n + 1 to the end of iteration kn, then
Since there are at most f crash failures, it holds for at least k − f indices among r = 1, · · · , k satisfy the following
In addition, from (72) we know that
for any r = 1, · · · , k. Thus, (78) can be further bounded from above as
Taking limit on both sides of (83) over k, we get
That is lim
Thus, consensus is achieved, proving that Assumption 2 is also sufficient. So far, we have proved the following theorem. Properties of the Limiting Weights We first present a detailed characterization of the consensus value in terms of limiting weights of individual agents. Let [Ψ(t, 1)] N be the |N | by |N | submatrix of Ψ(t, 1) whose rows and columns correspond to agents in N . From the fact that lim t→∞ δ t (Ψ(t, 1)) = 0, we know that the submatrix [Ψ(t, 1)] N will converge to a rank one matrix, i.e.,
] is a sub-vector of a row stochastic π(1) such that j∈N π j (1) = 1, and π j (1) = 0 for j / ∈ N . Indeed, the following holds for any r,
Note that the limiting row stochastic vector may depends on r. Let γ be the minimal size of the source component of each reduced graph under crash faults.
Lemma 12.
There are at least γ columns in [Ψ(r + n − 1, r)] N that are lower bounded by ζ n 1 component-wise for all r, where 1 ∈ R n−φ is an all one vector of dimension n − φ.
Lemma 12 follows immediately from (79) and (80). Thus its proof is omitted.
Proof. For each t = r, . . . , r + n − 1, let H c [t] be a reduced graph with adjacency matrix
where ζ = 1 dmax+1 . Let H be the reduced graph in which the edges incident to all the faulty nodes (nodes in F) are removed. Let H be the adjacency matrix of H. It is easy to see that H ⊆ ∩ r+n−1 t=r
Since G(V, E) satisfies Assumption 2 and there are at least γ nodes in the source component of G − F, there exist at least γ nodes in N that can reach every other node in G − F. Thus, at least γ columns in [ H n ] N is lower bounded by 1, where [ H n ] N is the submatrix of H n whose rows and columns correspond to agents in N . Since |N | = n − φ, the lemma is proved.
Lemma 13. For any fixed r, at least γ entries in π(r) are lower bounded by ζ n , i.e., there exists I r ⊆ N such that |I r | ≥ γ and
The proof of Lemma 13 is identical to the proof of Lemma 5.
Proof. Given Ψ(r + n − 1, r), let I r ⊆ N be the collection of columns that are lower bounded by ζ n 1 in [Ψ (r + n − 1, r)] N . By Lemma 12, we know that |I r | ≥ γ. Since δ t→∞ (Ψ(t, r)) = 0, and Ψ(t, r) is a row-stochastic matrix. Let Ψ i· (t, r) be the i-th row of Ψ(t, r). For each i ∈ N , it holds that
where j∈N π j (r) = 1 and π j (r) = 0 for each j / ∈ N . Similarly, we have for each i ∈ N , it holds that lim
where j∈N π j (r + n) = 1 and π j (r + n) = 0 for each j / ∈ N . In addition, let i ∈ N , we have
For each j ∈ I r , we have Ψ kj (r + n − 1, r) ≥ ζ n . Then
The last equality holds since k∈N π k (r + n) = 1. In addition, since |I r | ≥ γ, then π j (r) ≥ ζ n for at least γ agents in N .
Undirected Graphs When G(V, E) is undirected, we will show that average consensus among all the non-faulty agents can be achieved, i.e., π i = 1 |N | for each i ∈ N is achievable. We will modify the update step of Algorithm 3. With the new update step, the state evolution of the non-faulty agents can be represented by a sequence of doubly-stochastic matrices.
Algorithm 4 (crash consensus)
1. 
for each j ∈ R i (t), and let
. Update its state as follows.
7 Some agents in N − i may have crashed.
Note that to execute Algorithm 4, each agent needs to know the degrees of its neighbors. Let P[t] ∈ R n×n by a n by n matrix such that for each i ∈N [t],
It is easy to see that P[t] is doubly-stochastic for all t ≥ 0.
Let x[t] ∈ R n be a real vector of dimension n, with x j [t] defined as
for each t ≥ 1, and for all i ∈ V. The evolution of vector x[t] can be represented as follows. Suppose the proposition holds for the t-th iteration. Now consider the t + 1-iteration. The submatrix [ P[t] P[t − 1] · · · P [1] ] N will converge to a rank one matrix. That is, the rows in P[t] P[t − 1] · · · P [1] corresponding to all the non-faulty agents in N will be identical asymptotically. Letπ(1) be the identical row stochastic vector. It can be shown that i∈N π i (1) = 1 and π i (1) = 0 for each i / ∈ N . In addition, since P[t] is a doubly-stochastic matrix, it holds thatπ i (1) = 1 |N | for each i ∈ N .
Crash-Tolerant Algorithms
We are interested in the following family of functions. The proof of Lemma 15 is the same as Lemma 3.
Algorithm 5 (under crash faults)
(90)
Theorem 6. For a given graph G(V, E) and β ≤ Suppose that all agents (both non-faulty agents and faulty agents) cease computing h ′ i (x i [t]) after some timet, i.e., aftert gradient is replaced by 0.
Let {x[t]} be the sequences of local estimates generated in this case. We havē For each i ∈ V, we havē 
Discussion
We study the problem of constrained distributed optimization in multi-agent networks when some of the computing agents may be faulty. In this problem, the system goal is to have all the non-faulty agents collectively minimize a global objective given by weighted average of local cost functions, each of which is initially known to a non-faulty agent only. We focus on the family of algorithms considered in [23] , where only local communication and minimal memory carried across iterations are allowed. We generalize our previous results on fully-connected networks and unconstrained optimization [23] to arbitrary directed networks and constrained optimization. As a byproduct, we provide a matrix representation for iterative approximate crash consensus. The matrix representation allows us to characterize the convergence rate for crash iterative crash consensus. In terms of solvable γ, Algorithm 1 (Algorithm 5) relies on the size of the source components of individual reduced graphs. In contrast, the solvable γ by Algorithm 2 (Algorithm 6) only relies on the incoming degree of each agent. We believe that there will be a way to combine the analysis for Algorithm 1 and Algorithm 2 to get a better bound on γ. We leave this problem for further exploration.
