Abstract-In this paper we use optimization-based methods to analyze the stability and design state and output-feedback controllers for a class of one-dimensional parabolic partial differential equations. The output may be the complete state measurement or the boundary measurement of the state. The input considered is Neumann boundary actuation. We use Lyapunov operators, duality, and the Luenberger observer framework to reformulate the synthesis problem as a convex optimization problem expressed as a set of Linear-Operator-Inequalities (LOIs). We then show how feasibility of these LOIs may be tested using Semidefinite Programming (SDP) and the Sum-of-Squares methodology. Moreover, we provide numerical results which prove that the method can be generalized for application to systems with other types of boundary conditions.
I. INTRODUCTION
Parabolic Partial Differential Equations (PDEs) are a simple class of system used to model processes such as diffusion, transport and reaction. Some examples of systems which have been modelled using Parabolic PDEs include plasma in a tokamak [55] , heat propagation, and spatial dynamics of population in an ecosystem [34] . Despite the wide variety of physical phenomena modeled by PDEs, compared to control of Ordinary Differential Equations (ODEs), our knowledge of how to control PDEs is underdeveloped. However, significant research has been undertaken on control of PDEs using numerical approximation techniques. Most numerical approximation techniques require a model reduction wherein the PDE is approximated by a sequence of finite-dimensional systems. A sequence of control laws is then designed to stabilize the finite-dimensional approximations and then a convergence of this sequence of closed-loop approximations to the closed-loop PDE is shown (see, e.g., [33] , [32] , [29] ). The proposed method does not require approximation and convergence theory as the control is designed to stabilize the infinite-dimensional system directly. Compared to the control of linear PDEs, Linear Matrix Inequalities (LMIs) and convex optimization have been used to resolve a vast array of long-standing problems for the control of linear ODEs -e.g. H∞-optimal output feedback. The goal of this paper is to attempt to extend some of the computational methods for control of linear ODEs to control of linear PDEs.
Differential models incorporating multiple independent variables (e.g. time and space) have been around since the time of Newton. Indeed, many of the models we use today date from this time -e.g. D'Alembert and the wave equation; the Euler-Bernoulli beam; the Euler equations. Although research into PDEs over the past century has mainly focused on constructing analytic or numerical solutions to these systems, an effort has also been made to define a framework for control. One facet of this research into defining a framework for control of PDEs has been to define a general class of forward-time PDE systems using the label of "strongly-continuous semigroup". For such systems, existence and continuity of solutions is guaranteed for bounded feedback operators. See [13] , [3] , [22] , [29] for several excellent volumes on this subject. One of the advantages of a welldefined state-space is the ability to use Lyapunov analysis to prove properties of the state. Indeed, application of Lyapunov theory to infinite-dimensional systems has been studied for some time -See early results in [25] , [15] , [1] .
PDE models of control can vary significantly based on the type of PDE, boundary conditions, measurements, etc. Unlike ODE systems, these differences may dramatically alter the definition of state and other mathematical properties of the solution. For instance, control of PDEs can be classified as either distributed input or boundary/point input. For distributed inputs, the control effort is spread over some measurable subset of the domain. For boundary/point inputs, the input precisely determines the state at a collection of points of zero measure. An example of a distributed input is RF heating of a plasma in a tokamak [5] . Examples of point actuation include a thermostat in HVAC regulation or the speaker in noise-canceling headphones. In a similar manner, output may also be classified using either distributed or boundary/point measurements. A more subtle distinction is the classification as hyperbolic, parabolic or elliptic -a distinction determined by the number and type of partial derivatives. Additionally, we distinguish between isotropic and anisotropic systems. In isotropic systems, independent variables (spatial or temporal) do not appear in the coefficients, whereas the anisotropic form allows such dependence. Examples of anisotropic systems include heat conduction with non-homogeneous/time-varying conductive properties or a wave propagating through a medium of varying density. Finally, we classify the boundary conditions using terms such as Neumann/Dirichlet/Robin/etc. to denote which boundary points are specified or controlled. Classification of boundary conditions has a significant influence on the existence and mathematical properties of the solution [31] .
In this paper we focus on the more difficult case of boundary actuation of a single-state anisotropic parabolic partial-differential equation in a single spatial variable using full measurement and boundary measurement of the state. Specifically, we consider onedimensional linear parabolic PDE with spatially distributed coefficients with Neumann boundary control. We design both statefeedback control and output feedback control. To construct the output feedback control, we design a Luenberger observer to estimate the state of the system using only the Dirichlet measurement of the state. Owing to the separation principle, the observer can be coupled to the state feedback controller to produce a stabilizing output feedback control.
There has been significant recent effort to understand and solve the problem of (optimal) control for PDE systems of this form. For instance, [50] solved certain distributed input/distributed output optimal control problems using infinite-dimensional Ricatti equations. Additionally, [29] and related work considered the problem of point actuation using Ricatti Equations and also discusses potential numerical methods for solving these equations. In [28] , an extension of this approach to output feedback through the use of a Luenberger observer is developed. One relatively popular and practical method for controlling parabolic PDE systems has been backstepping [27] and its numerous extensions (e.g. [26] , [44] , [45] , [43] ). This method is attractive due to its straightforward explanation and implementation. However, it does have drawbacks including suboptimality due to the fixed structure of the controller and Lyapunov function. Additionally, we note some other recent use of Lyapunov functions for analysis and control of infinite dimensional systems including: a rotating beam [9] ; quasilinear hyperbolic systems [8] ; and control of systems governed by conservation laws [10] . Examples of optimal control of infinite dimensional systems include [46] , [47] , [54] .
Alternatively, Sturm-Liouville theory can also be used to devise stabilizing controllers for the class of PDEs we consider. In particular, the problem of searching for the eigenvalues of the differential operators defining the PDEs under consideration can be cast as a SturmLiouville eigenvalue problem. Thus, the eigenvalues of the differential operators can be found and consequently, stability properties can be inferred. Moreover, using the same approach, static output feedback controllers which stabilize the PDEs can also be found.
None of these methods, however, are ideal in the sense that if a controller exists, we have a practical and numerically efficient way of finding it. We wish to address this issue for the class of parabolic PDEs considered. For this purpose, we construct strictly positive Lyapunov functions which are strictly decreasing in time, also known as strict Lyapunov functions. In particular, we use quadratic Lyapunov functions parametrized using positive linear bounded operators on infinite dimensional spaces. Consequently, the existence of such strict Lyapunov functions depends on the existence of positive operators which solve a particular set of Linear Operator Inequalities (LOIs). Therefore, if we can find the solutions of these LOIs, which are positive operators, we can construct quadratic Lyapunov functions using these operators. Unfortunately, unlike LMIs, there is no single method for searching over the set of all positive operators on infinite dimensional spaces for the solution to a given set of LOIs. There are however a few relaxations which may be used to search for solutions to LOIs. One such relaxation, which we use, is Sum-ofSquares (SOS) polynomials. In particular, we parametrize the set of positive operators using SOS polynomials. This renders the problem of searching for solutions to LOIs convex. More importantly, with such parametrization of positive operators, the solutions of LOIs may be searched using semidefinite programming using recently developed numerical tools [42] . The numerical results we provide suggest that there is only a little amount of conservatism associated with this methodology. Moreover, in addition to the boundary conditions we consider, the methodology presented can be easily be modified to consider other types of boundary conditions. To this effect, we provide numerical results for different boundary conditions attesting to the effectiveness of the method developed. The major limitation of this method lies in the requirement of computational resources to solve semidefinite programming problems. Moreover, since we construct Luenberger observers, the closed loop system may be suboptimal.
Some previous work related to application of SOS polynomials to infinite dimensional systems include stability analysis of time delay systems [37] , fluid flow [49] and analysis of PDEs [36] . Additionally, the use of LMIs for stability analysis of semilinear parabolic and hyperbolic systems can be found in [20] .
II. NOTATION
The set R m×n contains real matrices of dimensions m-by-n. The set S n contains real symmetric matrices of dimension n-by-n. C n (X), n ∈ N, is the space of n−times continuously differentiable functions defined on X. C ∞ (X) is the space of infinitely differentiable functions defined on X. C n,m (X, Y ), n, m ∈ N, is the space of n−times continuously differentiable functions defined on X and m−times continuously differentiable functions defined on Y . The shorthand ux and ut denote the partial derivative of u with respect to independent variable x and t respectively. We use L2(X) to denote the Hilbert space of square integrable functions from X to R. In is the identity matrix of dimension n × n and we denote I = In when n is clear from context. We define Z d (x) to be the column vector of monomials in variables x which span the space of all polynomials of degree d or less in x. Similarly, We define Z d (x, ξ) to be the column vector of monomials in variables x and ξ which span the space of all bi-variate polynomials of degree d or less in x and ξ.
Unless otherwise indicated, ·, · denotes the inner product on L2 and · = · L 2 denotes the norm induced by the inner product. The Sobolev subspace of differentiable functions
Hilbert spaces X and Y , the set L(X, Y ) includes bounded linear operators from X to Y endowed with the induced norm · L.
III. PROBLEM STATEMENT
The parabolic PDE considered in this article is given by wt(x, t) =a(x)wxx(x, t) + b(x)wx(x, t) + c(x)w(x, t), (1) x ∈ [0, 1], t ≥ 0, with mixed boundary conditions of the form
under the assumption that w is scalar valued (w(x, t) ∈ R), a, b and c are polynomial functions with a(x) ≥ α > 0, for x ∈ [0, 1]. The strict positivity of a(x) implies that the differential operator defining the PDE is uniformly elliptic [19] . This uniform ellipticity means that any quantity represented by the state w diffuses from higher density to lower density, a property which is representative of most physical quantities whose dynamics are modeled by parabolic PDEs. Additionally, u(t) ∈ R is the boundary control input. The problems addressed in this article are as follows: 1) Stability analysis: For the autonomous system (u(t) = 0), prove the exponential stability of w ≡ 0. 2) State feedback control: Construct gains R1 and R2(x) such that if
then w ≡ 0 is exponentially stable. 3) Output feedback control: Using the boundary measurement y(t) = w(1, t), construct gains O1(x) and O2 which define the Luenberger observer
with boundary conditionŝ
whereŷ(t) =ŵ(1, t), such that if
then w ≡ 0 is exponentially stable.
Of course, since the system under consideration is linear, the output feedback design can be decoupled into the design of an exponentially stabilizing state feedback control and an observer design such that the state estimation error converges to zero exponentially. This is known as the separation principle, a well known property of linear systems (see, e.g., [17] for finite dimensional systems and [13] for infinite dimensional systems). Therefore, once we have constructed the gains that R1 and R2(x) for the state feedback control, we need to design the gains O1(x) and O2 such that the state estimation error e =ŵ − w is exponentially stable. The dynamics of e can be obtained by subtracting the state dynamics (1)-(2) from the observer dynamics (3)-(4) to obtain
with boundary conditions
We now briefly discuss the uniqueness and existence of solutions of the systems considered for analysis and state and output feedback controller synthesis. Let us define the operator
It is well known that the operator A restricted to space
generates a strongly-continuous semigroup, or a C0-semigroup on L2(0, 1) (see, e.g., [13] ). This can also be established since the operator A can be represented as the negative of a Sturm-Liouville operator on D0 and hence, using the spectral properties of a SturmLiouville operator, it can proven that A restricted to D0 generates a C0-semigroup on L2(0, 1) [16] . Thus, using Theorems 3.1.3 and 3.1.7 in [13] we conclude that for any initial condition w0 ∈ D0 (L2(0, 1)) there exists a unique classical (weak) solution of (1)- (2) with u(t) = 0.
Using a fixed point argument similar to the one presented in [2] it can be shown that for R1 ∈ R and R2 ∈ L∞(0, 1), the closed loop system (1)-(2) with 
If the closed loop system is exponentially stable, it admits a unique classical solution w ∈ C 1,2 ((0, ∞), [0, 1]) for any w0 ∈ D. The straightforward, albeit tedious proof of this assertion is established by generalizing the arguments presented in [2, Section 6] and has been left out due to the length constraint of the manuscript.
Finally, it has been established in [20, Section 2] that for O1 ∈ C 1 (0, ∞) and O2 ∈ R, Equations (5)- (6) If the system is exponentially stable, using the stability properties the time local solution can be extended to a classical solution e ∈ C 1,2 ((0, ∞), [0, 1]) for any w0 ∈ De.
IV. A FRAMEWORK FOR ANALYSIS AND SYNTHESIS OF PDES
To address the problems at hand, we aim to create a framework for stability analysis and controller and observer synthesis akin to the Linear Matrix Inequality (LMI) framework for Ordinary Differential Equations (ODEs). To motivate this approach, we recall some concepts from the field of control of finite dimensional systems [17] . Consider the following finite dimensional systeṁ
where x(t) ∈ R n is the state and u(t) ∈ R m is the control input. Additionally, A ∈ R n×n and B ∈ R n×m . The autonomous version of this ODE is exponentially stable if and only if there exists a positive definite matrix P ∈ S n such that
This condition is equivalent to the existence of the Lyapunov function V (x(t)) = x ⋆ (t)P x(t). Similarly, a state feedback of the form u(t) = F x(t), F ∈ R m×n exponentially stabilizes the system if there exists a positive definite matrix P ∈ S n and Z ∈ R m×n such that
Then F = ZP −1 . This condition is equivalent to the existence of the Lyapunov function V (x(t)) = x ⋆ (t)P −1 x(t). Observer synthesis follows similarly. Since these conditions are LMIs, the search for the positive definite matrix P can be performed using semidefinite programming.
For the class of PDEs under consideration, we wish to accomplish the goals of analysis and state/output feedback by constructing Lyapunov functions. Instead of LMIs, the search of such Lyapunov functions can be cast as Linear Operator Inequalities (LOIs). For example, the autonomous version of the boundary value problem (1)-(2) is exponentially stable if there exists a Lyapunov function which satisfies, for some scalars ǫ, δ > 0,
The existence of such a Lyapunov function is equivalent to the existence of a positive linear bounded operator P ∈ L (L2(0, 1)) which satisfies the following LOIs 1 :
where the operator A is defined in (7) and the space D0 is defined in (8) . If a positive operator P satisfying the LOIs exists, then the Lyapunov function is given by V (w(·, t)) = Pw(·, t), w(·, t) . Similar LOIs can be formulated for controller and observer synthesis. Unlike for LMIs, the solutions for LOI are positive bounded linear operators on infinite-dimensional spaces. There is no single method which can search over the set of all positive operators on an infinitedimensional space for the solution of given LOIs. However, there are methods to search over subsets of positive operators. For example, consider the set of positive operators on L2(0, 1) parametrized by positive scalars as (Pz) (x) = ωz(x), z ∈ L2(0, 1), ω > 0. With positive operators of this form, the aforementioned LOIs can in fact be cast as LMIs (see, e.g., [20] ). However, as our numerical results indicate, using such a simple class of positive operators is very conservative. Therefore, we need a method to parametrize positive operators which produces a rich class over which we can search for the solutions of LOIs. Moreover, this class of positive operators should be such that a solution to a given LOI can be searched efficiently. To address these issues, we use positive operators on L2(0, 1) parametrized by Sum-of-Squares (SOS) polynomials. Specifically, we use positive operators of the form
, where M , K1 and K2 are polynomials. Using SOS allows us to efficiently search for such positive operators since an SOS problem can be cast as a semidefinite programming problem as explained in the next subsection. Moreover, numerical results suggest that using such positive operators has very little conservatism.
A. Sum-of-Squares (SOS) Polynomials
Sum-of-Squares (SOS) is an approach to the optimization of positive polynomial variables. A typical formalism for the polynomial optimization problem is given by
for all y ∈ R n , where the fi are known real polynomial functions. The key difficulty is that the feasibility problem of determining whether a polynomial is globally positive (f (y) ≥ 0 for all y ∈ R n ) is NP-hard [4] . To overcome this difficulty, there are a number of sufficient conditions for polynomial positivity. A particularly important such condition is that the polynomial, p, be a Sum-ofSquares,
where the gi are polynomials and which is denoted p ∈ Σs. The importance of the SOS condition lies in the fact that it can be readily enforced using semidefinite programming. This is due to the easily proven fact that for a polynomial p of degree 2d, p ∈ Σs if and only if p = Z(x) T QZ(x) for some Q ≥ 0, where Z(x) is the vector of monomials of degree d or less. In this way optimization of positive polynomials can be converted to semidefinite programming. The semidefinite-programming approach to polynomial positivity was described in the thesis work of [38] and also in [41] . See also [7] and [30] for contemporaneous work. MATLAB toolboxes for manipulation of SOS variables have been developed and can be found in [42] and [24] .
To motivate the application of SOS polynomials for the analysis, controller and observer synthesis for parabolic PDEs, we provide a simple example. Consider as an example the stability analysis of wt(x, t) = wxx(x, t), w(0, t) = 0, wx(1, t) = 0.
For any polynomial M (x), let us define the operator (Pz) (
. Taking the time derivative of V using (11) and applying integration by parts establishes that if there exists scalars ǫ, δ > 0 such that
Hence, V (w(·, t)) is a Lyapunov function proving the exponential stability of (11) . A similar approach is used to design controllers and observers. For this illustration, we used the simple operator (Pz) (x) = M (x)z(x), z ∈ L2(0, 1), to construct the strict Lyapunov function. However, such operators are very conservative and therefore, we use relatively more complicated operators in the article. Nevertheless, the basic idea remains the same.
V. POSITIVE OPERATORS AND SEMI-SEPARABLE POLYNOMIAL

KERNELS
The results we present are expressed as optimization over a set of positive operators. To solve these optimization problems, we use SOS polynomials, and hence positive matrices, to parameterize a subset of positive operators on L2(0, 1) as described in [39] . We consider operators of the form
where
, we gave necessary and sufficient conditions for positivity of multiplier and integral operators of similar form using pointwise constraints on the functions M , K1 and K2. Recently, in [39] , these conditions was sharpened -See Theorem 1.
where the Uij are a partition of U . Let
Then the operator P, defined by Equation (12) is self-adjoint, bounded and satisfies Pw, w ≥ ǫ w 2 , for all w ∈ L2(0, 1).
Proof: Using [39, Theorem 1] it can be established that
for any w ∈ L2(0, 1). Adding ǫ w 2 to both sides and using the definition of M (x)
Using the definition of P, we obtain w, Pw ≥ ǫ w 2 .
The operator P is self-adjoint because by construction K1(x, ξ) = K2(ξ, x). Moreover, since the operator is linear and continuous, there exists a scalar θ > 0 such that for all w ∈ L2(0, 1)
Finally, since U11 is positive semi-definite, using the definition of M (x) it is straightforward to establish that
For convenience, we define the set of multipliers and kernels which satisfy Theorem 1.
VI. INVERSES OF POSITIVE OPERATORS
As will become apparent in subsequent sections, in order to construct the controller and observer gain we need a method of constructing inverses of operators belonging to Ξ {d 1 ,d 2 ,ǫ} . As it turns out, operators of the form (12) are the input-output maps of well-posed Linear Time Varying (LTV) systems [21] . Moreover, the authors in [21] present a method of constructing such operators which we present below.
Theorem 2. For any
and U (x) = limn→∞ Un(x), where Then, the inverse of the operator P is given by
AdditionallyM ,K1 andK2 are class C ∞ functions and P −1 is strictly positive and bounded on L2(0, 1).
See [21] for a proof. We would like to make a few remarks on the theorem. Since K1 and K2 are polynomials, the vectors of polynomial functions F and G can be easily constructed. Since B(ξ)M (ξ) −1 C(ξ) is a matrix of rational functions and hence Lebesgue integrable, it follows from [21] , [14] that the uniform limit U (x) exists and is non-singular for x ∈ [0, 1]. Owing to the non-singularity of U (x) on [0, 1], the matrix H is trivially shown to be well defined. The fact thatM ,K1 andK2 are class C ∞ functions readily follow from their construction. Finally, the strict positivity and boundedness of P −1 follows from the strict positivity and boundedness of P on L2(0, 1).
To construct the inverse in practice, the limit U (x) has to be replaced by
for some finite n where n is chosen sufficiently large so that the inverse is approximated adequately. Additionally, the calculation of Un+1(x) requires recursive integration of rational functions due to the presence of M (ξ) −1 which is challenging. Therefore, we replace M (ξ) −1 with it's Taylor series approximation.
In practice, we have found that only a few terms are required for convergence. To illustrate, in Figure 1 we find some (M, K1, K2) ∈ Ξ1,1,1. Then we plot w−PP −1 n+1 w , where P −1 n+1 denotes P −1 with U (x) replaced by Un+1(x), as a function of n for the arbitrarily chosen function w(x) = x(x − 0.4)(x − 1). In this case, n = 5 yields norm error of order ≈ 10 −5 . In this example, we approximated M (ξ) −1 with the first five terms of its Taylor series.
VII. STABILITY ANALYSIS
In this section, we address the simpler problem of stability analysis of the autonomous version of the PDE considered. As we stated earlier, we will construct Lyapunov functions parametrized by positive operators of the form considered in Section V. This will allow us to construct SOS conditions which can be then verified using semidefinite programming.
Recall the autonomous PDE under consideration wt(x, t) = a(x)wxx(x, t) + b(x)wx(x, t) + c(x)w(x, t), (13)
For this system we present the following theorem.
Theorem 3.
Suppose there exist scalars ǫ, δ > 0, d1, d2 ∈ N and polynomials M , K1 and K2 such that
Then for any initial condition w0 ∈ D0, there exists a scalar γ > 0 such that the classical solution w of (13)- (14) satisfies
where D0 is defined in Equation (8).
Proof: As discussed in Section III, for any w0 ∈ D0 the autonomous system admits a unique classical solution. Thus, we begin by defining the Lyapunov function V (w) = w, Pw where P ∈ L (L2(0, 1)) is defined as
Since P is defined using {M, K1, K2} ∈ Ξ d 1 ,d 2 ,ǫ , we have from Theorem 1 that V (w) ≥ ǫ w 2 . We wish to prove that,
thus proving the exponential stability of the autonomous system since it can be easily shown that
Using the self-adjointedness of P d dt V (w) + 2δV (w) = 2 Pw, wt + 2δ w, Pw
where A is defined in (7). Since w(0, t) = 0 and K2(0, x) = 0, we may apply Lemma 3 in the appendix to obtain
Here we have used the boundary condition wx(1, t) = 0 and the theorem conditions that
SinceP+2δP is defined using
We would like to remark that the above result holds for the weak/mild solution initiated by any w0 ∈ L2(0, 1). This is due to the fact that since P defined using {M, K1, K2} ∈ Ξ d 1 ,d 2 ,ǫ is bounded and D0 is dense in L2(0, 1), and thus, the same arguments as in the proof of [13, Theorem 5.1.3] may be applied.
VIII. STATE-FEEDBACK CONTROLLER SYNTHESIS
In this section we wish to design state feedback control u(t) such that the closed loop system wt(x, t) = a(x)wxx(x, t) + b(x)wx(x, t) + c(x)w(x, t), (15)
is exponentially stable. As for the case of stability analysis, we will construct Lyapunov functions parametrized by positive operators, which in turn, are parametrized by SOS polynomials. The existence of such Lyapunov functions can be tested using semidefinite programming and will allow us to construct exponentially stabilizing boundary controllers.
Theorem 4.
Suppose there exist scalars ǫ, µ > 0, d1, d2 ∈ N and polynomials N , P1 and P2 such that
Then there exist scalars γ > 0 and R1 and function R2 ∈ C ∞ (0, 1) such that if
then for any initial condition w0 ∈ D the solution w of (15)- (16) exists, belongs to C 1,2 ((0, ∞), [0, 1]) and satisfies
where D is defined in Equation (9) .
Proof: Let us begin by defining the operator S ∈ L(L2(0, 1)) as
Additionally let us define
Let us define the control gains as
From Theorem 2 we have thatÑ ,P1,P2 ∈ C ∞ (0, 1). Thus, it is easily established that R2 ∈ C ∞ (0, 1). It follows from the discussion presented in Section III that with the control (17) defined using the gains in (18) that (15)- (16) admits a time local solution. For later use, we note that using the self-adjointedness of S −1 the control input may be rewritten as u(t) =R1Ñ (1)w(1, t)
Now let us define the Lyapunov function V (w) = w, S −1 w . Since S is defined using {N, P1, P2} ∈ Ξ d 1 ,d 2 ,ǫ , from Theorem 2 we have the strict positivity of V (w) whenever w = 0. We wish to prove that with the chosen control input u(t),
thus proving the exponential stability of the closed loop system since it can be shown easily that
Using the self-adjointedness of S
where A is defined in (7). Defining S −1 w = y produces d dt V (w) + 2µV (w) =2 y, ASy + 2µ y, Sy .
Since y = S −1 w, w = Sy. Thus, using the boundary condition w(0, t) = 0 and the constraint P2(0, x) = 0 stated in the theorem produces y(0, t) = 0. Using this boundary condition and the definitions of A and S we apply Lemma 4 to obtain
Since w = Sy, we get wx(1, t) =Nx(1)y(1, t) + N (1)yx(1, t)
Also, from (19), using S −1 w = y, we have
Equating (22) and (23) and using the definitions ofR1 andR2(x) in (18)
Substituting Equations (21) and (24) into (20) and using the definition of Z produces d dt V (w) + 2µV (w) ≤ 0, thus completing the proof.
IX. OBSERVER SYNTHESIS
We showed in the last section how we can construct controller gains R1 and R2(x) such that u(t) = R1w(1, t) + 1 0 R2(x)w(x, t)dx ensures that the system is exponentially stable. However, the complete measurement of the state may not always be available. In fact, we consider the most restrictive case when only a boundary measurement of the state is available, that is, y(t) = w(1, t). As discussed in Section III, if we can design gains O1(x) and O2 which define the observer wt(x, t) = a(x)ŵxx(x, t) + b(x)ŵx(x, t)
whereŷ(t) =ŵ(1, t), such thatŵ converges to w exponentially fast, then the control
R2(x)ŵ(x, t)dx
ensures that the system to be controlled is exponentially stable. This is due to the separation principle. Thus, we have to design gains O1(x) and O2 such that the dynamics of the state estimation error e =ŵ − w, given by et(x, t) =a(x)exx(x, t) + b(x)ex(x, t) + c(x)e(x, t)
are exponentially stable. We design the observer gains using a similar methodology to the ones used for analysis and state feedback synthesis.
Theorem 5.
Then, for any initial condition e0 ∈ De, there exists a scalar γ > 0 and gains O1 ∈ C ∞ (0, 1) and O2 ∈ R such that the solution of (27) - (28) satisfies
where De is defined in Equation (10).
Proof: Let us define the operator P ∈ L(L2(0, 1)) as
Now let us define the observer gains as
Since the operator P is defined using {M, K1, K2} ∈ Ξ d 1 ,d 2 ,ǫ , it is strictly positive, linear and bounded. Moreover, using Theorem 2 it is readily established that O1 ∈ C ∞ (0, 1). Therefore, from our discussion in Section III we conclude that with the gains (29)-(30) the error system (27)-(28) admits a time local solution. Now let us define the Lyapunov function V (e) = e, Pe . Since P is strictly positive, we have the strict positivity of V (e) whenever e = 0. We wish to prove that with the chosen observer gains O1(x) and O2, d dt V (e) + 2δV (e) ≤ 0, for δ > 0, thus proving the exponential stability of the state estimation error system since it can be easily shown that
Using the self-adjointedness of P d dt V (e) + 2δV (e) = 2 Pe, et + 2δ e, Pe = 2 Pe, Ae + 2 (PO1) (·)e(1, t), e + 2δ e, Pe = 2 Pe, Ae + 2 Õ 1(·)e(1, t), e + 2δ e, Pe ,
where we have used the definition of A in (7) and O1 = P
−1Õ
1 (x). Since the boundary condition is e(0, t) = 0 and the theorem condition is K2(0, x) = 0, we use the definitions of A and P and apply Lemma 3 in the appendix to get
≤ e, (P + 2δP)e + 2ex(1, t) 1(x, ξ)y(ξ, t)dξ
We now use the boundary condition ex(1, t) = O2e(1, t), and the definition ofÕ1(x) and O2 to obtain d dt V (e) + 2δV (e) ≤ e, (P + 2δP)e .
SinceP + 2δP is defined using {−M − 2δM, −K1 − 2δK1, −K2 − 2δK2} ∈ Ξ d 1 ,d 2 ,0 , we conclude that e, (P + 2δP)e ≤ 0. 
X. NUMERICAL RESULTS
In this section we consider a couple of systems on which we test the conditions of Theorems 3, 4 and 5. and construct state-feedback boundary controllers and observers. The construction of state feedback controllers and boundary observers allow us to construct output feedback based boundary controllers. As stated earlier, since we parametrized Lyapunov functions using Sum-of-Squares (SOS) polynomials, the conditions presented in the aforementioned theorems may be tested using Semi-Definite Programming (SDP). The presented numerical results are obtained using SOSTOOLS [42] , a toolbox for MATLAB which converts a SOS problem to the underlying SDP problem and solves it using solvers like SeDuMi [48] .
Example 1: For this example we consider the following simple system wt(x, t) = wxx(x, t) + λw(x, t), λ ∈ R,
with the familiar boundary conditions w(0, t) = 0, wx(1, t) = u(t).
For the autonomous version of this PDE, the analytical solution may be calculated as
where λn = λ − (2n − 1) 2 π 2 /4 and φn = √ 2 sin((2n − 1)πx/2). Therefore, (31) is unstable for λ > π 2 /4 ≈ 2.467. We wish to find the largest λ > 0 for which we can construct Lyapunov function proving the exponential stability of the autonomous system. Table I presents the results of Theorem 3 with ǫ, δ = 0.001. For degree 7, we can construct a Lyapunov function which proves stability for λ = 2.461, with δ = 0.001, which is 99.74% of the stability margin
= 2.4674. Now we wish to find the largest λ for which we can construct exponentially stabilizing boundary controllers. For this PDE, we test the conditions of Theorem 4 with ǫ = 0.001 and exponential decay rate of µ = 0.001. Table II presents the maximum λ for which we can construct controllers as a function of the degree d1 = d2 = d of the polynomial representation.
For the observer design, we test the conditions of Theorem 5 with ǫ = 0.001 and exponential decay rate δ = 0.001 of the state estimation error norm. Table III presents the maximum λ for which we can construct observers as a function of the degree d1 = d2 = d of the polynomial representation.
Example 2: For this example we consider the following arbitrary system wt(x, t) = a(x)wxx(x, t) + b(x)wx(x, t) + c(x)w(x, t), (32) where a(x) = x 3 − x 2 + 2, b(x) = 3x 2 − 2x and c(x) = TABLE IV: Maximum λ as a function of polynomial degree, d1 = d2 = d for PDE (32) with u(t) = 0 for which we can construct Lyapunov function proving the exponential stability.
−0.5x 3 + 1.3x 2 − 1.5x + 0.7 + λ with λ ∈ R. Unfortunately, the analytical solution to this PDE can not be calculated. However, using finite-differences it may be established that (32) is unstable for λ > 4.66. Again, we wish to find the largest λ for which we can construct Lyapunov functions proving the exponential stability of the autonomous system. Table IV presents the results of Theorem 3 with ǫ, δ = 0.001. The maximum λ for which we can prove the exponential stability for is λ = 4.62, which is 99.14% of the predicted stability margin of 4.66.
Now we seek to determine the maximum λ for which we can construct exponentially stabilizing boundary controllers. For this PDE, we test the conditions of Theorem 4 with ǫ = 0.001 and exponential decay rate of µ = 0.001. Table V presents the maximum λ for which we can construct controllers as a function of the degree d1 = d2 = d of the polynomial representation.
For the observer design, we test the conditions of Theorem 5 with ǫ = 0.001 and exponential decay rate δ = 0.001 of the state estimation error norm. Table VI presents the maximum λ for which we can construct observers as a function of the degree d1 = d2 = d of the polynomial representation.
The numerical results suggest that the presented method is asymptotically accurate, that is, given any λ > 0, we can construct controllers/observers if we choose a large enough degree d1 = d2 = d of the polynomial representation. However, this also represents the major limitation of the method, which is that the maximum degree of the polynomial representation is determined by the memory available to the computer on which the experiments are performed. This is due to fact that the number of optimization variables in the SDP problem, which in this case are coefficients of polynomials, scales (32) for which we can construct boundary observers ensuring the exponential decay of state estimation error with rate δ = 0.001.
. Therefore, with an increase in the degree of polynomial representation, the size of the underlying SDP problem also increases. We performed the numerical experiments on a machine with 8 gigabytes of random access memory.
A. Numerical Simulation
We now illustrate boundary output feedback stabilizing controller for PDE (32) with λ = 35. This renders the autonomous system unstable. We couple state feedback controller and observer in order to stabilize the system. The following figures illustrate the performance of the closed loop system. We choose the initial condition for the system as w0(x) = e and the observer is initialized by a zero initial condition. Figures 2-4 illustrate the state evolution of the system, observer and the control effort respectively. These simulations were performed on Simulink. 
XI. LYAPUNOV FUNCTIONS PARAMETRIZED BY SIMPLER POSITIVE OPERATORS
Recall from Theorem 4 that for {N, P1, P2} ∈ Ξ d 1 ,d 2 ,ǫ we use positive operators of the form (31)) and Example 2 (PDE (32)) for which we can construct controllers using Theorem 4 with P1 = P2 = 0.
for z ∈ L2(0, 1). Of course, as is evident in the proof of the theorem, the inclusion of the polynomial kernels P1 and P2 significantly complicates the analysis. Therefore we wish to establish if the inclusion of P1 and P2 provides any performance gain. In order to do this, we check the conditions of Theorem 4 by setting P1 = P2 = 0 applied to Examples 1 (PDE (31)) and 2 (PDE (32)) considered in Section X. Table VII presents these results. The first and obvious conclusion obtained by comparing Table VII  with Tables II and V is that the inclusion of kernels P1 and P2 allows the construction of controllers which stabilize PDEs (31) and (32) for a higher values of their respective λ. More importantly, by setting P1 = P2 = 0, the numerical results show that the method converges at λ = 4.88 for Example 1 and λ = 8.59 for Example 2. Whereas, from Tables II and V we observe that the method does not seem to converge to a fixed λ. Therefore, the numerical results suggest that with P1 = P2 = 0 the method loses its asymptotic accuracy which we discussed in Section X.
We perform a similar analysis for observer design. We wish to test the effectiveness of Theorem 5 in designing observers for Examples 1 (PDE (31)) and 2 (PDE (32)) with the additional constraint K1 = K2 = 0. Table VIII presents these results.
Comparing Table VIII with Tables III and VI we arrive at the same conclusions for observer synthesis with K1 = K2 = 0 as we did for controller synthesis with P1 = P2 = 0 . (31)) and Example 2 (PDE (32)) for which we can construct observers using Theorem 5 with K1 = K2 = 0.
XII. COMPARISON WITH AND RELATION TO EXISTING RESULTS
A. Static Controllers Using Sturm Liouville Theory
For the systems considered, we can construct exponentially stabilizing static controllers of the form u(t) = −κy(t) = −κw(1, t), κ > 0, using Sturm-Liouville theory [18, Chapter 2] . We wish to compare the performance of such controllers against the ones we construct.
For static control u(t) = −κw(1, t), the stability of (1)- (2) depends on the sign of the first eigenvalue of the following STurmLiouville eigenvalue problem
where µ is the eigenvalue and
The boundary conditions for this eigenvalue problem are w(0) = 0 ad w(1) + κwx(1) = 0. Using the properties of the coefficients a(x), b(x) and c(x) it can be established that p is continuously differentiable, q and σ are continuous there exist scalars p0 and σ0 such that p(x) ≥ p0 > 0 and σ(x) ≥ σ0 > 0.
Let µ1 be the first eigenvalue of (33), then it can be established using the Rayleigh quotient that
where µ cc 1 is the first eigenvalue of the following constant coefficient Sturm-Liouville eigenvalue problem
where q1 and σ1 are scalars such that q(x) ≤ q(1), and σ(x) ≤ σ1, and the same boundary conditions w(0) = 0 and w(1)+κwx(1) = 0. For the PDE (31) we considered in Example 1 in Section X, we have that p0 = 1, q1 = λ and σ1 = 1. Therefore, estimating the first eigenvalue of (34) we get that µ cc 1 ≈ λ − 3π 2 /4. Since, for stability we require µ cc 1 < 0, for a large enough κ > 0, a control input of the form u(t) = −κw(1, t) can stabilize (31) for λ < 3π 2 /4. Whereas, from Tables II-III we see that using the methodology proposed in this paper, for degree d = d1 = d2 = 11, we can construct output feedback controllers which can stabilize (31) for λ < 25.78 which represents an improvement of 258% over 3π 2 /4. Similarly, for the PDE (32) we have p(x) = x 3 − x 2 + 2, q(x) = −0.5x 3 + 1.3x 2 − 1.5x + 0.7 + λ and σ(x) = 1. Thus p0 = 50/27, q1 = 0.7 + λ and σ1 = 1. Therefore, estimating the first eigenvalue of (34) we get that µ cc 1 ≈ λ − 17.58. As before, we require µ cc 1 < 0, therefore for a large enough κ > 0, a control input of the form u(t) = −κw(1, t) can stabilize (31) for λ < 17.58. Whereas, from Tables V-VI we see that using the methodology proposed in this paper, for degree d = d1 = d2 = 8, we can construct output feedback controllers which can stabilize (31) for λ < 44.53 which represents an improvement of 153% over 17.58.
B. The Case When
Analogous to the example in [6] , we can write Equations (1)- (2) with output y(t) = w(1, t) as the following differential equation on TABLE IX: Maximum exponential decay rate δ as a function of polynomial degree, d1 = d2 = d for Equation (35) with A defined in Equation (38) for which we can construct output feedback controllers using Theorems 4 and 5.
where the operator A (given in Equation (7)) is restricted to the space D0 (given in Equation (8)). Additionally, the input operator B and output operator C are defined as
where δ1 is the Dirac delta functional centered at x = 1. Even though, for example, B / ∈ L (R, L2(0, 1)), Equation (35) makes sense (see, for e.g., [52] , [51] , [53] , [11] ). To see this, define D1 = D0 with norm From [51] we have that B ∈ L (R, D−1). Additionally, it can be shown that C ∈ D ⋆ 1 , the dual space of D1, and C = B ⋆ . Finally, Equation (35) makes sense because A can be extended to an operator on L2(0, 1) which generates a semigroup whose range is D−1 [35] . In conclusion, Equation (35) is well-defined and C = B ⋆ . For some values of the coefficients a(x), b(x) and c(x) we may have that A + A ⋆ ≤ 0. The output feedback stabilization of such systems, i.e. systems with A + A ⋆ ≤ 0 and C = B ⋆ , is considered in [12] . The authors in [12] show that for such systems there exists a scalar κ > 0 (possibly κ = ∞) such that the control u(t) = −κy(t) exponentially stabilizes the system. We wish to see if our methodology offers a performance gain over the controller presented in [12] . If we choose a(x) = 1, b(x) = 0 and c(x) = π 2 /4, then
Applying Lemma 1, it can be established that A + A ⋆ ≤ 0. If we apply a controller of the form proposed in [12] , then u(t) = −κy(t) = −κw(1, t), for some κ > 0. Using the theory in Subsection XII-A it is easily established that even for an arbitrarily large κ > 0, the closed loop system state will decay with a rate close to, but less then 3π 2 /4. Whereas, from Table IX we observe that for d1 = d2 = 11 we can construct an output feedback controller with a minimum exponential decay rate of 25.78, a significant improvement over 3π 2 /4.
C. Backstepping
The method of backstepping relies on the construction of an invertible transformation which transforms the state of the controlled system to the state of a chosen stable system. Although backstepping is not a Lyapunov based method, the existence of a backstepping controller implies the existence of a Lyapunov function. By comparing this backstepping Lyapunov function to the Lyapunov function we construct we can wean information on the similarities between the proposed and the backstepping methodology. We begin by considering the backstepping design for the following simple system wt(x, t) = wxx(x, t) + λw(x, t),
where λ > 0. Suppose there exists an invertible state transformation E of the form
such that z(x, t) = (E w(·, t)) (x), where z is the state of the target system zt(x, t) = zxx(x, t), (41) z(0, t) = 0, zx(1, t) = 0.
Then, the stability of the target system and the invertibility of E implies the stability of (39)- (40). Moreover using the facts that zx(1, t) = 0 and wx(1, t) = u(t) and the definition of E , the control input may be calculated as
Therefore, the goal is to find the integral kernel E(x, ξ). For systems of the form (39)- (40) the integral kernel E(x, ξ) is defined using modified Bessel functions [27] . Moreover, the inverse transformation E −1 = F exists and is of the form
whose integral kernel is defined using Bessel functions. To understand how the backstepping method produces a Lyapunov function as a consequence, observe that it is trivial to show that
is a strict Lyapunov function for (41)- (42) . Since z = E w, we get that
is a strict Lyapunov function for (39)- (40) . Since E = F −1 , we get
Substituting in (44)
where we have defined G = FF ⋆ . For the inverse transformation F in (43) , it can be established that
Using Equations (43) and (45) and a change of order on integration, we get
Boundary Condition Output y(t)
Dirichlet w(0, t) = 0
Robin w(0, t) + wx(0, t) = 0 w(1, t) + wx(1, t) = u(t) w(1, t) Thus, in conclusion, the method of backstepping leads to the existence of a Lyapunov function for (39)- (40) of the form
where the operator G is given in Equation (46) . For our method, we construct a Lyapunov function of the form
Comparing the backstepping Lyapunov function (47) with our Lyapunov function (48) we see that both are defined using inverses of positive operators. Moreover, upon comparing the backstepping Lyapunov operator G (46) and our Lyapunov operator (49) we observe that both operators have the same structure. The differences lie in the fact that M (x) = 1 for G. Moreover, the integral kernels F1 and F2 are defined using Bessel functions, whereas our kernels K1 and K2 are defined using polynomials.
Therefore, even though backstepping is not a Lyapunov based method, we have shown that both backstepping and the presented methodology are similar in the fact that they both lead to the existence of quadratic Lyapunov functions defined using inverses of positive operators which have same structures.
XIII. ALTERNATIVE BOUNDARY CONDITIONS
As stated earlier, the presented methodology can be used to analyze stability and construct controllers/observers for systems with other types of boundary conditions. The conditions of Theorems 3, 4 and 5 can be easily modified to consider alternative boundary conditions. Although we do not explicitly derive the conditions for other boundary conditions explicitly, we present the numerical results for controller/observer synthesis for Dirichlet, Neumann and Robin boundary conditions. In particular, for the PDEs (31) and (32) considered in Examples 1 and 2 respectively in Section X, Table X shows the boundary conditions and the outputs considered in this section.
Tables XI and XII illustrate the maximum λ for which we can construct controllers as a function of d1 = d2 = d for PDEs (31) and (32) respectively for the boundary conditions stated in Table X . The controllers constructed ensure an exponential decay rate of µ = 0.001 of the state's norm.
Similarly, Tables XIII and XIV illustrate the maximum λ for which we can construct observers as a function of d1 = d2 = d for PDEs (31) and (32) respectively for the outputs stated in Table X. The observers constructed ensure an exponential decay rate of δ = 0.001 of the state estimation error's norm. Table X for which we can construct state-feedback boundary controllers ensuring the exponential decay of state norm with rate µ = 0.001.
Similar to the observation made in Section X, the numerical results in this section suggest that our methodology is asymptotically accurate for the considered alternative boundary conditions, that is, given any λ > 0, we can construct controllers/observers by choosing a large enough d1 = d2 = d.
XIV. CONCLUSION AND FUTURE WORK
In this paper, we have developed a algorithmic approach to the design of observer-based controllers for a general class of scalar parabolic partial differential equations using measurements and feedback at the boundary. The results use the sum-of-squares methodology to parameterize a convex set of positive operators. In this way we cast the problem of controller/observer synthesis in the framework of convex optimization -a class of optimization problems for which we have efficient numerical algorithms. Furthermore, we have applied our results to a difficult numerical example in order to demonstrate that our results are practical and effective. Moreover, we provide numerical examples of the same methodology when applied to boundary conditions in addition to the ones explicitly considered in the paper. The usage of a Lyapunov function based approach opens the question of application of a similar method for the design of optimal boundary controller/observer. This is in fact the subject of on going research. Moreover, application to vector valued or uncertain PDEs is also a possibility. The reader is invited to contemplate natural extensions of this work including the development of methods for control of coupled partial-differential equations. We also speculate that the conditions as stated are conservative and may be improved through a generalization of Lemma 1, or some other method for relating state parameters w, wx, wxx, w(1), etc. Additional possibilities include application to other classes of PDE system. APPENDIX Lemma 1 ([23] , [27] ). let z ∈ H 2 (0, 1) be a scalar function. Then
We use the following minor result in the subsequent derivations.
Lemma 2.
For any bivariate polynomials K and P the following identity holds for any w ∈ L2(0, 1)
Proof: Then for A defined in (7) and for any w ∈ H 2 (0, 1) with w(0) = 0 the following identity holds 
Similarly, applying integration by parts once and using w(0) = 0
Now, note that for (M, K1, K2) ∈ Ξ d 1 ,d 2 ,ǫ , we have K1(x, ξ) = K2(ξ, x) and thus K1(x, x) = K2(x, x). Exploiting this property and using the boundary condition w(0) = 0, we apply integration by parts twice to obtain 
Substituting (51)- (55) into (50) The proof of this lemma is similar to the proof of Lemma 3.
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