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En esta tesis se aborda la eliminaci on de ruido impulsivo, gaussiano y
speckle en im agenes a color y en escala de grises. Como caso particular
se puede mencionar la eliminaci on de ruido en im agenes m edicas.
Algunos m etodos de ltrado son costosos computacionalmente y m as
a un, si las im agenes son de gran tama~ no. Con el n de reducir el coste
computacional de dichos m etodos, en esta tesis se utiliza hardware que
soporta procesamiento paralelo, como lo son los cores CPU con pro-
cesadores multicore y GPUs con procesadores manycore.En las imple-
mentaciones paralelas en CUDA, se conguran algunas caracter sticas
con la nalidad de optimizar el procesamiento de la aplicaci on en las
GPUs.
Esta tesis estudia por un lado, el rendimiento computacional obtenido
en el proceso de eliminaci on de ruido impulsivo y uniforme. Por otro
lado, se eval ua la calidad despu es de realizar el proceso de ltrado.
El rendimiento computacional se ha obtenido con la paralelizaci on de
los algoritmos en CPU y/o GPU. Para obtener buena calidad en la
imagen ltrada, primero se detectan los p xeles corruptos y luego se
ltran  unicamente los p xeles que se han detectado como corruptos.
Por lo que respecta a la eliminaci on de ruido gaussiano y speckle, el
an alisis del ltro difusivo no lineal ha demostrado ser ecaz para este
caso.
Los algoritmos que se utilizan para eliminar el ruido impulsivo y uni-
forme en las im agenes, y sus implementaciones secuenciales y paralelas
se han evaluado experimentalmente en tiempo de ejecuci on (speedup)
y eciencia en tres equipos de c omputo de altas prestaciones. Los re-
sultados han mostrado que las implementaciones paralelas disminuyen
considerablemente los tiempos de ejecuci on secuenciales.
Finalmente, en esta tesis se propone un m etodo para reducir ecien-
temente el ruido en las im agenes sin tener informaci on inicial del tipo
de ruido contenido en ellas.Abstract
This thesis focuses on the removal of impulse noise, Gaussian and
speckle in color images and grayscale. As a particular case we can
mention the elimination of noise in medical images.
Some ltering methods are computationally expensive and even more
so, if the images are large. In order to reduce the computational cost
of such methods, in this thesis we use hardware that supports parallel
processing such as CPU cores with multicore processors and GPUs
with manycore processor, In CUDA parallel implementations, some
features are set in order to optimize the application processing on
GPUs.
This thesis studies on one side the computational eciency obtai-
ned by the process of elimination of impulsive and uniform noise. On
the other side the quality is evaluated after performing the ltering
process. The computational performance is obtained with the para-
llelization of the algorithms in CPU and/or GPU. In order to obtain
good quality in the ltering image, rst the corrupted pixels are de-
tected and then only the corrupted pixels that have been detected as
corrupted are ltered. From which concerns to the removing of the
Gaussiano and Speckle noise the analysis of the nonlinear diusive
lter has proved to be eective in this case.
The algorithms used to eliminate impulsive noise and uniform images,
and their sequential and parallel implementations have been evaluated
experimentally runtime (speedup) and eciency in three computers of
high performance computing. The results have shown that the parallel
implementations considerably reduce the execution times regarding
sequential implementations.
Finally, in this thesis we propose a method to eciently reduce noise
in images without initial information on the type of noise contained
in them.
Resum
En esta tesi s'aborda l'eliminaci o de soroll impulsiu, gaussiano i spec-
kle en imatges a color i en escala de grisos. Com a cas particular
es pot mencionar l'eliminaci o de soroll en imatges m ediques. Alguns
m etodes de ltrat s on costosos computacionalment i m es encara, si
les imatges s on de grans mides. A  de reduir el cost computacio-nal dels dits m etodes, en esta tesi s'utilitza hardware que suporta
processament parallel, com ho s on els cores CPU amb processadors
multicore i GPUs amb processadors manycore. En les implementa-
cions paralleles en CUDA, es conguren algunes caracter stiques amb
la nalitat d'optimitzar el processament de l'aplicaci o en les GPUs.
Esta tesi estudia d'una banda, el rendiment computacional obtingut
en el proc es d'eliminaci o de soroll impulsiu i uniforme. D'altra ban-
da, s'avalua la qualitat despr es de realitzar el proc es de ltrat. El
rendiment computacional s'ha obtingut amb la paralelizaci on dels al-
goritmes en CPU y/o GPU. Per a obtindre bona qualitat en la imatge
ltrada, primer es detecten els p xels corruptes i despr es s on ltrats
nom es els p xels que s'han detectat com a corruptes. Pel que fa a
l'eliminaci o de soroll gaussiano i speckle, l'an alisi del ltre difusiu no
lineal ha demostrat ser eca c per a este cas.
Els algoritmes que s'utilitzen per a eliminar el soroll impulsiu i unifor-
me en les imatges, i les seues implementacions seq uencials i paralleles
s'han avaluat experimentalment en temps d'execuci o (speedup) i e-
ci encia en tres equips de c omput d'altes prestacions. Els resultats han
mostrat que les implementacions paralleles disminu xen considerable-
ment els temps d'execuci o seq uencials. Finalment, en esta tesi es pro-
posa un m etode per a reduir ecientment el soroll en les imatges sense
tindre informaci o inicial del tipus de soroll contingut en elles.Dedicado con todo mi amor y gratitud a mis pap as,
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Hoy en d a en la era de la digitalizaci on, son numerosas las  areas
de aplicaci on involucradas en el procesamiento digital de im agenes,
con el objetivo de mejorar la calidad de la imagen para una correcta
interpretaci on humana o para facilitar la b usqueda de informaci on.
No son pocas las aplicaciones que necesitan trabajar con im agenes de
gran tama~ no, utilizando algoritmos costosos que precisan de una alta
capacidad de c alculo, e incluso proporcionar los resultados en tiempo
real.
Durante la formaci on de la imagen, adquisici on, almacenamiento y/o
transmisi on, muchos son los factores que introducen ruido, afectando
la calidad de la imagen digital (Gonz alez y Woods 2008).
Los tipos m as comunes de ruido son el ruido gaussiano y el ruido im-
pulsivo. Por un lado est a el ruido gaussiano que aparece en el momento
de la adquisici on de la imagen por un sensor de una c amara, esc aner
u otro dispositivo en malas condiciones y tiene como consecuencia el
emborronamiento de todos los p xeles de la imagen, provocando un
efecto de bruma (blur). Por otro lado, esta el ruido impulsivo que
aparece durante la transmisi on de la imagen por un canal contami-
nado, afectando solo a ciertos p xeles de la imagen (Camarena 2009).
Hay otro tipo de ruido que se aborda en esta tesis denominado rui-
do speckle (Racine y col. 1999), es un ruido granular que existe en
im agenes m edicas tomadas con un esc aner ultras onico.
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Como caso concreto podemos referirnos a la detecci on y eliminaci on de
ruido en im agenes m edicas obtenidas mediante rayos X o Radiograf a
Computarizada (CR) en condiciones adversas.
En el  area de la medicina con rayos X, particularmente en mamo-
graf as, el mal funcionamiento del dispositivo del mam ografo, el uso
de un peque~ no n umero de proyecciones en aparatos de rayos X o la
transmisi on de la imagen a trav es de un canal ruidoso, puede introdu-
cir ruido en las im agenes (impulsivo, gaussiano y/o speckle), causando
dicultades en la interpretaci on de la imagen y afectar por ejemplo,
la detecci on de microcalcicaciones (Mayo 2007; Gaona y col. 2012;
 Alvarez, Guevara y Holgu n 2006).
El uso de la radiograf a computarizada (CR) en la pr actica cl nica
ha seguido por un aumento en el n umero de exploraciones realizadas
y los casos de sobredosis en los pacientes, especialmente en ni~ nos en
aplicaciones pedi atricas, lo que conduce a un riesgo de sobreexposici on
sistem atica. De acuerdo con la Comisi on Internacional de Protecci on
Radiol ogica (ICRP), las dosis de los pacientes en CR, especialmente
en el caso de los ni~ nos, siempre debe mantenerse lo m as bajo posible,
de acuerdo al criterio ALARA (ICRP 2007). El informe hace  enfasis
en la justicaci on de los procedimientos m edicos y en la optimizaci on
de la protecci on radiol ogica. Esos son los mecanismos adecuados para
evitar la exposici on a la radiaci on innecesaria o improductiva. Son
pocos los trabajos en donde se realiza un an alisis de la reducci on de la
exposici on (mAs) en los pacientes (ICRP 1993). Es importante buscar
otras estrategias para la reducci on de la dosis a nivel de software.
La eliminaci on de ruido o ltrado de las im agenes y la correcta percep-
ci on de  areas de color es importante en aplicaciones relacionadas con
la biomedicina, ciencia, comunicaci on de video, ciencias de la tierra,
cultural (preservaci on del patrimonio cultural), inspecci on rob otica y
videovigilancia y es muy estudiado en el campo de procesamiento de
im agenes.
Muchos ltros han sido presentados en diferentes art culos con la na-
lidad de reducir el ruido en im agenes. Los ltros de Media Vectorial
(VMF) (Astola, Haavusto y Neuvo 1990; Plataniotis y Venetsanopou-
los 2000; Lukac y col. 2005), son m etodos muy usados para la reduc-
ci on de ruido impulsivo en im agenes a color, porque est an basados en
la teor a de la estad stica robusta. Sin embargo, este ltro (VMF) se
aplica a cada p xel de la imagen sin considerar si el p xel es ruido-
so o no, produciendo un proceso de difuminaci on. Tambi en debido a
su naturaleza no lineal, estos m etodos son bastante exigentes compu-
tacionalmente (Camarena y col. 2010b). Con la nalidad de mejorar el
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inconveniente de la difuminaci on, se han propuesto una serie de ltros
que combinan una etapa de detecci on con una de eliminaci on o ltrado
(Camarena y col. 2010b; Smolka 2010; Camarena y col. 2008; Cama-
rena y col. 2010a; Morillas, Gregori y Herv as 2009); de esta manera
solo se corrigen los p xeles que son detectados como corruptos. Para la
detecci on de los p xeles corruptos, el concepto de peer group (Kenney
y col. 2001; Smolka 2005) es una de las t ecnicas recientemente utiliza-
das, que combinado con una m etrica de distancia, proporciona buenos
resultados en calidad y conservan los detalles nos de la imagen. Los
ltros basados en la teor a fuzzy (Gonz alez y Woods 2008; Camare-
na y col. 2010b) son tambi en apropiados para la eliminaci on de ruido
porque puede hacer frente a la naturaleza no lineal de las im agenes
digitales y se puede distinguir entre ruido y estructura propia de la
imagen.
Los anteriores m etodos de ltrado (VMF, basados en peer group,
fuzzy) son costosos computacionalmente y m as a un, si las im agenes
son de gran tama~ no. Con el n de reducir el coste computacional, en
esta tesis se ha utilizado hardware que soporta procesamiento parale-
lo, como lo son los cores CPU (que contienen procesadores multicore)
y las tarjetas gr acas tambi en conocidas como Graphics Processing
Unit (GPUs) que tienen procesadores manycore (Vajda 2011), que
permiten la parametrizaci on y paralelizaci on de los algoritmos.
En los  ultimos a~ nos la incorporaci on de GPUs en tarjetas gr acas
han conseguido una mejora de velocidad computacional signicante,
ofreciendo un alto nivel de procesamiento en paralelo, a un precio
muy competitivo. Cada vez son m as los desarrollos basados en este
hardware, no s olo para implementaciones gr acas, sino tambi en para
aplicaciones de prop osito general, tales como la medicina, astrof si-
ca, biolog a o qu mica computacional, procesamiento de se~ nales entre
muchos otros.
La plataforma de programaci on m as utilizada para estas tarjetas gr a-
cas es CUDA (Compute Unied Device Architecture) (NVIDIA 0).
CUDA es relativamente sencilla de utilizar y est a bien documentada,
pero el problema radica en que es dif cil optimizar el rendimiento de
una aplicaci on, debido a algunas restricciones del hardware y a los
m ultiples tipos de memorias incluidas, debido a que est an organiza-
das en varios niveles y con diferentes capacidades de almacenamiento,
con diverso patr on de acceso a los datos y otras limitaciones. En esta
tesis se realiza un estudio espec co para determinar en cada tipo de
problema cu al es la mejor forma de utilizar los recursos ofrecidos por
CUDA para eliminar el ruido de una imagen digital.
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1.2 Objetivos
El objetivo principal de esta tesis es analizar, dise~ nar e implementar
algoritmos secuenciales y paralelos para el ltrado de im agenes utili-
zando arquitecturas manycore y multicore.
En concreto, se presenta un an alisis, dise~ no e implementaci on de los
algoritmos para eliminar el ruido impulsivo y gaussiano de manera
secuencial y paralela. Para el ruido speckle solo se dispone de la im-
plementaci on secuencial. Las versiones paralelas se implementan para
arquitecturas manycore y multicore. En manycore se analiza la aplica-
ci on tomando en cuenta el tama~ no del problema y el hardware disponi-
ble para hacer una versi on adaptativa del problema a las caracter sti-
cas propias de hardware disponible. Adem as, se dise~ na un sistema de
ltro sin tener la informaci on inicial sobre el tipo de ruido existente
en la imagen.
La lista detallada de objetivos es la siguiente:
Analizar los m etodos de ltrado a nivel de calidad con la nalidad
de identicar los que proporcionen mejor rendimiento.
Dise~ nar e implementar las versiones secuenciales y paralelas de
los m etodos para eliminar el ruido impulsivo en arquitecturas
multicore.
Dise~ nar e implementar las versiones secuenciales y paralela de
los m etodos para eliminar el ruido impulsivo en arquitecturas
manycore.
Dise~ nar e implementar las versiones secuenciales y paralela de los
m etodos para eliminar el ruido impulsivo para trabajar en combi-
naci on con arquitecturas manycore y multicore (implementaci on
h brida).
Dise~ nar un m etodo con la nalidad de ltrar la imagen sin dis-
poner de informaci on inicial a cerca del tipo de ruido introducido
en la imagen, ya sea impulsivo o gaussiano.
Dise~ nar un m etodo adaptativo y parametrizado a la aplicaci on
tomando en cuenta el tama~ no del problema y el hardware dispo-
nible.
Dise~ nar un m etodo para obtener valores generales para los um-
brales cuando se utiliza el concepto de peer group, m etrica fuzzy
y eucl dea.
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Adaptar de los algoritmos implementados para el ltrado de im age-
nes RGB en aplicaciones m edicas (im agenes en escala de gri-
ses). Demostrar la posibilidad de reducir la dosis de radiaci on
en im agenes de rayos X a trav es de un ltro difusivo no lineal,
manteniendo la integridad del diagn ostico m edico.
En esta investigaci on se ha optado por la paralelizaci on de los algorit-
mos que utilizan el concepto de peer group con m etricas fuzzy, eucl dea
o coseno del  angulo (conceptos denidos en el siguiente cap tulo) para
detectar los p xeles err oneos, debido a que  ultimamente se han presen-
tado varios estudios con resultados satisfactorios en calidad (Camare-
na y col. 2010b; Smolka 2010; Camarena y col. 2008; Camarena y col.
2010a; Morillas, Gregori y Herv as 2009). Se dene otra etapa para
eliminar los p xeles corruptos en la que se utiliza el concepto de susti-
tuci on del p xel ruidoso por el ltro Vectorial de Mediana o la Media
Aritm etica (Gonz alez y Woods 2008), de esta manera se asegura que
la imagen ltrada tenga una buena calidad nal.
Se trata de un trabajo multidisciplinario porque hace uso de las  areas
de matem aticas, inform atica y el campo de aplicaci on en la medicina.
Esta tesis tiene como nalidad obtener una calidad relativamente bue-
na de la imagen ltrada con un tiempo computacional r apido, de tal
manera que se pueda implementar en aplicaciones en tiempo real, por
ejemplo, aplicaciones en secuencia de im agenes online.
1.3 Estructura del trabajo
El documento esta organizado de la siguiente manera: en el cap tulo 2
se denen los conceptos generales de una imagen digital, los tipos de
ruido m as usuales que puede contener, espec camente los que se tra-
tan en esta tesis. En este cap tulo tambi en se abordan los ltros que se
utilizan para eliminar el ruido impulsivo, gaussiano y speckle. Adem as
para la detecci on de los p xeles ruidosos, se dene el concepto de peer
group junto con las m etricas fuzzy, eucl dea y coseno del  angulo. Para
medir la calidad despu es del proceso de detecci on y eliminaci on de
los p xeles corruptos, se utilizan m etricas de calidad que tambi en se
denen en este mismo cap tulo.
En el cap tulo 3, se presentan las caracter sticas del equipo de al-
tas prestaciones que incluyen las diferentes tarjetas utilizadas en esta
tesis. En el aspecto de software, se dene CUDA y OpenMP como
las dos herramientas que se utilizaron para programar los algoritmos
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paralelos. En el modelo de programaci on CUDA, se presenta las prin-
cipales caracter sticas a congurar para obtener mejor rendimiento de
las tarjetas gr acas.
El cap tulo 4, aborda los algoritmos secuenciales utilizados en esta tesis
para el tratamiento del ruido impulsivo, uniforme, gaussiano y speckle.
Tambi en se exponen los algoritmos que hacen uso del peer group para
la detecci on de los p xeles corruptos y los ltros para eliminar el ruido
impulsivo y uniforme. El algoritmo del ltro difusivo no lineal para
eliminar el ruido gaussiano forma parte de este cap tulo. Un nuevo
algoritmo iterativo que disminuye los par ametros iniciales que utilizan
los m etodos del peer group, se presenta tambi en en este cap tulo.
Las versiones paralelas que se han propuesto para ser ejecutados en
GPUs, cores y una combinaci on de ellos, se expone en el capitulo 5.
Se muestra un estudio con los mejores valores de los par ametros de
entrada cuando se utiliza el peer group y la m etrica fuzzy.
En el capitulo 6 se aborda los detalles de las implementaciones de los
algoritmos tanto secuenciales como paralelos en distintos tipos de ar-
quitecturas: implementaciones de los algoritmos secuenciales en CPU,
implementaciones de algoritmos paralelos en CPU, en GPU y en com-
binaci on CPU-GPU. En cada caso se aporta los resultados obtenidos
del rendimiento computacional y calidad. Finalmente se hace una com-
paraci on entre las aproximaciones objeto de estudio.
Algunas de las implementaciones secuenciales se han utilizado para
el tratamiento de im agenes m edicas. En el cap tulo 7, se presenta la
eliminaci on de ruido impulsivo, gaussiano y speckle para diferentes
im agenes m edicas.
Por  ultimo en el capitulo 8 se presentan las conclusiones a las que se
han llegado al realizar esta tesis y las perspectivas de investigaci on
que se desprenden del mismo.
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Fundamentos y estado del arte
2.1 Introducci on
Una imagen digital es una representaci on de dos dimensiones de una
matriz num erica y est a compuesta de un n umero nito de elementos,
cada uno de los cuales tiene una localizaci on y valor. Estos elementos se
llaman p xel (acr onimo del ingl es picture element, elemento de imagen)
o pels. P xel es el t ermino m as usado para denotar el elemento de
una imagen digital. La representaci on m as usual es como una matriz
tridimensional, N M Z, donde N y M representan las dimensiones
de la imagen (alto y ancho) y Z es el n umero de canales o colores de la
imagen. Las im agenes en un solo canal son las denominadas im agenes
en escala de grises o im agenes en blanco y negro, mientras que las
im agenes de tres canales son las denominadas RGB (Red, Green y
Blue) muy frecuentemente llamada vector RGB.
Un p xel p con coordenadas (x, y) tiene cuatro vecinos de forma hori-
zontal y vertical, cuyas coordenadas est an dadas por: (x+1, y), (x 1,
y), (x, y + 1), (x, y   1). Este conjunto de p xeles es llamado los 4
vecinos de p y se denota como N4(p). Los cuatro vecinos diagonales
de p tienen coordenadas (x + 1, y + 1), (x + 1, y   1), (x   1, y + 1),
(x 1, y  1) y son denotados por ND(p). Estos puntos, junto con los
4 vecinos, se llaman los 8-vecinos de p, denotado por N8(p). A lo largo
de esta tesis se denominar a a xi como el valor del p xel central con
coordenadas (x,y) de una ventana de ltrado W, de tama~ no n  n,
(n=3,5,7...). Cada p xel est a a una unidad de distancia desde (x, y)
y algunas de las localizaciones vecinas en ND(p) y N4(p) pueden en-
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contrarse fuera de la imagen digital, si (x, y) est a sobre el borde de la









Figura 2.1: a) Vecindad horizontal y vertical de 33 del punto (x, y), N4(p). b) Vecindad
diagonal de 3  3 del punto (x, y), ND(p).
Una vez denidos los conceptos fundamentales de una imagen digital,
la secci on 2.2 de este cap tulo, dene los tipos de ruido m as usuales que
puede contener una imagen digital. En la secci on 2.3.1 se presentan
los ltros que se utilizan en esta tesis para eliminar el ruido impulsivo,
uniforme, gaussiano y speckle en una imagen digital. Adem as, se dene
el concepto del peer group y las m etricas fuzzy, eucl dea y coseno del
 angulo para la detecci on de los p xeles corruptos. La denici on de
las m etricas de calidad para comprobar la eciencia de los ltros, se
expone en la secci on 2.3.1. El estado de arte se muestra en la secci on
2.5.
2.2 Denici on y tipos de ruido en una imagen digital
Durante la adquisici on y/o transmisi on de una imagen digital, la ima-
gen puede contaminarse (adquirir ruido) que degrada su calidad. Una
imagen est a contaminada cuando algunos de sus p xeles han sido al-
terados o transformados, perdiendo la informaci on del color o B/N
original por otros valores. Una imagen puede verse afectada por va-
rios factores, entre los que se encuentran, las condiciones ambientales
durante la adquisici on y por la calidad de los elementos propios de los
sensores. Por ejemplo, en la adquisici on de la imagen con una c ama-
ra CCD los niveles de luz y temperatura de los sensores, adem as del
movimiento de la c amara o desenfocamiento, son los principales fac-
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tores que afectan la cantidad de ruido en la imagen resultante. Las
im agenes son corruptas durante la transmisi on principalmente debido
a interferencias en el canal usado para la transmisi on. Por ejemplo,
una imagen transmitida usando una red wireless, puede ser corrupta
como consecuencia de rel ampagos u otras perturbaciones atmosf ericas
(Gonz alez y Woods 2008). En otras palabras el ruido es causado por
ciertas deciencias en la adquisici on y/o proceso de transmisi on.
Entre los ruidos m as comunes de funciones de densidad probabil sti-
ca (Gonz alez y Woods 2008) est an el ruido gaussiano, erlang (gam-
ma), exponencial, uniforme e impulsivo. Las densidades exponencia-
les y gamma encuentran aplicaci on en im agenes por l aser. El ruido
peri odico es un ruido originado t picamente de interferencias el ectri-
cas o electromec anicas durante la adquisici on de la imagen. Un ruido
multiplicativo en intensidad y amplitud, es el ruido speckle. En las
siguientes subsecciones se describen los ruidos que a lo largo de esta
tesis se abordan.
2.2.1 Ruido Gaussiano
El ruido gaussiano es tambi en denominado ruido normal. Este ruido
surge en el momento de la adquisici on de la imagen por un sensor
de una c amara, esc aner o similar en malas condiciones, a la mala
iluminaci on y/o alta temperatura y al ruido del circuito electr onico.
Este tipo de ruido tiene como consecuencia el emborronamiento de
todos los p xeles de la imagen, provocando un efecto de bruma(blur)
que los difumina.
Se dice que una variable aleatoria continua X sigue una distribuci on
normal de par ametros  z y . Se denota X  N( z;) si su funci on de








;z 2 <; (2.1)
donde z representa la intensidad,  z es el valor promedio de z y 
(sigma) es la desviaci on est andar (2 es la varianza).
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2.2.2 Ruido Uniforme
Este tipo de ruido es quiz a el menos descriptivo de situaciones pr acti-
cas. Sin embargo, la densidad uniforme es bastante  util como la base
para numerosas generaciones de n umeros aleatorios que se utilizan en




b a si a  z  b
0 en caso contrario. (2.2)












El ruido speckle es un ruido multiplicativo en intensidad y amplitud.
Se presenta en las im agenes m edicas con iluminaci on coherente (la luz
es re
ejada en una supercie desigual) cuyo origen es a trav es de un
esc aner ultras onico, sonar y radar de abertura sint etica (SAR). Este
ruido se desv a del ruido gaussiano, independientemente de la se~ nal y
adicionado al verdadero valor. Es generalmente mas dif cil de eliminar
en una imagen, porque la intensidad del ruido var a con la intensidad
de la se~ nal.
El ruido speckle se puede modelar como un ruido multiplicativo alea-
torio, por ejemplo, su desviaci on est andar es proporcional a su media.
Se puede modelar a trav es de,
Ir = Io + n  Io (2.5)
donde n es una distribuci on uniforme aleatoria con promedio=0 y con
una varianza 2 que por defecto es 0.04. Io es la imagen original a la
que se le agrega el ruido.
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2.2.4 Ruido Impulsivo
Es el m as usual y se presenta durante la transmisi on de datos por
un canal contaminado. Los errores s olo afectan a ciertos p xeles de la
imagen a diferencia del gaussiano que afecta a todos. Se encuentra en
situaciones de transito r apido, tales como defectos en los interruptores
y en fen omenos tales como, las m aquinas industriales en la proximi-
dad del receptor, tr ansito de comunicaci on en l neas el ectricas y varios
interruptores sin protecci on. Adem as, las causas naturales como rayos
en la atm osfera pueden afectar el proceso de transmisi on. Otras causas
incluyen comunicaci on celular, ac ustica submarina y tr aco en movi-
miento. Las im agenes en TV pueden ser corruptas por interferencias
atmosf ericas e imperfecciones en la recepci on de la imagen (Morillas,
Gregori y Herv as 2009). Este ruido tambi en es frecuentemente llama-
do como "sal y pimienta". Se caracteriza por una densidad d lo cual
es una proporci on entre el n umero de p xeles corruptos y el tama~ no
de la imagen. La funci on de densidad probabil stica del ruido "sal y
pimienta" est a dado por,
f(z) =
(
Pa para z = a
Pb para z = b
0 en caso contrario
(2.6)
Si b > a, intensidad b aparecer a como un punto luminoso en la imagen.
A la inversa, el nivel a aparece como un punto negro. Si cualquiera
de las dos Pa o Pb es cero, el ruido impulsivo es llamado unipolar. Si
cualquier probabilidad es cero, y especialmente si ellos son aproxima-
damente igual, los valores del ruido impulsivo aparecer an granulados
"sal y pimienta" uniformemente distribuidos sobre la imagen. Por es-
ta raz on el ruido bipolar tambi en es llamado "sal y pimienta". Los
impulsos de ruido pueden ser negativos o positivos. Generalmente es
digitalizado como un valor extremo (blanco o negro, valor m aximo o
valor m nimo dentro del rango de la se~ nal) en la imagen. Como re-
sultado, los impulsos negativos aparecen como puntos en la imagen
de color negro (pimienta). Por la misma raz on, los impulsos positivos
aparecen como blancos (sal).
En la gura 2.2 se muestra el efecto que tiene el ruido gaussiano,
uniforme, speckle e impulsivo en una imagen digital.
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(a) (b)
(c) (d)
Figura 2.2: Im agenes con ruido: a) Impulsivo con densidad de 0.20, b) Uniforme con
densidad de 0.20, c) Gaussiano con promedio 0 y varianza 0.01, d) Speckle con promedio
0 y varianza 0.04.
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2.3 Detecci on y Correcci on de ruido
El ruido que contiene una imagen se elimina o se reduce siguiendo un
proceso de restauraci on, como se muestra en la gura 2.3. La imagen
con ruido (Ir) es restaurada mediante ltros de eliminaci on de ruido








Figura 2.3: Proceso de restauraci on de una imagen con ruido a trav es de ltros.
El ltrado de im agenes es probablemente la tarea m as com un en el pro-
cesamiento digital de im agenes, sobre todo para prepararla para otros
procesos, tales como an alisis de im agenes, detecci on de bordes, reco-
nocimiento de formas y/o objetos, etc. Es un paso fundamental dentro
de cualquier sistema de visi on por ordenador en el que las im agenes
se utilizan para an alisis autom atico o inspecci on humana (Camarena
y col. 2008). El ltrado de ruido, es el proceso de discriminar entre
la informaci on original de la imagen y los datos ruidosos, lo que se
convierte como un problema de interpretaci on de informaci on.
Uno de los objetivos cuando se trabaja con ltrado de im agenes inde-
pendientemente del ruido presente, es tener un buen equilibrio entre la
preservaci on de los detalles y bordes y la supresi on del ruido, tal como
se pretende en (Camarena y col. 2008; M elange, Nachtegael y Kerre
2010). Los ltros que son capaces de conservar los bordes y detalles
nos, son altamente adecuados para el ltrado y mejora de im agenes.
Desgraciadamente, la mejora de t ecnicas de procesamiento de se~ nales
tienden a difuminar los bordes y desbaratar otros detalles de la imagen
(Plataniotis y Venetsanopoulos 2000). Algunos ltros al querer elimi-
nar o reducir el ruido inevitablemente eliminan una cantidad consi-
derable de detalles. Con el n de no difuminar la imagen, algunos de
ellos (Camarena y col. 2008; M elange, Nachtegael y Kerre 2010), lo
hacen en dos pasos, en la primera detectan los p xeles ruidosos y en
la segunda corrigen solo los p xeles que previamente fueron detecta-
dos como ruidosos. De esta manera solo se ltran aquellos p xeles que
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se han detectado como p xeles que contienen ruido, permaneciendo
inalterables los dem as.
Los ltros y los m etodos de detecci on m as comunes se exponen en las
siguientes subsecciones.
2.3.1 Proceso de Correcci on - Filtrado de im agenes
El ruido presente en una imagen se puede eliminar o reducir por me-
dio de ltros basados en el dominio espacial o de frecuencia (Gonz alez
y Woods 2008). Los ltros basados en la frecuencia realizan operacio-
nes sobre la transformada de Fourier de una imagen. Por otro lado,
las operaciones de ltrado en el dominio del espacio, se llevan a cabo
directamente sobre los p xeles de la imagen. El nombre lter es toma-
do del procesamiento del dominio de frecuencia, donde el ltrado del
ingl es ltering se reere a la aceptaci on o al rechazo de ciertos compo-
nentes de frecuencia. La ltraci on se puede lograr directamente sobre
la propia imagen mediante el uso de ltros espaciales (tambi en llama-
dos "m ascaras", kernels, plantillas, y ventanas) (Gonz alez y Woods
2008). Los ltros espaciales pueden usarse para el ltrado no lineal, a
diferencia de los ltros en el dominio de frecuencia.
Los ltros en el dominio de frecuencia consisten en modicar la trans-
formada de Fourier de una imagen para lograr un espec co objetivo
y despu es calcular la transformada inversa para obtener el resultado
procesado. La transformada de Fourier se ve como una transformaci on
de un dominio (espacial) a otro dominio (frecuencias) sin perder in-
formaci on de la imagen. Se pueden mencionar los ltros "de paso bajo
o pasabajos" y "de paso alto o pasa altos" que se usan para atenuar
las frecuencias bajas y altas respectivamente.
Los ltros en el dominio espacial consisten de una vecindad como se
mencion o en 2.1 y de una operaci on predenida que se realiza sobre
los p xeles de la imagen abarcados por la vecindad. El ltrado crea
un nuevo p xel con coordenadas iguales a las coordenadas del centro
de la vecindad y cuyo valor es el resultado de la operaci on de ltrado
(Gonz alez y Woods 2008). Si la operaci on realizada sobre los p xeles
de la imagen es lineal, entonces el ltro se reere a un ltro espacial
lineal, de lo contrario, es un ltro no lineal.
En esta tesis se han utilizado los ltros en el dominio del espacio,
ya que generalmente estas t ecnicas son m as ecientes computacional-
mente y adem as se han presentado  ultimamente investigaciones que
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ofrecen buenos resultados en calidad para eliminar el ruido impulsivo,
gaussiano y speckle, ruidos que se tratan en esta tesis.
Los ltros m as comunes en el dominio espacial (operaciones prede-
nidos sobre la imagen) son los ltros espaciales de suavizado. Dentro
de  estos podemos encontrar:
Filtros lineales de suavizado.
Filtros (no lineales) de orden estad stico.
Los ltros lineales de suavizado es el promedio de los p xeles de la
ventana de ltrado, que son tambi en llamados ltros de "promedio" o
ltros de "pasabajo". Su mayor uso es en la reducci on de "irrelevantes"
detalles en la imagen ya que los bordes son tambi en difuminados. Los
ltros de media aritm etica, media geom etrica, media arm onica y media
contra-arm onica son algunos ejemplos dentro de estos ltros lineales.
Los ltros (no lineales) de orden estad stico son ltros cuya respuesta
est a basada en el ranking de los valores de los p xeles contenidos en
el  area de la imagen comprendida por el ltro, y despu es reemplazar
el valor del p xel central con el valor determinado por el resultado
del ranking. El ltro de mediana, m aximos y m nimos, punto medio
y media Alpha-trimmed (Gonz alez y Woods 2008) son algunos de los
ejemplos, aunque el m as conocido es el ltro de mediana.
Los ltros anteriormente mencionados son muy utilizados para elimi-
nar el ruido en im agenes en escala de grises. Las primeras soluciones
para ltrar una imagen a color se trataba de aplicar las t ecnicas en
escala de grises a cada componente de color. Sin embargo, pueden apa-
recer artefactos de color y otros efectos colaterales que se deben tratar
con ltros m as apropiados. Una de las vertientes m as estudiada para
eliminar el ruido en im agenes de color es el ltrado vectorial (Camare-
na 2009; Lukac y col. 2005). De esta manera, cada p xel se trata como
un vector formado por los componentes de color y todos los canales
son procesados conjuntamente. Una de las familias m as populares de
operadores de ltrado no lineal est an los basados en la estad stica de
orden robusta (Lukac y col. 2005).
Dentro de los ltros de mediana vectorial, el m as popular es el Vector
Median Filter(VMF) (Lukac y col. 2005). VMF ha sido introducido
como una extensi on del ltro de mediana escalar. Cada p xel central
de la ventana de ltrado calcula las distancias acumuladas al resto
de los p xeles de la ventana. La salida VMF es la muestra x(1) 2 W
que minimiza la distancia a las otras muestras dentro de W. Se puede
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utilizar cualquier m etrica para cuanticar la distancia que hay entre
dos p xeles de color xi y xj.
La familia de Filtros de Vectores Direccionales (VDFs) (Lukac y col.
2005) operan sobre las direcciones de los vectores de la imagen con
el objetivo de eliminar los vectores con las direcciones at picas en el
espacio de color. Efect ua el c alculo de la suma de los  angulos de cada
p xel dentro de la ventana de ltrado al resto de los p xeles. Realiza
una ordenaci on vectorial seg un los  angulos de los vectores. El m as
popular de esta familia es el BVDF(Lukac y col. 2005).
El VMF y DBVD est an dise~ nados para realizar un suavizado en la
imagen, debido a que no tienen en consideraci on si el p xel analizado
es ruidoso o no y se ltran tanto los corruptos como los que no lo son.
Estos ltros pueden llegar a exhibir un suavizado excesivo, afectando
las texturas y los detalles nos de la imagen. Para evitar esos proble-
mas, aparecen los ltros que se adaptan a las caracter sticas locales de
la imagen, los ltros adaptativos. En la literatura existen varios ltros
adaptativos (Gonz alez y Woods 2008), pero los que  ultimamente han
proporcionado buena calidad en la imagen ltrada, son aquellos en los
que se hace el proceso de ltrado solo de los p xeles que se detectan
ruidosos. Se sustituye el valor del p xel corrupto, dejando los dem as
p xeles inalterables (Smolka 2010; Camarena y col. 2008). El concepto
de peer group (Kenney y col. 2001; Smolka 2005) es uno de los m etodos
actuales m as estudiados para la detecci on de los p xeles corruptos.
A continuaci on se ampl a los conceptos de los ltros m as relevantes
para esta tesis.
Filtro de Media Aritm etica
El Filtro de Media Aritm etica (AMF) por sus siglas en ingl es, (Gonz alez
y Woods 2008), es el ltro m as simple de los de media. Sea Sxy que
representa el conjunto de coordenadas en una ventana Wde tama~ no
n  n, centrado en un punto xi con coordenadas (x;y). El ltro de
media aritm etica calcula el valor promedio de la imagen corrupta Ir
en el  area denida por Sxy. El valor de la imagen ltrada If en el
punto (x;y) es simplemente el c alculo de la media aritm etica usando







donde xj es un p xel vecino de xi con coordenadas (s, y).
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Este ltro se utiliza directamente sobre la imagen ruidosa o despu es
de un proceso de detecci on de p xeles corruptos. Si se utiliza directa-
mente sobre la imagen (sin una etapa de detecci on) el ruido se reduce
produciendo una imagen de emborronamiento, este efecto se puede
mejorar si se aplica despu es de una etapa de detecci on en la que solo
se modiquen los p xeles ruidosos.
En im agenes RGB se obtiene el promedio de cada canal y se sustituye







donde (l) es R,G o B.
Sobre las bases de la detecci on de p xeles ruidosos, un ltro switching
entre el AMF y la operaci on de identidad se propone en (Camarena
y col. 2008). La diferencia direccional basada en la detecci on de ruido
y un ltro de media adaptativo para eliminar el ruido impulsivo se
presenta en (Pitas y Venetsanapoulos 1986).
Filtro de Mediana
Es el m as conocido de los ltros de orden estad stico cuyo resultado
es un ordenamiento (ranking). Como su nombre lo indica, reemplaza
el valor de un p xel por la mediana de los niveles de intensidad en la
ventana de ltrado de ese p xel:
xi = medianaxj2Wfxjg; (2.9)
El valor del p xel xi es incluido en el c alculo de la mediana. Este
ltro es popular porque provee excelente capacidad en la reducci on de
ruido, particularmente es efectivo en im agenes con presencia de ruido
de impulsivo bipolar ("sal y pimienta").
En (Kang y Wang 2009) se dise~ na un ltro de mediana direccional
basado en el argumento fuzzy para la eliminaci on de ruido, as  como
en (Camarena y col. 2010b; Toh e Isa 2010; Imrul y Dey 2012) utilizan
la mediana para eliminar el ruido impulsivo.
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Filtro Difusivo no lineal
Una clase de m etodos de eliminaci on de ruido se basan en el uso de
ecuaciones de difusi on no lineal (Guidotti y Lambers 2009; Reza 2011;
Puvanathasan y Bizheva 2009; Mendrik 2009; Huang, Ng e Y.W. 2009;
Gonz alez, Hyoung y Yeol 2011; Liu y col. 2012), que generalmente
aparecen asociados a un problema variacional y se puede obtener a
partir de la minimizaci on de funcionales apropiados. La elecci on de
un determinado funcional depende del objetivo espec co de inter es.
Por ejemplo, varios ltros de difusi on, adecuados para las im agenes
m edicas (Keeling 2003), han sido obtenidos a partir de la minimizaci on






























donde Ir es la imagen observada (con ruido), u es la imagen ltrada
que se pretende reconstruir a partir de Ir,  y  son constantes y 
 es
una regi on convexa de <2 que constituyen el espacio de apoyo de la
supercie u(x;y), que representa la imagen. El primer t ermino en la
funcional para  = 1 representa el  area de la supercie de la imagen
(Vogel y Oman 1996), el segundo t ermino es la distancia entre la ima-
gen observada y la soluci on deseada u y el tercer t ermino controla la
regularidad de la soluci on.
El proceso de eliminaci on de ruido corresponde al problema de mini-
mizaci on (Rudin, Osher y Fatemi 1992; Vogel y Oman 1996) (variaci on
total):
m n
u J(u;;;) sujeto a
R







La soluci on del problema es la imagen If que minimiza el funcional
J(u;;;) que satisface la restricci on de arriba. La condici on signica
que el "error" entre la imagen original y la ruidosa, debe ser igual a ,
donde  es la desviaci on est andar del ruido presente en la imagen. Es
importante disponer de una buena estimaci on de  para minimizar la
ecuaci on (2.10).
Para estimar el ruido presente en la imagen, se ha usado una esti-
maci on robusta propuesta por Donoho en (Donoho 1995) basada en
la estimaci on wavelet discreta. De acuerdo a (Donoho 1995), la des-
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donde Dij son los coecientes diagonales de la transformada wavelet.
En esta tesis se ha utilizado la wavelet de Dauvechies de orden 25.
La soluci on del problema de minimizaci on lleva a una discretizaci on
del tiempo y, por lo tanto, a una soluci on iterativa del problema. Para
la discretizaci on del tiempo se utiliza un esquema semi-impl cito y
para resolver las ecuaciones la alternativa de la divisi on del operador
aditivo (AOS) (Weickert, Ter y Viergever 1998; Weickert 2001). A
continuaci on se presenta el proceso.
Discretizaci on del problema
Partiremos de la formulaci on est andar de un proceso de difusi on que







donde ,  y  son par ametros positivos.
El proceso de ltrado iterativo produce varias im agenes u(x;y;tk)
(k = 0;1;2;:::t0 = 0) que son versiones ltradas de la imagen ini-
cial observada Ir(x;y) en valores de tiempo discretos tk. El punto
inicial del proceso difusivo es la imagen observada u(x;y;0) = Ir(x;y)
y para valores mayores se obtienen representaciones aproximadas de
Ir(x;y). Para obtener la soluci on de la ecuaci on de difusi on inicial se
va a utilizar un m etodo iterativo basado en las ecuaciones din ami-

























) +  5
2u: (2.14)
19Cap tulo 2. Fundamentos y estado del arte
En la discretizaci on del problema se considera que la imagen dene
una malla estructurada dada por los diferentes p xeles que constituyen
la imagen digital y que la longitud espacial de malla es 1.
La ecuaci on 2.14 en geometr a unidimensional, siendo g la funci on de












Para la discretizaci on espacial se ha seleccionado la siguiente discreti-
zaci on del operador de difusi on para cada nodo espacial i de la malla



















(gi + gi+1)(ui+1   ui)  
1
2
(gi + gi 1)(ui   ui 1)
(2.16)
Para la discretizaci on del tiempo, se usa el esquema semi-impl cito
(Weickert, Ter y Viergever 1998; Weickert 2001), en que la variable

































que se puede reescribir de la forma siguiente, siendo gn
i = g













































Considerando todos los nodos de la malla y las condiciones de con-
torno, se puede escribir la ecuaci on (2.18) de la forma:
(I   t  Ax(u
n))u
n+1 = u
n + t  Ir: (2.19)
donde Ax(un) tiene la siguiente estructura:
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;i = 1;:::m   1;c(m) = 0:
(2.20)
donde m es el n umero de p xeles de la imagen. Se trata de una matriz
tridiagonal y el sistema de ecuaciones asociado puede resolverse de
forma muy eciente (Teukolsky y Betterling 1992; Golub y Van Loan
1996).
Discretizando la ecuaci on 2.14 en geometr a 2D, siguiendo el mismo
razonamiento del caso 1D, se llega a la siguiente ecuaci on matricial:
(I   t  Ax(u
n)   t  Ay(u
n))  u
n+1 = u
n + t  Ir: (2.21)
El hecho de invertir este sistema de ecuaciones desde el punto de vista
computacional es costoso, por lo que se usa el esquema AOS (Weickert,
Ter y Viergever 1998; Weickert 2001). Este esquema de discretizaci on
es m as r apido que los esquemas convencionales y es estable para todos
los valores de paso de tiempo. Una vez que el esquema se aplica, se














Ax = (I   2  t  Ax(un)),
^
Ay = (I   2  t  Ay(un)) y
^




















21Cap tulo 2. Fundamentos y estado del arte
En el proceso iterativo dado por la ecuaci on 2.23, en cada paso de
tiempo hay que resolver dos sistemas de ecuaciones tridiagonales, re-




Ax. Mediante dicho esquema en
cada paso de tiempo, se preserva el valor medio del nivel de gris y
converge a un estado constante (Weickert, Ter y Viergever 1998).
Para la aplicaci on del esquema AOS cabe considerar el valor del par ame-
tro t de paso de tiempo, pues un valor grande puede reducir el n ume-
ro de iteraciones del proceso. En la pr actica el valor del par ametro t
debe ser elegido como compromiso entre la exactitud del c alculo y la
eciencia.
Los valores de los par ametros de la ecuaci on de difusi on que se han
tomado para llevar a cabo el proceso de restauraci on en la presente
tesis son: el valor de paso de tiempo t=0.05 y el paso de espacio
1. Por ello, el conjunto de im agenes ltradas que se van obteniendo
u(x;y;tk) son las im agenes ltradas en los instantes de tiempo discre-
tos tk=kt (k=0,1,2, ...). Para el resto de par ametros en la ecuaci on
de difusi on (2.10), son los siguientes:  = = 1, =1 como valor de
partida y var a en cada iteraci on para mantener la varianza. La elec-
ci on de estos valores para el conjunto de par ametros de la ecuaci on de
difusi on asegura una buena actuaci on del ltro difusivo para evaluar
el criterio de parada del ltro basado en la funci on de neguentrop a
(Mayo 2007).
Criterio de parada
Sea f(x;y) la funci on que representa los niveles de gris de la imagen
observada, se considera 
 una regi on convexa de R2 entonces la imagen
observada f(x;y) es una representaci on y puede considerarse la suma
de una imagen limpia de ruido y una se~ nal de ruido, tal como:
f(x;y) = f
0(x;y) + n(x;y) (2.24)
siendo f0 la imagen limpia de ruido que se pretende reconstruir a partir
de f y n un ruido aditivo gaussiano, de media cero n  N(0;2).
En esta tesis se ha utilizado el tiempo de parada del proceso iterativo
descrito por la ecuaci on 2.23 propuesto por Mr azek y Navara (Mr azek
y Navara 2003). La idea se basa en asumir que la imagen ideal libre
de ruido f0 y el ruido n no est an correlacionados, de tal manera que la
imagen u(t) ser a cercana a f0 si la covarianza de la estimaci on del ruido
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u(0)   u(t) y de la imagen u(t) es lo m as peque~ na posible. Su criterio
de tiempo de parada est a basado en la minimizaci on del coeciente de
correlaci on siguiente:
corr(u(0)   u(t);u(t)) =
cov(u(0)   u(t);u(t))
p
var(u(0)   u(t))  var(u(t))
(2.25)
La varianza relativa de una imagen u(x;y;t) de un proceso difusivo




t > 0 (2.26)
As , la ecuaci on del tiempo de parada de Mr azek y Navara TMN es
denotado como:
TMN = argmint jcorr(u(0)   u(t);u(t))j (2.27)
2.3.2 Proceso de detecci on
La mayor a de m etodos para identicar los p xeles corruptos de una
imagen se basan en el concepto de los k-vecinos (k-neighbors) de p
(Nk(p)) (Gonz alez y Woods 2008) consiste en calcular la distancia
entre un p xel y sus vecinos, y etiquetarlo como err oneo cuando esa
distancia supere o sea inferior a un cierto umbral para la mayor a de
vecinos con que se ha comparado.
Las medidas de distancia m as comunes entre dos p xeles p y q, son: la
distancia Eucl dea, city-block y chessboard, (Gonz alez y Woods 2008).
Estas medidas pueden aplicarse para conocer la distancia en intensidad
que hay entre el p xel (xi) y el p xel (xj). En esta tesis se va a referir a
la distancia en t erminos de intensidad de dos p xeles. Otras m etricas se
basan en el  angulo que pueden formar dos p xeles, la que se denomina
 angulo del coseno. Una de las distancias muy utilizadas actualmente,
es la m etrica o distancia fuzzy. A continuaci on se explican las m etricas
que a lo largo de esta tesis se utilizan.
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Distancia eucl dea
La distancia eucl dea entre dos p xeles xi y xj para im agenes a color,
se dene como
L(xi;xj) = k(xi   xj)k2 : (2.28)
Y para im agenes cuyo p xel contiene un solo canal, se dene con la
siguiente ecuaci on:
L(xi;xj) = jxi   xjj: (2.29)
M etricas fuzzy
Una m etrica fuzzy estacionaria M sobre X (Gregori y S. 2004; George
y Veeramani 1994; George y Veeramani 1997; Gregori y Romague-
ra 2000) es un conjunto fuzzy de X  X satisfaciendo las siguientes
condiciones para todo x;y;z 2 X:
(FM1) M(x;y)>0
(FM2) M(x;y)=1 si y  unicamente si x = y
(FM3) M(x;y) = M(y;x)
(FM4) M(x;z) M(x;y)  M(y;z)
donde  es una continuidad de t norma. M(x;y) representa el grado
de cercan a de x y y y de acuerdo a (FM2), M(x;y) es cercano a 0
cuando x esta lejos de y.
En (L opez 2010; Camarena y col. 2010b) se presenta una gran variedad
de m etricas fuzzy. En esta tesis se han utilizado dos de ellas que se
presentan a continuaci on.
La distancia fuzzy entre los vectores RGB de dos p xeles xi y xj,







donde (xi (1), xi (2), xi (3)) es el vector de color para el p xel xi en
RGB respectivamente, xj son los p xeles vecinos de xi y k > 0.
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La m etrica fuzzy M entre el p xel xi y xj para im agenes en escala de





Otra de las m etricas fuzzy es la que se obtiene por la divisi on del valor
de k sobre la suma de k y la norma eucl dea (de la diferencia de los
valores de los p xeles xi y xj). La funci on es,
G(xi;xj) =
k
k + kxi   xjk2
; (2.32)
donde k >0. Esta ecuaci on es el patr on de la m etrica fuzzy cuando se
trabaja en im agenes con formato RGB. Si se aplica esta m etrica fuzzy




k + jxi   xjj
: (2.33)
M etrica del coseno del  angulo




i  xj  
kxik2  kxjk2
: (2.34)
donde xi 6= 0 y xj 6= 0. En la pr actica, se considera el rango de los
p xeles de [1,256] en vez de [0,255] para evitar la divisi on por cero.
Peer group
El concepto de peer group(Kenney y col. 2001; Smolka 2005), se ha
usado para la detecci on y supresi on de ruido impulsivo en im agenes
en escala de grises y a color con buenos resultados en calidad. Para
una imagen I, el peer group P(xi;d) asociado con un p xel xi, consiste
de los xj p xeles en una ventana (W) de tama~ no nn, centrado en xi
que est an m as cercanos en intensidad a I(xi) medida a trav es de una
distancia d. En otras palabras, los k vecinos son todos los vecinos de
un p xel xi en W, y los xj son los vecinos que est an m as cercanos en
intensidad al p xel xi.
25Cap tulo 2. Fundamentos y estado del arte
A partir de los xj p xeles del peer group, se puede determinar si xi es
corrupto o no corrupto (Camarena y col. 2010a).
Para calcular la distancia (cercan a en intensidad) entre los p xeles xi
y xj, se puede utilizar cualquiera de las medidas mencionadas ante-
riormente.
La representaci on del P(xi;d) con la m etrica fuzzy M y G, se denota
por el conjunto:
P(xi;d) = fxj 2 W : M(xi;xj)  dg: (2.35)
P(xi;d) = fxj 2 W : G(xi;xj)  dg: (2.36)
donde d es un umbral de distancia (0 < d  1) para decidir si los
p xeles est an cerca en intensidad y por lo tanto forman parte del Peer
group.
Los p xeles que pertenecen al conjunto peer group y la m etrica eucl dea,
son todos los p xeles que satisfacen la ecuaci on:
P(xi;d) = fxj 2 W : L(xi;xj)  dg; (2.37)
donde d > 0. Conjunto de p xeles cuya norma euclidiana no excede a
d.
El peer group con la distancia del coseno del  angulo se dene como
P(xi;d) = fxj 2 W : C(xi;xj)  dg (2.38)
donde 0 < d  1. En este caso, el p xel vecino xj pertenece al conjunto
del peer group si la distancia de  el hacia el p xel central xi es mayor o
igual al valor d.
A lo largo del documento se nombrar a como PGMF, PGME y PGMC
para denotar al peer group con la m etrica fuzzy, peer group con la
m etrica eucl dea y el peer group con el coseno del  angulo, respectiva-
mente.
2.4 M etricas de calidad
Con la nalidad de comprobar la eciencia de los ltros, el punto de
partida del proceso es una imagen original (Io) sin ruido a la que se
le a~ nade la cantidad y tipo de ruido (modelo de ruido, explicado en
la secci on anterior). Se sigue el proceso de ltrado presentado en la














Figura 2.4: Comparaci on de las im agenes Io y If a trav es de las m etricas de calidad.
gura 2.3 y despu es se compara la imagen Io con la If a trav es de
m etricas de calidad (gura 2.4).
El objetivo de la restauraci on es obtener una imagen estimada que sea
lo m as cercana posible a la imagen original de entrada sin ruido.
Se compara la similitud entre la imagen de salida (imagen ltrada) y
la imagen original libre de ruido.
Las medidas de calidad com unmente usadas son: PSNR (Peak Signal-
to-Noise Ratio), MSE (Mean Square Error ), MAE (Mean Absolute
Error) y NCD (Normalized Color Dierence) (Smolka 2005). Estas
medidas se utilizan en esta tesis para evaluar la cantidad de ruido
eliminado y la conservaci on de los detalles de la imagen. Para medir
la capacidad del ltro para reducir el ruido, se utiliz o PSNR; MAE es
la funci on utilizada para evaluar la preservaci on de los detalles y NCD
se utiliz o para medir la percepci on humana. El valor psnr es mejor
cuanto mayor es. El valor mse y mae es mejor cuando es menor.
Para denir PSNR se requiere calcular el MSE(Mean Square Error) ,
el cual para dos im agenes: Imagen ltrada If e Imagen de referencia








(jIo (i;j)   If (i;j)j)
2; (2.39)
donde MN es el n umero de p xeles de la imagen, Io (i;j) y If (i;j)
denota el (i;j) i- esimo componente del canal del p xel de la imagen
original y ruidosa.
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donde MAXIo es el m aximo valor posible del p xel en la imagen (255).








jIo (i;j)   If (i;j)j: (2.41)
Las diferencias entre los colores del espacio se perciben uniforme y
no se corresponden con las diferencias de color percibido por los seres
humanos (Smolka 2005), por eso se analizan los errores de restauraci on









Ioi)2 + (V 
Ioi)2
; (2.42)
donde L representa el valor de luminiscencia (brillo) y U,V  los
valores de crominiscencia (color) correspondientes a la imagen original











Ifi)2 + (V 
Ioi   V 
Ifi)2; (2.43)
donde Ifi es la imagen ltrada.
2.5 Estado del arte de eliminaci on de diferentes tipos de
ruido
Los trabajos m as recientes en el campo de procesamiento de im age-
nes podr amos catalogarlos en innovaciones en el proceso de detecci on
(utilizaci on de peer group, m etricas fuzzy, distancia eucl dea), en el
proceso de ltrado (m etodos no lineales, anisotr opicos, de variaci on
total) y en la paralelizaci on y utilizaci on de GPUs de cualquiera de
los m etodos.
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Se han presentado varios enfoques basados en el concepto de peer
group con la nalidad de eliminar el ruido impulsivo con una detecci on
able de los impulsos. La detecci on de los p xeles da~ nados propuesto
en (Smolka 2010) se realiza usando el discriminante lineal de Fisher,
dividiendo los p xeles en dos clases: un peer group de p xeles similares
a la mediana vectorial y un conjunto de p xeles que constan de valores
at picos inyectados en la imagen por el proceso de ruido. El concepto
de peer group se redene en (Camarena y col. 2008) por medio de
ciertas m etricas fuzzy para la detecci on r apida de los p xeles ruidosos
tomando las ventajas de las propiedades de la m etrica fuzzy, dando
origen a un ltro swithing entre el AMF y la operaci on de identidad.
El detector fuzzy (Camarena y col. 2010b) para detectar los impulsos,
se basa en las diferencias de rangos ordenados (ROD) y estad sticas. El
concepto de peer group fuzzy (Morillas, Gregori y Herv as 2009) elimina
el ruido impulsivo y gaussiano que consiste en extender el concepto de
peer group en el campo fuzzy. Un ltro fuzzy propuesto en (M elange,
Nachtegael y Kerre 2010) elimina el ruido impulsivo aleatorio en video
y trabaja con diferentes pasos sucesivos de ltrado en el que los p xeles
ruidosos se detectan a trav es reglas fuzzy. Se obtiene un equilibrio entre
la preservaci on de los detalle y la eliminaci on de ruido.
El algoritmo presentado en (Camarena y col. 2010a) tiene un paso de
renamiento para los p xeles que fueron detectados como no diagnos-
ticados respecto a (Camarena y col. 2008; Morillas, Gregori y Peris-
Fajarn es 2008).
El ruido gaussiano se puede tratar por medio del uso de ecuaciones
de difusi on no lineal (Guidotti y Lambers 2009; Reza 2011; Liu y col.
2012). El ltro de Difusi on no lineal se aplica en im agenes obtenidas
mediante Rayos X (Gonz alez, Hyoung y Yeol 2011) que elimina el ruido
y a la vez preserva los bordes que son necesarios para el diagn ostico
m edico. La reducci on de ruido en CT con difusi on h brida anisotr opica
se presenta en (Mendrik 2009).
El ruido speckle ha sido tratado recientemente mediante un ltrado
de difusi on anisotr opica (Puvanathasan y Bizheva 2009; Jin y Yang
2010; Bioucas y Figueiredo 2010). Alguna recopilaci on y an alisis de
rendimiento de las t ecnica m as utilizadas de suavizado o supresi on
del ruido speckle en im agenes de ultrasonido se presenta en (Mateoa
y Fern andez 2009; Sudha, Suresh y Sukanesh 2009). El m etodo ba-
sado en Undecimated Doble Densidad Wavelet Transform (UDDWT)
(Gnanadurai y col. 2009) se utiliza para eliminar el ruido speckle en
im agenes SAR.
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Se han propuesto diversas estrategias con el n de reducir la dosis en
radiograf a y actualmente son pocos los trabajos en donde se realiza
un an alisis de la reducci on de la exposici on (mAs) en los pacientes
(ICRP 1993). Trabajos donde el objetivo es la reducci on de ruido en
im agenes m edicas son (Nair y Reji 2011; Padma y Sukanesh 2010) .
En (Silva y col. 2010) se presenta un nuevo algoritmo de reconstruc-
ci on de im agenes de CT con adaptaci on estad stica de reconstrucci on
iterativa (ASIR) para reducir la dosis de la radiaci on en las CT de
cuerpo. ASIR tambi en se utiliza para estimar la radiaci on en la angio-
graf a coronaria CT (Leipsic y col. 2010; Singh y col. 2009) donde se
presenta la reducci on de la dosis con protocolos pedi atricos de CT a
la medida de las indicaciones cl nicas, el peso del paciente, y el n ume-
ro de estudios previos. En (Juste y col. 2008) se presenta un an alisis
basado en la reducci on de ruido simulado por computadora.
Las GPUs ya no s olo son utilizadas con el prop osito inicial que se
ten a (videojuegos), si no que se utilizan en aplicaciones en donde se
consume mucho tiempo de procesamiento en forma normal y por lo
tanto se requiere acelerar los procesos.
En (Harding 2008) usan Cartesian Genetic Programming para generar
programas de sombreado que implementan las operaciones del ltrado
de im agenes. Usando la GPU pueden aplicar r apidamente estos pro-
gramas a cada p xel en una imagen y evaluar el rendimiento de un ltro
dado. El ltro elimina con  exito el ruido de las im agenes produciendo
mejor calidad que con un ltro est andar de media.
El ruido impulsivo en secuencias de video de imagen multicanal, se
puede suprimir a trav es del m etodo presentado en (Kravchenko, Po-
nomaryov y Pustovoit 2010) para reconocer los movimientos en los
frames vecinos de una secuencia y para reconstruir los contornos y
detalles nos. La propuesta desarrollada est a basada en la teor a del
conjunto fuzzy, en la teor a de la desviaci on angular de los p xeles
de la imagen en los frames vecinos pertenecientes a un multicanal de
secuencia de video cuando se forman los frames de la imagen ltrada.
Para mejorar el rendimiento y eliminar la presencia de ruido en los
sistemas de comprensi on de video en (Guo y col. 2010) adoptan un
ltro de eliminaci on de ruido como un m odulo de pre-procesamiento
para la codicaci on de video, o como un m odulo de post-procesamiento
para la decodicaci on de video, pero la complejidad introducida por
la eliminaci on de ruido puede ser muy grande. Se presenta un ltro
temporal recursivo LMMSE (Linear Minimum Mean Squared Error)
para eliminar el ruido en video.
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No hay muchos trabajos que reporten aceleraci on de algoritmos en
GPUs para eliminar el ruido en una imagen. Algunos de ellos presen-
tados en (S anchez y col. 2011c; S anchez y col. 2011a; S anchez, Vidal
y Bataller 2012; S anchez, Vidal y Bataller 2010; S anchez, Vidal y Ba-
taller 2011) son algunos ejemplos de ltrado para eliminar el ruido
impulsivo mediante el uso de GPU que utilizan el peer group y m etri-
cas fuzzy y/o eucl dea. En estos trabajos se reporta un equilibrio entre
calidad y reducci on del tiempo computacional.
En esta tesis se ha optado por la paralelizaci on de los algoritmos que
utilizan el concepto de peer group con m etricas fuzzy o eucl dea (con-
ceptos denidos en el siguiente cap tulo) para detectar los p xeles
err oneos, debido a que  ultimamente se han presentado varios estu-
dios con resultados satisfactorios en calidad (Camarena y col. 2010b;
Smolka 2010; Camarena y col. 2008; Camarena y col. 2010a; Morillas,
Gregori y Herv as 2009). Se dene otra etapa para eliminar los p xe-
les corruptos en la que se utiliza el concepto de sustituci on del p xel
ruidoso por los ltros Vectoriales de Mediana o la Media Aritm etica
(Gonz alez y Woods 2008), de esta manera se asegura que la imagen
ltrada tenga una buena calidad nal. Para reducir el coste compu-
tacional se analizan, dise~ nan e implementan algoritmos secuenciales y
paralelos para el ltrado de im agenes utilizando arquitecturas many-
core y multicore.
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3.1 Introducci on
En los  ultimos a~ nos las GPUs incluidas en tarjetas gr acas han conse-
guido una mejora de velocidad computacional muy importante, ofre-
ciendo un alto nivel de procesamiento en paralelo a un precio muy com-
petitivo. Las empresas que lideran actualmente el mercado de GPUs
son NVIDIA y ATI/AMD. De ellas, NVIDIA es la l der actual en
el campo de la GPGPU (General Purpose Graphics Processing Unit)
debido a su bajo coste y al uso de la plataforma CUDA.
La CPU se caracteriza por tener memoria cach e muy r apida, obtener
un alto rendimiento sobre un  unico hilo de ejecuci on y es  optimo en pa-
ralelismo de tareas. La GPU tiene una DRAM muy r apida, el hardware
est a dedicado para c alculos matem aticos, se obtiene alto rendimiento
ejecutando tareas paralelas y especialmente es  optimo en paralelis-
mo de datos. En esta tesis se utiliz o CPU (arquitecturas multicore)
y GPUs ( many-core), con la nalidad de observar el rendimiento de
los algoritmos en diferente hardware. Para obtener mejor rendimiento
se realizaron diferentes optimizaciones en CUDA con la nalidad de
tomar ventajas del hardware disponible.
Este cap tulo esta dividido en tres partes. La secci on 3.2 presenta el
equipo de altas prestaciones que se emple o en esta tesis para realizar
las pruebas. La secci on 3.2 presenta CUDA y OpenMP como las dos
33Cap tulo 3. Hardware y software de computaci on de altas prestaciones
herramientas que se han utilizado para programar los algoritmos pa-
ralelos. Las herramientas para medir los recursos hardware utilizados
se exponen en la secci on 3.2.
3.2 Caracter sticas del hardware utilizado
Los tres equipos de altas prestaciones que se utilizaron en esta tesis,
se describen a continuaci on.
DSICMAC1 (UPV). Apple Mac Pro Xeon/2.66 GHz, Quad-Core
3500 y con una memoria RAM de 8GB. Contiene 16 cores CPU
intel y cuatro GPUs NVIDIA GeForce GT 120. Cada tarjeta gr a-
ca tiene 32 cores CUDA (arquitectura many-core dotada de 32
cores). La versi on del driver instalado en las tarjetas es 4.0.5.
Cluster de Computaci on- IUII- (EULER, UA). El cluster HPC
est a formado por 26 nodos de c alculo: 2 procesadores Intel Xeon
X5660 hexacore a 2.8 GHz y con 48 GB de memoria RAM. Uno
de los nodos est a equipado adicionalmente con 3 m odulos GPU
HP Tesla M2050 con 3GB de memoria cada uno y adicionalmente
uno de los nodos cuenta con un m odulo GPU NVidia Tesla 2070
con 6GB de memoria. Cada tarjeta M2050 tiene 448 cores CU-
DA (arquitectura many-core dotada de 448 cores, procesadores
streaming).
Equipo de altas prestaciones GPU9800 (UPV). Este equipo de
c omputo cuenta con dos tarjetas gr acas GeForce 9800 GX2. Ca-
da tarjeta tiene 2x128 cores CUDA (arquitectura many-core, 128
cores en cada tarjeta).
En la tabla 3.1 se hace una comparativa de las caracter sticas princi-
pales de las GPUs.
La arquitectura Tesla tiene una memoria de video superior a las otras
dos. En general los Tesla est an dise~ nados particularmente para compu-
taci on cient ca por lo que no cuenta con salida de video.
El ancho de banda es uno de los factores importantes a tomar en
cuenta para un buen rendimiento en las aplicaciones. La gura 3.1
muestra el ancho de banda y el tama~ no de la memoria de las GPUs
incorporadas en los equipos DSICMAC1, GPU9800, EULER.
Las GPUs no comparten memoria de video, por lo que el programador
debe encargarse de transferir los datos entre las GPUs (en caso de que
343.3 Herramientas software de entornos secuenciales y paralelos
Tabla 3.1: Caracter sticas principales de las GPUs utilizadas
GeForce GT 120 GeForce 9800 GX2 Tesla M2050
Total de memoria Global 512MB 512MB 3GB.
Memoria Compartida disponible por bloque(KB) 16 16 48
N umero de registro por bloque de hilos 8192 8192 32768
Tama~ no Warp en hilos 32 32 32
Memoria Pitch(MB) 256 256 2048
M aximo hilo por bloque 512 512 1024
Dimensi on M axima de hilos (bloques) 512 512 64 512 512 64 1024 1024 64
Dimensi on M axima de hilos (grid) 65535 65535 1 65535 65535 1 65535 65535 65535
Total de memoria constante(bytes) 65536 65536 65536
Capacidad de C omputo 1.1 1.1 2.0
Velocidad de reloj(MHz) 1400 1512 1150
Alineaci on de Textura(bytes) 256 256 512
N umero de Multiprocesadores 4 16 14
Tipo de operaciones simple precisi on simple precisi on doble precisi on
Figura 3.1: Ancho de banda y tama~ no de la memoria de la GPU de tres tarjetas gr acas.
se requiera trabajar con m as de una GPU) a trav es del bus PCI-
express.
3.3 Herramientas software de entornos secuenciales y
paralelos
Existen dos entornos de programaci on muy utilizados actualmente en
las tarjetas gr acas que explotan las caracter sticas y permiten obte-
ner el m aximo rendimiento de ellas, CUDA y OpenCL(Khronos Group
2012). Aunque OpenCL es el lenguaje de programaci on en GPGPU
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para todo tipo de tarjetas gr acas, CUDA es la plataforma de progra-
maci on m as utilizada para las tarjetas NVIDIA.
Esta tesis se inclin o por la programaci on en el lenguaje CUDA debido
a la sencillez de programaci on (tiene pocas extensiones al lenguaje C
convencional) y con la que se obtiene un buen rendimiento.
El entorno de programaci on MATLAB se emple o para vericar los
algoritmos de manera secuencial y obtener los par ametros  optimos,
despu es estos algoritmos fueron ejecutados sobre entornos paralelos.
Para utilizar los cores y las GPUs en la implementaci on h brida, se
hizo uso de OpenMP.
3.3.1 CUDA
Modelo de ejecuci on CUDA
Las tarjetas de procesamiento gr aco, han experimentado en los  ulti-
mos a~ nos un crecimiento espectacular en capacidad de c alculo para-
lelo debido a la gran demanda de aplicaciones de videojuegos. Aun-
que inicialmente  ese fuera el principal destino de este hardware, en
2007 NVIDIA introdujo CUDA, una tecnolog a que permite utilizar
estas unidades para realizar programas con cualquier otra nalidad de
c alculo (GPGPU). Esta plataforma est a dise~ nada a nivel de software
y hardware para aprovechar la potencia de una GPU en aplicaciones
de prop osito general. A nivel software permite programar la GPU en
lenguaje C con pocas extensiones SIMD(Single Instruction, Multiple
Data) para lograr una ejecuci on eciente y escalable. A nivel hard-
ware habilita m ultiples niveles de paralelismo (para m ultiples cores y
para m ultiples hilos por core). Por ello, se ha popularizado su uso en
la comunidad cient ca debido a la muy buena relaci on entre precio y
potencia de c alculo que ofrece.
La GPU, denominada dispositivo (device) seg un la terminolog a de
CUDA, contiene f sicamente un conjunto de multiprocesadores N,
cada uno dotado de M procesadores y su propia memoria de video
DRAM (gura 3.2). Los multiprocesadores procesan los programas
seg un el modelo SIMD, es decir, en cada ciclo de reloj un procesador
del multiprocesador ejecuta la misma instrucci on aplicada sobre da-
tos diferentes, entendiendo que cada aplicaci on de esa instrucci on la
realiza un hilo (de ejecuci on) distinto.
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Figura 3.3: Host y device en CUDA
CUDA ejecuta un programa en un device que act ua como coprocesador
de un host (CPU) como se muestra en la gura 3.3.
Espacios de memoria en CUDA
El device tiene varios tipos de memoria, incluyendo cach e de diferentes
niveles. La memoria f sica puede ser utilizada de diferentes formas, su
uso principal es como memoria global compartida entre los multipro-
cesadores de la GPU. El acceso a los datos almacenados en la memoria
global tiene mayor latencia que otros modos de acceso a los datos, de-
bido a que no pasan por cach e. La memoria global es el  unico visible a
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todos los entes denidos por el programador (hilos, bloques, kernels,
grids). Esta memoria permite que distintas  areas suyas puedan ser
utilizadas de otras formas:
Como memoria local. Cada hilo puede utilizar 16KB de memoria
de la GPU de forma privativa.
Como textura. Se trata de la posibilidad de bloquear una zona de
la memoria de la GPU para ser utilizada s olo de lectura, de forma
compartida, y optimizada para albergar estructuras (arreglos) de
1, 2 o 3 dimensiones. Una textura puede ser cualquier regi on de
la memoria lineal o un arreglo CUDA.
Como zona de lectura constante, compartida entre todos los hilos.
Internamente, cada multiprocesador tiene cuatro tipos de memorias
(NVIDIA 2009):
Un conjunto de registros de 32 bits por procesador, su acceso
puede ser de lectura o escritura. Tiene baja latencia por estar
cerca del procesador.
Una cach e de lectura y escritura de 16KB (memoria compartida),
para optimizar el acceso a la memoria global compartida por
todos los procesadores del multiprocesador. Tiene baja latencia
y un ancho de banda elevado pero su tama~ no es reducido; act ua
como una cach e y es gestionada por el usuario.
Una cach e constante de s olo lectura de 64KB, compartida por to-
dos los procesadores y acelera la lectura de la memoria constante.
Una cach e de s olo lectura llamada cach e de textura, compartida
por todos los procesadores y acelera la lectura de la memoria de
textura.
El ancho de banda de la memoria global se utiliza m as ecientemente
cuando los accesos a memoria simult aneo de hilos se realizan en la
mitad de un warp (NVIDIA 2009), ya que pueden ser coalescentes en
una simple transacci on de memoria de 32, 64, o 128 bytes. Inicialmen-
te, los datos est an disponibles en la memoria global de GPU pero si
existen problemas de coalescencia, se hace necesario considerar si ser a
recomendable copiar los datos de la memoria global a la memoria com-
partida de cada multiprocesador con el n de procesarlos. Otra opci on
es el uso de texturas, si parte de la informaci on es de s olo lectura y
est a organizada dimensionalmente en arreglos.
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La funci on cudaMallochost permite asignaci on de espacios de memo-
ria de gran tama~ no con asignaci on de memoria lineal page-locked, esto
facilita las transferencias de los datos entre CPU y GPU debido a que
es accesible al device. Cuando se utiliza memoria page-locked, no hay
necesidad de asignar cualquier device de memoria y expl citamente
copiar datos entre el dispositivo y la memoria principal. Las transfe-
rencias de datos son impl citamente y se realiza cada vez que el kernel
accede a la memoria asignada. Para un rendimiento m aximo, estos
accesos de memoria deben estar coalescentes como con accesos a la
memoria global (v ease la Secci on 5.3.2.1). Si se asume que son y que
la memoria asignada se lee o se escribe s olo una vez, utilizando asig-
naci on de memoria page-locked en lugar de copias expl citas entre el
device y la memoria host se puede lograr buen rendimiento.
Con la funci on cudaMallocPitch() se reserva espacio en la memoria del
dispositivo linealmente en 2D.
Programaci on de kernels
Seg un el modelo de programaci on CUDA, hay que distinguir entre el
c odigo que se ejecuta en la CPU ("host code", seg un su nomenclatura)
del que se ejecuta en cada n ucleo de la GPU ("device code"). En
particular, la funci on (c odigo de programa) que se ejecuta en la GPU
recibe el nombre de "kernel". Un kernel se procesa en paralelo por un
conjunto de hilos que ejecutar a las instrucciones de ese kernel en una
parte diferente de los datos en memoria.
El c odigo de la CPU debe realizar los siguientes pasos para lanzar la
ejecuci on de kernels en la GPU:
Copiar los datos de la memoria del host a la memoria del device.
Lanzar la ejecuci on del/los kernel(s), decidiendo la cantidad de
hilos y su organizaci on en bloques necesarios para el procesamien-
to.
Esperar a que termine la ejecuci on del/los kernel(s) para trans-
ferir los datos de la memoria de la GPU a la memoria de la CPU.
Los kernels se lanzan en grids y solo un kernel se ejecuta en un mo-
mento dado en una GPU (no hay multiprocesamiento de kernels).
Cuando el kernel naliza, todos los recursos de la GPU se liberan y
quedan disponibles  ntegramente para el kernel siguiente. Un kernel
se ejecuta como una malla o grid 1D o 2D de bloques de hilos 1D, 2D
o 3D.
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Bloques, hilos y grids
Dado que la GPU tiene varios multiprocesadores, es necesario agru-
par los hilos en "bloques"para dejar clara la asignaci on de la ejecuci on
de un bloque a un multiprocesador concreto de la GPU (cada blo-
que es mapeado en un multiprocesador). Esta caracter stica permite
sincronizar los hilos s olo si pertenecen al mismo bloque. Los bloques
no pueden sincronizarse, esto hace que el propio hardware tenga la
libertad para acomodar la ejecuci on de un bloque de hilos en cual-
quier multiprocesador en cualquier instante. El conjunto de bloques
se denomina grid (matriz de bloques de hilos que ejecutan un kernel).
Cuando un bloque de hilos termina y a un hay datos por analizar, se
asigna un bloque nuevo al multiprocesador que est a disponible.
Con la nalidad de obtener un buen rendimiento en las aplicaciones,
uno de los factores a considerar es el n umero de hilos y bloques en cada
uno de los kernel lanzados. Este factor depende del n umero m aximo
de hilos soportados por las tarjetas gr acas y el tama~ no de los datos
que se consideran.
Un hilo puede acceder a cualquier posici on de memoria, puede leer y/o
escribir en tantas posiciones de memoria como sea necesario y puede
cargar datos en memoria compartida de forma cooperativa dentro de
un bloque, es decir, los hilos pueden comunicarse entre ellos a trav es
de la memoria compartida si pertenecen al mismo bloque (NVIDIA
2012). Los hilos se ejecutan en paralelo sobre los n ucleos (cores o
stream processors) de un multiprocesador.
Cada hilo puede: leer/escribir en registros, leer/escribir en memoria
compartida, leer/escribir en memoria global, leer/escribir en memoria
local, leer en memoria de constantes y leer en memoria de texturas.
Problemas en la programaci on CUDA
La plataforma CUDA es relativamente sencilla de utilizar y est a bien
documentada, pero el problema radica en que es dif cil optimizar el
rendimiento de una aplicaci on, debido a algunas restricciones del hard-
ware y a los m ultiples tipos de memorias que incluyen las tarjetas,
debido a que est an organizadas en varios niveles y con diferentes capa-
cidades, con diverso patr on de acceso a los datos y otras limitaciones.
Por ello, es necesario un estudio espec co con la nalidad de identi-
car las optimizaciones de los recursos ofrecidos por CUDA y obtener
el m aximo rendimiento posible, decidiendo la cantidad de hilos y su
organizaci on en bloques, la mejor ubicaci on entre las diferentes memo-
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rias disponibles, considerando los datos de entrada, los datos de salida
y la forma de acceder a ellos y realizando oportunamente las copias
necesarias.
Una de las principales cuestiones que se deben considerar para obtener
programas ecientes es la coalescencia de los accesos a la memoria
global. La memoria global se direcciona en desplazamientos de 16 o
32 bytes. Adem as es posible leer 4, 8  o 16 bytes de la memoria global
en una simple instrucci on. Pero si una variable no se guarda justo
a partir de una direcci on de memoria m ultiplo de 16, o su tama~ no
no es m ultiplo de 4, hay que hacer m as de un acceso para leerla, lo
cual penaliza el rendimiento. Adem as, como en las GPUs hay una
gran cantidad de hilos, este problema se agudiza, ya que incluso dos
hilos pueden competir al acceder a una zona de memoria. Cuando esto
ocurre se dice que los accesos no tienen coalescencia (NVIDIA 2009)
(no est an bien alineados) y hay que evitarlo a toda costa. La forma
m as elemental (aunque hay otras) es que el hilo n umero i acceda a la
variable (o ndice de un arreglo) n umero i, y que la direcci on de acceso
a ese punto sea m ultiplo de 16.
3.3.2 OpenMP
El OpenMP Application Program Interface (API) soporta multiplata-
forma paralela de memoria compartida, utilizando C/C++ y Fortran
para todas las arquitecturas. OpenMP es un modelo portable y esca-
lable que ofrece programaci on paralela en memoria compartida, una
simple y 
exible interfaz para el desarrollo de aplicaciones paralelas
en equipos de c omputo que van desde un simple desktop hasta super-
computadoras.
3.4 Herramientas para medir los recursos hardware
utilizados
En esta secci on se ver an algunas herramientas utilizadas para evaluar
la efectividad con la que un algoritmo usa los recursos de un sistema
paralelo para eliminar el ruido.
Aceleraci on de ejecuci on (Speedup). Mide la ganancia de veloci-
dad que se consigue con un algoritmo paralelo al resolver un problema
con respecto a un algoritmo secuencial para el mismo problema (Al-
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donde t(n) es el tiempo correspondiente a la mejor implementaci on
secuencial que resuelve el problema, y t(n;p) es el tiempo correspon-
diente al algoritmo paralelo.
Eciencia. Es la porci on del tiempo que los procesadores se dedican a
trabajo  util. Normaliza el valor del speedup dividiendo por el n umero








Tendr a un valor entre cero y uno, siendo lo ideal que sea igual a uno.
Escalabilidad. En un sistema paralelo interesa que las prestaciones se
sigan manteniendo en cierta medida al aumentar el tama~ no del siste-
ma. En general, no se pueden seguir manteniendo las prestaciones para
un tama~ no de problema jo y aumentando el n umero de procesadores,
pero s  interesa que cuando aumenta el n umero de procesadores se si-
gan manteniendo las prestaciones al aumentar el tama~ no del problema.
En realidad, interesa mantener cierta eciencia cuando se pretende re-
solver problemas de mayor tama~ no en sistemas con m as procesadores.
Los sistemas f sicos(m aquinas) o l ogicos(algoritmos) que cumplen esta
propiedad se dice que son escalables.
Interesa que la arquitectura de un sistema f sico mantenga sus pro-
piedades aunque aumente el n umero de procesadores. Los sistemas de
memoria compartida son en general menos escalables que los de memo-
ria distribuida, pues para asegurar un acceso (uniforme o no uniforme)
a los bloques de memoria, vistos como una  unica memoria com un, se
necesita una red de interconexi on que se satura al aumentar el n umero
de procesadores. Esto hace que el n umero m aximo de procesadores de
un sistema de memoria compartida sea de unas pocas centenas, mien-
tras que en memoria distribuida se llega a tener varios miles. Es por
esto que en los  ultimos a~ nos no aparecen multiprocesadores sim etricos
en la lista TOP500, siendo todos m aquinas de memoria distribuida o
cl uster (Almeida y col. 2008).
Coste. El coste de un algoritmo paralelo representa el tiempo (el
trabajo) realizado por todo el sistema en la resoluci on del problema.
Es el tiempo de ejecuci on multiplicado por el n umero de procesadores
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usados:
C(n;p) = pt(n;p) (3.3)
En un algoritmo  optimo coincidir a con el tiempo secuencial, pero en
general es mayor. A la diferencia entre el coste y el tiempo secuencial
se le llama funci on overhead:
t0(n;p) = C(n;p)   t(n) = pt(n;p)   t(n) (3.4)
Cuanto mayor es el orden de su funci on overhead peor es el compor-
tamiento de un algoritmo paralelo.
Tiempo de ejecuci on. En el caso de programas y algoritmos parale-
los la ejecuci on se lleva a cabo en varios procesadores y puede que no
todos ellos empiecen o acaben la ejecuci on en el mismo momento. Por
tanto, el tiempo de ejecuci on es el que transcurre desde que empieza
la ejecuci on el primero de los procesadores que se pone en marcha en
el sistema hasta que acaba el  ultimo de los procesadores. En un sis-
tema paralelo homog eneo donde se dispone de p procesadores con la
misma potencia computacional, el tiempo depender a del tama~ no de
la entrada n, y del tama~ no del sistema, con lo que es funci on de dos
par ametros, t(n;p). El tiempo adem as depender a de la forma en que
los procesadores est en conectados entre s  (topolog a) y con los dis-
tintos m odulos de memoria(memoria compartida, virtual compartida,
distribuida, etc.) Se puede hacer tambi en por conteo de instrucciones.
El factor de que en el caso paralelo la ejecuci on no sea determinista,
hacen que el modelado del tiempo de ejecuci on se complique en el ca-
so paralelo mucho m as que en el secuencial. Por lo tanto, es necesario
simplicar el modelo del tiempo paralelo de forma que sea v alido pa-
ra amplios sistemas, y a la vez que el modelo re
eje sucientemente
bien el tiempo de ejecuci on real de manera que las decisiones tomadas
al utilizar el modelo sean satisfactorias. Para simplicar el modela-
do se puede suponer que existen sincronizaciones (reales o ideales) en
determinados puntos del algoritmo.
Causas de reducci on de las prestaciones. Hay una serie de facto-
res que producen reducci on en las prestaciones que se podr an esperar
de un programa paralelo. Algunas causas son:
Competencia por la memoria.
C odigo secuencial.
Tiempo de creaci on de procesos.
Computaci on extra.
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Comunicaciones
Tiempo de sincronizaci on
Desequilibrios de carga
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Descripci on de los m etodos y
algoritmos secuenciales
4.1 Introducci on
En este cap tulo se explican en detalle los algoritmos secuenciales uti-
lizados en esta tesis para el tratamiento del ruido impulsivo, uniforme,
gaussiano y speckle. En la secci on 4.2 se exponen los algoritmos para
eliminar el ruido impulsivo y uniforme que hacen uso del peer group
con diferentes m etricas. Un nuevo algoritmo iterativo que no depende
de los par ametros iniciales que utilizan los m etodos del peer group que
utiliza el coseno del  angulo, se expone tambi en en este apartado. En
la secci on 4.3 se presenta el algoritmo del ltro difusivo no lineal para
eliminar el ruido gaussiano y speckle. En la secci on 4.4 se expone un
m etodo de parametrizaci on cuando se utiliza el peer group y la m etrica
fuzzy para im agenes de color. Por  ultimo, en la secci on 4.5 se formula
un m etodo para eliminar el ruido presente en la imagen desconociendo
inicialmente el tipo y la cantidad de ruido. Las implementaciones y los
resultados arrojados por los experimentos num ericos se presentan en
el cap tulo 6 para estos algoritmos.
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Figura 4.1: Ventana W de ltrado.
4.2 Algoritmos para eliminar el ruido impulsivo.
A partir de los trabajos (Camarena y col. 2008; Morillas, Gregori
y Peris-Fajarn es 2008; Camarena y col. 2010a) en los que se presen-
tan m etodos de ltrado con buenos resultados en calidad, se deducen
los algoritmos que se plantean en esta tesis. Se proponen tomando en
cuenta que se puedan abordar desde el punto de vista de las tarjetas
gr acas para su ejecuci on de forma paralela.
Los algoritmos presentados en (Camarena y col. 2008; Morillas, Gre-
gori y Peris-Fajarn es 2008; Camarena y col. 2010a) para eliminar el
ruido en una imagen, constan de dos pasos: la detecci on y el ltra-
do. El paso de detecci on se divide en dos fases. En la primera fase,
los p xeles se analizan en ventanas disjuntas y se etiquetan como co-
rruptos, no corruptos y no diagnosticados. Los no diagnosticados son
analizados en una segunda fase. En el paso de ltrado se corrigen los
p xeles clasicados como corruptos. Se usan ventanas disjuntas en el
paso de detecci on con la nalidad de acelerar el procesamiento del al-
goritmo (Camarena y col. 2008). En esta tesis estos dos pasos son el
punto de partida.
Para calcular el peer group y la m etrica fuzzy, eucl dea o coseno del
 angulo en el paso de detecci on, cada p xel xi forma una ventana de
n  n p xeles ( ver secci on 2), como se muestra en la gura 4.1. La
m etrica considera la distancia en intensidad que existe entre el p xel
central y sus ocho vecinos en la ventana W.
Se han clasicado los algoritmos para eliminar el ruido impulsivo en:
Detecci on del ruido a trav es del concepto del peer group,
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Filtros,
Detecci on y ltrado (Iterativo del coseno del  angulo).
A continuaci on se explican cada uno de ellos.
4.2.1 Algoritmos de detecci on de ruido a trav es del peer group
En los algoritmos que utilizan el peer group, el tama~ no de la ventana
de ltrado es de nn;n = 3, porque remueve mayor cantidad de ruido
y preserva mejor los contornos y detalles nos de la imagen.
El peer group utiliza una m etrica para medir la distancia en intensidad
entre dos p xeles xi, xj, por ejemplo, la m etrica fuzzy, eucl dea o coseno
del  angulo. En las siguientes apartados se presentan los algoritmos
para cada una de las m etricas utilizadas.
Peer group con m etrica fuzzy
La primera aproximaci on que se realiz o en esta tesis para eliminar el
ruido impulsivo, se expone en los algoritmos 1, 2 y 6.
En el algoritmo 1 denominado "PGMFf1dsecuencial" (Peer Group
M etrica Fuzzy fase 1 detecci on) se calcula el peer group del p xel cen-
tral xi en W con la m etrica fuzzy. El p xel xi y los xj son declarados
como no corrupto si la cardinalidad (#) del P(xi;d) es mayor o igual
que (m + 1), donde m es un umbral que decide si el p xel es corrupto
o no; de lo contrario todos los vecinos de xi que forman parte de la
ventana, pero no del peer group, son etiquetados como no diagnosti-
cados. Cada p xel es analizado formando su propia ventana, proceso
que se realiza hasta completar todos los p xeles de la imagen.
En el algoritmo 2 denominado "PGMFf2dsecuencial" (Peer Group
M etrica Fuzzy fase 2 detecci on) los p xeles previamente etiquetados
como no diagnosticados son analizados en esta fase. Se calcula nue-
vamente el peer group con la m etrica fuzzy de los p xeles que sean
"no diagnosticados". Los p xeles que forman parte del peer group, son
etiquetados como no corrupto si la cardinalidad del P(xi;d) es mayor
o igual que (m + 1), de lo contrario el p xel xi es marcado como p xel
corrupto.
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Despu es del paso de detecci on (algoritmos 1 y 2), los p xeles est an
etiquetados como corruptos o no corruptos de acuerdo con el n umero
de p xeles que pertenecen al peer group.
Una vez detectado los p xeles con ruido se procesa un algoritmo de
ltrado expuestos en el siguiente apartado (ver 4.2.2) por ejemplo, el
AMF.
Algoritmo 1 PGMFf1d secuencial.
Entrada: Imagen ruidosa (p xeles de la imagen), m, k, d, n.
Resultado: Imagen ruidosa con p xeles clasicados como corruptos,
no corruptos y no diagnosticados.
1: //La imagen se particiona en ventanas disjuntas (W) de tama~ no
n  n centrado en el p xel xi;
2: for cada p xel xi do
3: //Utiliza su ventana W de p xeles;
4: for todo p xel xj de W, j 6= i do
5: //Se calcula la m etrica fuzzy (M  o G) entre los p xeles xi, xj,
(ver secci on 2.3.2);
6: if (M (xi,xj) d) then
7: xj 2 P(xi;d);
8: end if
9: end for
10: if (# P(xi;d)  (m + 1)) then
11: 8xj 2 P(xi;d), xj se etiqueta como no corrupto;
12: 8xk 2 W;xk = 2 P(xi;d), xk se etiqueta como no diagnosticado;
13: else
14: xi se etiqueta como corrupto;
15: 8xj 2 W;j 6= i;xj se etiqueta como no diagnosticado;
16: end if
17: end for
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Algoritmo 2 PGMFf2d secuencial.
Entrada: Imagen ruidosa con p xeles clasicados como corruptos, no
corruptos y no diagnosticados, m, k, d, n.
Resultado: Imagen ruidosa con p xeles clasicados como corruptos
y no corruptos.
1: for cada p xel xi etiquetado como no diagnosticado do
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la m etrica fuzzy (M  o G) entre los p xeles xi, xj,
(ver secci on 2.3.2);
5: if (M (xi,xj) d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (# P(xi;d)  (m + 1)) then
10: 8xj 2 P(xi;d), xj se etiqueta como no corrupto;
11: else
12: xi se declara como p xel corrupto;
13: end if
14: end for
El hecho de dividirlo en detecci on y ltrado no es  unicamente para
seguir la separaci on de los puntos principales, sino que, en el paso de
ltrado, los p xeles corruptos toman cuenta el estado de los p xeles
vecinos (previamente evaluados como corruptos o no) para denir su
nuevo valor. La fase de ltrado no puede comenzar hasta que la fase
de detecci on ha nalizado.
Uno de los hardware paralelos con el que se trabaja en esta tesis es
con GPUs, lo que permite tratar en paralelo cada p xel, realizando
los c alculos completos para cada uno de ellos, de esta manera, se pue-
de eliminar las ventanas disjuntas y por lo tanto la fase 2 del paso
de detecci on desaparece (PGMFf2d). Adem as, optar la estrategia de
lanzar tantos hilo como p xeles tiene la imagen, se gana coalescencia
(NVIDIA 2012) de acceso a los datos en memoria de la GPU. Cada
hilo detecta si es corrupto o no el p xel que esta analizando, no clasi-
ca a sus vecinos en caso de ser no diagnosticados, de esta manera se
evita escribir en posiciones de memoria vecinos ( se evita con
ictos de
acceso a memoria), y de esta manera s olo se clasica como corrupto o
no corrupto el p xel que se est a analizando. En (S anchez y col. 2011c)
se comparan los resultados en calidad del algoritmo utilizando una
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sola fase en el paso de detecci on con otros algoritmos propuestos en
otros trabajos y se presentan resultados que est an dentro de la misma
magnitud con respecto a las m etricas PSNR, MAE y NCD (descritos
en la secci on 2.4).
El algoritmo 3 denominado "PGMFsecuencial" (Peer Group M etrica
Fuzzy) muestra la detecci on como una sola fase del proceso de detec-
ci on.
Algoritmo 3 PGMF secuencial.
Entrada: Imagen ruidosa (p xeles de la imagen), m, k, d, n.
Resultado: Imagen ruidosa con p xeles etiquetados como corruptos
y no corruptos.
1: for cada p xel xi do
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la m etrica fuzzy (M) entre los p xeles xi, xj, (ver
secci on 2.3.2);
5: if (M (xi,xj) d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (# P(xi;d)  (m + 1) ) then
10: xi se declara como p xel no corrupto;
11: else
12: xi se declara como p xel corrupto;
13: end if
14: end for
En el anterior caso, se deni o la m etrica fuzzy M, pero puede ser
cualquiera de las que se denieron en el cap tulo 2. Cuando se utili-
za la m etrica fuzzy G, la decisi on de que un p xel pertenece o no al
peer group es el mismo que con la m etrica fuzzy M, "if(G (xi,xj) d)
then.."; en este caso se denominar a al algoritmo "PGMG secuencial".
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Peer group con la distancia eucl dea
Cuando se trata de la m etrica eucl dea en el peer group, la decisi on
que se toma en cuenta para ver si un p xel es corrupto o no, es: "if
(L (xi,xj) d) then.." como se muestra en el algoritmo 4 denominado
PGME secuencial (Peer Group M etrica Eucl dea).
Algoritmo 4 PGME secuencial.
Entrada: Imagen ruidosa (p xeles de la imagen), m, d, n.
Resultado: Imagen ruidosa con p xeles clasicados como corruptos
y no corruptos.
1: for cada p xel xi do
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la distancia eucl dea (L) entre los p xeles xi, xj,
(ver secci on 2.3.2);
5: if (L (xi,xj) d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (# P(xi;d)  (m + 1) ) then
10: xi se etiqueta como p xel no corrupto;
11: else
12: xi se etiqueta como p xel corrupto;
13: end if
14: end for
Peer group con el coseno del  angulo
El uso de la distancia entre dos p xeles a trav es del coseno del  angu-
lo en el peer group, se expone en el algoritmo 5 denominado PGMC
secuencial (Peer Group m etrica Coseno). El m etodo consiste en lo
siguiente. Inicialmente se obtiene la norma 2 de todos los p xeles de
la imagen. Se construye la ventana para cada p xel xi analizado. Para
cada uno de los p xeles vecinos xj de xi se emplea la norma eucl dea
y se realiza el c alculo de la distancia dividiendo el resultado de mul-
tiplicar los valores RGB de los p xeles xi y xj entre sus normas. Si
la distancia obtenida es mayor o igual que el umbral de distancia d,
entonces xi pertenece al peer group. La divisi on por cero se controla
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tomando en cuenta el valor de los p xeles en el rango de [1,256] en vez
de [0,255].
Algoritmo 5 PGMC secuencial.
Entrada: Imagen ruidosa (p xeles de la imagen), d, n.
Resultado: Imagen ruidosa con p xeles clasicados como corruptos
y no corruptos.
1: for cada p xel xi do
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;




5: distancia= aux/(kxik2  kxjk2);
6: if distancia  d then
7: xj 2 P(xi;d);
8: end if
9: end for
10: if (# P(xi;d)  (m + 1)) then
11: xi se declara como p xel no corrupto;
12: else
13: xi se declara como p xel corrupto;
14: end if
15: end for
Para hacer eciente los accesos a la norma 2 de todos los p xeles en el
algoritmo 5, dicho c alculo se realiza antes de iniciar la primer sentencia
y se almacena en un arreglo bidimensional. De tal manera que cuando
se utilizan esos valores (sentencia cinco), ese valor ya est a calculado y
se accede directamente al valor correspondiente.
4.2.2 Algoritmos de ltrado
Los algoritmos de ltrado se ejecutan despu es de un proceso de co-
rrecci on o bien directamente sobre la imagen. Dado un p xel xi pre-
viamente marcado como corrupto, se reemplaza por el resultado del
c alculo de AMF/VMF,  unicamente de los p xeles vecinos etiquetados
como no corruptos en W como se muestra en el algoritmo 6. Para el
proceso de ltrado directamente sobre la imagen sin un paso previo de
detecci on, se considera todos los p xeles como corruptos inicialmente.
Al nalizar esta etapa la imagen est a libre de ruido o ltrada.
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Algoritmo 6 Filtros secuenciales
Entrada: Imagen ruidosa con p xeles clasicados como corruptos y
no corruptos, n.
Resultado: Imagen Filtrada.
1: for cada p xel xi corrupto do
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: Calcular el ltro AMF/VMF de los p xeles no corruptos de W;
4: Reemplazar xi con la salida del ltro AMF/VMF;
5: end for
4.2.3 Algoritmo iterativo del coseno del  angulo
Los algoritmos que utilizan el peer group con cualquier m etrica, son
dependientes de par ametros de entrada, por ejemplo, m, d, k, de los
cuales el c alculo se debe realizar previamente para poder obtener bue-
na calidad en la imagen ltrada. Se propuso un nuevo algoritmo itera-
tivo (algoritmo 7) que utiliza la distancia del coseno del  angulo cuya
nalidad es disminuir la cantidad de par ametros de entrada. El m etodo
se explica a continuaci on.
Se dene un umbral (umb1) para la cantidad de iteraciones que se
ejecutan y otro umbral (umb2) para la toma de decisi on del p xel
corrupto o no. Se calcula la norma 2 de todos los p xeles de la imagen,
que se emplear a en la sentencia seis. Inicialmente todos los p xeles se
tratan como ruidosos.
En cada iteraci on se identican todos los p xeles ruidosos y para todos
ellos se realiza lo siguiente:
Para todos los p xeles de la ventana y para todos los canales del p xel
se obtiene la suma de la diferencia de la distancia entre los p xeles xi,
xj, 8xj 2 W. Si el valor obtenido es mayor que un umb2 dado, entonces
se calcula el AMF y se hace el reemplazo del valor del p xel analizado.
Como se obtiene un nuevo valor del p xel, se vuelve a calcular su
norma. Si la diferencia es menor que el umb1 dado, entonces el p xel
se clasica como no corrupto, en caso contrario se sigue conservando
como p xel corrupto.
En la primera iteraci on todos los p xeles est an etiquetados como rui-
dosos y por lo tanto todos son evaluados. Las iteraciones nalizan
cuando el umb1 se ha cumplido.
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Algoritmo 7 Iterativocoseno secuencial
Entrada: Imagen ruidosa (p xeles de la imagen), umb1, umb2, tol, n.
Resultado: Imagen Filtrada.
1: while (umb1  tol) do
2: difdireccion=0;
3: for cada p xel etiquetado como corrupto do




6: distancia= aux/(kxik2  kxjk2);
7: diferenciadireccion+=(1-distancia);
8: end for
9: if (diferenciadireccion >umb2) then
10: Reemplazar xi con la salida del ltro (AMF);
11: Calcular kxik2;
12: xi se etiqueta como no corrupto;
13: end if
14: if (diferenciadireccion umb1) then





20: Para todo p xel etiquetado como ruidoso aplicar el ltro (AMF)
de la ventana;
Nota: 0;1  umb1  0;3; tol = 0;1 y umb2 = 1, son los valores de
los umbrales que se han utilizado y con los que se proporcionan mejor
calidad en la imagen ltrada.
4.3 Algoritmo para eliminar el ruido gaussiano y speckle.
4.3.1 Filtro difusivo no lineal
El Filtro Difusivo No Lineal (FDNL) que se explic o en el apartado
2.3.1, se representa mediante el algoritmo 8. La soluci on es iterativa
y se requiere de un tiempo de parada. En esta tesis se hace uso del
propuesto por Mr azek y Navara (Mr azek y Navara 2003). En caso
de que no se llegue a cumplir el tiempo de parada despu es de 10
iteraciones, se obliga a que el proceso nalice.
544.4 M etodo de parametrizaci on
Algoritmo 8 FDNL.
Entrada: Imagen ruidosa (p xeles de la imagen), u0=Ir, t=0, t=0.1,
=1, =1, =1.
Resultado: Imagen Filtrada
1: while No se cumple el tiempo de parada de la ecuaci on 2.27  o t
10 do




Ay dadas en las ecuaciones 2.18 y
2.20;
3: Resolver los dos sistemas tridiagonales dadas en la ecuaci on 2.23;
4: Calcular ut+1 dado en la ecuaci on 2.23;
5: Calcular el valor de  para mantener la varianza (ecuaci on 2.12);
6: t = t + 1;
7: end while
Este algoritmo s olo se dispone de su implementaci on en secuencial. A
simple vista se observa que el proceso permite la paralelizaci on tanto
en la construcci on de las matrices como en la resoluci on de los sistemas
tridiagonales. Un an alisis m as detallado de la sentencia cinco mostrar a
tambi en el paralelismo impl cito.
4.4 M etodo de parametrizaci on
El uso del peer group con cualquiera de las m etricas, requiere un estu-
dio previo heur stico para ajustar los par ametros d y m en las m etricas
eucl dea, fuzzy y coseno, adem as del valor k en la m etrica fuzzy, con el
n de obtener la mejor conguraci on que proporcione buena calidad
en la imagen ltrada.
El par ametro k incluido en la denici on de la m etrica fuzzy M y G,
tiene una in
uencia importante en el rendimiento del ltro (Morillas
y col. 2005). La m etrica es no-uniforme en el sentido de que la medida
para dos diferentes pares de n umeros consecutivos (o vectores) puede
no ser la misma. El valor de k debe ser lo sucientemente alto tal
que se reduzca la no uniformidad, pero no tan alto a n de evitar la
reducci on de la importancia de los datos. En los trabajos (Camarena
y col. 2008; Morillas y col. 2005) se hizo un estudio para encontrar
el mejor valor del par ametro k para la m etrica fuzzy M en im age-
nes RGB, donde se menciona que los valores adecuados est an entre
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[512,2048], con 210 (1024) como el mejor valor para una variedad de
tipos de ruido. Aunque por otro lado se menciona que un valor  optimo
de los par ametros d y k dependen de la imagen e intensidad de ruido
y no existe un valor gen erico.
En el art culo de (Smolka 2005) se menciona que dado un n umero
entero m, se denominar a como un peer group de m vecinos (asociado
a xi) un subconjunto del peer group, constituido por xi y (m  n2 1)
p xeles m as, en otras palabras, si # P(xi;d) = c+1 entonces el P(xi;d)
es un peer group de c vecinos. En la tesis doctoral de (Camarena
2009) se analiza el comportamiento del ltro del peer group con la
m etrica fuzzy para ajustar los par ametros m y d en algunas im agenes
y porcentaje de ruido. Se menciona que el valor adecuado de m= n-1,
para tama~ no de n=3, m= 2. El an alisis de los valores  optimos para
los par ametros d y m se hicieron para im agenes RGB.
El an alisis para el mejor valor k expuesto en (Camarena y col. 2008;
Morillas y col. 2005), no se puede generalizar a im agenes en escala de
grises, tampoco para los valores d y m. Por lo anterior, en esta tesis
se propone un algoritmo de parametrizaci on (para k, m y d) cuando
se desconoce el porcentaje de ruido y el tipo de imagen RGB a ltrar.
El m etodo propuesto en esta tesis es aplicado a los algoritmos que
usan el concepto de peer group y la m etrica fuzzy para eliminar el
ruido impulsivo en la imagen.
Se utilizaron 50 im agenes de la base de datos (Kodak 2012) y de (PEI-
PA 2003). Todas son im agenes RGB, unas son de caras con objetos en
la parte de atr as y otras im agenes son las comunes en el procesamiento
digital de im agenes como se muestra en la secci on 6.
El m etodo propuesto en esta tesis para obtener los mejores valores de
los par ametros es el siguiente:
1. Obtener de forma heur stica el mejor valor PSNR de d, m y k
para cada imagen y cada porcentaje de ruido.
2. Obtener la moda en el valor m para cada porcentaje de ruido
considerando todas las im agenes.
3. Obtener la moda en el valor d para cada porcentaje de ruido
considerando todas las im agenes.
4. Obtener la moda en el valor k para cada porcentaje de ruido
considerando todas las im agenes.
564.5 M etodo PGFDNL
Al nalizar este proceso, se tiene el valor de los mejores par ametros
para una gran variedad de im agenes.
4.5 M etodo PGFDNL
Se dise~ n o un m etodo que lo denominamos Peer Group Fuzzy -Difusivo
No Lineal (PGFDNL), para hacer referencia a la combinaci on del
peer group (algoritmos 1, 2 y 6) que utiliza la m etrica fuzzy (PGMF)
con el ltro de difusi on no lineal FDNL (algoritmo 8). El objetivo es
eliminar de forma eciente el ruido impulsivo, gaussiano y speckle y la
combinaci on de los tres, sin tener informaci on inicial del tipo de ruido
contenido en la imagen. En el algoritmo 9 se presenta dicho m etodo
de detecci on y ltrado.
Algoritmo 9 PGFDNL.
Entrada: Imagen ruidosa (p xeles de la imagen), m, k, d, n,u0=Ir,
t = 0, t=0.1,=1, =1, =1.
Resultado: Imagen ltrada
1: Procesar el algoritmo 1 (PGMFf1d secuencial);
2: Procesar el algoritmo 2 (PGMFf2d secuencial);
3: Procesar el algoritmo 6 (Filtros secuenciales);
4: Procesar el algoritmo 8 (FDNL);
Nota: La imagen resultante despu es de la sentencia uno, es la entrada
para la sentencia dos, la salida de la sentencia dos es la entrada para
la tres y as  sucesivamente.
En la secci on 7.2 se analizar an los resultados obtenidos despu es de
aplicar este m etodo en las im agenes con ruido.
4.6 Conclusiones
En este cap tulo se exponen los algoritmos secuenciales para eliminar
el ruido impulsivo, uniforme, gaussiano y speckle.
Los algoritmos de detecci on y ltrado del ruido impulsivo se clasican
en los que utilizan el concepto de peer group y los iterativos.
Los algoritmos de detecci on con el peer group , muestran la condici on
de formar parte del conjunto peer group de acuerdo a la proximidad
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en intensidad de dos p xeles, bas andose en la m etrica fuzzy, eucl dea
o coseno del  angulo. Se utiliza un umbral de clasicaci on para decidir
si el p xel analizado es corrupto o no, dependiendo de la cantidad de
elementos que forman parte del peer group.
Una versi on que se ha desarrollado, utiliza dos fases para la detecci on
y trabaja sobre ventanas de ltrado disjuntas. Se ha analizado esta
versi on y se ha dise~ nado un nuevo algoritmo con una sola fase en el
paso de detecci on, de tal manera que pueda ser paralizado en GPUs.
El algoritmo de ltrado que se presenta (AMF o VMF), se aplica para
eliminar el ruido de los p xeles de la imagen. El proceso se realiza
despu es de una etapa de detecci on o directamente en la imagen sin
previa clasicaci on.
El algoritmo presentado que elimina el ruido gaussiano y speckle, se
basa en el ltro difusivo no lineal y se trata de un proceso iterativo y
el criterio de parada utilizado, es el propuesto por Mr azek y Navara o
bien hasta que se alcance un n umero m aximo de iteraciones.
El uso del peer group con cualquiera de las m etricas, requiere un estu-
dio previo heur stico para ajustar los par ametros d y m en las m etricas
eucl dea, fuzzy y coseno, adem as del valor k en las m etricas fuzzy, con
la nalidad de obtener la mejor conguraci on que proporcione buena
calidad en la imagen ltrada. Por un lado, con el objetivo de obte-
ner valores generales para dichos par ametros independientemente de
la cantidad de ruido introducido en la imagen, se ha desarrollado un
m etodo al que se ha denominado "m etodo de parametrizaci on". Es-
te m etodo se aplica para eliminar el ruido impulsivo en las im agenes
a color cuando se utiliza la m etrica fuzzy. Por otro lado, con el n
de disminuir la cantidad de los par ametros y evitar el estudio previo
heur stico, se ha dise~ nado un nuevo algoritmo iterativo denominado
"iterativocoseno", utiliza el coseno del  angulo para medir la diferencia
en intensidad de dos p xeles. Este algoritmo combina la detecci on y
ltrado en una misma etapa para eliminar el ruido impulsivo indepen-
dientemente de la densidad de ruido introducido.
Cuando se ltra una imagen real se desconoce el tipo y la cantidad
de ruido presente en la imagen a procesar. El m etodo PGNLD se
propone para reducir ecientemente el ruido en las im agenes sin tener
informaci on inicial del tipo de ruido contenido en la imagen. Este ltro
es una combinaci on de los algoritmos que utilizan el concepto de peer
group con la m etrica fuzzy y el ltro de difusi on no lineal.
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5.1 Introducci on
En el cap tulo anterior se explicaron los m etodos secuenciales que se
implementaron en esta tesis para eliminar el ruido en una imagen. En
este cap tulo se presentan las versiones paralelas que se han propuesto
para ser ejecutadas en GPUs, multicores y una combinaci on de ellas.
Primeramente se analiz o los algoritmos secuenciales que utilizan el
peer group en la etapa de detecci on y AMF o VMF en la etapa de
correcci on para identicar las partes m as apropiadas y despu es ser
paralelizadas.
La primera implementaci on se efect ua en multicore con OpenMP, el
segundo con CUDA en NVIDIA y el tercero es una combinaci on de
multicore y GPUs.
Para la distribuci on de los p xeles de una imagen en la primera im-
plementaci on, se divide el n umero de p xeles por el n umero de cores
(menor o igual a los disponibles). En la segunda aplicaci on, la imagen
se divide por un n umero menor o igual a las GPUs disponibles. En la
tercera aplicaci on, los p xeles se distribuyen en multicores y GPUs.
El diagrama de la gura 5.1, muestra el proceso que se sigue para
eliminar el ruido con estas tres implementaciones. Como datos de en-
trada tenemos la imagen, el tama~ no de la imagen, el n umero de cores y
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GPUs que intervienen, la distribuci on de los p xeles que ser a asignado
a los cores (1=2;1=4;:::) y por  ultimo, los valores de las variables m,
d y k necesarios para el proceso de detecci on de los p xeles en caso de
que se utilice el peer group y la m etrica fuzzy. Se tienen dos decisio-
nes principales: cuando se trabaja en cores (si el n umero de cores es
mayor a cero) y/o cuando se trabaja en GPUs (si el n umero de GPUs
es mayor a cero).
Si el n umero de cores es cero, quiere decir que el algoritmo se
procesa en GPUs, y entonces el tama~ no de la imagen se divide
entre el n umero de GPUs disponibles.
Si el n umero de GPUs es cero, signica que se trabaja s olo en
arquitectura de CPU y el tama~ no de la imagen se divide entre el
n umero de cores que intervienen.
Si el n umero de cores y GPUs es mayor que cero, implica que la
ejecuci on se lleva acabo en ambas arquitecturas y por lo tanto,
se distribuyen los p xeles que corresponden procesarse en cada
arquitectura.
Adem as, si se trabaja con GPU hay un paso de transferencia de los
datos de la memoria RAM a la memoria de la GPU, en caso contra-
rio, los cores directamente procesan los datos. Despu es se procesan
los pasos de detecci on y ltrado obteniendo una imagen ltrada. Los
algoritmos paralelos en multicore no se especican en este cap tulo,
pues coinciden con las versiones secuenciales trabajando con la parte
de la imagen que le corresponda en la distribuci on de la carga.
5.2 Algoritmos paralelos para GPU
Programar en CUDA implica que los datos a ser procesados deben ser
transferidos expl citamente de la memoria principal a la memoria de
la GPU y una vez que los c alculos nalizaron, los resultados deben
ser copiados de vuelta a la memoria principal. Antes de comenzar el
procesamiento en la GPU, el control del programa en la CPU debe
seleccionar la GPU a utilizar, de esta manera se copian los datos y se
lanzan los kernels para consecuentemente devolver los resultados. Las
tareas a ejecutarse por una GPU son codicados en funciones llamadas
kernels.












Transferir pix_gpu a la GPU y/o los 








n_core: número de cores
tamaño_ima: tamaño de la imagen
distribucion_core: parte de la imagen asignada a los cores (1/2, 1/4...)
pix_cpu: cantidad de píxeles asignado a la cpu
pix_gpu: cantidad de píxeles agignado a la gpu
Figura 5.1: Diagrama de 
ujo para eliminar el ruido a trav es de arquitecturas CPU,
GPU e h bridas.
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Algoritmos de peer group con m etrica fuzzy
Los algoritmos 1 y 2 se modicaron para adaptarlos a las arquitecturas
paralelas, dando lugar a los algoritmos 10 y 11 . El algoritmo 10 trabaja
con ventanas disjuntas. El s mbolo # representa la cardinalidad del
conjunto.
En todas las versiones paralelas, cada hilo analiza un p xel de la ima-
gen. El tama~ no de la ventana W al igual que en los algoritmos secuen-
ciales fue nn, n=3. La implementaci on paralela en GPU se desarrolla
en dos kernel. Un kernel de detecci on y un kernel de ltrado. El kernel
de ltrado no se lanza hasta que el kernel de detecci on ha nalizado.
Algoritmo 10 PGMFf1d paralelo
Entrada: Imagen ruidosa (p xeles de la imagen),m, d, k, n.
Resultado: Imagen ruidosa con p xeles etiquetados como corruptos,
no corruptos y no diagnosticados.
1: El hilo i que se corresponde con el p xel xi hace:
2: //Utiliza su ventana W de p xeles de tama~ no n  n;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la m etrica fuzzy (M) entre los p xeles xi, xj;
5: if ( M(xi;xj)  d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (#P(xi;d)  m + 1) then
10: etiquetar:
11: 8xj 2 P(xi;d), xj como no corrupto;
12: 8xk 2 W;xk = 2 P(xi;d), xk como no diagnosticado;
13: else
14: etiquetar:
15: xi como corrupto;
16: 8xj 2 W;j 6= i;xj como no diagnosticado;
17: end if
18: end
625.2 Algoritmos paralelos para GPU
Algoritmo 11 PGMFf2d paralelo
Entrada: Imagen ruidosa con p xeles clasicados como corruptos, no
corruptos y no diagnosticados, m, d, k, n.
Resultado: Imagen ruidosa con p xeles clasicados como corruptos
y no corruptos.
1: El hilo i que se corresponde con el p xel xi etiquetado como no
diagnosticado hace:
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la m etrica fuzzy (M) entre los p xeles xi, xj;
5: if (M(xi;xj)  d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (#P(xi;d)  m + 1) then
10: etiquetar:
11: xi como no corrupto;
12: else
13: etiquetar:
14: xi como corrupto;
15: end if
16: end
Los algoritmos 3, 4 y 5 pueden ser paralelizados f acilmente porque el
trabajo realizado por cada p xel se puede realizar independientemente
y se corresponden a los algoritmos paralelos 12, 13 y 14 respectivamen-
te. Cada hilo analiza un p xel de la imagen y construye su ventana W
de p xeles.
Por la misma raz on que se expuso en el algoritmo secuencial (la ma-
yor a de los p xeles que se detectan como no diagnosticados en el al-
goritmo 1 pasan a ser corruptos en el algoritmo 2) se fusionaron estas
dos fases para obtener un nuevo algoritmo. El algoritmo 12 muestra
esta versi on. En este algoritmo, cada p xel de la imagen construye su
ventana, obtiene el valor del p xel y calcula la distancia de acuerdo a
una m etrica usada. Si el tama~ no del peer group es mayor que m + 1,
el p xel se etiqueta como no corrupto.
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Algoritmo 12 PGMF paralelo
Entrada: Imagen ruidosa (p xeles de la imagen), m, d, k, n.
Resultado: Imagen ruidosa con p xeles etiquetados como corruptos
y no corruptos.
1: El hilo i que se corresponde con el p xel xi hace:
2: //Utiliza su ventana W de tama~ no n  n centrado en xi;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la m etrica fuzzy (M) entre los p xeles xi, xj (ver
secci on 2.3.2);
5: if (M(xi;xj)  d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (#P(xi;d)  m + 1) then
10: etiquetar:
11: xi como no corrupto;
12: else
13: etiquetar:
14: xi como corrupto;
15: end if
16: end
645.2 Algoritmos paralelos para GPU
Algoritmo 13 PGME paralelo
Entrada: Imagen ruidosa (p xeles de la imagen), m, d, n.
Resultado: Imagen ruidosa con p xeles etiquetados como corruptos
y no corruptos.
1: El hilo i que se corresponde con el p xel xi hace:
2: //Utiliza su ventana W de tama~ no n  n centrado en xi;
3: for todo p xel xj de W, j 6= i do
4: //Se calcula la distancia eucl dea (L) entre los p xeles xi, xj
(ver secci on 2.3.2);
5: if (L(xi;xj)  d) then
6: xj 2 P(xi;d);
7: end if
8: end for
9: if (#P(xi;d)  m + 1) then
10: etiquetar:
11: xi como no corrupto;
12: else
13: etiquetar:
14: xi como corrupto;
15: end if
16: end
Despu es de aplicar el algoritmo 12, 13 o 14 los p xeles est an etique-
tados como p xeles corruptos y no corruptos. Para ltrar los p xeles
etiquetados como no corruptos, se ejecuta el algoritmo 15. Cada hilo
lee el estado del p xel, si se trata de un p xel corrupto, entonces apli-
camos el m etodo AMF, VMF o cualquier otro ltro sobre los p xeles
vecinos no corruptos. El hilo i analiza el p xel i de la imagen. Se trans-
ere la imagen del host a la GPU y despu es de realizar el algoritmo
los datos son devueltos a la memoria de la CPU.
Como se mencion o anteriormente, la imagen no se particiona en ven-
tanas disjuntas en la implementaci on en GPU ya que un hilo lanzado
trabaja en cada p xel de la imagen. As , cada hilo realiza la clasica-
ci on (corrupto o no corrupto), por esta raz on se realiza una sola fase
en el paso de detecci on.
Construir la ventana W signica la lectura de los valores RGB de sus
p xeles vecinos. Puede calcularse la media o mediana de los p xeles no
corruptos, o en su defecto de todos los p xeles cuando no se utiliza el
paso de detecci on.
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El algoritmo 14 es la representaci on del algoritmo de detecci on de los
p xeles err oneos con el coseno del  angulo.
Algoritmo 14 PGMC paralelo
Entrada: Imagen ruidosa (p xeles de la imagen), m, d, n.
Resultado: Imagen ruidosa con p xeles etiquetados como corruptos
y no corruptos.
1: El hilo i que se corresponde con el p xel xi hace:
2: //Utiliza su ventana W de tama~ no n  n centrado en xi;




5: distancia= aux/(kxik2  kxjk2);
6: if (distancia  d) then
7: xj 2 P(xi;d);
8: end if
9: end for
10: if (#P(xi;d)  m + 1) then
11: etiquetar:
12: xi como no corrupto;
13: else
14: etiquetar:




El algoritmo secuencial 6 se paraleliz o dando lugar al algoritmo 15.
Algoritmo 15 Filtros paralelos
Entrada: Imagen ruidosa con p xeles etiquetados como corruptos y
no corruptos,n.
Resultado: Imagen Filtrada.
1: El hilo i que se corresponde con un p xel xi corrupto hace:
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: Calcular el ltro AMF/VMF de los p xeles no corruptos de W;
4: Reemplazar xi con la salida del ltro AMF/VMF.
5: end
665.3 Algoritmos h bridos para GPUs y multicores
En el algoritmo 16 se presenta el proceso de ltrado de los p xeles
cuando la ventana se expande hasta encontrar un p xel vecino que no
sea corrupto para realizar los c alculos de AMF o VMF.
Algoritmo 16 FiltradoexpW paralelo
Entrada: Imagen ruidosa con p xeles etiquetados como corruptos y
no corruptos, n.
Resultado: Imagen Filtrada
1: El hilo i que se corresponde con un p xel xi corrupto hace:
2: //Utiliza su ventana W de tama~ no n  n centrado en el p xel
xi;
3: if todos los p xeles de la ventana son corruptos then
4: Expandir la ventana W;
5: Calcular el ltro AMF/VMF de los p xeles no corruptos de
W;
6: Reemplazar xi con la salida del ltro AMF/VMF;
7: else
8: Calcular el ltro AMF/VMF de los p xeles no corruptos de
W;
9: Reemplazar xi con la salida del ltro AMF/VMF;
10: end if
11: end
5.3 Algoritmos h bridos para GPUs y multicores
En esta secci on se presenta las versiones de los m etodos para traba-
jar en arquitecturas heterog eneas, es decir, en manycore (GPUs) y
multicore (CPU).
En esta implementaci on los hilos trabajan concurrentemente, depen-
diendo de la arquitectura asignada, es decir, en un determinado tiempo
la funci on de detecci on se est a ejecutando con los hilos trabajando en
cores y simult aneamente el kernel de detecci on est a siendo procesado
por otros hilos asignados a la GPU. El algoritmo 17 muestra los pasos
a realizar por el proceso maestro en (P0) donde se reparte el trabajo
tanto en GPUs y multicore. En esta implementaci on se lanzan tantos
hilos como p xeles tiene la imagen.
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Algoritmo 17 MCGPUs (MultiCore GPUs).
Entrada: N umero de GPUs, n umero de cores CPU, imagen (p xeles
de la imagen), tama~ no de la imagen.
Resultado: Imagen Filtrada
1: Distribuir los p xeles de la imagen entre las GPUs y cores;
2: if el hilo i corresponde a la ejecuci on en GPUs then
3: Asignaci on de memoria en el device para los p xeles;
4: Transferir los datos de CPU(P0) a GPU; //de la memoria del
host a la memoria del device;
5: Los hilos ejecutan en paralelo en GPU;
6: Ejecutar el kernel de detecci on;
7: Sincronizar los hilos;
8: Ejectuar el kernel de ltrado;
9: Transferir los datos de GPU a CPU(P0); //de la memoria del
device a la memoria del host;
10: Sincronizaci on de hilos;
11: Liberar memoria;
12: end if
13: if el hilo i corresponde a la ejecuci on en cores then
14: Distribuir los p xeles de la imagen entre los cores a ser usados
(P0;P1;P2 :::);
15: Ejecutar la funci on de detecci on;
16: Ejecutar la funci on de ltrado;
17: end if
18: Agrupar la informaci on en P0 para formar la imagen resultado;
5.4 Conclusiones
En este cap tulo se exponen los algoritmos paralelos para implemen-
tarse en multicore y/o en GPUs. Estos algoritmos eliminan el ruido
impulsivo o uniforme de la imagen.
En las versiones paralelas ejecutadas en GPU, cada hilo analiza un
p xel de la imagen. En las versiones paralelas procesadas en multicore,
un conjunto de las de p xeles son examinados por un core.
Los algoritmos paralelos para detectar los p xeles ruidosos utilizan el
concepto de peer group. Cada hilo que corresponde con un p xel de la
imagen para su an alisis, calcula el conjunto del peer group de acuerdo
a la proximidad en intensidad de su p xel con cada vecino dentro de
la ventana usando la m etrica fuzzy, eucl dea o coseno del  angulo.
685.4 Conclusiones
Se utiliza un umbral de clasicaci on para decidir si el p xel analizado
es corrupto o no, dependiendo de la cantidad de elementos que forman
parte del conjunto peer group. Cada hilo realiza este proceso del p xel
que le corresponde analizar.
Una versi on del m etodo utiliza dos fases para la detecci on y ventanas
disjuntas. Se ha analizado esta versi on y se ha dise~ nado un nuevo
algoritmo con una sola fase en el paso de detecci on. Esta fusi on se
realiz o pensando en que cada p xel se puede tratar en paralelo en las
tarjetas gr acas.
Cada hilo aplica el algoritmo de ltrado para eliminar el ruido de los
p xeles de la imagen. El ltrado se realiza despu es de una etapa de
detecci on o directamente en la imagen sin previa clasicaci on.
En el algoritmo h brido que se presenta, los hilos trabajan concu-
rrentemente dependiendo de la arquitectura asignada, es decir, en un
determinado tiempo la funci on de detecci on se est a ejecutando en co-
res con los hilos que le corresponden y simult aneamente el kernel de
detecci on est a siendo procesado por otros hilos asignados a la GPU.
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Implementaci on y evaluaci on de los
algoritmos de ltrado en im agenes
6.1 Introducci on
En este cap tulo abordamos los detalles de las implementaciones de
los algoritmos tanto secuenciales como paralelos en distintos tipos de
arquitecturas: implementaciones de algoritmos secuenciales en CPU,
implementaciones de algoritmos paralelos en CPU, en GPU y en com-
binaci on CPU-GPU. Se har a referencia indistintamente a los concep-
tos "paralelo CPU" y multicore; "GPU" y manycore. El problema de
referencia estudiado es la eliminaci on de ruido impulsivo y uniforme.
En cada caso aportamos los datos obtenidos en cuanto a rendimiento
computacional y calidad obtenidos. Finalmente hacemos una compa-
raci on entre las aproximaciones objeto de estudio.
En concreto, en la secci on 6.2, se analiza el rendimiento computacional
obtenido al ejecutar los algoritmos secuencialmente. Adem as, se pre-
senta una nueva versi on optimizada en los accesos a memoria principal
y de la cantidad de c alculos realizados.
En la secci on 6.3, se analiza el rendimiento computacional obtenido
al ejecutar los algoritmos en arquitecturas multicore y de la versi on
optimizada con este tipo de arquitecturas.
En la secci on 6.4, se conguran las caracter sticas de hardware para
optimizar el procesamiento de los algoritmos en GPU. Se presenta la
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denici on de los kernels que se lanzan en la GPU con diferente patr on
de acceso y se realiza un an alisis computacional de las operaciones
aritm eticas y de los accesos a memoria. Se analiza la calidad de las
implementaciones con tres ltros de la literatura. Para nalizar es-
te apartado, se comparan los costes computacionales entre la versi on
secuencial y paralela.
En la secci on 6.5, se presentan los resultados obtenidos de los algo-
ritmos paralelos implementados en multicore y manycore en forma
complementaria (combinado). Se eval ua la carga computacional que
cada arquitectura puede procesar con la nalidad de obtener mejor
rendimiento aprovechando ambas arquitecturas.
Se comparan los costes computacionales entre la versi on secuencial y
paralela y se analiza el speedup alcanzado en la secci on 6.6.
El an alisis de calidad de las implementaciones y su comparaci on con
otros ltros de la literatura, se presentan en la secci on 6.7.
Para nalizar este apartado, en el secci on 6.8 se exponen las conclu-
siones a las que se ha llegado despu es de los resultados obtenidos en
los experimentos.
Se utiliz o OpenMP para manejar el paralelismo en multicore y con-
trolar los hilos asociados a las GPUs. Los art culos (S anchez, Vidal
y Bataller 2010; S anchez, Vidal y Bataller 2011; S anchez y col. 2011a;
S anchez y col. 2011c; S anchez, Vidal y Bataller 2012; S anchez y col.
2011b; S anchez y col. 2012c) son algunos ejemplos de trabajos donde se
re
eja el rendimiento obtenido de los algoritmos al ser implementados
en forma paralela en estas arquitecturas.
Im agenes utilizadas
En el  area de procesamiento digital de im agenes, hay una gran varie-
dad de im agenes que se utilizan para ser analizados. Las im agenes a
color que se utilizaron en esta tesis, fueron obtenidas de la base de
datos de Kodak (Kodak 2012) (gura 6.1) y de otras bases de datos
(gura 6.2). En el caso de las implementaciones m edicas, las im agenes
mamogr acas est an en escala de grises y fueron obtenidas de la base
de datos de minimias (PEIPA 2003) (gura 6.3).
En algunas pruebas, las im agenes fueron redimensionadas a dimensio-
nes cuadradas de 128, 256, 512, 1024, 2048 y 4096 p xeles; en otras su
redimensi on fue de 9664,192128, 384256, 768512, 15361024,
726.1 Introducci on
30722048 y 61444096 con la nalidad de analizar el coste compu-
tacional con tama~ nos de datos diferentes.
El ruido impulsivo a~ nadido en las im agenes, fue generado utilizando el
entorno MATLAB a trav es de la instrucci on imnoise. Las densidades
utilizadas fueron de 0.1, 0.2, 0.3, 0.4 o 0.5 que representan un 5, 10,
20, 30, 40 y 50% de ruido impulsivo respectivamente.
(a) (b)
(c) (d)
Figura 6.1: Im agenes a color de la base de datos de Kodak. a) Caps 768x512, b)Building
768x512, c)Girl 512x768, d)Estatua 512x768.
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(a) (b)
Figura 6.2: Im agenes a color. a) World 2400x1200, b) Lenna 512x512.
(a) (b)




































Figura 6.4: Ejemplo de acceso y c alculo a los datos en una ventana de ltrado W. a)
p xel i , b) p xel i + 1.
6.2 Implementaciones secuenciales
Los algoritmos 4 (PGME secuencial), y 6 (AMF secuencial) presen-
tados en el cap tulo 4, se implementaron secuencialmente en lenguaje
C en dos funciones separadas para realizar el proceso de detecci on
y correcci on, de esta forma se asegura que los datos en la etapa de
correcci on est en actualizados para realizar el AMF sobre los p xeles
etiquetados previamente como no corruptos. Se cuenta con una estruc-
tura de datos para almacenar el estado del p xel que se corresponde
con los p xeles de la imagen.
El proceso de detecci on requiere calcular las distancias a los 8 vecinos
de su ventana W (ver gura 6.4). En esta gura podemos visualizar
que se producen cuatro accesos y c alculos repetidos al tratar p xeles
contiguos (gura 6.5). El acceso a los datos para la lectura en memo-
ria por cada p xel, se realiza hacia posiciones de memoria anteriores
(atr as) y posteriores (adelante), como se muestra en la gura 6.6.
Con la nalidad de ahorrar tiempo de procesamiento y cantidad de
accesos de lectura a los datos (hacia atr as y hacia adelante) se propone
una mejora que consiste en:
Por cada p xel (i, j) hacer:
calcular la distancia solo de los vecinos (i-1,j-1), (i-1,j), (i-1,j+1),
(i,j-1),


















Figura 6.5: Acceso a memoria y c alculos repetidos en el p xel i+1 dentro de la ventana
de ltrado W.
Figura 6.6: Lectura a posiciones de memoria hacia atr as y adelante.
acumular la cardinalidad en cada uno de estos p xeles,
tomar la decisi on de "corrupto o no corrupto"del p xel (i-1,j-1).
El proceso se puede visualizar en la gura 6.7. Por ejemplo, el p xel
(3,3) tiene todas la distancias calculadas hacia sus ocho vecinos en
el paso (6.7e) y por lo tanto la cardinalidad est a completa. En este
punto, el p xel (4,4) toma la decisi on de corrupto o no del p xel (i-1,j-1)
o (3,3) (gura 6.8).
Con esta optimizaci on se accede a memoria para la lectura de datos
solo hacia atr as, como se muestra en la gura 6.9. Adem as, en lugar
de realizar ocho accesos de lectura y calcular ocho veces la distancia,
se accede a leer los datos solo cuatro veces y se calcula cuatro veces
la distancia. Sin embargo, incrementan los accesos de escritura pa-
ra aumentar la cardinalidad en los p xeles vecinos en caso de que se























































































Figura 6.7: Optimizaci on del proceso secuencial. a) Ejecuci on (i), b) Ejecuci on (i +
1), contribuci on del p xel (i,j+1) a la cardinalidad del p xel (3,3), c) Contribuci on del
p xel (i+1,j-1) a la cardinalidad del p xel (3,3), d) Contribuci on del p xel (i+1,j) a la
cardinalidad del p xel (3,3), e) Contribuci on del p xel (i+1,j+1) a la cardinalidad del
p xel (3,3), f) Distancias y cardinalidad completas para el p xel (3,3).

















Figura 6.8: Clasicaci on del p xel (i-1, j-1) por el p xel (i,j) como corrupto o no corrupto.
i-1 i i+1
j-1 j j+1 j-1 j-1 j j j+1 j+1
... ... ... ...
Atrás
Figura 6.9: Lectura a posiciones de memoria hacia atr as.
Resultados
La gura 6.10a presenta el tiempo obtenido en segundos de la imple-
mentaci on secuencial en el proceso de detecci on (algoritmo 4) para
dos tama~ nos de im agenes relativamente grandes, comparado con la
versi on optimizada. La imagen utilizada fue Lenna con 10% de ruido
impulsivo. En esta gura podemos observar que el proceso de detec-
ci on es mejorada computacionalmente por la detecci on optimizada;
adem as, esta mejora tambi en se re
eja en el tiempo nal de detecci on
y ltrado. La gura 6.10b muestra la comparativa en megap xeles por
segundo procesados. Para la imagen de tama~ no 40964096 el proceso
de detecci on con la versi on optimizada es 6 megap xeles por segundo
m as, que la versi on no optimizada.
En la gura 6.11 se analizan los GFlops para la etapa de detecci on.
Como podemos ver, para el tama~ no de imagen 40964096, los GFlops
disminuyen de 1,501 a 1,08876 GFlops (27% de reducci on) cuando se


































































Detección Optimizada y Filtrado
(b)
Figura 6.10: Paso de detecci on secuencial con y sin optimizaci on. a) Tiempo compu-
tacional (segundos), b) Megap xeles por segundo.

















Figura 6.11: Comparativa secuencial de la etapa de detecci on con y sin optimizaci on.
6.3 Implementaciones paralelas en CPU
Los algoritmos secuenciales 4, y 6 presentados en el cap tulo 4 y la
optimizaci on propuesta en 6.2, fueron programados en arquitecturas
multicore. La paralelizaci on se llev o a cabo en el equipo de c omputo
de altas prestaciones DSICMAC1. La implementaci on se realiz o en
OpenMP, as  que los datos est an actualizados y visibles para cualquier
hilo.
La distribuci on de los p xeles entre los cores disponibles que se ha
optado en esta tesis, se muestran en la gura 6.12. Se dividi o el n umero
de p xeles entre el n umero de cores (menor o igual a los disponibles).
En el ejemplo mostrado en la gura, la divisi on se hizo de tal manera
que los renglones (p xeles) arriba de la l nea s son asignados a un core
y el resto a un segundo core, dejando el resto de los cores y GPUs
inactivos.










Figura 6.12: Distribuci on de la imagen a) en 2 cores. b) en 4 cores. Ninguna GPU
utilizada
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Tabla 6.1: Paralelizaci on de la imagen Caps en multicore. Tiempo en segundos.
# cores
Tama~ no de imagen 1 2 4 8 16
96x64 0.0037 0.0020 0.0012 0.0009 0.0010
192x128 0.0148 0.0076 0.0040 0.0024 0.0024
384x256 0.0601 0.0306 0.0156 0.0087 0.0083
768x512 0.2381 0.1185 0.0604 0.0318 0.0274
1536x1024 0.9367 0.4687 0.2348 0.1256 0.0986
3072x2048 3.7023 1.8814 0.9554 0.5049 0.3817
6144x4096 14.7825 7.4480 3.7615 2.0435 1.4790
Resultados
El rendimiento obtenido al distribuir la imagen en multicores para
diferentes tama~ nos de la imagen Caps y con ruido impulsivo del 10%
se muestra en la tabla 6.1. Se utiliz o la m etrica fuzzy en el peer group
para la etapa de detecci on y el ajuste del par ametro para el valor de
k fue de 1024 (Camarena y col. 2008), el mejor valor de d despu es de
varios test heur sticos fue de 0.96 y m = 2. Este estudio fue presentado
en (S anchez y col. 2011b). Como puede observarse, el mejor tiempo se
presenta cuando la carga computacional se reparte entre los 16 cores
disponibles, excepto para tama~ nos de imagen de 96x64 p xeles; en
este caso la mejor distribuci on p xeles-cores se presenta con ocho cores
debido a que no es necesario tanto poder de c omputo para procesar
im agenes relativamente peque~ nas.
En la gura 6.13 se re
ejan los resultados en megap xeles por segundo
procesados en multicores para la imagen building con 15% de ruido
impulsivo. Para tama~ nos m as grandes que 384x256, se obtienen mejo-
res resultados cuando todos los cores se utilizan. Por el contrario, con
igual comportamiento que el caso anterior, para tama~ nos peque~ nos es
mejor usar ocho cores. La tabla 6.2 muestra el mejor procesamiento en
megap xeles por segundo que se presenta para cada tama~ no de ima-
gen. Este an alisis fue presentado en (S anchez, Vidal y Bataller 2011).
En la gura 6.14 se presenta por un lado, los resultados obtenidos del
tiempo en segundos del proceso de detecci on con y sin optimizaci on
paralelizada en multicores, y por otro, los megap xeles procesados por
segundo para la imagen Lenna con 10% de ruido impulsivo, ambos
resultados obtenidos al procesar los algoritmos 4 y 6. Se pude obser-
var en la gura 6.15, que la versi on paralela al utilizar ocho cores,































Figura 6.13: Paralelizaci on de la imagen building en multicore
Tabla 6.2: Rendimiento en megap xeles por segundo procesados en multicore. Mejores
valores obtenidos para cada tama~ no de imagen.
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el rendimiento en GFlops disminuye en un 41% utilizando la versi on
optimizada.
6.4 Implementaciones paralelas en GPU
6.4.1 Caracter sticas a congurar para optimizar las
ejecuciones en GPU
Las caracter sticas principales a congurar para optimizar el procesa-
miento en CUDA de los algoritmos paralelos expuestos en el cap tulo
5 son los siguientes:
1. Conguraci on de hilos y bloques.
2. Cantidad de bytes por p xel a reservar en la memoria de la GPU.
3. Modo de reserva de memoria.
4. Acceso a los datos a trav es de la memoria de texturas.
5. Acceso a los datos a trav es de la memoria compartida.
Conguraci on de hilos y bloques
El n umero de hilos usados por bloque, est a limitado por los recursos
de memoria de un procesador core (NVIDIA 2012). En esta tesis se
trabaj o solo con bloques de dos dimensiones por la simplicidad de
acceder a los datos y por el uso de texturas en las implementaciones
que lo utilizan. El n umero total de hilos por bloque en 2D debe estar
lo m as cercano posible al n umero m aximo de hilos por bloque que
soporta cada arquitectura. El n umero total de hilos es equivalente al
n umero de hilos por bloque, por el n umero de bloques(NVIDIA 2012).
El n umero de bloques en un grid est a dictada por el tama~ no de los
datos procesados, en lugar de por el n umero de procesadores en el
sistema. Este n umero puede exceder al n umero de bloques de hilos.
El trabajo realizado por un procesador en cada GPU depende de los
bloques lanzados por el kernel, teniendo en cuenta el tama~ no de la
imagen.
Se realiz o un an alisis del n umero de bloques que le corresponden a cada
core, con la nalidad de obtener el mejor rendimiento computacional
considerando el tama~ no de los datos. Este an alisis se llev o a cabo para























































Figura 6.14: Comparativa de rendimiento del paso de detecci on con y sin optimizaci on.
a) Tiempo computacional, b) Megap xeles por segundo.





















Figura 6.15: Rendimiento en GFlops de la versi on paralela en multicore con y sin
optimizaci on de accesos a los datos y c alculos.
tres arquitecturas de GPU utilizadas. La cantidad m axima de hilos
por bloque en el modelo GeForce es 512, de esta manera se pueden
generar bloques de 16x16 hilos, para un total de 256 hilos activos,
por lo que habr a dos bloques ejecut andose simult aneamente en cada
procesador. En la arquitectura Tesla, el n umero m aximo de hilos por
bloque es de 1024, por lo que se puede generar bloques de 32x32 hilos
para un total de 1024 hilos, o de 16x16 para un total de 512 hilos en
cada bloque.
La tabla 6.3 muestra la conguraci on de bloques, hilos y la ocupa-
ci on de los cores en cada una de las arquitecturas de GPU utilizadas
para diferente tama~ no de imagen. El n umero de bloques por core se
obtiene al dividir el n umero total de bloques con los cores CUDA dis-
ponibles para cada arquitectura (ver el cap tulo 3). Los tama~ nos de las
im agenes son: (I1)= 256x384, (I2)= 512x768, (I3) = 1536x1024, (I4)
= 3072x2048 y (I5)=6144x4096. Como podemos observar, para la ar-
quitectura Tesla el n umero de bloques creados para el primer tama~ no
de imagen y 32x32 hilos por bloque es de 96 bloques por core y  esta
arquitectura tiene 448 cores CUDA, por lo que 352 cores quedan inac-
tivos. Para el segundo tama~ no de imagen 64 cores son los inactivos, a
partir del tercer tama~ no de imagen, todos los cores tienen trabajo por
realizar. Este an alisis fue presentado en (S anchez y col. 2012c).
866.4 Implementaciones paralelas en GPU
Tabla 6.3: Conguraci on de bloques e hilos.
Tama~ no de Max. hilos Hilos por N umero de N umero de

































En la implementaci on del algoritmo 10, la imagen se dividi o en (N1
N2)=n ventanas, donde N1 y N2 es el ancho y alto de la imagen res-
pectivamente y n=3. As , en el primer kernel (detecci on) se generaron
bloques de tama~ no (N1  N2)=n hilos. Cada hilo con coordenadas
generales (f,c) dentro del grid, analiza sus p xeles de W para realizar
los c alculos del peer group. El hilo etiqueta el p xel central xi como
no corrupto, corrupto y no diagnosticado en la primera fase del paso
de detecci on. La segunda fase del paso de detecci on, descrito en el
algoritmo 11 y la etapa de correcci on descrito en el algoritmo 15, se
generaron la misma cantidad de hilos como p xeles tiene la imagen. El
hilo correspondiente al p xel xi que est a etiquetado como no diagnos-
ticado calcula el peer group y si se cumple la cardinalidad de m+1, el
hilo clasica el p xel central como no corrupto, de lo contrario como
corrupto.
Para que todos los p xeles de la imagen sean examinados, ganar coales-
cencia y evitar con
ictos de acceso a los datos en la memoria de la
GPU al implementarse los algoritmos 12 y 15, la estrategia en GPU
que se utiliz o fue, que el i- esimo hilo del bloque le corresponde el i- esi-
mo p xel dentro de la imagen, en este caso la cantidad de hilos que se
generan para los kernels es el mismo n umero de p xeles que contiene
la imagen.
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El estudio del rendimiento de la GPU con tres posibles combinaciones
de tama~ no de bloque (8x8, 16x16 y 32x32) en la arquitectura Tesla
M2050 se muestra en la gura 6.16. Se puede observar que cuando
se utiliza la memoria global la mejor conguraci on de bloques es de
16x16 y la inferior es de 8x8. Se procesan mayor cantidad de p xeles
por segundo cuando se accede a los datos a trav es de la memoria de
textura. Para el tama~ no m as grande y con bloques de 32x32 hilos por
bloque, se puede observar que los resultados del uso de la memoria


























Figura 6.16: Rendimiento en megap xeles por segundo ejecutados usando diferente ta-
ma~ no de bloques para distintos tama~ nos de imagen en la arquitectura Tesla M2050.
Cantidad de bytes por p xel a reservar en la memoria de
la GPU
La cantidad de bytes por p xel a reservar en la memoria de la GPU
se reere al almacenamiento de la imagen con tres canales por p xel o
cuatro canales por p xel. La intensidad de un canal del p xel (0-255)
se puede almacenar en el tipo de datos char, as  que se reserv o un byte
por cada canal RGB. Se a~ nadi o un byte extra por cada p xel, al que
le llamamos padding (p) o relleno para almacenar el estado del p xel
como corrupto o no, de esta manera un p xel se compone de cuatro
bytes (RGBp). El alineamiento en el c odigo del device fue en bloques
de cuatro bytes.
886.4 Implementaciones paralelas en GPU
Tabla 6.4: Rendimiento computacional en milisegundos comparando la imagen almace-
nada en formato RGB y RGBp. Tama~ nos de im agenes en dimensiones cuadradas.
256 512 1024 2048
GPU con imagen RGB 3.84 23.26 94.68 412.92
GPU con imagen RGBp 3.21 12.28 51.36 263.16
La tabla 6.4 presenta los resultados obtenidos al ejecutar el algoritmo
12 utilizando tres o cuatro bytes para almacenar el valor del p xel.
Se emple o la imagen Lenna con 5% de ruido impulsivo. Se utiliz o la
norma eucl dea en el peer group y se sustituy o el primer p xel no
corrupto por el p xel analizado y con 64x64 hilos por bloque. El tiempo
presentado considera el tiempo de transferencia de datos entre CPU y
GPU. Estudio presentado en (S anchez y col. 2010). Se puede observar
que, conforme incrementa el tama~ no de la imagen se obtiene mayores
prestaciones con RGBp frente a RGB, partiendo de una mejora del
16% para la imagen de tama~ no 256256 hasta una mejora del 36%
para un tama~ no de 20482048.
La tabla 6.5 muestra los resultados obtenidos del tiempo total en mi-
lisegundos, considerando la trasferencia entre CPU y GPU; el c alculo
realizado por los kernels y los Mpix/seg procesados al utilizar el al-
macenamiento en RGB y en RGBp para la imagen Lenna con 10% de
ruido impulsivo. Como podemos observar, el trabajar con cuatro bytes
reduce el tiempo computacional del kernel al momento de acceder a
los datos en la GPU.
Tabla 6.5: Comparaci on de la versi on RGB frente a RGBp para la imagen Lenna de
tama~ no 20482048 con 10% de ruido impulsivo. Rendimiento en segundos y Mpix./seg.
RGB RGBp
Tiempo del kernel 1163.41 976.30
Tiempo total 1379.02 1226.30
Megap xels/segundo 3.04 3.42
La imagen en RGBp (tres canales + padding) obtiene mejores presta-
ciones frente a la imagen almacenada en RGB (tres canales) debido a
que se consigue que los accesos tengan coalescencia. Es decir, RGB no
es m ultiplo de 32, 64 o 128 bits que hacen un patr on de acceso correcto
para escribir o leer de la memoria. Sin embargo, si se a~ nade un nuevo
byte, los accesos completan bloques de cuatro bytes y el rendimiento
mejora, adem as de que el cuarto byte se ha utilizado para indicar el
estado del p xel y de esta manera se tiene la ventaja de que no se
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requiere reservar memoria aparte con otra estructura de datos para
almacenar el estado del p xel.
Modo de reserva de memoria
El modo de reserva de memoria se reere a transferir los datos entre
las memorias CPU-GPU utilizando cudaMallocHost o sin  el.
Se analiz o el hecho de considerar si se obtiene mejor rendimiento cuan-
do se realiza la asignaci on de los datos a trav es la funci on cudaMa-
llocHost, tomando en cuenta los algoritmos 10, 11 y 15 . La tabla 6.6
muestra los resultados obtenidos. Se puede observar que el trabajar
con cudaMallocHost se obtiene mejor tiempo en la transferencia de
datos entre CPU-GPU y viceversa, ya que el c alculo en la GPU es
el mismo. Adem as, se utiliza la funci on cudaMallocPitch y memoria
page-locked para acelerar la transferencia.
Tabla 6.6: Comparaci on del modo de reserva de datos: RGBp (malloc) y RGBp (cuda-
MallocHost). Imagen Lenna de tama~ no 20482048 con 10% de ruido impulsivo. Rendi-
miento en segundos.
RGBp (malloc) RGBp (cudaMallocHost
y cudaMalloc)
Tiempo del kernel 976.30 976.30
Tiempo total 1226.30 998.66
Acceso a los datos a trav es de la memoria de texturas
Se realiz o un an alisis para acceder a los datos de la memoria de la
GPU usando dos optimizaciones: memoria compartida y memoria de
texturas con la nalidad de encontrar el mejor acceso a los datos en
memoria del device con la que se proporciona mejor rendimiento. La
gura 6.17 muestra estas dos opciones: usando la memoria compartida
(a) o usando la memoria de texturas (b). En este apartado se analiza la
memoria de texturas y en el siguiente, la memoria compartida. An alisis
presentado en (S anchez, Vidal y Bataller 2011).
Se evaluaron las mejoras derivadas de acceder a los datos en memoria
global a trav es de la memoria de texturas. Se us o asignaci on de memo-
ria lineal en la memoria del device para almacenar los datos, adem as,
con la nalidad de incrementar la velocidad de transferencia entre la
memoria del host y la memoria del device se usa page-locked.






área de imagen en memoria global




área de imagen en memoria global
textura
kernel detección kernel filtrado
(b)
Figura 6.17: Acceso a la memoria Global de la GPU con a) Memoria compartida b)
Memoria de texturas.
La funci on cudaMallocPitch se utiliz o para garantizar una alineaci on
 optima de los p xeles en la memoria global cuando se utiliza la memoria
de texturas.
Debido a que la textura es de s olo lectura, cuando se requiere escribir,
se realiza directamente en la memoria global. Los siguientes pasos se
realizaron para procesar la imagen con texturas a trav es de la utiliza-
ci on de dos texturas:
1. Declarar la referencia de textura, una de entrada y otra de salida.
2. Asignar un arreglo de entrada 2D en memoria del device para
almacenar los p xeles de entrada.
3. Copiar los p xeles al arreglo de entrada 2D de la textura.
4. Asociar el arreglo de entrada a la textura de entrada.
5. Asociar la textura de salida con los p xeles de salida en la memoria
del device.
6. Ejecutar los kernels.
7. Copiar a la memoria del host los p xel de salida que se encuentran
en memoria global del dispositivo.
8. Liberar memoria del dispositivo
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Se realiz o un an alisis comparativo del almacenamiento de los datos
en tres y cuatro bytes y acceso a la memoria de texturas. El uso de
la memoria de texturas se encuentra almacenada en cuatro bytes. La
tabla 6.7 muestra los resultados obtenidos al ejecutar los algoritmos
10, 11 y 15 para 5% y 10% de ruido impulsivo. Los valores de los
par ametros con los que se obtuvieron dichos resultados son: d = 0;95,
k = 1024 y m = 2. Estudio presentado en (S anchez, Vidal y Bataller
2010).
Tabla 6.7: Comparativa del procesamiento en milisegundos para los modos RGB, RGBp
y RGBp con texturas para 5% y 10% de ruido impulsivo.
5% de ruido 10% de ruido
Tama~ no RGB RGBp Textura RGB RGBp Textura
256256 4.25 3.09 1.79 4.77 3.47 1.95
512512 20.56 12.59 7.11 24.38 14.41 7.88
1024 1024 87.14 51.01 29.33 105.80 59.21 32.50
20482048 408.67 250.96 136.91 503.79 278.29 141.24
Se puede observar que en el caso de utilizar el formato RGBp en la
GPU con 5% de ruido, la mejora en el peor de los casos es de un 27%
para el tama~ no de imagen 256256 y en el mejor de los casos de un
41% para el tama~ no de imagen 10241024, en comparaci on con la
aplicaci on RGB. Por otro lado, con un 10% de ruido, el rendimiento
es peor con un 27% para el tama~ no de imagen de 256256 y en el
mejor de los casos de un 44% para el tama~ no de imagen 20482048.
Los mejores resultados se obtuvieron cuando se utiliza la GPU con
textura, ya que la mejora es de aproximadamente de un 45% con 5%
de ruido y de un 43% a 49% con un 10% de ruido en comparaci on
con la versi on RGBp (sin textura).
Denici on de texturas
En algunas implementaciones se utilizaron dos texturas y en otras
solo una. Cuando se denen dos texturas, una es para el kernel de
detecci on y otra para el kernel de ltrado. Una vez que los p xeles se
encuentran en la memoria del device, cada hilo del bloque en el proceso
de detecci on, lee el p xel que le corresponde analizar y sus vecinos a
trav es de la textura. Al nalizar esta etapa, el byte padding de RGB
contiene el estado del p xel: corrupto o no. Para la fase de correcci on,
cada hilo del bloque lee el p xel que le corresponde analizar y los de
sus vecinos a trav es de la segunda textura y se escriben los nuevos
valores en el p xel que se est a analizando.
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Figura 6.18: Diagrama de acceso a los datos que se encuentran en la memoria de la
GPU a trav es de texturas.
En otra de las implementaciones solo se declar o una textura y fue
usada en ambos kernels.
En una de las aproximaciones, se utiliz o una sola copia de la imagen
almacenada en la memoria global, como se muestra en la gura 6.18.
Utilizando esta conguraci on, mientras unos hilos leen los datos con-
currentemente otros hilos pueden estar escribiendo. Por ejemplo, en el
kernel detecci on, un hilo puede estar leyendo los datos de los p xeles
vecinos mientras otro escribe el estado del p xel como corrupto o no
corrupto. Adem as, en el kernel ltrado, un hilo debe leer los p xeles
vecinos para el c alculo del AMF, mientras que otro hilo escribe el nue-
vo valor para un p xel ruidoso. Una segunda versi on se desarroll o con
dos copias de la imagen para evitar con
ictos de acceso a memoria y
agilizar el proceso.Una copia de los datos se utiliza para el acceso de
solo lectura, y se accede a trav es de una textura. La segunda copia
se realiza a partir de la primera y los hilos del kernel escriben para
clasicar el p xel como corrupto o no corrupto; es a trav es de  esta
copia por el cual el kernel de ltrado lee el estado del p xel. Esto se
representa en la gura 6.19.
La tabla 6.8 muestra el tiempo computacional obtenido en GPU para
cada uno de los kernels con un 5% de ruido impulsivo utilizando la
m etrica fuzzy en el peer group para el ltrado de la imagen Lenna. Se
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Figura 6.19: Diagrama de acceso a los datos que se encuentran en la memoria de la
GPU a trav es de texturas, a) Dos copias de los datos, b) Una copia de los datos.
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hace una comparativa del almacenamiento de los datos en tres bytes
y cuatro bytes en memoria global frente al almacenamiento en cuatro
bytes con memoria de texturas. En este caso s olo se contabiliza el
tiempo de los kernels. Los resultados fueron obtenidos con la tarjeta
gr aca GeForce GT 120. An alisis presentado en (S anchez y col. 2011a).
Tabla 6.8: Tiempo de procesamiento en segundos de la ejecuci on en GPU para los
kernels de detecci on y ltrado con 5% de ruido impulsivo.
Tama~ no de
Estrategia
3 bytes Mem. Global 4 bytes Mem. Global 4 bytes Mem. Textura
imagen Detecci on Filtrado Detecci on Filtrado Detecci on Filtrado
128 0.92 0.52 0.73 0.37 0.28 0.19
256 3.70 1.92 2.78 1.40 0.92 0.70
512 23.40 8.38 11.20 5.47 3.60 2.69
1024 96.80 33.65 46.21 21.88 14.07 10.84
2048 427.66 141.69 215.91 90.29 57.82 46.66
4096 1937.16 599.00 886.58 364.31 232.93 186.99
Las tablas 6.9 y 6.10 muestran el tiempo de procesamiento en GPU y el
tiempo total, que incluye las transferencias CPU-GPU y preparaci on
de la imagen, para un 5% y 10% de ruido impulsivo. Estos resultados
fueron obtenidos con la tarjeta gr aca GeForce GT 120.
Se puede observar en las tablas (6.8, 6.9 y 6.10) que el almacenamiento
en cuatro bytes obtiene menor tiempo de ejecuci on que la opci on de
almacenamiento en tres bytes, adem as, la versi on de cuatro bytes con
texturas re
eja el menor coste computacional comparado con las otras
dos opciones para todos los tama~ nos de im agenes. An alisis presentado
en (S anchez y col. 2011a).
Acceso a los datos a trav es de la memoria compartida
La memoria compartida te oricamente debe ser m as r apida que el ac-
ceso a la memoria de texturas o global, pero esto va a depender de la
aplicaci on. En las implementaciones desarrolladas en esta tesis no se
toman ventajas del uso de la memoria compartida, ya que hay depen-
dencia de p xeles en la segunda etapa ( estado del p xel - corrupto o
no corrupto). Este valor debe estar almacenado en una zona de me-
moria que sea de lectura y escritura, adem as que sea visible para los
dem as hilos (espec camente visible para los ocho vecinos de un p xel
dado), pues el p xel xi accede al estado de todos sus p xeles vecinos
para calcular el AMF de los p xeles no corruptos.
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Tabla 6.9: Tiempo de procesamiento en milisegundos con diferente modo de almacena-
miento de los datos. 5%de ruido impulsivo.
Tama~ no
5%noise
3 bytes por p xel. Acceso 4 bytes por p xel. Acceso 4 bytes por p xel. Acceso
a los datos directamente a los datos directamente a los datos a trav es de
a memoria global a memoria global a memoria de texturas
GPU Total(GPU GPU Total(GPU GPU Total(GPU
y CPU) y CPU) y CPU)
128 1.44 2.03 1.11 1.34 0.47 0.87
256 5.62 6.85 4.18 4.65 1.63 2.39
512 31.78 35.79 16.67 18.11 6.29 8.54
1024 130.45 145.95 68.09 73.48 24.91 33.08
2048 569.35 630.91 306.20 327.09 104.48 136.14
4096 2536.16 2779.93 1250.89 1333.77 419.92 545.59
Tabla 6.10: Tiempo de procesamiento en milisegundos con diferente modo de almace-
namiento de los datos. 10% de ruido impulsivo.
Tama~ no
10%noise
3 bytes por p xel. Acceso 4 bytes por p xel. Acceso 4 bytes por p xel. Acceso
a los datos directamente a los datos directamente a los datos a trav es de
a memoria global a memoria global a memoria de texturas
GPU Total(GPU GPU Total(GPU GPU Total(GPU
y CPU) y CPU) y CPU)
128 1.48 2.07 1.15 1.38 0.51 0.90
256 5.82 7.07 4.34 4.82 1.78 2.56
512 32.69 36.70 17.25 18.69 6.68 9.10
1024 134.85 150.30 70.61 75.99 27.54 35.72
2048 593.74 655.02 316.54 337.47 115.35 147.00
4096 2653.68 2897.51 1300.98 1383.85 464.69 590.29
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Si se realiza con memoria compartida, los bordes de cada bloque de
hilos no tienen actualizado el estado de los p xeles vecinos y por lo
tanto el AMF no se calcula con valores correctos, esto repercute en la
calidad de la imagen nal. Realizar los c alculos y escribir directamente
en memoria global el coste computacional de esta soluci on es igual o
un poco mayor comparado con al coste cuando se utiliza la memoria
de texturas. El an alisis de los resultados con memoria compartida y de
texturas para diferente arquitectura de tarjetas gr acas fue presentada
en (S anchez y col. 2012c).
El uso de la memoria compartida implica que los datos deben ser co-
piados de la memoria global de la GPU a un bloque de memoria com-
partida, disponible  unicamente por el conjunto de hilos ejecut andose.
El estudio del rendimiento de la GPU con dos posibles combinaciones
de tama~ no de bloque (8x8 y 16x16) en GeForce GT 120 se muestra
en la gura 6.20. Se puede observar que el mejor tama~ no de bloque es
de 8x8 con memoria de textura y 16x16 para los otros dos accesos. La
memoria compartida con bloques de 16x16 es mejor que la memoria
de textura con bloques de 16x16 y la memoria global con bloques de
8x8. La raz on radica en que el procesador est a inactivo a la espera de
m as datos; en otras palabras, la relaci on entre la velocidad de reloj del
procesador y el ancho de banda no son apropiados. El comportamiento



























Figura 6.20: Rendimiento en megap xeles por segundo procesados usando diferente
tama~ no de bloques para distintos tama~ nos de imagen en la arquitectura Geforce GT 120.
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6.4.2 Denici on de los kernels
Denir uno, dos o tres kernels implica siempre la separaci on de la
primera etapa de detecci on con la segunda de ltrado a trav es de
una sincronizaci on, debido a que el AMF se calcula con los p xeles no
corruptos de la ventana, de esta manera se leen los valores actualizados
de los vecinos en el paso de ltrado. Cuando se declara un solo kernel
(donde se encuentran denas ambas etapas del proceso) se tiene que
especicar expl citamente la sincronizaci on de las dos etapas a trav es
de la instrucci on synchilos(). Cuando se declara dos o tres kernels,
el kernel de ltrado no inicia hasta que todos los hilos del kernel de
detecci on han nalizado.
La utilizaci on de un solo kernel donde se especica todo el proceso
(detecci on y correcci on) sin alg un tipo de sincronizaci on no es lo re-
comendado, pues la calidad var a en cada ejecuci on debido a que en
cierto momento el hilo lee un p xel que ya est a etiquetado por otro hi-
lo, y en otros casos no se ha dado la actualizaci on. En otras palabras,
la calidad baja y el tiempo computacional no disminuye si se compara
con la utilizaci on de dos o tres kernels. Los resultados los podemos
visualizar en la gura 6.21. Como podemos observar, el rendimiento
obtenido utilizando un kernel sin sincronizaci on en los dos pasos es
peor que cuando se utiliza dos kernels con sincronizaci on entre los dos
pasos. Esto es debido a que existen muchos con
ictos de accesos a
memoria entre los hilos, es decir, mientras unos hilos est an intentando
leer a cierta posici on de memoria, hay otros hilos que quiz a a un est an
en la primera etapa y est an intentando tambi en escribir para etiquetar
su p xel, esto genera con
ictos de memoria.
Recordemos que los algoritmos 10 y 11 explicados en el cap tulo 5
conforman la etapa de detecci on en dos fases. En concordancia con
ello, se ha implementado respectivamente cada fase en dos kernels. El
algoritmo 12 que fusiona las dos fases de la detecci on en una sola, se
ha implementado en el kernel 1. La denici on de este kernel es con
la m etrica fuzzy, pero puede adaptarse para la distancia eucl dea o
coseno del  angulo, que corresponden a los algoritmos 13 o 14 respec-
tivamente. El algoritmo 15 corresponde a la etapa de ltrado y se ha
implementado en el kernel 2.
El kernel de correcci on no puede comenzar hasta que el/los de detec-
ci on han nalizado. Los hilos se sincronizan antes y despu es del kernel
de ltrado. El kernel de detecci on que corresponde al algoritmo 12 se
describe en el kernel 1 con acceso a los datos a memoria global. En
este algoritmo la llamada FuzzyMetricFunction (apix, bpix) es la fun-
ci on para calcular la m etrica fuzzy entre el p xel central xi y p xeles





























Un kernel sin sincronización en los dos pasos
Dos kernels con sincronización entre los pasos
Figura 6.21: Rendimiento computacional (segundos) con uno o dos kernels.
vecinos de la ventana. Todos los p xeles despu es de ejecutar el kernel
de detecci on est an etiquetados como corruptos o no corruptos. Inicial-
mente el cuarto byte est a inicializado con el valor 0, que indica que
esta libre de ruido.
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Kernel 1 KernelDetecci onMemGlobal
Entrada: Imagen ruidosa (p xeles de la imagen), m, k, d, n = 3.
Resultado: Imagen ruidosa con p xeles etiquetados como corruptos
o no corruptos.
1: El hilo i que se corresponde con el p xel xi hace:
2: col  ID del hilo global en columna;
3: row  ID del hilo global en rengl on;
4: byte padding (p) se inicializa en cero;
5: apix   valor de RGB en xi desde row y col; //lectura a memoria
global.
6: for i    1 to 1 do
7: for j    1 to 1 do
8: bpix   valor RGB del vecino (i,j) de row y col; //lectura a
memoria global.
9: dist   FuzzyMetricFunction (apix, bpix);
10: if dist  d then
11: p xel (bpix) 2 P(apix,d);




16: if cardinalidad < (m+1) then
17: apix en p   valor 1; //p xel corrupto.
18: end if
19: end
El kernel de ltrado con los accesos a memoria global se describe
en el kernel 2 que corresponde al algoritmo 12. En este algoritmo
la llamada MeanFunction (bpixOK), es la funci on para calcular el
AMF, bpixOK es un arreglo de p xeles no corruptos de xi.
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Kernel 2 KernelFiltradoMemGlobal
Entrada: Imagen ruidosa con los p xeles etiquetados como corruptos
y no corruptos, n = 3.
Resultado: Imagen Filtrada.
1: col  ID del hilo global en columna;
2: row  ID del hilo global en rengl on;
3: apix   valor RGB de xi desde row y col; //lectura a memoria
global.
4: if apix en p ==1 then
5: for i    1 to 1 do
6: for j    1 to 1 do
7: bpix   valor RGB del vecino (i,j) de row y col; //lectura a
memoria global.
8: if bpix en byte p == 0 then




13: mean   MeanFunction (bpixOK);
14: apix   mean;
15: end if
Los hilos correspondientes al p xel corrupto en el "KernelFiltrado",
aplican el proceso de ltrado por sustituci on. El valor que se reemplaza
es el resultado del c alculo del AMF de los p xeles no corruptos de la
ventana W. Los p xeles no corruptos contin uan su valor original, y
aunque estos hilos no tienen actividad en esta etapa, esperan a que
los dem as terminen su ejecuci on.
Cuando se accede a los datos a trav es de la memoria de texturas, se
realizan los siguientes cambios a los dos kernels anteriores:
La sentencia cinco del kernel 1 y la sentencia tres del kernel 2 que
corresponde a la lectura del p xel central de la ventana, se reemplaza
por:
apix   valor de RGB en xi desde row y col; //lectura a memoria del
device a trav es de la memoria de textura.
La sentencia ocho del kernel 1 y la sentencia siete del kernel 2 que
corresponde a los accesos de cada uno de los vecinos de xi en W, se
reemplaza por:
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bpix   valor RGB del vecino (i,j) de row y col; //lectura a memoria
del device a trav es de la memoria de textura.
Cuando se accede a los datos a trav es de la memoria compartida, se
realizan los cambios a los kernels anteriores en las sentencias siguien-
tes:
La sentencia cinco del kernel 1 y la sentencia tres del kernel 2 que
corresponde a la lectura del p xel xi, se reemplaza por:
apix   cargar de la memoria del device a la memoria compartida el
valor de RGB en xi de row y col;
La sentencia ocho del kernel 1 y la sentencia siete del kernel 2 que
corresponde a los accesos de cada uno de los vecinos de xi en W, se
reemplaza por:
bpix   cargar de la memoria del device a la memoria compartida el
valor RGB del vecino (i,j) de row y col.
6.4.3 An alisis Computacional
En este apartado se presenta el an alisis computacional con y sin op-
timizaci on de los accesos a la memoria de la GPU que se present o en
el trabajo (S anchez y col. 2011c).
Denominamos p1 al paso de detecci on y p2 al paso de ltrado. Dos de
los enfoques para el acceso a los datos son: acceso a la memoria global
sin texturas y el acceso a la memoria global con texturas. El an alisis
computacional de ambos enfoques se presenta a continuaci on:
a) Acceso a la memoria global sin texturas (sT):
p1: 3 x nn acceso de s olo lectura (sTr) para obtener los valores
RGB de los p xeles en W (sentencias 1-4 del kernel 1) y un acceso
a escritura (sTw) para escribir el valor del cuarto byte de RGB
para indicar si el p xel es o no corrupto (sentencia 17 en el kernel
1). La expresi on del coste computacional de acceso a los datos sin
texturas para el paso de detecci on est a dada por,
sTp1 = (3  n
2)sTr + sTw (6.1)
En este paso se realiza el c alculo de la distancia eucl dea (dE),
distancia fuzzy (dF) o distancia del  angulo del coseno (dC) para
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determinar los p xeles que forman parte del peer group (sentencias
6-15 del kernel 1 ).
El coste computacional de la distancia eucl dea es: dE =(tres
sustracciones, dos adiciones, tres productos y una ra z cuadrada),
donde  = n  n   1 correspondiente a los p xeles vecinos de xi.
Para el caso de la m etrica fuzzy el coste es: dF= (tres compa-
raciones, seis sumas, tres divisiones y dos productos).
El coste computacional de la distancia del  angulo del coseno es:
dC= nn  (tres productos y dos sumas) + ((tres productos
y dos sumas) + una divisi on + un producto).
p2: nn accesos de lectura para obtener el valor del cuarto byte
del conjunto RGB para todo W etiquetado como corrupto o no
(sentencia tres y cuatro del kernel 2); 3 x (pnc)1 accesos de lec-
tura para obtener los valores RGB de todos sus vecinos que no
son corruptos para el c alculo del AMF, y tres accesos de escritu-
ra para escribir el nuevo valor RGB. El n umero total de accesos
ser a,
sTp2 = (n
2)sTr + (3  pnc)sTr + 3sTw (6.2)
En este paso se calcula la media aritm etica de pnc y su coste es:
AMc = (tres adiciones y tres divisiones) pnc
El coste total de accesos a memoria global para cada distancia es:
sTE = sTp1 + dE + sTp2 + AMc (6.3)
sTF = sTp1 + dF + sTp2 + AMc (6.4)
sTC = sTp1 + dC + sTp2 + AMc (6.5)
b) Acceso a la memoria global con texturas (T):
p1: 3 x n2 accesos de s olo lectura a la memoria de textura (Tr)
para obtener los valores RGB de los p xeles W, un acceso de
escritura a la memoria global (sTw) para obtener el valor del
cuarto byte del conjunto RGB para indicar si el p xel es o no
corrupto. Por lo tanto, el acceso a los datos con memoria de
texturas para el paso de detecci on es,
Tp1 = (3  n
2)Tr + 1sTw (6.6)
1pnc son los p xeles no corruptos
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El coste computacional de la distancia eucl dea, fuzzy o coseno
del  angulo es la misma que se present o en el paso 1 del acceso a
memoria global sin textura.
p2: nn accesos de lectura a la memoria de textura para obtener
el valor de corrupto o no corrupto, que contiene el cuarto byte del
conjunto RGB de W, 3  (pnc) accesos a la memoria de textura
para obtener los valores RGB de todos sus vecinos que no son
corruptos para el c alculo de AMF, y tres accesos de escritura
para escribir el nuevo valor RGB en la memoria global, es decir,
Tp2 = (n
2)Tr + (3  pnc)Tr + 3sTw (6.7)
El coste computacional de la media aritm etica es la misma que
se present o en el paso uno de la memoria global.
El costo total del uso de memoria de acceso global con textura es,
T = Tp1 + dE + Tp2 + AMc (6.8)
Los costes presentados, son v alidos cuando el n umero de p xeles que
contiene la imagen (Npic) es menor o igual al n umero de hilos () que
se liberan; en caso contrario, algunos hilos que se lanzan tienen que
trabajar m as de una vez y el coste computacional vendr a dado por,
(sTjT)   (6.9)
donde  es la parte entera por exceso del cociente (Npic  ) + 1.
Los costes totales presentados corresponden con los pasos que se rea-
lizan cuando los datos est an en la memoria de la GPU. Otro coste
computacional es la preparaci on y transferencia de los datos de la
CPU a la GPU, pero depender a de la arquitectura de la GPU/CPU
que se est e utilizando en su momento.
6.4.4 Optimizaci on de las implementaciones
El tiempo computacional en GPU dedicado por cada kernel, al ejecu-
tarse los algoritmos 10, 11 y 15, se muestran en la tabla 6.11. Como
puede observarse, el coste computacional de la fase uno del paso de
detecci on (P1f1) es menor que el de la fase dos (P1f2) para todos los
casos, adem as el coste computacional se reduce considerablemente al
acceder a los datos con la memoria de texturas. An alisis presentado
en (S anchez, Vidal y Bataller 2010).
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Tabla 6.11: Tiempo de procesamiento en GPU para los kernels de detecci on(2 fases) y
ltrado.
Detecci on Detecci on
Tama~ no Fase 1 Fase 2 Filtrado
de imagen (P1f1) (P1f2) (P2)
256 0.59 1.77 1.90
GPU 512 3.53 8.48 8.55
RGB 1024 17.41 34.61 35.12
2048 77.56 175.03 156.08
256 0.44 1.29 1.36
GPU 512 2.33 4.61 5.64
RGBp 1024 11.03 17.40 22.58
2048 55.08 93.97 101.91
256 0.43 0.63 0.73
GPU 512 1.69 2.56 2.88
Textura 1024 7.34 10.22 11.76
2048 40.36 44.05 52.51
Tabla 6.12: Tiempo de procesamiento en milisegundos de la ejecuci on de la imagen
world, usando acceso a la memoria global.
Detecci on Filtrado Total Proceso
GPU Total
5% 53.09 36.27 89.36 111.21
10% 64.81 57.26 122.08 143.93
20% 64.79 75.65 140.45 162.29
30% 64.80 82.25 147.06 168.91
Se realiz o el proceso de detecci on y ltrado a la imagen world, con
20% de ruido uniforme. Los mejores valores utilizados despu es de un
estudio heur stico para los par ametros m y d son m = 2 y d = 49 con
la m etrica eucl dea en el peer group.
En la tabla 6.12 se muestra el tiempo en milisegundos de la ejecuci on
de ambos procesos: detecci on y ltrado; adem as se muestra el tiempo
total obtenido (incluye la transferencia entre CPU y GPU) para los
algoritmos 12 y 15 utilizando el acceso a la memoria global.
En la tabla 6.13 se muestran los resultados de la ejecuci on de las dos
etapas utilizando la memoria de texturas. Como puede observarse, la
paralelizaci on es m as notoria. Estudio presentado en (S anchez y col.
2011c).
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Tabla 6.13: Tiempo del procesamiento en milisegundos de la ejecuci on de la imagen
world con acceso a la memoria global a trav es de texturas.
Detecci on Filtrado Total Proceso
GPU Total
5% 23.15 31.64 54.80 76.63
10% 23.15 38.40 61.55 83.48
20% 23.13 46.65 69.79 91.62
30% 23.13 51.58 74.72 96.57
En GPU, para ganar coalescencia de acceso a los datos en memoria,
la estrategia que se ha implementado en esta tesis es lanzar tantos
hilos como p xeles tiene la imagen. Sin embargo, esta estrategia con la
opci on optimizada del algoritmo 12 (descrito en la secci on 6.2 ), genera
con
ictos de acceso de lectura y escritura y adem as puede darse el caso
de una clasicaci on del p xel con datos donde a un no est an todas sus
distancias acumuladas y por lo tanto generar un ltrado err oneo.
Por lo anterior, se ha considerado que no es recomendable su imple-
mentaci on de la versi on optimizada en accesos y c alculos en GPU. Las
GPUs son particularmente  utiles realizando c alculos y no son reco-
mendables para muchos accesos a memoria y m as a un si no se cuenta
con una buena estrategia de acceso.
Procesamiento en multi-GPU
La distribuci on de los p xeles entre las GPUs disponibles se muestran
en la gura 6.22. La imagen se dividi o entre el n umero de GPUs menor
o igual a las disponibles, dependiendo de las GPUs con las que se
trabaja. Por ejemplo, la imagen se divide en dos partes si se desea
procesar los datos en dos GPUs, donde cada parte se procesa por una
GPU diferente.
Los resultados de dividir la carga computacional entre las GPUs dispo-
nibles se muestra en la tabla 6.14 para diferentes tama~ nos de la imagen
Caps con ruido impulsivo del 10%. Paralelizar una imagen con tama~ no
menor a 1536x1024 es mejor cuando se utiliza una GPU. Distribuir
una imagen de tama~ no menor que 3072x2048 en cuatro GPUs, lleva a
un tiempo mayor que distribuir la imagen en dos GPUs. Con esto se
puede deducir que, con im agenes de gran tama~ no la distribuci on  opti-
ma se obtiene usando cuatro GPUs, pero no para tama~ nos de im agenes
m as peque~ nas que 3072x2048. An alisis presentado en (S anchez y col.
2011b).










Figura 6.22: Distribuci on de la imagen en 2 GPUs, ning un core utilizado.
Tabla 6.14: Paralelizaci on de la imagen Caps en GPUs. Tiempo en segundos
# GPUs
Tama~ no de la imagen 1 2 4
96x64 0.0009 0.0357 0.1058
192x128 0.0022 0.0363 0.1061
384x256 0.0071 0.0391 0.1074
768x512 0.0267 0.0483 0.1117
1536x1024 0.1047 0.0858 0.1306
3072x2048 0.3415 0.2357 0.2019
6144x4096 1.0681 0.8144 0.4734
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La gura 6.23 muestra el rendimiento en megap xeles por segundo
cuando se procesa la imagen building con 15% de ruido impulsivo
en m as de una GPU. Se consider o  unicamente los c alculos realizados
dentro de la GPU, es decir, sin tener en cuenta la transferencia CPU-
GPU. Los mejores resultados se presentan cuando todas las GPUs
se utilizan (cuatro en ese caso para el equipo de altas prestaciones






























Figura 6.23: Rendimiento en megap xeles por segundo procesados por los kernels de
detecci on y ltrado (sin tomar en cuenta el tiempo de transferencia).
La gura 6.24 muestra los resultados de la ejecuci on en megap xeles
por segundo, incluyendo la transferencia de datos entre RAM-GPU.
Se puede observar que para im agenes m as peque~ nas que 1536x1024
p xeles, es mejor usar una sola GPU porque el tiempo empleado en
las transferencias no se compensa usando m as GPUs. De lo contrario,
para tama~ nos de im agenes m as grandes que 1536x1024, usando m as
GPUs mejora el rendimiento independiente de las transferencias de la
memoria. En otras palabras:
Para tama~ no de im agenes menores que 768x512, es mejor usar
una GPU.
Para tama~ no de im agenes entre 768x512 y 3072x2048, es mejor
usar dos GPUs.
Para tama~ no de im agenes mas grande que 6144x4096, es mejor
usar cuatro GPUs.




























Figura 6.24: Megap xeles/segundo procesados por los kernels de detecci on y ltrado
(total del procesamiento que incluye transferencia).
La tabla 6.15 muestra el mejor procesamiento en megap xeles por se-
gundo que se presenta para cada tama~ no de imagen en GPUs. An alisis
presentado en (S anchez, Vidal y Bataller 2011).
Tabla 6.15: Rendimiento en megap xeles por segundo para el procesamiento de la imagen
en Multi-GPU. Mejores valores obtenidos para cada tama~ no de imagen.









Se compar o el acceso a los datos utilizando la memoria de textura y la
memoria compartida usando 1, 2 y 4 GPUs. La tabla 6.16 resume los
resultados obtenidos. Como puede observarse, la memoria de texturas
supera aproximadamente en un 12% de mejora cuando se utiliza 4
GPUs. Estudio presentado en (S anchez, Vidal y Bataller 2011).
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Tabla 6.16: Rendimiento en megap xeles por segundo al acceder a la memoria de la
GPU a trav es de la memoria de texturas compartida.
Tama~ no de Memoria de Memoria GPU
la imagen Texturas Compartida
6144x4096 20.6599 17.3378 1
6144x4096 30.5744 29.4889 2
6144x4096 47.1182 41.3707 4
Comparativa en diferentes arquitecturas GPU
Se analizaron por un lado los algoritmos 12 y 15 en tres arquitecturas
paralelas diferentes, respecto al tiempo de acceso a la memoria global
y el uso de la memoria de texturas. Se propuso una estrategia para
maximizar el ancho de banda de la memoria de la GPU. El rendimiento
que se obtiene al ejecutar el algoritmo en la arquitectura Tesla M2050
se compara con los resultados obtenidos de las arquitecturas GeForce
GT 120 y GeForce 9800 GX2. La imagen que se utiliz o fue Girl con
10% de ruido impulsivo. Estudio realizado en (S anchez y col. 2012c).
La gura 6.25 compara el rendimiento en megap xeles por segundo
obtenido en las tres arquitecturas de GPU utilizadas en esta tesis
y para los tres tipos de acceso a los datos en memoria de la GPU:
directamente a memoria global, texturas y compartida.
El rendimiento de la GPU GeForce GT 120 es mejor cuando se uti-
liza la memoria de textura en comparaci on con las otras dos formas
de acceso. En la imagen con tama~ no 6144x4096 hay una peque~ na dis-
minuci on del rendimiento cuando se accede a trav es de la memoria
compartida, debido a la sobrecarga asociada en las transferencias. To-
dos los hilos obtienen los datos de la memoria del device a la memoria
compartida.
El rendimiento obtenido al paralelizar con la GPU GeForce9800 GX2
con la memoria de textura es la mejor opci on para acceder a los datos
seguidos por el acceso a trav es de la memoria compartida. En tama~ nos
6144x4096 con memoria global, la memoria de textura tiene una dis-
minuci on del rendimiento, debido a la sobrecarga generada por las
transferencias. En este caso la velocidad de reloj del procesador con
el ancho de banda est a fuertemente acoplado, lo que se re
eja en la
diferencia entre la memoria global y textura.
La memoria de textura proporciona mejor rendimiento cuando se uti-
liza la tarjeta gr aca Tesla M2050. El uso del acceso a la memoria
compartida y el acceso a la memoria global, obtienen resultados muy
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similares. Se puede observar que que en la GPU Tesla M2050, inde-
pendientemente del tipo de acceso, el rendimiento del tama~ no de la
imagen 512x768 es menor comparada con los otros tama~ nos de ima-
gen. Esto se debe a que no hay datos sucientes para que todos los
cores trabajen.
Se puede observar que obviamente la arquitectura Fermi-Tesla supera
el rendimiento computacional comparado con las otras dos tarjetas
para todos los tama~ nos de imagen. Si hay m as ancho de banda, los
accesos son m as r apidos.
Para las tres arquitecturas el rendimiento es mejor con la memoria
de textura para cualquier tama~ no de imagen. Con estos resultados,
podemos decir que el uso de la memoria de textura es la mejor opci on
























GF 9800 Mem. Global
GF 9800 Mem. Texturas
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GF GT120 Mem. Global
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Figura 6.25: Rendimiento en megap xeles por segundo procesados para las etapas de
detecci on y ltrado usando diferente tama~ no imagen con tres modelos de tarjetas gr acas.
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6.5 Implementaciones h bridas CPU-GPU
Se analiz o la forma m as conveniente de distribuir los p xeles en multi-
cores y multi-GPU cuando se utilizan ambas arquitecturas en combi-
naci on, con la nalidad de obtener buen rendimiento computacional y
aprovechar el hardware con el que se cuenta.
La distribuci on de los p xeles entre los multicores y manycore disponi-
bles cuando se manejan ambas arquitecturas, se muestran en la gura
6.26. Los p xeles fueron repartidos entre los cores y GPUs disponibles
por grupos de las de p xeles. Por ejemplo, la gura 6.26b muestra la
partici on de la imagen en ocho bloques de las, que se reparten en























Figura 6.26: Distribuci on de la imagen en 4 GPUs y 8 cores.
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Tabla 6.17: Rendimiento en megap xeles por segundo para el procesamiento en multi-
GPU, y en implementaci on h brida.
multicore y









6.5.1 Resultados de la implementaci on CPU-GPU
La tabla 6.17 muestra los mejores resultados paralizando la imagen
building en multi-GPU (ver tabla 6.15) comparado con la combina-
ci on de multicore y multi-GPU. Se puede observar que para cualquier
tama~ no de imagen, es mejor usar la combinaci on de ambos, superan-
do al procesamiento en multi-GPU. An alisis presentado en (S anchez,
Vidal y Bataller 2011).
6.5.2 Carga computacional en la implementaci on CPU-GPU
La tabla 6.18 muestra la mejor combinaci on de GPU y cores CPU para
tama~ no de imagen building con 15% de ruido impulsivo, en la que se
proporciona mayor rendimiento diferente. Se presenta la distribuci on
 optima de la carga computacional en la GPU y por consecuencia el
resto se procesa en multicore. Se puede observar que, al incrementar
el tama~ no de imagen, incrementa la carga computacional en la GPU y
se utilizan m as GPUs. El mejor tiempo se muestra cuando m as carga
se asigna a la GPU dejando menos a los cores. Estudio presentado en
(S anchez, Vidal y Bataller 2011).
La tabla 6.19 muestra el rendimiento de la imagen Caps con 10% de
ruido impulsivo, usando los cores disponibles en el equipo de altas
prestaciones DSICMAC1 y 4 GPUs para la distribuci on de 1/8 de la
imagen en cores y 7/8 en GPU. El uso de cero cores implica que toda
la carga esta en 4GPUs. Como puede observarse en los resultados, la
paralelizaci on realizada usando el hardware de cores y GPUs, propor-
ciona mejores resultados que la paralelizaci on realizada  unicamente en
cuatro GPUs. An alisis presentado en (S anchez y col. 2011b).
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Tabla 6.18: Carga computacional de la imagen asignada para el procesamiento en GPU
y cores.
Tama~ no de la imagen GPUs cores Proporci on de imagen en GPU
96x64 1 16 1/4
192x128 1 11 3/8
384x256 1 7 1/2
768x512 1 9 3/4
1536x1024 2 9 3/4
3072x2048 2 9 3/4
3072x2048 4 11 7/8
6144x4096 4 7 7/8
Tabla 6.19: Rendimiento computacional (segundos) para 1/8 de imagen paralelizada en



















1146.6 Comparaci on de las implementaciones a nivel computacional
El uso de m as de tres cores con las cuatro GPUs proporciona me-
jor rendimiento computacional comparado con cuatro GPUs para el
tama~ no de imagen 3072x2048.
Para el tama~ no de imagen 6144x4096 la mejor combinaci on de ar-
quitectura para obtener el menor tiempo computacional ha sido con
cuatro GPUs y a partir de cinco cores con 1/8 de carga computacional
asignado a la GPU y 7/8 a la GPU, obteniendo el  optimo resultado
para ocho cores, a partir de ah  el rendimiento disminuye, pero sigue
siendo mejor que con cuatro GPUs.
6.6 Comparaci on de las implementaciones a nivel
computacional
En esta secci on vamos a presentar los resultados de las comparaciones
referente al rendimiento computacional de las distintas implementa-
ciones disponibles. En concreto en la secci on 6.6.1 comparamos im-
plementaciones secuenciales con implementaciones paralelas. Y en el
apartado 6.6.2 comparamos las distintas implementaciones paralelas
de las que disponemos (CPU, GPU, h bridas).
6.6.1 Secuencial versus paralela
En la tabla 6.20 y gura 6.27(a), se presenta la comparativa de la
versi on secuencial y la versi on paralela en la GPU utilizando texturas
y el formato de imagen RGBA para la imagen Lenna , con la m etrica
eucl dea en el peer group y la sustituci on del primer p xel no corrupto
por el p xel que se est a analizando (corrupto). An alisis presentado en
(S anchez y col. 2010).
Tabla 6.20: Speedup alcanzado para la imagen Lenna con 5% de ruido impulsivo para
distintos tama~ nos de imagen
Imagen de CPU(ms) GPU(ms) RGBA Speedup
entrada con texturas
256 19.29 1.40 13.76
512 70.75 4.39 16.10
1024 277.06 16.86 16.43
2048 1096.94 71.42 15.36
Como se observa, en el peor de los casos la versi on en GPU (paralela) es
13 veces m as r apida que la secuencial, lo cual es un excelente resultado.









































Figura 6.27: Speedup para distintos tama~ nos de imagen. a) CPU-GPU(RGBp con tex-
turas), b) Speedup para la imagen Lenna con 10% de ruido impulsivo.
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La tabla 6.21 se muestra por un lado, la comparativa en milisegundos
de los mejores resultados del procesamiento en GPU y CPU para di-
ferente tama~ no de im agenes y por otro lado, el speedup generado con
estos resultados. El resultado del speedup tambi en se muestra en la -
gura 6.27(b). Los resultados utilizan la m etrica fuzzy en el peer group
y el AMF como m etodo de ltrado con la imagen de Lenna y 10% de
ruido impulsivo. El acceso a los datos en GPU se realiza a trav es de
texturas.
Tabla 6.21: Rendimiento computacional en milisegundos para la ejecuci on en GPU y
CPU. Resultado de speedup
Tama~ no GPU CPU Speedup
256 1.79 111.88 62.30
512 7.11 467.63 65.69
1024 29.33 1932.72 65.89
2048 136.92 7907.12 57.75
Como puede observarse, incluso el peor resultado para la versi on de
GPU es 57 veces m as r apido que el secuencial, esto indica que es un
excelente resultado. Estudio presentado en (S anchez, Vidal y Bataller
2010).
El speedup generado al procesar la imagen world con y sin texturas,
se presenta en la tabla 6.22. Esta misma tabla muestra una compara-
tiva del tiempo computacional de la ejecuci on sin texturas (sT) y con
texturas (T) para el acceso a los datos en GPU. Estos tiempos inclu-
yen el tiempo de transferencia de los datos entre CPU-GPU. Como
puede observarse, se llega a obtener una mejora de hasta un 12x-13x.
An alisis presentado en (S anchez y col. 2011c).
Tabla 6.22: Speedup alcanzado con la imagen world y 20% de ruido impulsivo.
GPU GPU Secuencial Speedup Speedup
%Ruido sT T sT T
5% 111.21 76.63 939.21 8.44 12.25
10% 143.93 83.48 1035.61 7.19 12.40
20% 162.29 91.62 1182.71 7.28 12.90
30% 168.91 96.57 1284.46 7.60 13.30
Para un 5% de ruido se obtiene una mejora del 91.84%, en 10% la
ganancia es del 91.93%, para el 20% se obtiene una mejora del 92.25%
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y para un 30% del 92.48%. Se compara las versiones, secuencial y

























Figura 6.28: Comparativa del rendimiento computacional GPU vs CPU
Continuando con las comparativas, la tabla 6.23 muestra los tiempos
entre la versi on secuencial y la versi on paralela en GPU con textu-
ras para la imagen de Lenna con 5% de ruido impulsivo. Como puede
observarse, el speedup generado alcanza aproximadamente un 15x, con-
forme se incrementa el tama~ no se mantiene el speedup, con lo que se
concluye que el proceso es escalable. Estos resultados fueron analiza-
dos y presentados en (S anchez y col. 2011a).
Tabla 6.23: Speedup alcanzado con la imagen Lenna para diferente tama~ no de imagen
con 5% de ruido impulsivo.
Tama~ no Texturas con GPU CPU Speedup
128 0.87 8.17 9.39
256 2.39 31.84 13.32
512 8.54 126.96 14.87
1024 33.08 491.20 14.85
2048 136.14 1961.51 14.41
4096 545.59 7895.66 14.47
En la tabla 6.24 se muestra una comparativa de los resultados obteni-
dos al procesar la imagen de Lenna con 10% de ruido impulsivo en
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Tabla 6.24: Rendimiento computacional en milisegundos para imagen Lenna procesada
en CPU y GPU con cudaMallocHost
256 512 1024 2048
CPU 19.29 70.75 277.06 1096.94
GPU 3.84 23.26 94.68 412.92
CPU y GPU. En GPU se usa la funci on cudaMallocHost y texturas.
Se utiliza la m etrica fuzzy en el peer group y para la correcci on el pri-
mer p xel de la ventana que no es corrupto se reemplaza por el central
que se est a analizando. An alisis presentado en (S anchez y col. 2010).
Tambi en se puede deducir de la tabla 6.24, que en todos los casos la
ganancia obtenida de utilizar GPU frente a CPU es mayor del 62%.
En la gura 6.29 se muestra la comparativa del coste computacional
obtenido entre la versi on secuencial y paralela para la implementaci on
de los algoritmos 12, 13 y 15 en una imagen de mamograf a. Estos
algoritmos utilizan la m etrica fuzzy (M) y la distancia eucl dea en
el peer group y en el paso de ltrado se utiliza el AMF de los no
corruptos, an alisis presentado en (S anchez, Vidal y Bataller 2012).


























Figura 6.29: Comparaci on de los ltros paralelos y secuenciales de una imagen ma-
mogr aca con ruido impulsivo del 20%.
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procesan cuando se utiliza la GPU independientemente de la m etrica
utilizada.
6.6.2 Comparaciones entre las implementaciones: secuenciales,
paralelas en CPU, GPU e h bridas.
La comparaci on de la imagen Caps con los mejores resultados obte-
nidos de forma secuencial, paralela en multicore, paralela en GPU y
paralela utilizando cuatro GPUs se muestra en la tabla 6.25.
Tabla 6.25: Mejores tiempos computacionales en segundos de la ejecuci on en diferentes
arquitecturas para la imagen Caps.
Tama~ no de imagen CPU multicore GPU Multi-GPU(4GPUs)
96x64 0.0037 0.0009 0.0009 0.1058
192x128 0.0148 0.0024 0.0022 0.1061
384x256 0.0601 0.0083 0.0071 0.1074
768x512 0.2381 0.0274 0.0267 0.1117
1536x1024 0.9367 0.0986 0.1047 0.1306
3072x2048 3.7023 0.3817 0.3415 0.2019
6144x4096 14.7825 1.4790 1.0681 0.4734
Estos resultados son los mejores obtenidos para cada tama~ no y arqui-
tectura empleada (ver tablas 6.1 y 6.14). El tiempo obtenido por una
GPU es similar al obtenido al paralelizar a trav es de 16 cores, pero si
el tama~ no de la imagen incrementa, entonces la diferencia de tiempo
incrementa. Como puede observarse, para el menor tama~ no testeado es
preferible utilizar multicore. A partir de la imagen 192x128 la ejecuci on
en GPU empieza a obtener mejor rendimiento que de manera secuen-
cial o con multicores. La utilizaci on de multi-GPU obtiene mejores
resultados para tama~ nos de im agenes mayores o iguales a 3072x2048.
En la tabla 6.26 se resume los mejores resultados en cada arquitectura
y se compara con la implementaci on h brida para los dos tama~ nos de
imagen mayores testados. La mejor carga computacional para cada
tama~ no se obtiene de la tabla 6.19. Como puede observarse, la imple-
mentaci on h brida reduce en un 57% a la implementaci on en cuatro
GPUs para un tama~ no de 3072x2048 y de un 31.54% para el tama~ no
de imagen 6144x4096.
El mejor tiempo para la imagen 3072x2048 fue de 0.3817 segundos con
16 cores y de 0.2019 segundos utilizando cuatro GPUs. Estos tiempos
han sido reducidos distribuyendo la carga computacional entre las dos
arquitecturas, obteniendo por ello 0.0851 seg.
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Tabla 6.26: Mejores tiempos computacionales en segundos de la ejecuci on en core de la
imagen Caps.
Tama~ no de imagen CPU Multi-core GPU Multi-GPU(4GPUs) CPU-GPU
3072x2048 3.7023 0.3817 0.3415 0.2019 0.0851
6144x4096 14.7825 1.4790 1.0681 0.4734 0.3241
Para el tama~ no de imagen 6144x4096 el mejor tiempo en multicores
se present o utilizando 16 cores con 1.4790 segundos y 0.4734 segundos
con cuatro GPUs.
El menor coste computacional de GPUs (tabla 6.1) y 16 cores-CPU
(6.14), se presenta cuando se utilizan las GPUs, no necesariamente
con el tiempo de ejecuci on de las cuatro GPUs, como es el caso de
las im agenes cuyo tama~ no es menor que 3072x2049. Se obtiene mayor
rendimiento computacional para los dos  ultimos tama~ nos de im agenes
utilizando cuatro GPUs frente a los 16 cores.
Para tama~ nos m as grandes que 384x256, se obtienen mejores resulta-
dos cuando todos los cores se utilizan. Por el contrario, para tama~ nos
peque~ nos es mejor usar ocho cores.
Para tama~ nos de im agenes menores que 768x512, es mejor usar una
GPU. Para tama~ nos de im agenes entre 768x512 y 3072x2048, es me-
jor utilizar dos GPUs. Para tama~ nos de im agenes mas grande que
6144x4096, es mejor emplear cuatro GPUs.
La paralelizaci on realizada usando cores CPU y GPUs proporciona
mejores resultados que la paralelizaci on realizada  unicamente en 4
GPUs o con cores CPU, dicha combinaci on se lleva a cabo para dis-
minuir los costes computacionales. En esta implementaci on, el mejor
tiempo se muestra cuando m as carga se asigna a la GPU dejando con
menos carga a los cores. La mejor combinaci on de arquitectura para
obtener el menor tiempo computacional fue con 4 GPUs y a partir de
5 cores con 1/8 de carga computacional asignado a la GPU y 7/8 a la
GPU.
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6.7 Comparaci on de los algoritmos a nivel de calidad
En esta secci on comparamos la calidad obtenida por los distintos al-
goritmos estudiados en esta tesis. Hay que destacar que ateni endose a
la calidad, no es relevante la distinci on entre s  la implementaci on en
secuencial o paralela.
6.7.1 Evaluaci on de la calidad en im agenes en escala de grises
Se hizo un an alisis de los algoritmos que utilizan el peer group, compa-
rando tres m etricas: dos fuzzy (M y G) y una eucl dea, con la nalidad
de lograr un buen balance entre la calidad y la velocidad. La imagen
utilizada para este an alisis es una mamograf a con 5%, 10% y 20%
de ruido impulsivo. Estudio presentado en (S anchez, Vidal y Bataller
2012).
Los resultados obtenidos de calidad usando dos ltros (mediana y
media) se muestran en la tabla 6.27, sin tomar en cuenta la etapa de
detecci on. La mejor calidad se presenta con el ltro de mediana para
cualquier porcentaje de ruido.
La calidad obtenida del ltro de mediana y media utilizando el peer
group para detectar el ruido impulsivo con dos m etricas fuzzy y una
eucl dea, se muestra en la tabla 6.28. En este caso se considera todos
los p xeles no corruptos de la ventana para el paso de ltrado. El ltro
de media es mejor que el de mediana para cualquier m etrica usada,
excepto para 5% de ruido. La calidad obtenida para las m etricas son
similares, siendo un poco mejor la m etrica fuzzy (M).
La calidad obtenida de la media y mediana utilizando todos los p xeles
de la ventana de ltrado (corruptos o no corruptos) comparada con
las tres m etricas para el peer group, se muestra en la tabla 6.29. La
mediana es mejor que la media y los resultados de las tres m etricas
tienen resultados similares.
Tabla 6.27: Calidad obtenida considerando todos los p xeles de la ventana W para el
paso de ltrado.
5% 10% 20%
PSNR MAE MSE PSNR MAE MSE PSNR MAE MSE
Media 26.97 6.26 130.62 23.84 10.60 268.76 20.23 18.01 617.20
Mediana 46.65 0.50 1.41 42.14 0.57 3.97 31.50 0.96 46.00
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Comparando las tablas 6.28 y 6.29 para un 5% y 10% de ruido, se
puede observar que los mejores resultados se obtienen cuando se usa
la mediana y considerando todos los p xeles de la ventana para el paso
del ltrado, adem as, el usar el paso de detecci on y despu es el ltrado
es la mejor opci on de eliminaci on del ruido. Con el mayor porcentaje
de ruido presentado, el ltro media es  optimo al considerar  unicamente
los p xeles no corruptos en el paso de ltrado. Con las tres m etricas
que se usaron se puede obtener similares resultados, aunque un poco
mejor con la m etrica fuzzy (M).
Con la nalidad de determinar el coste computacional en cada etapa,
se compar o el procesamiento en Megap xeles/segundo para un 10% y
20% de ruido, la tabla 6.30 muestra los resultados. Como se puede ob-
servar, el coste computacional es m as costoso cuando se usa la m etrica
fuzzy comparada con la m etrica eucl dea, el paso de ltrado es m as
costoso que el paso de detecci on y por  ultimo, el c alculo del promedio
es m as r apido que la media. La m etrica fuzzy G es m as r apida que la
m etrica M, porque G  unicamente realiza c alculos aritm eticos mien-
tras que con M hay una comparaci on para calcular el valor m aximo.
Algunas de las im agenes obtenidas tras realizar el proceso de ltrado
se muestran en la gura 6.30 para 20% de ruido. Estudio presentado
en (S anchez, Vidal y Bataller 2012)
Si se quiere tener calidad y coste computacional al mismo tiempo, se
debe ejecutar los dos pasos: detecci on y ltrado, y la m etrica eucl dea
en el paso de detecci on proporciona mejores tiempos computacionales
aunque la calidad es un poco inferior a la m etrica fuzzy.
Para un porcentaje menor que el 10% de ruido, la mejor elecci on es
emplear la media de todos los p xeles (incluyendo los p xeles corruptos)
en el paso de ltrado.
Tabla 6.28: Calidad obtenida considerando  unicamente los p xeles no corruptos para el
paso de ltrado.
Fuzzy (M) Fuzzy (G) Eucl dea
PSNR MAE MSE PSNR MAE MSE PSNR MAE MSE
5% Medianc 47.64 0.06 1.12 47.42 0.07 1.18 47.42 0.07 1.18
Mediananc 48.33 0.05 0.96 48.11 0.06 1.00 48.06 0.06 1.02
10% Medianc 42.81 0.13 3.41 42.59 0.14 3.58 42.59 0.14 3.58
Mediananc 42.59 0.12 3.58 42.36 0.13 3.78 42.36 0.13 3.78
20% Medianc 35.52 0.46 18.24 35.48 0.48 18.43 35.48 0.48 18.43
Mediananc 34.02 0.47 25.77 34.00 0.49 25.88 34.00 0.49 25.88
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Tabla 6.29: Calidad obtenida considerando todos los p xeles de la ventana W para el
paso de ltrado.
Fuzzy (M) Fuzzy (G) Eucl dea
PSNR MAE MSE PSNR MAE MSE PSNR MAE MSE
5% Mediaa 35.09 0.82 20.15 35.09 0.83 20.16 35.08 0.83 20.97
Medianaa 50.91 0.05 0.53 50.48 0.06 0.58 50.56 0.06 0.57
10% Mediaa 30.67 1.84 55.77 30.69 1.83 55.44 30.69 1.83 55.44
Medianaa 43.33 0.12 3.02 43.18 0.13 3.13 43.18 0.13 3.13
20% Mediaa 24.29 5.80 241.90 24.38 5.72 237.37 24.38 5.72 237.37
Medianaa 31.98 0.52 41.20 31.93 0.54 41.74 31.93 0.54 41.74
Tabla 6.30: Rendimiento computacional en megap xeles por segundo para un 10% y
20% de ruido impulsivo.
Fuzzy (M) Fuzzy (G) Eucl dea
Detecci on Filtrado Detecci on Filtrado Detecci on Filtrado
10%
Medianc 170.90 84.04 196.37 84.37 258.26 84.21
Mediananc 170.99 36.36 196.12 36.57 258.26 36.51
Mediaa 170.98 80.11 196.32 80.29 258.26 80.28
Medianaa 171.16 25.21 195.91 25.28 258.42 25.27
20%
Medianc 170.72 54.16 196.15 54.77 258.42 54.72
Mediananc 170.73 25.16 196.29 25.34 258.50 25.42
Mediaa 170.62 47.61 196.12 48.18 258.26 48.17
Medianaa 170.82 6.73 196.18 6.93 258.20 6.93
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 6.30: Imagen de mamograf a, a) Original de 512x960 p xeles, b) 20% de ruido
impulsivo, c) Despu es del ltro de media, d) Despu es del ltro mediana, e) Despu es
del ltro medianc-fuzzy(M), f) Despu es del ltro medianc-eucl dea, g) Despu es del ltro
medianaa-fuzzy(M), h) Despu es del ltro medianaa-eucl dea.
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5% 5% 10% 10% 20% 20% 30% 30%
Caps 45 63 45 51 57 53 51 52
Estatua 70 70 70 70 70 70 70 65
Cuando el ruido es mayor que el 10%, la mejor opci on es el uso de la
mediana de los p xeles no corruptos en el paso de ltrado.
6.7.2 Evaluaci on de la calidad en im agenes a color
Se analiz o la calidad obtenida de las im agenes cuando se a~ nade ruido
impulsivo y uniforme con la m etrica eucl dea en el peer group. Se
denotar a M
 para referirnos al ruido uniforme y M para el ruido
"sal y pimienta". Se calcul o de manera heur stica los valores para m y
d. En la tabla 6.31 se muestra los mejores resultados para el par ametro
d con diferente porcentaje y tipo de ruido utilizado para dos im agenes
con distinta intensidad de color. Como puede observarse, el valor d
es menor en im agenes con variedad de colores y es mayor con poca
variaci on del color o colores oscuros, como es el caso de "Estatua".
Los valores de m y d depender a de la intensidad y el tipo de ruido
que se est a controlando. El valor  optimo de d para im agenes a color y
m etrica eucl dea est a en el intervalo [60,70]. Para estas dos im agenes
y ruido uniforme, los mejores resultados se obtienen con m = 2, en
contraste con el ruido impulsivo que tiene dos variantes: m = 2, cuando
las im agenes tienen una menor intensidad del ruido o igual a 10% y
m = 3 cuando es mayor que 10%. Esto se ilustra en la gura 6.31.
Para la imagen Goldhill con 10% de ruido impulsivo es 49 y para 10%
de ruido uniforme es 46. Estudio realizado en (S anchez y col. 2011c).
La calidad obtenida con los m etodos 13 (que utiliza la m etrica eucl dea)
y 15 han sido comparados con otros ltros: VMF, FIVF, NAVMF,
PGF, FPGF, IPGF y IFPGF cuyos resultados est an publicados en el
trabajo (Camarena y col. 2010b) que reeren a la ejecuci on de forma
secuencial. Las tablas 6.32, 6.33, 6.34 y 6.35 muestran dicha compa-
rativa. La tabla 6.32 re
eja los resultados obtenidos en calidad con
la imagen Caps y ruido uniforme. La columna PGME paralelo* es
una versi on de la PGME paralelo si se conoce de antemano que el
ruido de la imagen es de tipo "sal y pimienta", trabajando s olo con



































Figura 6.31: Calidad en t erminos PSNR para la imagen Caps. a) Ruido impulsivo, b)
Ruido uniforme.



































Figura 6.32: Calidad en t erminos PSNR para la imagen "Estatua". a) Ruido impulsivo,
d) Ruido uniforme.
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p xeles que tienen un valor extremo en uno de sus canales. La tabla
6.33 presenta la calidad obtenida de la imagen Caps con ruido impul-
sivo valor uniforme. Como puede observarse, para la mayor a de los
casos el algoritmo paralelo elimina mayor cantidad de ruido que con
los otros ltros.
Tabla 6.32: Resultados del calidad para la imagen Caps corrupta con diferentes densi-
dades de ruido impulsivo.
5% 10% 20% 30%
Filtro MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD
Ruido 2.54 21.76 2.96 4.84 18.97 5.57 9.97 15.81 11.42 14.67 14.15 17.02
VMF 2.65 32.11 1.83 2.80 31.66 1.92 3.05 30.94 2.08 3.38 29.89 2.30
FIVF 0.31 37.95 0.30 0.63 35.22 0.54 1.21 32.41 1.02 1.85 29.77 1.62
NAVMF 0.25 39.87 0.25 0.51 36.33 0.49 1.16 32.57 0.99 1.85 29.99 1.58
PGF 0.41 37.43 0.33 0.66 34.63 0.59 1.28 31.24 1.23 2.17 29.14 1.96
FPGF 0.39 37.26 0.34 0.66 34.16 0.62 1.54 29.59 1.40 3.31 26.31 2.33
IPGF 0.23 39.32 0.25 0.41 37.79 0.43 0.86 34.91 0.85 1.39 32.61 1.31
IFPGF 0.35 37.88 0.29 0.64 34.18 0.57 1.34 31.72 1.11 2.12 28.50 1.83
PGME paralelo 0.30 38.43 0.32 0.58 35.16 0.59 1.22 32.60 1.26 1.98 29.53 2.11
PGME paralelo* 0.27 39.27 0.26 0.51 35.84 0.53 1.46 33.67 1.09 1.71 30.92 1.72
Tabla 6.33: Calidad obtenida para la imagen Caps corrupta con diferentes densidades
de ruido uniforme
5% 10% 20% 30%
Filtro MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD
Ruido 4.29 20.75 3.72 8.31 17.86 7.22 16.77 14.79 14.55 25.28 13.00 21.97
VMF 2.74 31.68 1.88 2.96 31.07 2.00 3.54 29.12 2.37 4.76 25.71 3.38
FIVF 0.32 38.32 0.21 0.66 35.11 0.40 1.34 31.71 0.82 2.16 28.65 1.37
NAVMF 0.30 38.98 0.19 0.55 36.45 0.36 1.28 32.16 0.81 2.27 28.31 1.49
PGF 0.44 37.59 0.26 0.63 36.25 0.40 1.20 33.42 0.77 1.92 30.56 1.23
FPGF 0.41 38.05 0.25 0.63 36.35 0.39 1.35 32.62 0.83 2.49 28.69 1.41
IPGF 0.27 39.23 0.18 0.52 36.66 0.34 1.15 32.62 0.78 2.31 27.78 1.67
IFPGF 0.38 38.50 0.23 0.59 36.78 0.36 1.16 33.44 0.72 1.88 30.61 1.14
PGME paralelo 0.33 39.25 0.23 0.57 37.04 0.37 1.19 33.51 0.77 1.93 30.34 1.27
La gura 6.33 muestra la imagen Caps con 20% de ruido impulsivo y
uniforme, el mapa de detecci on con los p xeles corruptos encontrados,
y las im agenes resultantes despu es del paso de ltrado.
La tabla 6.34 muestra los resultados obtenidos para la imagen estatua
y ruido impulsivo. Como puede observarse, el m etodo PGME paralelo
y AMF, suprime mayor cantidad de ruido compar andolo con los otros
ltros, para todas las densidades.
La tabla 6.35 muestra los resultados obtenidos para la imagen "Esta-
tua" con ruido impulsivo y ruido uniforme. Se puede ver el m etodo
utilizado es muy competitivo con este tipo de ruido.
La gura 6.34, muestra la imagen de "estatua" con 20% de ruido uni-
forme, mapa de detecci on de p xeles ruidosos, y la imagen resultante
despu es del proceso de ltrado.
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(a) (b) (c)
(d) (e) (f)
Figura 6.33: Comparativa de la imagen Caps. a) Imagen con un 20% de ruido im-
pulsivo, b) Detecci on de los p xeles ruidosos, c) Imagen ltrada, d) Imagen con 20% de
ruido uniforme, e) Detecci on de los p xeles ruidosos, f) Imagen ltrada.
Tabla 6.34: Calidad obtenida con la imagen "Estatua" corrupta con diferentes densi-
dades ruido impulsivo.
5% 10% 20% 30%
Filtro MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD
Ruido 2.53 22.30 4.45 5.03 19.21 8.67 10.04 16.24 17.49 14.82 14.54 25.89
VMF 5.39 26.92 3.72 5.58 26.72 3.84 6.04 26.22 4.14 6.45 25.82 4.46
FIVF 1.22 29.17 0.99 1.94 27.83 1.49 2.97 26.59 2.38 4.02 25.24 3.51
NAVMF 0.90 30.80 0.75 1.45 29.31 1.27 2.65 27.35 2.18 3.84 25.85 3.26
PGF 1.58 27.76 0.98 1.91 27.57 1.48 2.87 26.12 2.92 4.80 23.96 4.34
FPGF 1.46 28.26 0.99 1.98 27.39 1.62 3.70 24.57 3.17 6.10 22.08 5.40
IPGF 0.57 33.38 0.42 1.10 30.97 0.79 2.05 28.98 1.50 3.15 27.43 2.38
IFPGF 1.36 28.47 0.86 1.86 27.45 1.36 3.07 25.22 2.87 4.70 23.41 3.77
PGME paralelo 0.91 30.62 1.11 1.49 28.73 2.14 2.64 26.42 4.23 4.28 24.57 5.99
PGME paralelo* 0.58 33.52 0.80 1.06 31.37 1.21 1.98 29.22 2.17 2.87 27.72 3.23
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Tabla 6.35: Comparaci on de la calidad de la imagen "Estatua" con ruido uniforme
5% 10% 20% 30%
Filtro MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD
Ruido 3.59 21.99 3.71 7.39 18.82 7.53 15.10 15.75 15.52 22.67 13.99 23.29
VMF 5.49 26.83 3.80 5.82 26.44 4.01 6.63 25.63 4.54 7.81 24.24 5.35
FIVF 1.22 29.17 0.70 1.97 27.78 1.19 3.04 26.69 1.93 4.31 25.13 2.86
NAVMF 0.92 30.64 0.55 1.49 29.30 0.94 2.70 27.55 1.74 4.26 25.41 2.82
PGF 1.52 28.02 0.81 1.88 27.82 1.09 2.73 27.02 1.71 3.88 25.53 2.57
FPGF 1.40 28.61 0.77 1.89 27.85 1.09 3.35 25.81 1.99 5.55 23.41 3.38
IPGF 0.67 32.66 0.43 1.25 30.62 0.83 2.43 28.18 1.62 4.00 25.77 2.84
IFPGF 1.29 28.84 0.69 1.75 28.10 1.00 2.73 26.74 1.64 3.92 25.27 2.43
PGME paralelo 0.86 31.13 0.57 1.45 29.49 1.08 2.62 27.47 2.11 3.95 25.54 3.06
(a) (b) (c)
(d) (e) (f)
Figura 6.34: Imagen "Estatua". a) 20% de ruido impulso, b) Detecci on de p xeles
ruidosos, c) Filtrada, d) 20% de ruido uniforme, e) Detecci on de p xeles ruidosos, f)
Imagen ltrada.
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La tabla 6.36 muestra una comparativa de los resultados para el pro-
cesamiento de im agenes Goldhill (con el m etodo PGME paralelo y
AMF paralelo) con los resultados presentados en (Smolka 2010). Se
puede observar que para los dos modelos de ruido utilizados, el m eto-
do empleado supera en PSNR y NCD a los ltros con los que se com-
para: PGSR, SANRF, ACWVMF, VLUMS, FANRF, PGF, FPGF,
FMVMF, MICM , AVMF, RODSVMF, AVLUMS, FFNRF y VMF.
La imagen resultante y el mapa de ruido despu es del proceso de de-
tecci on y ltrado de la imagen world de tama~ no 24001200 p xeles,
se muestra en la gura 6.35, con un 20% de ruido uniforme.
Se realiza una comparativa de calidad del m etodo PGME paralelo con
el m etodo Iterativocoseno. En la tabla 6.37 se muestran los resultados
Tabla 6.36: Calidad obtenida de la imagen Goldhill corrupta con 10% de ruido impul-
sivo.
Sal y pimienta Ruido Uniforme
Filtro MAE PSNR NCD MAE PSNR NCD
PGSF 0.75 36.14 6.71 0.81 35.86 6.81
SANRF 0.01 35.94 8.01 0.78 36.05 6.9
ACWVMF 0.04 35.9 6.2 0.84 35.41 7.33
VLUMS 0.04 35.85 6.25 0.85 35.41 7.39
FANRF 0.04 35.66 6.83 0.81 34.73 7.34
PGF 0.07 35.28 5.85 0.83 35.10 6.76
FPGF 0.07 35.37 6.79 0.82 34.95 7.19
FMVMF 0.07 35.48 6.17 0.84 34.50 6.99
MICM 0.03 35.64 6.67 0.94 33.72 9.09
RODSVMF 0.1 35.37 7.08 0.85 34.37 9.34
AVLUMS 0.66 34.5 9.5 1.7 33.24 11.32
AVMF 0.19 34.22 9.46 0.96 33.50 8.32
FFNRF 0.28 34.21 6.88 1.03 33.24 7.87
VMF 4.13 30.01 41.87 4.98 28.89 43.9
PGME paralelo 0.83 34.91 7.9 0.77 36.26 5.3
PGME paralelo* 0.61 38.79 0.41 0.77 36.26 5.3
(a) (b) (c)
Figura 6.35: Imagen world. a) 20% de ruido impulso, b) Detecci on de p xeles ruidosos,
c) Imagen ltrada.
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para dos im agenes, Caps y "Estatua" para diferente porcentaje de
ruido impulsivo.
Como puede verse, el m etodo Iterativocoseno obtiene una calidad com-
petitiva al compararse con el otro ltro. Este m etodo tiene la ventaja
de que se desconoce inicialmente la cantidad de ruido presente en la
imagen y sin dependencia de varios par ametros que se calculan pre-
viamente para obtener buenos resultados en calidad.
6.7.3 Evaluaci on del m etodo de parametrizaci on
Como puede observarse en el apartado anterior, cuando se utiliza el
peer group con cualquier m etrica, se requiere de un estudio previo
heur stico para conocer los mejores valores de los par ametros (d, m
para la distancia eucl dea y coseno del  angulo y adem as del valor de
k para la m etrica fuzzy) con los que se obtiene mayor calidad. Se ha
propuesto un m etodo de parametrizaci on que se explic o en el apartado
4.4, con la nalidad de evitar este tipo de c alculos previos.
Los resultados obtenidos al aplicar el m etodo de parametrizaci on para
valores d, m y k, se muestran en la tabla 6.38 para 5, 10, 20, 30, 40 y
50% de ruido impulsivo.
Se puede observar que el valor de k es 1024 para todas las im agenes y
con cualquier porcentaje de ruido. El valor d es el mismo para im agenes
con ruido mayor o igual al 20%, de esta forma solo se tienen tres
valores para d, 0.9, 0.88 y 0.85. El valor m tiene tres valores, 2, 4 y 5,
donde  este  ultimo se presenta en im agenes con ruido mayores al 20%.
Con la anterior deducci on podemos reducir la tabla 6.38 a la tabla
6.39 en la que se consideran todos los porcentajes de ruido.
Si se conoce de antemano el porcentaje de ruido que contiene la ima-
gen a color, se aplican los valores de la tabla 6.38, esto solo se presenta
en pruebas para vericar la validez o eciencia de un m etodo o pro-
cedimiento. En im agenes reales no se conoce inicialmente la cantidad
de ruido que contiene la imagen, por lo que se desconoce los mejores
Tabla 6.37: Comparaci on de calidad con cuatro algoritmos para la imagen Caps y
"Estatua" con ruido impulsivo.
Filtro
5% 10% 20% 30%
MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD MAE PSNR NCD
Caps PGME paralelo 0.30 38.43 0.32 0.58 35.16 0.59 1.22 32.60 1.26 1.98 29.53 2.11
Iterativocoseno 0.83 34.08 0.01 1.18 32.41 0.01 2.10 30.31 0.02 3.39 27.96 0.03
"Estatua" PGME paralelo 0.91 30.62 1.11 1.49 28.73 2.14 2.64 26.42 4.23 4.28 24.57 5.99
Iterativocoseno 1.15 30.19 0.01 1.77 28.54 0.01 3.34 25.79 0.03 5.28 23.73 0.05
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Tabla 6.38: Mejores valores despu es del proceso de parametrizaci on para los par ametros
m, d y k con distinto porcentaje de ruido impulsivo.
% k m d
5 1024 2 0.9
10 1024 2 0.88
20 1024 4 0.85
30 1024 5 0.85
40 1024 5 0.85
50 1024 5 0.85
Tabla 6.39: Mejores valores despu es del proceso de parametrizaci on para los par ametros
m y d de forma ascendente.






par ametros con los que se elimina mayor cantidad de ruido. En estos
casos, el m etodo propuesto es:
1. Ejecutar el ltro con los par ametros d y m de la tabla 6.39. Estos
valores incluyen todos los mejores resultados en todos los porcen-
tajes de ruido, comenzando con los par ametros del 5%, o bien,
2. Ejecutar el ltro con los par ametros d y m en el orden inverso
como se muestra en la tabla 6.40. Este orden comienza con los
valores donde se supone que el ruido es mayor o igual al 20%.
Tabla 6.40: Mejores valores despu es del proceso de parametrizaci on para los par ametros
m y d de forma descendente.






Para vericar la calidad obtenida despu es de aplicar la primera y se-
gunda opci on del m etodo, se eligi o una imagen al azar y los resultados
son los que se muestran en la gura 6.36. Como puede observarse,
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cuando la imagen contiene un porcentaje de ruido menor o igual al
20%, son similares los resultados al ejecutar la primera o segunda so-
luci on del m etodo, sin embargo, para un ruido mayor o igual al 30%
es preferible la segunda soluci on. Aplicar la segunda soluci on cuando
se desconoce la cantidad de ruido que contiene la imagen es la mejor
opci on.
La calidad que se obtiene al ltrar la imagen Lenna de tama~ no 512x512
con 10% de ruido impulsivo, con cuatro m etodos distintos para eli-
minar el ruido impulsivo se muestra en la tabla 6.41. Como puede
observarse el m etodo Iterativocoseno elimina mayor cantidad de rui-
do en la imagen y el m etodo que elimina menos ruido es el "PGMC
secuencial y AMF". El que preserva mejor los detalles de la imagen
es el "PGME secuencial y AMF" y el que preserva menos detalles























Ejec. de 4 combinaciones Ascen.
Ejec. de 4 combinaciones Desc.
Figura 6.36: Calidad en t erminos PSNR para diferentes valores de m y d para cada
porcentaje de ruido.
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Tabla 6.41: Comparaci on de la calidad con cuatro m etodos y ltros usando imagen
Lenna y 10% de ruido impulsivo
M etodo PSNR MSE MAE
PGME secuencial y AMF 29.44 73.89 2.20
PGMF secuencial y AMF 29.32 76.13 2.24
PGMC secuencial y AMF 27.25 122.38 2.62
Filtro Iterativo Coseno y AMF 30.16 62.59 2.48
6.8 Conclusiones
En este cap tulo hemos presentado las implementaciones de los algorit-
mos tanto secuenciales como paralelos en arquitecturas CPU y GPU y
la combinaci on de ambos para eliminar el ruido impulsivo y uniforme.
Por un lado, se ha presentado el rendimiento computacional obteni-
do, y por otro, la calidad obtenida despu es de realizar el proceso de
ltrado.
Para obtener una buena calidad en la imagen ltrada, se ha utilizado
una primera etapa de detecci on de los p xeles ruidosos bas andose en
el concepto del peer group con m etricas fuzzy, eucl dea o coseno del
 angulo. En una segunda etapa se ltran aquellos p xeles cuya clasica-
ci on es corrupta, en la que se sustituye el p xel ruidoso por el c alculo
de la mediana o media aritm etica de los p xeles de la ventana de l-
trado. Filtrar la imagen utilizando en la etapa de detecci on la m etrica
fuzzy o eucl dea, proporciona pr acticamente la misma calidad (no lle-
ga al 1% PSNR de diferencia). Sin embargo, el coste computacional
al utilizar la m etrica fuzzy es mayor que con la distancia eucl dea
(26%-28% Megap xeles/segundo). En general, la calidad de los ltros
implementados en esta tesis comparados con otros, es competitiva.
Como se ha mencionado en cap tulos anteriores, el uso del peer group
con cualquiera de las m etricas, requiere un estudio previo heur sti-
co para ajustar algunos umbrales de entrada cuando se utiliza las
m etricas eucl dea, fuzzy y coseno, con la nalidad de obtener la mejor
conguraci on que proporcione buena calidad en la imagen ltrada. El
"m etodo de parametrizaci on" obtiene valores generales para los um-
brales que se puede aplicar independientemente de la cantidad de ruido
introducido y proporciona una calidad aceptable para diferentes tipos
de im agenes. Por otro lado, el algoritmo iterativo propuesto con la -
nalidad de disminuir la cantidad de los par ametros y evitar el estudio
previo heur stico, proporciona buena calidad en PSNR, MAE y NCD
independientemente de la densidad de ruido introducido. En algunos
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casos, los resultados se encuentran dentro de la misma magnitud con
respecto al ltro PGMEparalelo.
El rendimiento computacional se ha mejorado con la paralelizaci on
de los algoritmos en CPU y GPU. En las versiones secuenciales el
algoritmo optimizado mejora en un 27%-30% GFlops a la versi on
no optimizada. Estos resultados dependen de la cantidad de ruido
introducido. La versi on paralela optimizada con ocho cores, disminuye
en un 41% a la no optimizada paralela.
Al utilizar multicores se ha comprobado que para tama~ nos peque~ nos
de im agenes (9664 o 192128) el rendimiento computacional es  opti-
mo al utilizar ocho cores. Por el contrario, para tama~ nos mayores es
preferible repartir la carga computacional entre los cores disponibles
en el sistema. La versi on en multicores, reduce el tiempo computacio-
nal en un 76%- 90% en segundos con respecto a la versi on secuencial,
dependiendo del tama~ no de la imagen.
Cuando se trabaja con GPU, es necesario congurar algunas carac-
ter sticas para optimizar el procesamiento. Entre las que se podemos
mencionar las siguientes: la conguraci on de bloques e hilos, cantidad
de bytes por p xel a reservar en la memoria de la GPU, modo de reser-
va de memoria, acceso a los datos a trav es de la memoria de texturas
y acceso a los datos a trav es de la memoria compartida. En general,
el tama~ no de bloques es mejor cuando se agrupan en 1616 hilos, ex-
cepto para tarjetas gr acas que soportan 1024 hilos por bloque y el
tama~ no de la imagen es peque~ no (9664 o 192128), ya que hay cores
inactivos y por lo tanto el rendimiento no es el  optimo. Los mejores
resultados se han obtenido cuando se ha reservado espacio en la GPU
con 4 bytes porque se gana coalescencia en los accesos a memoria del
device. En las implementaciones desarrolladas cuando se accede a los
datos en memoria de la GPU a trav es de la memoria de texturas, se
ha obtenido menor coste computacional comparado con las otras op-
ciones. Hemos realizado diferentes pruebas con diferente tama~ no de
imagen y distinta cantidad de ruido, y en todas ellas se observa una
mejora considerablemente cuando se utiliza el acceso a memoria del
device con texturas.
En la pr actica, hemos observado que el tama~ no de la imagen a partir
del cual es conveniente utilizar una GPU es 768  512. Si se dispone
de m as GPUs, convendr a por tanto, asignar a cada GPU una porci on
de imagen en ese rango.
Hemos probado implementaciones h bridas GPU y multicores en un
co-procesamiento heterog eneo, encontrando que no necesariamente la
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carga computacional en cada arquitectura es del 50% y 50%, si no
que va a depender del tama~ no de la imagen y del hardware disponible.
Se ha comparado los resultados de una GPU con la versi on h brida y
se obtiene una mejora con  esta  ultima arquitectura entre el 70% y
75% en segundos. Cuando se utiliza la versi on h brida, la mejora es
de un 32%- 58% en segundos con respecto a la utilizaci on de varias
GPUs. Por  ultimo, la paralelizaci on en multicore mejora en un 78%
con la versi on h brida. Las mejoras anteriores se reeren a tama~ nos
de imagen mayores o iguales que 3072x2048 p xeles, pues a partir de
este tama~ no el co-procesamiento entre CPU-GPU se puede utilizar
con buenos resultados.
En todas las comparaciones entre implementaciones GPU frente a
CPU secuencial, la diferencia fue favorable a la GPU, con lo que se
concluye que siempre conviene utilizar versiones paralelas.
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7.1 Introducci on
Las im agenes obtenidas por Rayos X o Tomograf a Computarizada en
condiciones adversas pueden ser contaminadas con diversos ruidos que
pueden afectar la detecci on de enfermedades, por ejemplo, dicultar
la detecci on de microcalcicaciones. El uso de radiograf as computari-
zadas (CT por sus siglas en ingl es) en la pr actica cl nica ha seguido
por un alto incremento en el n umero de ex amenes realizados y casos
de sobredosis en pacientes, principalmente en ni~ nos en aplicaciones
pedi atricas.
Este cap tulo tiene como objetivo presentar las aplicaciones de los
m etodos de ltrado de ruido presentados anteriormente en esta tesis,
en im agenes m edicas de mamograf a y t orax para eliminar el ruido
impulsivo, gaussiano y/o speckle, y su relaci on con la reducci on de la
dosis de radiaci on.
El presente cap tulo se ha organizado de la siguiente manera. La sec-
ci on 7.2 presenta un m etodo dise~ nado para reducir el ruido gaus-
siano, impulsivo y speckle y la combinaci on de ambos, denominado
PGFDNL. Este m etodo combina el ltro difusivo no lineal con una
t ecnica de peer group y la m etrica fuzzy, ambos ltros introducidos en
la secci on 4. Se propone para eliminar el ruido en la imagen sin tener
informaci on inicial acerca del tipo de presente en la imagen. El estudio
de este an alisis ha sido presentado en (S anchez y col. 2012b).
139Cap tulo 7. Aplicaciones en im agenes m edicas
La secci on 7.3, presenta una t ecnica para la reducci on de dosis de ra-
diaci on en CT absorbidas por los pacientes, especialmente en ni~ nos en
aplicaciones pedi atricas a trav es del ltro de difusi on no lineal, presen-
tado en la secci on 4, manteniendo la integridad del diagn ostico. Se ha
estudiado el impacto del ajuste de varios milliAmpere-second (mAs)
en la calidad de la imagen obtenida de un fantoma RANDO. Esta
secci on trata la viabilidad de evaluar la precisi on de la metodolog a
empleada como una funci on de reducci on de la dosis. El an alisis y la
evaluaci on se ha presentado en (S anchez y col. 2012a).
7.2 Reducci on del ruido mediante el m etodo PGFDNL
Las t ecnicas de eliminaci on de ruido para restaurar las im agenes rui-
dosas es un importante objeto de estudio hoy en d a, por ejemplo, las
im agenes obtenidas por rayos X o CT en condiciones adversas. En el
caso de la adquisici on de im agenes mamogr acas,  estas pueden estar
contaminadas con ruido que puede afectar la detecci on de microcalci-
caciones.
En esta secci on se presenta la evaluaci on del m etodo PGFDNL (Peer
Group Fuzzy- Difusivo No Lineal) presentado en el apartado 4.5 para
eliminar el ruido impulsivo, gaussiano y speckle de las im agenes de
mamograf a. Las im agenes fueron ltradas con los m etodos PGMF,
FDNL y PGFDNL. El concepto de peer group con la m etrica fuzzy es
buen m etodo para eliminar el ruido impulsivo en la imagen, el m etodo
FDNL para eliminar el ruido gaussiano, el FDNL y ambos m etodos
pueden eliminar el ruido speckle. A continuaci on se analiza las ventajas
o prestaciones que se obtienen del m etodo PGFDNL con respecto a
los m etodos por separado.
7.2.1 An alisis de Resultados
Una de las im agenes originales que se han utilizado para las pruebas es
la que se muestra en la gura 7.1. Para mejor apreciaci on de la imagen
despu es del proceso de ltrado, se ha trabajado con un fragmento
de imagen de tama~ no 512960. Las im agenes originales para estas
pruebas, fueron obtenidas de la base de datos (PEIPA 2003) a las
cuales se les a~ nadi o ruido a trav es de la funci on de MATLAB imnoise
con diferentes magnitudes, asumiendo que estaban libres de ruido. Los
niveles de ruido introducidos en las im agenes fueron: ruido impulsivo
(densidad 0.10) , ruido gaussiano (media cero y varianza de 0.01 ) y
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Figura 7.1: Imagen de mamograf a. Tama~ no 10241024.
ruido speckle (varianza 0.04). Estos ruidos se introdujeron de forma
separada o combinada en la imagen.
El valor de los par ametros m y d cuando se utiliz o la m etrica fuzzy
fueron obtenidos a trav es de un estudio heur stico. Estos valores de-
penden del tipo y cantidad de ruido introducido. Los resultados son
los que se muestran en la tabla 7.1. En los casos en los que se consi-
dera la varianza, es el mismo valor para el par ametro m, m = 8, lo
que signica que se requiere involucrar a todos los p xeles vecinos de
la ventana de ltrado (en una ventana de tama~ no 3x3) para decidir si
el p xel es corrupto o no, de lo contrario, el valor es 4. En los casos con
varianza de 0.01, el valor de d es 0.92. A trav es de un proceso similar
al descrito en el art culo (Camarena y col. 2008) se obtiene el valor de
k, cuyo valor resultante fue de k=1024.
Aplicando los ltros PGMF, FDNL y PGFDNL a la imagen con 10%
de ruido impulsivo, los resultados obtenidos son los que se muestran en
la tabla 7.2. Esta tabla muestra la calidad en t erminos MAE, PSNR
y MSE despu es del proceso de ltrado con los ltros. Como se pue-
de observar, cuando la imagen contiene  unicamente ruido impulsivo, el
mejor m etodo de ltrado es el PGMF. Tambi en se puede usar el m eto-
do PGFDNL con poca diferencia en calidad con respecto al m etodo
anterior. El m etodo FDNL no proporciona buena calidad en la imagen
Tabla 7.1: Mejores valores para los par ametros d y m
m d
D = 0.10 para ruido impulsivo valor jo 5 0.85
2 = 0.01 para ruido gaussiano 8 0.92
D = 0.10 para ruido impulsivo y 2 = 0.01 ruido gaussiano 8 0.92
2 = 0.04 para ruido speckle 8 0.88
141Cap tulo 7. Aplicaciones en im agenes m edicas
Tabla 7.2: Calidad obtenida para la imagen de mamograf a con 10% de ruido impulsivo.
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 5.5365 40.6985 0.1793
Imagen ltrada por el m etodo FDNL 36.4523 24.3934 9.4899
Imagen ltrada por el m etodo PGFDNL 7.1813 39.5688 0.759
Imagen ruidosa 1.90E+02 15.3459 12.8218
resultante. La gura7.2a muestra la imagen con ruido impulsivo. La
gura 7.2b es la imagen ltrada obtenida despu es de aplicar el m etodo
PGMF, 7.2c y 7.2d son las im agenes obtenidas despu es de ltrarse
con los m etodos PGFDNL y FDNL respectivamente. Se puede obser-
var que los m etodos utilizados para obtener las im agenes 7.2b y 7.2c
son los mejores para este tipo de ruido.
(a) (b) (c) (d)
Figura 7.2: Imagen con a) Densidad (D) = 0.10 de ruido "sal y pimienta", b) Imagen
ltrada por el PGMF, c) Imagen ltrada por el PGFDNL, d) Imagen ltrada por el
FDNL.
.
Cuando la imagen contiene  unicamente ruido gaussiano, la calidad de
los m etodos FDNL y PGFDNL obtienen resultados muy similares y
son mejores que el m etodo PGMF. La tabla 7.3 muestra los resultados.
El m etodo FDNL y PGFDNL est an aproximadamente ocho unidades
de PSNR mejor, respecto a la imagen ruidosa.
La calidad obtenida despu es de ltrar las im agenes contaminadas con
los dos tipos de ruido, se muestran en la tabla 7.4 y las im agenes
obtenidas despu es de los ltros se encuentran en la gura 7.3.
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Tabla 7.3: Calidad obtenida para la imagen de mamograf a con varianza = 0.01 (ruido
gaussiano).
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 305.8954 23.2751 13.2662
Imagen ltrada por el m etodo FDNL 88.5022 28.6613 7.3277
Imagen ltrada por el m etodo PGFDNL 99.7893 28.14 6.9826
Imagen ruidosa 621.5723 20.1959 19.6725
Tabla 7.4: Calidad obtenida de la imagen con (D) = 0.10 y varianza = 0.01 (Ruido
impulsivo y gaussiano).
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 322.9214 23.0398 13.6645
Imagen ltrada por el m etodo FDNL 299.4993 23.3668 12.5675
Imagen ltrada por el m etodo PGFDNL 103.1628 27.9956 7.3411
Imagen ruidosa 2.23E+03 14.6383 29.6629
(a) (b) (c) (d)
Figura 7.3: a) Densidad (D) = 0.10 para ruido "sal y pimienta", y con varianza =
0.01 para ruido gaussiano, b) Imagen ltrada por el PGMF, c) Imagen ltrada por el
PGFDNL, d) Imagen ltrada por el FDNL.
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El m etodo PGFDNL es aproximadamente cuatro unidades de PSNR
mejor que los otros m etodos y con respecto a la imagen original ruidosa
es aproximadamente 13 unidades de PSNR. La gura 7.3c es la que
se visualiza mejor en calidad, que se corresponde a la imagen ltrada
con el m etodo PGFDNL.
Los resultados obtenidos despu es de aplicar los ltros con la imagen
que contiene ruido speckle se muestra en la tabla 7.5 y gura 7.4.
Tabla 7.5: Calidad obtenida para la imagen de mamograf a con ruido speckle.
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 1.25E+02 20.3004 19.0856
Imagen ltrada por el m etodo FDNL 1.02E+02 28.0572 7.412
Imagen ltrada por el m etodo PGFDNL 7.37E+03 27.1649 8.1496
Imagen ruidosa 8.47E+02 18.8536 23.3195
(a) (b) (c) (d)
Figura 7.4: a) Ruido speckle, b) Imagen ltrada por el PGMF, c) Imagen ltrada por
el PGFDNL, d) Imagen ltrada por el FDNL.
El m etodo PGFDNL y FDNL obtienen un comportamiento similar.
El m etodo PGMF con este tipo de ruido no lo elimina. Se puede apre-
ciar que en las guras 7.4c y 7.4d son las mejores im agenes ltradas,
correspondientes a los m etodo PGFDNL y FDNL.
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Otras pruebas.
Se ltraron im agenes de mamograf as con ruido uniforme correspon-
diente al 10%, la tabla 7.6 muestra los resultados. El ajuste de par ame-
tros para d y m, fueron 4 y 0.96 respectivamente, para el ltro que
utiliza la m etrica fuzzy y el peer group. Se puede observar que es me-
jor usar el m etodo PGMF para eliminar este tipo y cantidad de ruido,
aunque tambi en con el m etodo PGFDNL que proporciona similares
resultados. El m etodo FDNL por s  mismo no provee mejor calidad en
la imagen.
Tabla 7.6: Calidad de la imagen obtenida con (D) = 0.10 (Ruido impulsivo uniforme).
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 4.7986 41.3196 0.2324
Imagen ltrada por el m etodo FDNL 118.427 27.3963 6.2254
Imagen ltrada por el m etodo PGFDNL 6.6632 39.894 0.7643
Imagen ruidosa 7.93E+02 19.1365 7.3114
La tabla 7.7 muestra la calidad resultante despu es de aplicar el ltro
a la imagen con 20% de ruido impulsivo. La gura 7.5 muestra la
imagen ltrada. El ajuste de par ametros para d y m en este caso es
6 y 0.85 respectivamente cuando se utiliza la m etrica fuzzy y el peer
group.
Tabla 7.7: Calidad obtenida para la imagen de mamograf a con 20% de ruido impulsivo.
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 16.194 36.0373 0.4109
Imagen ltrada por el m etodo FDNL 500.667 21.1353 15.75
Imagen ltrada por el m etodo PGFDNL 11.5312 37.5121 0.9083
Imagen ruidosa 3.77E+03 12.3731 25.5063
La tabla 7.8 muestra los resultados cuando la imagen contiene 20%
de ruido uniforme. En este caso el ajuste de par ametros de m y d es
4 y 0.97 respectivamente cuando se utiliza la m etrica fuzzy y el peer
group.
Con esta densidad de ruido impulsivo, el m etodo PGFDNL provee una
mejor calidad que si se aplica  unicamente el m etodo PGMF.
Se puede concluir despu es de los resultados presentados que cuando la
imagen contiene  unicamente ruido impulsivo (valor jo) la mejor t ecni-
ca de ltrado es el PGMF, aunque el m etodo PGFDNL proporciona
similares resultados. Si la imagen contiene  unicamente ruido gaussiano
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(a) (b) (c) (d)
Figura 7.5: a) Densidad (D) = 0.20 de ruido "sal y pimienta", b) Imagen ltrada por
el PGMF, c) Imagen ltrada por el PGFDNL, d) Imagen ltrada por el FDNL.
Tabla 7.8: Calidad obtenida para la imagen de mamograf a con 20% de ruido uniforme.
MSE PSNR MAE
Imagen ltrada por el m etodo PGMF 8.6848 38.7432 0.3683
Imagen ltrada por el m etodoFDNL 273.37 23.7633 10.9101
Imagen ltrada por el m etodo PGFDNL 8.1951 38.9953 0.8187
Imagen ruidosa 1.60E+03 16.0896 14.7629
o speckle, la mejor t ecnica para eliminar el ruido fue el m etodo FDNL
seguido por muy cerca por el m etodo PGFDNL.
Cuando la imagen contiene ambos ruidos: impulsivo y gaussiano, la
mejor t ecnica es el PGFDNL (PGMF+ no lineal Difussion). La com-
binaci on del m etodo de Difusi on despu es del m etodo PGMF mejora la
calidad de la imagen obtenida, pero debe ejecutarse en este orden. Es-
ta sucesi on se debe a que, el uso de peer group y m etrica fuzzy elimina
ecientemente los valores extremos del ruido despu es el FDNL hace
una difusi on de los valores de los p xeles. Si el m etodo difusivo fuera
el primero, la eliminaci on de los valores extremos (ruido impulsivo)
fallar a.
Cuando se desconoce la informaci on del tipo de ruido contenido en la
imagen, el mejor m etodo de ltrado es PGFDNL.
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7.3 Reducci on de la dosis de radiaci on mediante el uso del
FDNL.
El uso de radiograf as computarizadas (CT por sus siglas en ingl es) en
la pr actica cl nica ha seguido por un aumento en el n umero de expo-
siciones realizadas y casos de sobredosis en pacientes, principalmente
en ni~ nos en aplicaciones pedi atricas.
En la t ecnicas radiogr aca, la cantidad de la radiaci on necesaria para
producir una imagen adecuada, es espec ca para los sistemas Screen-
Film y las condiciones de procesamiento qu mico. De lo contrario, el
proceso de adquisici on en CR es independiente del proceso de proyec-
ci on, y permite producir im agenes aceptables durante un gran rango
de exposiciones. Desafortunadamente, este hecho introduce el riesgo
de sobre-exposici on sistem atica.
Seg un ICRP (Comisi on Internacional sobre la Protecci on Radiol ogica),
la dosis de los pacientes en CR, especialmente en el caso de los ni~ nos,
siempre deben mantenerse seg un el criterio ALARA: tan bajo como
sea razonablemente posible.
Dado que menos radiaci on signica m as ruido cu antico en la imagen
y desde la aceptabilidad de im agenes digitales depende sobre el con-
tenido del ruido, se analiz o una t ecnica para garantizar la calidad de
la imagen y hacer un diagn ostico preciso en la aplicaci on cl nica. Se
investig o la viabilidad de evaluar la precisi on diagn ostica como una
funci on de reducci on de dosis, bajar los mAs, a trav es de la aplicaci on
de un ltro difusivo no lineal (FDNL).
7.3.1 Metodolog a
El ltro denominado FDNL presentado en el apartado 4.3, se uti-
liz o para ltrar el ruido inherente en una CR para reducir la dosis
absorbida por los pacientes. El m etodo se implement o con el n de
disminuir la dosis CR, basada en la selecci on de exposici on baja de
rayos X mediante el uso del FDNL.
La metodolog a a seguir consiste en lo siguiente: inicialmente se toman
dos im agenes, IA e IB con AmAs y BmAs respectivamente. Supon-
dremos que B > A. Para reducir la dosis a la imagen IA se le aplica el
FDNL obteni endose la imagen ltrada IA. Para validar el proceso, a
la imagen IB se le a~ nade un ruido gaussiano con varianza (2) como
se explica en los trabajos (Donoho 1995), obteniendo la imagen IB.
Para comprobar la reducci on de dosis, se compara el ruido SD corres-
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pondiente a la imagen IA y B*, y tambi en el correspondiente a A y
IB. La gura 7.6 muestra este proceso.
Figura 7.6: Metodolog a para la reducci on de dosis.
7.3.2 Evaluaci on del m etodo
El impacto del establecimiento de varios miliAmpere-segundos (mAs)
en la calidad de la imagen, ha sido estudiada usando el fantoma feme-
nino de t orax de RANDO R 
 (Alderson). Este fantoma est a marcado
como un esqueleto real de un humano, que simula los tejidos. Los te-
jidos en el fantoma est an dise~ nados para tener la misma absorci on
que se tiene en el tejido humano a niveles de exposici on normales de
radioterapia. La gura 7.7 muestra este fantoma.
Las im agenes con las que se realizaron las pruebas fueron adquiridas
con un dispositivo de imagen digital AGFA a 1, 0.8, 0.6, 0.5, 0.4mAs
con 70 kV y 80kV. La gura 7.8 muestra el CR de t orax del fantoma.
Para una mejor apreciaci on de la imagen obtenida con el m etodo, se
analiz o s olo un fragmento de la imagen de tama~ no 512x512 p xeles.
Los resultados de ruido SD para el fragmento de las im agenes depen-
diendo de los mAs, se muestran en la gura 7.9. En esta gura po-
demos ver que si la exposici on incrementa, el ruido SD de la imagen
disminuye.
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Figura 7.7: Imagen de t orax del fantoma RANDO.
Figura 7.8: CR de t orax del fantoma RANDO para 70V y 80V.
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Figura 7.9: Resultados del ruido SD con diferentes mAs 70V y 80V
El proceso para evaluar el m etodo fue el siguiente: se seleccion o A con
0;4mAs y B con 1mAs. La imagen con 0;4mAs se le aplic o el ltro de
difusi on no lineal. Para determinar la cantidad de mAs que se reducen
despu es de aplicarse el ltro, se estim o el ruido SD del fragmento de
la imagen resultante. La tabla 7.9 muestra los resultados. Se puede
observar que la imagen ltrada corresponde a una imagen real entre
0.8 y 1mAs de exposici on.
Tabla 7.9: Comparaci on del ruido SD con 0;4mAs, 0;8mAs y 1mAs por el FDNL.
0;4mAs 0;8mAs 1mAs Despu es de FDNL
con 0;4mAs
70V 29.2156 24.5312 18.4855 21.0745
80V 24.0432 19.9276 14.4075 17.2756
Con el n de vericar la consistencia del m etodo, tomamos la imagen
con 1mAs y se a~ nadi o ruido aditivo gaussiano ( = 0,0481). Los re-
sultados se muestran en la tabla 7.10. Se puede observar que el ruido
SD de la imagen resultante es similar al ruido SD correspondiente a
una imagen real con 0;4mAs. Adem as, despu es de aplicar el ltro de
difusi on no lineal para la imagen contaminada, se obtienen similares
resultados que los presentados en la tabla 7.9. Con esto se puede ob-
servar que el ruido SD de la imagen ltrada es similar al ruido SD
correspondiente a la imagen real con 0;9mAs aproximadamente. La
comparaci on se realiz o utilizando el ruido SD de la imagen total, que
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se calcula tomando la derivaci on absoluta media del wavelet Daubechy
de orden 25, como se describi o en el apartado 2.3.1.
Tabla 7.10: Comparaci on del ruido SD de 1mAs, 0;8mAs y 0;4mAs despu es de a~ nadir
ruido gaussiano.
0;4mAs 0;8mAs 1mAs Despu es del ruido gaussiano
con 1mAs
70V 29.2156 24.5312 18.4855 29.8719
80V 24.0432 19.9276 14.4075 24.5901
Las guras 7.10 y 7.11 muestran los fragmentos de t orax con 70kV
y 80kV respectivamente con diferente mAs e imagen ltrada por el
ltro difusivo no lineal.
7.4 Conclusiones
En este cap tulo se ha presentado por un lado, la eliminaci on de rui-
do impulsivo, gaussiano y speckle a trav es del m etodo PGFDNL, y
por otro, la reducci on de dosis de radiaci on en CT a trav es del m eto-
do FDNL. De la aplicaci on de estos algoritmos en las im agenes de
mamograf as y de t orax se derivan las siguientes conclusiones:
La aplicaci on de los ltros de peer group con la m etrica fuzzy y
difusivo no lineal en im agenes m edicas, proporcionan una buena
soluci on para eliminar el ruido en las im agenes de mamograf a.
Cuando se desconoce la informaci on del tipo de ruido contenido
en la imagen, el mejor m etodo de ltrado es el de PGFDNL. La
combinaci on del m etodo PGMF seguido por el FDNL, mejora la
calidad de la imagen obtenida, pero debe ejecutarse en este orden
para que el peer group y la m etrica fuzzy detecte y elimine primero
ecientemente los valores extremos del ruido (ruido impulsivo) y
despu es el FDNL para que elimine el ruido gaussiano o speckle
presente en la imagen.
El ltro difusivo no lineal es una buena soluci on para reducir la
dosis de los pacientes, especialmente para ni~ nos en aplicaciones
pedi atricas de Rayos X. Los resultados muestran que la imagen
ltrada con el FDNL, el ruido SD corresponde a una imagen
real con 0;9mAs aproximadamente. Se veric o la consistencia del
m etodo a~ nadiendo ruido aditivo gaussiano a la imagen, lo que
corresponde a una imagen real con 0;4mAs aproximadamente.
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Figura 7.10: Fragmento de t orax del fantoma RANDO con 70kV y a) 0.4mAs b) 0.5
mAs c) 0.6 mAs d) 0.8 mAs e) 1mAs. f)Imagen ltrada por el ltro difusivo no lineal.
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Figura 7.11: Fragmento de t orax del fantoma RANDO con 80kV y a) 0;4mAs b) 0;5mAs
c) 0;6mAs d) 0;8mAs e) 1mAs. f)Imagen ltrada por el ltro difusivo no lineal.
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Se puede concluir que, el FDNL aplicado en las im agenes con
dosis baja, puede producir una imagen con una calidad de dosis
alta, de tal manera que el diagn ostico m edico sea able sin utilizar
dosis altas que pueden perjudicar al paciente.
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La calidad de la imagen digital se ve afectada durante la adquisici on,
almacenamiento y/o transmisi on a trav es de un canal contaminado.
El ltrado de im agenes y la correcta percepci on de  areas de color
es probablemente la tarea m as com un en el procesamiento digital de
im agenes, sobre todo para prepararla para otros procesos.
En esta tesis se ha utilizado hardware que soporta procesamiento pa-
ralelo (cores CPU y GPUs) que permiten la paralelizaci on de los al-
goritmos, con el n de reducir el coste computacional de los m etodos
de ltrado para eliminar el ruido impulsivo y gaussiano.
Por un lado, se ha presentado el rendimiento computacional obtenido
con el proceso de eliminaci on de ruido impulsivo y uniforme, y por
otro, la calidad resultante despu es de realizar el proceso de ltrado.
El rendimiento computacional se ha mejorado con la paralelizaci on de
los algoritmos en CPU y GPU. Para obtener una buena calidad en la
imagen ltrada, se ha utilizado una primera etapa de detecci on de los
p xeles ruidosos bas andose en el concepto del peer group con m etricas
fuzzy, eucl dea o coseno del  angulo y una segunda etapa donde son
ltrados aquellos p xeles cuya clasicaci on es corrupta usando la sus-
tituci on del p xel ruidoso por los ltros de mediana o media aritm etica.
Se proporciona mejor calidad en la imagen ltrada si hay proceso de
detecci on y ltrado, que si se realiza  unicamente el proceso de ltrado
directamente en la imagen.
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Una aproximaci on de los algoritmos que se han desarrollado para de-
tectar los p xeles ruidosos con el concepto de peer group, utiliza dos
fases para la detecci on y trabaja con ventanas de ltrado disjuntas.
Se ha analizado esta versi on y se ha dise~ nado un nuevo m etodo con
una sola fase en el paso de detecci on, de tal manera que pueda ser
paralizado en GPUs. Los resultados experimentales muestran que este
m etodo proporciona buena calidad en la imagen ltrada y es compe-
titivo en calidad si se compara con otros ltros presentados en otros
trabajos de investigaci on.
Concretamente, los resultados de las investigaciones realizadas en es-
ta tesis para eliminar el ruido impulsivo, gaussiano y speckle en las
im agenes digitales dan lugar a las siguientes conclusiones:
Calidad y m etricas. La calidad obtenida en las im agenes cuan-
do se emplea la m etrica fuzzy, es pr acticamente la misma (no
llega al 1% PSNR de diferencia) que el de la distancia eucl dea al
utilizar el peer group. Sin embargo, el coste computacional de la
m etrica fuzzy es mayor (26%-28% Megap xeles por segundo) que
con la distancia eucl dea. Si el objetivo es conseguir aplicaciones
lo m as r apido posibles con una calidad aceptable, la detecci on
con la m etrica eucl dea es una buena opci on. En general, la ca-
lidad de los ltros implementados comparados con otros ltros
presentados en otras investigaciones es competitiva.
El dise~ no del m etodo de parametrizaci on para los valores cuando
se utiliza el peer group y la m etrica fuzzy, obtiene valores genera-
les para los umbrales y proporciona una calidad aceptable para
diferente tipo de imagen.
Algoritmos secuenciales. Se ha dise~ nado e implementado al-
goritmos secuenciales que eliminan el ruido impulsivo, uniforme,
gaussiano y speckle. El rendimiento computacional en la versi on
secuencial, se ve reducido de 27%-30% G
ops si se utiliza la
versi on optimizada (en accesos y c alculos para el peer group con
cualquiera de las m etricas utilizadas) para eliminar el ruido im-
pulsivo. Estos resultados dependen de la cantidad de ruido in-
troducido. Esta optimizaci on ahorra tiempo de procesamiento y
cantidad de accesos de lectura a los datos.
Los algoritmos que utilizan el peer group con cualquier m etrica,
dependen de los par ametros de entrada. Estos par ametros deben
evaluarse previamente para poder obtener buena calidad en la
imagen ltrada. Como mejora, se ha propuesto un nuevo algo-
ritmo iterativo que utiliza la distancia del coseno del  angulo sin
dependencia de los par ametros de entrada que requiere el peer
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ritmo la detecci on y el ltrado est an combinados en una misma
fase.
En cuanto a la eliminaci on del ruido gaussiano y speckle, los resul-
tados obtenidos al aplicar el ltro difusivo no lineal demuestran
que es un buen ltro para eliminar dichos ruidos.
Algoritmos paralelos.
Implementados en CPU. Hemos dise~ nado e implementado algo-
ritmos paralelos en CPU para eliminar el ruido impulsivo en
una imagen digital.
Los resultados experimentales han mostrado, que para ta-
ma~ nos peque~ nos de im agenes (9664 o 192128) la distribu-
ci on p xeles-cores, presenta mejor rendimiento computacional
cuando se utilizan ocho cores. Por el contrario, para tama~ nos
mayores es preferible repartir la carga computacional entre
los cores disponibles en el sistema. Esto indica que no es ne-
cesario tanto poder de c omputo para procesar el ltrado de
im agenes con tama~ nos peque~ nos.
La versi on paralela optimizada en accesos y c alculos para el
peer group utilizando ocho cores disminuye en un 41% a la
no optimizada.
La versi on paralela en multicores, reduce el tiempo compu-
tacional en un 76%- 90% segundos con respecto a la versi on
secuencial, dependiendo del tama~ no de la imagen.
Implementados en GPU. Se ha dise~ nado e implementado algo-
ritmos paralelos en GPU para eliminar el ruido impulsivo y
uniforme de una imagen.
En la pr actica, hemos observado que el tama~ no de la imagen
a partir del cual es conveniente utilizar una GPU es 768512.
Si se dispone de m as GPUs, convendr a por tanto, asignar a
cada GPU una porci on de imagen en ese rango.
La utilizaci on de una GPU con respecto a la versi on secuen-
cial, ha obtenido una mejora del 76%-93% segundos. El ren-
dimiento obtenido utilizando varias GPUs mejora del 41%
al 56% segundos con respecto a utilizar una sola GPU, pa-
ra tama~ nos mayores o iguales a 3072x2048 p xeles. El uso
de una GPU obtiene una mejora del 8% al 28% segundos
con respecto a la versi on paralela en multicores, a partir del
tama~ no de imagen 192x128 p xeles.
Los benecios obtenidos del estudio utilizando la GPU para
resolver el problema de la reducci on de ruido de forma para-
lela, han mostrado disminuci on considerable con respecto a
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la versi on secuencial; con lo que se concluye que el problema
de la reducci on de ruido impulsivo con el uso del peer group
y las distintas m etricas es completamente paralelizable.
Los par ametros que se han ajustado en CUDA y los resulta-
dos obtenidos son los siguientes:
Bloques e hilos. La conguraci on de bloques de hilos de acuer-
do a los resultados obtenidos es mejor si se utilizan tama~ nos
de bloques de 1616 hilos, excepto para tarjetas gr acas que
soportan 1024 hilos por bloque y el tama~ no de la imagen es
peque~ no (9664 o 192128), ya que hay cores inactivos y
por lo tanto el rendimiento no es el  optimo.
Bytes por p xel a reservar en la memoria de la GPU. Los
mejores resultados se han presentado cuando se ha reservado
espacio en la GPU con 4 bytes, ya que con esta conguraci on
se gana coalescencia en los accesos a memoria. El cuarto by-
te se ha aprovechado para guardar el estado del p xel como
corrupto o no.
Modo de reserva de memoria. Se han utilizado funciones es-
pec cas para acelerar la transferencia de datos entre las me-
morias CPU-GPU y los resultados han mostrado buen ren-
dimiento nal del proceso de ltrado.
Modo de acceso a los datos. En las implementaciones en las
que se accedi o a los datos en memoria de la GPU a trav es
de la memoria de texturas, han demostrado mejorar consi-
derablemente en el rendimiento computacional. Este acce-
so obtiene menor coste computacional (31%-42% segundos)
comparado con el acceso a trav es de la memoria compartida
o directamente a memoria global. Este comportamiento es
similar para todos los tama~ nos de im agenes y cantidad de
ruido considerados en esta tesis.
Implementados en CPU-GPU. Se ha dise~ nado e implementado
algoritmos para procesarse en arquitecturas h bridas (CPU-
GPU) para eliminar el ruido impulsivo.
En el hardware que se ha probado en esta tesis, se ha visto
que s  es conveniente utilizar conjuntamente CPU y GPU co-
mo un sistema de coprocesamiento heterog eneo, aunque no
necesariamente sea la carga computacional del 50% y 50%
a cada arquitectura paralela empleada. Esto da lugar a un
algoritmo "heur stico", el cual es adaptativo y parametriza-
do para realizar el proceso de detecci on y ltrado de ruido,
tomando en cuenta el tama~ no de la imagen de entrada y
el hardware disponible para que se obtenga un buen rendi-
158miento computacional y se utilice ecientemente el hardware
disponible.
Los mejores resultados obtenidos entre una versi on h brida
y la versi on con una GPU es del 70% al 75% segundos, con
varias GPUs su mejora como m nimo es del 32% y m aximo
del 58% segundos, y por  ultimo, de un 78% respecto a la ver-
si on paralela en multicore. Las mejoras anteriores reeren a
tama~ nos de imagen mayores o iguales que 3072x2048 p xeles,
pues a partir de este tama~ no de imagen, el coprocesamiento
entre CPU-GPU se puede utilizar con buenos resultados.
Eliminaci on del ruido en una imagen, desconociendo el
tipo y cantidad de ruido. Se ha dise~ nado un m etodo deno-
minado PGFDNL para eliminar el ruido impulsivo, gaussiano y
speckle. Este m etodo proporcionan una buena soluci on cuando
se desconoce la informaci on del tipo de ruido contenido en la
imagen, especialmente en im agenes m edicas. La combinaci on del
m etodo PGMF seguido por el FDNL, mejora la calidad de la ima-
gen obtenida, pero debe ejecutarse en este orden para que el peer
group y la m etrica fuzzy eliminen primero ecientemente los valo-
res extremos del ruido (ruido impulsivo) y despu es el FDNL para
que elimine el ruido gaussiano o speckle presente en la imagen.
Aplicaci on en im agenes m edicas. La aplicaci on de ltro FDNL
en las im agenes CT, es una buena soluci on para reducir la dosis
de radiaci on en aplicaciones pedi atricas de Rayos X, manteniendo
la integridad del diagn ostico m edico.
Los resultados muestran que la imagen ltrada con el FDNL, el
ruido SD corresponde a una imagen real con alto mAs. Se puede
concluir que, el FDNL aplicado en las im agenes con dosis bajas,
puede producir una imagen con una calidad de dosis alta, de tal
manera que el diagn ostico m edico sea able sin utilizar dosis altas
que pueden perjudicar al paciente.
Esta tesis se ve claramente que es multidisciplinar, porque involu-
cra aspectos matem aticos, inform aticos y de aplicaci on m edica, consi-
guiendo explicar c omo mejorar notablemente el rendimiento de algo-
ritmos de correcci on de ruido en im agenes digitales utilizando todos
los recursos hardware disponibles, de forma que puedan ser utilizados
para aplicaciones que requieran respuesta en tiempo real o con un gran
volumen de datos a procesar.
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Trabajos Futuros
Los trabajos futuros que se desprenden de la presente memoria son:
Por el momento, solo se dispone de la implementaci on secuencial
del algoritmo del coseno del  angulo. Se desea analizar el rendi-
miento en forma paralela en CPU y GPU ya que proporciona una
calidad competitiva.
Paralelizar y analizar el rendimiento computacional del m etodo
FDNL (Filtro Difusivo no Lineal) para eliminar el ruido gaus-
siano y speckle, tanto en CPU como en GPU.
Mejorar el m etodo de parametrizaci on en los algoritmos que uti-
lizan el peer group y la m etrica fuzzy, para que se pueda aplicar
a una mayor cantidad de im agenes de diferente tipo.
Analizar y comparar los entornos de programaci on de las tarje-
tas gr acas (OpenCL, etc.) para que las implementaciones sean
v alidas en cualquier modelo de tarjetas gr acas.
Analizar del rendimiento computacional al aplicar la versi on opti-
mizada de accesos y c alculos para el peer group en GPUs. Algunos
resultados solo han sido presentados en arquitecturas que sopor-
ta simple precisi on. Como consecuencia, realizar un an alisis de la
mejora que se puede obtener al utilizar arquitecturas GPUs de
doble precisi on.
Buscar problemas reales donde sea conveniente aplicar las t ecni-
cas de eliminaci on de ruido desarrolladas en esta tesis, espec -
camente en problemas que manejen gran cantidad de datos o
necesiten una respuesta en tiempo real.
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