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Abstract
Developing anti-icing and anti-frosting technology is vital for many different energy
generation and consumption systems such as wind turbines, aircraft and heat exchang-
ers, where ice and frost formation is a barrier for efficiency and can severely damage
infrastructure and injure people.
This work investigates anti-icing and anti-frosting properties of aluminium hier-
archical structures with varying geometric parameters. These structures consisted of
micro-milled microstructures with nanoscale roughness due to the milling. Fixed-pitch
and gradient-pitch structures were tested, the latter of which have not been tested for
ice adhesion previously. The structures are characterised for their geometric and surface
wetting properties using a scanning electron microscope and a goniometer respectively,
then tested for anti-icing properties using a force probe and anti-frosting properties
using a wind tunnel with Peltier cooling. Both systems were custom built for this
purpose.
These aluminium surfaces rely only on topographic modifications - no lubricants,
coatings or polymers, which tend to be prone to damage and impractical to reapply in
many applications. It was found that these gradient-pitch microstructures had equiv-
alent or better anti-icing/anti-frosting performance than the fixed-pitch structures for
both ice adhesion and frosting delay.
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As society transitions from fossil fuels to renewable, sustainable energy sources, it is
vital that
1) these energy sources are run at a high level of efficiency and with a low maintenance
requirement and
2) energy is consumed as efficiently as possible to minimise unnecessary demand from
these energy sources.
The formation of ice or frost on a surface is a barrier for energy generation and
conversion efficiency. This is a problem that spans a variety of devices, both with
generation and consumption of power, including power lines, solar panels, refrigeration
and wind turbines [1]. Wind turbines at high altitudes with iced blades have reduced
aerodynamic efficiency and thus the ice reduces the power generated [2]. As well as this,
the ice is a health risk to workers who must de-ice the blades [3]. Similar reasoning ap-
plies to aviation, with ice on aeroplane wings or helicopter blades increasing the weight
and drag, making them less efficient and requiring extra fuel to remove [4]. Frosting
on heat exchangers (used in Heating, Ventilation, Air Conditioning and Refrigeration
[HVAC&R]) increases the thermal resistance, which reduces efficiency, thus using ex-
tra power and wasting money [5] [6]. These problems can potentially be reduced by
anti-icing technology.
Ice and frost formation can be delayed using hydrophobic (water repellent) coat-
ings and there are many such coatings available. However, coatings can wear off and
are thus a temporary measure [7] [8]. Here we investigate a more permanent solution,
by modifying the topographic surface structure. Structured surfaces have already been
shown to be hydrophobic, and hydrophobic surfaces have been created using microstruc-
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tures, nanostructures and hierarchical structures [1] [7] [9]. We propose, as previously
suggested in [10] or [11], that microstructures fabricated for hydrophobicity will also
exhibit icephobic and frostphobic properties, resulting in a surface that improves on
hydrophobic coatings with regard to robustness.
Examples of effective water repellent surfaces exist in nature. For example, lotus
leaves, which have microstructures in the form of “bumps” on the leaf and nanostruc-
tures in the form of “wax crystals” on the bumps are hydrophobic with very mobile
droplets, repelling water very effectively [12]. The fast and effective removal of water
is one method that can be used to prevent ice/frost formation. Another example is
penguin feathers, which also use nanostructures on microstructures to prevent ice for-
mation. Penguins spend long periods of time in subzero water, yet ice does not form
on their feathers. This, as with the lotus leaves, is due to very low adhesion of water
droplets to the feathers which are easily removed [13].
The aim of this project is to develop aluminium surfaces which delay the ice/frost
formation time with respect to a flat (polished) aluminium control surface and reduce
the shear strength required to remove ice which does form. In this body of work, we be-
gin by characterising the geometric and surface wetting properties of several aluminium
microstructures. We then investigate the ice adhesion strength and frost formation de-
lay of the surfaces. The icephobic properties of the surfaces are tested using a custom
built force probe, and the frostphobic properties are tested using a custom built wind
tunnel with Peltier cooling.
The format of this thesis is as follows: Chapter 2 introduces the key concepts of
surface wetting. Chapter 3 gives the necessary Heat and Mass transfer background for
the wind tunnel system (frosting delay tests). Chapter 4 provides a literature review of
anti-icing and anti-frosting surfaces investigated to date. Chapter 5 details the surface
characterisation and gives the geometric and surface wetting properties of the structured
surfaces used. Chapter 6 provides an overview of the sensors used in both experimental
systems. Chapter 7 details the ice adhesion testing methods and results and Chapter
8 details the frost delay testing methods and results. Conclusions and ideas for project




This chapter gives a general overview of surface wetting properties, as well as specific
details relevant to the surfaces tested in this work. It covers the definition of the static
and dynamic contact angle, the micro-wetting state and the effect of anisotropic surfaces
on droplet dynamics. This is used to predict and explain the interactions between water
droplets and the various surfaces.
2.1 Static Contact Angle
The static contact angle (CA) is used to characterise the wetting behaviour of a droplet
on a surface, i.e. whether a droplet spreads over the surface or beads up. It is ef-
fectively a measurement of the relative strengths of the surface energy between solid,
liquid and gas. In this work, the solid is aluminium, the liquid is water and the gas is
air. Values for the static CA range from 0◦ to 180◦ and a surface may be classed as
superhydrophilic (SHPL), hydrophilic (HPL), hydrophobic (HPB) or superhydrophobic
(SHPB), depending on the value of the CA. The hydrophilic/hydrophobic change is
dictated by the surface energy and Young’s equation (see Section 2.1.1). The superhy-
drophobic transition of 150◦ is a commonly used cut off [14]. This is shown graphically
in Figure 2.1.
It is worth pointing out the difference between the scientific and colloquial meanings
of the word “hydrophobicity”. The scientific definition relies only on knowledge of the
static CA, as described by Figure 2.1. The colloquial meaning may imply that the
surface is actively repelling water. This requires specific conditions for the CA and the
contact angle hysteresis (explained below in Section 2.4).
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Figure 2.1: Shows how the static contact angle changes depending on
whether a surface is classified as superhydrophilic, hydrophilic, hydrophobic
or superhydrophobic.
2.1.1 Young’s Equation
Consider a drop of some liquid on a smooth surface, surrounded by a gas. The contact





where γsg, γsl and γlg are the surface or “interfacial” energies of the solid-vapour, solid-
liquid and the liquid-vapour interfaces respectively. The contact angle θ is the angle at
the 3 phase boundary, i.e. where the solid, liquid and vapour meet, as can be seen by
Figure 2.1 and is an expression of the balance of surface energy at the interface [15].
It is energetically favourable for molecules to be surrounded by like molecules, i.e.
surfaces have higher energy than the bulk of a material. This is due to an imbalance of
forces from the surrounding molecules; in the bulk of a material the forces are balanced
as a particular molecule is surrounded by, and feels forces from, like molecules from every
direction. On the surface however, a particular molecule is only partially surrounded,
which results in a force imbalance. The surface energy arises from this. Surface energy
is the energy required to create a surface from some bulk material. By looking at
Young’s equation, Equation 2.1, we can see that if γsg > γsl, i.e. the interfacial energy
between the solid and the gas is higher than that between the solid and the liquid, the
system will go into the lowest energy state. The liquid will displace the gas and thus
the droplet wets the surface. If this is the case, the RHS of Equation 2.1 is positive, so
0◦ ≤ θ ≤ 90◦. The same reasoning can be applied to the opposite case, where γsg < γsl.
In this case it is energetically favourable for the solid-gas interface to be maximised,
therefore the droplet will be more beaded and the RHS of Equation 2.1 is negative,
implying the CA θ > 90◦.
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Note that Young’s equation is only valid when the surface is smooth. When the
surface is rough, Young’s equation cannot be used to calculate the CA and the Cassie-
Baxter or Wenzel equation must be used.
2.2 Types of Structures
Structures can help tailor surfaces for superhydrophobic properties. These can be mi-
croscale structures, nanoscale or a combination of the two, known as hierarchical struc-
tures, as shown in Figure 2.2 [9]. Generally, hydrophobicity increases with decreasing
scale of structures (i.e. nanostructures tend to be more hydrophobic than microstruc-
tures), however structures can be made for different purposes (e.g. Jung et al. in [17]
designed hydrophilic nanostructures as well as hydrophobic).
Figure 2.2: Graph showing the effect of structures on the surface wetting.
2.3 Micro-wetting States
For a surface with roughness, two extreme wetting states are possible: the Wenzel state
and the Cassie-Baxter state. These can be thought of as opposite ends of a spectrum,
a mixed or partial state is also possible. A graphic showing these wetting states are
shown in Figure 2.3.
2.3.1 Wenzel State
For a droplet on a rough surface, one possible outcome is the water fully penetrating
the cavities between the structures. This is a so-called Wenzel wetting state, discovered
by Wenzel in 1936 [16].
13
Figure 2.3: The two extreme wetting states possible on a roughened surface,
Wenzel state and Cassie-Baxter state. Realistically, a mixed or partial state
between the two is more likely.
The Wenzel equation is given in Equation 2.2.
cos θw = r cos θ (2.2)
Here, θw is the observed CA, r is the roughness ratio and θ is the CA obtained if the
surface was smooth. The roughness ratio is defined as
r =
area of water-surface interface with roughness
“projected” area (the area obtained if the surface was smooth)
(2.3)
The roughness factor r will always be larger than 1 for a solid surface with roughness.
It should be noted that one can engineer surface structures for increased hydrophobicity
or hydrophilicity, see for example Jung et al. in [17] who created both hydrophobic and
hydrophilic surfaces with a range of roughness values. When droplets are in the Wenzel
state, they are “pinned” - the structures hold the droplet in place and the droplet is
more difficult to move.
2.3.2 Cassie-Baxter State
The other possible wetting state is the Cassie-Baxter (CB) state (also known as he
“fakir” state), when the droplet is “suspended” on top of the structures. This wetting
state was discovered by Cassie and Baxter in 1944 [18]. This is particularly likely to
happen for HPB surfaces when it is more energetically favourable to have minimal
contact between surface and water. In this case, there is air trapped between the
roughness structures and the droplet rests on a “surface” of solid and air. The CB
equation is given in Equation 2.4:
cos θCB = fa cos θa + fs cos θs (2.4)
where θCB is the observed CA. The values θa and θs are the CA values for the two
different materials (“air” and “solid”), taken as if the droplet rested only on one surface
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(θa = 180
◦ is the CA for a droplet in air, θs for a droplet only on a flat, solid surface).
The values fa and fs are the ratios of material beneath the droplet to the projection
of the droplet-surface area for air and solid respectively (equivalent to r in Equation
2.2). Using the CA of water in air (θa = 180
◦), and the knowledge that the material
fractions must add up to cover the base of the droplet (fa + fs = 1) we can rewrite the
CB equation:
cos θCB = fa cos θa + fs cos θs (2.5)
= fa cos(180) + fs cos θs (2.6)
= −fa + fs cos θs (2.7)
= fs(1 + cos θs)− 1 (2.8)
Here the parameters fa and fs can be obtained from the geometry. As a simple example,
let fa = 0.5, fs = 0.5, θa = 180
◦ and θs = 50
◦. With these values, θCB = 100
◦. Thus
one can see, in a perfect CB state, structures with the given surface fractions have
increased the CA from 50◦ to 100◦. Note that if there was no air under the drop, the
water penetrates the roughness, fa = 0, and the CB equation reduces to the Wenzel
equation, with fs = r.
2.3.3 Wetting State for Hierarchical Structures
Hierarchical structures consist of nanostructures deposited on microstructures. Note
that the surfaces used in this work are intended as microstructures, however they are
effectively hierarchical structures due to a nanoscale layer on the microstructure surface
(see Chapter 5). These two different structures result in a number of possible wetting
state combinations. The droplet may be in the Wenzel state for the microstructures
(MS) and the nanostructures (NS), in the CB state for both layers or in the CB for the
MS and the Wenzel state for the NS, as shown in Figure 2.4. Note the CB and Wenzel
equations apply to nanostructures as well as microstructures.
2.4 Dynamic Contact Angles
The contact angle hysteresis (CAH) is measured from the maximum (“advancing”) and
minimum (“receding”) of the dynamic contact angles and is a measure of how mobile
a droplet is on a surface. A low CAH implies the droplet rolls off easily. The CAH is
15
Figure 2.4: Different wetting state combinations for hierarchical surfaces.
defined as
CAH = θA − θR (2.9)
where θA and θR are the advancing and receding angles respectively. There are several
different methods for measuring the CAH, including the tilting method and the injection
method (also known as the sessile method) [19] [20] [21]. Both are shown in Figure 2.5.
Here we use the injection method as we are working with structured surfaces where
the droplet tends to be pinned onto the structures (Wenzel state). When using the
injection method, the advancing angle is measured as the droplet volume increases and
the droplet expands. The receding angle is measured as liquid is withdrawn and the
droplet reduces. For the tilting method, the surface is tilted until the droplet starts
to move, called the “sliding angle”. The advancing and receding angles are measured
at this moment, when the gravitational force has just overcome the resistive forces.
However, preliminary testing showed that tilting the surfaces tested in this project
resulted in no movement of a 8.0±0.5 µL droplet - the droplets were pinned to the
surface strongly enough to overcome the gravitational force on the droplet even at
extreme angles (90◦).
2.5 Anisotropic Wetting
The microstructured surfaces exhibit anisotropic wetting, where the CA changes de-
pending on the viewing direction. Figure 2.6 shows the difference between a droplet on
an isotropic surface (i.e. the flat control surfaces) and an anisotropic surface (i.e. the
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Figure 2.5: Dynamic contact angle measurements - the tilt method (left),
where α is the sliding angle, and injection method (middle and right).
structured surfaces used in this work). Here one can see that the contact angle changes
depending on the direction from which one views the droplet on the surface.
Figure 2.6: Isotropic wetting (A) compared with anisotropic wetting (B). In
B, parallel to the lines, the droplet spreads along the lines, yielding a lower
CA. Perpendicular to the lines, the droplet beads, resulting in a higher CA.
2.5.1 Direction Definition - Goniometry
The CA and CAH were viewed from two different directions with respect to the mi-
crostructures, the HPB direction, where the camera “looks” along the structures (a
“cross-sectional” view - multiple structures can be seen), and from the HPL direc-
tion, where the camera views the structures from the side. A schematic showing these
directions graphically is given in Figure 2.7.
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Figure 2.7: Camera line-of-sight compared with the microstructure orienta-
tion. Here the blue circle represents the droplet/ice column.
2.5.2 Direction Definition - Ice Adhesion Testing
Both fixed-pitch and gradient-pitch surfaces were tested. The fixed-pitch structures
were tested in two different directions, from the hydrophobic (“HPB”) direction, where
the probe runs parallel to the structures, and from the hydrophilic (“HPL”) direction,
where the probe runs perpendicularly to the structures. The gradient-pitch structures
were tested for ice adhesion (IA) strength in three different directions, from low density
of structures to high density, high density to low and the “HPB” direction, where the
probe runs parallel to the gradient. A schematic showing these directions graphically
is given in Figure 2.8.
Figure 2.8: Schematic showing the direction of the probe movement for
the fixed-pitch and gradient-pitch structures. Note the orientation of the
structures compared with the probe direction.
2.5.3 Direction Definition - Frosting Delay Tests
Frosting delay time is the time taken for a test surface to freeze compared with a control
surface, and is detailed in Chapter 8. The frosting delay time of these structures
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was measured in different directions, shown in Figure 2.9. These were “vertically”
aligned (structures parallel to airflow and gravity) or “horizontally” aligned (structures
perpendicular to airflow and gravity).
Figure 2.9: Schematic showing structure alignment with airflow and gravity.
2.6 Summary of wetting properties - specific to this
project
The previous sections have given an overview of the static and dynamic CA and micro-
wetting state. This section explains the desired properties for these structures. The
aim of these surfaces is to
1) delay/prevent frost formation and
2) reduce the force required to remove ice from these surfaces.
For the context of heat exchangers, such as those in refrigerative dehumidifiers, these
surfaces should maximise condensation (mass transfer) to maximise the efficiency of the
heat exchanger. For this purpose, the Wenzel state would be preferable, as water has
a higher thermal conductivity than air. Figure 2.10 shows the heat transfer resistance
from the surface temperature TSurf to the air temperature TA. Note that the thermal
resistivity of air is higher than that of water or aluminium, i.e. RAl < RW < RA.
However, the surfaces should also minimise freezing. Therefore, we require surfaces
with high CA and low CAH, in order to maximise surface rejuvenation - the cycle of
condensation formation and removal. The high CA encourages dropwise condensation
over filmwise, and the low CAH encourages droplet movement, to ensure there is a high
turnover of droplets, which are removed before freezing. However, the Wenzel state
generally means droplets are less mobile, therefore the CB state may be preferable over
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Figure 2.10: Thermal resistivity for a flat surface (A), the Wenzel state (B)
and the Cassie-Baxter state (C).
the Wenzel state even with decreased heat and mass transfer.
For the context of wind turbines, we wish to ensure that any ice which forms is
removed as quickly and easily as possible. Thus we require a low ice adhesion strength.
For this, a CB wetting state is preferable, to increase the air-surface interface.
2.7 Forces on Droplets
A key aim of these structures is to encourage droplet removal. This section details how
the net force on the droplet changes with and without the microlined structures used
in this work. Consider a droplet on a flat surface, shown schematically in Figure 2.11.
The surface is oriented vertically with airflow and gravity (i.e. air flows from the top
Figure 2.11: Schematic of a droplet on a flat surface, showing the forces and
direction of airflow.
to the bottom of the diagram). This simulates the conditions of the wind tunnel. On a
flat surface, the forces are as follows: the combination of hysteresis and surface tension
forces FH (which can be thought of as the “resistance to movement”), gravitational
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force Fg, drag force from the airflow FD and the viscous force FV. The hysteresis and




γD (cos θR − cos θA) (2.10)
where γ is the surface tension, D is the diameter of the droplet-surface interface area
and θR and θA are the receding and advancing contact angles respectively (measured
at the sliding angle [23]). This hysteresis force and viscous force are what must be
overcome for droplet movement.
The force on the droplet due to gravity is given by
Fg = mg sinα (2.11)
where m is the droplet mass, g is acceleration due to gravity and α is the roll-off angle
(i.e. the angle of the surface at which the droplet begins to move).




where kx2 is a correction factor, Fτ is the shear stress on the droplet, Reff =
√
HRD
is the effective drop radius (H is the height of the drop and RD is the radius of the
drop-surface interfacial area). One can see that the drag force depends mainly on the





where µ is the dynamic viscosity of water, v is air velocity and y is the distance normal
to the surface.
Lastly, there is the viscous force FV. This is given by [25]






where η is the fluid viscosity, V is the droplet velocity and Xmax and Xmin are the
characteristic lengths of the liquid (where Xmax is the radius of the droplet and Xmin
is the length of a molecule in the liquid phase [25]). This models the droplet edge as a
“ridge”, where the term inside the ln represents how steep the ridge is [26]. Consider
the airspeed at some value v, such that the forces on the droplet are balanced, with no
movement in any direction. When these forces are balanced we have
Fg + FD − FH − FV = 0 (2.15)
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Then consider the forces on a droplet with the same airflow on a structured surface.
Here other forces come into play, and the orientation of the structures compared with
airflow and gravity will affect how easily the droplet is removed.
For the anisotropic structures used in this work, there is confinement in one dimen-
sion, more spreading in the other, see Figure 2.12. Thus the orientation of the surface
structures with respect to airflow and gravity is important for maximising the force on
the droplet in a particular direction. If the structures are aligned perpendicularly to
gravity and the airflow, the airflow can be increased compared with the flat surfaces
while the droplet remains stationary. This is indicated by an increase in the resistive
forces due to the confinement of the droplet. Meanwhile, if the structures are aligned
parallel to airflow and gravity, the droplet is able to move along them. The effect on
the forces depends on whether the droplet is in the CB or Wenzel state - if the droplet
is in the CB state FH will be reduced, as the droplet rests on air as well as aluminium.
However, if the droplet is in the Wenzel state, the opposite is likely to be true, as
the hysteresis force is proportional to the area of the droplet/surface interface, which
increases in the Wenzel state [27]. As we want the droplets to be removed as easily as
possible, the CB state with the structures aligned with airflow is the most favourable,
as this has the lowest airflow required to move the droplet.
Figure 2.12: Force diagrams of a droplet on fixed-pitch structured sur-
face. Left: structures aligned perpendicularly to airflow; Middle: structures
aligned parallel to the airflow and gravity - Wenzel state; Right: structures
aligned parallel to the airflow and gravity - CB state.
With the addition of a wetting gradient - a variation of hydrophobicity across the
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where θ is the position dependent CA. When a droplet is on a surface of varying
hydrophobicity, it will tend to move from hydrophobic to hydrophilic areas. However,
this depends on many other factors - for example the size of roughness compared with
the droplet, the droplet micro-wetting state and how gradually the wetting changes
from hydrophilic to hydrophobic [28].
Figure 2.13: Force diagrams of a droplet on a gradient-pitched structured
surface. Left: structures aligned perpendicularly to airflow and gravity;
Right: structures aligned parallel to airflow and gravity.
2.8 Droplet Volume
Generally, the droplets can be modelled as a “cropped” sphere as long as the diameter
is below the capillary length (∼2.8 mm for water) - at diameters greater than this, the
droplets tend to flatten due to gravity [29]. This can be calculated by the Bond number









where g is acceleration due to gravity, D is the diameter of the droplet, ρw and ρa
represents the density of water and air respectively and σwa is the surface tension of
water in air.
From Equation 2.17, one can see that values higher than 1 indicate gravitational
forces dominate, values lower than this indicate surface tension forces dominates. If we
recalculate the Bond number with a droplet diameter of 2.8 mm, we obtain Bo = 1.
This is how the capillary length for water is obtained (the balance of gravitational and
surface tension forces).
2.9 Substrate Material and Properties
2.9.1 Aluminium Alloy 6061
One of the tested substrates was aluminium alloy 6061. This alloy is used in a wide
variety of applications and cheap to acquire. Alloy 6061 is described as “one of the
most common alloys for general purpose use” [30]. Alloy 6061 is alloyed with mainly
magnesium (0.8 - 1.2%), silicon (0.4 - 0.8%) and iron (< 0.7%), and contains trace
amounts of other elements, see Table 2.1. Alloy 6061 is known for its high shear and
tensile strength and has a thermal conductivity of 170 W/mK.
2.9.2 Aluminium Alloy 5052
The second alloy of the tested substrates was aluminium alloy 5052. As with alloy 6061,
this is used in a wide variety of applications and cheap to acquire. Typical applications
for alloy 5052 are stated as “general sheet metal work and heat exchangers” [31]. Alloy
5052 is alloyed mainly with magnesium (2.2 - 2.8%), iron (< 0.4%) and chromium (0.15
- 0.35%), see Table 2.1. Alloy 5052 is known for high resistance to corrosion and has
a thermal conductivity of 138 W/mK. Note that alloys 6061 and 5052 differ slightly in
their thermal conductivity values. It is assumed that these thermal conductivity values
are similar enough not to have any significant impact on the results.
2.9.3 Definition of Terms
Figure 2.14 shows graphically the definitions of pitch, height and linewidth. The pitch
is defined as the length of the periodic microstructure pattern. The linewidth is the
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Table 2.1: Composition of each alloy by percentage weight and certain ther-
mal properties of both alloys. All values obtained from [32] and [33]
Element 6061 (% ) 5052 (% ) Property 6061 5052
Manganese ≤ 0.15 ≤0.1 Conductivity (W/mK) 170 138
Iron ≤0.7 ≤0.4 Specific Heat (J/kgK) 897 880
Copper 0.15 - 0.40 ≤0.1 Melting Temp. (◦ C) ∼ 600 ∼ 620
Magnesium 0.8 - 1.2 2.2 - 2.8
Silicon 0.40 - 0.80 ≤0.25
Zinc ≤0.25 ≤0.1
Chromium 0.04 - 0.35 0.15 - 0.35
Others (total) ≤0.15 ≤0.15
Aluminium remainder remainder
width of only the structure. In subsequent sections, “linewidth” refers to LT. The duty
cycle is defined as the ratio linewidth:pitch.
Figure 2.14: Definition of terms, where P = pitch, h = height, LB =




Chapter 2 introduced the surface wetting concepts necessary for this work. This chapter
covers the heat and mass transfer concepts used in this work, in particular, the frosting
delay tests detailed in Chapter 8. The contents of this chapter are fundamental ideas
as well as specific calculations and parameters used to design the wind tunnel described
in Chapter 8.
3.1 Heat and Mass Transfer Mechanisms
Heat transfer is the transfer of energy between objects or locations at different temper-
ature. It must always be from an object/location at higher temperature (i.e. higher
energy) to the object/location at lower temperature. Heat can be transferred through
three mechanisms: conduction, convection and radiation. Heat transfer by convection
and conduction are assumed to be the dominant forms of heat transfer in the wind tun-
nel system described in this thesis. As the temperatures used are quite low (maximum
∼15 ◦C) radiation is assumed to be of negligible importance.
Mass transfer is the net movement of mass from one part of a system to another.
While mass transfer can occur due to several different mechanisms, in this context of a
wind tunnel and heat transfer, mass transfer occurs in water vaporisation/condensation
and melting/freezing processes between liquid water and water vapour.
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3.2 Conduction & Diffusion
3.2.1 Conduction
Conduction occurs through a stationary medium - mainly associated with solids, how-
ever also applicable to liquids and gases. Heat transfer by conduction is due to the
random vibration of atoms held in a fixed position - so called “lattice waves”. Assum-
ing the system is in steady state, and that the temperature distribution is linear, the
heat flux in one dimension (or the “amount” of heat transferred per unit length), is





where k is the thermal conductivity, ∆T is the temperature difference of the two loca-
tions in the body with conductive heat transfer and L is the distance in the x direction.
The thermal conductivity is a property specific to each material, which indicates how
easily heat is transferred through it. A high thermal conductivity indicates easy heat
transfer, a low thermal conductivity indicates difficult heat transfer.
3.2.2 Diffusion
Many mass transfer mechanisms are analogous to heat transfer. Just as a difference in
temperature for two locations will result in heat transfer until the temperature is equal
between them, a difference in the concentration of two species results in mass transfer
until the concentration is equal. Consider Figure 3.1, two gaseous species in a box.
Diffusion is the mixing of species due to random molecular movement, which means
that molecules are equally likely to move in any direction. Because there is a higher
concentration of a molecule in one area, and due to random movement of molecules, the
net movement is out of this concentrated area - the species will become less concentrated
and mix over time. In the case of the wind tunnel, the species are dry air and water
vapour, which must be thoroughly mixed to provide uniform testing.
3.3 Convective Heat & Mass Transfer
Convective heat transfer is the heat transfer through a moving fluid, and is defined as
the cumulative effect of “conduction” through the fluid and advection (heat transfer
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Figure 3.1: Mass transfer of two species by diffusion. Image from [24].
due to bulk movement of the fluid). Convection heat transfer occurs between a moving
fluid and a boundary “wall” when the two are at differing temperatures. In this case,
when a fluid moves over a surface, a velocity gradient and a temperature gradient will
exist.
For convective mass transfer, one may again draw an analogy to heat transfer:
convective mass transfer is when the molecules of a species mix due to advection and
diffusion. This is known as the absolute flux of a species. One notable aspect to consider
is that diffusion mass transfer always involves the movement of molecules. Therefore,
mass transfer in a liquid or gas almost always involves some bulk fluid motion.
3.3.1 Velocity gradient/boundary layers
Consider a fluid moving over the edge of a flat plate at some bulk velocity u∞, as shown
in Figure 3.2. A velocity gradient occurs when particles of fluid moving adjacent to
the plate are slowed drastically by the shear stresses (τ in Figure 3.2) from the plate.
In most cases, there will be a layer of fluid close to the surface where the velocity is
assumed to be 0 m/s (this is known as the “no-slip condition”). This 0-velocity at
the surface will then slow the velocity of the next layer of fluid, and so it continues,
creating a system where the velocity in the x-direction increases as y increases from
0 m/s to u∞. This is what creates the velocity gradient, shown graphically in Figure
3.2. The velocity boundary layer thickness is given as the line y = δ(x). This line
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Figure 3.2: Schematic showing the development of the velocity boundary
layer as air flows over a flat surface. Image from [24].
indicates the point at which the retardation effect becomes negligible, generally defined
as the value of y for which u = 0.99u∞, where u is the velocity in the x-direction. In
a duct, the velocity may not be fully developed. If this is the case, measurements on
the plate may be misleading due to results varying at different locations. In turbulent
flows (see Section 3.3.5), this boundary layer can be significantly reduced. In areas of
low velocity, near the boundary, conduction heat transfer and diffusion mass transfer
prevails, whereas in regions of high velocity advection is the dominant process.
3.3.2 Thermal gradient/boundary layers
Consider the same system as previously, a fluid flowing over a flat plate. Just as a
velocity gradient develops due to the difference in velocities of the plate and the fluid,
a thermal gradient develops if the temperatures of the plate and the fluid are different.
The thermal gradient is shown in Figure 3.3. Similar to the velocity gradient, the tem-
perature gradient occurs through a small layer of fluid reaching the same temperature
as the plate. This layer of fluid then exchanges thermal energy with the adjacent layer,
and so it continues until the bulk temperature T∞ is reached. Again, δt(x) represents
the thermal boundary layer thickness, where the effect from the different plate tem-
perature is negligible. In this case, the relation is given as the value of y for which
Ts−T (y)
Ts−T∞ = 0.99, where Ts is the surface temperature, T∞ is the bulk fluid temperature
and T (y) is the temperature at some point y.
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Figure 3.3: Schematic showing the development of the thermal boundary
layer as air flows over a flat surface. Image from [24]
3.3.3 Concentration gradient/boundary layers
The concentration boundary layer is concerned with mass transfer from the fluid to
the surface or vice versa - for example condensation onto the surface or evaporation off
the surface. Consider Figure 3.4. Here again, a fluid flows over a flat plate. This fluid
consists of two different components, represented by A and B. For example, species A
may be dry air, and species B may be water vapour. Here, CA,∞ represents the molar
concentration of component A in the fluid, CA,S represents the molar concentration of
component A at the surface. Molar concentration is given as kmol/m3. If CA,∞ and CA,S
are different, a concentration boundary layer will develop, as it did with a difference
in temperature and velocity between fluid and surface. Again, δc(x) represents the
boundary layer thickness and is defined, similar to the thermal boundary layer, as the
value of y for which
CA,S−CA
CA,S−CA,∞
= 0.99. Increasing the boundary layer thickness reduces
the mass diffusion rate. As the wind tunnel used to test the surfaces is situated in a
climate controlled chamber, of dimensions much greater than the wind tunnel (chamber
dimensions ' 6 m x 3.5 m x 2.5 m compared with wind tunnel dimensions of ' 0.5 m
x 0.1 m x 0.02 m), we are confident that the two species of air and water vapour are
well mixed when they enter the test section.
3.3.4 Wind Tunnel Geometry
The wind tunnel is a rectangular duct with cross-sectional dimensions of 20 mm x 100
mm. As the sides are much smaller than the top and bottom of the wind tunnel, and
because the flow conditions are turbulent, (i.e. boundary layers are small), the boundary
layer from the sides of the wind tunnel may be neglected. Therefore, we assume that
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Figure 3.4: Schematic showing the development of the concentration bound-
ary layer as air flows over a flat surface. Image from [24].
only the boundary layers from the top and bottom of the duct have an influence on
the tests. The length of the wind tunnel was chosen to ensure fully developed flow at
the test section, to ensure consistency between tests. Furthermore, because the airflow
does not change, nor does the location of the samples or the dimensions of the wind
tunnel, we expect all results to be comparable.
3.3.5 Laminar vs. Turbulent Flow
Fluid flow can be categorised as laminar or turbulent. Laminar flow is a “smooth” flow,
ordered with streamlines visible (with the injection of some indicator e.g. dye in a liquid
flow or smoke in a gaseous flow). Streamlines can be thought of as the trajectory of fluid
particles in a flow. Turbulent flow, conversely, is disordered with random motion in the
flow (for example, eddies and vortices), see Figure 3.5. When explaining laminar and
Figure 3.5: Graphic showing the streamlines for flow in a pipe, laminar (top)
and turbulent (bottom).
turbulent flow, it is necessary to define Reynold’s Number, denoted Re. The Reynold’s
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where x is the characteristic length (in this example - flat plate - the distance from the
leading edge of the plate), ρ is the density of the fluid and µ is the dynamic viscosity
of the fluid. Generally speaking, flow is considered turbulent when Re > 10000 for a
flat plate [24].
If flow is turbulent, which is the case for the wind tunnel system described here, the
velocity boundary changes from a laminar to a turbulent boundary layer, reducing the
boundary layer. Turbulent flow also increases heat and momentum transfer compared
with laminar flow.
Figure 3.6: Image showing how the velocity boundary layer changes from
laminar to turbulent. Image from [24].
3.4 Internal Flow
This system utilises internal flow - i.e. the fluid flow is bounded by the wind tunnel
sides. The flow here depends on the conditions (i.e. laminar or turbulent), the flow
velocity, the velocity profile and the friction factor.
3.4.1 Hydrodynamic Entrance Length - Duct Model
As mentioned above, a velocity boundary layer forms when a fluid flows over a surface.
This means the duct must have a particular length to ensure the flow is fully developed
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at the area of interest. This is known as the entry length and is given (for turbulent
flow) as [34]
LH = 10DH (3.3)
for both the hydrodynamic and thermal entrance lengths. Here DH is the hydraulic
diameter of the duct (used for non-circular ducts). For a rectangular duct (as is used






DH was calculated to be 0.033 m, leading to a minimum entry length requirement of
LH = 0.33 m. The wind tunnel used has a length of 0.53 m from the beginning of the
wind tunnel to the test section and 0.53 m > 0.33 m, therefore we are confident that
flow is fully developed at the test section. As the test section sits flush with the bottom
of the wind tunnel, we take the beginning of the wind tunnel as the beginning of the
entry length.
Note that the above reasoning models the system as a duct, however it was stated
in Section 3.3 that we may neglect the sides of the duct and model the test section area
as a flat plate. We believe this reasoning still holds as the smaller sides of the wind
tunnel have been taken into account by the calculation of the hydraulic diameter.
3.4.2 Forced vs. Natural convection
Convection can be forced (the fluid is stimulated by a fan, pump or other external
mechanism) or natural (due to density changes and buoyancy forces). The wind tunnel
used to carry out these condensation-frosting tests utilises a fan to draw the air through
the tunnel. This makes the system a forced convection one.
3.5 Dimensionless Parameters
3.5.1 Nusselt Number





where k is the thermal conductivity, L is the characteristic length and h is the convective
heat transfer coefficient. This is the average Nusselt number, and is used to determine
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whether conductive or convective heat transfer from the plate to the air is the dominant
process. Higher Nu implies convection heat transfer dominates over conductive.
An empirical relation between air speed v and h for a flat surface can be written
as [35]
h = 12.12− 1.16v + 11.6
√
v (3.5)
Using v = 6.86 m/s, this gives h = 34.5 W/m2◦C. For this system, the Nusselt
number was calculated to be Nu = 27.6, using L = 20 mm, h = 34.5 W/m2K and
k = 0.025 W/mK [36].
3.5.2 Reynold’s Number





where u = flow speed, DH = hydraulic diameter and ν = kinematic viscosity. Reynold’s
number characterises whether a flow is turbulent or laminar. Using ν = 1.6×10−5 m2/s
and DH = 0.033 m, it was calculated that for any airspeed above 4.8 m/s, Re > 10000
and flow is considered turbulent.
3.5.3 Archimedes Number
The Archimedes number indicates the relative strength of forced and free convection.





where Re is the Reynold’s number (calculated above) and Gr is the Grashof number,





for the system of a vertical, flat plate. Here g is gravitational force, β is the coefficient
of thermal expansion, TS and T∞ are the surface and bulk temperatures respectively, L
is the vertical length and ν is the kinematic viscosity. The Grashof number represents
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the ratio of buoyancy and viscous forces.
The Grashof number was calculated for air to be Gr = 19000, using g = 9.8 m/s2,
β = 3.56×10−3 K−1 (for air at 10 ◦C [37]), TS an T∞ were -9.5 ◦C and 8 ◦C respectively,
L = 20×10−3 m and ν = 1.6×10−5 m2/s. Combining this with Reynold’s number, with
velocity at 6.86 m/s, the Archimedes number was calculated to be Ar = 9.5 × 10−5.
As Ar << 1, this implies forced convection, rather than free convection dominates the
system, and makes sense as there is a centrifugal fan drawing the air through the wind
tunnel.
3.5.4 Prandtl Number





where cp is the specific heat, k is the thermal conductivity and µ is the dynamic viscosity.
The Prandtl number gives the ratio of momentum diffusivity to thermal diffusivity, and
was calculated as Pr = 1.38. Pr > 1, which implies that momentum diffusivity is more
dominant than thermal diffusivity. This is equivalent to stating that convection is
more dominant than conduction in this heat transfer process. Here, cp = 1860 J/kgK,
k = 0.025 W/mK and µ = 1.85× 10−5 m2/s.
3.6 Condensation Heat Transfer
Heat transfer can be either latent or sensible. Sensible heat transfer, on the simplest
level, can be thought of as thermal energy moving from one location to another. This
may be a system where energy moves from one object (a solid or a body of fluid) to
another or a system where both locations are in one object, and involves a change
in temperature at both locations. The addition to or removal of latent heat from an
object involves a phase change - this changes the way the object structures itself, from
highly ordered and low energy (solid) to highly disordered and high energy (gas) and
the intermediate between (liquid). Of interest to this particular system is the phase
change of water from gas to liquid phase, known as condensation, and the change from
liquid to solid, known as freezing.
To evaporate a liquid, latent energy must be supplied to change the phase from
a low energy state to a higher energy state (changing liquid to gas). It follows then,
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that condensation involves a decrease in the latent energy, as the gas releases the latent
energy it has absorbed. The same logic can be applied to the change from liquid to
solid and vice versa.
In the case of condensation, this release of latent energy results in heat transfer from
the vapour to the surface and a condensate forming on the surface. Condensation can
occur in two different modes - dropwise and filmwise. Dropwise condensation occurs
when the the surface is hydrophobic - rather than wetting the surface, droplets col-
lect and coalesce. Filmwise condensation occurs when the surface is more hydrophilic
- as the name suggests, this results in a film of condensation on the surface. Drop-
wise condensation is generally more desirable in engineering applications, due to the
increased heat transfer compared with filmwise condensation [24]. However it is difficult
to maintain dropwise condensation over a long time - systems that begin with dropwise
condensation tend to transition to filmwise condensation over time.
3.7 Heat Transfer - Dropwise vs. Filmwise conden-
sation
The substrates of interest in this project are aluminium, which has a high thermal
conductivity of ∼ 150 W/mK. Note that condensation heat transfer is the dominant
heat transfer mode and, given the high thermal conductivity of aluminium, conduction
resistance can be neglected. When filmwise condensation takes place, a layer of water
sits on the surface, and the thermal conductivity can be significantly reduced due to the
much lower thermal conductivity of water (∼ 580× 10−3 W/mK at 10◦ C) [38]. When
dropwise condensation takes place, the surface area taken up by the water is greatly
reduced, and the thermal conductivity is increased compared with the layer of water
from filmwise condensation. This is because most of the heat transfer occurs through
droplets of diameter < 100 µm [24]. Recalling the aim of these surfaces is partly
to increase the efficiency of systems such as heat exchangers, we wish to maximise
condensation, but to minimise freezing.
3.8 Recalescence Curve
For the wind tunnel tests, we may compare freezing times between surfaces by observing
the recalescence peak.
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Freezing of a supercooled droplet occurs in four stages: water cooling, recalescence,
freezing and ice cooling [39]. These stages are shown in Figure 3.7. The recalescence
peak occurs when supercooled water (water that has been cooled below its freezing point
but still in the liquid phase) crystallises and freezes. Supercooled liquid is a relatively
common phenomena, with supercooled water reported at -30 ◦C [40]. Supercooling
continues until crystal nucleation begins, at which point the recalescence process occurs.
Here crystals grow rapidly from the initial nucleation point, releasing energy as the
water transitions to a lower energy phase, which heats the droplet. The recalescence
process results in a water-ice mixture and is complete when the droplet reaches its
melting/freezing temperature (Tm in Figure 3.7). During the freezing stage, crystal
growth continues, however at a slower pace dependent on the heat transfer rate between
the liquid and frozen areas of the droplet. This is characterised by an “ice sheet” that
begins at the base of the droplet and rises to the surface of the droplet [41]. The final
stage is the ice cooling stage, where the frozen droplet is cooled to the temperature of
the surface. The stages are shown photographically in Figure 3.7.
The sharp increase in temperature from the recalescence phenomenon is what sig-
nifies the beginning of a freezing event in the wind tunnel tests.
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Figure 3.7: Top: Stages of supercooled droplet freezing, from [42]. Bottom:
Photographs of droplet freezing (a) supercooled droplet, (b) recalescence,




Having introduced concepts and terminology in Chapters 2 and 3, this chapter contains
a review of investigations and results of ice adhesion (IA) strength and the frosting delay
times.
4.1 Ice Adhesion
Ice will eventually form on any surface at subzero temperatures and high relative humid-
ity, so as well as delaying ice formation for as long as possible, the structured surfaces
characterised in Chapter 5 should also make ice removal as easy as possible [1] [43] [44].
There are several different methods for measuring ice adhesion strength, one of
which involves freezing a column of ice and pushing it off a surface using a force probe
[43] [45] [46]. This is the method used in this project, and is described in Chapter 7.
4.1.1 Types of Ice
The two types of ice most detrimental to wind turbine efficiency are rime ice (which has
soft and hard subcategories) and glaze ice. Rime ice is formed when subcooled water
droplets in the air strike a subcooled surface and freeze onto it, typically at low relative
humidity and surface temperatures ∼ -15◦ - -4◦ C [47]. Soft rime is a more minor
threat, with low adhesion as the ice is formed by small droplets, lower humidity and
calmer wind conditions, forming thin and brittle “spikes” (see Figure 4.1). Hard rime
is a more serious issue, as it is formed by bigger droplets and higher wind speeds which
take longer to freeze as the viscosity of water increases with decreasing temperature,
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therefore adhering to the surface more strongly [48]. Soft and hard rime ice look similar,
however hard rime tends to be thicker and more dense, therefore heavier (which makes
it more dangerous on aeroplane wings or helicopter blades). Glaze ice is formed when
a droplet hits a subcooled surface, partially freezes and continues to run along the
surface as it freezes, typically at high relative humidity (freezing rain) and between
-5◦ C and 0◦ C [47] [49] [50]. The two are distinguished by appearance, as shown in
Figure 4.1. In these experiments, we use so-called “bulk formed ice”, where some bulk
of water is cooled to subzero temperatures and freezes [46]. While we are unable to
relate glaze or rime ice directly with bulk ice, given the very different formation process
(moving droplets vs. stationary liquid), we believe the results will still provide a useful
understanding of the relative ice adhesion strength of each of the structured surfaces.
Figure 4.1: An example of soft rime ice (top left), hard rime ice (right) and
glaze ice (bottom left). Photographs from [51] [52] [53].
4.1.2 Hydrophobic may, or may not, mean Icephobic
Many papers in the literature claim different relationships between hydrophobicity and
icephobicity. While it is difficult to define a simple relationship, in general anti-icing
properties depends partly on hydrophobicity, partly on CAH and partly on the struc-
tures and roughness themselves.
Varanasi et al. in [54] concluded that frost formation within the structures greatly
increased the IA, which was later verified by [55]. This is due to frost formation within
the structures (as opposed to on the structures) greatly increasing the surface area.
Feng et al. in [10] stated that “preparing superhydrophobic surfaces would be an
effective strategy for improving anti-icing, anti-frosting, and self-cleaning performance
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of aluminium alloys.”, supported by Lv et al. in [1] and Zhang et al. in [56] however
Kulinich et al. in [57] found lower IA strength correlated with lower CAH, when several
surfaces of similar CA (∼ 137◦ − 155◦) and varying CAH (∼ 5− 95) were tested.
Chen et al. in [58], however, concluded that superhydrophobic surfaces had almost
the same IA strength as superhydrophilic surfaces, using a force probe to push ice
columns off surfaces with a range of CA from ∼ 5◦ − 155◦.
According to Nosonovsky et al. in [59], detaching a water droplet depends on CAH,
however the force needed to detach a piece of ice depends the initial size of interfacial
cracks, where larger gaps decrease IA. In this way, a Cassie-Baxter (CB) state is highly
desirable as it creates air gaps between the solid and the ice [59].
As can be seen from the above examples, there is no simple relationship between anti-
icing properties, superhydrophobicity and surface roughness. Higher CA could decrease
IA by reducing the droplet-surface interfacial area. Low CAH means droplets are more
mobile (i.e. adhere less strongly to the surface), therefore low CAH may also reduce IA.
Surface roughness on the structures is more complicated - increased surface area may
increase the IA, however structures may also be used as stress concentrators, making
the ice easier to remove. Note that the above studies only consider random (e.g. [10]) or
regular roughness (arrays in [54] and [58]). They do not consider gradient structures for
hydrophobicity. Surface gradients for anti-icing surfaces have been explored, however
they utilised polymers and coatings as opposed to surface structures [60].
4.1.3 Achievements thus far
Absolute values of ice adhesion (i.e. the area-normalised force required to remove ice)
depend on the methods of measurement and ice formation [46]. The area-normalised








where F is the force applied to the object and A is the area of the object. For this
reason, ice adhesion measurements are compared with respect to untreated control
surfaces, however there is no commonly accepted standard surface. As far as could be
found, no tests have been done on rime and glaze ice using a force probe (centrifuges
tend to be used, for example in [61] [62]). While using a centrifuge could be helpful for
testing ice adhesion in the context of wind turbines, it requires specialised equipment,
and thus the force probe is more accessible. Ice adhesion of ∼20 kPa is viewed as
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the upper limit for surfaces that allow passive ice removal by factors such as wind or
vibration [63]. For obvious reasons, an icephobic surface must also be robust when
exposed to ice, wind and other abrasive conditions. A literature review done by Kreder
et al. in 2016 summarises the ice adhesion strengths of different types of surfaces [64].
An image from this review, shown in Figure 4.2, shows a general overview of the different
IA strengths for different surfaces and wetting characteristics.
Most of the lowest ice adhesion strength values reported have relied on polymers
and/or lubricants. For example, Kim et al. in [65] report an IA strength of 16 kPa
of a SLIPS (Slippery, Liquid Infused Porous Surface) coating on aluminium (using a
force probe to measure shear stress). This coating consisted of a polymer (polypyrrole)
coating infused with lubricant. Urata et al. in [66] performed a similar study using a so-
called SLUG (Self-LUbricating organoGels) and achieved IA values of 0.4 kPa. While
these both report impressively low IA values, they suffer from a lack of durability
as liquid infused surfaces tend to do. This is due to the fact that removing the ice
removes the lubricant layer as well, and periodic reapplication of coatings or lubricants
is impractical for many applications.
The lowest IA values to date are reported by Golovin et al. in [67]. These use
elastomers, a viscoelastic polymer. These exhibit an impressively low IA at < 0.2
kPa, and durability, with the IA reported as being < 10 kPa after “severe mechanical
abrasion, acid/base exposure, 100 icing/deicing cycles, thermal cycling, accelerated
corrosion”.
For the “plain” anti-icing surfaces (ones which do not contain additives such as
coatings or lubricants), IA tends to decrease with increasing hydrophobicity. In general,
the aim is to minimise the ice/substrate interface and create a CB state to maximise
air pockets beneath the ice so structures/roughness is often used. This then increases
the “stress concentrators” of the ice, reducing the force required to remove it [59]. The
surfaces with added lubricants tend to have lower IA still than these plain surfaces.
The surfaces with lubricants/coatings tend to be very smooth, and minimise CAH [65].
However, the difficulty lies in retaining the lubricant, as this tends to be removed with
the ice, as stated earlier.
One important note of Figure 4.2 is that there is no distinction between testing
method (centrifuge or force probe), or surface creation (rime/glaze ice or bulk formed
ice), which can vary the IA strength [46]. Therefore, while the values shown in Figure
4.2 are a useful comparison for the IA strength of the samples tested here, differences in
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Figure 4.2: Typical values of ice adhesion across a range of surface types
and wettability. Image from [64].
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ice column creation and IA testing methods may create some differences in the results.
The force probe method for measuring IA strength was first used by Jellinek et al.
in [43], in 1978. Since then, it has been used by Mueler et al. in [68], where they
achieved IA strengths of 150±30 kPa for steel with a polymer (PEMA) coating. Wang
et al. in [44] reported a IA force of 400 ± 150 kPa for a polymer (PMMA) coating on
a glass substrate. Varanasi et al. in [54] found an IA strength of 30 ± 13 kPa for a
polymer coating (PDMS), also using a force probe.
There are several gaps in the literature which the project aims to fill. It is rare to find
an ice adhesion study that does not rely on a polymer, coating or lubricant and rarer
still to find one which explores only surface topography modifications. This project
explores the icephobicity of a substrate commonly used for industry and construction
(aluminium), and uses structures which aim to last the lifetime of the surface. As well
as this, we look at the IA strength of some gradient-pitch structures, on which, as far
as could be found, no IA tests have been done previously.
4.2 Frosting
Frost formation delay techniques include manipulating surfaces to make droplets bounce
off before freezing and sticking, or by creating ice-phobic surfaces (surfaces where ice
will not form even below freezing temperatures). The latter may occur when the surface
is hydrophobic enough that the droplet is removed from the surface before it has the
chance to freeze.
During dropwise condensation on a flat hydrophobic surface, condensed water droplets
have high contact angle (CA), leading to droplets coalescing until they reach the water
capillary length (∼ 2.8 mm diameter [69]). At this point, gravitational forces overcome
the capillary forces and the droplets are able to be removed from the surface by grav-
ity [70]. This cycle of droplet formation, coalescence and removal is known as surface
rejuvenation. However, the time taken for droplets to coalesce to the capillary length
and be removed by gravity is large enough that freezing often occurs before droplet
removal, as evidenced by any frozen surface. Thus, if droplets smaller than the capil-
lary length can be shed, the time available for droplets to freeze may be reduced, and
freezing may be delayed.
To remove smaller condensed droplets from the surface before freezing, one technique
uses structured superhydrophobic surfaces (SHSs) that can cause “coalescence induced
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jumping” of water microdroplets powered by the surface energy released on coalescence
(when several small droplets merge) [71] [9]. The spontaneous motion of droplets is
affected by several variables such as initial droplet volumes, viscous dissipation, surface
feature sizes, structural hierarchy and adhesion [72] [73] [74] [75]. The removal of
merged droplets results in small average droplet diameters observed (∼ 6 to 30 µm) on
such surfaces [9] [75]. However, if water vapour condenses within the structures, the
condensation process changes from mobile jumping droplets to pinned Wenzel droplets.
This occurs when the droplet density increases to the point where interactions between
the droplets are on the scale of the structure spacing, resulting in a liquid film as
opposed to individual droplets [76].
To avoid the limitations found in super-saturation conditions, superhydrophobic
nanostructured microstructure arrays, with pitch spacing comparable to the diameter
of the microdroplets, have been introduced to maximize the liquid/air interfacial area
beneath the coalescing microdroplets [77]. Although frost can form (from physical or
chemical defects in the array), and spread over the surface, the growth of the frost
front has been shown to be approximately an order of magnitude slower on hierarchical
SHSs than on a control hydrophobic surface [78]. The frost on these nanostructured
SHSs can occur in a CB state, which is very promising for active defrosting situations
(recall that the CB state tends to improve mobility) which eases the removal and has
the added benefit of reducing damage to the surface [79].
Alizadeh et al. in [80] found that droplet freezing delays were two orders of magni-
tude longer on microstructured SHSs compared with flat hydrophilic surfaces at surface
temperatures of −20◦ C; however, droplets froze quickly (within seconds) when the tem-
perature was reduced to −25◦ C.
When testing a range of surfaces, Jung et al. in [17] found that hydrophilic sur-
faces with roughness of 1.4 - 6 nm had the longest freezing-delay times (by ∼ 150 s
- although it should be noted that these hydrophilic surfaces were silicon with differ-
ent surface treatments compared with a control of aluminium), followed by hydrophobic
surfaces with similar roughness, then microstructured SHSs and finally microstructured
hydrophilic surfaces, implying that wettability and roughness must both be taken into
account when designing icephobic surfaces.
Similarly, Eberle et al. in [81] tested a range of nanostructured surfaces (hydrophilic
and hydrophobic) and hydrophobic hierarchical structures for ice nucleation temper-
atures (TN - the temperature at which ice forms instantaneously) and ice formation
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delay (where they keep the surface at some temperature near TN and measure the time
taken for ice to nucleate). At surface temperatures of −24.5◦ C (where TN = −25◦ C)
hydrophilic surfaces had an ice formation delay of ∼ 15 minutes compared with a delay
of ∼ 2 minutes for hydrophobic hierarchical and nanostructured surfaces.
No extensive review of frosting on surfaces could be found. Studies tend to focus
on freezing delay of frost on a level surface such as was done in [82] or [83].
The microstructures used in this work (see Chapter 5) utilise droplet shedding to





Having covered the background for surface wetting and heat and mass transfer in Chap-
ters 2 and 3, and given an overview of the work done so far regarding icephobic and
frostphobic surfaces in Chapter 4, this chapter outlines the methods used to characterise
the geometric and surface wetting properties for each of the structures used for the ice
adhesion and frost delay time testing. We begin with an introduction of the goniometer
and explanation of the goniometric measurements (used for characterising surface wet-
ting of the surfaces), and introduce the devices used for topographical characterisation
of the surfaces (to characterise the geometry of the surfaces). Details on the fabrication
process are given and the chapter concludes with surface characterisation results.
5.1 Methods
5.1.1 Goniometry
Test surfaces are characterised by contact angle (CA), contact angle hysteresis (CAH)
and microwetting state. Goniometric analysis was performed using a FTA200 goniome-
ter, with FTA32 software. Deionised water was used in all cases and the measurements
were carried out in a laboratory environment with average temperature T = 20±5 ◦C
and relative humidity RH = 40±5% (TA298 Digital Hygrometer, resolution ±1◦, ±5%).
A diagram and photograph of the goniometer is given in Figure 5.1. The goniometer
consists of camera and a droplet dispensing system, which dispenses droplets from a
syringe using stepper motor control for the dispensing rate. The droplet is deposited in
front of a camera and the software is used to calculate the CA of the droplet. Details
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for the calibration of the goniometer are given in Appendix A.
Figure 5.1: The goniometer used for goniometric analysis. Left: Droplet
dispensing system (background) and camera (foreground); Middle: closer
view of dispensing system (motor and syringe); Right: simplified diagram
of the dispensing system.
(a) (b) (c)
Figure 5.2: Steps for obtaining static CA measurements; (a): base of the
droplet, (b): outline of the droplet, (c): obtaining CA data.
Dispensing Droplets
Droplets are dispensed/withdrawn using stepper motor control (VEXTA PK243M-
03AA, step error ±0.05◦, 5792 steps/mm) and a syringe (Terumo, 10 mL volume)
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with one of two different dispensing needles; the needle is changed depending on the
measurement being made. Dispensing and withdrawing the droplets work by the same
principle. Here, an explanation for the dispensing process is given, note that droplet
withdrawal is an equivalent process. The droplet dispensing rate can be chosen from
a minimum of 0.05 µL/s to a maximum of 85 µL/s. For CA measurements, a rate of
0.1 µL/s was used and 0.05 µL/s was used for the CAH measurements. These small
values were chosen to give maximal control over droplet creation, and to ensure that
equilibrium conditions were kept for the duration of the measurement.
When the droplet has been deposited on the surface, measurement of the CA can
take place. First a screenshot of the droplet is taken using the software. Then the
following actions were carried out (see also Figure 5.2):
 In the “Images” tab, left-click “Setup Pts” (labelled 1 in Figure 5.2a). Then
right-click the “corners” of the droplet/surface interface (labelled “2” and “3”
labelled 1 in Figure 5.2a – note these can be done in any order).
 Outline the droplet by left-clicking - up to nine lines can be created. The area
near the droplet/surface interface are important, so focus on the corners or spread
them around the whole droplet (see Figure 5.2b).
 Click “Contact Angle” (blue arrow in Figure 5.2c) to calculate the CA. If the
fit does not look right (i.e. the yellow line around the droplet does not match
the droplet shape), click the “Clear Data” button (orange arrow) to restart the
measurement process using the same droplet.
 All samples are dried with compressed air between goniometric tests.
Fit Functions
Two different fit functions were used: the spherical and the non-spherical fit. Other
options are available, see Figure 5.3. In all cases, the fit which best matched the
outline of the droplet was used. This tended to be the spherical fit for more hydrophilic
measurements (θ < ∼ 90◦), while the non-spherical fit tended to be better for the
more hydrophobic measurements (θ > ∼ 120◦). For ∼ 90◦ < θ < ∼ 120◦, either can be
used. The spherical fit fits a spherical equation to the droplet; the non-spherical fit uses
polynomials at the droplet edges. The goniometer has a typical standard deviation of
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< 0.1◦ for contact angle measurements [84]. The Laplace-Young fit was not used due
to inconsistencies with this particular fit which could not be resolved.
Figure 5.3: The “Contact Angle” tab of the goniometer software, showing
the different fit functions possible. Here the “Spherical Fit” and “Non-
spherical fit” were used.
Static Contact Angle Measurement
Static CA measurements are made using the sessile method, where the droplet sits on
a surface. This required a relatively coarse needle (27 Gauge, OD=0.41 mm, ID=0.21
mm, stainless steel – with a typical contact angle between water and steel of ∼100◦),
with typical droplets having a base diameter range of 1.5 - 3 mm (viewed by the camera).
Here the water was dispensed from the needle at a rate of 0.1 µL/s until it reached
a size that allowed it to detach from the needle due to gravity. This rate was chosen
as a low pump rate to give maximum control over droplet formation. Higher pump
rates than this tended to produce a delayed reaction when stopping the dispensing (i.e.
water would continue to dispense for a few seconds after the pump was stopped).
A snapshot was taken at the moment of release, and the contact angle was measured
using one of the functions mentioned above. The relative height of the end of the needle
50
and the surface was kept constant, at 2.0±0.1 mm. This ensured that, when the droplet
detaches from the needle due to gravity, it immediately touches the surface and “flows”
from the needle to the surface, to minimise any spreading or pinning due to kinetic
energy at impact (and maintain a zero-value Weber number1). This is shown in Figure
5.4. Note that the location of the droplet compared with the structures may have an
influence on the CA (i.e. if the droplet is deposited between two structures or directly
onto one). This is assumed to have minimal effect here as the droplet is large compared
with the structures. The surfaces are aligned such that the structures are exactly
parallel to the camera. This is achieved by rotating the surface until the structures
look 1D from the perspective of the camera (see Figure 5.4).
Figure 5.4: This set of images shows the droplet as it is pumped from the
needle and deposited onto the surface.
Droplet Size
The droplet size typically had a diameter of 2.0±0.2 mm and a volume of ∼4 µL. The
diameter was calculated from the droplet as it hangs from the needle and thus, it can
be modelled as a sphere (see Figure 5.4 middle). Note the volume of the droplet is
calculated from this 2.0 mm diameter value – it is difficult to calculate the volume of
a droplet using the goniometer camera on an anisotropic surface, as one is unable to
see the amount of spreading in the second dimension. The Bond number (see Equation
2.17) of the droplet is calculated as Bo = 0.52. Recall that Bo < 1 means that surface
tension forces dominate gravitational forces.
1The Weber number is a comparison of inertia and surface tension forces in a droplet. A Weber
number of zero means there is no inertia
51
Dynamic Contact Angle Measurement
The contact angle hysteresis (CAH) is calculated from the dynamic contact angle,
using the sessile/injection method, and required much finer a pulled glass, 1 µm tip
(ID) needle (Coherent Scientific, product number TIP1TW1, contact angle between
glass and water of 40±2◦, Appendix B). Here, the tip of the needle is set 0.5±0.1 mm
from the surface (i.e. as close as possible but without touching, the surface). The CAH
is calculated from the following two measurements:
Advancing Contact Angle: The water is dispensed at a rate of 0.05 µL/s. This
pump rate was chosen as it was the lowest pump rate available on the goniometer and
a slow pump rate is vital for these advancing (and receding) angle measurements [85].
At least three measurements are taken at various points throughout the dispensing
process. When the measured CA does not change with further dispensing (i.e. the
three measurements agree to within 1◦), this is taken as the advancing angle [85].
Receding Contact Angle: The same droplet used for the advancing angle is with-
drawn back into the syringe at the same rate of 0.05 µL/s. The droplet volume is
reduced, and again, the CA is taken at regular intervals throughout the withdrawal. As
with the advancing angle, when three CA measurements are made that agree to within
1◦, the last measurement is taken as the receding contact angle. However, more often
the droplet detaches from the needle before this CA plateau is reached. In this case,
the CA measured as close as possible to the time before the droplet detaches from the
needle is taken as the receding angle [85]. Figure 5.5 shows the advancing and receding
angle measurements in process. For each surface, at least three measurements of CA
Figure 5.5: This set of images shows the advancing and receding angle
process. The top row: advancing angle (water pumping into the droplet);
bottom row: receding angle (water withdrawn from the droplet).
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and CAH are made, and the average of these three measurements taken as the value
for the respective measurement.
5.1.2 Atomic Force Microscope (AFM)
An AFM (Nanosurf NaioAFM) was used to determine the surface roughness of the
control surfaces at each polishing stage. The AFM is a commonly used and well docu-
mented device, and details may be found from various sources, such as [86] or [87]. Here
the non-contact mode is used and a very brief overview of the function is as follows:
a sharp point (generally a tip radius of tens of nanometres) mounted on a cantilever
rasters across a surface, at a height of ∼5 - 15 nm above the surface. This probe is
oscillated at a particular resonant frequency and the van der Waals forces from the
contours on the surface create a force proportional to the distance between the surface
contours and the probe. This changes the amplitude and phase of the cantilever oscilla-
tion. The reflection of a laser beam focused on the cantilever is detected by a quadrant
photodiode. This laser beam is deflected proportionally to the contour height, and the
deflection measured by the photodiode. Thus, a 3D image may be built of the surface,
an example of which is given in Figure 5.6.
Figure 5.6: Image obtained from the AFM, with parameters of interest.
Surface Roughness
Surface roughness is determined by the AFM (see Figure 5.6). While there are many
different surface roughness parameters, the one of interest is Sa, the arithmetic average








where Sa is the roughness average, n is the total number of measurements made and z
is the average surface feature height for a particular measurement. Sa (also commonly
denoted Ra) is one of the most commonly used roughness parameters, obtained from
the AFM.
5.1.3 Scanning Electron Microscope (SEM)
As with the AFM, SEM imaging is a common and well known technique, and details
may be found from [88] or [89]. As a brief overview, the SEM functions as follows: an
electron source and the sample being imaged are placed into a vacuum. The electrons
from the source are focused into a beam which scans over the sample. The electrons
interacting with the sample produces secondary and/or backscattered electrons which
occur due to collisions between the electrons in the beam and atoms in the sample. From
the varying intensity of these electrons, a topographic image can be obtained. A SEM
(PhenomPro, Ata Scientific) was used to obtain top-down and cross-sectional images of
the surfaces. The images were taken using a 10 kV beam, BSD (backscattered electron
detector), and 1024x1024 pixel saved image. The saved image was obtained from a 6
second exposure time. One uses the available slider bars to adjust magnification, focus
and brightness/contrast until the picture is clear. A screenshot is then taken, with an
example given in Figure 5.7.
Figure 5.7: Example image obtained from the SEM.
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5.1.4 Control Samples
Control measurements were taken on substrates modified for a uniform surface through
sanding and polishing. Polishing of substrates went through three phases: sanding,
coarse polishing and fine polishing. At each stage, substrates were sanded/polished
until no improvements were seen.
Sanding
Substrates were sanded using P600 sandpaper (3M Wetordry Tri-M-ite abrasive sheet).
P600 follows the FEPA (Federation of European Producers of Abrasives) and indicates
a particle diameter of ∼26 µm [90]. For the most even sanding finish, the sandpaper
was placed on a flat, hard surface and the substrate was held. The substrate was
moved over the sandpaper with minimal downward pressure (pressing hard against
the sandpaper will create deeper scratches, which will be harder to remove at the later
polishing stages). Results could potentially be improved (or sped up) by using a sanding
belt or some other polishing device, however this was not investigated in this particular
project.
It is important to rotate the substrate by 90◦ regularly and sand in all directions,
to remove any deep scores in the substrate. Looking at the substrate from all angles
will identify any significant scratches to be removed. When no noticeable change is
observed with sanding, the substrate must be cleaned thoroughly with deionised water.
For a 20 x 20 mm2 aluminium piece, sanding typically takes 5 – 30 minutes depending
on initial surface conditions, the alloy and the uniformity of the surface being sanded
against.
Coarse polishing
Coarse polishing was carried out using 6 µm diameter diamond suspension (Aquapol
P diamond suspension from Kemet) on a lapping machine (shown in Figure 5.8). The
lapping machine (Le Cube, from Presi) consists of a turntable covered by a magnetic
cloth pad (PSU-M Magnetic chemotextile polishing cloth, also from Kemet). A small
amount of the diamond suspension (< 0.5 mL) is poured onto the cloth pad and the
substrates are held against the turntable as it turns. It is sufficient to hold the substrate
down by hand, however results can be improved (i.e. a more even polish obtained) if the
substrate is attached to a bigger object to keep the pressure uniform. The object used
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here was a 0.37 kg block of aluminium. For substrate surface polishing, the substrate
was glued to an aluminium block with temperature sensitive epoxy (melting point of
125◦ C).
The Le Cube instrument has two turntable speeds, 150 RPM and 300 RPM. For the
coarse polishing, the faster setting was used and the substrate was held down firmly,
but again, not pressed down. These substrates specifically were held down only by the
weight of the aluminium block. Moving the sample around the pad in the opposite
direction to the rotation can also improve the polish. As much water as is needed is
used as a lubricant for the substrates. Deionised water is used, sprayed from a small
handheld squeeze bottle. This is sprayed onto the centre of the pad, and spreads over
the pad as the turntable rotates. The substrates should be easy to keep in place, the
harder it is to hold in place, the more water is needed. The diamond suspension will
create a white/grey “foam” as the aluminium is polished. If the foam disappears and
there is enough water on the pad, a small amount of diamond suspension (again, < 0.5
mL) is added. Upon completion, it is essential to thoroughly clean the substrate (again
using deionised water) before beginning the fine polishing to avoid any contamination
of the 1 µm polishing pad with 6 µm diamond particles.
Depending on the alloy, the sanding quality (previous step) and if the substrate was
attached to some heavier object, this step typically takes 1 – 3 hours for a 20 x 20
mm2 aluminium piece.
Fine polishing
The method for fine polishing is similar to the coarse polishing, however here one uses
1 µm diameter diamond suspension (also from Kemet) on a fresh polishing pad. The
other difference is to use the slower 150 RPM speed setting on the Le Cube instrument.
Again, the sample was held firmly in place as the table turns. The substrate should
have a clear mirror finish when this step has been completed. Again, depending on the
alloy and the quality of the coarse polish, this typically takes ∼0.5 – 1 hours for a 20 x
20 mm2 aluminium piece.
Cross-Sectional Polishing
Clear cross-sectional images were also required for sample characterisation. The samples
were cut (Proxxon KGS 80 circular saw) to observe the cross-section. They then had
to be polished for clear viewing, using the method described in Section 5.1.4. For cross-
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Figure 5.8: Lapping machine used for the diamond suspension polishing.
The curved arrow indicates the part that rotates, note the rotation direction
can be changed.
sectional polishing, the samples were held using a fork (see Figure 5.9). Note that,
depending on the structure size of the cross-section, it may be more beneficial to miss
the 6 µm polishing and only carry out 1 µm polishing.
Figure 5.9: The cross-sectional polishing setup, showing the fork used to
obtain an even polish. Holding the fork so that all prongs are touching the
polishing pad (as shown in the right image) provides a vast improvement
over holding with hands.
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5.1.5 Microstructure Fabrication
Samples with microstructures were obtained from Assoc. Prof. Andrew Sommers and
Ms Josselin Juras from Miami University, USA. Note the design and fabrication of the
surfaces themselves was not an element of this project. The structures were designed
by Assoc. Prof Andrew Sommers and Dr Sam Lowrey. The microstructures were
fabricated using a micromill (Minitech Machinery Corporation, CNC Mini-Mill/3) from
two different aluminium alloys (6061 and 5052). The aluminium substrates were faced
(i.e. levelled) using a 3.175 mm diameter endmill. Structure geometry was designed
using the FeatureCAM software2 and fabricated using a 101.6 or 76 µm endmill (this
varies depending on the size of the structures being milled). The endmill was rotated
at 30,000 rev/min and advanced at 75 mm/min, with WD-40 used as a coolant.
5.1.6 Scanning Electron Microscopy Imaging
A scanning electron microscope (SEM) was used to observe the geometric properties
of each of the different surfaces. This was used to obtain top-down and cross-sectional
views each surface.
Plan-view and Cross-sectional Imaging
Plan-view images were taken at various points of each surface. Figure 5.10 shows a
plan-view image of one the substrates used for thermal cycling tests (multiple IA tests
carried out as a preliminary robustness test - see Chapter 7). For all surfaces, three
SEM pictures were taken along the diagonal of the surface. Note that although three
images were taken, generally only one (the image taken from the middle) is shown –
the other images were viewed to ensure the structure surface was uniform along the
test surface. This was found to be the case for all structured surfaces.
Cross-sectional images were taken using the SEM, with indicative locations shown
in Figure 5.10. As with the top down images, three images were taken for the fixed-
pitch structures, with one shown and the others used to confirm uniform structure
surface across the test section. For the gradient-pitch structures, one image was taken
in the area of small pitch, another taken in an area of medium pitch. For comparative
pictures before and after ice adhesion testing (details given in Chapter 7), the point
2CAM = Computer Aided Manufacturing.
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Figure 5.10: Red squares indicate the relative location of an image. Plan-
view and cross-sectional images of fixed-pitch structured surface (left) and a
gradient-pitch sample (right). Images are taken at points of “high structure
density” and “medium structure density”.
in the middle of the sample was chosen as at this point the ice column removal would
have the greatest effect on the structure surface.
5.2 Results - Surface Characterisation
This section details the geometric and goniometric results of all samples.
5.2.1 Surface Roughness of Polishing Stages
Table 5.1 shows the Sa value after 6 µm and 1 µm polishing. Each value is the average
of three tests, at different locations of the control value. The locations of the surface
roughness measurements are given in Figure 5.11. Example screenshots from the AFM
are given below in Figure 5.12, the rest may be found in Appendix C.
Table 5.1: Average roughness (Sa) values after the 6 and 1 µm polishing




Figure 5.11: Photograph showing the locations of the surface roughness
measurements (red squares). Measurements were restricted to the edges
due to the sample size.
Figure 5.12: Screenshots of the results from the AFM for Alloy 6061 after 6
µm polishing (top) and 1 µm polishing (bottom). Note Sa (second value in
the table on the right of the screenshot) is the parameter of interest here.
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5.2.2 Structure Geometry
Tables 5.2 and 5.3 display the structure parameters for each of the test surfaces studied,
where variables include alloy type, structure pitch, linewidth, depth and duty cycle.
These variables were chosen to encourage strong hydrophobicity. The gradient-pitch
structures have same valley-width but varying linewidth (and therefore pitch) across
the 10 mm structured area. Optical images of the gradient pitch surfaces are shown in
Figure 5.18. As one can see, the gradient varies differently over the 10 mm distance,
due to optimisation for moving differently sized droplets.
Table 5.2: Summary table showing the geometric properties of each of the








6061 Control 6061 N/A N/A N/A N/A
5052 Control 5052 N/A N/A N/A N/A
6061 TC 6061 203.2 101.6 76.0 1:2
5052 TC 5052 203.2 101.6 76.0 1:2
5A 5052 50.0 15.0 25.0 3:10
4C 5052 203.2 35.0 38.0 5:29
3A 5052 203.2 101.6 76.0 1:2
2E 6061 203.2 101.6 76.0 1:2
Table 5.3: Summary table showing the geometric properties of each of the
gradient-pitch samples investigated.
Sample Alloy Pitch (µm) Valley Width (µm) Height (µm) Drop Optimisation
8B 6061 10-2000 76.0 39.0 1 mm
9B 5052 10-1200 76.0 39.0 4 mm
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5.2.3 Scanning Electron Microscope Results
Fixed-pitch Microstructures used for Thermal Cycling
Fixed-pitch samples were used for ice adhesion strength thermal cycling, to test mi-
crostructure robustness. Top-view SEM images of samples 6061TC and 5052TC are
given in Figure 5.14 and cross-sectional views are given in Figure 5.13.
Figure 5.13: Cross-sectional SEM images of samples 6061TC (left) and
5052TC (right).
Figure 5.14: Top down SEM images of samples 6061TC (left) and 5052TC
(right). One can see that the 5052 microstructures have a much rougher
microstructure surface.
Other Fixed-pitch Structures
Figure 5.16 and Figure 5.15 compare four different fixed-pitch structures. Top-down
SEM pictures of each of the samples are given in Figure 5.16, and cross-sectional SEM
images are given in Figure 5.15. From Figure 5.15, one can see a rather stark difference
between samples. For sample 5A, one can see that the combination of small linewidth
and large height has led to fragile looking structures, which have been bent into “hooks”.
These “hooks” may increase pinning of the droplet to the sample surface. This can
be compared with sample 4C where the linewidth is increased and the depth has been
decreased. Here the structures look more like a “wave” as opposed to defined structures,
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which may reduce the CA as the structures are no longer clearly defined. Samples 3A
and 2E have much larger linewidths, and retain clearly defined structures, although one
can see for sample 3A that the surface roughness creates “pockets” on the top of the
structures, potentially increasing the CA.
(a) Sample 5A (b) Sample 4C
(c) Sample 3A (d) Sample 2E
Figure 5.15: Cross-sectional SEM image of each fixed-pitch sample. Note
for sample 4C a red line shows the outline of two structures.
Gradient-pitch Samples
The gradient-pitch refers to a varying pitch along the structure, from high density of
structures to low density, as shown in Figure 5.17. The gradient is designed to draw the
droplet in a particular direction, from high density to low density of structures. Figure
5.20 shows the top-down view of both samples (parameters given in Table 5.3) at the
high and medium density areas, and Figure 5.19 shows the cross-section of the structures
same areas. One can see that in the high density areas, again the linewidth appears to
be small enough to create some fragility in the structures. This is more noticeable in
sample 9B as opposed to 8B. Note that all structures have some unintended periodic
microstructures, present on all surfaces but particularly noticeable in Figure 5.17 - note
the lines running from left to right on the photograph. These are due to facing (the
surface levelling of the surfaces by the mill) before the structures are created, however
the effect of these is presently unknown.
In addition to the SEM images, optical microscope images are given in Figure 5.18.
One can see that these gradients are different, due to optimisation for moving different
droplet sizes - sample 8B is optimised for moving 1 mm diameter droplets, sample 9B
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(a) Sample 5A. (b) Sample 4C.
(c) Sample 3A. (d) Sample 2E.
Figure 5.16: Top-down SEM image of each fixed-pitch sample.
Figure 5.17: Photograph of a microgradient (sample 8B), with milled lines
from top to bottom and areas of high and low density of structures labelled.
Note the lines from left to right are due to surface facing.
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Figure 5.18: Optical images showing the difference in gradient variation for
the gradient-pitch structures, 8B (left) and 9B (right).
is optimised for moving 4 mm droplets. These gradients were designed to promote
superhydrophobicity, with the model based off the one by Dimitrakopoulos and Higdon
in [91]. Note that these gradients were designed for the Cassie-Baxter (CB) wetting
state - given the CB state was not always maintained, a model for the Wenzel state
may be more suitable, such as the one by Sommers et al. in [92]. For the Wenzel model,
based off the Wenzel equation, the gradient strength is dr
dx
, where r is the roughness
factor (see Equation 2.2) and x is the direction along which the pitch changes. This is
the variation of roughness over some distance and is inversely proportional to the droplet
size. Thus smaller droplets require larger gradients to initiate droplet movement. The
CB model is similar, but uses df
dx
(f is the solid surface fraction - see Equation 2.4),
again inversely proportional to droplet radius.
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(a) 8B Dense (b) 8B Midrange
(c) 9B Dense (d) 9B Midrange
Figure 5.19: SEM cross-sectional photographs for gradient surfaces.
Summary of Structures
A summary of the SEM images of the fixed-pitch and gradient-pitch samples is given
in Table 5.4, for convenient reference.
5.2.4 Microstructure Characteristics - Goniometry
The following subsections describe the surface wetting properties of each sample de-
scribed in Tables 5.2 and 5.3. Here we show the initial CA and CAH, and the micro-
wetting state. The ideal sample for our purposes would have high contact angle (realis-
tically we aim for θCA ' 140−150◦), to encourage droplet beading and keep the surface
dry for as long as possible and low contact angle hysteresis (we aim for θCAH ' 10◦), to
remove droplets from the surface quickly (i.e. before they freeze onto the surface). The
CAH for all surfaces are given in Figure 5.21 (top), and the CA results are shown in
Figure 5.21 (bottom), with the HPL and HPB orientation compared for each sample.
All CAH measurements were made using the sessile method as described in Section
5.1.1. The tilt method was attempted, however all surfaces exhibited high adhesion
such that the droplet did not roll even at extreme angles. The reason for this is most
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(a) 8B Dense (b) 8B Midrange
(c) 9B Dense (d) 9B Midrange
Figure 5.20: Top-down SEM pictures for the gradient surfaces.
likely due to the nanoroughness pinning the droplet in the Wenzel state.
For the CAH, Figure 5.21 shows that, while there is not much variability in results
for the HPB direction (CAH HPB ∼ 5◦ − 25◦), there is more in the HPL direction
(CAH HPL ∼ 15◦ − 45◦). All structured surfaces have lower CAH than the controls
in both directions, which is encouraging for the high droplet removal rate we require.
Figure 5.21 shows that samples 5A, 3A, 3E and 9B all show equivalent CA. Samples
4C and 8B show lower CA by ∼ 20◦, however are still well within the HPB regime
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Table 5.4: Summary table showing the top-down and cross-sectional view
of each of the samples investigated
Sample Top view Cross-
section






when viewed from the HPB direction. When viewed from the HPL direction, the CA
still tends to be in the HPB regime or near the HPB-HPL threshold. The fact that
the HPL components of these structures are still in or close to the HPB regime is also
an encouraging aspect for the proposed anti-icing applications. The wetting gradient
should improve the droplet mobility by pulling the droplets in a particular direction.
Thus, we would expect a decrease in the CAH for the gradient surfaces (in the HPB
direction). This is, however, not the case, for reasons which are not clear, but likely
due to the droplets being pinned strongly enough to the surface to overcome the force
due to the gradient.
5.2.5 Microwetting State
Figures 5.22, 5.23 and 5.24 shows goniometric images of a droplet on each surface,
to determine if the surfaces encourage the Cassie-Baxter (CB) or the Wenzel state.
The wetting state is determined by observation of the droplet-surface interface. One
can see if water has penetrated the structures by observing dark or light points of the
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Figure 5.21: CA and CAH for all of the tested surfaces, including the con-
trols. Colourbar indicates wetting regime; SHPL = superhydrophilic, HPL
= hydrohilic, HPB = hydrophobic, SHPB = superhydrophobic. Note that
the control samples are isotropic - therefore the HPL and HPB CA are the
same.
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interface. Dark implies water has penetrated the cavity, and light implies the cavity
is filled with air. The short term wetting state (30 seconds) is found, however the
long term state is not explored. Whether a CB or Wenzel state is preferable depends
on the context. For applications such as wind turbine blades or aircraft wings, where
it is undesirable even for condensation to form (let alone freeze), the ideal surface
would maintain the CB state to minimise the droplet/surface interface and encourage
droplet removal. However, for applications such as refrigerative heat exchangers, where
condensation is desirable (however freezing is not), one could argue the Wenzel state
is better due to the increased heat transfer coefficient of water compared with air (i.e.
in the Wenzel state, a small amount of condensation could trigger more condensation
due to the increased thermal conductivity of water (kW = 0.557 W/mK [93] compared
with kA ' 0.02 W/mk for air [94] - here both values are for T = −5 ◦C). However for
heat exchangers, as with the wind turbine example, we wish to remove the droplets as
quickly as possible, for which the CB state is preferable. Further testing is required for
the more suitable state in these specific examples.
Most samples begin in the mixed state, the exceptions being 5052TC, 2E, 8B and
9B, which all appear to begin in a CB state. Samples 2E and 9B appear to remain
in the CB state, with no noticeable change in the droplet in either case. Sample 4C
appears to transition to the Wenzel state, with all other samples maintaining a mixed
state.
(a) 5052TC - 0 s. (b) 5052TC - 30 s.
(c) 6061TC - 0 s. (d) 6061TC - 30 s.
Figure 5.22: Micro-wetting states for the thermal cycling surfaces.
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(a) 5A - 0 s. (b) 5A-30 s. (c) 4C -0 s. (d) 4C - 30 s.
(e) 3A - 0 s. (f) 3A - 30 s. (g) 2E - 0 s. (h) 2E - 30 s.
Figure 5.23: Wetting state for the optimised fixed-pitch microstructures.
(a) 8B - 0 s. (b) 8B - 30 s. (c) 9B - 0 s. (d) 9B - 30 s.
Figure 5.24: This shows the wetting state of the gradient samples.
5.2.6 Analysis
Control Samples
From Figure 5.21, the initial CA for polished alloy 6061 was 54 ± 10◦, for alloy 5052
it was 47 ± 5◦. For the CAH, alloy 6061 gave 33 ± 4◦ and 5052 gave 18 ± 8◦. Each
point represents the average of three values. This agrees with values in the literature,
for example [95].
Fixed-pitch Surfaces Used for Thermal Cycling
From Figure 5.21, it is clear that the initial CA is higher for alloy 5052 in both the HPL
and HPB directions. This difference is quite drastic in the HPL case (74± 5◦ for 6061
compared with 128± 20◦ for 5052), but also noticeable in the HPB direction (128± 5◦
for 6061 compared with 136± 3◦ for 5052).
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Alloy 5052 has a lower CAH than 6061 for the HPB direction (22± 4◦ vs. 46± 4◦)
but a slightly higher CAH for the HPL direction (39±3◦ vs 34±3◦). The higher CA in
the HPL direction could be due to the unintended nanoroughness seen in Figure 5.14.
This nanoroughness creates an effective hierarchical structure, further enhancing the
hydrophobic properties of the microstructures [9]. This nanoroughness is absent on the
alloy 6061 structures (Figure 5.14), likely due to the mechanical properties of each alloy
(recall alloy 6061 had high shear and tensile stress).
From the micro wetting state (Figure 5.22), one can see that alloy 5052 starts in
the CB state and transitions to a mixed CB-Wenzel state. Alloy 6061 appears to start
in the mixed CB-Wenzel state and transitions to the Wenzel state. Again, the reason
for this difference is likely due to the nanoroughness on alloy 5052. This increase in
roughness (i.e. pockets of air beneath the droplet), encourages the CB state.
Other Fixed-pitch Surfaces
As can be seen from Figure 5.21, the CA values are similar for samples 5A, 3A and 2E
for the HPL direction, with values of 101± 16◦, 100± 12◦ and 97± 7◦ respectively. A
similar pattern holds for the HPB direction, with values of 138±2◦, 136±2◦ and 136±3◦
for samples 5A, 3A and 2E respectively. Sample 4C had a lower average than these
with HPL and HPB values of 85± 2◦ and 121± 13◦ respectively. This difference could
be due to two features of sample 4C. One is the surface smoothness - one can see by the
top-down SEM images that sample 4C has less of the surface nanoroughness than the
other surfaces. The other possibility is the height of the microstructures. Sample 4C
has a depth of 38 µm, around half of the other structures. It could be that these lower
structures have less of a hydrophobic effect than similar structures of greater height, as
suspected in Section 5.2.3.
For the CAH, sample 3A had the lowest value in the HPB direction, at 6 ± 1◦.
Sample 5A had a higher average, but with larger errors at 11 ± 5◦, possibly due to
the “hooks” on the structures pinning the droplet. Sample 4C and 2E were almost
equivalent with values of 11± 3◦ and 9± 2◦ respectively. Note that these two samples
have the smallest amount of nanoroughness from observation of the cross-section. In
the HPL direction, sample 5A had the lowest value with 18 ± 3◦. Sample 2E had a
significantly higher value at 37± 3◦ and 4C and 3A were similar with values of 25± 5◦
and 22 ± 5◦ respectively. It should be noted that despite these low CAH values, the
droplet remained pinned to the surface, likely due to the nanoroughness on the structure
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surface.
Goniometric images showing the micro-wetting state for each sample are shown in
Figure 5.23. From these images, we deduce that all samples start in the CB state,
with the exception of sample 4C, which appears to start in the Wenzel state. After 30
seconds, samples 5A and 3A had transitioned into a mixed CB-Wenzel state, however
sample 2E appeared to remain in the CB state. This can be seen by the droplet/water
interface, and observing the gaps between the structures (black implies the water has
filled the structure valley).
Gradient-pitch Surfaces
Sample 9B has higher CA in both directions when compared with sample 8B (124± 3◦
vs. 87± 22◦ for the HPL direction and 137± 34◦ vs. 110± 6◦ for the HPB direction),
as shown in Figure 5.21. Sample 9B also shows a lower CAH average than sample
8B in both directions, although there is large overlap between the error bars, so the
distinction is less clear.
From Figure 5.24, one can see that both samples start in the CB state. Sample 8B
then transitions to a mixed CB-Wenzel state, as can be seen by the “bubbles” at the
base of the droplet in Figure 5.24b. However, for sample 9B there appears to be no
change after 30 seconds, suggesting that the CB state is maintained.
Roughness Factor
Because the droplets tend towards the Wenzel state, the roughness factor was calculated
for each of the fixed-pitch test surfaces, using Equation 2.3. Recall the roughness factor
r is a ratio of the actual surface area to the projected surface area of the droplet/surface
interface. This calculation was carried out for one “pitch”, which holds for the entire
surface.
As an example: sample 3A has a depth of 76 µm, a linewidth of 101.6 µm and a pitch of
203.2 µm. The “valley width” is defined as spacing between structures. The projected
line of one “pitch” is: linewidth + valley width = 101.6 µm + 101.6 µm = 203.2 µm.
The actual line is: linewidth + depth + valley width + depth = 101.6 µm + 76 µm
+ 101.6 µm + 76 µm = 355.2 µm. Therefore, the roughness ratio can be written as a
quotient: r = 355.2µm /203.2 µm = 1.75.
Roughness factor results for all surfaces are given in Table 5.5.
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Wenzel Angle
One can obtain the Wenzel angle using the Wenzel equation (Equation 2.2), using the
roughness factor r as obtained above and the values for the polished control samples
as θ. However, there was a problem with this as the Wenzel equation is only valid for
−1 ≤ cos θW ≤ 1 [96]. As can be seen in Table 5.5, all of the calculated cos θW have
a value higher than 1. This is likely due to the formation of air pockets between the
structures, a mixed state rather than a true Wenzel state. The next logical step then,
is to calculate the CB angles to compare the values obtained with the values expected
from the theory. However, this proved difficult as well for the following reasons: the
CB equation (Equation 2.4) depends on the fraction of air and surface beneath the
droplet which can be obtained from the geometry. However, this assumes the droplet
is sitting perfectly on top of the structures, without penetration of the structures. But
as the Wenzel state was observed, we know the water at least partially penetrated the
structures, therefore the exact values of fa and fs can not be determined.
5.2.7 Summary
A summary of all goniometric results is provided in Table 5.5, for quick reference.
Graphs showing the CA and CAH of each sample are given in Figure 5.25. Note the error
in the goniometric results is the standard deviation of each of the three measurements -
i.e. the error in θA is the standard deviation of the three advancing angle measurements,
and likewise with the receding angle and the CAH. Note also that the relationship
between the static and dynamic contact angles is θR < θS < θA. In Table 5.5, one can
see this does not always hold. This is due to the droplet being pinned in two ways -
by the microstructures and by the nanoroughness on the microstructure surface. This
pinning complicated the dynamic CA measurements as the droplet can not freely move
over the surface. Additionally, because the nanoroughness is random, the droplet may
be pinned differently at different locations, hence the variability of the CA (static and
dynamic) measurements. Given that for the microstructures, the wetting state tends
towards the Wenzel state, it is likely to be the same for the nanoscale roughness. Thus,
even when the droplet is in the CB state on the microscale it is likely to be in the
Wenzel state at the nanoscale, resulting in a high CAH. However, we believe the CAH
results obtained still show the relative CAH for each sample.
Sample 9B maintains the CB state and has high CA in both the HPL and HPB
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direction, making it a promising contender for anti-icing and anti-frosting surfaces.
However sample 9B also exhibits high CAH. Sample 2E is similar but with slightly
lower CA, and samples 3A and 5A show relatively low CAH in both directions. All
surfaces show higher CA and lower CAH than the control samples.
Table 5.5: Summary table showing the surface wetting properties of each of
the samples investigated, including final wetting state, roughness fraction r




◦) CAH (◦) Wetting
state
r cos θW
6061 Control 77±4 54±10 44±2 33±4 N/A N/A N/A
5052 Control 70±7 47±5 53±6 18±8 N/A N/A N/A
HPL
6061TC 90±4 74±5 75±3 39±3 Mixed 1.75 1.02
5052TC 122±7 128±20 117±2 34±3 Mixed 1.75 1.19
5A 102±5 101±16 85±4 17±3 Mixed 2.00 1.36
4C 102±1 86±2 77±5 25±6 Wenzel 1.75 1.19
3A 117±3 100±12 85±3 22±6 Mixed 1.75 1.19
2E 112±2 97±7 75±1 37±3 CB 1.75 1.02
8B 96±6 87±22 51±7 44±6 Mixed Varies Varies
9B 127±7 124±4 85±8 42±2 CB Varies Varies
HPB
6061TC 78±4 128±5 66±4 46±4 1.75
5052TC 138±2 136±3 135±1 22±4 1.75
5A 137±1 138±1 126±4 11±5 2.00
4C 138±2 121±13 132±1 11±3 1.75
3A 138±2 136±2 132±1 6±1 1.75
2E 139±1 136±3 129±1 9±2 1.75
8B 137±3 109±6 121±6 16±4 Varies
9B 143±2 137±34 130±3 13±4 Varies
75
Figure 5.25: CA vs. CAH in the HPB direction (top) and HPL direction





This chapter details the instrumentation used in the wind tunnel and the ice adhesion
experiments. Details of instruments used in only one of these experiments may be
found in Chapter 7 and Chapter 8 respectively. This covers devices used for measuring
temperature, relative humidity and the 3D printer used for creating custom designed
parts of the experiment.
6.1 DT80 Datataker
A DT80 datataker was used to measure the output voltage from thermocouples, relative
humidity (RH) sensors, pressure sensors and the force sensor. The thermocouples used
in this system (type-T) are supported by the DT80 and calibrated to the NIST ITS-90
Thermocouple standard (stated error of ±0.03 ◦C [97]). The DT80 datataker had a
sampling period of 1 ms, chosen as it was the lowest discrete sampling period available
on a DT80 datataker. The DT80 has an error range on voltage readings of ±0.4%, and
is connected to the computer via an RS232-USB cable (other connections are available,
e.g. USB and ethernet) [98].
6.2 Thermocouples
Type-T thermocouples, which have a measurement uncertainty of ±1.0◦ C [99], were
used for various temperature measurements. For the wind tunnel system, thermocou-
ples were used to measure the temperature of the aluminium surfaces and the wet-
and-dry-bulb ambient temperatures. For the ice adhesion system, they were used to
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measure the air temperature of the freezer.
Thermocouples function based on the Seebeck effect, a thermoelectric mechanism
where two different metals are used to create a circuit, with a voltmeter on one side.
One end of the circuit is held at a different temperature to the other end which causes
a difference in electric potential between the two wires [100]. The electric potential
difference depends on the temperature difference, therefore, if the temperature at one
end of the circuit is known (the “reference” temperature), one can find the temperature
at the other end from the voltage recorded by the voltmeter. Type-T thermocouples are
made of copper (blue casing, positive terminal) and constantan (a copper (55%) and
nickel (45%) alloy – red casing, negative terminal). These have a temperature range of
-270 – 370◦ C. The type-T thermocouple outputs are compatible with and converted
to temperature within the DT80 datataker1, and the values obtained are temperature.
The thermocouples were calibrated against a resistance thermometer (platinum, with a
±0.013 ◦C uncertainty), from -10 ◦C to 10 ◦C which covers the range of temperatures
used in the frosting tests. Thermocouples used where condensation was likely to form
were coated in nail varnish to ensure any condensation formed in the block did not
interfere with the thermocouple measurement. This is simply an electrically insulating
layer, thin enough not to influence the temperature. Wood varnish (Cabot’s Cabothane
Clear Varnish) was originally used, however this could only be applied in a thick layer
and concerns over the thermal conductivity lead to nail varnish replacing the wood
varnish.
6.2.1 Thermocouple Data Reduction
All analysis of sensor data was carried out using a custom MATLAB script (see Ap-
pendix D). An average temperature over the testing period is obtained by taking the









where N1 is the total number of samples and N2 is the number of thermocouples in a
particular section of the experiment.
1From ITS-90 NIST voltage-temperature conversion coefficients.
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6.2.2 Thermopile
A thermopile (consisting of ten type-T thermocouples wired in series) was constructed
to measure the air-side temperature drop across the test section, ∆T. Finding the
thermocouple temperature from the millivolt data occurs as follows:
 The total output voltage is the sum of the voltage output of all thermocouples
in the thermopile. Here we have 10 thermocouples in series, thus we divide our
raw data by 10 to obtain the voltage per thermocouple. As we expect only a
small temperature change (thus, a small output voltage), multiple thermocouples
wired into a thermopile can help amplify the signal at the DT80. Considering





where VAll is the total voltage (measured by the DT80), VM is the voltage per
thermocouple and N is the total number of thermocouples in the thermopile.
 Thermocouple wire output voltage is dependent on the ambient temperature, and
is calibrated for a “reference” temperature (ambient temperature) of 0 ◦C. If the
experiment is carried out at a higher temperature than this, the output voltage
must be temperature compensated. Thus, the voltage output Vamb at the actual
reference temperature Tamb must be calculated. Tamb can be calculated using the
ambient temperature and the thermocouple temperature/voltage conversion table
[97]. The conversion table for the relevant temperature range is given in Appendix
E, as is the equation relating the temperature measured by the thermocouple and
output voltage from the thermocouple. Here one equation may be used in two
different ways; one may use
Vamb = 0.039Tamb + 0.0054 (6.3)





to find the measured temperature from the output voltage of the thermocouples.
Note here that VM and Vamb are in millivolts, not volts.
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 The reference output voltage Vamb is then added to the measured output voltage
VM to give a total voltage output VT; VT = VM + Vamb.
 The temperature measured on one side of the thermopile is the ambient tempera-
ture Tamb. On the other side of the thermopile, the temperature measured is TT,
the ambient temperature with the temperature drop over the test section. Thus,
the temperature drop ∆T is
∆T = TT − Tamb (6.5)
This method is shown graphically in Figure 6.1.
Figure 6.1: Schematic showing the different voltages and temperatures as-
sociated with the thermopile.
6.3 Relative Humidity Sensors
For the wind tunnel, two relative humidity (RH) sensors (HIH-5030 RH Sensor from
Honeywell, error ±3%) measure the local RH of the air after passing through the test
section, to determine the amount of water lost from the air via surface condensation.
For the ice adhesion testing, two sensors were used to measure the RH of the freezer
where the ice adhesion tests took place.
These are capacitive sensors and work as follows: a capacitor containing a hygro-
scopic (water absorbing) polymer of a particular dry dielectric constant (also referred
to as the relative permittivity) absorbs water proportionally to the relative humidity
of the air, which in turn, increases the capacitance of the capacitor [101]. Thus, by
measuring the capacitance, the sensors obtain the RH of the air. At high humidity,
the ambient temperatures used in this system (-30 – -15 ◦C) cross into the “limited
operating zone” of the sensor (see Figure 6.2), however it remains in the specified zone.
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6.3.1 RH Data Reduction
The relative humidity data is converted from voltage to percentage humidity by the










where VO is the output voltage (measured by the DT80) and VS is the voltage supplied
to the humidity sensor (3.27±0.02 V). If the operating temperature is different to the
calibration temperature of 25 ◦C (which it is - temperature changes per experiment,
with details given in Chapters 7 and 8), the humidity must be further processed for





where T is the temperature in ◦C. The operating zone for the RH sensor is given in
Figure 6.2, also obtained from the RH sensor datasheet. As with the thermocouples,
Figure 6.2: Operating zones for the RH sensor for the ice adhesion tests
(yellow square) and the wind tunnel tests (red square), where the yellow
square shows the possible conditions used in these tests. The RH sensor
was not used in the “limited operating zone” conditions for more than 50
hours. Modified from [102].
81









where again, N1 is the number of time steps recorded and N2 total number of RH
sensors.
6.4 3D Printer
A 3D printer (Creality3D CR10S) was used to print many components in this project.
In all cases, 1.75 mm diameter polylactic acid (PLA) was used for the prints. The prints
were custom designed using the SOLIDWORKS 3D CAD software, and imported into
the Ultimaker Cura 3.3.1 software to slice the models for printing. The sliced models
were saved as a g-code file, after which they were able to be printed. Printer settings
are given in Appendix F. The printer used a standard 0.4 mm diameter nozzle.
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Chapter 7
Ice Adhesion Strength Testing
This chapter gives an overview of the ice adhesion (IA) strength testing system, method
and results. We begin with an explanation for instrumentation and equipment used only
in the experiment, then show a compilation of the testing apparatus as a whole. Details
of the method used are then given, followed by results and a comparison to the values
found in the literature. In summary, a force probe pushes against an ice column until
the column is removed from the surface, and the force required to remove the column
is measured. Temperature and RH probes measure the ambient conditions.
7.1 Instrumentation & Equipment
7.1.1 Force Sensor
The force sensor (Honeywell FSG Series Force Sensor, FSG020WNPB) measures force
through piezoresistive silicon (piezoresistive means an electrical resistance that changes
with mechanical strain). The silicon is in direct contact with a 5 mm diameter steel
plunger. The force applied to this plunger, and therefore the silicon, results in a change
in resistance proportional to the force and thus, a change in the output voltage of the
circuit. The output voltage is then measured by a DT80 datataker (more details given
in Section 6.1). The sensor is powered by a variable power supply with 9.2±0.5 V (0-25
V DC Output, 2 A load, Manufactured by Redfern Radio, Auckland). The force sensor
has a resolution of 9.8 mN, sensing range of 0 – 20 N and maximum force of 60 N. This
was housed in a holder (see Figure 7.1), custom designed and 3D printed, to hold the
force sensor dead straight against the syringe plunger. Technical documents are given
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Figure 7.1: Photograph of the force sensor in it’s custom designed and 3D
printed holder; (A) front view, (B) side view. (C) Diagram of the force
sensor (front view) showing labelled connection pins. Here, VS = voltage
supplied to the sensor, VO = output voltage to the DT80.
in Appendix G. The force sensor has 4 connection pins, as shown in Figure 7.1C - one
for input voltage (connected to the power supply), one for output voltage (connected
to the DT80 datataker) and two ground connections (one each for the power supply
and the DT80).
Force Sensor Data Reduction
The output voltage from the force sensor is read by the DT80 datataker, and converted
into a force using a scaling polynomial within the datataker settings. This polynomial
was given as
F = 0.0647VO (7.1)
where F is the force and VO is the sensor output voltage in millivolts. This relationship
between force and sensor output voltage was obtained through calibration of the sensor,
the data and method used are given in Appendix H.
7.1.2 Syringe Pump
A syringe pump (Harvard Pico Plus Elite) with operating conditions stated as 20% -
80% RH, 4 – 40 ◦C was used for the IA tests. Note that the temperature in the freezer
is far lower than this at ∼ −25 ◦C, however as far as could be found, the operation
was not compromised. The syringe pump was fitted with a syringe (Terumo, 10 mL
volume, 15.9 mm diameter) and is used to push a probe against an ice column at some
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constant speed of choice. The syringe is depressed by a 0.9◦/step stepper motor. The
pump takes in values for the volume (10 mL) and the diameter (15.9 mm) of the syringe
and can be set to move (either infuse or withdraw) at a rate of mL, µL or pL/second,
minute or hour, with an accuracy of ±0.35%. This system uses a mL/min infusion (the
pump is reset manually, so no withdrawal is necessary). The syringe is fixed onto an
immobile part of the pump, while the plunger is pushed by a mobile section (see Figure
7.2). The operation of the syringe pump is given in Appendix I.
Figure 7.2: Force sensor and syringe in the syringe pump. The part of the
pump holding the sensor moves at some speed v in the direction indicated
by the arrow. This pushes against the plunger on the syringe, which is fixed
by the syringe pump.
7.1.3 Chest Freezer
The chest freezer (Electrolux Home Products, Australia, Model number: WCM3200WA*12)
has a 320 L volumetric capacity, with dimensions of 915 x 1000 x 655 mm3. The freezer
uses refrigerant R600a, and is placed in a room with T = 20±2 ◦C and humidity RH =
40±5%, satisfying the operating conditions [103]. It has a variable temperature setting
via a dial numbered 1 – 5, from warmest to coldest, and had a temperature oscillation
of ±0.2 ◦C during the freezing process, with a period of ∼ 8 hours. The freezer was set
to number 4 on this dial, maintaining a temperature of ∼ −25± 5 ◦C.
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7.1.4 System Compilation
Figure 7.3 (left) shows the whole ice adhesion system, the combination of all components
introduced above. Figure 7.3 (right) shows the location of the RH sensors and the
thermocouples relative to the location of the test surface. The test surface is attached
to a wooden block to ensure the surface does not move when the force probe pushes
against it. The wooden block is 120 mm x 145 mm; the thermocouples are 115 mm
apart and the RH sensors are 80 mm apart. The RH sensors and thermocouples are
placed such that the sensor heads are at the height of the test surface. A schematic of
the IA testing system is shown in Figure 7.3.
Figure 7.3: Left: Schematic (top) and photograph (bottom) of the ice ad-
hesion system. The blue arrow indicates the direction of motion for syringe
depression. Note the thermocouples and RH sensors have been removed
for a clearer image. Right: Thermocouples (blue circles) and RH sensors
(green circles) near the force probe and test surface.
As a brief summary, the section of the syringe pump which houses the force sensor
moves in the direction of the blue arrow at some speed v. The syringe itself is fixed
onto the syringe pump, thus the force sensor depresses the plunger on the syringe. An
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ice column adhered to a test surface is aligned with the probe and the probe pushes
the ice column. The force against the ice column is read by the force sensor over the
whole experiment, and the removal force can be found from the graph obtained. Each
test with the force probe takes ∼15 seconds, from just before the probe starts moving
to after the column has been removed from the surface.
Force Probe and Sample Holders
The probe head is a thin aluminium block, 1 mm thick. A brass tube (80 mm long)
connects the probe head to the plunger on the syringe. The brass tube has a threaded
end on which to screw the force probe. The metal connections minimise bending and
warping, ensuring that the force is transferred from the ice column to the force sensor
with minimal error. The sample holder is attached to a block of wood to keep it
stationary, and ensure the probe is pushing only the ice column as opposed to the
whole sample system.
The sample holders shown in Figure 7.4 were designed to hold the samples tightly
(to avoid any twisting and tensile stress on the sample during the IA measurement)
while allowing the probe access to the sample. These can be easily customised and
reprinted to hold samples of different sizes and at different heights. Technical drawings
of the sample holder are given in Appendix G.
Figure 7.4: The probe head and test surface, side view (A) and top view
(B), showing dimensions of the probe, test surface and mold.
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7.2 Methods
7.2.1 Ice Column Creation
An ice column is formed using a Pipette (Biologix Polyethylene Transfer Pipette), cut
between the 1 mL and 2 mL line, as a mold. The 1 mL point is where the pipette
changes from a tapered tip (i.e. changing radius) to a constant radius, chosen for ease
of filling and a constant radius between molds. This had a wall thickness of 0.7±0.2
mm, an OD of 7.5 mm, a height of 25±2 mm, and a 1 mL capacity. One mold was
placed onto the center of each surface and using another pipette, 4 drops (∼0.2 mL) of
18 ◦C deionised water were placed into each mold. The droplets were placed against the
side of the mold and allowed to roll to the bottom, to reduce splashing due to impact
with the structures. The mold is kept in place by surface tension and careful balancing.
This was allowed to freeze for ∼15 - 20 minutes, after which the mold was filled to
capacity with deionised water. This two-step process was carried out as filling the mold
to capacity immediately resulted in the water pouring out of the base of the mold, due
to the imbalance of surface tension and water weight in the mold. The columns were
then left in a chest freezer at -25±5 ◦C for 3 - 3.5 hours. Under atmospheric pressure
(used here), this forms “Lh” ice, which is stable down to -268
◦C (see [104] for the
various classifications of ice).
7.2.2 Full System
The method used here for testing ice adhesion strength is based off Wang et al. as
reported in [44], and will allow the comparison of ice adhesion strength for each type of
surface to determine which one is most suited to easy ice removal. In summary, an ice
column is pushed off the surface using a force probe, and the force required to detach
the ice column is measured. The syringe pump depressed the plunger on the syringe
at a rate of 4 mL/min (0.33 mm/s - similar to the speeds used in Wang et al. at 0.25
mm/s). Note a test was carried out (details in Section 7.2.3) to ensure the probe speed
would not influence the IA strength. The force sensor then measures the force with
which the probe pushes against the ice column. The force probe was set to be as close
to the substrate surface as possible (< 1 mm), to reduce the force due to torque. It
was found in [44] that increasing probe height decreases the force required to remove
the ice column, due to an increase in torque (see Figure 7.5, where F3 < F2 < F1 for
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the same column).
Thus, the probe height was minimised, to ensure the results are accurate for shear
Figure 7.5: Left; Schematic showing the ice column on a structured surface
from top view, with dimensions. Right; side view of the column on the
surface, with forces at different height, and how the droplets were deposited
into the mold. F1 is used in all cases in this work.
stress ice removal. This was measured from the bottom (i.e. the bottom of the probe
was < 1 mm above the surface). As in [44], the probe does not interact directly with
the ice column, but rather with the pipette mold. We believe that the method used
improves on Wang et al. in one important way: our testing was carried out in the same
freezer as the samples were frozen in, to avoid any melting and/or weakening the ice
columns before testing, whereas it is implied that Wang et al. allowed the cylinder to
contact ambient temperatures for a time. As stated in [44]: “The coated glass slide
with an adherent ice cylinder was rapidly transferred from the freezer to the pre-cooled
chamber and sample holder”.
7.2.3 Force Probe Speed Check
A test was carried out to ensure that changing the probe speed had no significant
effect on the measured IA strength, with the results shown in Figure 7.6 below. Here
ice columns are created as described above, on a glass substrate (Fronine Microscope
Slides, Lomb Scientific). The glass was rinsed with ethanol and acetone, wiped with
clean tissue, rinsed again and thoroughly dried using an air gun before each test to
ensure a consistent surface quality. One can see from Figure 7.6 that there is no pattern
observed in the ice adhesion strength with changing probe speed around this value.
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Figure 7.6: The IA strength of ice columns on identical glass substrates with
syringe depression rate ranging from 1 – 5 mL/min.
7.2.4 Calculating the IA Strength
The force sensor provides the absolute force required to push over the ice column.
However, we wish to find a more general ice adhesion strength for these structured
surfaces. Therefore, we normalise the force by the area of the ice-surface interface.
Thus the ice adhesion strength is given as a pressure, P = F/A, where F is the force
obtained from the force sensor and A is the ice-surface interface, calculated as the area
of a circle using the radius of the mold (3.75 mm).
7.2.5 Error Analysis
The errors associated with each sensor are given in Appendix J, Table J.1. The error
from the force sensor is shown in the IA graphs, while the errors from the thermocouples
and RH sensors were smaller than the variation of values from the sensors. Thus the
variation in the sensors is shown, while the error bars from the sensor errors are not.
7.2.6 System Setup
Figure 7.7 shows the long term internal temperature and RH of the freezer. An example
of the temperature and relative humidity during the IA testing process is given in Figure
7.8, representative of the conditions of all of the IA tests. The thermocouples in the
freezer show that the ice adhesion test was never carried out above -12 ◦C (see Figure
7.9), so we are confident that there was no melting/weakening of the ice column before
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the test. Finally, we show an example of a force-time peak obtained from the force
sensor. This is given in Figure 7.10, again using the method of Wang et al. in [44].
Figure 7.7: The RH (top) and temperature (bottom) of the freezer. Note the
freezer was open to ensure the sensors were in the correct location, hence
the lower starting relative humidity (corresponding to the room relative
humidity of 45±5%).
Figure 7.8: Top; The temperature evolution of the freezer throughout a
single IA test. Bottom; The RH evolution of the freezer over one IA test.
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Figure 7.9: Average of two thermocouples inside the freezer for 20 IA tests;
note the spikes above and below the visible axis range are merely one time
spikes to unreasonable temperatures (e.g. 60 ◦C), and were due to some
pinching of the thermocouple wires, which was noticed and care was taken
to avoid it in the future.
Figure 7.10: An example of the force-time peak obtained as the ice column
is pushed. The sharp increase that forms the peak represents when the
plunger is pushing probe and column, with the top of the peak (red circle)
taken as the IA strength required to removed the column from the surface.
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7.3 Results - Ice Adhesion
This section provides a detailed discussion of the IA results obtained. Here, the IA
results and corresponding contact angle (CA) measurements of each of the structures
discussed in Chapter 5 are presented. Recall that there were four fixed-pitch samples
of various geometric parameters, labelled 5A, 4C, 3A and 2E. There were also two
gradient-pitch structures labelled 8B and 9B. Finally, there were two types of samples
used for thermal cycling tests, labelled 5052 Thermal Cycling (TC) and 6061 TC. The
IA strength was measured and compared for each of these surfaces.
7.3.1 Fixed-pitch Structures
The following is an analysis of the fixed-pitch microstructures discussed in Chapter 5.
Note again the error bars here (and for all subsequent IA strength graphs) correspond
to the force sensor error from Table J.1.
IA Measurements
Figure 7.11 shows the IA strength for each sample in each direction. Here, two tests
were carried out in each direction, and the difference noted. The order in which the
tests were carried out is HPL 1, HPB 1, HPL 2, HPB 2. The plan-view and cross-section
images from Chapter 5 are given as a reminder. Comparing the different samples for
IA strength, there are a few things that stand out. For HPL 1 and 2, the samples
5A, 2E and 3A have an increase in IA average from the first test to the second with a
difference of 149, 60 and 150 kPa respectively. Sample 4C however, shows a significant
decrease in IA strength between tests, with a difference of 240 kPa. One can see that
5A gives an increase in IA strength in both directions, in contrast with 4C which shows
a decrease in both directions.
Comparing these values to the control samples (Figure 7.11, orange), one can see that
the second IA test in the hydrophobic direction (HPB 2) results in IA strengths of
around half the control values for some samples (1009 kPa for the 5052 control vs.
∼550 and ∼650 kPa for samples 3A and 4C respectively). Still looking at the HPB 2
test, sample 5A has greatly increased IA strength (1450 kPa compared with 1009 kPa
for the 5052 control) and sample 2E has a slightly increased IA strength compared with
the 6061 control (1020 kPa compared with 986 kPa).
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Sample 5A 2E 3A 4C
Diff. HPL (kPa) 149 60 150 -241
Diff. HPB (kPa) 180 -300 -516 -443
Figure 7.11: The IA results for the fixed-pitch microstructures. The table
shows the difference between test 1 and test 2 in both the HPL and HPB
directions. Negative numbers are a decrease in IA strength from test 1 to
2, positive numbers an increase.
Contact Angle Measurements
Figure 7.12 shows the CA after each of the IA tests displayed in Figure 7.11 above. One
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Figure 7.12: These plots show how the CA changes after each IA test. Each
bar represents one set of CA measurements, the average of three tests,
with the error bars giving the maximum and minimum value of the tests.
The bars are in consecutive order (first bar corresponds to the first CA
measurement, second bar to the second, etc).
striking thing about Figure 7.12 is the variation in error bars. Compare, for example,
sample 5A which has almost no difference between the maximum/minimum values and
the average, and sample 2E which, after the first IA test, displays a huge error margin.
This wide error margin is due to sections of the sample giving very different contact
angles, see Figure 7.13. While this was most extreme in sample 2E, samples 3A and 4C
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also occasionally exhibited signs of this huge range across a small distance (as evidenced
by the large error bars). The reason for this is not entirely clear, but is attributed to
the nanolayer wearing due to the IA tests.
Figure 7.13: Photograph showing sample 2E in the HPB direction. This
is after the second IA test, and corresponds to the second bar in the 2E
section of Figure 7.12.
7.3.2 Gradient-pitch Structures
IA Measurements
From Figure 7.14, one can see that moving either with the gradient or in the HPB
direction yields a noticeably smaller IA strength than moving against the gradient.
Sample 9B also has consistently higher IA strength than sample 8B. Another feature
worth noting is that the IA strength increases in most cases for sample 8B and decreases
in all directions for sample 9B. The reason for this is unclear, but may be due to
differences in the structures (see the plan-view images in Chapter 5). The differences
between the first and second tests in each direction also show some interesting patterns.
Sample 8B has a more constant IA strength - that is, the difference between the first and
second tests are relatively small with the largest difference being the 131 kPa decrease
for the HPB direction. Compare this with sample 9B, where the smallest difference is a
187 kPa decrease for the HPB direction. This seems to imply that sample 8B (recall: 8B
is alloy 6061, 9B is alloy 5052) is less prone to change/damage compared with sample
9B, and agrees with the thermal cycling results (Figure 7.16), where alloy 5052 HPL
was the only direction with a noticeable decrease in CA and this was attributed to
degradation of the nanolayer on the structures.
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Sample L-H H-L HPB
8B 4 110 -101
9B -381 -160 -155
Figure 7.14: IA values for the gradient structures; the table shows the
difference between the first and second test for each direction. Positive
values in the table show an increase in IA from the first to the second test,
negative values show a decrease. All values are measured in kPa.
CA Measurements
Figure 7.15 shows how the contact angle changes over several IA tests. Contact angle
measurements are made at high and medium density structure area. Each of the CA
measurements were done spread over the whole gradient, which means we expect a
range of CA values corresponding to the (dense) hydrophobic area and the (sparse)
hydrophilic area. As with the previous CA plots, each bar represents the average of
three measurements, and the error bars represent the maximum and minimum of these
three measurements.
Note the lack of overall change in the contact angles - this implies that these
gradient structures are reasonably robust. Two interesting points are the 8B HPB-
direction, which has significantly smaller error bars than the other directions, and 9B
HPL-direction, which has more variation in the average and the error bars. This bears a
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Figure 7.15: These plots show the how the CA of the gradient structures
changes over several IA tests. Again, each bar represents the average of
three tests, with the error bars giving the maximum and minimum value of
the tests, each bar represents one set of CA measurements and the bars are
in consecutive order.
resemblance to the thermal cycling results of Figure 7.16, where the 5052 HPL-direction
has the most variation in CA.
7.3.3 Thermal Cycling
Thermal cycling tests were carried out to test the robustness of the structures. Figure
7.16 shows the results of 20 IA strength tests (as done for example, by [106]) to test
the robustness of the aluminium microstructures. Each bar is the average of three
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measurements, with error bars giving the highest and lowest value of the three. The
labelled point shows the average over all 20 tests.
Figure 7.16: Ice adhesion (IA) strength (top) and contact angle (bottom)
for each sample direction for aluminium alloys 5052 and 6061. The gaps in
each section of data represent a failed data collection, the grey bars in the
IA plot represent datapoints that were noted to be suspect.
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The average CA for the control of both alloys is very similar at 78.3 ± 5.5◦ and
80.2 ± 5.5◦ for 5052 and 6061, respectively, which is also similar to that of 6061 HPL
(81.9 ± 4.0◦). Alloy 5052 shows a higher CA than 6061 for the HPB-direction, with
133.3± 2.5◦ and 121.4± 4.0◦ for 5052 and 6061 respectively. The average CA for 5052
HPL is 86.1± 6◦. This is also within the range of the control surfaces and 6061 HPL,
however there is a difference to all other CA tests – while the other tests remain roughly
constant (although with variation throughout), the 5052 HPL-direction shows a definite
downward trend for the CA, starting at ∼ 145◦ (similar to the HPB-directions for both
alloys) and finishing with a CA lower than the control surfaces (∼ 60◦).
We can also see that the 5052 HPB-direction has a higher average CA than the 6061
HPB-direction, with values of 130 ± 15◦ and 120 ± 20◦ respectively. This, as well as
the constant CA for the HPB-direction, could indicate that alloy 5052 may be better
suited for hydrophobic purposes however the decrease in the HPL-direction could also
indicate that 5052 is more prone to damage than 6061.
The average IA strength for the 6061 control surface is the lowest of any of the
surfaces, at 986 kPa. The IA strength of the 5052 control surface shows a difference of
∼25 kPa, with an average value of 1009 kPa. The average IA strength for 6061 HPL-
direction is ∼100 kPa above the control value, at 1077 kPa, and the 6061 HPB-direction
shows an increase in IA strength of around 20 kPa, at 1099 kPa. For alloy 5052, the
HPL-direction has an IA strength of 1092 kPa, an increase of ∼80 kPa from the polished
control, and the HPB-direction shows an increase of ∼20 kPa compared with the HPL-
direction, at 1115 kPa. Note that the decrease in CA for the 5052 HPL-direction does
not have any noticeable effect on the IA strength. Overall, the microstructures do not
seem to have any major effects on IA strength, with the IA strength of both alloys in
both testing directions limited to a range of ∼50 kPa (1077 – 1115 kPa). While the IA
strength for the 5052 control is well within this range (at 1009 kPa), it is polished 6061
aluminium which exhibits the smallest IA strength by about 100 kPa (at 986 kPa). It
appears that the wetting state created by the microstructures had no noticeable effect
on the IA strength. This may be due to the unknown long-term wetting evolution
and/or related to the time taken for the ice column to freeze.
It should be noted that despite having identical microstructures, topographic images
of both alloys show a rather striking difference. Recall that alloy 5052 had a much
rougher surface on the top of the structures. The surface comparison is shown again in
Figure 7.17.
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This roughness adds a random (unordered) nanolayer on top of the microstructures,
(a) 5052TC before IA tests. (b) 5052TC after 20 tests.
(c) 6061TC before IA tests. (d) 6061TC after 20 tests.
Figure 7.17: Top down SEM pictures of 5052 (left) and 6061 (right) before
and after IA testing. One can see that the 5052 microstructures have a
much rougher microstructure surface. All pictures were taken in the middle
of the sample, i.e. where the IA would have had an effect every time.
forming a hierarchical structure and increasing the CA. It can be seen in Figure 7.17
that this nanolayer is then removed with the ice column during the IA tests, providing
a possible explanation for the drop in CA for 5052 HPL.
7.3.4 Comparison to the literature
In Figure 7.18 we show the IA values currently in the literature, originally shown in
Figure 4.2. The coloured lines show the IA strength of the best performing structures
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investigated in this work. These are samples 4C and 3A from the fixed-pitch structures
(with values of 550 (blue) and 650 (green) kPa respectively) and sample 8B of the
gradient structures (with 620 kPa - black line). Sample 9B is also shown (red line)
to provide a comparison of gradient structures with other surface types shown in the
review. From the wetting state results in Chapter 5, most of the surfaces are in the
Wenzel or mixed wetting state. The samples compared with the literature in Figure 7.18
are better performing than about half of the “Metals and Ceramics” in the literature,
and equivalent to superhydrophobic Wenzel ice. As the structures tested here are
hydrophobic rather than superhydrophobic, this is a promising result. It is important
to remember however, as stated in Chapter 4, that this review does not distinguish
between IA testing method or ice preparation method. Therefore, while this comparison
does give an indication of the performance of these structures, it may not tell the full
story.
7.3.5 Summary
Summary graphs comparing the CA and IA strength of each sample is given in Figure
7.19.
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Figure 7.18: The IA strength values obtained from the literature [64];
coloured lines show the best performing surfaces investigated in this work.
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Figure 7.19: Comparison for IA strength and CA for the HPL direction





The frosting delay time of the surfaces characterised in Chapter 5 was measured, with
details given in this chapter. The chapter begins by detailing the equipment used in this
particular experiment. The methods used for the frost delay tests are then explained
and the chapter is concluded with presentation and discussion of results.
8.1 Instrumentation & Equipment
8.1.1 Digital Pressure Transducer
Two differential pressure transducers (SDP1108-R, Sensirion, 0 – 500 Pa measurement
range) were used to measure the test section pressure drop in the wind tunnel system.
These have a typical resolution of 0.1 Pa. Note these require a resistive load of > 20 kΩ
for the output voltage. We expect the pressure drop to be small, as we are working
with a low viscosity fluid (moist air). The transducer is powered by a 5.00±0.04 V DC
power supply. Two hoses (Nylon, ID = 0.5±0.1 mm, OD = 1±0.1 mm and length of
70 – 75 mm) are attached to air inlets on the sensor mount. The pressure transducer
datasheet [107] shows a linear relationship between hose length and pressure, and gives
an error of -0.95% for a 0.5 m hose (meaning the actual pressure is 0.95% less than the
pressure value obtained). The difference in pressure is measured by a thermal sensing
element, which measures the pressure difference based on the change in air density –
and therefore thermal conductivity. The sensor housing contains an analog-to-digital
converter and a thermal sensing element. Linearisation and temperature compensation
occur within the sensor housing, and the sensor is calibrated for air, so very little work
105
must be done processing the data. The pressure sensor outputs data as a voltage (with
an output range of 0.25 – 4 V), and this data is converted from voltage to pressure (using






where VO is the output voltage measured from the sensor by the datataker.
8.1.2 Pressure Transducer Data Reduction









where N1 is the number of samples taken by each pressure sensor and N2 is the number
of sensors used.
8.1.3 Ventilated Psychrometer
A ventilated psychrometer, with type-T thermocouples, measures two ambient dry- and
two wet-bulb temperatures (abbreviated to Tdb and Twb respectively). The ambient
relative humidity (RH) is calculated from these temperatures using psychrometric ex-
pressions developed by Wexlar et al. [108]. The wet-bulb temperatures are obtained
using cotton wicks (Lawrence Textile Mills Ltd, B1 Quality) soaked in deionised water,
which are wrapped around the metal housing of the thermocouples in the psychrome-
ter. Water evaporates from the wick to the ambient air; this latent cooling cools the
stainless steel pockets that house the “wet-bulb” thermocouples. The thermodynamic
moist air state can then be fixed using the dry-bulb temperature, wet-bulb temperature
and atmospheric pressure, assumed to be 101 kPa. The two wet-bulb temperatures are
monitored, to ensure they satisfy the condition |Twb1 − Twb2| < 0.2 ◦C. If this difference
is greater than 0.2 ◦C, the cotton wicks are replaced. A wet-bulb temperature difference
of |Twb1 − Twb2| > 0.2 ◦C changes the RH output by ∼2.5% (see Figure 8.1).
8.1.4 Psychrometric Chamber
The wind tunnel system is located in a psychrometric chamber. The psychrometric
chambers give the user control over ambient dry-bulb temperature and RH. The cham-
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Figure 8.1: Change in output RH when the difference in thermocouples is
0.2 ◦C.
bers can be thought of as a closed, recirculating wind tunnel with a room as the test
section. This requires systems to heat, cool and humidify the air. Heating and cool-
ing are achieved by a resistive heater bank and a chilled water coil respectively. The
chilled water coil cycles cold liquid (99% glycol, 1% water, set to 0.1 ◦C) through pipes
over which the air flows. A steam source introduces water vapour to the air, providing
humidification. The chamber utilises proportional and integral (PI) feedback to reach
and maintain the set point of temperature and humidity, see Figure 8.2.
8.1.5 Peltier Cooling Device
CP-031
The device used to cool the test section was a Peltier-Thermoelectric Cold-Plate Cooler
(TE TECHNOLOGY CP-031 - also referred to as the “Peltier cooler” within this
document). The amount of heat that can be removed from the cooler surface is shown
in Figure 8.3. Here one finds the intersection between the relevant ambient temperature
line and a horizontal line from the desired cold plate temperature. With an ambient
temperature of ∼10 ◦ C and a plate set-point of ∼-2 ◦C the cooler works at a capacity
of ∼20 W, see Figure 8.3. Note the purple 10 ◦C ambient line has been added manually
(following instructions from the CP-031 cooler datasheet). This works in a similar way
to a thermocouple, however rather than using a temperature difference to generate an
electrical potential difference, a Peltier cooler does the reverse: by running a DC current
through a circuit, heat is removed from one side (the “cold side”) and transferred to
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Figure 8.2: Temperature and RH variation over time of the climate chamber.
the “hot side” by a release of heat as the electrons revert to a low energy state. The
Peltier cooler is controlled by the provided software, with details given in Appendix L.
CP-200HT-TT
Also from TE Technology, this cooler functions in the same way as the CP-031, but
with a larger cooling capacity shown in Figure 8.4. At an ambient temperature of 8 ◦C
and a surface set point of -9.5 ◦C, the Peltier cooler has a cooling capacity of ∼ 100 W
at stagnant airflow.
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Figure 8.3: Peltier (CP-031) cooler capacity for different cold-plate and
ambient temperatures, obtained from the Peltier datasheet [109]. The black
square indicates the cold-plate range used in the wind tunnel system. The
purple line has been added according to the instructions given in [109].
Figure 8.4: Performance graph for the new Peltier cooler (CP-200HT-TT)
obtained from the Peltier datasheet [110]. The black square again indicates
the cold-plate range used in the wind tunnel system, the purple line has
been added according to the instructions given in [110].
Peltier Temperature Controller
The Peltier controller (black device in Figure 8.5) was combined with a custom made
“box” with various functions: a constant output of 12 V to the fans cooling the Peltier
109
heat sink (1), an input for the thermistor (2), a data output for the temperature con-
troller program on the computer (3) and a variable output of up to 12 V to the Peltier
cooler (4). The temperature controller is connected to the computer (to provide inputs
for the software), and all instructions to the Peltier cooler device are given via the
Peltier Cooler software. Details of the software are given in Appendix L. Note for the
CP-200HT-TT Peltier cooler, an equivalent box was built with the difference being a
Peltier output of up to 24 V. The temperature controller used a thermistor (resolution
of 0.15 ◦C) to measure the surface temperature, and increased or decreased the cooling
appropriately to achieve the desired temperature.
Figure 8.5: Wiring of the temperature controller (black box) to the Peltier
cooler and the computer.
8.1.6 Thermal Paste
The thermal paste (HTCP Non-silicon Heat Transfer Compound, Electrolube) has an
operating temperature range from -50 – 130 ◦C. Low evaporation rate means minimal
reapplication. The paste is thick and is spread using a glass microscope slide to ensure
an even layer. The thick consistency gives greater control over the location of the paste,
i.e. it is less likely to creep from where it was initially placed. The paste is insoluble in
water.
8.1.7 Aluminium Control Block
A technical drawing for the aluminium control block is shown in Figure 8.6. This block
is a 90 x 70 x 16 mm3, 5052 alloy plate, designed to fit perfectly onto the surface
of the CP-031 Peltier cooler. Thermocouples can be inserted into 12 holes (2 mm
diameter) drilled into the block. Four thermocouples are used, in the holes 21.5 mm
from their nearest corner, and 7.5 mm from the freezing surface of the block. The
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used thermocouple holes are shown with the blue outline in Figure 8.6. These were
coated in thermal paste to maximise thermal contact with the block. In addition to
these thermocouple holes, a volume for the Peltier cooler thermistor was cut out of the
block, such that it is in thermal contact with both the Peltier cooler and the control
block, see Figure 8.7. The thermocouples show a range of ∼1 ◦C. The reason for this
is unclear - it is unlikely that the temperature variation across the block is this high as
the block is solid aluminium, and a thus a good thermal conductor. It is more likely
due to uneven amounts of thermal paste bonding the thermocouples to the aluminium
block, due to variation in the length of the thermocouples or possibly uneven coverage
of wood varnish on the thermocouple ends. In this case, the temperature from the
Peltier cooler is taken as the block temperature for consistency (see Figure 8.8).
This block was then polished following the methods used for the control samples
in Chapter 5. A slot to house the test surface was milled into the surface, shown in
Figure 8.6, left. Good thermal contact is ensured between test surface and control
block, control block and Peltier cooler and thermistor, control block and Peltier cooler
by liberal application of thermal paste.
Sample Positioning
Enough thermal paste is applied to the slot in the control block to completely coat the
test surface-control block interface, and spread to be a thin, even layer using a glass
microscope slide. Another layer is applied to the underside of the test surface, as well
as a thin layer coated on the sides of the slot and the test surface is inserted into the
slot. The edges are pressed down firmly to maximise the contact between test surface,
thermal paste and control block.
8.1.8 Wind Tunnel
The wind tunnel was made of acrylic plastic, in two parts, see Figure 8.9. The individual
parts were glued using a specialist solvent for acrylic and polycarbonate (Acri-bond
105, Acrylic Technologies Australia). These parts were designed to tightly slot together,
creating an airtight seal while also providing easy access to the test section for cleaning,
drying, changing test surfaces, etc. The wind tunnel has inner dimensions of 533 x 20 x
100 mm3, with a face area of 20 x 100 = 2000 mm2. The length of 533 mm was chosen
to be greater than the thermodynamic/hydrodynamic entry lengths of the system (see
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Figure 8.6: Left; test section with control test surface (20 x 20 mm2) and
sensor locations. Red = pressure sensor, green = RH, blue = thermopile.
Side view (middle) and top view (right) of the technical drawing for the
control block, dimensions in mm. Note only 4 of 12 holes for thermocouples
are used (highlighted by the blue edges).
Figure 8.7: Location of the thermistor, in thermal contact with both the
control block and the Peltier cooler.
Chapter 3), calculated to be 333 mm. An adapter was custom designed and 3D printed
to fix the wind tunnel onto the Peltier cooler, and is given in Appendix M. The wind
tunnel was placed on the test section such that the test section is flush with the wider
(100 mm) side of the wind tunnel, to avoid any generation of turbulence. Note the
wind tunnel was then mounted on the Peltier such that the droplets can be pulled off
the surface by gravity. Technical drawings of the wind tunnel are given in Appendix
N.
8.1.9 Fan and Variable Transformer
A centrifugal fan (Elicent AXC 100B) having a known maximum volume flow rate of 250
m3/hr was used to draw air through the wind tunnel. The air speed could be controlled
using a variable autotransformer (0-260VAC Variable Laboratory Autotransfomer -
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Figure 8.8: Aluminium block temperature from thermocouples (top), and
the Peltier cooler thermistor (bottom).
Figure 8.9: Top: CAD image showing the wind tunnel, control block,
adapter and Peltier cooler (left). Wind tunnel base and lid (right) - here the
base has been highlighted blue for clarity purposes only. Bottom: Top-view
of the wind tunnel, where ṁv1 is the incoming water mass flow of moist air,
ṁw is the mass flow rate of water condensing onto the test section, ṁv2 is
the outgoing water mass flow rate and ṁv1 = ṁw + ṁv2.
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commonly referred to as a variac). This auto transformer takes a mains power input
and provides a variable AC voltage output with a range of 0 – 260 V. A relationship
between variac voltage and air speed was obtained using the bag inflation method [111].
This proceeds as follows: the centrifugal fan is used to inflate a bag with the known
volume flow rate of 250 m3/hr. The time taken to inflate this bag is recorded, with
the average of three inflations taken as the inflation time. Thus we can find the air
speed for any given voltage using F = Av = ∆V/∆t, where F is the volume flow rate,
∆V is the volume of the bag, ∆t is the time taken to inflate the bag, A is the wind
tunnel cross-sectional area and v is the air speed. From the (known) maximum flow
rate, the volume of the bag was obtained, at V = 3.08±0.04 m3. With the now known
bag volume, the bag is inflated at various variac voltages, and a linear relationship is
obtained between the air speed and the variac voltage, given by v = 0.0858Vv, where v
is the air speed and Vv is the variac voltage. Details are given in Appendix O. Another
adapter was designed and 3D printed to fix the fan to the Peltier, with details given in
Appendix P.
8.1.10 Error Analysis
The errors associated with each sensor are given in Appendix J, Table J.2. Similarly
to the sensor error analysis in Chapter 7, the variation of the multiple sensors was
larger than the errors calculated, thus the error bars associated with the sensors are
not shown.
8.2 Frost Delay Testing Methods
The frosting delay tests were performed in a custom designed wind tunnel, combined
with Peltier cooling. Two systems are described here: the “Mark 1” system was origi-
nally tried, however issues with consistency between tests eventually lead to the design
of “Mark 2”. This section details the methods used for both systems.
8.2.1 Condensation Overview
Condensation occurred as follows: microdroplets form on the surface, giving it a “foggy”
look as the droplets become visible to the naked eye. Microdroplets coalesce to form
larger droplets. These continue to increase in size until they reach the capillary diameter
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of ∼ 2.8 mm when they are removed by gravity [69]. This process repeats itself, droplets
form, coalesce and are removed by gravity. Frosting occurs after condensation, and a
frost front propagates across the surface, see Figure 8.10.
Figure 8.10: Left: Condensation and frosting process. (1); initial dry sur-
face, (2); filmwise condensation, (3)-(4); coalescence, (5)-(9); frost propaga-
tion. Right: Photograph comparing the diameter of a droplet just starting
to roll due to gravity (red line, top right corner) with the known 20 mm
length of the test surface (red line, center). The droplet diameter was con-
firmed to be ∼2.85 mm. The arrow shows the airflow direction.
Condensation state with airflow
Figure 8.11 shows four photographs taken after the fan airspeed was set to 12.9 m/s.
The arrow indicates the airflow direction, and gravity points from the top to bottom of
the page. This highlights how higher airspeeds effect the condensation level on the test
surface. It was found that at ∼7 m/s the droplets start being pulled across the surface,
with the effect becoming more pronounced at higher velocities.
8.2.2 Wind Tunnel and Peltier Cooling - Mark 1
A schematic of the Mark 1 wind tunnel is given in Figure 8.12. Cold, moist air with
T = 10±1◦ C and RH = 90±3% was drawn through the wind tunnel by the fan. Moist
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Figure 8.11: Photographs of the test section condensation (A) immediately
after turning the airspeed to 12.9 m/s, (B) 0.5 seconds later, (C) 5 seconds
later, (D) 25 seconds later. All times are with respect to (A), gravity is
from top to bottom of the page, the arrow shows the direction of airflow.
air was used to ensure the results obtained are applicable to real-world heat exchanger
systems.
8.2.3 Test Procedure
The ambient temperature and relative humidity were set to Tdb,IN = 10 ± 1◦C and
RHIN = 90± 3% respectively (and thus, a dew point temperature of ∼ 8 ◦C).
Steady-State
The plate and test surface begin at Tdb,IN = 10
◦C, as can be seen from the Peltier
thermistor and the surface temperature thermocouples in Figure 8.13. This ensures
there is no condensation on the test surface before the test begins. The fan is started,
with the air speed at 6.0±0.2 m/s (corresponding to a variac voltage of 70 V), and the
Peltier cooler is activated (at point 0 in Figure 8.13C). This is the maximum air speed at
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Figure 8.12: Schematic of the Mark 1 wind tunnel system.
which condensed droplets do not move horizontally due to the airflow. The test surface
is allowed to cool to the Peltier cooler sub-zero set point temperature TS, set to -5
◦C.
The time taken to cool to TS varies depending on the starting surface temperature,
however, assuming an initial surface temperature of ∼10 ◦C and a set point of -5 ◦C, it
generally takes ∼10-15 minutes. Once TS has been reached, the Peltier cooler maintains
this temperature for a time period greater than or equal to 30 minutes. This air speed
has been tested and has shown to prohibit freezing for 4 hours or more – much longer
than the time taken to complete a frosting delay test. The system is then assumed
to be at steady-state, such that if the conditions - surface temperature, air speed, air
temperature and RH - are held constant, the system is expected to maintain the cycle
of condensation, coalescing and droplet removal indefinitely).
Frosting Test
When steady state has been reached and maintained for 30 minutes, the fan air speed
is abruptly reduced to 0.86±0.01 m/s (corresponding to a variac voltage of 10 V). This
reduced speed was chosen as it was the lowest point easily adjusted to on the variac.
After air speed reduction, one of two events take place: (A) the sub-cooled droplets
freeze; or (B) the system continues in steady state. If freezing takes place, this will
typically be visible within a couple of minutes (∼ 2 or 3) of the air speed reduction.
Note the recalescence peak in Figure 8.13C4. This signifies a frosting event has taken
place. If frost has not started forming within 10 minutes of air speed reduction, the
experiment is deemed as a “failure to freeze” and was repeated.
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Figure 8.13: Example of the testing procedure. (A): The inlet (ambient)
dry-bulb temperature and relative humidity, and the surface temperature
set-point (TS) versus time. (B): The air speed sequence. (C): Test surface
temperature (Tsurf) versus time - tX indicates the time at which the air speed
is reduced from vA to vB.
General Process Summary
The test is initiated with high airspeed vA and some set ambient temperature and RH
which are not changed between tests. The Peltier cooler is given some (sub-zero) set
point to reach TS; the control block begins at ambient temperature. The Peltier cooler
cools the surface to TS. Once TS has been reached, the Peltier cooler maintains the
surface temperature at TS. If TS can be maintained for at least 30 minutes without
freezing, the system is assumed to be at steady state and the fan airspeed is reduced
to vB. Ideally, the abrupt airspeed reduction would result in the sub-cooled water
118
condensation on the surface to nucleate and freeze. However, due to inconsistencies in
the results which could not be resolved (with results given in Appendix Q), the system
was modified to become the Mark 2 wind tunnel.
8.3 Mark 2 Wind Tunnel
Given the inconsistency of the Mark 1 wind tunnel results, the system was modified
to a “Mark 2” wind tunnel. Preliminary results obtained from this wind tunnel are
presented here.
8.3.1 Differences between Mark 1 and Mark 2
The basic function is the same, but some details have changed, given below.
Test Block
The aluminium control block was replaced with a 3D printed block, see Figure 8.14.
This adapter contains spaces for two 20 mm x 20 mm test surfaces. One of these
spaces holds a polished control surface, the other houses the test surface, such that
they are symmetric along the lines of the airflow, see Figure 8.15. This ensures equal
conditions for both surfaces. Here we can directly compare a structured surface with
a control surface to determine the difference in frosting time for each surface. The
ambient temperature was 8±1 ◦C and the relative humidity was set to 90±3%.
Peltier Cooler
As well as the change in the test section, the CP-031 Peltier cooler was replaced with
the CP-200HT-TT, as the CP-200HT-TT has higher cooling power and could thus cool
the test section more quickly than the CP-031. The method for measuring frosting
delay was modified (see 8.3.2) and it was important for the test section to reach the
desired surface temperature as quickly as possible.
8.3.2 Method
The method for measuring the frosting delay was also modified. The key difference is
that for the Mark 1 system, the surface temperature was kept constant and the airspeed
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Figure 8.14: CAD (left) and technical drawings (right) of the Mark 2 wind
tunnel adapter. Dimensions are in mm.
Figure 8.15: Schematic of the Mark 2 wind tunnel.
was reduced to initiate a freezing event. For Mark 2, the inverse was done: the airspeed
was kept constant throughout the test and the surface temperature was reduced.
An overview of the method is as follows: The ambient temperature was 8±1 ◦C and
the relative humidity was set to 90±3%. The airspeed was set to 6.86 m/s (correspond-
ing to a variac voltage of 80 V). This was chosen as the minimum airspeed that pulled
the droplets from the surface. The Peltier cooler was cooled to 1.5 ◦C, chosen to be low
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enough for definite condensation formation (TSurf ≤ Tdp), but high enough to avoid
freezing, and the system was left in this state for 20 minutes for condensation to form.
As the temperature is much lower than that for the Mark 1 wind tunnel, steady-state
condensation is reached within this time. After this 20 minute condensation period,
the Peltier temperature was abruptly reduced to -9.5 ◦C. This was left until both the
control and the structured surfaces were completely frozen. The Peltier is then turned
off, and allowed to warm to the ambient room temperature. This was to observe the
relative thawing time for each surface.
A camera (Canon EOS 1100D) was used to capture a video of the freezing and
thawing. The local humidity sensors from the Mark 1 wind tunnel were removed, as
the only areas available for condensation to form are two 20 mm x 20 mm squares.
Recall the local humidity sensors were intended to show a drop in the RH of the air
after condensation. While this was applicable to the Mark 1 wind tunnel, with the small
areas available for condensation on the Mark 2 wind tunnel, no difference was found.
The same reasoning was applied to the thermopile. As the surface area for the cooled
plate has been greatly reduced, there is no noticeable difference in the temperature from
one side of the test section to the other. The pressure sensors were kept as they were
from the Mark 1 tunnel. Four thermocouples were used to measure the temperature of
the two test surfaces (two for each surface). These were placed flush with the surface at
the frosting location, rather than inside the volume of the test surface (as was the case in
Mark 1). The four thermocouples used to measure dry-bulb and wet-bulb temperature
were also left unchanged from the Mark 1 wind tunnel. Also note the orientation was
changed - in the mark 1 wind tunnel, airflow was perpendicular to gravity. In the mark
2 wind tunnel, airflow is aligned with (in the same direction as) the airflow.
Measuring Frosting Delay Times
As the conditions for both surfaces is expected to be the same, we are only interested
in the relative freezing times. Thus, we observe the surface temperatures of the control
and the test surfaces, and compare the time taken to freeze. The frost delay time was
defined as the time taken for the test surface to freeze compared with the time taken
for the control surface to freeze, i.e.
tdelay = ttest − tcontrol (8.3)
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Thus, when analysing the results, tdelay > 0 indicates the control sample froze first and
tdelay < 0 indicates the test surface froze first. The value gives the number of seconds
difference between the two surfaces. Two possibilities for measuring tdelay were used:
by viewing the video and noting the freezing times (see Figure 8.16) or by observing
the recalescence curves. In cases where the recalescence curve is not clear, the video
is viewed to obtain the frosting delay time. Note the freezing time viewed from the
video was observed to be consistent with the recalescence curve. Figure 8.16 shows the
beginning of a freezing event as viewed by the camera, with the structured surface on
the left of the image and the control surface on the right. Consider Figure 8.17. The
top graph shows the test and control surface temperatures over six tests. In the first
three tests the structures are oriented horizontally, in the second three the structures
are oriented vertically, recall Figure 2.9. Each frost delay result is the average of three
tests. Note that, as shown in Figure 8.16, the wind tunnel is now vertical so the airflow
is aligned with gravity.
Figure 8.16: Identifying a freezing event from the video. The red square
shows liquid water (top) which has frozen one frame later (bottom).
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Figure 8.17: Surface temperatures over six tests (top) and closer view at
the second test (bottom) to display the recalescence curve.
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8.4 Results - Mark 2 Wind Tunnel
The results obtained from the Mark 2 wind tunnel are shown in Figure 8.18. The point
shown is the mean of three measurements, with the error bars showing the standard
deviation of the mean.
Recall the droplet force analysis of Section 2.7. For the fixed-pitch surfaces, we
expect that vertically aligned structures with condensation in the CB state will have
the highest droplet removal rate and thus the longest delay times. For samples 5A and
4C, the vertically aligned structures tend to have better maximum performance but
larger variability than the horizontally aligned structures, roughly in agreement with the
prediction. Strikingly, samples 3A and 2E perform worse when aligned vertically than
when they are aligned horizontally, against the prediction from the force analysis. This
implies that the larger linewidth structures (see Chapter 5) have poorer anti-frosting
properties than the smaller linewidth structures, possibly due to condensation forming
within the structures in the Wenzel state, increasing the water-surface interfacial area
and thus increasing heat transfer from the surface to the droplet. For the fixed-pitch
structures aligned horizontally, there is very little difference in the average delay time
between structures (maximum average difference of 15 s). The exception to this is
sample 3A, which shows a large frosting delay time of 119 s.
From the droplet force analysis from Section 2.7, one would think that the gradient-
pitch surfaces with structures aligned horizontally, with high density of structures at
the top of the surface, would result in the highest droplet removal rate of all surfaces, as
here the drag, gravitational and gradient forces are aligned and work together to remove
droplets. This high droplet removal rate would then result in a longer freezing delay
time. The results for sample 8B seems to agree with this - showing an average delay
time of 185 s for horizontally aligned structures and a 4 s delay for vertically aligned
structure. However for sample 9B this was not the case, as it was found that having
the structures aligned vertically resulted in an average time delay of 223 s compared
with -16 s for horizontally aligned surfaces. This difference may be due to the different
gradient strengths and droplet diameter optimisation of the structures
It should be noted that sample 9B was modified slightly in a way that no other
surfaces were - all surfaces have a 5 mm border of unstructured aluminium around the
structured area. This border was removed for sample 9B. The potential implications of
this removal are given in Chapter 9.
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Figure 8.18: Frosting delay times for all surfaces when structures are aligned
vertically (top) and horizontally (bottom). Note gradient horizontal struc-
tures are always aligned with high-to-low structure density from top of the
surface to the bottom.
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Figure 8.19: Droplets held at the edge of sample 2E (top) and sample 9B
without the edges (bottom).
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Chapter 9
Conclusions & Future Research
9.1 Conclusions
This work has involved characterising various aluminium structures of different geomet-
ric parameters having fixed-or-gradient-pitch which were used for ice adhesion strength
and frosting delay time testing as a potential contender for solving/reducing the prob-
lems that arise when surfaces accumulate ice and/or frost.
The surfaces were characterised using scanning electron microscopy and a goniom-
etry. It was found that all fixed-pitch structures have high CA, near the hydrophobic
(HPB)-superhydrophobic (SHPB) boundary at ∼ 140◦. Sample 9B (gradient, alloy
5052) has a similar CA but a range which reaches the SHPB regime (CA ∼ 155◦), while
sample 8B (gradient, 6061) has a lower CA than the fixed-pitch structures, but still
well within the hydrophobic regime at ∼ 120◦. It should be noted that these structures
were effectively hierarchical due to the nanoroughness on the microstructures which
was formed during the micromilling process. This nanoroughness is responsible for the
very high CA, however is also the cause of the high CAH of the surfaces. Also note the
fragility of the small linewidth structures (recall from Chapter 5 how the structures for
samples 4C and 5A were “hooked” at the end, or not entirely defined).
It was found that sample 4C (fixed-pitch, p = 203.2 µm, l = 35 µm, h = 35 µm),
had the lowest ice adhesion (IA) strength when the force probe pushed along the HPB
direction (along the structure length). With the exception of 4C, the fixed-pitch struc-
tures tended to have higher ice adhesion than the control (see Chapter 7). This may
be due to the small linewidth and large pitch of sample 4C creating weaknesses in the
ice at the ice-surface interface and making the ice easier to remove. Gradient-pitch
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structures were tested for ice adhesion strength for the first time (as far as could be
found), and a strong direction dependence of the applied force was found for the IA
strength. Depending on the direction of the force, these gradient-pitch structures had
equivalent or lower ice adhesion strength than most of the fixed-pitch structures. Ther-
mal cycling indicates the structures are reasonably robust - there was no overall change
in ice adhesion over 20 tests. However alloy 5052 showed a sharp decrease in CA over
the 20 IA tests (see Figure 7.16). This is likely due to the nanolayer being removed
with the IA tests, and indicates that alloy 5052 may be more prone to damage than
alloy 6061. It should be noted that the microstructures themselves were shown to be
reasonably robust - merely the nanolayer on top of these structures was removed.
It was found that sample 9B, with a gradient-pitch, had the longest average frosting
delay time when the structures were aligned parallel to gravity and airflow. Sample
3A and 2E (both fixed-pitch, p = 203.2 µm, l = 101.6 µm h = 76 µm, alloys 5052
and 6061 respectively) had froze before the control sample in the same orientation (i.e.
these structured surfaces froze before the control surface did), likely due to condensation
forming within the structures and creating a Wenzel state film with an increased water-
surface interfacial area compared with the control. The gradient-pitch structures tested
for frost formation delay generally performed equivalently or better than the fixed-pitch
structures.
While the gradient structures may require refinement, or different structures could
be tested, this is a new and promising result, which indicates that gradient-pitch surfaces
may be effective anti-icing/anti-frosting surfaces.
9.2 Future Research
9.2.1 Micro/nanofabricated Structures
One important aspect to explore concerning structure fabrication is to polish the sur-
faces before micromilling, without facing them. One can see in various SEM images
that small mill-lines due to facing exist perpendicular to the desired structures. This
introduces a nanoscale structure, and the effect of these nanoscale mill-lines on the
experiments performed is presently unknown.
To counter the issues of fragility and roughness on the microstructure surface due
to the micromilling process, other fabrication methods, perhaps non-mechanical such
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as laser-etching could be considered. Related to this, the nanolayer on the structures
was random, so removing the random roughness and adding a periodic nanolayer may
enhance the hydrophobic properties further, particularly if added in such a way as to
lower the CAH. Results from Chapters 7 and 8 also indicate that the larger linewidth
structures (samples 3A and 2E) may be better suited for anti-icing applications, but
not so well suited for anti-frosting applications. This is likely due to condensation
forming between and filling the larger structures. An investigation into linewidth vs.
ice adhesion vs. frost formation delay time may also be considered.
An investigation could also be carried out to determine the long term micro-wetting
states of each structure. In Chapter 5, the metastable (short term) micro-wetting state
was observed, however it is unknown how the micro-wetting state changes over long
time scales. This may shed some light on the ice adhesion results.
9.2.2 Ice Adhesion
A striking result reported in Chapter 7 was the variability in the IA strength when
pushing the ice column from different directions, particularly on the gradient-pitch
structures. Consider Figure 9.1. Recall the probe directions already tested are α =
0◦, 90◦ and 180◦, however any angles between these have not been investigated. It was
found that the ice adhesion strength for α = 90◦ was about half that as for α = 180◦,
and α = 0◦ was between these two. A potential future investigation could involve testing
the IA strength of both fixed-pitch and gradient surfaces with the probe pushing from
many different angles.
Figure 9.1: The angles that can be investigated for ice adhesion strength.
The angles used in this work are α = 0◦, α = 90◦ and α = 180◦.
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Theoretical Discussion about the Effect of the Mold
One particularly interesting part of the gradient-pitch IA strength results in Figure
7.14 is the difference in IA strength when the column is pushed from high density
of structures to low density of structures compared with low to high density. There
appears to be a reduction in IA strength for the latter direction. A possible explanation
for this could be to consider the difference in surface area between the high density of
structures and the low density of structures. When the ice column is pinned to the
surface due to water freezing in the Wenzel state, there is a larger IA strength associated
with removing the column due to the increased ice-surface interfacial area. In the high
density structure area, the water-surface interfacial area is increased, therefore there is
an increased force required to remove the column. It was observed during the tests that,
at the moment of ice column removal, there is a horizontal “jump” of the column. It
could be hypothesised then, that the ice adhesion strength of the surface depends more
strongly on the adhesion strength of the region the probe hits first. Figure 9.2 displays
a schematic of this idea. Note we are assuming a Wenzel state, which seems most likely
given the results of the wetting state investigation in Chapter 5. However, from the
results obtained (sample 4C with the lowest IA strength) and from some suggestions in
the literature (such as [59]), it seems that higher density structures create more weak
points in the ice column, making it easier to remove. Development of a theoretical
model of ice column removal would be an obvious next step, with the model able to be
validated by the data obtained in this work.
The mold (and therefore, ice column) used in all tests was the one described in
Chapter 7 – circular, with a radius of 3.5 mm. However, it is worth considering the effect
that different shapes and sizes of molds and columns would have on the ice adhesion.
These different shapes and sizes of columns will result in different surface areas of the
ice column. While this should have little or no impact for the fixed-pitch surfaces, as
the roughness will be uniform across the surface, the gradient-pitch structures may be
affected by this, as indicated in Figure 9.3. Here the darker colour implies a higher
proportion of the area under the mold is taken up by the structures. One can see from
the top row of Figure 9.3 that for fixed-pitched surfaces there is no difference between
size, shape or location of the mold. However, for the gradient-pitch surfaces, there is
a clear difference in the structure-flat surface ratio between size, shape and location of
the mold. Measuring the IA strength on a gradient-pitch surface using several different
mold sizes, shapes and positions would be a worthwhile check of consistency and as
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far as could be found, this has not been explored previously. Some specific tests could
include testing at which mold size the gradient-pitch behaves like a fixed-pitch surface
and testing the shape of the mold on gradient surfaces (if there is a change in IA
strength with, for example, a square mold rather than circular).
Figure 9.2: Cross-sectional view of an ice column in the Wenzel state on a
gradient structure, with possible explanations for the directional dependence
observed for the gradient-pitch structures.
Figure 9.3: Schematic showing how the structure fraction of the area of the
ice column changes with location/size of the ice column mold. Note how
the surface/ice column interface changes depending on the gradient density.
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Another notable aspect is that the thermal cycling was carried out only on the large
linewidth structures; an investigation could be carried out in order to determine the
robustness of the small linewidth structures. Given the aforementioned weakness of
these thin lines, it would be interesting to see how robust these are compared with
the larger linewidth structures. Sample 4C (with small linewidth) had the lowest IA
strength of the fixed-pitch structures, however must be robust enough to withstand the
harsh conditions for which they are designed (recall these structures should be used on
devices such as wind turbines).
9.2.3 Wind Tunnel System
A striking part of the wind tunnel results in Chapter 8 are the large error bars for
many of the samples. The obvious next step with the wind tunnel system is to conduct
more experiments in an attempt to obtain a more accurate average and potentially
reduce the error margins of the results. This may be of limited success (it may be
that there is a large “frosting delay time range”, so increasing the number of tests may
not reduce the error bounds), however is still an important test. Again, a theoretical
model could be developed to further our understanding of the condensation process of
water when these structures are involved, particularly on the microscale. As with the
ice adhesion, the frosting delay time of the gradient structures could be tested with
the structures oriented at different angles with respect to gravity. This may highlight
an angle dependence on the frosting delay time. Additionally, modelling of the fluid
mechanics within the wind tunnel, particularly the interaction between the structures
and the boundary layers and air flow, would be of great interest.
Removing the non-structured border around the structures (as was done for sample
9B) may also be helpful to reduce variability in the results. Recall the droplet being
“pinned” by this non-structured border in Chapter 8, which had to reach a larger size
than required for droplet movement before being removed by airflow/gravity. The size of
this pinned droplet at the time when the Peltier cooler was set to freezing temperatures
may have an influence on the freezing time of the surface due to different volumes of
water on the surface at different times. Increasing the area with structures may also
lead to more accurate measurements, as here a 10 mm x 10 mm structured surface was
compared with a 20 mm x 20 mm control surface. One must then also consider the
effect of the PLA-aluminium interface, and the surface wetting properties of the PLA.
It may be that this PLA boundary attracts water, drying the aluminium surface more
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effectively or that it repels the water, keeping the droplets on the aluminium for longer.
This is complicated as the 3D printing process creates a microstructure which, as with
the aluminium structures, results in anisotropic wetting. However this effect should be
minimised if one is also using the above point of increasing the area of the test surfaces
(i.e. the area is very large compared with the perimeter of the surface).
The wind tunnel as it is so far is very basic - a fan drawing air through a duct.
The addition of components such as a flow straightener or an air diffuser may make
the flow more uniform and consistent, and thus may improve the repeatability of the
results. It should be noted however, that due to the extensive mixing of air in the
pychrometric chamber, and due to the long entry length of the duct, that the flow is
consistent enough not to invalidate the results obtained.
Note also that the thawing time of each sample was recorded by the camera, however
not analysed in this work. This would be a worthwhile comparison as faster thawing
would decrease the defrosting time of heat exchangers (useful for refrigerative dehumid-
ifiers, for example).
Holographic interferometry was originally intended for analysis of the surface heat
transfer for each sample. While this was abandoned with the development of the Mark 2
wind tunnel, the interferometer is still a promising method for further characterisation of
the transient frosting behaviour of these surfaces. This would however, involve a return
to the Mark 1 wind tunnel with changes to obtain consistent results, or modification of







Calibration was carried out as per the goniometer manual, using the 90±1◦ calibration
standard (provided with the goniometer). This is a glass “drop” with a known base
value of 6.0±0.1 mm and a CA of 90±1◦. This was placed in front of the goniometer
camera (Appro BV-7105, with 360 frames per second capabilities) and the contact
angle measured. The camera parameters (focus, magnification, lights etc) are adjusted
until the outline of the droplet is clearly visible against the background, and the 3-
phase line (where the solid, liquid and gas interfaces meet) is clearly visible. One can
also adjust the focus, depth-of-view and zoom. As stated in the FTA200 manual, the
camera adjustments involve mainly trial and error, and will vary depending on the size
and location of the droplet and substrate, the reflectivity of the substrate, and other
factors. Generally, the contrast and rear light were both at 100%, the front light was
at 0% and the brightness at 50%. See Figures 5.2 and 5.4 for examples of a clear
droplet. Figure 5.2 shows how to obtain the contact angle. Clicking “Snapshot” takes
a screenshot of the droplet image and opens a new window with four tabs: “Images”,
“Contact Angle”, “Interfacial Tension” and “Calibration”. The “Images” tab is used
to make a CA measurement, and, having obtained the CA and a list of parameters
and values (see Figure 5.2), one has to take note of the “Contact Angle” and “Base”
values. Ensure the CA value is within the range 90±0.1◦, then open the “Calibration”
tab and enter the “Base” value into the “Measured Distance” space (see Figure A.1).
Click apply once, then remeasure the contact angle. Repeat this until the “Base” value
is within the range 6.0±0.1 mm.
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Figure A.1: The calibration tab for the goniometer. The blue arrow points
out the location of the “Base” value input. Click the “apply” button next




Figure B.1 shows three contact angle measurements of water on glass. The raw data
gave a CA of 42.56◦, 37.11◦ and 40.12◦. From this, it was determined that the contact
angle is 40± 2◦.




The screenshots of the AFM images are given below. Each contains a topographic
image and a table of roughness parameters.
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(a) Roughness calculations from the AFM for Alloy 6061 after 6 µm polishing.
(b) Roughness calculations from the AFM for Alloy 6061 after 1 µm polishing.
139
(a) Roughness calculations from the AFM for Alloy 5052 after 6 µm polishing.
(b) Roughness calculations from the AFM for Alloy 5052 after 1 µm polishing.
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Appendix D
Matlab Script for Analysing Sensors
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Figure D.1: The Matlab script used to analyse temperature, relative hu-




The thermocouple voltage vs. temperature at the measurement junction is given in
Table E.1, and a graph of the table is given in Figure E.1. The graph equation gives the
relationship between the millivolt thermocouple output and the temperature measured
and is used for calculations in the MATLAB script in Appendix K.
Table E.1: Relationship between the thermocouple output voltage and the
temperature measured, for the range -19 to 19 ◦C. This more than covers
the range of temperatures encountered in the frosting tests
◦C 0 1 2 3 4 5 6 7 8 9
-10 -0.383 -0.421 -0.459 -0.496 -0.534 -0.571 -0.608 -0.646 -0.683 -0.720
-0 0 -0.039 -0.077 -0.116 -0.154 -0.193 -0.231 -0.269 -0.307 -0.345
0 0 0.039 0.078 0.117 0.156 0.195 0.234 0.273 0.312 0.352
10 0.391 0.431 0.470 0.510 0.549 0.589 0.629 0.669 0.709 0.749
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The 3D printer settings are given below.
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3D Printed Parts - IA system
The technical and CAD drawings for the force sensor holder and the sample holders
are shown in Figures G.1 and G.2. Technical drawing dimensions are in mm.
Figure G.1: Technical drawings (left) and CAD picture (right) of the force
sensor holder.
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The force sensor was calibrated by comparing the output of the sensor with the mea-
sured weight of items from a set of precision scales (Vibra Precision Balance CJ-3200E,
readability 0.01 g, linearity ±0.01 g, 3000 g maximum mass). The known mass mea-
sured from these scales is compared with the output from the force sensor. Figure
H.1 shows the fitted plot of the mass obtained from the sensor vs. the mass obtained
from the scales. A linear regression was added to get the relationship between the two
datasets, and a zero y-intercept was forced to be physically realistic (as a “zero-mass”
object would give no reading on the scales or the force sensor). The error in the force
sensor values was 1.2%, the error in the precision scales was ±0.01 (obtained from their
respective datasheets, [112] and [113]).
The force sensor was calibrated by compared the mass of items measured by precision
scales with the sensor output. The values obtained from the sensor were then divided
by the gravitational value (9.81 ms−2) as we wish to compare a mass with a mass,
rather than a mass with a force. The items had a mass range from 46 g to 650 g. There
was also a +2.1 zero point correction that had to be made (i.e. at a mass of 0 kg, the
sensor displayed a value of -2.1). This is summarised in table form in Table H.1.
Table H.1: Table of raw values from the scales and the force sensor.
Scales (kg) Sensor (N) Sensor - Correction (+2.1) Sensor (kg) (/9.81)
0.0457 3 5.1 0.52
0.202 27 29.1 2.97
0.421 64.9 67 6.84
0.654 95.6 97.7 9.97
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Figure H.1: Calibration curve for the force sensor, showing the relationship





Figure I.1 shows the screen of the syringe pump used for the ice adhesion tests. Note
this is a touchscreen. Two points of interest are the green button in the bottom right,
to begin the experiment with the chosen program, and the black and white one next to
it to select the parameters. The parameters required are the program, syringe volume
and diameter and the infuse rate (see the blue rectangular boxes in the top left of
Figure 7). The parameters used were infusion for the program (withdrawal was done
manually), 10 mL and 15.9 mm for the syringe volume and diameter respectively and
4 mm/min for the infusion rate.
Figure I.1: Photograph of the screen for the syringe pump. Note the pa-
rameters (blue rectangles, top left), the button required to begin the test
(green and white button, bottom right corner), as well as the button to set





Basic error propagation is used to find the cumulative error for each sensor, assuming
the errors of the sensors are random and uncorrelated. For a multiplication dependence,
X = a× b× ...× c, with errors da, db, ..., dc respectively, the relative errors propagate



















This also holds for division. For an addition dependence (which also holds for subtrac-






(da)2 + (db)2 + ... + (dc)2 (J.2)











where N is the total number of samples, xi is the value of a particular sample and x is
the mean.
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J.2 Error Table - Ice Adhesion
The power supply error was tested with a Duratool Handheld Digital Multimeter (the
multimeter has an uncertainty of ±0.5%) [105].
Table J.1: This table shows the errors associated with each sensor used in
the IA experiment. The source of possible error is given in each column,
with the final column showing the cumulative error from all sources
Sensor DT80 Sensor Other Errors Total Error













0.42 + 32 + 0.52





J.3 Error Table - Wind Tunnel
The power supply error was tested with a Duratool Handheld Digital Multimeter (the
multimeter has an uncertainty of ±0.5%) [105].
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Table J.2: Summary of sensor and sub-system errors and their propagation
Sensor DT80 From
sensor
Other errors/notes Total Error















0.42 + 32 + 0.52






0.42 + 22 + 0.952
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Ambient RH ±0.4% ±1.0◦ Multiplied by














Thermopile ±0.4% ±1.0◦ Multiplied by two
as we have errors
from two thermo-













Matlab Scripts for Sensor Analysis
The Matlab script used for sensor analysis for the wind tunnel system in given below.
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Figure K.1: Top: data imports and variable definitions; Middle: Thermopile
analysis; Bottom; Pressure sensor analysis.
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The Peltier cooler is used with a temperature controller (TE TECHONOLGY TC-48-
20) and a thermistor (TE TECHONOLGY MP-3193), which together have a temper-
ature range of -20 – 100 ◦C and a stability of 0.1 ◦C. A screenshot of the temperature
controller as seen on a computer monitor is shown in Figure L.1.
The temperature controller uses pulse width modulation (PWM) to change or main-
tain the Peltier temperature. Effectively, the cooler power is reduced when the Peltier
temperature gets closer to the set point temperature. If the cooler temperature warms
and strays too far from the set point temperature, the cooler power is increased. Like-
wise, if the cooler is too cold, the cooling power is reduced. This generally results in
a temperature stability of ±0.2 ◦C when the set-point temperature has been reached.
The Peltier power can be seen by the red bar labelled “OUTPUT” in Figure L.1A.
Figure L.1A shows the Peltier cooler software in its entirety.
The cyan box in Figure L.1A, when clicked, expands to what is seen in Figure
L.1B. This shows the temperature set-point control and can be changed to any value
within the -20 – 100 ◦C range with a 0.1 ◦C resolution. There is an option for a second
thermistor (can be seen within Figure L.1B and in the green line in the chart), however
this is for alarm purposes only and not used in this system. The -78 ◦C is a placeholder
value and is in no way representative of the aluminium block temperature.
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Figure L.1: (A) screenshot of the TC-48-20 software. Two features have
been highlighted, (B) the set-point temperature and (C) the data saving
option including a variable sampling rate.
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Appendix M
Wind Tunnel - Peltier Cooler
Adapter
A custom designed adapter was used to couple the control block and the Peltier cooler.
A technical drawing of this adapter is provided in Figure 8. This was 3D printer with
polylactic acid (PLA) filament using a 3D printer. A schematic of this adapter is given
in Figure 11. The adapter is placed over the Peltier surface, and held in place with
screws . The wind tunnel is then placed over the adapter and also held in place with
screws. The control block is placed in the centre of the adapter, thermally bonded
to the Peltier surface by thermal paste. Twelve holes were made to line up with the
thermocouple holes in the control block, as well as one for the wires of the thermistor.
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Figure M.1: Schematic of the Peltier cooler to wind tunnel adapter. (A);
Side view 1, (B); top view, (C); side view 2.
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Appendix N
Wind Tunnel Technical Drawings
Figure N.1: Schematic for the lid (left) and base (right) of the wind tunnel.
Top view (A,B), side view 1 (C) and side view 2 (D) for the lid. Side view
1 (E), top view (F) and side view 2 (G) of the base.
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Appendix O
Air Speed vs. Variac Voltage
This relationship between variac voltage and air speed is shown graphically in Figure
O.1. The time to inflate the aforementioned bag was measured at four equidistant
variac voltages and fitted using a linear regression method. The bag inflation method
is carried out three times per variac voltage in order to obtain an average air volume
flow rate. The y-intercept was set to zero, to ensure the curve was physically realistic
(as there is no airflow when the fan is unpowered).




Because the wind tunnel has a rectangular shape and the fan has a circular opening,
an adapter is needed to provide and maintain the airflow through the wind tunnel. A
schematic of this wind tunnel–to–fan adapter is given in Figure P.1. The wind tunnel
and fan are fixed onto each end of the adapter using aluminium tape. Aluminium tape
was also used to seal the split visible in the middle of the adapter. This adapter is
simply a rectangle-to-circle shape and was 3D printed with PLA.
Figure P.1: Wind tunnel-to-fan adapter, with dimensions. All numbers
given in the schematic are in mm
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Appendix Q
Results - Mark 1 Wind Tunnel
A brief summary is provided of the independent variables: initial airspeed vA; reduced
airspeed vB; airspeed difference vA − vB; surface set point temperature TS; ambient
temperature; ambient RH.
It is assumed that the frosting event depends on three main factors: initial and
final airspeed and surface temperature. Complications arise as these three factors are
interlinked and changes to one factor effects the others. For example, with the current
Peltier cooler (CP-031), increasing the initial airspeed vA, also increases the minimum
surface temperature of the Peltier, due to the increase in convective heat transfer. With
maximum airflow (∼22 m/s), the minimum Peltier temperature is ∼-2 ◦C (compared
with the attainable -5 ◦C at 6 m/s). This could be mitigated by using a Peltier cooler
with a larger cooling capacity, however the larger capacity Peltier cooler would not
solve all of these problems. Note in Figure 8.13 the decrease in surface temperature
after airspeed reduction. This is due to the reduction in convection heat transfer from
the airflow, however it highlights the issue that reducing the airspeed also has an effect
on the surface temperature. Thus it is not clear whether the briefly reduced surface
temperature or the reduced airflow is the cause of the freezing event.
Q.0.1 Velocity Reduction Tests – Fixed Ambient Temperature
Here the ambient temperature, ambient humidity and surface set-point temperature
are held constant between tests, and the effect of different reduced airspeeds (vB) and,
by extension, different airspeed differences, was investigated. Airspeed combinations
(corresponding variac voltage given in the brackets) attempted were as follows:
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 Test1: Tdb = 10±1 ◦C, RH = 90±3%, vA = 6 m/s (70 V), vB = 0.85 m/s (10 V),
TS =-5
◦C.
vA was at a speed such that the droplets are not pulled across the surface, and
vB was lowered to a near standstill.
 Test 2: Tdb = 10±1 ◦C, RH = 90±3%, vA = 22 m/s (260 V), vB = 8.5 m/s (100
V), TS =-2.3
◦C.
vA was at a high speed such that the droplets are pulled across the surface, and
vB was also high enough to remove droplets.
 Test 3: Tdb = 10±1 ◦C, RH = 90±3%, vA = 22 m/s (260 V), vB = 0.85 m/s (10
V), TS =-2.3
◦C.
vA was at a speed such that the droplets are pulled across the surface, and vB
was lowered to a near standstill.
The test is initiated as detailed in Section 8.2: the subcooled surface at airflow vA
does not freeze. The system is left for 30 minutes and if no freezing event occurs, it is
assumed to be in steady state. The surface temperature TS depends on the value of vA.
At maximum airflow, minimum available surface temperature is ∼-2.3 ◦C. Thus, the
Peltier set-point is -2.3 ◦C to avoid the surface temperature reducing permanently when
the airspeed is reduced to vB (as this would be an additional change to the system).
Note there is a small reduction in temperature when the airspeed is reduced which is
corrected by the Peltier (taking ∼7 minutes from the time the fan is turned down to
when the temperature is exactly at the set-point again).
After 30 minutes, if the surface is still sub-cooled but not frozen, the fan airspeed
is reduced to vB. Ideally, the surface will then freeze within a few minutes.
One vital aspect of the airspeed drop is that initial airspeed vA and the final airspeed
vB should maintain the system conditions. Specifically, this means that if vA is high
enough that the droplets are pulled off the surface, vB, while being lower than vA,
must also be high enough that the droplets are pulled off the surface. Otherwise the
condensation builds and changes (i.e. from dropwise to thin-film or vice-versa). The
increased water volume on the surface compared with initial water volume results in an
additional change in the system.
Tests 1 and 2 were considered the vital tests for this system (as they maintained
a constant or near constant water volume on the surface), with test 3 added for com-
pleteness. Overall, the different air speed drops did not seem to have an effect on the
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system, with equally inconsistent outcomes at each change in airspeed. With each set
of values for vA and vB the surface could freeze after vB was reached, freeze at vA or
not freeze at all.
Q.0.2 Velocity Reduction Tests – Adjusted Ambient Temper-
ature
Tests have been carried out to see what effect the ambient temperature has on the
freezing events. Variables kept constant with each test are given as follows: RH =
90±3%, vA = 22 m/s (260 V), vB = 7.7 m/s (90 V), TS = -2.3 ◦C. Details for these
tests are given as follows:
Test 4: Tdb = 10±1 ◦C
Three tests were carried out and each test resulted in no freezing event at vB. Graphs
showing the parameters of these tests are given in Figure Q.1.
From the lack of freezing of any of the tests, it was thought that the ambient temperature
was too high - the ambient temperature was lowered to 8 ◦C and repeated.
Test 5: Tdb = 8±1 ◦C
Three tests were carried out. Of these tests, two resulted in no freezing event at vB,
and one resulted in a freezing event at vA. The results are shown in Figure Q.2. Here
the first two peaks shown resulted in no freezing event at vB, the third froze at vA.
From the lack of freezing of two-thirds of the tests, it was thought that the ambient
temperature was too high, however the freezing at maximum airflow on the third test
implies the ambient temperature may be too low. The ambient temperature was lowered
to 7 ◦C and the tests repeated.
Test 6: Tdb = 7±1 ◦C
Here two tests were carried out, both of which froze very quickly at maximum airspeed
(results shown in Figure Q.3. Brackets indicate the possible recalescence peaks for
both tests (see Figure Q.3, Al Block Temperature), although these are estimates. As
both tests resulted in the surface freezing very quickly, and due to the large change in
reaction of the system to this small change in temperature (comparing the outcomes of
8 ◦C and 7 ◦C), this line of investigation was ended, reasoning that it was an element
of the system beyond reasonable control at this point.
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Figure Q.1: The measured parameters for the tests carried out at 10 ◦C. The
tests are most easily distinguished by the control (Al) block temperature.
Note in this case there was an error in the timing, the first test was only
caught at the end (however the result was not changed). Black dashed lines
indicate the start of a test, when the Peltier cooler is turned on.
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Figure Q.2: The parameters for the tests carried out at 8 ◦C. The tests are
most easily distinguished by the control (Al) block temperature. Dashed
lines indicate the start of a test, when the Peltier cooler is turned on.
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Figure Q.3: The measured parameters for the tests carried out at 7 ◦C. The
tests are most easily distinguished by the control (Al) block temperature
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