Introduction {#s1}
============

The everyday act of viewing the things around us leaves us with memories of the things that we have encountered. Under the right conditions, this type of 'visual recognition memory' can be quite remarkable. For example, after viewing thousands of images, each only once and only for a few seconds, we can determine with high accuracy the specific images that we have viewed ([@bib4]; [@bib39]). Additionally, we can remember not just the objects that we've seen, but also the specific configurations and contexts we saw them in ([@bib4]), suggesting that our brains store these memories with considerable visual detail. Where and how are visual memories stored and where and how is the percept of visual memory signaled?

One candidate mechanism for signaling visual memory percepts is the adaptation-like response reduction that occurs in high-level visual brain areas with stimulus repetition, known as 'repetition suppression' ([@bib12]; [@bib20]; [@bib25]; [@bib35]; [@bib47]). Consistent with that proposal, individual viewings of a novel image produce response reductions in inferotemporal cortex (IT) that can last tens of minutes to hours ([@bib12]; [@bib47]). Signaling visual memories in this way is attractive from a computational perspective, as it could explain how IT supports visual identity and visual memory representations within the same network. That is, insofar as visual representations of different images are reflected as distinct patterns of spikes across the IT population ([Figure 1](#fig1){ref-type="fig"}; [@bib10]; [@bib16]), this translates into a population representation in which visual information is reflected by the population vector angle ([Figure 1](#fig1){ref-type="fig"}). If it were the case that visual recognition memories were reflected by changes in the total numbers of spikes or equivalently population response vector length, this could minimize interference when superimposing visual memories and visual identity representations within the same network ([Figure 1](#fig1){ref-type="fig"}).

![Multiplexing visual and visual memory representations.\
Shown are the hypothetical population responses to two images (**A and B**), each presented as both novel and familiar, plotted as the spike count response of neuron 1 versus neuron 2. In this scenario, visual information (e.g. image or object identity) is reflected by the population response pattern, or equivalently, the angle that each population response vector points. In contrast, visual memory information is reflected by changes in population vector length (e.g. a multiplicative rescaling with stimulus repetition). Because visual memory does not impact vector angle in this hypothetical scenario, superimposing visual memories in this way would mitigate the impact of single-exposure plasticity on the underlying perceptual representation.](elife-32259-fig1){#fig1}

While attractive, there are also reasons to question whether visual memory percepts manifest purely as repetition suppression in IT cortex. For example, following many repeated image exposures (e.g. hundreds to thousands), IT neurons exhibit tuning sharpening ([@bib1]; [@bib13]), and a subset of neurons reflect tuning peak enhancement ([@bib21]; [@bib46]), and these changes could happen during single-exposure memory as well. Similarly, in the case of highly familiar images, neurons in a brain area that lie beyond IT, perirhinal cortex, are reported to signal familiarity with increases (as opposed to decreases) in firing rate ([@bib40]) and highly familiar faces produce larger perirhinal fMRI BOLD responses as compared to faces that are unfamiliar ([@bib18]). In humans, tests of the hypothesis that limited-exposure visual memory percepts are supported by repetition suppression signals have produced mixed results, with some studies providing support ([@bib15]; [@bib41]) and others refuting the hypothesis ([@bib45]; [@bib49]). Additionally, studies have implicated factors beyond overall response strength in limited-exposure familiarity, including the repeatability of human fMRI response patterns across exposures ([@bib19]; [@bib48]) and synchronization between gamma band oscillations and spikes in monkey hippocampus ([@bib17]). Notably, while a number of studies have investigated limited-exposure repetition suppression effects in IT at the resolution of individual-units ([@bib9]; [@bib20]; [@bib23]; [@bib36]; [@bib38]; [@bib43]; [@bib47]), no study to date has attempted to determine whether these putative visual memory signals can in fact account for visual memory behaviors.

To evaluate the hypothesis that repetition suppression in IT accounts for familiarity judgments during a visual memory task, we trained two monkeys to view images and report whether they were novel (had never been seen before) or were familiar (had been seen exactly once), across a range of delays between novel and familiar presentations. To explore the IT representation of visual memory on both correct and error trials, we parameterized the task such that visual memories were remembered over a timescale of minutes within experimental sessions that lasted approximately one hour. We found that while both monkeys displayed characteristic forgetting functions and reaction time patterns, these behavioral patterns were not well-predicted by a spike count decoder that embodied the strictest interpretation of the repetition suppression hypothesis. These behavioral patterns were better accounted for by a linear read-out that weighted each neuron proportional to the amount of visual memory information reflected in its responses.

Results {#s2}
=======

The single-exposure visual memory task {#s2-1}
--------------------------------------

While compelling, the robustness with which visual memories are stored also presents a challenge to investigating their underlying neural correlates. Ideally, investigations of the neural signals supporting a behavior are made in a context where a task is parametrically varied from easy-to-challenging, and one can evaluate the degree to which behavioral sensitivities and behavioral confusions are reflected in neural responses ([@bib32]). Following on visual recognition memory studies that demonstrate a relationship between the time that images are viewed and how well they are remembered ([@bib5]; [@bib33]), we increased task difficulty by reducing image viewing time from the 2--3 s used in the classic human visual recognition memory studies to 400 ms. To titrate task difficulty within this regime, we explored a range of delays between novel and repeated presentations.

In these experiments, two monkeys performed a task in which they viewed images and indicated whether they were novel or familiar with an eye movement response. Monkeys initiated each trial by fixating a point at the center of the screen, and this was followed by a brief delay and then the presentation of an image ([Figure 2a](#fig2){ref-type="fig"}). After 400 ms of fixating the image, a go cue appeared, indicating that the monkeys were free to make their selection via a saccade to one of two response targets ([Figure 2a](#fig2){ref-type="fig"}). Correct responses were rewarded with juice. While the first image presented in each session was always novel, the probability of subsequent images being novel versus familiar quickly converged to 50%. Novel images were defined as those that the monkeys had never viewed before (in the entire history of training and testing) whereas familiar images were those that had been presented only once, and earlier in the same session. A representative set of images can be found in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}. Delays between novel and familiar presentations ([Figure 2b](#fig2){ref-type="fig"}) were pseudorandomly selected from a uniform distribution, in powers of two (n-back = 1, 2, 4, 8, 16, 32 and 64 trials corresponding to mean delays of 4.5 s, 9 s, 18 s, 36 s, 1.2 min, 2.4 min, and 4.8 min, respectively). To prevent confusion, we emphasize that our usage of the term 'n-back' refers to the numbers of trials between novel and familiar presentations, in contrast to the usage of this term in other studies that required a same/different comparison between the current stimulus and a stimulus presented a fixed number of trials back (e.g. 2-back) in a block design (e.g. [@bib8]).

![Single-exposure visual memory task.\
In this task, monkeys viewed images and reported whether they were novel (i.e. had never been encountered before) or were familiar (had been encountered once and earlier in the same session) across a range of delays between novel and repeated presentations. (**a**) Each trial began with the monkey fixating for 200 ms. A stimulus was then shown for 400 ms, followed by a go cue, reflected by a change in the color of the fixation dot. Targets, located above and below the image, were associated with novel and familiar selections, and differed for each monkey. The image remained on the screen until a fixation break was detected. Successful completion of the trial resulted in a juice reward. (**b**) Example sequence where the upward target was associated with novel images, and the downward target with familiar images. Familiar images were presented with n-back of 1, 2, 4, 8, 16, 32, and 64 trials, corresponding to average delays of 4.5 s, 9 s, 18 s, 36 s, 1.2 min, 2.4 min, and 4.8 min, respectively. Additional representative images can be found in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}.](elife-32259-fig2){#fig2}

The monkeys' performance on this task was systematic, as illustrated by smoothly declining 'forgetting functions', plotted as the proportion of trials that images were reported familiar as a function of n-back (i.e. the number of trials between novel and familiar presentations; [Figure 3a,c](#fig3){ref-type="fig"}). When familiar images were immediately repeated (n-back = 1), both monkeys most often called them familiar (proportion chose familiar = 0.98 and 0.94; [Figure 3a,c](#fig3){ref-type="fig"}). Similarly, when images were novel, monkeys were unlikely to call them familiar (proportion chose familiar = 0.13 and 0.07; [Figure 3a,c](#fig3){ref-type="fig"}). Between these two extremes, the proportion of familiar reports systematically decreased as a function of n-back ([Figure 3a,c](#fig3){ref-type="fig"}). In monkey 1, performance at 32 and 64 back fell below chance (32-back = 0.46, 64-back = 0.27, chance = 0.50), indicating that this animal most often reported that familiar images repeated after these longer delays were novel ([Figure 3a](#fig3){ref-type="fig"}). In monkey 2, performance at 32 and 64 back remained above chance (32-back = 0.76, 64-back = 0.54), indicating higher performance in this animal as compared to monkey 1 ([Figure 3c](#fig3){ref-type="fig"}).

We also analyzed reaction times for novel and familiar trials, parsed by correct and error trial outcomes. Reaction times were measured relative to the onset of the go cue (which appeared 400 ms after stimulus onset). We found that mean reaction times on correctly reported familiar trials systematically increased as a function of n-back, or equivalently, reaction times on correct trials increased with increasing difficulty ([Figure 3b,d](#fig3){ref-type="fig"} red). Conversely, reaction times on error trials decreased as a function of n-back, or equivalently, reaction times on error trials decreased with increasing difficulty ([Figure 3b,d](#fig3){ref-type="fig"}, cyan). In both animals, this led to an x-shaped pattern in the mean reaction times on familiar trials when plotted as a function of n-back. On novel trials, reaction times mimicked the pattern observed for the low n-back familiar cases in that reaction times were faster on correct as compared to error trials ([Figure 3b,d](#fig3){ref-type="fig"}).

![Behavioral performance of two monkeys on the single-trial visual recognition memory task.\
(**a,c**) 'Forgetting functions', plotted as the proportion of trials that each monkey reported images as familiar as a function of the number of trials between novel and repeated presentations (n-back). Novel trials are indicated by 'N' and a break in the x-axis. The dotted line indicates chance performance on this task, 50%. Error bars depict 97.5% confidence intervals of the per-session means. (**b,d**) Mean reaction times, parsed according to trials in which the monkeys answered correctly versus made errors. Reaction times were measured relative to onset of the go cue, which was presented at 400 ms following stimulus onset. Error bars depict 97.5% confidence intervals computed across all trials.](elife-32259-fig3){#fig3}

From what underlying process might these x-shaped reaction time patterns arise? As is the case for nearly any task, behavioral performance can be thought of as the outcome of passing a signal (in this case a memory signal) through a decision process. The x-shaped patterns that we observed differ from the patterns reported for tasks that are well-accounted for by the standard drift diffusion model (DDM) of decision making, such as the dot-motion-direction task ([@bib14]). In agreement with standard DDM predictions, reaction times on correct trials increased as task performance decreased (i.e. with n-back). However, reaction times on error trials decreased with n-back whereas the standard DDM predicts that reaction times will be matched on correct and error trials (and thus reaction times on error trials should increase with n-back as well). While it is the case that extensions to this framework can predict reaction time asymmetries ([@bib34]), additional parameters are required for it to do so, and these additions make it less well-suited for the purposes of this study (focused on evaluating the plausibility that IT visual memory signals can quantitatively account for visual memory behavior). We have, however, determined that these x-shaped reaction time patterns can be captured by a very simple, low-parameter extension to the signal detection theory framework, as proposed by 'strength theory' ([@bib27]; [@bib28]). Like signal detection theory, strength theory proposes that a noisy internal variable ('memory strength') is compared to a criterion to determine whether an image is novel or familiar ([Figure 4](#fig4){ref-type="fig"}, left). Strength theory also predicts that during a visual memory task, reaction times will be inversely related to the distance of this variable from the criterion, loosely analogous to a process in which increased certainty produces faster responses ([Figure 4](#fig4){ref-type="fig"}, middle). This leads to the qualitative prediction that when images are repeated with short n-back, memories are strong, and this will produce reaction times that are faster on correct as compared to error trials ([Figure 4](#fig4){ref-type="fig"}, red vs. blue). In contrast, at long n-back, memories are weak, and this will produce reaction times that are slower on correct as compared to error trials ([Figure 4](#fig4){ref-type="fig"}, green vs. purple). The combined consequence of strong and weak memories is an x-shaped pattern.

![Strength theory qualitatively predicts x-shaped reaction time patterns.\
Like signal detection theory, strength theory proposes that the value of a noisy internal variable, memory strength, is compared to a criterion to differentiate novel versus familiar predictions. *Left:* shown are the hypothetical distributions of memory strengths across a set of images presented as novel (dashed lines) and as familiar (black), repeated after a short (top) versus long (bottom) delay. The colored portions of each familiar distribution indicate the proportion of trials corresponding to correct reports and errors, based on the position of the distribution relative to the criterion. In the case of short n-back, memory strength is high, the proportion correct is high, and the proportion wrong is low. In the case of long n-back, memory strength is low, the proportion correct is low and the proportion wrong is high. *Middle:* strength theory proposes an inverted relationship between proportion and mean reaction times, depicted here as linear. *Right:* passing the distributions on the left through the linear function in the middle produces an x-shaped reaction time pattern.](elife-32259-fig4){#fig4}

In sum, the reproducible patterns reflected in both monkeys' forgetting functions, along with their reaction time patterns, place non-trivial constraints on the candidate neural signals that account for single-exposure visual memory behavior. The x-shaped patterns of reaction times that we observe cannot be accounted for by a standard drift diffusion process, but they can, in principle, be captured by the predictions of strength theory. However, a successful description of the neural signals supporting single-exposure visual memory behavior requires identifying a neural signal whose sensitivity to the elapsed time between initial and repeated presentations of an image matches the sensitivity reflected in the monkeys' behavior.

Single-exposure visual memory signals in IT cortex {#s2-2}
--------------------------------------------------

As monkeys performed this task, we recorded neural responses from IT using multi-channel probes acutely lowered before the beginning of each session. For quality control, recording sessions were screened based on their neural recording stability across the session, their numbers of visually responsive units, and the numbers of behavioral trials completed (see Materials and methods). The resulting data set included 15 sessions for monkey 1 (n = 403 units), and 12 sessions for monkey 2 (n = 396 units). Both monkeys performed many hundreds of trials during each session (\~600--1000, corresponding to \~300--500 images each repeated twice). The data reported here correspond to the subset of images for which the monkeys' behavioral reports were recorded for both novel and familiar presentations (e.g. trials in which the monkeys did not prematurely break fixation during either the novel or the familiar presentation of an image).

We began by considering the proposal that the signals differentiating novel versus familiar presentations of images were systematically reflected as response decrements with stimulus repetition (i.e. 'repetition suppression'). As a first, simple illustration of the strength of these putative single-exposure memory signals, shown in [Figure 5a](#fig5){ref-type="fig"} is a plot of the grand mean firing rate response of all 799 units parsed by n-back, plotted as a function of time relative to stimulus onset. This plot reveals a fairly systematic decrement in the response with repetition that diminished with time since the novel presentation. We quantified the magnitude of suppression as the decrement in the area under each n-back trace relative to the novel trace, computed 150--400 ms after stimulus onset ([Figure 5b](#fig5){ref-type="fig"}). Consistent with a visual memory signal that degrades (or forgets) with time, immediate stimulus repetition resulted in a decrement in the response of \~11% and suppression magnitudes decreased systematically with n-back. Also, qualitatively consistent with the repetition suppression hypothesis was the finding that when the same analysis was isolated to the units recorded from each monkey individually, repetition suppression was stronger in the monkey that was better at the task (monkey 2; [Figure 5c--d](#fig5){ref-type="fig"}).

![Average IT repetition suppression magnitudes.\
(**a**) Grand mean firing rates for all units, plotted as a function of time aligned to stimulus onset, parsed by images presented as novel (black) versus familiar at different n-back (rainbow). Traces were computed in 1 ms bins and smoothed by averaging across 50 ms. The dotted box indicates the spike count window corresponding to the analysis presented in panels (**b--d**). The absence of data at the edges of the plot (−50:−25 ms and 375:400 ms) reflects that the data are plotted relative to the centers of each 50 ms bin and data were not analyzed before −50 ms or after the onset of the go cue at 400 ms. (**b**) The calculation of suppression magnitude at each n-back began by quantifying the grand mean firing rate response to novel and familiar images within a window positioned 150 ms to 400 ms after stimulus onset. Suppression magnitude was calculated separately for each n-back as (novel -- familiar)/novel. (**c--d**) Suppression magnitudes at each n-back, computed as described for panel b but isolated to the units recorded in each monkey individually. Error reflects SEM.](elife-32259-fig5){#fig5}

Predicting behavioral response patterns from neural signals {#s2-3}
-----------------------------------------------------------

To quantitatively assess whether IT neural signals could account for the monkeys' behavioral reports, we applied two types of linear decoding schemes to the IT data. The first, a spike count classifier (SCC), is an instantiation of the strictest form of the repetition suppression hypothesis in that it differentiated novel versus familiar responses based on the total number of spikes across the IT population (i.e. every unit in the population received a weight of 1). The second, a Fisher Linear Discriminant (FLD), is an extension of the SCC that allows for IT units to be differentially weighted and allows for weights to be positive as well as negative (corresponding to repetition suppression and enhancement, respectively).

Because the neural data collected in any individual recording session had too few units to fully account for the monkeys' behavior (e.g. near 100% correct for 1-back familiar images), we concatenated units across sessions to create a larger pseudopopulation, where responses were quantified 150--400 ms following stimulus onset. When creating this pseudopopulation, we aligned data across sessions in a manner that preserved whether the trials were presented as novel or familiar as well as their n-back separation. More specifically, the responses for each unit always contained sets of novel/familiar pairings of the same images, and pseudopopulation responses across units were always aligned for novel/familiar pairs that contained the same n-back separation. Because different images were used in each session, aligning images this way implicitly assumes that the total numbers of spikes are matched across different images, the data recorded in any one session is a representative sample of those statistics, and that the responses of the units recorded in different sessions are uncorrelated. When the number of images in a session exceeded the number required to construct the pseudopopulation, a subset of images were selected randomly, and we confirmed that our main results did not change for different random selections. In the case of the pooled data, the resulting pseudopopulation consisted of the responses from 799 neurons to 107 images presented as both novel and familiar (i.e. 15, 15, 16, 17, 17, 15 and 12 trials at 1, 2, 4, 8, 16, 32 and 64-back, respectively).

We begin by illustrating our procedure for computing neural predictions of the behavioral forgetting functions and reaction time patterns with the FLD weighted linear read-out, applied to the data pooled across the two subjects. We then present a more systematic comparison between different decoders applied to each monkey's individual data. To compute neural predictions for behavioral forgetting functions, we began by training an FLD linear decoder to discriminate the same images presented as novel versus as familiar ([Figure 6a](#fig6){ref-type="fig"}) using the data corresponding to all n-backs simultaneously. The FLD training procedure assigned a weight to each neuron proportional to the amount of linearly-separable visual memory information reflected in its responses (i.e. it's d'; see Materials and methods), and a single criterion value to parse the combined, weighted population responses for novel versus familiar predictions. A final parameter specified the size of the IT population under consideration (detailed below). Shown in [Figure 6b](#fig6){ref-type="fig"} are the neural estimates of the distributions of memory signal strength at each n-back, computed across many iterations of the cross-validated linear classifier training and testing procedure for the best sized population (n = 799 units). As expected, we found that the weighted population response strengths were largest for novel images ([Figure 6b](#fig6){ref-type="fig"}, black) and were weakest for familiar images presented as immediate repeats ([Figure 6b](#fig6){ref-type="fig"}, red). Between these two extremes, we observed a continuum of strengths loosely organized according by n-back ([Figure 6b](#fig6){ref-type="fig"}, rainbow). Finally, a neural prediction for the forgetting function was computed as the fraction of each distribution that fell on the 'familiar' side of the criterion differentiating novel versus familiar predictions ([Figure 6c](#fig6){ref-type="fig"}). This analysis revealed a high degree of alignment between the neural prediction at each n-back and behavior, including high performance for familiar images presented at low n-back, performance at mid-range n-back that fell off with a similar sensitivity, and performance at the longest n-back (64) that fell below chance ([Figure 6c](#fig6){ref-type="fig"}). Similarly, neural predictions for novel images were well-aligned with the monkeys' behavioral reports ([Figure 6c](#fig6){ref-type="fig"}, 'N').

![Transforming IT neural data into behavioral predictions.\
In all panels, behavioral and neural data correspond to the data pooled across the two monkeys and methods are illustrated through application of only one linear decoder (the FLD). (**a**) A cartoon depiction of how memory strength was measured for each n-back. Shown are the hypothetical population responses of 2 neurons to different images (represented by different shapes) shown as novel (black) versus as familiar (gray). The line depicts a linear decoder decision boundary optimized to classify images as novel versus as familiar. Distributions across images within each class are calculated by computing the linearly weighted sum of each neuron's responses and subtracting a criterion. (**b**) Distributions of the linearly weighted IT population response, as a measure of memory strength, shown for novel images (black dotted) and familiar images parsed by n-back (rainbow), for a population of 799 units. To compute these distributions, a linear decoder was trained to parse novel versus familiar across all n-back via an iterative resampling procedure (see Materials and methods). (**c**) Black: the neural prediction of the behavioral forgetting function, computed as the fraction of each distribution in panel b that fell on the 'familiar' (i.e. left) side of the criterion. Behavioral data are plotted with the same conventions as [Figure 3a,c](#fig3){ref-type="fig"}. Prediction quality (PQ) was measured relative to a step function benchmark (gray dotted) with matched average performance (see text). (**d**) The first step in the procedure for estimating reaction times, shown as a plot of the proportions of each distribution from panel b predicted to be correct versus wrong, as a function of n-back. Solid and open circles correspond to novel and familiar trials, respectively. Note that the red curve (correct trials) simply replots the predictions from panel c and the blue curve (error trials) simply depicts those same values, subtracted from 1. (**e**) A plot of the proportions plotted in panel d versus the monkeys' mean reaction times for each condition, and a line fit to that data. (**f**) The final neural predictions for reaction times, computed by passing the data in panel d through the linear fit depicted in panel e. Behavioral data are plotted with the same conventions as [Figure 3b,d](#fig3){ref-type="fig"}. Also shown are the benchmarks used to compute PQ (labeled), computed by passing the benchmark values showing in panel c through the same process. (**g**) Mean squared error between the neural predictions of the forgetting function and the actual behavioral data, plotted as a function of population size. Solid lines correspond to the analysis applied to recorded data; the dashed line corresponds to the analysis applied to simulated extensions of the actual data (see [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}). Insets indicate examples of the alignment of the forgetting function and FLD neural prediction at three different population sizes, where green corresponds to the actual behavioral forgetting function and black corresponds to the neural prediction. PCF = proportion chose familiar. The red dot indicates the population size with the lowest error (n = 799 units). (**h**) Overall population d' for the novel versus familiar task pooled across all n-back, plotted as a function of population size with the highlighted points from panel g indicated. (**i**) The analysis presented in panel g was repeated for spike count windows 150 ms wide shifted at different positions relative to stimulus onset. Shown is the minimal MSE for each window position. All other panels correspond to spikes counted 150--400 ms.](elife-32259-fig6){#fig6}

To produce neural predictions for reaction times, we turned to strength theory ([Figure 4](#fig4){ref-type="fig"}). Shown in [Figure 6d](#fig6){ref-type="fig"} is the first step required for making those predictions: a plot of the neural predictions for the proportions of 'correct' and 'error' trials, plotted as a function of n-back. Note that the correct predictions simply replicate the forgetting function shown in [Figure 6c](#fig6){ref-type="fig"}, and the error predictions are simply those same values, subtracted from 1. While these plots directly follow from [Figure 6c](#fig6){ref-type="fig"}, we include them to illustrate that they qualitatively reflected an inverted version of the monkeys' behavioral reaction time plots, including an x-shaped pattern. To determine the degree to which these qualitative relationships quantitatively predict the monkeys' reaction times, we examined the relationship between the proportions plotted in [Figure 6d](#fig6){ref-type="fig"} and the monkeys' mean reaction times, and found it to be approximately linear ([Figure 6e](#fig6){ref-type="fig"}). We thus fit a two parameter linear function to convert the neural predictions of these proportions into reaction times ([Figure 6e](#fig6){ref-type="fig"}, black line). The resulting neural predictions were largely aligned with the monkeys' mean reaction times ([Figure 6f](#fig6){ref-type="fig"}), including increasing reaction times as a function of n-back on correctly reported familiar trials, decreasing reaction times as a function of n-back on familiar trials in which the monkeys' made errors, and the characteristic x-shaped pattern. Additionally, shorter mean reaction times for novel images on correct versus error trials were largely well-predicted by the neural data.

One important step in the procedure, not detailed above, involved determining the appropriate IT population size for making neural and behavioral comparisons. Because there really wasn't a way to do this *a priori*, we applied a fitting approach in which we computed the mean squared error (MSE) between the actual forgetting functions and their neural predictions at a range of population sizes, including simulated extensions of our population up to sizes 50% larger than the maximal size we recorded ([Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}). The existence of a minimum in these plots follows from the fact that they depict the error between the neural prediction and the behavioral forgetting function (as opposed to overall neural population d' for this task, which continued to increase with increasing population size; [Figure 6h](#fig6){ref-type="fig"}). When too few units were included in the population, neural d' was too low and high performance at low n-back was underestimated ([Figure 6g](#fig6){ref-type="fig"}, left inset). In contrast, when too many units were included in the population, neural population d' was too high and performance at low n-back was over-saturated ([Figure 6g](#fig6){ref-type="fig"}, right inset). Additionally, for populations that were too large, performance fell off with n-back with a slope that was too steep. Of interest was the question of whether a global alignment of behavioral and neural sensitivity produced an accurate neural prediction of the shape for forgetting function with n-back. In the case of the FLD applied to the pooled data, the best population size fell near the maximal size of the total number of units that we recorded (n = 799, [Figure 6g](#fig6){ref-type="fig"}, red dot). The analyses presented thus far were computed based on spike count windows 150--400 ms following stimulus onset. A complementary plot illustrates how the position of the spike count window relative to stimulus onset impacted the best MSE (across all population sizes) for spike count windows 150 ms wide ([Figure 6i](#fig6){ref-type="fig"}). Consistent with the arrival of a visual memory signal that is delayed relative to onset but remains relatively constant thereafter, error was high for windows that began earlier than 150 ms following stimulus onset and then saturated. This suggests that the 150--400 ms position of the spike count window used to analyze the data throughout this report was a reasonable selection.

As a final step for our procedure, we determined a measure of prediction quality for both the forgetting function and reaction time patterns. Our measure benchmarked the MSE between the behavioral patterns and neural predictions by the worst-possible fit given that our procedure involves a global alignment of behavioral and neural data ([Figure 6g](#fig6){ref-type="fig"}). The upper bound of our measure, 100% 'prediction quality' (PQ), reflects a neural prediction that perfectly replicates the behavioral data. The lower bound (0% PQ) was computed as the MSE between the actual behavioral function and a predicted forgetting function that took the shape of a step, matched for global performance (percent correct across all conditions; [Figure 6c,f](#fig6){ref-type="fig"}, dotted). The rationale behind the step is that under a reasonable set of assumptions (i.e. that performance as a function of n-back should be continuous, have non-positive slope, and be centered around chance), a step reflects the worst possible fit of the data. Finally, PQ was calculated as the fractional distance of the MSE between these two benchmarks. In the case of the FLD applied to the pooled data, PQ was 94% for the forgetting function and 86% for the reaction time data ([Figure 6c,f](#fig6){ref-type="fig"}). We emphasize that these numbers reflect the quality of generalized neural predictions to the behavioral reports, as these neural predictions were not fit directly to the behavioral data in a manner not already accounted for by the PQ measure.

A weighted linear read-out of IT more accurately predicted behavior than a total spike count decoding scheme {#s2-4}
------------------------------------------------------------------------------------------------------------

Our methods for determining predictions of the SCC decoder differed only in the algorithm used to combine the spike counts across the population into a measure of memory strength ([Figure 6b](#fig6){ref-type="fig"}). In the case of the SCC, the weight applied to each unit was 1, and the training procedure determined a single criterion value to parse the total population spike counts into novel versus familiar predictions. The same cross-validated procedure used for the FLD was applied to the SCC to determine distributions analogous to those depicted in [Figure 6b](#fig6){ref-type="fig"}. When applied to the data pooled across the two monkeys, the best sized SCC decoded population was 559 units ([Figure 7a](#fig7){ref-type="fig"}). Additionally, we found that while the SCC was a better predictor of behavior than the FLD for smaller sized populations (less than 400 neurons), the FLD was a better predictor of behavior overall ([Figure 7a](#fig7){ref-type="fig"}). Examination of a plot of overall population d' as a function of population size ([Figure 7b](#fig7){ref-type="fig"}) reveals that the minimal error fell at the same population d' for both decoding schemes, consistent with the notion that our procedure involved a global matching of overall performance between the behavioral and neural data. The fact that the lowest MSE differed between the two decoding schemes reflects differences in the shapes of the neural predictions following global performance matching. [Figure 7b](#fig7){ref-type="fig"} also reveals systematically better global performance of the SCC as compared to the FLD for matched sized populations, which is likely a consequence of the fact that a smaller number of parameters are fit with the SCC read-out and the estimation of FLD weights is a noisy process.

![The FLD decoder is a better predictor of behavioral performance than the SCC.\
(**a**) Plot of mean square error as a function of population size, computed as described for [Figure 6g](#fig6){ref-type="fig"} for the data pooled across both monkeys, and shown for both the FLD (black) and SCC (red) decoders. Dots correspond to the population size with the smallest error (FLD = 799 units; SCC = 625 units). (**b**) Plot of overall population d' computed as described in [Figure 6h](#fig6){ref-type="fig"} but shown for both the FLD and SCC decoders. Dots correspond to the same (optimal) population sizes indicated in panel a. (**c--d**) The same analysis shown in panel a, but isolated to the data collected from each monkey individually. Best population sizes, Monkey 1: FLD = 800 units; SCC = 625 units; Monkey 2: FLD = 525 units; SCC = 316 units. (**e**) Gray: predicted forgetting functions, computed as described for [Figure 6c](#fig6){ref-type="fig"}, but plotted after subtracting the false alarm rate for novel images (i.e. a single value across all n-back). Red: the actual forgetting functions, also plotted after subtracting the novel image false alarm rate. These plots are a revisualization of the same data plotted before false alarm rate subtraction in [Figure 7---figure supplement 1a-b](#fig7s1){ref-type="fig"}. PQ: prediction quality, computed as described in panel 6 c.](elife-32259-fig7){#fig7}

A comparison of SCC and FLD MSE plots isolated to each monkey's data revealed that the FLD decoder was a better predictor of behavior in both individuals ([Figure 7c--d](#fig7){ref-type="fig"}). Why was the FLD weighted linear decoder a better predictor of the behavioral forgetting function? This was because the spike count decoding scheme under-predicted memory strength, particularly at the longest delays. While this is discernable in plots of the raw alignment of the behavioral and neural data for each monkey plotted with the same conventions as [Figure 6f](#fig6){ref-type="fig"} ([Figure 7---figure supplement 1a--b](#fig7s1){ref-type="fig"}), it is more easily observed in a visualization of the data in which the proportion of familiar choices for both the behavioral data and neural predictions are plotted after subtracting the false alarm rate for the novel images ([Figure 7e](#fig7){ref-type="fig"}), thus producing plots analogous to the suppression plots presented in [Figure 5c--d](#fig5){ref-type="fig"}. For example, in monkey 1, the SCC decoder predicted that the monkey would report 64-back familiar images as familiar at a rate lower than the false alarm rate for novel images, whereas the actual forgetting function reflected a small amount of remembering after a 64-back delay ([Figure 7e](#fig7){ref-type="fig"}). Similarly, in monkey 2, the SCC predicted rate of remembering at 64-back under-predicted the actual rate reflected in the behavior ([Figure 7e](#fig7){ref-type="fig"}). In contrast, the FLD better predicted the behavior across all n-back in both animals ([Figure 7e](#fig7){ref-type="fig"}). Lower MSE for the FLD as compared to SCC translated into higher neural PQ in each monkey ([Figure 7e](#fig7){ref-type="fig"} -- labeled; not shown for the pooled data: SCC PQ = 83%, FLD PQ = 94%). The same behavioral and neural comparisons, plotted with the same conventions as [Figure 6c](#fig6){ref-type="fig"} and [Figure 6f](#fig6){ref-type="fig"}, are shown in [Figure 7---figure supplement 1](#fig7s1){ref-type="fig"}. We note that while the FLD PQ was lower in monkey two as compared to monkey 1 (monkey 1 FLD PQ = 92%, monkey 2 FLD PQ = 70%), this was not due to a lower MSE of the fits in monkey 2 ([Figure 7c--d](#fig7){ref-type="fig"}) but rather due to the fact that the forgetting function for monkey two better resembled the step benchmark for computing PQ, thus reducing the PQ dynamic range ([Figure 7---figure supplement 1a--b](#fig7s1){ref-type="fig"}).

Together, these results suggest that a weighted linear read-out was a better description of the transformation between IT neural signals and single-exposure visual memory behavior than a total spike count decoding scheme.

The single-unit correlates of the weighted linear decoding scheme {#s2-5}
-----------------------------------------------------------------

The results presented above suggest that the SCC under-predicted memory strength as a function of n-back whereas the FLD prediction was more accurate. At least two different scenarios might lead to this result. First, it could be the case that visual memory may be reflected as net repetition suppression in some units and net repetition enhancement in others (across all n-back). In this scenario, the FLD would preserve both types of memory information (by assigning positive and negative weights for enhancement and suppression, respectively), whereas these two types of effects would cancel in a SCC decoding scheme, resulting in information loss. Alternatively, it might be the case that the repetition suppression hypothesis is approximately correct insofar as the IT units that carry visual memory signals systematically reflect visual memory with net repetition suppression, however, repetition suppression may be stronger at longer n-back for some units than others. In this scenario, better FLD behavioral predictions would result from preferentially weighting the neurons with the strongest (by way of longest lasting) visual memory signals. As described below, our results suggest that the latter scenario is a better description of our data.

To distinguish between these two scenarios, we began by examining the distributions of unit d' as a proxy for the FLD decoding weights. In both monkeys, the unit d' means were significantly shifted toward positive values ([Figure 8a--b](#fig8){ref-type="fig"}; Wilcoxon sign rank test, monkey one mean = 0.05, p=6.8\*10^−17^; monkey two mean = 0.12, p=1.9\*10^−41^). In both monkeys, units with negative d' were also present (proportion of negative units for monkey 1 = 32%; monkey 2 = 19%), although from raw d' values alone, the degree to which negative d' resulted from reliable net repetition enhancement versus from noise is unclear. A comparison of the mean responses to novel as compared to familiar images for each unit revealed that very few units with negative d' had statistically distinguishable responses (bootstrap statistical test; criterion p\<0.01; monkey 1: positive d' units = 14; negative d' units = 3; monkey 2: positive d' units = 75; negative d' units = 2). While a screen of p\<0.01 can under-estimate the contributions of a unit to population performance, additional analyses, described below, confirm that negative d' units made a measurable but modest contribution to the differences between the SCC and FLD behavioral predictions.

![The single-unit correlates of the weighted linear decoding scheme.\
(**a--b**) Distributions of unit d', computed for each monkey. Arrows indicate means. (**c**) *Left,* Comparison of behavioral prediction error trajectories for an FLD decoder applied to randomly selected units (replotted from [Figures 6g](#fig6){ref-type="fig"} and [7a](#fig7){ref-type="fig"}) versus when the top-ranked units for each population size were selected before cross-validated testing. Dots correspond to population sizes with lowest error. *Right,* Conversion of behavioral error predictions (MSE) into prediction quality (PQ). Dots indicate PQ for the best sized population and for all units. (**d**) *Left,* Comparison of behavioral prediction error trajectories for an SCC decoder applied to randomly selected units (replotted from [Figure 7a](#fig7){ref-type="fig"}) versus when the top-ranked units for each population size were selected before cross-validated testing. Dots correspond to population sizes with lowest error. *Right,* Conversion of MSE into PQ. Black dot indicates PQ for the best sized population for randomly selected units. Red dots indicate PQ for the 400 top-ranked, positive sign (d'\>0) units, all positive sign units, and all units.](elife-32259-fig8){#fig8}

To understand how these unit d' measures combined to determine behavioral predictions, we performed an analysis to determine the minimal number of 'best' d' IT units required to predict behavior. The general idea behind this analysis is that if it were the case that strong signals were carried by a small subpopulation of units, error should plateau quickly when only best units are included. We thus compared FLD behavioral prediction error trajectories for the pooled data (to maximize the numbers of directly measured units) when subsets of units were randomly sampled (our typical procedure) versus when the top-ranked d' units were selected via a cross-validated procedure (i.e. based on the training data; [Figure 8c](#fig8){ref-type="fig"}, left). We also converted these MSE measures into prediction quality estimates ([Figure 8d](#fig8){ref-type="fig"}, right). We found that 400 top-ranked IT units were required to achieve the same prediction quality as 800 randomly sampled units, suggesting that FLD behavioral predictions rely on visual memory signals that are distributed across approximately half of the IT population. The absence of a contribution from the lower-ranked 50% of the IT population could not be attributed to non-responsiveness, as nearly all the units (759/799, 95%) produced statistically significant stimulus-evoked responses that differed from the pre-stimulus baseline period (bootstrap statistical test; criterion p\<0.01; comparison of spike count windows (−150--0) ms versus (75 -- 225) ms relative to stimulus onset).

Why did the FLD produce better behavioral predictions than the SCC ([Figure 7a](#fig7){ref-type="fig"})? To address this question, we repeated the top-ranked analysis for the SCC. Specifically, we performed a cross-validated procedure in which units were ranked by their signed d' as described above for the ranked FLD, but within the top-ranked units, spikes were summed to produce behavioral predictions ([Figure 8d](#fig8){ref-type="fig"}). One can envision this as a binary classifier where the top-ranked units each receive a weight of 1 whereas the remaining units each receive a weight of 0. Surprisingly, the ranked-SCC decoder also peaked at 400 units and performed nearly as well as the ranked-FLD (ranked SCC PQ for 400 units = 91%, [Figure 8d](#fig8){ref-type="fig"}; ranked FLD PQ for 400 units = 94%, [Figure 8d](#fig8){ref-type="fig"}). This suggests that within the subset of 50% top-ranked IT units, spikes could largely be summed to make behavioral predictions.

What happens when the 50% bottom-ranked units are added to each type of decoder? Addition of bottom-ranked units had no impact on the ranked-FLD ([Figure 8c](#fig8){ref-type="fig"} right, 'All units'). This suggests that the FLD largely disregards the lower 50% ranked units when making behavioral predictions. In contrast, the introduction of the lower 50% ranked units detrimentally impacted ranked-SCC behavioral predictions (ranked SCC PQ for best 50% of units = 91%; for all units = 76%; [Figure 8d](#fig8){ref-type="fig"}, right). This is presumably because the SCC does not have a weighting scheme and was thus forced to incorporate them. When parsed by the sign of d' for the lower-ranked units, addition of lower-ranked, positive d' units reduced ranked-SCC behavioral predictions from 91% to 81%, and further addition of negative d' units reduced behavioral predictions to 76% ([Figure 8d](#fig8){ref-type="fig"}, right). Returning to the two scenarios presented at the beginning of this section, these results suggest that better FLD as compared to SCC behavioral predictions could largely be attributed to the FLD preferentially weighting the neurons with the strongest (by way of longest lasting) visual memory signals, as opposed to the inability of the SCC to appropriately weight reliable, mixed sign modulation (i.e. mixtures of repetition suppression and enhancement).

Together, these results suggest that largely accurate behavioral predictions could be attributed to \~50% of IT units whose memory signals were reflected as repetition suppression, and within this top-ranked subpopulation, spike counts could largely be summed. These results also show that while the lower ranked units had a detrimental impact on the ability of the spike count decoder to produce accurate behavioral predictions, a weighted linear decoder largely disregarded these otherwise confounding responses.

The impact of visual selectivity on population size {#s2-6}
---------------------------------------------------

As a complementary consideration, we also examined the impact of visual selectivity on the size of the population required to account for behavior. Hypothetically, if only a small fraction of IT units were activated in response to any one image, a large population would be required to support robust visual memory behavioral performance. Because our data only include the response to each image twice (once as novel and repeated as familiar), and measures of visual selectivity (e.g. 'sparseness') produce strongly biased estimates with limited samples ([@bib37]), we applied a simulation-based approach to determine how visual selectivity impacted the population size required to make accurate behavioral predictions.

The general idea behind this analysis is to compare the best population size for our intact data with a simulated version of our data in which visual memory signals have been kept intact but visual selectivity has been removed. To perform this analysis, we began by creating a simulated 'replication' population designed to match the image selectivity, memory signal strength, and grand mean spike count response for each unit we recorded, followed by the introduction of Poisson trial variability (see Materials and methods). This simulated population produced FLD behavioral prediction error trajectories that were highly similar to the intact population, both when computed with the regular FLD ([Figure 9a](#fig9){ref-type="fig"}, gray versus black), as well as with the ranked-FLD ([Figure 9b](#fig9){ref-type="fig"}, gray versus black), suggesting that the simulation was effective at capturing relevant aspects of the raw data. Next, we created a simulated 'visual-modulation-removed' version of each unit in which the memory signal strength (as a function of n-back) and the grand mean spike count response (across all conditions) were preserved, but visual selectivity was removed (see Materials and methods). Conceptually, one can think about this simulation as creating a version of each unit with pure selectivity for visual memory in the absence of visual modulation. The FLD behavioral prediction error trajectory of the visual-modulation-removed population fell faster than the replication population and took on approximately the same MSE as the intact population with only 479 (as compared to 800) units for the regular FLD ([Figure 9a](#fig9){ref-type="fig"}, red) and only 159 (as compared to 400) units for the ranked-FLD ([Figure 9b](#fig9){ref-type="fig"}, red). These results suggest that visual selectivity resulted in a substantial increase in the number of units required to account for behavioral performance within the FLD decoding scheme.

![The impact of visual selectivity.\
(**a**) FLD behavioral prediction error trajectories for the actual data (gray, replotted from [Figure 6g](#fig6){ref-type="fig"}), a simulated replication of the data in which both the visual selectivity and the visual memory signals for each unit were replicated (black), and a simulated version of the data in which the visual memory signals were preserved for each unit but visual selectivity was removed (see Materials and methods). (**b**) The same three FLD behavioral prediction error trajectories, computed with a ranked-FLD.](elife-32259-fig9){#fig9}

In sum, at least two factors combined to determine that a large number of FLD decoded IT units (\~800) were required to accurately predict single-exposure behavioral performance. First, the visual memory signals that combined to produce largely accurate behavioral predictions were limited to \~50% of the IT population. Second, as a consequence of visual selectivity, the presentation of an image only activated a subset of units, thus increasing the population size required for robust neural performance that was capable of generalizing to new images.

Individual behavioral patterns were reflected in the IT neural data {#s2-7}
-------------------------------------------------------------------

As a final, complementary set of analyses, we focused on the neural correlates of the differences in behavioral patterns reflected between the two animals. From the results presented above, we can infer that this is not a straightforward relationship: while the animal that was better at the task (monkey 2, [Figure 3a,c](#fig3){ref-type="fig"}) had stronger average repetition suppression ([Figure 5c--d](#fig5){ref-type="fig"}), fewer units were also required to account that animal's behavior (500 versus 800, [Figure 7c--d](#fig7){ref-type="fig"}). This suggests that differences in behavioral performance between the two monkeys does not simply reflect two populations that are matched in size but contain neurons whose visual memory signals differ in average strength. For deeper insights into the differences between animals, we performed an analysis in which we attempted to predict each monkey's behavioral forgetting functions from the other monkey's neural data using the FLD decoder ([Figure 10a--b](#fig10){ref-type="fig"}). For both monkeys, the minimal error (as a function of population size) was lower when behavioral and neural data came from the same monkey as compared to when they were mixed between monkeys ([Figure 10a--b](#fig10){ref-type="fig"}, red versus black dots) and this translated to better PQ when behavioral and neural data came from the same animal versus when they came from different animals ([Figure 10c](#fig10){ref-type="fig"}).

![Alignment of individual behavioral and neural data.\
(**a--b**) Plot of mean squared error as a function of population size, computed as described for [Figure 6g](#fig6){ref-type="fig"} but compared when behavioral and neural data come from the same monkey (black) versus when behavioral and neural data are crossed between monkeys (red). (**c**) Comparison of predicted and forgetting functions, plotted after subtracting the false alarm rate for novel images as in [Figure 7e](#fig7){ref-type="fig"}, for population sizes indicated by the dots in panels a-b. PQ = prediction quality.](elife-32259-fig10){#fig10}

[Figure 10c](#fig10){ref-type="fig"} illustrates the alignment of the behavioral forgetting functions and their neural predictions, after subtracting the false alarm rate for novel images (similar to 7e), shown for the cases in which behavioral and neural data came from the same animal and when they were crossed. In the case of monkey 1, the neural prediction from the same animal largely captured the pattern of forgetting with n-back, whereas the neural data from monkey two predict a shape that was too flat. In other words, FLD applied to the neural data from monkey two predicted a similar amount of forgetting across a wide range of n-back and this pattern was inconsistent with the steeper fall-off in that same range reflected in the behavior of monkey 1 ([Figure 10c](#fig10){ref-type="fig"}, monkey 1 'Cross'). Similarly, the neural data collected from monkey one reflected a considerable amount of forgetting at higher n-back, whereas the behavioral data from monkey two were more flat in this range. This led to a discrepancy between the behavioral data and neural predictions when aligned around the novel image prediction ([Figure 10c](#fig10){ref-type="fig"}, monkey 2 'Cross').

While our study was limited to only two subjects and thus lacked the power to establish individual differences, the better alignment of behavioral and neural data within subjects versus across subjects is an effective demonstration that signal strength and population size cannot simply be traded off to fit any possible behavioral function. Additionally, these results provide added support of the hypothesis that single-exposure visual memory behaviors are in fact reflected in the neural responses of IT cortex.

Discussion {#s3}
==========

This study was designed to test the hypothesis that the signals supporting single-exposure visual recognition memories, or equivalently answers to the question, 'Have I seen that image before?", are reflected as decrements in the responses of neurons in IT with stimulus repetition ([@bib12]; [@bib20]; [@bib25]; [@bib35]; [@bib47]). Prior to this study, this hypothesis had received mixed support from human fMRI studies ([@bib15]; [@bib41]; [@bib45]; [@bib49]) and was largely untested at the resolution of individual neurons. We found that a strict interpretation of the repetition suppression hypothesis in the form of counting the total numbers of spikes across the IT population provided an incomplete account of single-exposure visual memory behavior ([Figure 7](#fig7){ref-type="fig"}), whereas a weighted linear read-out of IT provided reasonably accurate predictions of the rates of forgetting as a function of time ([Figure 6c](#fig6){ref-type="fig"}, [Figure 7e](#fig7){ref-type="fig"}), as well as mean reaction time patterns ([Figure 6f](#fig6){ref-type="fig"}; [Figure 7---figure supplement 1](#fig7s1){ref-type="fig"}). Additionally, behavioral predictions could be attributed to IT visual memory signals that were reflected as repetition suppression ([Figure 8](#fig8){ref-type="fig"}) and were intermingled with visual selectivity ([Figure 9](#fig9){ref-type="fig"}), but only when combined across the most sensitive 50% of IT units ([Figure 8c--d](#fig8){ref-type="fig"}).

Our study was focused on changes in IT that follow a single image exposure, and the net repetition suppression that we observed is qualitatively consistent with earlier reports ([@bib12]; [@bib20]; [@bib25]; [@bib35]; [@bib47]). Net repetition suppression has also been reported following exposure of IT neurons to the same images hundreds or thousands of times ([@bib1]; [@bib3]; [@bib13]; [@bib21]; [@bib24]; [@bib46]). However, the suppression that we observed was transient (\~5 min), whereas the suppression that follows many repeated image exposures is much longer lasting. Some studies have reported repetition enhancement in IT for images that are highly familiar, particularly when an image falls at the peak of a neuron's tuning function and the neuron in question is excitatory ([@bib21]; [@bib46]). In our study, we found no evidence that net repetition enhancement contributed to behavioral predictions. At the next stage of processing in the medial temporal lobe, perirhinal cortex, there are indications that following many repeated exposures, the sign of familiarity modulation may flip from net suppression to net enhancement ([@bib18]; [@bib40]). In contrast, following a limited number of exposures, neurons in a region now attributed to perirhinal cortex have been reported to exhibit repetition suppression ([@bib20]; [@bib26]). Future work will be required to determine the effects of image familiarity in IT and perirhinal cortex as images transition from novel to highly familiar.

Notably, when monkeys are engaged in a task that involves both stimulus repetition as well as a same/different judgment about repeated stimuli, heterogeneous combinations of repetition enhancement and suppression are observed in IT and perirhinal cortex ([@bib25]; [@bib31]; [@bib44]). These results may reflect the fact that the responses of neurons in these brain areas reflect mixtures of the signals supporting visual memory, attention, and decision processes. In fact, considerable evidence supports the notion that the task a subject is engaged in at the time of viewing will have an impact on what will be remembered (reviewed by [@bib7]). In our study, the targets were present at stimulus onset for the first monkey but delayed until the go cue (400 ms) in the second animal, and poorer performance of monkey one in this task may reflect divided attention between the visual image and the targets.

The neural correlates of explicit visual memory reports have been investigated in the human brain using PET ([@bib42]) and fMRI ([@bib15]; [@bib41]; [@bib45]; [@bib48]). A number of factors might contribute to the discrepancy between our study and human fMRI studies that fail to find a relationship between repetition suppression magnitudes in high-level visual brain areas and explicit visual memory reports ([@bib45]; [@bib49]). For example, one implication of our results is that near-single unit resolution is required to determine how to appropriately weight IT units to account for single-exposure visual memory behaviors. In contrast, measures that average the responses across large numbers of neurons result in an information loss that cannot fully be recovered (e.g. via a multi-voxel pattern analysis). Another factor that may contribute to differences between our results and those studies is a distinct difference in experimental design: our study correlates repetition suppression and behavioral reports on the same trial, whereas these studies correlate repetition suppression to a second viewing of an image with the behavioral report about remembering during a third viewing. The rationale behind the fMRI design is a desire to dissociate memory processes from the processes involved in decision making and response execution. In our study, we were focused on evaluating the plausibility that the signal supporting visual memory behavioral reports is reflected in IT cortex, as opposed to the plausibility that memory signals are reflected in IT in the absence of a subject being engaged in a memory task. The consistent (positive) sign of the linear weights recovered across IT units suggests that our results cannot be accounted for by motor responses, as the task required the monkeys to saccade to two different targets to report novel versus familiar predictions and a motor account would require that all the IT neurons were tuned for the same target (e.g. 'upward' for monkey one and 'downward' for monkey 2). Finally, differences between our study and those reports could also arise from differences between species, analogous to the differences reported between monkey IT and human LOC for changes in the representations of highly familiar images as measured with fMRI ([@bib29]; [@bib30]).

Our results suggest that visual memory signals are reflected as repetition suppression in the majority of IT units and that reports of whether an image has been seen before can be predicted by counting the numbers of spikes across the top half of the repetition suppressed IT subpopulation ([Figure 8e](#fig8){ref-type="fig"}). One question not addressed in our experiments is how this type of decoding scheme could tease apart changes in total numbers of spikes due to stimulus repetition from changes in spike numbers due to other variables, such as contrast, luminance, object size, and potentially object identity ([@bib6]). In principle, the brain could address this by relying on neurons that are sensitive to visual memory but insensitive to these other types of variables. Future work will be required to investigate these issues.

Analysis of our reaction time patterns parsed by trial outcome (correct/error) revealed a characteristic x-shaped pattern ([Figure 3](#fig3){ref-type="fig"}) at odds with the predictions of standard models of decision making such as standard instantiations of the drift diffusion model. Extensions of the drift diffusion framework have been proposed in which reaction time asymmetries on correct versus error trials can be accounted for by adding per-trial noise in the decision variable drift rate or the decision variable start position ([@bib34]). Our task was not designed to differentiate between these and other similar models, but rather to test the hypothesis that signals reflecting single-exposure visual memories are found in IT cortex. As such, we opted for the much simpler, lower-parameter description suggested by strength theory ([@bib27]; [@bib28]). The inverted relationship between proportion correct and reaction time captured by strength theory can loosely be thought of as a signature of confidence (e.g. when performance is higher, reaction times are faster), however, the drawback of strength theory is that it lends little biophysical insight into how this process might happen in the brain. Our study provides important constraints on models of the decision making process for single-exposure memory tasks, and should constrain future work in which this process is investigated more completely.

In this study, we adjusted the task parameters such that images were forgotten over minutes within sessions that lasted approximately one hour. This included reducing the viewing time from the longer durations used in previous human behavioral experiments (2--3 s) to \~400 ms. Our results suggest that forgetting rates are well-aligned between behavioral reports and IT neural signals within this regime. Will longer timescale memories be reflected by signals in IT as well? That remains to be seen. It could be the case that IT reflects single-exposure visual memories across all behaviorally-relevant timescales, alternatively, it could be the case that the signals reflecting single-exposure memories across longer timescales (e.g. hours and days) are only reflected in higher brain areas such as perirhinal cortex and/or the hippocampus.

A related issue is the question of where and how single-exposure visual memories are stored in the brain. Crucially, it is important to recognize that it does not necessary follow from the fact that a particular brain area reflects a memory signal, that it must be the locus at which storage occurs. It is likely the case that the visual memory signals that we observe are at least partially the consequence of the cumulative adaptation-like processes that happen within IT and within brain areas preceding IT. What is less clear is whether these signals also reflect contributions from higher brain areas as well. Similarly, a computational description of the learning rule(s) that accurately capture the changes in the brain that follow a single image exposure remain to be determined. While important first steps toward those computational descriptions have been proposed ([@bib2]; [@bib22]) they have yet to be tested in deep neural network architectures that approximate the patterns of neural activity reflected in the visual system (e.g. [@bib50]).

Materials and methods {#s4}
=====================

Experiments were performed on two adult male rhesus macaque monkeys (*Macaca mulatta)* with implanted head posts and recording chambers. All procedures were performed in accordance with the guidelines of the University of Pennsylvania Institutional Animal Care and Use Committee under protocol 804222.

The single-exposure visual memory task {#s4-1}
--------------------------------------

All behavioral training and testing was performed using standard operant conditioning (juice reward), head stabilization, and high-accuracy, infrared video eye tracking. Stimuli were presented on an LCD monitor with an 85 Hz refresh rate using customized software (<http://mworks-project.org>).

As an overview of the monkeys' task, each trial involved viewing one image for at least 400 ms and indicating whether it was novel, (never seen before) or familiar (seen exactly once prior) with an eye movement to one of two response targets. Images were never presented more than twice (once as novel and then as familiar) during the entire training and testing period of the experiment. Trials were initiated by the monkey fixating on a red square (0.25°) on the center of a gray screen, within a square window of ±1.5°, followed by a 200 ms delay before a 4° stimulus appeared. The monkeys had to maintain fixation of the stimulus for 400 ms, at which time the red square turned green (go cue) and the monkey made a saccade to the target indicating that the stimulus was novel or familiar. In monkey 1, response targets appeared at stimulus onset; in monkey 2, response targets appeared at the time of the go cue. In both cases, targets were positioned 8° above or below the stimulus. The association between the target (up vs. down) and the report (novel vs. familiar) was swapped between the two animals. The image remained on the screen until a fixation break was detected.

The images used in these experiments were collected via an automated procedure that explored and downloaded images from the internet, and then scrubbed their metadata. Images smaller than 96\*96 pixels were not considered. Eligible images were cropped to be square and resized to 256\*256 pixels. An algorithm removed duplicate images. The resulting database included 89,787 images. Within the training and testing history for each monkey, images were not repeated. A representative sample of a subset of 49 images are presented in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}.

The specific random sequence of images presented during each session was generated offline before the start of the session. The primary goal in generating the sequence was to select trial locations for novel images and their repeats with a uniform distribution of n-back (where n-back = 1, 2, 4, 8, 16, 32 and 64). This was achieved by constructing a sequence slightly longer than what was anticipated to be needed for the day, and by iteratively populating the sequence with novel images and their repeats at positions selected from all the possibilities that remained unfilled. Because the longest n-back locations (64) were the most difficult to fill, a fixed number of those were inserted first, followed by systematically working through the insertion of the same fixed number at each consecutively shorter n-back (32, 16 ...). In the relatively rare cases that the algorithm could not produce that fixed number at each n-back, it was restarted. The result was a partially populated sequence in which 83% of the trials were occupied. Next, the remaining 17% of trials were examined to determine whether they could be filled with novel/familiar pairs from the list of n-back options (64, 32, 16-back ...). For the very small number of trials that remained after all possibilities had been extinguished (e.g. a 3-back scenario), these were filled with 'off n-back' novel/familiar image pairs and these trials were disregarded from later analyses.

'Forgetting functions' ([Figure 3a,c](#fig3){ref-type="fig"} and [Figure 6c](#fig6){ref-type="fig"}) were computed as the mean proportion of trials each monkey selected the familiar target, across all trials and all sessions. Because behavioral outcome is a binary variable, error was estimated by computing the mean performance trace for each session, and then computing the 97.5% confidence interval as 2.2\*standard error of those traces. Mean reaction times ([Figure 3b,d](#fig3){ref-type="fig"} and [Figure 6f](#fig6){ref-type="fig"}) were computed as means across all trials and sessions, and 97.5% confidence intervals were computed as 2.2\*standard error of those same values.

Neural recording {#s4-2}
----------------

The activity of neurons in IT was recorded via a single recording chamber in each monkey. Chamber placement was guided by anatomical magnetic resonance images in both monkeys. The region of IT recorded was located on the ventral surface of the brain, over an area that spanned 5 mm lateral to the anterior middle temporal sulcus and 14--17 mm anterior to the ear canals. Recording sessions began after the monkeys were fully trained on the task and after the depth and extent of IT was mapped within the recording chamber. Combined recording and behavioral training sessions happened 4--5 times per week across a span of 5 weeks (monkey 1) and 4 weeks (monkey 2). Neural activity was recorded with 24-channel U-probes (Plexon, Inc, Dallas, TX) with linearly arranged recording sites spaced with 100 μm intervals. Continuous, wideband neural signals were amplified, digitized at 40 kHz and stored using the Grapevine Data Acquisition System (Ripple, Inc., Salt Lake City, UT). Spike sorting was done manually offline (Plexon Offline Sorter). At least one candidate unit was identified on each recording channel, and 2--3 units were occasionally identified on the same channel. Spike sorting was performed blind to any experimental conditions to avoid bias. A multi-channel recording session was included in the analysis if: (1) the recording session was stable, quantified as the grand mean firing rate across channels changing less than 2-fold across the session; (2) over 50% of neurons were visually responsive (a loose criterion based on our previous experience in IT), assessed by a visual inspection of rasters; and (3) the number of successfully completed novel/familiar pairs of trials exceeded 100. In monkey 1, 21 sessions were recorded and 6 were removed (2 from each of the 3 criterion). In monkey 2, 16 sessions were recorded and 4 were removed (1, 2 and 1 due to criterion 1, 2 and 3, respectively). The sample size (number of successful sessions recorded) was chosen to approximately match our previous work ([@bib31]).

Neural predictions of behavioral performance {#s4-3}
--------------------------------------------

Because the data recorded in any individual session (on 24 channels) corresponded to a population too small to provide a full account of behavioral performance, we combined data across sessions into a larger pseudopopulation (see Results). We compared the ability of four different linear decoders to predict the monkeys' behavioral responses from the IT pseudopopulation data. Spikes were counted in a window 150--400 ms following stimulus onset with the exception of [Figure 6i](#fig6){ref-type="fig"}, where spikes were counted in a 150 ms bin at sliding positions relative to stimulus onset.

For all decoders, the population response $\mathbf{x}$ was quantified as the vector of simultaneously recorded spike counts on a given trial. To ensure that the decoder did not erroneously rely on visual selectivity, the decoder was trained on pairs of novel/familiar trials in which monkeys viewed the same image (regardless of behavioral outcome and for all n-back simultaneously). Here we begin by describing each decoder, followed by a description of the cross-validated training and testing procedure that was applied in the same manner to each one.

All four decoders took the general form of a linear decoding axis:$$f\left( \mathbf{x} \right) = \mathbf{w}^{T}\mathbf{x} + b$$

 where **w** is an N-dimensional vector (and N is the number of units) containing the linear weights applied to each unit, and b is a scalar value. What differed between the decoders was how these parameters were fit.

### Fisher Linear Discriminant variants (FLD, ranked FLD) {#s4-3-1}

In the case of the FLD, the vector of linear weights was calculated as:$$\mathbf{w} = \Sigma^{- 1}\left( \mu_{1} - \mu_{2} \right)$$and b was calculated as:$$b = \mathbf{w}\  \cdot \frac{1}{2}\left( {\mu_{1} + \mu_{2}} \right) = \frac{1}{2}\mu_{1}^{T}\Sigma^{- 1}\mu_{1} - \ \frac{1}{2}\mu_{2}^{T}\Sigma^{- 1}\mu_{2}$$

Here $\mu_{1}\mathbf{}and\mathbf{}\mu_{2}$ are the means of the two classes (novel and familiar, respectively) and the mean covariance matrix is calculated as:$$\Sigma = \frac{\Sigma_{1} + \Sigma_{2}}{2}$$where $\Sigma_{1}$ and $\Sigma_{2}$ are the covariance matrices of the two classes with the off-diagonal entries set to zero. We set these terms to zero (as opposed to regularization) because we found that the off-diagonal terms were very poorly estimated for our data set. Calculating FLD weights in this manner is thus equivalent to weighting each unit by its d' alone (while ignoring any optimization that considers correlated activity between units).

In the case of the regular FLD (e.g. [Figure 6](#fig6){ref-type="fig"}), units were randomly selected for populations smaller than the full population size recorded. In the case of the ranked-FLD ([Figures 8c](#fig8){ref-type="fig"} and [9b](#fig9){ref-type="fig"}), weights were computed for each unit as described by [Equation 2](#equ2){ref-type="disp-formula"} and then ranked by sign (such that positive weights were ranked higher than negative weights), and the top N units with the largest magnitude weights were selected for different population size N.

### Spike count classifier variants (SCC, ranked SCC) {#s4-3-2}

For the SCC, the weight applied to each neuron was 1/N where N corresponded to the population size under consideration. The criterion was then computed as described above for the FLD. In the case of the regular SCC, units were randomly selected for populations smaller than the full population size recorded. In the case of the ranked-SCC ([Figure 9d](#fig9){ref-type="fig"}), weights were computed for each unit and ranked as described for the ranked FLD, and the top N units with the largest magnitude weights were selected for different population size N.

### Cross-validated training and testing {#s4-3-3}

We applied the same, iterative cross-validated linear decoding procedure for each decoder. On each iteration of the resampling procedure, the responses for each unit were randomly shuffled within the set of matched n-back to ensure that artificial correlations (e.g. between the neurons recorded in different sessions) were removed. Each iteration also involved setting aside the responses to two randomly selected images at each n-back (presented as both novel and familiar, for four trials in total) for testing classifier performance. The remaining trials were used to train one of the four linear decoders to distinguish novel versus familiar images, where the novel and familiar classes included the data corresponding to all n-backs and all trial outcomes. Memory strength was measured as the dot product of the test data vectors $\mathbf{x}$ and the weights **w**, adjusted by *b* ([Equation 1](#equ1){ref-type="disp-formula"}). Histograms of these distributions for the FLD decoder are shown in [Figure 6b](#fig6){ref-type="fig"} across 1000 resampling iterations. A neural prediction of the proportion of trials on which 'familiar' would be reported was computed as the proportion of each distribution that took on a value less than the criterion ([Figure 6c](#fig6){ref-type="fig"}). This process was repeated for a broad range of population sizes and for each size, the mean squared error between the actual and predicted forgetting functions were computed to determine the best sized population (e.g. [Figure 6g](#fig6){ref-type="fig"}).

To compute predictions of reaction times on correct and error trials, we began by considering the proportion of the distributions shown in [Figure 6b](#fig6){ref-type="fig"} predicted to be reported 'correct' versus 'wrong', as a function of n-back, for both novel and familiar presentations ([Figure 6d](#fig6){ref-type="fig"}). Examination of these proportions plotted against the monkeys' reaction times that they map onto revealed a linear relationship ([Figure 6e](#fig6){ref-type="fig"}), which we fit with a line by minimizing mean squared error. The final neural predictions for reaction times were produced by passing the predicted proportions for correct and error trials through the resulting linear equation ([Figure 6f](#fig6){ref-type="fig"}).

Estimating performance for larger-sized populations {#s4-4}
---------------------------------------------------

To estimate performance for larger sized populations than those we recorded, we computed quantified how the mean and standard deviation of the distributions depicted in [Figure 6b](#fig6){ref-type="fig"}, as well as the value of the criterion, grew as a function of population size ([Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}). For both the SCC and FLD, the trajectories of the means and the criterion were highly linear as a function of population size ([Figure 6---figure supplement 1a--b](#fig6s1){ref-type="fig"}, left), whereas the standard deviations plateaued ([Figure 6---figure supplement 1a--b](#fig6s1){ref-type="fig"}, right). We modeled the population response distributions at each n-back ([Figure 6b](#fig6){ref-type="fig"}) as Gaussian, and we estimated the means and standard deviations of each distribution at different population sizes by extending the trajectories computed from our data to estimates at larger population sizes ([Figure 6---figure supplement 1](#fig6s1){ref-type="fig"} dotted lines). This process was similar in spirit but differed in detail for each decoder.

In the case of the SCC, the mean population response was computed as the grand mean spike count across the population, and consequently did not grow with population size ([Figure 6---figure supplement 1a](#fig6s1){ref-type="fig"}, left). We extended these trajectories with a simple linear fit to the values computed from the data. In contrast, the trajectory corresponding to standard deviation decreased as a function of population size ([Figure 6---figure supplement 1a](#fig6s1){ref-type="fig"}, right) and to extend these trajectories, we fit a two-parameter function:$$SCC\_ sd\left( x \right) = \left( {\sum\limits_{1}^{x}a^{b}} \right)^{1/b}$$where x corresponds to population size and the parameters a and b were fit to the data.

In the case of the FLD, the population mean was computed as a weighted sum and grew linearly with population size ([Figure 6---figure supplement 1b](#fig6s1){ref-type="fig"}, left). We extended these trajectories with a linear fit to the values computed from the data. In contrast, the trajectories corresponding to the population standard deviations for each n-back grew in a nonlinear manner ([Figure 6---figure supplement 1b](#fig6s1){ref-type="fig"}, right), and we extend them by fitting the 2-parameter function:$$FLD\_ sd\left( x \right) = \left( a\left. x \right)^{b} \right.^{}$$where x corresponds to population size and the parameters a and b were fit to the data.

For both the SCC and FLD decoders and their threshold variants, we computed behavioral predictions for larger sized populations by replacing the histograms in [Figure 6b](#fig6){ref-type="fig"} with Gaussians matched for the means and standard deviations determined by the extended trajectories, relative to the extended estimate for the criterion.

Prediction quality: {#s4-5}
-------------------

To measure the prediction quality of the neural predictions for both the forgetting function and reaction time patterns, we developed a measure that benchmarked the MSE between the behavioral patterns and neural predictions by the worst-possible fit given that our procedure involves a global alignment of behavioral and neural data ([Figure 6g](#fig6){ref-type="fig"}). The worst-possible fit was computed as a step function, under the assumptions that performance as a function of n-back should be continuous, have non-positive slope, and be centered around chance. For example, the average proportion correct for the monkey's pooled behavioral forgetting function ([Figure 6g](#fig6){ref-type="fig"}) was 84%, and the benchmark was thus assigned as 84% proportion chose familiar for every n-back, and 16% for the novel images. Prediction quality was computed as:$$PQ = 100*\frac{MSE_{neural} - {MSE}_{benchmark}}{MSE_{neural}}$$where $MSE_{neural}$and ${MSE}_{benchmark}$ correspond to the MSE between the actual behavioral forgetting function and the neural prediction or the benchmark, respectively.

To produce prediction quality estimates for reaction times ([Figure 6f](#fig6){ref-type="fig"}), the benchmark forgetting function was passed through the same procedure as the neural prediction to produce benchmarked reaction time predictions ([Figure 6f](#fig6){ref-type="fig"}, dotted). PQ was then computed as described in [Equation 7](#equ7){ref-type="disp-formula"}.

Simulation to estimate the impact of visual selectivity on population size {#s4-6}
--------------------------------------------------------------------------

To estimate the impact of visual selectivity on population size ([Figure 9c](#fig9){ref-type="fig"}), we compared FLD and ranked-FLD behavioral prediction error trajectories (as a function of population size) for two simulated versions of our data: one that 'replicated' each unit and another that corresponded to 'visual modulation removed' ([Figure 9](#fig9){ref-type="fig"}). For these simulations, the strength of the visual memory signal for each unit was measured at each n-back as the mean proportional change in the spike count response for the same images presented as novel versus as familiar across all image pairs, and visual memory modulation was modeled as multiplicative. In the case of the 'replicated' simulation, the novel and familiar responses to each image were determined by considering the average response to that image when it was novel versus familiar, and adjusting that quantity based on the proportional decrement computed for each n-back. For example, if the proportional decrement at 1-back for a unit was 10% and the unit responded to one image with an average (across the novel/familiar presentations) of 6 spikes, the replicated prediction for the novel and familiar presentation would be 6.32 spikes and 5.69 spikes, respectively (for a total difference of 0.63 spikes). If the same unit responded to a different image at 1-back with an average of 3 spikes, the replicated prediction would be 3.16 spikes and 2.84 spikes for novel and familiar images, respectively (for a total difference of 0.32 spikes). The process was repeated for each image by applying the proportional decrement determined for the n-back at which it was presented. These predictions were then converted into spike counts by applying Poisson trial variability. As a verification that this simulation captured the relevant aspects of the data, we compared its FLD behavioral prediction error trajectory to the error trajectory of the intact data ([Figure 9c](#fig9){ref-type="fig"}, gray versus black).

In the case of the 'visual modulation removed' simulation, the process was similar but instead of considering the actual response of the unit to a particular image, visual memory modulation was applied to the grand mean spike count across all images for that unit. A response prediction for each image was determined by applying the proportional decrement determined for the n-back at which it was presented around the grand mean spike count. These predictions were then converted into spike counts by applying Poisson trial variability.

Unit d' {#s4-7}
-------

Unit d' was calculated, for each unit, as the difference in the mean responses to the set of images presented as novel versus the set presented as familiar, divided by the average standard deviation across the two sets ([Figure 8a--b](#fig8){ref-type="fig"}).

Bootstrap statistical testing {#s4-8}
-----------------------------

To determine the fraction of units that produced responses that differed between novel versus familiar images or between the pre-stimulus and stimulus-evoked period, we computed p-values to evaluate the statistical significance of the observed differences in the mean values via a bootstrap procedure. On each iteration of the bootstrap, we randomly sampled the true values from each population, with replacement, and we computed the difference between the means of the two newly created populations. We computed the *p* value as the fraction of 1000 iterations on which the difference was flipped in sign relative to the actual difference between the means of the full data set ([@bib11]).
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###### Data used to compare neural predictions with behavioral responses.

Behavioral data include the forgetting function and reaction times, each as a function of n-back. Neural data include the spike count responses of each unit to the same images presented as novel and as familiar at a range of n-back (Source_data.zip).
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Single-exposure visual memory judgments are reflected in IT cortex\" for consideration by *eLife*. Your article has been favorably evaluated by Timothy Behrens (Senior Editor) and three reviewers, one of whom is a member of our Board of Reviewing Editors. The following individual involved in review of your submission has agreed to reveal his identity: Guy A Orban (Reviewer \#2).

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

This manuscript investigates the neuronal signatures of image familiarity (or visual recall) decisions in inferotemporal cortex (IT) during a task in which monkeys indicated whether a presented image was novel (never seen before) or familiar (seen exactly once before in the same session). The authors optimized task difficulty by increasing the temporal delay between the first and second presentations (n-back) of the images. They demonstrate that monkeys can report whether a presented image is novel or familiar based only on one image viewing with delays as long as 64 intervening images (\~about 5 minutes in their task paradigm). They characterize monkeys\' behavior through forgetting functions, in which they show that the proportion of trials reported as familiar systematically decreases as a function of the delay between the first and second image presentations (n-back). They also analyze reaction time distributions as a function of n-back for correct and incorrect trials and find that reaction times increase with increasing delays for correct trials, but decrease with increasing delays for incorrect trials resulting in a x-shaped pattern. They ask whether IT neural signals can explain these features of monkeys\' visual recall behavior. Specifically, they evaluate repetition suppression as a potential neuronal mechanism underlying this behavior -- that is, can the difference in total number of spikes evoked by novel vs. familiar images across the population account for visual memory behavior? They argue that repetition suppression as applied equally to the entire IT population cannot be reconciled with their behavioral observations. The authors then put forward the hypothesis that a linear decoding mechanism which weights neurons by the amount of task-relevant information they carry is a neural decoder that can map IT neural signals to behavioral forgetting functions, reaction time patterns and recover monkey-wise differences. The authors suggest that a subset of IT neurons carry behaviorally relevant information about single-exposure visual memories and is governed by a learning rule that multiplicatively scales population vector representations in multi-dimensional perceptual space.

All reviewers were impressed by the quality of the study and the elegance of the design. The central question of how visual memories are stored and signaled is timely and interesting. The question is focused on behavior underlying single trials and the task to address that question is rigorously designed. This is the first study to rigorously test the repetition suppression hypothesis by combining well controlled single-shot familiarity behavior with IT electrophysiology. The computational and analytical approach employed by the authors in the context of visual familiarity is novel. Overall, this is an important study which is expected to be of high impact, and interest to a broad array of visual, systems, and computational neuroscientists. At the same time, we note several conceptual issues which could be addressed and clarified, as well as issues with data analysis that need to be resolved and taken into consideration in order to better explain experimental observations.

Essential revisions:

1\) I\'m uncertain how surprising the results are. The strength model that the authors propose seems a very plausible model for how the monkey decides old versus new, and *given this model*, the overall pattern of behavior results and reaction times would seem to follow almost necessarily, with the only question being how precise the fit is (since LDA assumes two normally distributed probability density functions). The analysis performed by the authors showing that using one monkey\'s neural data together with another monkey\'s behavior does a poorer job fitting the behavioral performance than using the same monkey\'s data and behavior speaks to this question, suggesting that the precise weights do matter. But for monkey 1 behavioral, monkey 2 neural, the difference doesn\'t seem all that big. And monkey 2 was the animal with greater repetition suppression. What happens when you scramble the identities of the neurons used by the classifier? How does the error between neural prediction and actual forgetting function change? The authors show that the weights are mostly positive, suggesting that perhaps this doesn\'t matter so much.

2\) Related to point \#1, what happens if you train using a different type of classifier (e.g. SVM). How do the weights from the two classifiers compare to each other? It seems the precise weights shouldn\'t matter, since one can add a vector in the null space of the projection vector and get the same classification performance. If you take a difference between the weights of a different classifier, and the Fisher LD, do you in fact get a vector in the null space of the Fisher LD? It would be good for the authors to jump outside their particular model, by comparing it to other models, so we have a better understanding of what is essential and what is circumstantial.

3\) Visual memory is an example of one parameter that changes vector length. Any parameter that IT neurons are tolerant to -- like size, shape, contrast -- would also result in changes in vector length. How does this sort of a coding scheme reconcile with other parameters? Is familiarity or visual memory encoding different from these other parameters? For example, when you change the contrast of an object, would this produce an increase in response strength that would fool the classifier into thinking that an unfamiliar object is now familiar?

4\) The paradigm was modified in a potentially important way between monkeys does this explain the behavioral difference between subjects? In monkey 1, since the targets were shown earlier, could this have caused attentional distraction, leading to worse performance.

5\) Where do the visual images come from the authors used something like over 13k images; not so easy to find; the nature of the images might be a factor influencing familiarization.

6\) The sign of the weights ([Figure 6H](#fig6){ref-type="fig"}) could be tested statistically to support better the conclusions. Also, the analysis should be done for each monkey individually.

7\) In [Figure 7C, D](#fig7){ref-type="fig"}, we need some stat measure of match between data and model. For example, in monkey 2 the prediction seems outside the confidence interval of the actual data for 64-back.

8\) The authors compare IT suppression signals as a candidate mechanism to account for the monkeys\' behaviors. However, since IT suppression signals at 64-back are extremely small (even enhanced to a small extent) and cannot account for 64-back behavior (compare [Figure 5A](#fig5){ref-type="fig"} with 3B and C) in which monkeys do report that they viewed a familiar image on some fraction of the trials, the authors conclude that the number of spikes hypothesis is insufficient to explain behavior.

8a) Is it possible to re-parameterize the suppression index (shown in [Figure 5B](#fig5){ref-type="fig"}) in the form of a forgetting function plotted against n-back (like in [Figures 7C and 7D](#fig7){ref-type="fig"} for the weighted linear classifier)? Right now, the author\'s argument against the suppression model is rather hand wavy, appealing only to the 64-back condition. A quantitative comparison using the same currency (forgetting function) would be useful.

8b) The crucial comparison of whether IT responses align with behavior should be made monkey-wise, since the behavior between the monkeys is quite variable at the point of interest (64-back). The suppression indices vs. n-back plot is provided ([Figure 7A and B](#fig7){ref-type="fig"}) separately for both monkeys. However, examining these plots gives an impression that IT suppression indices for individual monkeys do predict individual monkeys\' behavior. For example, comparing 7A (7B) and the green curve in 7C (7D), we see that for monkey 1, at 64-back, there is an enhancement (as opposed to suppression), this means that responses for the second viewing of images at 64-back leads to a higher response than the first viewing. This results in the monkey\'s behavior to choose novel on a larger fraction of these trials (80% proportion novel=20% proportion familiar). These observations make it difficult to estimate how much extra variance in behavior is explained by the weighted linear model, and questions the necessity to invoke this model if individual behavior can be explained by the monkeys\' respective IT population read-outs?

8c) Perhaps even splitting the 64-back data into correct versus error trials and correlating neuronal activity for correct versus error trials might be a more straightforward way of implicating IT neuronal populations in visual memory behavior.

9a) The analysis to estimate the correct population size while comparing IT neural and behavioral responses produces a minimum mean squared error at population size N=800. This seems like a very large neuronal population is required for this behavior, and is an intriguing finding with interesting implications. This finding could manifest in at least two ways: i) IT neuronal populations are extremely selective, thus responding robustly only to a handful of images every day. Are individual neuronal rank curves for these images steep, responding only to a few preferred images and not responding to the rest? ii) Alternatively, even if IT neurons are sufficiently selective to the presented images, the reduction from first to second presentation is not present for all images for all neurons, the signal itself is not reproducible from the first to the second presentation in all neurons. It would be important to know which of these hypotheses explain your neuronal data? Would you be able to quantify the sources of variability/noise that result in requiring a large neuronal population? Overall, we need some better understanding of how the judgement about old/new relates to responses at the single cell level.

9b) Related to the previous point: The large number of neurons required to make the old/new judgment seems like it could be an artifact of how the authors created their pseudopopulation, since the neurons were actually responding to different images. It could be that if you just have 100 neurons\' response to the same image, both old and new, then you can already do a great job classifying old/new for that image. Can the authors please comment on this?

10\) When you increase the neuronal population with simulated units beyond N=800, why is there an increase in MSE error? What is the intuition for that? Additional discussion of this point would be helpful. The authors also need to explain more clearly how they extrapolated their populations to N=800+ in each monkey by simulated units. None of the reviewers could understand the explanation currently in the Materials and methods.

11\) The neural data recorded from an animal is unable to predict performance for the same animal, since you do not have 800 neurons from one animal, but from both combined. What does this tell us about the capacity of IT populations to support visual memory behavior?

12\) Predicting individual differences using a decoding model for N=2 is a statistically underpowered problem. When you add in the fact that one (out of two) of the monkeys (monkey 1) had a bias or performed worse at the task at higher delays makes it further problematic to make a compelling case for individual differences. Perhaps splitting your data for each monkey into two subsets based on session -- high performance sessions vs. low performance sessions (based on some criterion on the forgetting functions) and consequently being able to predict high vs. low performance from IT neural data within the same monkey might be a more powerful test of the model.

13\) The authors need to explain how they created the pseudopopulation in more detail, and they should do so in the main text, since this is a crucial point. For example, it\'s not clear from the Materials and methods how trials were chosen from each day to create the aligned pseudopopulations, since presumably different sessions had different numbers of correct and incorrect trials. They should clarify what they mean in the second paragraph of the subsection "A weighted linear read-out of IT accurately predicts behavior:".

14\) The reviewers found the Discussion somewhat lacking. Here are some suggestions for improvement:

• First paragraph "linear weights were largely positive", very loose sentence with important consequences as it is the conclusion of the paper please provide more support, or tone down your claim.

• Second paragraph makes a link between type of coding; bell-shaped or monotonic and read-out; concludes that the present readout is compatible with bell shaped coding, while all recent studies (e.g. Sheinberg, Tsao, Vogels) suggest that IT neurons mainly use a monotonic coding. The authors should discuss this.

• Third paragraph about previous monkey experiments is a very weak paragraph simply re-quoting papers used in the Introduction; the authors missed a golden opportunity to compare their mechanism to others know in the monkey e.g. the short term single stimulus buffer involved in successive discriminations described by Vogels and Orban J Neurophysiol 1994 (see also Tsao Nat NS this year); the sites positively involved in familiar face processing described by Freiwald in his recent Science paper (2017); the memory mechanism in parietal cortex recently described by the Miyashita group. Some of these studies are briefly mentioned in the Introduction, but further discussion, in the context of the results found by the authors, would be useful.

• Fourth paragraph is better and should probably be moved to the end.

• Fifth paragraph about human work is superficial, and is missing the issue of susceptibility artefacts in FMRI of rostral temporal regions (see e.g. Georgieva et al., J NS 2009); That is why PET was use d for a long time for semantic studies involving temporal pole (now double echo sequences are used in fMRI); Hence a very relevant reference is an old PET study Vandenberghe et al. Neuroimage 1995 describing decreased responses in rostral inferior temporal cortex.

• Sixth paragraph is an almost literal copy of a paragraph from Results: should come first in the discussion of the methodology followed in the experiment.

• An interesting question that comes out of this study is whether (and how much) state-of-the-art deep convolutional neural networks of visual object recognition/processing can signal the percept of visual memories. How can current architectures be improved to support visual recall? In which layers do these computations reside? This might be an interesting point of discussion.

10.7554/eLife.32259.020

Author response

> Essential revisions:
>
> 1\) I\'m uncertain how surprising the results are. The strength model that the authors propose seems a very plausible model for how the monkey decides old versus new, and given this model, the overall pattern of behavior results and reaction times would seem to follow almost necessarily, with the only question being how precise the fit is (since LDA assumes two normally distributed probability density functions). The analysis performed by the authors showing that using one monkey\'s neural data together with another monkey\'s behavior does a poorer job fitting the behavioral performance than using the same monkey\'s data and behavior speaks to this question, suggesting that the precise weights do matter. But for monkey 1 behavioral, monkey 2 neural, the difference doesn\'t seem all that big. And monkey 2 was the animal with greater repetition suppression. What happens when you scramble the identities of the neurons used by the classifier? How does the error between neural prediction and actual forgetting function change? The authors show that the weights are mostly positive, suggesting that perhaps this doesn\'t matter so much.

We have incorporated a number of new analyses that address these questions, including a quantitative comparison of the spike count versus weighted linear classifier ([Figure 7](#fig7){ref-type="fig"}) and "topranked" variants of each of those classifiers ([Figure 8D-F](#fig8){ref-type="fig"}). We have also incorporated a benchmarked metric for comparing the two classifiers (prediction quality, 'PQ') and a new way to visualize how the spike count decoding scheme fails ([Figure 7E](#fig7){ref-type="fig"}). Our interpretation of these results is presented in the last paragraph of the subsection "The single-unit correlates of the weighted linear decoding scheme". While one could argue that the FLD should have higher neural population performance in the limit of large population size (e.g. higher neural d'), it is not obvious to us that it should be a better predictor of behavior when overall population performance is matched. We have also determined why that is the case -- it is true that within the subpopulation of 50% top ranked units, the specific pattern of weights does not matter when determining behavioral predictions insofar as counting spikes within the 50% top-ranked units is nearly as effective as the FLD ([Figure 8C-D](#fig8){ref-type="fig"}). However, something has to be done about the bottom 50% ranked d' units (either the application of FLD weights or thresholding them away to weights of 0) to get the most accurate neural predictions of behavioral performance.

> 2\) Related to point \#1, what happens if you train using a different type of classifier (e.g. SVM). How do the weights from the two classifiers compare to each other? It seems the precise weights shouldn\'t matter, since one can add a vector in the null space of the projection vector and get the same classification performance. If you take a difference between the weights of a different classifier, and the Fisher LD, do you in fact get a vector in the null space of the Fisher LD? It would be good for the authors to jump outside their particular model, by comparing it to other models, so we have a better understanding of what is essential and what is circumstantial.

To address these issues, we have added 3 new types of classifiers in our revision (SCC, ranked-SCC, and ranked-FLD; [Figure 7](#fig7){ref-type="fig"}--[8](#fig8){ref-type="fig"}). Our conclusions are described above for point 1. As a minor point: we did not incorporate the SVM into our manuscript because it performs less well than the FLD (consistent with our past experience with other data sets, it overfits this dataset).

> 3\) Visual memory is an example of one parameter that changes vector length. Any parameter that IT neurons are tolerant to -- like size, shape, contrast -- would also result in changes in vector length. How does this sort of a coding scheme reconcile with other parameters? Is familiarity or visual memory encoding different from these other parameters? For example, when you change the contrast of an object, would this produce an increase in response strength that would fool the classifier into thinking that an unfamiliar object is now familiar?

We have added this issue to the Discussion (fifth paragraph). Because our images were randomly selected, we do not have the power to address these questions in our current data but we plan to address them in a near future study.

> 4\) The paradigm was modified in a potentially important way between monkeys does this explain the behavioral difference between subjects? In monkey 1, since the targets were shown earlier, could this have caused attentional distraction, leading to worse performance.

Possibly. We have included this point in the Discussion (third paragraph).

> 5\) Where do the visual images come from the authors used something like over 13k images; not so easy to find; the nature of the images might be a factor influencing familiarization.

We have added this information to our Materials and methods section (subsection "The single-exposure visual memory task", third paragraph) and [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}.

> 6\) The sign of the weights ([Figure 6H](#fig6){ref-type="fig"}) could be tested statistically to support better the conclusions. Also, the analysis should be done for each monkey individually.

Histograms for each monkey are now included as [Figure 8A-B](#fig8){ref-type="fig"} and the requested statistics are presented in the Results (subsection "The single-unit correlates of the weighted linear decoding scheme", second paragraph).

> 7\) In [Figure 7C, D](#fig7){ref-type="fig"}, we need some stat measure of match between data and model. For example, in monkey 2 the prediction seems outside the confidence interval of the actual data for 64-back.

Our revision incorporates the measure "prediction quality" (PQ), which benchmarks mean square error between the best-case and worst-case fits. This measure is described in-- the last paragraph of the subsection "Predicting behavioral response patterns from neural signals".

> 8\) The authors compare IT suppression signals as a candidate mechanism to account for the monkeys\' behaviors. However, since IT suppression signals at 64-back are extremely small (even enhanced to a small extent) and cannot account for 64-back behavior (compare [Figure 5A](#fig5){ref-type="fig"} with 3B and C) in which monkeys do report that they viewed a familiar image on some fraction of the trials, the authors conclude that the number of spikes hypothesis is insufficient to explain behavior.
>
> 8a) Is it possible to re-parameterize the suppression index (shown in [Figure 5B](#fig5){ref-type="fig"}) in the form of a forgetting function plotted against n-back (like in [Figures 7C and 7D](#fig7){ref-type="fig"} for the weighted linear classifier)? Right now, the author\'s argument against the suppression model is rather hand wavy, appealing only to the 64-back condition. A quantitative comparison using the same currency (forgetting function) would be useful.

To address this issue, we have introduced a new "spike count classifier" and pitted it against the FLD using comparable procedures ([Figure 7](#fig7){ref-type="fig"}); the FLD is in fact a better predictor of behavior in both monkeys. We have also introduced a new visualization of the alignment of the neural predictions and behavioral data across all n-back ([Figure 7E](#fig7){ref-type="fig"}) to get a better sense of why the spike count decoding scheme fails.

> 8b) The crucial comparison of whether IT responses align with behavior should be made monkey-wise, since the behavior between the monkeys is quite variable at the point of interest (64-back). The suppression indices vs. n-back plot is provided ([Figure 7A and B](#fig7){ref-type="fig"}) separately for both monkeys. However, examining these plots gives an impression that IT suppression indices for individual monkeys do predict individual monkeys\' behavior. For example, comparing 7A (7B) and the green curve in 7C (7D), we see that for monkey 1, at 64-back, there is an enhancement (as opposed to suppression), this means that responses for the second viewing of images at 64-back leads to a higher response than the first viewing. This results in the monkey\'s behavior to choose novel on a larger fraction of these trials (80% proportion novel=20% proportion familiar). These observations make it difficult to estimate how much extra variance in behavior is explained by the weighted linear model, and questions the necessity to invoke this model if individual behavior can be explained by the monkeys\' respective IT population read-outs?

These comparisons are now presented monkey-wise ([Figure 7C-E](#fig7){ref-type="fig"}) along with prediction quality measures that quantify the degree to which the FLD is a better behavioral predictor than the SCC ([Figure 7E](#fig7){ref-type="fig"}).

> 8c) Perhaps even splitting the 64-back data into correct versus error trials and correlating neuronal activity for correct versus error trials might be a more straightforward way of implicating IT neuronal populations in visual memory behavior.

Thank you for the suggestion. We tried this, both for the pseudopopulation and for the data recorded (simultaneously across units) in each session. Unfortunately, our data is statistically underpowered to address this question.

> 9a) The analysis to estimate the correct population size while comparing IT neural and behavioral responses produces a minimum mean squared error at population size N=800. This seems like a very large neuronal population is required for this behavior, and is an intriguing finding with interesting implications. This finding could manifest in at least two ways: i) IT neuronal populations are extremely selective, thus responding robustly only to a handful of images every day. Are individual neuronal rank curves for these images steep, responding only to a few preferred images and not responding to the rest? ii) Alternatively, even if IT neurons are sufficiently selective to the presented images, the reduction from first to second presentation is not present for all images for all neurons, the signal itself is not reproducible from the first to the second presentation in all neurons. It would be important to know which of these hypotheses explain your neuronal data? Would you be able to quantify the sources of variability/noise that result in requiring a large neuronal population? Overall, we need some better understanding of how the judgement about old/new relates to responses at the single cell level.

We very much appreciate the concreteness and clarity of this suggestion. To address these issues, we have introduced new sections to the paper (subsections "The single-unit correlates of the weighted linear decoding scheme" and "The impact of visual selectivity on population size") as well as two new Figures ([Figure 8](#fig8){ref-type="fig"}--[9](#fig9){ref-type="fig"}). The take home message (presented in the last paragraph of the aforementioned subsection) is that the large population size requirement follows from a combination of visual memory signals that combined across only the subset of \~50% IT units, as well as from visual selectivity.

> 9b) Related to the previous point: The large number of neurons required to make the old/new judgment seems like it could be an artifact of how the authors created their pseudopopulation, since the neurons were actually responding to different images. It could be that if you just have 100 neurons\' response to the same image, both old and new, then you can already do a great job classifying old/new for that image. Can the authors please comment on this?

We have addressed the question of 'How many responsive neurons would you need to account for behavior?' in [Figure 9](#fig9){ref-type="fig"}. We have also elaborated the description about how our pseudopopulation was created (subsection "Predicting behavioral response patterns from neural signals", second paragraph). Under the assumption that the data we record in any one session are a representative sample of the responses across the IT population, our methods should not produce over-estimates; we have incorporated this assumption into the description.

> 10\) When you increase the neuronal population with simulated units beyond N=800, why is there an increase in MSE error? What is the intuition for that? Additional discussion of this point would be helpful. The authors also need to explain more clearly how they extrapolated their populations to N=800+ in each monkey by simulated units. None of the reviewers could understand the explanation currently in the Materials and methods.

We have addressed the question about the increase in MSE with population size in the fifth paragraph of the subsection "Predicting behavioral response patterns from neural signals" and with the addition of [Figure 6H](#fig6){ref-type="fig"}. We have added [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"} to better explain how the populations were extrapolated to larger sizes in simulation.

> 11\) The neural data recorded from an animal is unable to predict performance for the same animal, since you do not have 800 neurons from one animal, but from both combined. What does this tell us about the capacity of IT populations to support visual memory behavior?

We were a bit uncertain about what was being asked here. Our interpretation, rephrased is: "Clarify how you can predict each individual animal's behavior given that doing so requires \~800 units and you have only recorded 400." Our revision now includes a better explanation of how we extrapolate beyond the data that we have recorded to larger population sizes (Figure 6---figure supplement 2). Our ability to do this relies on the fact that the properties of a population's units set the parameters that determine how population performance at each nback will grow along well-defined trajectories as a function of population size, and we can thus extend those trajectories to estimate how the same population would perform if more units were sampled.

> 12\) Predicting individual differences using a decoding model for N=2 is a statistically underpowered problem. When you add in the fact that one (out of two) of the monkeys (monkey 1) had a bias or performed worse at the task at higher delays makes it further problematic to make a compelling case for individual differences. Perhaps splitting your data for each monkey into two subsets based on session -- high performance sessions vs. low performance sessions (based on some criterion on the forgetting functions) and consequently being able to predict high vs. low performance from IT neural data within the same monkey might be a more powerful test of the model.

We have directly acknowledged the concerns about not having the power to determine individual differences (Discussion, first paragraph) and we have backed off claims about individual differences throughout the manuscript. We do continue to present the "same monkey vs. cross monkey" analysis ([Figure 10](#fig10){ref-type="fig"}) but with reduced and redirected emphasis. We appreciate the suggestion of splitting the data by performance across sessions within each monkey and we tried it, however, we have determined that we do not have sufficient dispersion across sessions to perform this analysis.

> 13\) The authors need to explain how they created the pseudopopulation in more detail, and they should do so in the main text, since this is a crucial point. For example, it\'s not clear from the Materials and methods how trials were chosen from each day to create the aligned pseudopopulations, since presumably different sessions had different numbers of correct and incorrect trials. They should clarify what they mean in the second paragraph of the subsection "A weighted linear read-out of IT accurately predicts behavior".

We have elaborated this section considerably (subsection "Predicting behavioral response patterns from neural signals", second paragraph).

> 14\) The reviewers found the Discussion somewhat lacking. Here are some suggestions for improvement:

We appreciate the feedback.

> • First paragraph "linear weights were largely positive", very loose sentence with important consequences as it is the conclusion of the paper please provide more support, or tone down your claim.

We have edited this text (Discussion, first paragraph) to reflect the additional analyses that have been incorporated into the revision to support these claims.

> • Second paragraph makes a link between type of coding; bell-shaped or monotonic and read-out; concludes that the present readout is compatible with bell shaped coding, while all recent studies (e.g. Sheinberg, Tsao, Vogels) suggest that IT neurons mainly use a monotonic coding. The authors should discuss this.

We now see that this paragraph was misguided and confusing in the context of these other studies and so we have removed it. In its place, we have included a discussion of how the brain might disambiguate stimulus variables known to change total spike numbers (like image contrast, luminance and identity) from memory under this decoding scheme (Discussion, fifth paragraph), as well as the Chang/Tsao reference for monotonic coding.

> • Third paragraph about previous monkey experiments is a very weak paragraph simply re-quoting papers used in the Introduction; the authors missed a golden opportunity to compare their mechanism to others know in the monkey e.g. the short term single stimulus buffer involved in successive discriminations described by Vogels and Orban J Neurophysiol 1994 (see also Tsao Nat NS this year); the sites positively involved in familiar face processing described by Freiwald in his recent Science paper (2017); the memory mechanism in parietal cortex recently described by the Miyashita group. Some of these studies are briefly mentioned in the Introduction, but further discussion, in the context of the results found by the authors, would be useful.

We have revised this paragraph as suggested (Discussion, second paragraph).

> • Fourth paragraph is better and should probably be moved to the end.

We have moved it.

> • Fifth paragraph about human work is superficial, and is missing the issue of susceptibility artefacts in FMRI of rostral temporal regions (see e.g. Georgieva et al., J NS 2009); That is why PET was use d for a long time for semantic studies involving temporal pole (now double echo sequences are used in fMRI); Hence a very relevant reference is an old PET study Vandenberghe et al. Neuroimage 1995 describing decreased responses in rostral inferior temporal cortex.

We have removed some superficial sentences and incorporated the Vanderberghe reference (Discussion, fourth paragraph).

> • Sixth paragraph is an almost literal copy of a paragraph from Results: should come first in the discussion of the methodology followed in the experiment.

This paragraph has been removed.

> • An interesting question that comes out of this study is whether (and how much) state-of-the-art deep convolutional neural networks of visual object recognition/processing can signal the percept of visual memories. How can current architectures be improved to support visual recall? In which layers do these computations reside? This might be an interesting point of discussion.

This point has been inserted into the Discussion (last paragraph).
