Abstract-IEEE 802.11e Wireless Local Area Networks (WLANs) specifies Hybrid Coordination Function (HCF) Controlled Channel Access (HCCA) technique which provides prioritized and parameterized Quality-of-Service (QoS) support in multimedia traffic. It does not, however, attain fairness in the sharing of resources with both uplink and downlink flows. There has been extensive research on the fairness at Medium Access Control (MAC) layer whereas research concerning the fairness in transport layer (TCP) is still nascent. TCP based cross-layer optimization approach for the HCCA scheduler brings forward many challenges like unfairness problem of MAC layer and path/bandwidth asymmetry of TCP. This paper proposes an integrated approach to alleviate afore mentioned problems. Firstly, a priority based weighted fairness scheme is suggested along with an adaptive buffer management technique for TCP traffic. Secondly, an acknowledgment (ACK) delaying technique is recommended which during the uplink flows delay the TCP ACK packets so that it generates more buffer space for downlink data transmission and maintains a fair flow of uplink and downlink data transmission rates. Simulation results show that this integrated approach attains and maintains fairness in both MAC and TCP upload flows with increased throughput.
I. INTRODUCTION IEEE 802.11 WLANs, based on the Basic Service Set (BSS), play a vital role in providing ubiquitous connectivity to Internet [1] . WLANs are commonly deployed with the infrastructure BSS having the Access Point (AP), even though a group of nodes form an independent BSS without any connectivity to the wired network. The connection to the wired network here is provided by the AP [2] . Point Coordination Function (PCF) and Distributed Coordination Function (DCF), are two MAC schemes, which are specified by IEEE 802.11 standard. PCF is a channel access scheme that is centrally controlled, where, the master station reserves and manages the channel all the network clients. DCF, a channel access scheme based on distributed contention specified in IEEE 802.11. For each transmission in DCF, all nodes employ a binary exponential random backoff mechanism and the carrier sense multiple access technique with collision avoidance (CSMA/CA). Hence this access mode is relied by most of WLAN deployments for its simple, flexible nature, and cost effectiveness [3] .
To provide suitable levels of QoS over IP-based wireless access networks, next-generation broadband wireless networks are used [4] . To this effect, the 802.11working group introduced the "E" group that defines additional MAC protocols for enhanced support of QoS required by the applications. 802.11e introduced HCF which defines two channel access mechanisms. They are a) Enhanced Distributed Channel Access (EDCA) -a contention-based channel access and b) HCCA -a controlled channel access. The controlled channel access is an enhanced version based on the polling scheme of 802.11e PCF. The HCCA mechanism uses a QoS-aware centralized coordinator, known as the hybrid coordinator (HC) which operates under a set of different rules from that of the PCF point coordinator (PC) [5] .
IEEE 802.11e standard specified HCF enables prioritized and parameterized QoS services at the MAC layer over DCF. The EDCA and the HCCA are combined by the HCF [6] . The centralized controller HC, located at the access point is required by the HCCA. The HC is responsible for the assignment of rights for the transmission at nodes hosting applications with QoS requirements along with HCCA. It, therefore, performs dynamic bandwidth allocation within the WLAN [7] .
In the QoS aware BSS (QBSS), the QoS Access Point (QAP) and the HC are juxtaposed where HC gets the first preference to access the medium. The sequence of frame exchanges is initiated by HC and the moment it detects that the Wireless Medium (WM) is idle for a period of one Point Inter Frame Space (PIFS) it allocates Transmission Opportunity (TXOP) to QoS Stations (QSTAs) including itself. It provides limited-duration Controlled Access Phase (CAP) during the contention cycle. In addition, Contention Free Period (CFP) is initiated after the beacon frame where the contention-free transfer of QoS data takes higher precedence than other non-AP QSTAs. During the CFP/CAP, the interval period between frames is one Short Interframe Space (SIFS), hence, there is an improvement in the efficiency of the channel utilization [5] .
A wireless channel, in general, is a shared medium with limited resources. To access the wireless channel, multiple mobile hosts in the WLAN contend with each other and acquire resources. Ideally, fairness can be obtained only if all mobile hosts in WLAN get equal amount of transmission opportunity and equal portion of the wireless channel. Nevertheless, this case is not possible in WLAN because of MAC design goals such as maximizing wireless channel utilization and fair resource allocation. Both are always not well matched with each other [8] .
Fairness can be either absolute or relative [9] .
• Absolute fairness can be achieved when every user is allocated the exact same amount of time, throughput or any other desired measure of resources. However, as different traffic types have different requirements, this is not a very effective measure.
• Relative fairness is deemed to be a better way of measuring fairness since it considers the number of individual requirements fulfilled in a specified instance. By comparing how much of individual requirements are fulfilled, the overall relative fairness is calculated.
Various fairness schemes have been used in the recent past. Some of the schemes worth mentioning are: Though the existing literature is ripe with research on WLAN fairness at the MAC layer, the issue on TCP fairness remains to be explored yet.
Unfortunately, there exists a major unfairness among the competing flows and continued lockout of flows as a result of the cross-layer communication between 802.11 MAC layer and the TCP flow/congestion control mechanisms. A queue is maintained at the AP comprising of the upstream TCP ACKs with the downstream TCP data in WLAN multiple uplink and downlink flows. At the AP, both in forward and reverse path, the queue is accumulated due to the bandwidth asymmetry. As a result the TCP flow is weakened by the dropped packets and congestion control mechanisms of TCP. This occurs because of the assumption of equal transmission rates at both forward and reverse path. ACK packets are returned by the TCP receivers to the source node to confirm undamaged data packet arrival at the transport layer to accomplish reliable transfer of data. During the TCP uploads, at the wireless AP, a queue of data packets is maintained by the wireless nodes to be dispatched over the wireless channel to the originating source along with the TCP ACK packets to be returned to the source node. The forward (data) and reverse (ACK) paths between the source and destination are typically assumed to have identical packet transmission rates by the TCP's operation. However, fairness in the access of the wireless channel at the station-level is imposed by the basic 802.11 MAC layer.
In other words, if n nodes contend for wireless channel access, out of the total opportunities of transmission available, each can secure a portion equal to 1/n. Thus, assuming there are n wireless nodes and one AP, each node including the AP can acquire a transmission opportunity of only 1/(n+1).
With the TCP uploads, an equal percentage of packet transmissions is assigned to each wireless node by the 802.11 MAC allowing n/(n+1)TCP data packets and only 1/(n+1) TCP ACK packets which is equal to the percentage of medium access of the AP. This, however, results in significant asymmetry in both forward and reverse paths at the transport layer in the case of large number of stations [10] . The organization of the paper is as follows: Section II gives the problem identification and proposed solution. Section III discusses related work. Section IV describes proposed solution. In section V simulation results and discussions are presented and finally conclusions are presented in the section VI.
II. PROBLEM IDENTIFICATION & PROPOSED SOLUTION
The cross-layer optimization approach set in TCP for the HCCA scheduler causes difficulties such as:
1 To resolve the uplink/downlink unfairness issue in the 802.11e WLAN by allocating fair resources at the MAC layer 2 To resolve the TCP path and bandwidth asymmetry problem by providing an alternate TCP ACK mechanism To alleviate the above mentioned issues, a four-stage integrated technique is proposed in this paper which takes into consideration the weighted values providing fixed buffer sizes. The current approach is applied in the enhanced HCCA scheduler that was developed in the author's previous work [11] .
III. RELATED WORK Nakjung Choi et al. [12] have elaborated the issue of unfairness occurring in the IEEE 802.11e Direct-Link Setup (DLS) mode concerning both external and local TCP connections. They put forward a Half Direct-Link Setup (H-DLS) to address the issue of fairness in sharing the bandwidth by each TCP connection whether originating externally or locally. H-DLS helps to segregate the TCP data and ACK packets path in local TCP connections. It also treats TCP ACK packets alike so that fairness could be attained among both external and local TCP connections.
Feyza Keceli et al. [13] have discussed the issue of unfairness in the uplink and the downlink flows in the IEEE 802.11e infrastructure BSS using EDCA default parameters. To calculate the EDCA parameters an analytical model is proposed. This achieves a fixed utilization ratio between uplink flows and downlink flows. They follow this up with a model assisted measurement algorithm that adapts dynamic parameters and considers the exchanges between the bi-directional communication structure of TCP and the MAC layer algorithm.
Naeem Khademi et al. [14] have put forward Threshold-Based Least Attained Service-Selective Acknowledgement Filtering (TLAS-SAF) which is a unique queue management policy. The TLAS-SAF is the combination of the TLAS and selective packet marking ACK filtering queue management mechanisms which provides both size and direction based fairness in wide area networks. This sustains the long-lived flows while providing better service for the short-lived. A minimum guaranteed threshold of service is set for every network flow and for all packets falling below the set threshold it behaves similar to LAS and as SPM-AF upon reaching the threshold. Both size and direction based fairness in wide area networks is considered in this work by the authors.
Feyza Keceli et al. [10] have demonstrated the unfairness problem of transport layer in the IEEE 802.11 WLANs. A link layer access control block for the AP was suggested to provide fairness in the TCP transmission rates using BSS infrastructure. To prioritize the TCP downlink data packet transmission of TCP ACK uplink flows packets, a congestion control and filtering algorithm is used, which is then evaluated using the measured average downlink data transmission rate.
Siwaruk Siwamogsatham [15] has proposed a novel, simple and effective technique to rectify the uplink/downlink unfairness problem in an infrastructure WLAN. This technique employs multiple independent backoff timers in each client station which are assigned and organized by AP. Each queue contains downlink traffic of each client station. Once the backoff timer expires, packets are transmitted. The AP randomly selects a timer and assigns the timer in case of multiple backoff timers expiring at the same time. Their mechanism is very simple as backoff timers are assigned based on contention window sizes and does not require any major changes in the AP firmware.
Young-Woo Nam et al. [16] have put forward an effective scheme to improve the fairness problem. This Dynamic TXOP Control (DTC) scheme adjusts the TXOP limit based on the local information such as the channel utilization at QAP and current network load at stations without any feedback information. Under this scheme, QAP uses channel utilization to calculate TXOP limit value and then transmits to each station through a beacon frame. Following this, a station calculates the final TXOP limit value based on its own queue utilization information. DTC scheme adaptively allocates TXOP limit value depending on the network state by using channel utilization and queue utilization measurements and is suitable for multimedia applications. R E Ahmed [17] has come up with a new hybrid channel allocation algorithm in which the base station sends a multi-level hot-spot notification to the central pool which is located at Mobile Switching Station (MSM), and author has demonstrated that the call using a "borrowed" channel may retain it depending upon its hotspot level
In Madhar Saheb Shaik et al. [11] both the packet loss rate and current channel condition information are used to adjust the application data rate. At the end of previous Transmission TXOP, the packet loss rate and the queue size are estimated when the Tolerable Loss Limit (TLL) is included by the sender with the Traffic Specification (TSPEC) by calculating the Bit Error Rate (BER) based on the specified channel conditions. This scheme uses the history of packet loss rate k, and the length of the queue to compute the TXOP additionally required for each Traffic Stream (TS) of QSTA.
IV. PROPOSED FOUR-STAGE FAIRNESS ENHANCEMENT SCHEME

Stage I -Weighted Prioritization Technique
A weighted prioritization technique is proposed which uses an adaptive buffering scheme that helps to improve the fairness of the HCCA. This approach is obtained from D.J. Leith et.al [18, 19] which works for prioritization on AP for using sufficient bandwidth allocation for TCP ACKs. The access of the given Access Categories (AC) at the AP basically uses the 802.11e Arbitration Inter-Frame Space (AIFS) and Contention Window (CW) parameters to prioritize TCP ACKs. A precise prioritization of TCP ACKs at the AP is generated with a small value of AIFS and CW. The values taken basically are;
• A lower AIFS value • A lower CW • A higher TXOP limit, or • Any joint combination of these
Stage II -Weighted Fair Assessment Technique
The parameters above determine the effectiveness of prioritization technique to increase fairness. A weighted fair assessment technique has been provided to resolve the uplink/downlink unfair access problem in the 802. The channel access ratio between uplink and downlink within an AC varies almost linearly with respect to the selection of CWmin and TXOP values in asymptotical conditions (saturation). There are three crucial advantages by employing this scheme;
• Feasible with different transport layer protocol characteristics • The coexistence of nodes with different bandwidth requirements • Varying network conditions over time The scheme enforces losses due to fixed AP buffer which can radically affect the performance of the scheme. Other factors that influence this scheme are the channel contention as well as inter-service time at a station that varies with time. These factors provide the probability of buffer blockage and higher traffic blockage. An adaptive buffer sizing scheme is presented in section 4.3 to address the performance failure.
Stage III -TCP Acknowledgment Delaying Technique
In wireless networks, the AP can measure the Interservice time (T is ) for each flow which is the time between the arrival of the packet and the transmission time which requires less computation time. The equation for calculating T is can be given as;
where Ts is the time of packet arrival at the top of the queue of the network interface and Te the time of packets transmitted successfully, which are indicated by receiving correct corresponding MAC ACK. The value of x is taken as x ≅ 0.999. ACK packet-filtering technique takes the aggregate of TCP ACK packets in the ACK packet delaying phase and filters ACK TCP uplink flows packets as well as generates additional space for downlink data packets.
Let us assume, ACK num,i as the cumulative ACKs for flow i, where T lack,i , is the total elapsed time from the last ACK packet sent to the MAC queue for flow i and δ a constant weighing factor and η a variable weighing factor of function ACK num,i.
With the proposed filtering algorithm the uplink flow i of the ACK packet is deferred for a period δ. The uplink ACK packets are scheduled so that it does not surpass the per flow average of TCP downlink packet rate. Accordingly, the buffering time of minimum ACK packets can be represented as; η.ACK num,i .T is -T lack,i.
T lack,i is subtracted from η.ACK num,i .T is to compute the difference in duration among two ACKs sent successively to the MAC buffer which is represented by ACK num,i . T is . Each TCP ACK packet cumulatively acknowledges ACK num,i data packets. This cumulative acknowledgement results in uplink/ downlink fairness of TCP access.
The delay D i, representing the duration that the relaying ACK packet is kept in the queue, before it is scheduled for transmission can be defined now as;
Thus, TCP ACK i is delayed before scheduling for D i in order to ensure transmission of more TCP down link data packets by eliminating unfairness problem.
In case of a new ACK packet reaching before the timer D i , the earlier streamed ACK packet is replaced by the new ACK packet. The TCP header is accessed by the link layer to retrieve the ACK num,i value and the timer D i is restarted with the new value. Once the timer D i expires, TCP ACK packets are scheduled for transmission and ACK num,i and T lack,i values are reset to zero.
In the proposed scheme the ACK packet for a particular interval is delayed to determine whether another ACK is arriving and the filtering approach employed does not schedule the ACK for transmission if the ACK packet is assumed to increase the rate of uplink data transmission compared to the rate of downlink data transmission. In this way the fairness between uplink/downlink transmissions is maintained.
Stage IV -TCP based Adaptive Buffer Sizing Technique
A buffer sizing scheme is adopted to overcome the packet loss enhancing the above technique to achieve fairness. The buffer size Q is represented as;
where Qmax is fixed at 400 packets as a default value, T is the target queuing delay and T is is the inter-service delay which is given in (3) This in turn decreases and increases the size of the buffer in line with the falls and rises of rate of service respectively, to maintain an approximate constant delay of T seconds in the queue. To accommodate the fluctuation in the mean service rate, the buffer size is effectively regulated to remain equal to the BandwidthDelay Product (BDP). The equation (5) can be further expanded, with respect to short-term service rate fluctuations, as;
where φ is an over-provisioning amount to accommodate the short-term service rate fluctuations.
Collectively, all these techniques along with an alternate TCP ACK mechanism therefore provide a fair resource allocation at the MAC layer to resolve the uplink and downlink unfairness problem in the 802.11e WLAN.
V. SIMULATION RESULTS
A. Simulation Model and Parameters
The proposed fairness mechanism is simulated using NS2 [19] . It has been implemented over the author's earlier designed enhanced HCCA scheduler [11] for 802.11e WLAN. The channel capacity of mobile hosts is set at the same value of 11Mbps. In the simulation, 10 QSTAs and the base station (BS) are deployed in a 1000 meter x 1000 meter region for a simulation time of 50 seconds. All nodes have the same transmission range of 250 meters. The TCP upload traffics are sent from wireless stations. Finally, both the proposed TCP fairness mechanism for HCCA scheduler (TF-HCCA) and the TCP fairness scheme of EDCF (TF-EDCF) are compared [18] .
B. Performance Metrics
The following metrics are used to evaluate the performance:
Throughput: Throughput is taken as the average measured throughput at AP represented in Mbits per second
Buffer Size: It is the adaptive buffer size at the AP Delay: It is the average end-to-end delay occurred for transmitting the TCP Upload flows.
Packets Received: It is the average received throughput at AP represented in packets.
C. Results
Initially the TCP upload flows of the stations are varied as 2, 4, 6, 7, 8, 9 and 10 and the throughput and buffer size of AP are measured. Fig. 2 shows the buffer size of AP against the increase of upload flows for both the schemes. In TF-EDCF scheme, the buffer size remains constant for all the flows as it has fixed buffer. However, the buffer size is adaptively adjusted in the TF-HCCA scheme when the flows are increased which increases the efficiency of buffer occupancy when compared to TF-EDCF. Fig. 3 represents the average end-to-end delay of both the schemes. A clear increase in the delay can be observed as the upload flows increase in the case of TF-EDCF whereas there is a reduced delay in the case of TF-HCCA scheme. Subsequently, the throughput for various time intervals is measured. Fig. 5 illustrates the measured throughput at the AP for both the schemes. It can be seen that there is a clear linear increase in the throughput with the increase in time. This demonstrates that TF-HCCA scheme attains significant improvement in the throughput when compared to TF-EDCF.
VI. CONCLUSION
The fairness issue in IEEE 802.11e has received plenty of attention. However, a major part of that work was concerned with fairness at the MAC layer and the issue of TCP fairness yet needs to be attended to. TCP based cross-layer optimization approach for the HCCA scheduler encounters many challenges like unfairness problem of MAC layer resource and TCP path and bandwidth asymmetry problems. In this paper, an integrated approach is proposed to alleviate these problems. This approach is designed in four stages. In the first stage a mechanism for prioritization on AP is devised for using sufficient bandwidth allocation for TCP ACKs. In the second stage, a weighted fair assessment technique is provided to attain fair and efficient access provisioning. An ACK delaying technique to delay the TCP ACK packets of uplink flows to generate additional buffer space for downlink data transmission is dealt with in the third stage. This procedure ensures that the data transmission rate of uplink and downlink flows is maintained fairly. Finally, in the fourth stage of this technique an adaptive buffer size for AP is used instead of traditional fixed buffer size in order to avoid the effects of statistical multiplexing and buffer backlog. Thus this integrated approach maintains fairness in both MAC and TCP layers. As simulation results show the proposed approach attains better fairness for TCP upload flows with increased throughput.
