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Abstract
We study the convex relaxation of a polynomial optimization problem, maximizing a product
of linear forms over the complex sphere. We show that this convex program is also a relaxation of
the permanent of Hermitian positive semidefinite (HPSD) matrices. By analyzing a constructive
randomized rounding algorithm, we obtain an improved multiplicative approximation factor to
the permanent of HPSD matrices. We also propose an analog of Van der Waerden’s conjecture
for HPSD matrices, where the polynomial optimization problem is interpreted as a relaxation
of the permanent.
1 Introduction
We study the problem of maximizing a product of linear forms on the complex (n − 1)-sphere of
radius
√
n:
r(A) ≡ max
‖x‖2=n
n∏
i=1
|〈x, vi〉|2 (1)
Where A = V †V and vi are the columns of V . A natural convex relaxation of (1) is
max
n∏
i=1
v†iPvi s.t. Tr(P ) = n, P  0, (2)
which can be applied to approximating the permanent of a HPSD matrix. The permanent of a
matrix A ∈ Cn×n is defined as
per(A) =
∑
σ∈Sn
n∏
i=1
Ai,σ(i), (3)
where the sum is over all n! permutations of n elements. Computing the permanent exactly is
#P-hard [Val79], and approximation efforts have been focused on classes of matrices with compu-
tationally efficient certificates that the permanent is non-negative. For matrices with non-negative
entries, [JSV04] gave a randomized algorithm achieving an (1 + )-approximation. There has
been recent interest in approximating the permanent of HPSD matrices. [AGGS17] gave the first
polynomial-time algorithm for approximating the permanent of HPSD matrices with a simply ex-
ponential multiplicative approximation factor of n!nn e
−nγ , where γ is the Euler-Mascheroni constant.
Their algorithm is based on the following convex program relaxation of the permanent.
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Definition 1.1. Given a HPSD matrix A ∈ Cn×n, we define rel(A) as the solution to an optimiza-
tion problem:
rel(A) :=
{
min
∏n
i=1Dii
s.t. A  D, D is diagonal (4)
In this paper, we show that rel(A) is equivalent to the convex relaxation (2), and provide a new
analysis of how well rel(A) approximates per(A). As a corollary of our main result (Theorem 4.4),
we prove an improved approximation factor for all finite n.
Corollary 1.2. Given a HPSD matrix A ∈ Cn×n, rel(A) is an n!nn e−nLr -approximation to per(A):
n!
nn
e−nLr rel(A) ≤ per(A) ≤ rel(A)
Where r = O(
√
n), Lr = Hr−1 − log(r), and Hr =
∑r
k=1
1
k is the r-th harmonic number.
From the definition of the Euler-Mascheroni constant, limn→∞ Lr = γ. For any finite n, Lr < γ
and thus n!nn e
−nLr > n!nn e
−nγ . More precisely, using Proposition A.1, we can show that this is a
eO(
√
n) multiplicative improvement. [AGGS17] also constructed a series of matrices Ak such that
(rel(Ak)/ per(Ak)))
1/n → e1+γ as k → ∞. However since this result only rules out improvements
on the order of eO(n), it does not contradict Corollary 1.2.
In Section 3 we analyze the convex relaxation of (1), describe a rounding procedure and prove its
approximation factor. In Section 4 we prove Theorem 4.4. We first show that the convex relaxation
of r(A) is equivalent to rel(A). Then using the vector produced by the rounding procedure of the
relaxation, we construct a rank-1 matrix whose permanent lower bounds per(A), thus showing that
rel(A) also well-approximates per(A). Note that in [AGGS17] only the existence of this rank-1
matrix is shown, but in our analysis we provide an explicit construction. In Section 5 we explore
reasons why the convex relaxation of (1) is equivalent to rel(A). We conjecture that (1) is itself a
n!
nn approximation to per(A), explain why it is an analogue of Van der Waerden’s conjecture, and
show that it is implied by another long-standing permanent conjecture.
2 Preliminaries
For any x ∈ C, let x∗ be its complex conjugate, and |x|2 = xx∗. For any matrix A ∈ Cn×m, let
A† = (A∗)T be its conjugate transpose. Given a, b ∈ Cn, let 〈a, b〉 = a†b be the inner product
on the Hilbert space Cn, and ‖a‖2 = 〈a, a〉. Let SC(n) = {x ∈ Cn | ‖x‖2 = n} be the complex
sphere in n dimensions of radius
√
n. A matrix A is Hermitian if A = A†, and is Hermitian positive
semidefinite (HPSD) if in addition x†Ax ≥ 0 for all x ∈ C. We can also denote this as A  0. The
 operator induces a partial order called the Lo¨wner order, where A  B if A−B  0.
2.1 Circularly-Symmetric Gaussian Random Variables
In this paper we will use a few results involving vectors of circularly-symmetric complex valued
Gaussian variables.
Definition 2.1 (Circularly-symmetric Gaussian random vector). The complex-valued Gaussian
random variable Z = Zr + iZc is circularly-symmetric if Zr and Zc are i.i.d. drawn from N (0, 12).
The random vector Z = [Z1, . . . , Zn]
T is drawn from the distribution CN (0,Σ) if Zi are i.i.d.
circularly-symmetric Gaussians and E[ZZ†] = Σ.
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The name circularly-symmetric comes from the fact that Z is invariant under rotations in the
complex plane, meaning that eiθZ has the same distribution as Z for all real θ. All complex multi-
variate Gaussians in this paper are circularly symmetric. Similar to real multivariate Gaussians, a
linear transform on the random vector induces a congruence transform on the covariance matrix.
Proposition 2.2 (Linear transformations of complex multivariate Gaussians). Given Z ∼ CN (0,Σ)
and any complex matrix A, AZ is also circularly symmetric and has the distribution CN (0, AΣA†).
The proof of this proposition and more about complex multivariate Gaussians can be found in
[Gal]. In particular, this tells us that Z ∼ CN (0, I) is invariant under unitary transformations.
In the analysis of our rounding procedure, we use some results about the gamma distribution.
Fact 2.3 (Expectation of log of gamma random variable). Given X ∼ Gamma(α, β) drawn from
the gamma distribution, with density p(x;α, β) = Γ(α)−1βαxα−1e−βx. Then
E[logX] = ψ(α)− log(β),
where ψ(x) = ddx log Γ(x) is the digamma function.
This follows from the fact that the gamma distribution is an exponential family, and log x is a
sufficient statistic (see section 2.2 of [Kee10] for more details). Next we prove an useful identity.
Fact 2.4. Let [z1, . . . , zr]
T ∼ CN (0, Ir), Hn =
∑n
k=1
1
k be the n-th harmonic number and γ =
limn→∞(Hn − log n) be the Euler-Mascheroni constant. Then
E log
(
1
r
r∑
i=1
|zi|2
)
= Hr−1 − γ − log(r) = Lr − γ.
Proof.
∑r
i=1 2 |zi|2 is a chi-squared distribution with 2r degrees of freedom, which is equivalent to
Gamma
(
r, 12
)
. Using Fact 2.3, E log
(∑r
i=1 |zi|2
)
= ψ(r). Since ψ(1) = −γ by Gauss’s digamma
theorem, the recurrence relation of the gamma function shows that for all positive integers r,
ψ(r) = Hr−1 − γ.
Integrating a homogeneous polynomial over the complex sphere is equivalent to taking its ex-
pectation with respect to x ∼ CN (0, I), up to a correction factor. This factor can be found by
computing moments of a chi-squared distribution.
Fact 2.5. Let p(x) be a degree d homogeneous polynomial in n variables, µn(x) be the measure
associated with the random variable x ∼ CN (0, In). Then∫
Cn
|p(x)|2 dµn(x) = (n+ d− 1)!
nn(d− 1)!
∫
SC(n)
|p(x)|2 dx.
2.2 Permanent of HPSD Matrices
One remarkable property of the permanent of HPSD matrices is that it respects the Lo¨wner order.
See section 2.3 of [AGGS17] for a proof.
Proposition 2.6. If A  B  0, then per(A) ≥ per(B) ≥ 0.
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We can efficiently compute the permanent of rank-1 matrices. The following proposition imme-
diately follows from the definition of the permanent in (3).
Proposition 2.7. For any v ∈ Cn, per(vv†) = n!∏ni=1 |vi|2.
The permanent of HPSD matrices also has an integral representation using complex multivariate
Gaussians. See Section 4 of [Bar07] for more details and a proof.
Proposition 2.8. Let µn(x) be the measure associated with the random variable x ∼ CN (0, In),
and Sn−1C be the complex (n− 1)-sphere. For any HPSD A = V †V , where vi are the columns of V ,
per(A) =
∫
Cn
n∏
i=1
|〈vi, x〉|2 dµn(x) = (2n− 1)!
nn(n− 1)!
∫
SC(n)
n∏
i=1
|〈vi, x〉|2 dx.
3 Convex Relaxation and Rounding
In this section we analyze the convex relaxation and a natural rounding algorithm for maximizing
a product of linear forms over the complex sphere.
Lemma 3.1. Any A  0 can be factorized as A = V †V , where vi are the columns of V . Consider
he following pair of convex programs:
µ∗(A) ≡ min λn s.t.

V Diag(α)V †  λIn∏n
i=1 αi ≥ 1
αi > 0
(5)
ν∗(A) ≡ max
n∏
i=1
v†iPvi s.t.

Tr(P ) = n
P † = P
P  0
(6)
Then r(A) ≤ µ∗(A) = ν∗(A), thus the convex programs are relaxations of r(A) (see equation (1)).
Proof. Since (6) comes from taking the dual of (5) and has a strictly feasible solution, strong duality
holds and µ∗(A) = ν∗(A). If P = xx† is rank-1, then v†iPvi = |〈x, vi〉|2, thus in (6) the variable P
can be interpreted as the convex relaxation of the rank-1 constraint in (1).
Although (5) and (6) are not semidefinite programs in standard form, the geometric mean
constraint/objective in them can be converted to semidefinite constraints after a change of variables.
They can also be solved efficiently with convex programming techniques such as interior point
methods (see [VBW98]). Our main result is the analysis of a randomized rounding procedure
to the convex relaxation of the product of linear forms. This produces a vector that gives an
e−nLr -approximation to (1).
Theorem 3.2. Given a matrix A  0, let ν∗(A) be the optimum of (6), with optimum achieved by
P ∗ = UU †. Suppose P ∗ has rank r, therefore U ∈ Cn×r. If we produce a vector y ∈ SC(n) using
the following procedure:
1. Sample z ∈ Cr uniformly at random from the complex multivariate Gaussian CN (0, Ir)
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2. Return the normalized vector y =
√
nUz/ ‖Uz‖
Recalling that Lr = Hr−1 − log r, we have the following lower bound on the expected value of the
objective:
E
[
n∏
i=1
|〈vi, y〉|2
]
≥ e−nLrν∗(A)
Proof. We use Jensen’s inequality to bound the expectation:
E
[
n∏
i=1
n |〈vi, Uz〉|2
‖Uz‖2
]
= E
[
exp
(
n∑
i=1
(log |〈vi, Uz〉|2 − log z†U †Uz + log n)
)]
≥ exp
(
n∑
i=1
(E log |〈vi, Uz〉|2 − E log z†U †Uz + log n)
)
We can exactly compute the first expectation:
E log |〈vi, Uz〉|2 = log v†iUU †vi + E log
∣∣∣〈U †vi/ ∥∥∥U †vi∥∥∥ , z〉∣∣∣2
= log v†iUU
†vi + E log |z1|2
= log v†iP
∗vi − γ
Where the first equality follows from normalizing U †vi, the second equality follows from the rota-
tional symmetry of the complex multivariate Gaussian since U †vi/
∥∥U †vi∥∥ is a unit vector, and the
third equality follows from Fact 2.4 for r = 1. Let λ1, . . . , λr be the eigenvalues of U
†U . Then
E log z†U †Uz = E log
(
r∑
i=1
λi |zi|2
)
≤ E log
(
n
r
r∑
i=1
|zi|2
)
= Hr−1 − γ + log
(n
r
)
,
where the first equality follows from the invariance of the complex multivariate Gaussian under
unitary transformations (see Proposition 2.2), and the second equality follows from Fact 2.4. Next
we prove the inequality. Since Tr(U †U) = Tr(P ∗) = n, λ = (λ1, . . . , λr) lies on the scaled r-
simplex. The function f(λ) = Ez log
(∑r
i=1 λi |zi|2
)
is concave on the scaled r-simplex and is
symmetric with respect to all permutations of the coordinates of λ, therefore it is maximized when
all λi =
n
r . Finally we put the above together, along with the fact that
∏n
i=1 v
†
iP
∗vi = ν∗(A), to
prove the theorem.
4 Approximating the Permanent
We present a new analysis of the relaxation of the permanent of HPSD matrices in [AGGS17]. First
we show that rel(A) is a relaxation of per(A).
Lemma 4.1. Given any A  0,
per(A) ≤ rel(A).
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Proof. Using the monotonicity of the permanent with respect to the Lo¨wner order (Proposition
2.6), A  D implies that per(A) ≤ per(D). Since D is diagonal, per(D) = ∏iDii, showing that
the permanent is always bounded by rel(A).
Next we show that rel(A) is equivalent to the convex relaxation of (1).
Lemma 4.2. Recall that µ∗(A) = ν∗(A) is the optimal value of the convex relaxation in Lemma
3.1. Then
rel(A) = µ∗(A) = ν∗(A).
Proof. By a scaling argument, the optimum of (5) is achieved when
∏
i αi = 1. Taking Schur’s
complements, V Diag(α)V †  λIn is equivalent to λDiag(α)−1  V †V = A. Thus by making the
substitution Dii = λ/αi and noting that
∏
iDii = λ
n, we show that rel(A) = µ∗(A).
The following lemma shows that given any vector y ∈ SC(n) returned by the rounding algorithm,
we can construct a lower bound on per(A).
Lemma 4.3. Given HPSD A = V †V ∈ Cn×n, where vi are columns of V , and a vector y ∈ SC(n),
per(A) ≥ n!
nn
n∏
i=1
|〈vi, y〉|2 .
Proof. Since ‖y‖2 = n, yy†  nI and V †yy†V  nV †V . Thus nn per(V †yy†V ) ≤ per(V †V ) =
per(A). Since V †yy†V is a rank-1 matrix, its permanent is n!
∏
i |〈vi, y〉|2 by Proposition 2.7.
Now we can state our result about approximating the permanent of a HPSD matrix.
Theorem 4.4. Given a HPSD matrix A ∈ Cn×n, rel(A) is a relaxation of per(A) computable in
polynomial-time by convex programs (5) or (6). Let r be the rank of P ∗, the solution to (6). Then
rel(A) is an n!nn e
−nLr -approximation to per(A):
n!
nn
e−nLr rel(A) ≤ per(A) ≤ rel(A) (7)
We can now prove Corollary 1.2.
Proof of Corollary 1.2. Given a solution P ∗ to (6), any HPSD matrix P that satisfy the n + 1
equalities v†iPvi = v
†
iP
∗vi and Tr(P ) = n will have the same objective value as P ∗. Using a rank
reduction result for Hermitian linear matrix inequalities [AHZ08], we can find in polynomial time
an optimal solution P ∗ with rank(P ∗) ≤ O(√n). We then apply Theorem 4.4.
Finally we prove Theorem 4.4.
Proof of Theorem 4.4. We use the vector y produced in the rounding procedure in Theorem 3.2 to
construct a rank-1 matrix V †yy†V . We then compare the permanent of this matrix to per(A) and
rel(A):
n!
nn
e−nLr rel(A) 1= n! e−nLrν∗(A)
2≤ n! E
[
n∏
i=1
|〈vi, y〉|2
]
3≤ per(A) 4≤ rel(A)
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1. Apply Lemma 4.2.
2. Apply Theorem 3.2.
3. Lemma 4.3 shows that for any vector y ∈ SC(n), per(A) ≥ n!nn
∏n
i=1 |〈vi, y〉|2. This is also true
when taking an expectation of any distribution supported on SC(n).
4. Apply Lemma 4.1.
5 A Conjecture
Our analysis of rel(A) was inspired by the optimization problem (1), maximizing a product of linear
forms over the complex sphere. We conjecture that the exact solution to this optimization problem
is a tighter relaxation of the permanent.
Conjecture 5.1. Given A = V †V , where vi are the columns of V , recall that r(A) is the maximum
of a product of linear forms as defined in (1). Then
n!
nn
r(A) ≤ per(A) ≤ r(A). (8)
If the matrix A is scaled so that r(A) = 1, then (8) is exactly the same bounds given by the
Van der Waerden’s conjecture for doubly stochastic matrices (this conjecture turned out to be true,
see for example [Gur08] for a proof). The lower bound follows from Lemma 4.3, but the upper
bound cannot be proven by naively applying Proposition 2.8 and bounding the integral over the
complex sphere by its maximum. However, we can show that the upper bound is implied by another
conjecture on permanents:
Conjecture 5.2 (Pate’s conjecture [Pat84]). Given any n× n HPSD matrix A, let A⊗ Jk be the
Kronecker product of A with the k × k all-ones matrix. Then
per(A⊗ Jk) ≥ per(A)k(k!)n. (9)
Using the integral representation of the permanent (Proposition 2.8), we can write (9) as:
E
x∼CN (0,In)
[
n∏
i=1
|〈vi, x〉|2k
]1/k
≥ per(A) E
x∼CN (0,In)
[
n∏
i=1
|xi|2k
]1/k
Since both expectations are taken over homogeneous polynomials of degree d, we can apply Fact
2.5, take k →∞ and get:
max
‖x‖2=n
n∏
i=1
|〈vi, x〉|2 ≥ per(A) max
‖x‖2=n
n∏
i=1
|xi|2 = per(A).
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6 Discussion and Conclusion
There are a few interesting directions that stem from this work. Since Theorem 4.4 only depends
on the rank of the solution P ∗, if we can find classes of matrices of increasing size where rank(P ∗)
is bounded, then we can prove a better approximation factor for these matrices. For example, it is
easy to show that rank(P ∗) ≤ rank(A). For random A (i.e. drawn from the Gaussian orthogonal
ensemble), numerical experiments suggest that rank(P ∗) is very small compared to n. One might
also ask if we can construct sequences of matrices Ak of increasing size but with fixed rank r,
where (rel(Ak)/ per(Ak))
1/n → e1+Lr . This is related to the question called the linear polarization
constant of Hilbert spaces, see [PR04] for such a construction and its analysis.
The main result of this paper uses the connection between the permanent and the optimization
of a product of linear forms over the sphere (1). However we do not know of any hardness results
for this optimization problem. We also proposed Conjecture 5.1 which would explain why this
optimization problem is intimately related to the permanent. Better understanding of this problem
may lead to insights about the permanent of HPSD matrices.
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A Asymptotics of the Approximation Factor
Proposition A.1. For all positive integers r,
1
2r
< γ − Lr < r + 2
2r(r + 1)
. (10)
Proof. It is easy to see that (10) follows from
1
2(r + 1)
< Hn − log(r)− γ < 1
2r
.
From Figure 1, we can see that Hn−log(r)−γ =
∑∞
k=r ∆k. The upper bound is given by computing
the sum of the areas of the larger triangles:
∞∑
k=r
∆k <
∞∑
k=r
1
2
(
1
k
− 1
k + 1
)
=
∞∑
k=r
1
2k(k + 1)
=
1
2r
The lower bound is given by computing the sum of the areas of the smaller triangles:
∞∑
k=r
∆k >
∞∑
k=r
1
2
1
(k + 1)2
>
∞∑
k=r
1
2(k + 1)(k + 2)
=
1
2(r + 1)
9
...
r r + 1 r + 2
∆r
∆r+1
y = 1x
Figure 1: Illustration of the asymptotics of Lr. ∆r is the area between the curve y =
1
x and
the rectangle of height 1r+1 . The lower dotted lines are tangent to the curve at r + 1 and r + 2
respectively
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