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This paper presents a new algorithm for the absolute factorization
of parametric multivariate polynomials over the ﬁeld of rational
numbers. This algorithm decomposes the parameters space into
a ﬁnite number of constructible sets. The absolutely irreducible
factors of the input parametric polynomial are given uniformly
in each constructible set. The algorithm is based on a parametric
version of Hensel’s lemma and an algorithm for quantiﬁer elimi-
nation in the theory of algebraically closed ﬁeld in order to reduce
the problem of ﬁnding absolute irreducible factors to that of
representing solutions of zero-dimensional parametric polynomial
systems. The complexity of this algorithm is single exponential in
the number n of the variables of the input polynomial, its degree d
w.r.t. these variables and the number r of the parameters.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A polynomial with coeﬃcients in a ﬁeld K is said to be absolutely irreducible if it is irreducible
over an algebraic closure K of K , this is equivalent to that it is irreducible over all algebraic extensions
of K . Its absolute factorization is its unique decomposition into a product of absolutely irreducible
factors.
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608 A. Ayad / Advances in Applied Mathematics 45 (2010) 607–623A parametric multivariate polynomial is a polynomial F ∈ Q[u1, . . . ,ur][X0, . . . , Xn] whose polyno-
mial coeﬃcients (over Q) in the variables u = (u1, . . . ,ur) (the parameters). In this paper, we suppose
that the parameters are algebraically independent over Q, therefore all coeﬃcients of parametric mul-
tivariate polynomials are algebraically independent over Q (see the second paragraph of Section 3.4
for the general case).
The main goal of the paper is to compute the absolute factorization of a parametric multivariate
polynomial F uniformly for different values of the parameters in the set P = Qr which we call the
parameters space (see below and Example 1.6). In the sequel, let us adopt the following notation:
for a polynomial g ∈ Q(u1, . . . ,ur)[X0, . . . , Xn] and a value a = (a1, . . . ,ar) ∈ P of the parameters, we
denote by g(a) the polynomial of Q[X0, . . . , Xn] which is obtained by specialization of u by a in the
coeﬃcients of g if their denominators do not vanish on a.
Deﬁnition 1.1. A Parametric Absolutely Irreducible Factor (PAIF) of a parametric multivariate polyno-
mial F ∈ Q[u1, . . . ,ur][X0, . . . , Xn] is a 3-tuple (W , φ,G) where W is a constructible subset of P ,
φ ∈ Q(u)[C] (C is a new variable) and G ∈ Q(C,u1, . . . ,ur)[X0, . . . , Xn] is a parametric multivariate
polynomial with rational coeﬃcients in C and u1, . . . ,ur . This 3-tuple does satisfy the following prop-
erties:
• All rational functions coeﬃcients of φ in Q(u) are well-deﬁned on W .
• For any a ∈ W , there exists c ∈ Q, a root of φ(a) ∈ Q[C] such that the denominators of the coeﬃ-
cients of G do not vanish on (c,a) and G(c,a) is an absolutely irreducible factor of F (a) .
Remark 1.2. Recall that in symbolic computation, the absolute factorization of a polynomial over
a ground ﬁeld K requires also to compute a primitive extension K [α] of K (represented by the min-
imal polynomial of α over K ) that contains all coeﬃcients of all the absolutely irreducible factors of
the polynomial to be factored. For this reason, PAIFs contain a polynomial φ which deﬁnes paramet-
rically the algebraic extension of Q where the coeﬃcients of G belong to, i.e., for any a ∈ W , there
exists c ∈ Q such that G(c,a) ∈ Q(c)[X0, . . . , Xn] and the minimal polynomial of c over Q is a divisor
of φ(a) in Q[C].
Deﬁnition 1.3. A Parametric Absolute Factorization (PAF) of a parametric multivariate polynomial
F ∈ Q[u1, . . . ,ur][X0, . . . , Xn] is a tuple (W , φ,G1, . . . ,Gs) where s is a given integer, W is a con-
structible subset of P , φ ∈ Q(u)[C] and for all 1  j  s, G j ∈ Q(C,u1, . . . ,ur)[X0, . . . , Xn] is a
parametric multivariate polynomial with rational coeﬃcients in C and u1, . . . ,ur . This tuple does
satisfy the following properties:
• All rational functions coeﬃcients of φ in Q(u) are well-deﬁned on W .
• For any a ∈ W , there exists c ∈ Q, a root of φ(a) ∈ Q[C] such that for all 1 j  s, the denomina-
tors of the coeﬃcients of G j do not vanish on (c,a) and
F (a) = G(c,a)1 · · ·G(c,a)s
is the absolute factorization of F (a) .
Remark 1.4. Let (W , φ,G1, . . . ,Gs) be a PAF of a parametric multivariate polynomial F ∈ Q[u1, . . . ,
ur][X0, . . . , Xn]. Then G1, . . . ,Gs are the unique polynomials in Q(C,u1, . . . ,ur)[X0, . . . , Xn] such that
for all 1 j  s, (W , φ,G j) is a PAIF of F (for ﬁxed W and φ). Therefore, the number of absolutely
irreducible factors of F is constant in W .
The main theorem of the paper ensures that we can cover all values of the parameters as fol-
lows:
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. . . , Xn] coded by dense representation (i.e., all monomials up to a certain degree are represented with their
coeﬃcients, including those which are zeroes), computes a ﬁnite number of PAFs (W, φ,G1, . . . ,Gs) of F such
that the constructible sets W form a partition of the parameters space P .
In addition, the algorithm of Theorem 1.5 computes bounds on the number of the elements of
the partition, the degrees and the binary lengths of the output polynomials. Its complexity is sin-
gle exponential in n, r and d where d is an upper bound on the degree of F w.r.t. X0, . . . , Xn (see
Theorem 3.19 for more details). This algorithm is based on a parametric version of Hensel’s lemma
and an algorithm for quantiﬁer elimination in the theory of algebraically closed ﬁeld [5] in order to
reduce the problem of ﬁnding absolute irreducible factors to that of representing solutions of zero-
dimensional parametric polynomial systems [8,9]. The approach presented in this paper is a follow-up
of that of [1], which we extend in two main directions:
• ﬁrst, we introduce the notions of PAIF and PAF to clarify the lecture of the paper;
• and second, as it is explained in Remark 1.2, a PAIF of a parametric multivariate polynomial
F computes a primitive extension of Q which contains all the coeﬃcients of the absolutely
irreducible factor of F . While in [1], these coeﬃcients belong to some algebraic extension
Q(c1, . . . , cs) of Q. The result in this paper is obtained by applying an algorithm for solving zero-
dimensional parametric polynomial systems.
Example 1.6. Let the following parametric bivariate polynomial
F = (u2 + v)X2 + uXY + v X + uY + v ∈ Q[u, v][X, Y ].
The algorithm computes 3 PAFs of F as follows:
⎧⎪⎪⎨
⎪⎪⎩
W1 =
{
u2 + v = 0},
φ1 = 0,
G1 = X + 1,
G2 = uY + v,
⎧⎨
⎩
W2 =
{
u2 + v = 0, u = 0},
φ2 = 0,
G1 = F ,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
W3 =
{
u = 0, v = 0},
φ3 = C3 − 1,
G1 = v(X − C),
G2 = X − C2.
This reads as follows: for any (a,b) ∈ W1, the absolute factorization of F (a,b) is given by F (a,b) =
(X + 1)(aY + b). For any (a,b) ∈ W2, F (a,b) is absolutely irreducible. For any (a,b) ∈ W3, there ex-
ists c, a cubic primitive root of the unity (i.e., a root of the polynomial φ(a,b)3 = C3 − 1 according to
Deﬁnition 1.3) such that F (a,b) = b(X − c)(X − c2) is the absolute factorization of F (a,b) . Note that the
three constructible sets W1,W2 and W3 form a partition of C2 according to Theorem 1.5.
The paper is organized as follows: Section 2 presents some useful intermediate algorithms which
will be used in the main algorithm of the paper. This includes Hensel’s lemma (Section 2.1), the
Chistov–Grigoriev algorithm [5] for quantiﬁer elimination in the theory of algebraically closed ﬁeld
(Section 2.2) and the algorithm of [3,2] for solving zero-dimensional parametric polynomial systems
(Section 2.3). Section 3 describes the main algorithm of the paper. First in Section 3.1, we give a ﬁrst
partition of the parameters space into constructible sets, each one with a linear transformation of
the variables of F such that the polynomial obtained after the linear change satisﬁes the conditions
of Hensel’s lemma. Then Section 3.2 applies Hensel’s lemma to this polynomial and computes a sec-
ond partition of the parameters space by an algorithm for quantiﬁer elimination in the theory of
algebraically closed ﬁelds. This reduces the computations of PAFs of F to the representations of solu-
tions of zero-dimensional parametric polynomial systems which will be done in Section 3.3 using the
algorithm of Section 2.3.
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2.1. Hensel’s lemma
Let K be a ﬁeld, RN = K [Y1, . . . , Yn]/((Y1, . . . , Yn)N ) for any integer N , 1  N < ∞ and R∞ =
K [Y1, . . . , Yn] where Y1, . . . , Yn are algebraically independent over K and (Y1, . . . , Yn) is the polyno-
mial ideal spanned by Y1, . . . , Yn . We recall here a multivariate version of Hensel’s lemma [11,6,7]:
Lemma 2.1. Let N > 1 be an integer and G ∈ RN [X] be a univariate polynomial with coeﬃcients in RN which
satisﬁes the following two conditions:
• (H1): lcX (G) = 1, i.e., G is monic w.r.t. X .
• (H2): G0(X) = G(X,0, . . . ,0) is separable in K [X].
Then for any decomposition of G0 in the form G0 = G(1)0 · · ·G(s)0 where G(1)0 , . . . ,G(s)0 ∈ K [X] are monic, the
following property holds: for any multi-index I = (i1, . . . , in) ∈ Nn such that |I| = i1 +· · ·+ in > N  1, there
exist unique polynomials G(1)I , . . . ,G
(s)
I ∈ K [X] which satisfy:
• deg(G( j)I ) < deg(G( j)0 ) for all |I| 1 and 1 j  s.• In the completion of RN [X] w.r.t. (Y1, . . . , Yn), i.e., the ring K [X][[Y1, . . . , Yn]] of ordinary power series
in Y1, . . . , Yn over K [X], one has the decomposition:
G = G1 · · ·Gs where G j = G( j)0 +
∑
|I|1
G( j)I Y
I , 1 j  s. (1)
Proof. See e.g., page 1774 of [7] and page 1848 of [6]. 
Remark 2.2. Under the hypotheses of Lemma 2.1, let us write G in the form: G = G0 +∑|I|1 GI Y I
where GI ∈ K [X] and deg(GI ) < deg(G0) for all |I| 1 according to (H1). Then Eq. (1) is equivalent
to the following equations:
GI =
∑
1 js
G(1)0 · · ·G( j−1)0 G( j)I G( j+1)0 · · ·G(s)0 + HI , |I| 1, (2)
where HI ∈ K [X] and the coeﬃcients of HI ∈ K [X] are polynomial functions of those of the polynomi-
als G(1)J , . . . ,G
(s)
J for all multi-index J such that | J | < |I| (e.g. when s = 2, HI =
∑
1| J |<|I| G
(1)
I G
(2)
I− J ).
Let d = degX (G) = deg(G0). For ﬁxed multi-index I , the coeﬃcients of G(1)I , . . . ,G(s)I construct
a vector of Kd which is the unique solution of the linear system Bx = bI given by (2), where B is
d × d matrix with entries that only depend on the coeﬃcients of G(1)0 , . . . ,G(s)0 (B is nonsingular by
unicity of G(1)I , . . . ,G
(s)
I in Lemma 2.1). The second member bI depends on the coeﬃcients of GI
and HI . Note that in case s = 2, we get B = Sylv(G(1)0 ,G(2)0 ) is the well-known Sylvester matrix of G(1)0
and G(2)0 .
The following theorem proves that the coeﬃcients of G(1)I , . . . ,G
(s)
I are in fact rational functions
in those of G(1)0 , . . . ,G
(s)
0 . It also establishes bounds on the degrees and the binary lengths (see Def-
inition 2.3) of these rational functions. In order to set and prove this theorem, one has to introduce
some notations with the following deﬁnition:
Deﬁnition 2.3. For an integer a ∈ Z \ {0}, let a = (−1)∑0in ai2i be its binary representation such
that an = 1 and ai ∈ {0,1}. The binary length of a, denoted by l(a), is deﬁned by: l(a) = n + 1 =
log2 |a| + 1 log2 |a| + 1, l(0) = 1 where ∗ is the integer part of ∗.
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its denominator in Z.
The binary length of a polynomial f ∈ Q[X1, . . . , Xn], denoted by l( f ), is the maximum of the
binary lengths of its coeﬃcients in Q.
Notations. Under the hypotheses of Lemma 2.1, let us adopt the following notations: for any 1 j  s,
let k j = deg(G( j)0 ) then d =
∑
1 js k j . We write
G( j)0 = Xk j +
∑
0i<k j
α
( j)
i X
i, G( j)I =
∑
0i<k j
α
( j,I)
i X
i and GI =
∑
0i<d
vi,I X
i, |I| 1.
Theorem 2.4. Under the hypotheses of Lemma 2.1, Remark 2.2 and the above notations, for any multi-index
I such that |I| 1, the coeﬃcients of G(1)I , . . . ,G(s)I are rational functions in the coeﬃcients of G(1)0 , . . . ,G(s)0
and the coeﬃcients of G and they are given by the formula:
α
( j,I)
i =
P ( j,I)i
(det(B))2|I|−1
, 1 j  s, 0 i < k j, (3)
where P ( j,I)i are polynomials (over the prime subﬁeld of K ) in the variables α
( j)
i and vi,I . Moreover,
• deg
α
( j)
i
(P ( j,I)i )  (2|I| − 1)(d − 1)(s − 1), degα( j)i (det(B))  (d − 1)(s − 1) and degvi,I (P
( j,I)
i ) 
(2|I| − 1)(s − 1).
• If K = Q and L is an upper bound of the binary length of G then that of P ( j,I)i is bounded by
sL + (2|I| − 1)(d − 1)(s − 1).
Proof. We prove the theorem just for the case s = 2, the general case is analogous. For s = 2, we
prove the above bounds by induction on |I| as follows:
• For |I| = 1, we apply Cramer formulas on the linear system Bx = bI where B is the Sylvester
matrix of G(1)0 and G
(2)
0 and bI is constructed here just by the coeﬃcients vi,I of GI , we get
α
( j,I)
i = det()det(B) where  is the matrix obtained from B by replacing a certain column (that cor-
responds to j and i) by the vector bI . In this case P
( j,I)
i = det() satisﬁes the bounds of the
theorem.
• Let us suppose by induction that the bounds hold for all multi-indexes J such that | J | < |I| and
let us prove them for I . By Eq. (2), the entries of bI are given by:
bd−1 = vd−1,I and bk = vk,I −
∑
1| J |<|I|
∑
0lk
α
(1, J )
l α
(2,I− J )
k−l , 0 k d − 2.
By the induction hypothesis, we get for all 0 k d − 2:
bk = 1(
det(B)
)2|I|−2
(
vk,I
(
det(B)
)2|I|−2 − ∑
1| J |<|I|
∑
0lk
P (1, J )l P
(2,I− J )
k−l
)
.
Again Cramer formulas give α( j,I)i = det()det(B) , we expand det() along the column bI :
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∑
0kd−1
(−1)kbk det(Bk) = (−1)d−1 vd−1,I det(Bd−1)
+ 1(
det(B)
)2|I|−2
∑
0kd−2
(−1)k
×
(
vk,I
(
det(B)
)2|I|−2 − ∑
1| J |<|I|
∑
0lk
P (1, J )l P
(2,I− J )
k−l
)
det(Bk)
where each Bk is a (d − 1) × (d − 1) minor of B . Hence we can write each α( j,I)i in the form (3)
with
deg
α
( j)
i
(
P ( j,I)i
)
max
{(
2|I| − 2+ 1)(d − 1), (2| J | − 1)(d − 1)
+ (2|I − J | − 1)(d − 1) + (d − 1)}

(
2|I| − 1)(d − 1)
degvi,I
(
P ( j,I)i
)
max
{
1,
(
2| J | − 1)+ (2|I − J | − 1)} (2|I| − 1).
The binary length of P ( j,I)i is bounded by
max
{
L + (2|I| − 2+ 1)(d − 1),2L + (2|I| − 1)(d − 1)} 2L + (2|I| − 1)(d − 1). 
2.2. Quantiﬁer elimination in the theory of algebraically closed ﬁelds
Let K be a ﬁeld, a quantiﬁed formula φ over K with free variables u1, . . . ,ur is deﬁned by:
φ = φ(u1, . . . ,ur) = (Q 1X1) · · · (QnXn)F(X1, . . . , Xn,u1, . . . ,ur)
where Q i ∈ {∃,∀} and F is a quantiﬁer free formula involving polynomials in K [u1, . . . ,ur, X1, . . . , Xn].
This is called the prenex normal form of φ. The variables X1, . . . , Xn are called bound variables. The
K -realization of a formula φ, denoted by R(φ, Kr) is the set of a = (a1, . . . ,ar) ∈ Kr such that the
formula φ(a) obtained by specialization of the free variables u1, . . . ,ur by a is satisﬁed, two formulas
φ and ψ with the same free variables u1, . . . ,ur are K -equivalent if R(φ, Kr) = R(ψ, Kr).
Deﬁnition 2.5. A constructible subset of Kr , deﬁned over K , is the K -realization of a quantiﬁer free
formula with coeﬃcients in K .
The quantiﬁer elimination procedure returns to compute quantiﬁer free formulas K -equivalent to
quantiﬁed formulas with coeﬃcients in K . This is related to the decision problem for emptyness of
algebraic varieties and constructible sets.
The ﬁrst single exponential complexity bound in n and double exponential in m has been realized
by Chistov and Grigoriev [5], i.e., in the form (kd)O (n+r)2m+2 .
2.2.1. The Chistov–Grigoriev algorithm
In this algorithm [5], the ground ﬁeld K is a ﬁnite extension of purely transcendental extension of
its prime subﬁeld, i.e., K = H(T1, . . . , Tl)[η] where H = Q if char(K ) = 0 and H ⊇ Fp is a ﬁnite exten-
sion of suﬃciently large cardinality if char(K ) = p > 0 is a prime number. The variables T1, . . . , Tl are
algebraically independent over H , η is algebraic, separable over the ﬁeld H(T1, . . . , Tl) with a minimal
polynomial χ ∈ H(T1, . . . , Tl)[Z ]. We show here the inputs, the outputs, the total binary complexity
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Let us consider a quantiﬁed formula in the form:
Φ(u1, . . . ,ur) = (∃X1) · · · (∃Xn)
( ∧
1ik
f i = 0∧ g = 0
)
where f i, g ∈ K [u1, . . . ,ur, X1, . . . , Xn] of degrees not exceeding d (resp. δ) w.r.t. X1, . . . , Xn (resp.
u1, . . . ,ur ). The variables u1, . . . ,ur are the free variables of Φ . These polynomials are coded by
dense representation by their vector of coeﬃcients in H . Their degrees w.r.t. T1, . . . , Tl do not ex-
ceed an integer d2 and their binary lengths are less than an integer L2. In addition, we suppose that
the degree of χ w.r.t. T1, . . . , Tl does not exceed an integer d1 and its binary length is less than an in-
teger L1. Then the algorithm constructs a quantiﬁer free formula Ψ (u1, . . . ,ur), which is K -equivalent
to Φ(u1, . . . ,ur) and deﬁned by
Ψ (u1, . . . ,ur) =
∨
1iα
( ∧
1 jβ
(Pi, j = 0) ∧ (Ri = 0)
)
where α,β  δ(kd)O (n2r) . For any 1  i  α and 1  j  β , the polynomials Pi, j, Ri ∈ K [u1, . . . ,ur]
satisfy the following bounds:
• degu(Pi, j) δ(kd)4(n+r+2)(2n+3) and degu(Ri) δ(3kd)2n+3.
• degT1,...,Tl (Pi, j) δd2dO (1)1 (kd)O (n
2r) and degT1,...,Tl (Ri) δd2d
O (1)
1 (kd)
O (n) .
• The binary length of Pi, j is bounded by (L1 + L2 + (n + r + l) log2 d2)δdO (1)1 (kd)O (n
2r) .
• The binary length of Ri is bounded by (L1 + L2 + (n + r + l) log2 d2)δdO (1)1 (kd)O (n) .
The number of operations of this algorithm does not exceed
(d1d2)
O (n+r+l)(kd)O (n(n+r)(n+r+l))
and its total binary complexity is
(pδL1L2)
O (1)(d1d2)
O (n+r+l)(kd)O (n(n+r)(n+r+l)).
2.3. Solving zero-dimensional parametric polynomial systems
A parametric algebraic system of polynomial equations over Q is a ﬁnite set of parametric multi-
variate polynomials F1, . . . , Fk ∈ Q[u][X1, . . . , Xn]. Solving such a system amounts to determining the
values of the parameters in P for which the associated polynomial systems have solutions in Qn (we
call them consistent systems), this can be done by the algorithm of Section 2.2. However, for con-
sistent systems, one has to describe their solutions uniformly in these values of the parameters (see
below). For the complexity analysis aims, we suppose that the degrees of F1, . . . , Fk w.r.t. X1, . . . , Xn
(resp. u) do not exceed d (resp. an integer δ). In addition, we suppose that their binary lengths are
less than an integer L.
Grigoriev and Vorobjov [8] (also Montes [9]) give algorithms for solving zero-dimensional para-
metric polynomial systems which are based on the computation of parametric Gröbner bases. If d is
an upper bound on the degrees of F1, . . . , Fk w.r.t. X1, . . . , Xn , the complexity bound of the algorithm
of [8] is dO (n
2r) .
In [3] (see also [2]), we have described an algorithm for solving zero-dimensional parametric sys-
tems of polynomial homogeneous equations. This algorithm decomposes the subset U of P (where
the associated systems are zero-dimensional) into at most (δd)O (n
2r2) constructible sets such that for
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the following properties:
• The multisets of the multiplicities and the number of the solutions of the associated systems are
constant in W and they are computed by the algorithm.
• All rational functions coeﬃcients of φ,ψ1, . . . ,ψn are well-deﬁned on W .
• For any a ∈ W , the solutions of the associated system (i.e., after specialization of u by a) are given
by the following parametric polynomial univariate representation:
φ(a)(c) = 0,
⎧⎪⎨
⎪⎩
X1 = ψ(a)1 (c)
...
Xn = ψ(a)n (c).
• The degrees of the equations and inequations that deﬁne W are equal to δO (r)dO (n2r) . Their binary
lengths are less than LδO (r)dO (n
2r) .
• For any 1 j  n, the degrees of φ and ψ j w.r.t. C (resp. u) are less than (nd)n (resp. δO (r)dO (n2r)).
Their binary lengths are equal to LδO (r)dO (n
2r) .
The number of arithmetic operations of the algorithm is δO (r
2)dO (n
2r2) and its binary complexity is
LO (1)δO (r
2)dO (n
2r2) .
3. The computation of PAFs of parametric multivariate polynomials
Let F ∈ Q[u1, . . . ,ur][X0, . . . , Xn] be a parametric multivariate polynomial. This section will prove
Theorem 1.5 of the introduction, i.e., we give a method for computing a ﬁnite number of PAFs of the
polynomial F that cover the parameters space.
First we restrict ourself to the case when each coeﬃcient of F is a parameter, i.e., we can write F
in the form:
F =
∑
|I|d
uI X
I
where I = (i0, . . . , in) ∈ Nn+1, |I| = i0 + · · · + in is the norm of I and X I = Xi00 · · · Xinn . The variables
(uI )|I|d are the parameters u = (u1, . . . ,ur) of F where d is an upper bound on the degree of F
w.r.t. X0, . . . , Xn (see the ﬁrst paragraph of Section 3.4 for the general case). We introduce the set
Qd[X0, . . . , Xn] = {h ∈ Q[X0, . . . , Xn], deg(h) = d} of polynomials of degrees exactly d w.r.t. X0, . . . , Xn .
There is a natural bijection between this set and the set
P = (Q(n+dn ) \ {(0, . . . ,0)})× Q(n+dn+1)
which will be the parameters space. The ﬁrst factor corresponds to the monomials (in X0, . . . , Xn) of
degrees d, the second factor corresponds to those of degrees strictly less than d.
3.1. Preparing the input polynomial to Hensel’s lemma
For any a ∈ P , the polynomial F (a) ∈ Q[X0, . . . , Xn] does not necessary satisfy the condition (H1)
of Lemma 2.1. The following lemma overcomes this problem.
Lemma 3.1. There is an algorithm which decomposes P into (d + 1)n constructible sets V pairwise dis-
joint such that for each set V , the algorithm computes a Q-linear transformation of variables X, Y1, . . . , Yn,
i.e., the algorithm computes an (n + 1) × (n + 1) nonsingular matrix T with coeﬃcients in Q such that
A. Ayad / Advances in Applied Mathematics 45 (2010) 607–623 615(X0, . . . , Xn)tr = T (X, Y1, . . . , Yn)tr . The polynomial G ∈ Q(u)[X, Y1, . . . , Yn] obtained from F by applying
the linear transformation T , satisﬁes the following properties:
• The rational functions coeﬃcients of G in Q(u) are well-deﬁned on V .
• For each specialization a ∈ V of the parameters, the polynomial G(a) ∈ Q[X, Y1, . . . , Yn] fulﬁlls the con-
ditions (H1) and (H2) of Lemma 2.1.
• Moreover, degu(G) = 1, degX (G) = d, degY (G) d and the binary length of G is less than d log2(d). The
binary lengths of the coeﬃcients of the linear transformation are less than log2 d.
• The constructible set V is deﬁned by equations and inequations of degrees 1 with coeﬃcients in Q which
have binary lengths less than d log2(d).
The algorithm is done with (d + 1)2n+1 operations in Q. Its binary complexity is bounded by
(d + 1)2n+1 log2(d).
To prove Lemma 3.1, we need some notations and intermediate results. For each couple (a, T )
where a ∈ P and T is an (n+ 1) × (n+ 1) matrix with coeﬃcients in Q, we associate the polynomial
G(a,T ) ∈ Q[X, Y1, . . . , Yn] deﬁned by:
G(a,T )(X, Y1, . . . , Yn) = F (a)
(
T (X, Y1, . . . , Yn)
)
(4)
i.e., G(a,T ) is obtained from F (a) by the linear change T of the variables X0, . . . , Xn . We begin by
recalling three technical lemmas: Lemma 3.2 which is known as the Zippel–Schwartz lemma (see e.g.,
[10,4]), Lemma 3.3 which deals with some properties of the binary length operator and Lemma 3.4
which gives the complexity of evaluation of multivariate polynomials (see e.g., [10]):
Lemma 3.2. Let K be a ﬁeld and h ∈ K [X1, . . . , Xn] be a nonzero polynomial of degree d. Then for any ﬁ-
nite set {b0, . . . ,bd} of pairwise distinct elements of K , there exists (t1, . . . , tn) ∈ {b0, . . . ,bd}n such that
0 = h(t1, . . . , tn) ∈ K .
Proof. By induction on n. The property is true for n = 1 by the fact that a nonzero univari-
ate polynomial of degree d has at most d roots in K . We suppose that this property is true for
n − 1 and we prove it for n. We write h as a univariate polynomial in Xn with coeﬃcients in
K [X1, . . . , Xn−1] such that at least one of its coeﬃcients is nonzero. By the induction hypothesis,
there exists (t1, . . . , tn−1) ∈ {b0, . . . ,bd}n−1 such that h(t1, . . . , tn−1, Xn) is nonzero in K [Xn] of degree
 d. Thus there exists tn ∈ {b0, . . . ,bd} such that h(t1, . . . , tn) = 0. 
Lemma 3.3. The binary length of the sum (resp. product) of two polynomials f , g ∈ Q[X1, . . . , Xn] is less than
the maximum (resp. sum) of their binary lengths.
Proof. See e.g., Chapter 2 of [10]. 
Lemma 3.4. Let K be a ﬁeld and h ∈ K [X1, . . . , Xn] be a nonzero polynomial of degree d and (t1, . . . , tn) ∈
Kn. Then the computation of h(t1, . . . , tn) ∈ K is done with
(n+d
n
)
 (d + 1)n operations in K . In addition, if
K = Q and the binary lengths of h and ti are less than an integer L for all 1 i  n then the binary length of
h(t1, . . . , tn) is less than (L + 1)d.
Proof. See e.g., Sections 5.2 and 10.1 of [10]. 
Proposition 3.5. There exists a family {T1, . . . , TN } of nonsingular (n + 1) × (n + 1) matrices with entries
in Q. For any a ∈ P (i.e., F (a) ∈ Qd[X0, . . . , Xn]), there exists 1 i  N = (d + 1)n such that the polynomial
G(a,Ti) satisfying the following property
0 = lcX (G(a,Ti)) ∈ Q.
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coeﬃcients. Then by Formula (4), one has:
G(a,T )(X, Y1, . . . , Yn) =
∑
|I|d
aI (t1,1X + t1,2Y1 + · · · + t1,n+1Yn)i0 · · ·
(tn+1,1X + tn+1,2Y1 + · · · + tn+1,n+1Yn)in
=
( ∑
i0+···+in=|I|=d
aIt
i0
1,1t
i1
2,1 · · · tinn+1,1
)
Xd + g
where degX (g) < d and
0 = h := lcX (G(a,T )) =
∑
i0+···+in=|I|=d
aIt
i0
1,1t
i1
2,1 · · · tinn+1,1 ∈ Q[t1,1, t2,1, . . . , tn+1,1]
h is a homogeneous polynomial in t1,1, t2,1, . . . , tn+1,1 of degree d. This polynomial is nonzero because
a ∈ P , i.e., at least one of the values aI (for |I| = d) is nonzero.
We ﬁx b0, . . .bd ∈ Q pairwise distinct (one can take for example bi = i + 1 for all 0  i  d). By
Lemma 3.2, there exists (c1,1, c2,1, . . . , cn+1,1) ∈ {b0, . . .bd}(n+1) such that h(c1,1, c2,1, . . . , cn+1,1) = 0.
One can take c1,1 = 1 because c1,1 = 0 and h is homogeneous. With the condition det(T ) = 0, we can
take
T =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 . . . 0
c2,1 1 0 . . . 0
c3,1 0
. . .
. . .
...
...
...
. . .
. . . 0
cn+1,1 0 . . . 0 1
⎞
⎟⎟⎟⎟⎟⎠
where all the coeﬃcients of T are equal to zero except the ﬁrst column and the main diagonal. This
proves the proposition by taking N = (d + 1)n . 
Proof of Lemma 3.1. For each matrix Ti (1 i  N) from Proposition 3.5, let us consider the following
polynomials:
hi := lcX (G(u,Ti)) ∈ Q[u] and Gi :=
G(u,Ti)
hi
∈ Q(u)[X, Y1, . . . , Yn].
We take the constructible set Vi deﬁned by the following equations and inequations:
h1 = 0, . . . ,hi−1 = 0, hi = 0.
For any a ∈ Vi , lcX (G(a)i ) = 1 (this is the condition (H1) of Lemma 2.1). The condition (H2) is clearly
satisﬁed. The binary length of each coeﬃcient of Ti is less than log2(d) by the proof of Proposition 3.5.
The binary length of any hi is less than d log2(d) by applying Lemma 3.3 on its expression given in the
proof of Proposition 3.5. The complexity of this partition is equal to that of the computation of the
polynomials G(u,T1), . . . ,G(u,TN ) where G(u,Ti) = F (X, t2,1X + Y1, . . . , tn+1,1X + Yn). Thus Lemma 3.4
ﬁnishes the proof of Lemma 3.1. 
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In this section, we ﬁx a couple (V ,G) from Lemma 3.1. We know that for any a ∈ V , the polyno-
mial G(a) ∈ Q[X, Y1, . . . , Yn] satisﬁes the conditions (H1) and (H2) of Lemma 2.1. Let us write G as in
Section 2.1 in the form:
G = Xd +
∑
0|I|d,0i<d
vi,I X
iY I = G0 +
∑
1|I|d
G I Y
I
according to the bounds of Lemma 3.1 where vi,I ∈ Q(u). Let k = (k1, . . . ,ks) ∈ Ns be an ordered
partition of d, i.e., d = k1 + · · · + ks , k1  · · · ks  1, we associate to this ordered partition a subset
Uk of V deﬁned by:
Deﬁnition 3.6. Uk is the set of values a ∈ V of the parameters such that the polynomial G(a) fulﬁlls
the following condition:
• (H3): There exist monic polynomials G(1)0 , . . . ,G(s)0 ∈ Q[X] such that
G(a)0 = G(1)0 · · ·G(s)0 and deg
(
G( j)0
)= k j for all 1 j  s
and by application of Lemma 2.1 one gets a decomposition of G(a) in Q[X, Y1, . . . , Yn]. In other
words, the ordinary power series G(a)1 , . . . ,G
(a)
s given by Lemma 2.1 are in fact in Q[X, Y1, . . . , Yn].
The latter condition will be called the termination condition.
Let us write the rational functions vi,I ∈ Q(u) (i.e., the coeﬃcients of G) in the form:
vi,I = wi,I
h
where h,wi,I ∈ Q[u]
and h(a) = 0 for all a ∈ V (see the proof of Lemma 3.1). Then the condition G(a)0 = G(1)0 · · ·G(s)0 of
Deﬁnition 3.6 is equivalent to the following equalities:
w(a)i,0 = h(a)
∑
0=l0l1···ls=i
∏
1ms
α
(m)
lm−lm−1 , 0 i < d (5)
where α( j)k j = 1 for all 1 j  s and the α
( j)
i are the coeﬃcients of G
( j)
0 (as in Section 2.1). The follow-
ing lemma and theorem prove an equivalent condition to the termination condition of Deﬁnition 3.6.
Lemma 3.7. Let I be a multi-index such that |I| > d. Then G( j)I = 0 for all 1  j  s if and only if H I = 0
where G( j)I are deﬁned in Lemma 2.1 and HI is given by Formula (2) of Remark 2.2.
Proof. For |I| > d, we have GI = 0 because degY (G) d by Lemma 3.1. Then HI = 0 if and only if the
second member bI of the linear system Bx = bI of Remark 2.2 is zero. This is equivalent to that the
system has 0 as its unique solution. This proves the lemma. 
Theorem 3.8. The termination condition of Deﬁnition 3.6 is equivalent to the following equalities:
HI = 0, d < |I| sd.
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equivalent to G( j)I = 0 for all 1 j  s and |I| > d. By Lemma 3.7, these conditions are equivalent to
that HI = 0 for all |I| > d. It remains to prove that it is equivalent to HI = 0 just for d < |I| sd. We
prove it just for the case s = 2, the general case is analogous. By Remark 2.2, we have:
HI =
∑
1| J |<|I|
G(1)J G
(2)
I− J .
One has to prove that HI = 0 for all d < |I|  2d implies HI = 0 for all |I| > d. We suppose that
HI = 0 for all d < |I|  2d, then Lemma 3.7 ensures that G(1)I = G(2)I = 0 for all d < |I|  2d. Let us
prove by induction on t that HI = 0 for |I| = d + t and for all t  d + 1:
• For t = d + 1 (i.e., |I| = 2d + 1). We decompose HI into two sums as follows:
HI =
∑
1| J |d
G(1)J G
(2)
I− J +
∑
d<| J |2d
G(1)J G
(2)
I− J .
For d < | J |  2d, G(1)J = 0 then the second member is zero and for 1  | J |  d, we get d <
|I − J | 2d and G(2)I− J = 0 and then the ﬁrst sum is zero. Thus HI = 0.• We suppose that HI = 0 for d < |I| d + t and t  d + 1. Then for |I| = d + t + 1, we have:
HI =
∑
1| J |d
G(1)J G
(2)
I− J +
∑
d<| J |d+t
G(1)J G
(2)
I− J .
For d < | J |  d + t , G(1)J = 0 (by the hypothesis of the induction) and for 1  | J |  d, we get
d < |I − J | d + t and G(2)I− J = 0. Thus HI = 0. 
Remark 3.9. By Remark 2.2, each HI depends only of the polynomials G
(1)
J , . . . ,G
(s)
J for all multi-index
J such that | J | < |I|. We replace the coeﬃcients of the polynomials G(1)J , . . . ,G(s)J (for all | J | < |I|) in
the new termination condition of Theorem 3.8 by their expressions given by Theorem 2.4. Then the
coeﬃcients of HI are rational functions in the variables α
( j)
i (which represent the coeﬃcients of G
( j)
0 )
and the parameters u, i.e., HI ∈ Q(α( j)i ,u)[X]. Thus the termination condition is equivalent to certain
polynomial equalities in the form:
Q (I)t = 0, d < |I| sd,  t  d − 2 (6)
where Q (I)t ∈ Q[α( j)i ,u].
Lemma 3.10. For any d < |I| sd, 0 t  d − 2, one has the following bounds:
⎧⎨
⎩
deg
α
( j)
i
(
Q (I)t
)
 2
(|I| − 1)(d − 1)(s − 1) 2d4,
degu
(
Q (I)t
)
 2
(|I| − 1)(s − 1) 2d3.
The binary length of Q (I)t is less than
4d log2 d + 2
(|I| − 1)(d − 1)(s − 1) 6d4 log2 d.
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Q (I)t =
∑
1| J |<|I|,0lt
P (1, J )l P
(2,I− J )
t−l .
By the bounds of Theorem 2.4, we get
deg
α
( j)
i
(
Q (I)t
)

(
2| J | − 1)(d − 1) + (2|I − J | − 1)(d − 1) = 2(|I| − 1)(d − 1),
degvi,I
(
Q (I)t
)

(
2| J | − 1)+ (2|I − J | − 1)= 2(|I| − 1).
Or by Lemma 3.1, degu(G) = 1 (and then degu(vi,I ) = 1). Thus degu(Q (I)t ) 2(|I| − 1). By Lemma 3.3,
the binary length of Q (I)t is the maximum of the binary lengths of the terms P
(1, J )
l P
(2,I− J )
t−l of its
formula above. Then by Lemma 3.3, Theorem 2.4 and Lemma 3.1 (L  d log2 d), the binary length of
Q (I)t is bounded by:
max
l, J
{
2L + (2| J | − 1)(d − 1) + 2L + (2|I − J | − 1)(d − 1)}
 4L + 2(|I| − 1)(d − 1) 4d log2 d + 2(|I| − 1)(d − 1).
The ﬁnal bounds are given using the fact that s d. 
Corollary 3.11. Let k = (k1, . . . ,ks) be an ordered partition of d where s  2. Then the set Uk is the Q-
realization in V of the following quantiﬁed formula:
∃α( j)i , 1 j  s, 0 i < k j which satisfy (5) and (6). (7)
The free variables of this formula are the parameters u.
Proof. By Deﬁnition 3.6, Theorem 3.8 and Remark 3.9. 
Corollary 3.12. The number of equations in Formula (7) is
(d − 1)
((
n + sd
n
)
−
(
n + d
n
))
+ d dO (n).
The number of its quantiﬁers is equal to d, the degrees of its equations w.r.t. α( j)i (resp. u) do not exceed 2d
4
(resp. 2d3). The binary lengths of its equations are less than 6d4 log2 d.
Proof. The number of equations is done by the fact that the number of coeﬃcients of a multivariate
polynomial with n variables of degree not exceeding d is
(n+d
n
)
 (d + 1)n . The other bounds are the
same bounds of Lemma 3.10. 
Lemma 3.13. Let k be an ordered partition of d, then Uk is a constructible set deﬁned by the following free
quantiﬁer formula:
∨
1iα
( ∧
1 jβ
(Pi, j = 0) ∧ (Ri = 0)
)
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following bounds:
• The binary length and the degree of P i, j w.r.t. u are less than dO (nrd2).
• The binary length and the degree of Ri w.r.t. u are less than dO (nd).
The computation of this formula is done by dO (nr
2d3) binary operations.
Proof. By application of the quantiﬁer elimination algorithm of Chistov–Grigoriev [5] (see Section 2.2)
on Formula (7) which deﬁnes Uk (Corollary 3.11) taking into account the bounds given in Corol-
lary 3.12. 
Remark 3.14. The constructible sets Uk (where the k’s are the ordered partitions of d) do not form
a partition of V and for any a ∈ Uk , the decomposition G(a) = G(a)1 · · ·G(a)s given by Hensel’s lemma is
not necessary an absolute factorization of G(a) .
To get a partition of V into constructible sets and an absolute factorization of G(a) uniformly in
each of them (i.e., PAFs of G), we introduce the following deﬁnition:
Deﬁnition 3.15. One says that an ordered partition k′ = (k′1, . . . ,k′p) of d is ﬁner than another ordered
partition k = (k1, . . . ,ks) of d if for any 1 l  s, kl = k′il + k′il+1 · · · + k′il+1−1 for certain 1 i1 < · · · <
is  p.
Proposition 3.16. If k′ is ﬁner than k then Uk′ ⊂ Uk.
Proof. By Deﬁnition 3.6. 
Lemma 3.17. Let pt(d) be the set of all ordered partitions of an integer d. The cardinal of pt(d) does not exceed
dd+1 .
Proof. The cardinal of pt(d) is given by
1+
∑
2sd
(
d − 1+ s − 1
s
)
 1+
∑
2sd
(d − 1)s  1+ (d − 1)
d−1 − 1
d − 2 (d − 1)
2  dd+1. 
Lemma 3.18. For each couple (V ,G) of Lemma 3.1, the constructible sets Uk = Uk \⋃k′ =k Uk′ ( for all k ∈
pt(d)) form a partition of V where the union ranges over all the ordered partitions k′ of d being ﬁner than k.
For each set Uk, there exist polynomials G1, . . . ,Gs ∈ Q(C1, . . . ,Cd,u)[X, Y1, . . . , Yn] where C1, . . . ,Cd are
new variables. These polynomials satisfy the following properties:
• For any a ∈ Uk, there exists (c1, . . . , cd) ∈ Qd a solution of the algebraic system deﬁned by Formulas (5)
and (6) such that the denominators of the coeﬃcients of G1, . . . ,Gs do not vanish on (c1, . . . , cd,a) and
the absolute factorization of G(a) ∈ Q[X, Y1, . . . , Yn] is given by:
G(a) =
∏
1 js
G(c1,...,cd,a)j where G
(c1,...,cd,a)
j is absolutely irreducible.
• For any 1  j  s, degC1,...,Cd (G j)  2d4 , degu(G j)  2d3 , degX (G j)  d, degY (G j)  d. The binary
length of G j is less than 6d4 log2 d.
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Theorem 2.4 with rational function coeﬃcients in the parameters u and the indeterminate coeﬃcients
C1, . . . ,Cd of G
(1)
0 , . . . ,G
(s)
0 . The degrees and binary lengths are deduced from Corollary 3.12. 
3.3. Reduction to solving zero-dimensional parametric polynomial systems
For each couple (V ,G) of Lemma 3.1, Lemma 3.18 gives a kind of PAFs for the parametric multi-
variate polynomial G ∈ Q(u)[X, Y1, . . . , Yn]. To get PAFs of the original parametric multivariate poly-
nomial F , we will replace the variables C1, . . . ,Cd of Lemma 3.18 by only one variable C and we
will show how to pass from the absolute factorization of G(a) (given by Lemma 3.18) to that of F (a)
uniformly in the values a of the parameters.
The following theorem is the main result of the paper, it is similar to Theorem 1.5 but with bounds
and complexity analysis.
Theorem 3.19. There is an algorithm which computes at most dO (nr
2d2) PAFs (W, φ,G1, . . . ,Gs) of F such
that the constructible sets W form a partition of the parameters space P . Moreover, the following bounds hold:
• The degrees of the equations and inequations that deﬁne a constructible set W are equal to dO (nr2d2) . Their
binary lengths are equal to dO (nr
2d2) .
• For any 1 j  s, the degrees of φ and G j w.r.t. C (resp. u) are equal to dO (d) (resp. dO (rd2)). Their binary
lengths are equal to dO (rd
2) .
The number of arithmetic operations of the algorithm is dO (nr
2d3) and its binary complexity is dO (nr
2d3) .
Proof. We ﬁx a constructible set Uk ⊂ V given by Lemma 3.18 and we consider the parametric
polynomial system S which is deﬁned by Eqs. (5) and (6). The parameters of S are the variables
u = (u1, . . . ,ur), its unknowns are the variables C1, . . . ,Cd which replace the variables α( j)i in these
equations. For any a ∈ Uk , the system S(a) (obtained after specialization of the parameters u by a)
admits a ﬁnite number of solutions which correspond to the permutations of the factors of G(a)0 (see
Deﬁnition 3.6). Namely, there is a bijective correspondence between the solutions of S(a) and the
permutations of the factors of G(a)0 .
By applying the algorithm of Section 2.3 to the zero-dimensional parametric polynomial system S ,
we get a partition of Uk into dO (r2d2) constructible sets W such that for each set W , the algorithm
computes polynomials φ,ψ1, . . . ,ψd ∈ Q(u)[C] which satisfy the following properties:
• All rational functions coeﬃcients of φ,ψ1, . . . ,ψd are well-deﬁned on W .
• For any a ∈ W and for any solution (c1, . . . , cd) ∈ Qd of the system S(a) , there exists c ∈ Q, a root
of φ(a) ∈ Q[C] such that ci = ψ(a)i (c), ∀i = 1, . . . ,d.
• The degrees of the equations and inequations that deﬁne W are equal to dO (r2d2) . Their binary
lengths are less than dO (r
2d2) .
• For any 1  j  d, the degrees of φ and ψ j w.r.t. C (resp. u) are equal to dO (d) (resp. dO (rd2)).
Their binary lengths are equal to dO (rd
2) .
This partition is done by dO (r
2d2) operations in Q. Its binary complexity is dO (r
2d2) . The above bounds
are done by taking into account those of the system S which are given in Corollary 3.12. We ﬁx
now a set W and we replace the expressions Ci = ψi(C), ∀i = 1, . . . ,d, in the coeﬃcients of the
polynomials G1, . . . ,Gs ∈ Q(C1, . . . ,Cd,u)[X, Y1, . . . , Yn] of Lemma 3.18. One gets new polynomials
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φ(a) ∈ Q[C] such that the absolute factorization of G(a) is given by:
G(a) =
∏
1 js
G(c,a)j , G
(c,a)
j is absolutely irreducible.
This means that the tuples (W, φ,G1, . . . ,Gs) are now PAFs of G .
To pass from the absolute factorization of G(a) to that of F (a) , one has to return to the form of the
polynomial G which is given by Formula (4) and the proof of Lemma 3.1. This can be done by the
computation of the inverse of the matrix T which deﬁnes G .
The degrees of the equations and inequations that deﬁne the elements of the partition is the
maximum of those of V (Lemma 3.1), Uk (Lemma 3.13) and W (from above).
It remains to count the number of elements of the partition of the parameters space P and to
estimate the total complexity of the algorithm. First, the number of sets V is  (d+ 1)n (Lemma 3.1),
that of the sets Uk for k ∈ pt(d) is  dd+1 (Lemma 3.17) and that of the sets W is  dO (r2d2) (from
above). Therefore the total number of the elements of the partition of P is  (d + 1)n × dd+1 ×
dO (r
2d2)  dO (n+r2d2) .
Second, for any multi-index I , the computation of the coeﬃcients of the polynomials G(1)I , . . . ,G
(s)
I
(i.e., the resolution of the linear system Bx = bI of Remark 2.2) costs O (d2.376) operations in Q (see
e.g. [10]). To construct the equations of Formula (7) which deﬁnes Uk , it was necessary to compute
all the polynomials G(1)I , . . . ,G
(s)
I for all 1 |I| sd. The complexity of this computation is given by(n+sd
n
)
O (d2.376)  dO (n) . Since the number of ordered partitions k of d is  d(d+1) (by Lemma 3.17),
then the complexity of the construction of all the sets Uk is dd+1 ×dO (n) ×dO (nr2d3)  dO (nr2d3) opera-
tions in Q (the third factor is the complexity bound in Lemma 3.13). Its binary complexity is dO (nr
2d3) .
By taking also into account the complexity of computing the sets V (Lemma 3.1) and that of the sets
W (from above), we get the total complexity of the algorithm. 
3.4. The general case
When the coeﬃcients of F ∈ Q[u][X0, . . . , Xn] are polynomials in the parameters u of degrees not
exceeding an integer δ and binary lengths less than an integer L, we still can follow the steps of
the algorithm of Section 3 to compute PAFs of F . Theorem 3.19 is still valid but the bounds on the
degrees of the output polynomials and the complexity of the algorithm are changed by adding new
factors of powers of δ and L as follows:
• The degrees of the equations and inequations that deﬁne each element of the partition of the
parameters space are equal to δO (r
2)dO (nr
2d2) . Their binary lengths are equal to LδO (r
2)dO (nr
2d2) .
• For any 1 j  s, the degrees of φ and G j w.r.t. C (resp. u) are equal to δdO (d) (resp. δO (r)dO (rd2)).
Their binary lengths are equal to LδO (r)dO (rd
2) .
The number of arithmetic operations of the algorithm is δO (r
2)dO (nr
2d3) and its binary complexity is
LδO (r
2)dO (nr
2d3) .
When the parameters u1, . . . ,ur are algebraically dependent over Q, i.e., the parameters space P
is equal to a certain constructible set U , then the algorithm of Theorem 3.19 returns a partition of
P into a ﬁnite number of constructible sets W = W ∩ U such that the tuples (W , φ,G1, . . . ,Gs) are
PAFs of F .
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