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Our computational model is a random access machine with n read only
input registers each containing c log n bits of information and a read and
write memory. We measure the time by the number of accesses to the input
registers. We show that for all k there is an e > 0 so that if n is sufficiently
large then the elements distinctness problem cannot be solved in time kn with
en bits of read and write memory; that is, there is no machine with this value
of the parameters which decides whether there are two different input regis-
ters whose contents are identical. © 2002 Elsevier Science (USA)
1. INTRODUCTION
One of the main goals of complexity theory is the separation of nondeterministic
and deterministic computation. We solve the problem for random access machines
with certain restrictions on the size of their working memory. Although the restric-
tions are strong, the working memory must be smaller than the input; still, under
certain circumstances this computational model is realistic as we will explain later.
Our search problem, as described in the abstract, is the element distinctness
problem; that is, we have to decide whether there are different input registers with
identical contents. We also show that there is a simple decision problem that can be
solved in constant time (actually in two steps) using nondeterministic computation,
while there is no deterministic linear time algorithm with en log n bits read and
write memory which solves the problem. More precisely if we allow kn time for
some fixed constant k, then there is an e > 0 such that the problem cannot be solved
with en log n bits of read and write memory if n is sufficiently large. The decision
problem is the following: Find two different input registers, so that the Hamming
distance of their contents is at most 14 c log n; i.e.,
1
4 can be replaced by any fixed
0 < c < 12 if c is sufficiently large with respect to c. Our proof implies that the
promise problem, decide whether all occurring Hamming distances are greater than
(12− c) c log n or there is at least one which is smaller than cc log n where c > 0 is an
arbitrarily small constant, cannot be solved by a nonlinear algorithm with the
described limitations even if we know that we only get inputs where one of these
conditions hold. (In this case e may depend on c too.) The proof of the theorem
about the element distinctness problem is the main contribution of the present
paper to the theory of lower bounds. We include the theorem about Hamming
distances to give a more complete picture about the determinism versus nondeter-
minism question and also because in both a motivational and a technical sense the
element distinctness result is built on it. (For a comparison to previously known
lower bounds see the remarks about branching programs below.)
The element distinctness problem is of great practical and theoretical interest. It
has been studied in great detail in various computational models, particularly in the
comparison model (see [BFKLT, BFMUW, K, Y]). A time–space tradeoff TS=
W(n2) for the elements distinctness problem on comparison-based branching
programs was conjectured by Borodin et al. in [BFKLT]. Yao [Y] proved a tradeoff
TS=W(n2− e(n)), where e(n)=O(1/(log n)1/2), which is very close to optimal since
TS=O(n2) is achievable even for sorting in the range c1 log n [ S [ c2n/log n (see
[PR].) The best upper bounds for the element distinctness problem are given in the
RAM model. We can solve the element distinctness problem with bucket sorting in
our RAM in linear time with cŒn log n bits of read and write memory, where cŒ is a
suitably choosen constant (see [AHU]). This is a determinstic (nonprobabilistic)
algorithm. Our lower bounds are also about nonprobabilistic algorithms. For the
element distinctness problem we give a probabilistic algorithm which solves it in
time kn with en bits of read and write memory provided that k > 0 is sufficiently
large with respect to e and n is sufficiently large with respect to k. Moreover, our
algorithm can be implemented in a random access machine defined in the usual
sense, that is where the memory is organized into registers and we allow only
arithmetic operations etc. (For the exact statement of this result see Theorem 5 in
the last section.) This makes it very unlikely that our lower bound for the element
distinctness problem can be improved since the ratio between the deterministic
lower bound and the probabilistic upper bound is only a large constant.
The main restriction in our computational model is the memory restriction, that
is, the fact that the read and write memory is smaller (although only by a constant
factor in the Hamming distance problem and a factor of constant times log n for
the element distinctness problem) than the size of the input. However, this is a
common situation in practice. In certain search problems we may search all of our
available memory (e.g., hard disk). In this case the available free memory for
computation (random acces or not) can be much smaller then the input. Modifying
the input may be impossible or unwise because of safety reasons. In a similar way
we may have read-only access to a very large database where we cannot alter the
data. Again our input is much larger than our workspace. In our examples the
input is usually not located in a random access memory, so our computational
model does not describe well the expense of reading from such a memory; still our
lower bounds have meaningful consequences.
The most elegant way to describe our computational model in an abstract form
is the R-way branching programs. Since we do not have any limitation on the
computation done between the accesses to the input, we may simply assume that
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the possible states of the R/W memory are the nodes of a directed graph and each
node is associated with a register which will be accessed in the given state and there
are outgoing edges from the nodes each associated with the possible contents of the
accessed register. The machine follows a path on this graph starting from a distin-
guished node and from each node the path continues along the edge which is
labeled by the content of the register associated with the node. The number of out-
going edges is R, in our case R=nc. This computational model was introduced by
Borodin and Cook (see [BC]) and they gave a time–space tradeoff for sorting n
integers. They introduced a technique for proving lower bounds for R-way branch-
ing problems where the number of output bits is relatively large compared to the
time allowed. This method was successfully used for proving several lower bounds
and space–time tradeoffs for problems of a similar nature (see, e.g., Beame (Bea]).
Our problem does not belong to this category since the output is a single bit. The
same very high level idea, cutting the time into short intervals and knowing that all
we can use about the past of the computation in an interval must be contained in
the limited memory at the beginning of the interval, is still applicable.
The strongest known separation theorem between deterministic and nondeter-
ministic computation is the theorem of Paul et al. (see [PPST]) stating that nonde-
terministic linear time is more powerful than deterministic linear time for multitape
Turing machines. The proof of this theorem is also using a segmentation of the
time. In this case, although the overall size of the memory can be larger than the
input, the geometry of the machine still acts as a local memory limitation.
We formulated our results in the random access model since this motivates the
choice of the parameters in our computational models. Although the notion of
2-way branching is simpler and perhaps more natural, nc-way branching problems
are motivated by the usual register sizes in actual random access machines. Since an
address of a register is usally stored in one (or a few) register, the c log n register
size is a natural choice. Our results have no direct consequences for the Boolean
(that is 2-way) case, since we lose a factor of c log n during the translation.
There are many known lower bounds about branching programs. The strongest
known results related to our present problems are lower bounds on the computa-
tion of explicit functions given by Beame et al. [BST]. Our proof techniques
(namely the proof of the Hamming distance result and the corresponding part from
the element distinctness proof) are very similar to the proof techniques used in
[BST]. (Actually, as the authors of [BST] have pointed out, the Hamming distance
result can be proved by using the lower bound techniques of [BST] and the com-
binatorial facts about Hamming distance given in this paper.) Two combinatorial
properties of the function f to be computed are introduced in [BST] (called P(h)
and Q(F)) that may guarantee that there is a time–space tradeoff for the computa-
tion of f. Combinatorial properties very closely related to P(h) and Q(F) have a
basic role in our proofs as well. In [BST] a nonlinear lower bound is given on the
depth of an R-way branching program computing an explicitly defined function.
More precisely they proved that for all k there is an rk and a ck so that for all suffi-
ciently large n and any prime R > rk there is an (explicitly given) 0-1 valued func-
tion g(x1, ..., xn) of n variables such that (a) each variable takes its values from a set
of size R and (b) any R-way branching program which computes g(x1, ..., xn) in
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depth kn requires size Rckn. (In our RAM model this means that the number of bits
in each register is log R, the working memory is ckn log R bits, and the time is kn. If
R=n this is a ckn log n lower bound on the working memory if the computational
time is kn.) For the Boolean case (R=2) they can prove that the depth is at least
kn for k=1.0178.
We will first prove the Hamming distance result. The proof of the element
distinctness lower bound will be built on top of this proof in the sense that the basic
idea of the proof is the same but for the actual realization we need a much more
complicated argument. For this latter proof we use some of the lemmata proved for
the Hamming distance lower bound.
We prove our result not directly for Hamming distances but for a much larger
class of search problems. Assume that a binary relation Q is given and our problem
is whether there are two distinct registers so that for their contents x, y we have
Q(x, y). We give a condition for the relation Q so that if this condition is satisfied
then the problem cannot be decided in linear time with the described restrictions on
the memory.
Definition. Assume that Q is a binary relation defined on the finite set A and
l > 0 is a positive real number. We say that the relation Q is l-full on A iff the
following holds: for all B ı A, C ı A if |B| > l |A|, |C| > l |A| then there exist x ¥ B,
y ¥ C so that Q(x, y).
Examples. 1. The relation equality is 12 -full on any finite set |A|. Indeed if both
B and C have more than 12 |A| elements, then they must have a common element.
2. (a) Assume that there is a graph G whose set of vertices is A, and we
denote by N(X) the neighborhood of each set X ı A, that is the set of points which
are either in X or connected by an edge to an element of X. Suppose further that
1 \ l > 0 and the graph has the following expansion property: for each Y ı A with
more than l |A| elements we have |N(Y)| > 12 |A|.
We claim that the binary relation Q defined on A by ‘‘Q(x, y) iff the distance of x
and y in the graph G is at most 2’’ is l-full on A. Indeed if |B| > l |A|, |C| > l |A|,
then N(B) > 12 |A|, and N(C) >
1
2 |A|, so N(B) 5N(C) ]”, which implies our claim.
(b) If G is a graph on A, and X ı A, then let Nd(X) be the d neighborhood of
X, that is, the set of points in A whose distance from X is at most d. If G has the
expansion property that for all X ı A, |X| > l |A| we have |Nd(X)| > 12 |A|, then the
relation ‘‘the distance of x and y is at most 2d ’’ is l-full.
The following example is a special case of (b) and it gives a way to construct a
nontrivial l-full relation for a fixed l and for an arbitrarily large universe.
(c) Assume that 1 > l > 0 is fixed and that a > 0, c > 0 so that for each
integer n there is a c-regular graph Gn on the vertex set An with n points so that for
each X ı An, |X| < n2 we have |N(X)| > (1+a)|X|. Then there is a d depending only
on l, a, c so that the relation ‘‘the distance of x and y is less than 2d’’ is l-full
on An.
Definition. Let R(x, y) be a binary relation on the finite set A. Assume that
m > 0 is a real-number and m is a positive integer. We say that R is (m, m)-sparse if
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the following holds: the number of sequences a1, ..., am formed from the elements of
A so that R(ai, aj) for some 1 [ i < j [ m is at most m |A|m.
Our general condition which guarantees that the decision problem associated
with Q cannot be solved in linear time will be essentially the following:
(a) Q is n−d-full for some constant d where 0 < d < c (the number of bits in
the registers is c log n) and
(b) Q is (12 , n)-sparse.
In the reduction of the Hamming distance theorem to the more general result we
will use the following statement which connects the notions of Hamming distance
and l-full relations:
(*) For all 0 < c < 12 there is a y < 1 so that if m is sufficiently large then
on the set A (m) of all 0, 1 sequences of length m, the following relation Q
is 2−ym full: ‘‘the Hamming distance of x and y is at most cmœ.
2. THE HAMMING DISTANCE PROBLEM
For the exact formulation of our results we need some definitions. First we give a
detailed but informal description of a random access machine with n read-only
input registers and log b bits of read and write memory (log x will denote the
logarithm of base 2.) We will consider the following random access machine M. It
has n input registers, each of which may contain an element of the set
{0, 1, ..., a−1} where a is a positive integer. (We usually will assume that a [ nc for
some constant c.) The machine is only able to read the contents of the input regis-
ters, but it is not able to change them. The machine has b different states; we may
think of them as the various possible states of its read and write memory if this
memory can store log2 b bits of information. We usually will assume that b is about
2 en log n; in other words the read and write memory may consist of en registers each
with log n bits. S will denote the set of the states of M. There is a state of the
machine called the initial state that we will denote by init. We assume that a func-
tion j is fixed, defined on S with values in {1, ..., n}. (At state S the machine will
have access to the content of the register j(S).)
Another function G(x, y) is also given which is defined for all pairs x, y where
x ¥S and y ¥ {0, ..., a−1}, the values of G, are in S. (As we will see below G
describes how the states ofM are changed.)
Finally ‘‘out’’ is a function defined on the set S with values in 0, 1 (out will
determine the output of the machine at a given state).
M works in the following way. Assume that each input register contains a
nonnegative integer less than a. We will denote the content of register i by g(i) for
i=1, ..., n. At time 0 theM’s state is init.
The machineM changes its states according to the following rule. Assume that S
is the state of the machine at time t. Then at time t+1 the state of the machine is
G(S, g(j(S))). The state of the machine at time t will be denoted by state(t, g).
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We will think that M is working for a fixed amount of time t0 with the input g.
The output of the machine at time t0 and at input g will be out(state(t0, g)) which
also will be denoted by outt0 (g).
Now we give a more concise formal definition ofM.
Definitions. 1. The machineM is a sequence On, a, b, t0,S, init, G, out, jP,
where n, a, b, t0 are positive integers, S is a finite set, init ¥S, G(x, y) is a func-
tion of two variables defined for all pairs x, y where x ¥S and y ¥ {0, ..., a−1}
with values in S, out is a 0, 1-valued function defined on S, j is a function defined
onS with values in {1, ..., n}, and b=|S|.
2. A function g defined on the set {1, ..., n} with values in the set 0, ..., a−1
will be called an input forM.
3. We define a function state(t, g) for all nonnegative integers t and for all
input g, by recursion on t:
state(0, g)=init
state(t+1, g)=G(state(t, g), j(state(t, g))).
4. We define the output of M at input g as out(state(t0, g)). We will also
use the abbreviation outt0 (g)=out(state(t0, g)).
Sometimes we will not write out the complete sequence of objects defining the
machine; we may say that M=On, a, b, t0P is a machine and assume that the
missing elements of the sequence are denoted in the usual way.
Theorem 1. For all 0 < c < 12 there exists a c1 > 0 so that for all positive integers
k there is an e > 0 such that if n is sufficiently large, a > nc1, b < 2 en log n, then the
following holds: there is no machineM=On, a, b, knP so that for any input g we have
outkn(g)=1 iff there are i, j ¥ {1, ..., n}, i ] j so that the Hamming distance of g(i)
and g(j) is less than c log2 a.
The proof of Theorem 1 will be based on the following more general theorem.
Theorem 2. There exists a c1 > 0, so that for all positive integers k, and for all
real numbers d ¥ (0, c2), if e > 0 is sufficiently small and n is sufficiently large, a > nc1,
b < 2 en log n, and Q is an n−d-full binary relation on {0, ..., a−1}, with the property:
(1) Q is (12 , n)− sparse
then there is no machineM=On, a, b, knP so that for all inputs g we have
(2) outkn(g)=1 iff there are i, j ¥ {1, ..., n}, i ] j so that Q(g(i), g(j)).
Sketch of the proof of Theorem 2. We will show that there is an input q so that
q does not satisfy Q and there are two disjoint setsW1,W2 and sets of partial inputs
Ai defined on Wi, i=1, 2 so that |Ai | is so large that |1g ¥ Ai range(gi)| > n−da (see
Lemma 3 for the necessary lower bound on |Ai |). We will also be able to select these
object with the additional property that for each pair g1 ¥ A1, g2 ¥ A2 we have
outkn(q)=outkn((q 6 g1) 6 g2).
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The n−d-fullness of Q implies that there are x1, x2 g1 ¥ A1, g2 ¥ A2 with
x1 ¥ range(g1), x2 ¥ range(g2), and Q(x1, x2). SinceW1 andW2 are disjoint we have
that (q 6 g1) 6 g2 satisfy Q. Moreover, because of the mentioned property of the sets
A1, A2 we have that the output of the machine at input q is the same as at input
qŒ=(q 6 g1) 6 g2. So we get two inputs q, qŒ which provide the same output and one
satisfies Q while the other does not. Therefore the machine cannot decide whether
its input satisfies Q.
To carry out this program we first have to know whether for our input q there
are partial inputs g at all so that outkn(q)=outkn(qg). Since we assumed that for at
least half of all possible inputs q we have out(q)=0, by a simple counting argu-
ment we get that indeed there must be many partial inputs g with the required
property. Let X be the set of all inputs q with out(q)=0. We show in Lemma 7
that if B ı {1, ..., n} then for most of the inputs q ¥X the number of partial inputs
g so that q 6 g ¥X is very large, it will be close to |X| an− |B|. The lemma gives a more
precise connection between the various parameters. In particular it follows (see
Lemma 8) that X still have a large subset whose elements q have the following
property: for all large enough Z ı {1, ..., n} the number of partial inputs g defined
on Z so that q 6 g ¥X is still large.
We have seen that there are many inputs q that can be changed in many different
ways without changing the output. This cannot help in itself since this statement
remains true if we do not speak about outputs, but ask only whether the sequence
satisfies Q. This is the reason why we need changes represented by partial inputs g1,
g2 which take place simultaneously. We want to isolate g1, g2 from each other so
that if out(q 6 gi)=out(q), that is, applying them separately does not change the
output, then this remains true if they are applied together. We cut the total time
[0, kn] into small subintervals of length sn, where s is sufficiently small with respect
to k. We want to choose g1, g2 in a way that their domains W1, W2 are in different
subintervals. On top of that we also wantW1,W2 to be large enough so that we have
many different choices for g1, g2 defined on them. To achieve this we partition the
set of registers so that two are in the same class if they are seen by the machine in the
same intervals. An average register is seen only k-times so we may throw away those
registers that are seen more than 2k times and still we have at least n2 registers. We
consider the classes only containing these registers. Again we throw away the classes
which are too small and at the end what remained is still a partition of at least 14 n
registers in each class of at least c(s, k) n registers, and registers in a single class are
seen exactly in the same intervals. Let Cq be this partition. W1 and W2 will be classes
of Cq for a suitably chosen q. With a counting argument we can show that there are
classes such that the set of intervals where the registers inW1 andW2 are accessed are
not only distinct but disjoint. We will use such a pair W1, W2. The definition of Cq is
given right before Lemma 5; the lemma itself formulates the mentioned properties.
Assume now that a q and the classes W1, W2 are fixed so that the set of intervals
where their registers are seen are disjoint. We will take a partial input gi on Wi so
that not only out(q)=out(q 6 gi) but also the state of the machine, when leaving
of each of the intervals, where Wi is accessed, is the same at input q and at input
q 6 gi. If Ti is the set of times t which is contained in an interval whereWi is accessed
then it means that the state of the machine at each point of the right border of Ti is
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the same at inputs q and q 6 gi. This neutralizes the changes made by gi. At the end
of the interval where the elements of Wi are accessed the state of the machine will
remain the same. Since we have a limit on the number of states (the memory) the
values for the states at the end of the intervals can be fixed in a way so that they
still occur for many q and so for a large number of them there will be many partial
inputs gi with the required properties. We may think at first that the isolation of g1
from g2 implies that out(q)=out(q 6 g1 6 g2). This is not necessarily true because it
is possible that, e.g., in an interval where only the registers of W1 are seen at input
q, at input q 6 g1 some new registers, say registers from W2, are also seen. However,
if we exclude this possibility then even the two changes applied together do not
change the output (see Lemma 2).
This last condition can be satisfied if we consider only the set H of those inputs q
where W1 and W2 are classes of Cq and we are looking for partial inputs gi with the
property q 6 gi ¥H. To satisfy the earlier requirements too we also want for all
inputs q ¥H the state of the machine to be the same at the right border of Ti for
i=1, 2 (Ti is determined uniquely by Wi). We consider the possible pairs of sets W1
and W2 and the possible functions giving the states of the machines at the right
borders and show that the number of choices for these object is so small compared
to an, the total number of inputs, that for at least one of the choices the set of cor-
responding inputs is still large (Lemma 6). Let H be this set. We also require that
for each q ¥H, out(q)=0. Now we may complete the proof easily. H is so large
that by Lemma 8 there is a large set of inputs Ai in Wi, i=1, 2 so that for any
choices gi ¥ Ai we have q 6 gi ¥H. |Ai | is so large that by Lemma 3 the partial inputs
in it altogether take more than n−da values. Therefore by the n−d-fullness of Q we
have that Q is satisfied by q 6 g1 6 g2 for some gi ¥ Ai. We have that 0=out(q)=
out(q 6 g1 6 g2)=1, a contradiction.
Proof of Theorem 2. We assume that contrary to our statement there is a
machine M with property (2). For the proof of the theorem, assume that k, d are
fixed. We pick a positive real number s so that it is sufficiently small with respect to
k and assume that e is sufficiently small with respect to s, k, d, and n is sufficiently
large with respect to k, s, d, and e.
Definitions. 1. A partial input g will be a function defined on a subset of the
set {1, ..., n} with values in O0, 1, ..., a−1P.
2. If q is an input and g is a partial input then q 6 g will denote the input
which is identical to g on domain(g) and identical to q at every other point.
3. If T is a set of integers we say that M accesses a register u in a set T if
there is a t ¥ T so thatM accesses u at time t.
4. Suppose that T ı {0, ..., kn−1}. We say that x is at the right border of T
if x ¨ T and x−1 ¥ T. The set of those integers which are at the right border of T
will be denoted by right(T).
5. Suppose that T ı {0, ..., kn−1} and q is an input. Let f be a function
defined on the set right(T), so that for all t ¥ right(T) we have f(t)=
state(t, q). We will call f the right-state function of the set T at input q and will
denote it by rstateT, q.
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6. Assume that q is an input; we say that q satisfies Q if there are 1 [ i <
j [ n so that Q(q(i), q(j)).
Lemma 1. Assume thatM=On, a, b, knP is a machine satisfying condition (2), q
is an input, and A1, A2 are sets of partial inputs so that domain(g1) 5 domain(g2)=
” for any g1 ¥ A1, g2 ¥ A2. If |1g ¥ Ai range(gi)| > n−da for i=1, 2, then there exist
g1 ¥ A1, g2 ¥ A2 with outkn((q 6 g1) 6 g2)=1.
Proof. Since Q is n−d-full on {0, 1, ..., a−1} there are xi ¥1g ¥ Ai range(gi) for
i=1, 2 so that Q(x1, x2). Let gi ¥ Ai be the partial inputs taking the values xi. (2)
implies that conclusion of the lemma.
We will show that there is an input q so that q does not satisfy Q and there are
two disjoint sets W1, W2, and sets of partial inputs Ai defined on Wi, i=1, 2 such
that |Ai | is so large that |1g ¥ Ai range(gi)| > n−da (see Lemma 3 for the necessary
lower bound on |Ai |). We will also be able to select these objects with the additional
property that for each pair g1 ¥ A1, g2 ¥ A2 we have outkn(q)=outkn((q 6 g1) 6 g2).
The n−d-fullness of Q implies that there are x1, x2 g1 ¥ A1, g2 ¥ A2 with
x1 ¥ range(g1), x2 ¥ range(g2), and Q(x1, x2). SinceW1 andW2 are disjoint we have
that (q 6 g1) 6 g2 satisfy Q. Moreover, because of the mentioned property of the sets
A1, A2 we have that the output of the machine at input q is the same as at input
qŒ=(q 6 g1) 6 g2. So we have two inputs q, qŒ which provide the same output and
one which satisfies Q while the other does not. Therefore the machine cannot decide
whether its input satisfies Q. L
From this description it is still unknown how is it possible to guarantee the
required properties of A1 and A2. Lemmas 2 and 4 below give necessary conditions
for this.
Definitions. Assume that T is a set of integers. The set of all registers i so that i
is accessed by the machine M at some t ¥ T at input g will be denoted by
register(T, g). The set of all registers in register(T, g) which are not accessed
at any time outside T at input g will be denoted core(T, g). Clearly
core(T, g) ı register(T, g).
Lemma 2. Assume that q is an input, g1, g2 are partial inputs, and T1, T2 ı
{0, 1, ..., nk−1}. If q, g1, g2, T1, T2 satisfy the following conditions then outkn(q)=
outkn((q 6 g1) 6 g2).
(3) domain(g1) and domain(g2) are disjoint.
(4) T1 and T2 are disjoint.
(5) for all i=1, 2 we have domain(gi) ı core(Ti, q)
(6) for all i=1, 2 we have rstateTi, q=rstateTi, q 6 gi
(7) for all i, j ¥ {1, 2}, i ] j we have domain(gi) 5 register(Tj, q 6 gj)=”.
Proof. We will see how the computation is changed by the given changes of the
input. The set Ti is the union of a set Ki of disjoint intervals for i=1, 2. We assume
that |Ki | is minimal. Let K=K1 2K2. Then (4) implies that the elements of K are
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still disjoint. Let K={I1, ..., Ir} where every element of Is is smaller than any ele-
ments of Is+1 for s=1, ..., r−1. First we prove by induction according to s that if
hs is the unique element of right(Is), then state(q, hs)=state(q 6 g1, hs)=
state(q 6 g2, hs)=state(qŒ, hs), where qŒ=(q 6 g1) 6 g2.
Let qi=q 6 gi. Assume s=1. The initial segment of the computation before we
enter the time interval I1 is the same at inputs q, qŒ, q1, q2, since at input q by (5)
we do not access any register in the domains of gi, i=1, 2 so changing the content
of these registers in any way does not influence the computation. Assume that, e.g.,
I1 ¥K1. In this case we claim that the computation at input qŒ in I1 will proceed in
the same way as at input q 6 g1. Indeed, according to (7) with i=2, j=1, during the
computation at input q 6 g1 we do not access any of the registers in the domain of
g2, so the changes of their contents do not influence our computation. We get that
state(q 6 g1, h1)=state(qŒ, h1) and furthermore by (6) that this common value is
also equal to state(q, h1). We may use the same argument that we have used
before I1 to show that the computation at input q2 in this interval remains the same
as at input q so we also have state(q, h1)=state(q2, h1). The general inductive
step, and the computation after hr, can be handled in a similar way using the fact
that by the inductive hypothesis we start the computation at time hs−1 in the same
state at all of the four possible inputs.
Lemma 3. Assume that q is an input, D ı {1, ..., n}, and A is a set of partial
inputs defined on D. If s=|1g ¥ A range(g)| then s |D| \ |A|. As a consequence if
|A| > (n−da) |D| then s > n−da.
Proof. The number of functions defined on a set of size |D| and taking at most s
different values is at most s |D|.
Lemma 4. Assume thatM=On, a, b, knP is a machine, q is an input, and A1, A2
are sets of partial inputs, T1, T2 ı {0, 1, ..., nk−1}. If M, q, A1, A2, T1, T2 satisfy the
following three conditions then there are g1 ¥ A1, g2 ¥ A2 and x1 ¥ range(g1),
x2 ¥ range(g2) so that for qŒ=(q 6 g1) 6 g2 we have outkn(q)=outkn(qŒ),
,1 [ i < j [ n, x1=qŒ(i), x2=qŒ(j), and Q(x1, x2).
(8) For all i=1, 2 there is a set Wi so that domain(g)=Wi for all
g ¥ Ai.
(9) For all g1 ¥ A1, g2 ¥ A2 conditions (3), (4), (5), (6), (7) are satisfied
by q, g1, g2, T1, T2.
(10) |Ai| > (n−da) |Wi| for all i=1, 2.
Proof. Equation (10.4) and Lemma 3 with DQWi imply that |1g ¥ Ai range(gi)|
> n−da. Therefore by the definition of n−d fullness we have gi ¥ Ai xi ¥ range(gi),
i=1, 2 so that Q(x1, x2). By (3) the domains of g1, g2 are disjoint so (q 6 g1) 6 g2
takes the values x1, x2 at distinct places. out(q)=out(qŒ) is a consequence of
Lemma 2.
Definitions. 1. We partition the set {0, 1, ..., kn−1} into intervals so that the
length of each interval is between sn and 2sn. Let I be the set of these intervals.
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Suppose that an arbitrary input q is fixed. We define a partition Rq on the set of
input registers {1, ..., n}. u and v will be in the same class of Rq iff for each I ¥I,
M, at input q, accesses u in I if and only if it accesses v in I. (That is, if the machine
looks at u and v exactly in the same time intervals I ¥I.)
Let R −q be the set of those classes of Rq whose elements are accessed, at input q,
in at most 2k different time intervals I ¥I. Cq will denote the set of all classes of
R −q which have more than
1
4 |R
−
q |
−1 n elements.
2. Assume that q is an input and C is a class of Cq. The set of those intervals
I of I which satisfy C ı register(I, q) will be denoted by set(C, q). In other
words set(C, q) consists of exactly those intervals of I where all of the elements of
C are accessed at input q. (Note that by the definition of Rq either all or none of
the elements of a C ¥ Cq ıRq is accessed in an I ¥I).
Lemma 5. If q is an arbitrary input then
(11) |C| \
1
4
s2kk−2kn fo all C ¥ Cq
(12) : 0
C ¥ Cq
C : \ 1
4
n
(13) There areW1, W2 ¥ Cq with set(W1, q) 5 set(W2, q)=”.
Proof. (11) By the definition of I we have |I| [ s−1k. Each class of Rq is
uniquely determined by at most 2k elements of I. Therefore |R −q | [;2kj=0 (s
−1k
j ) [
2(s
−1k
2k ) [ (s−1k)2k. Therefore the definition of C implies (11.5).
(12) First we note that |1C ¥RŒq C| \ n2 . Indeed, if a register is not in 1C ¥RŒq C,
then it was accessed more than 2k times. Since there are altogether kn steps in the
computation we may have no more than n2 such registers. The definition of Cq
implies that Cq contains each class of RqŒ whose size is more than the half of the
average class size in R −q. Clearly these classes contain at least half of the elements of
1C ¥ PŒq C.
(13) LetW1 be an arbitrary element of Cq. Assume that
(*) set(W, q) 5 set(W1, q) ]”
for someW ¥Cq. Then there is an I ¥I contained in set(W, q) 5 set(W1, q).Cq ıRq
implies thatW ı register(I, q). ThereforeW ı 2 {register(I, q) | I ¥ set(W1, q)}.
So the set of registers contained in all W ¥Cq satisfying (*) is covered by the set
2 {register(I, q) | I ¥ set(W1, q)} and consequently the number of these registers
is at most ;{|register(I, q)| | I ¥ set(W1, q)} [ 2k2sn. Since s is sufficiently small
with respect to k, this inequality and (12.5) implies that there must be at least one
class of Cq which does not satisfy (*).
Lemma 6. Assume that k is a positive integer, s is sufficiently small with respect
to k, e is sufficiently small with respect to s, n is sufficiently large with respect to e,
b [ 2 en log n and the machine M satisfies the conditions (1) and (2) of Theorem 2.
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Then there is a set H of inputs, and there are W1, W2 ı {1, ..., n}, J1, J2 ıI and
functions f1, f2 so that for all q ¥H we have
(14) |H| \ 2−5ken log nan
(15) W1, W2 ¥ Cq
(16) Ji=set(Wi, q) for i=1, 2
(17) if Ti=0
I ¥ Ji
I then fi=rstateTi, q for i=1, 2
(18) J1 5 J2=” and W1 5W2=”
(19) outkn(q)=0.
Proof. According to our assumptions about M there are at least 12 a
n inputs q
with (19). Assume that a q is fixed with (19). By (13) of Lemma 5 there are
W1, W2 ¥ Cq so that W1 5W2=”. Let Ji=Wi, Ti=1I ¥ Ji I, fi=rstateTi, q, for
i=1, 2. Clearly (15), (16), (17), and (18) are satisfied. We show that the number of
possible choices for the sequence OW1, W2, J1, J2, f1, f2P is at most 2−1+5ken log n.
Therefore for at least one choice of the sequence the number of corresponding
inputs q is at least 12 a
n21−5ken log n=2−5ken log nan.
The number of choices for the pairW1, W2 ı {1, ..., n} is at most 22n. The number
of choices for the pair J1, J2 is at most |I|4k. Since I has at most s−1k elements this
is at most s−4kk4k.
The domains of the functions fi contain at most 2k elements since right(Ti) has
at most 2k elements. The range of each function is in S which has at most
b [ 2 en log n elements. Therefore the number of possible pairs of functions f1, f2 is at
most 24ken log n.
The product of all of our upper bounds is at most 2−1+5kn log n if n is sufficiently
large. QED
Lemma 7. Assume that X is a set of functions defined on the set A with values in
{1, ..., a} and |B| ı A. For each fixed f ¥X let nB(f) be the number of g ¥X so that
f and g is identical on A−B. Then for each l > 0 the number of functions f with
nB(f) [ l |X| a−|A−B| is at most l |X|.
Proof. We partition X into at most a |A−B| classes: f, g are in the same class if
their restrictions to A−B are identical. The average size of a class is therefore at
least |X| a−|A−B|. Therefore the number of functions counted in nB(f) are in classes
with sizes less than l times the average. Clearly these classes can cover at most l |X|
elements of |X|.
Lemma 8. Assume that 1 > o > 0, r > 0, and y is sufficiently small with respect to
both o and r, w=n−r, and n is sufficiently large with respect to y, and X is a set of
inputs with |X| \ 2−yn log nan. Then there is a q ¥X so that for all Z ı {1, ..., n},
|Z| \ on there are at least (wa) |Z| partial inputs g defined on Z so that q 6 g ¥X.
Proof. Let Z be a fixed set with |Z| \ on. We apply Lemma 7 with lQ |X|−1
an− |Z|(wa) |Z|, AQ {1, ..., n}, BQ Z. We get that the number of inputs q with nZ(q) [
|X|−1 an− |Z|(aw) |Z| |X| a−|n− |Z||=(aw)Z is at most l |X| [ 2yn log na−nan− |Z|(wa) |Z| |X|=
2yn log nw |Z||X| [ 2yn log nwon |X|. This holds for all sets Z ı {1, ..., n} with on [ |Z|.
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There are at most 2n such sets. Therefore we have that the number of inputs q so
that nZ(q) [ (aw)Z for at least one Z is not larger than 2n2yn log n(w)on |X|=
2 (1+y log n+o log2 r) n |X|=2(1+r log n−or log n) n |X|. Since y is sufficiently small with respect
to o and r, the exponent in the last expression is negative; that is, there is a q ¥X
with nZ(q) > (wa) |Z| for all Z of the required size which implies the statement of the
lemma. QED
Now we may complete the proof of Theorem 2. Let H, Wi, Ji, Ti, fi, i=1, 2 be
the set and functions defined in Lemma 6. We apply Lemma 8 with XQH, rQ d
yQ 5ke, oQ 14 s
2kk−2k. Let q be an element of H whose existence is stated in the
lemma. Lemma 6 implies thatWi ¥ Cq for i=1, 2. Therefore by (11) of Lemma 5 we
have that the conclusion of Lemma 8 holds with ZQWi, i=1, 2. So if Ai is the set
of all partial inputs defined onWi so that q 6 g ¥H then |Ai | \ (n−da) |Wi|.
We claim that q, Ai, and Ti satisfy the conditions of Lemma 4.
(8) follows from the definition of Ai.
(10) as we have already seen, is a consequence of Lemma 8.
Assume now that g1 ¥ A1 and g2 in A2 and check the individual conditions in (9).
(4) is a consequence of (18).
(5) follows from (16) and from the definition of Ti in (17).
(6) We know that q 6 gi ¥H and so (17) implies this condition.
(7) q 6 gj ¥H; therefore, by (15) domain(gi)=Wi is a class of Cq 6 gj . Conse-
quently its registers are not accessed outside Ti. As we have already seen T1, T2 are
disjoint; that is, none of the registers ofWi is accessed in Tj at input q 6 gj.
Since all of the requirements of Lemma 4 are met we have that there exist
g1, g2, x1, x2 with the properties described in the lemma. By (19) outkn(q)=0 and
so by Lemma 4 outkn((q 6 g1) 6 g2)=0 while x1 and x2, which are taken by
(q 6 g1) 6 g2 at different points, satisfy the relation Q. This is clearly in contradiction
with property (2). QED
Remark. There is a way to simplify slightly the proof of Theorem 2. Namely
with a somewhat weaker lower bound than in (14) we may include in Lemma 6 the
following condition
(20) for all g, t ¥H we have Cg=Ct.
Indeed the number of possible sets Cg is at most c(s, k)n, where c(k, n) depends
on only s and k. The reason for this is that Cg is a set of disjoint subsets of
{1, ..., n} and |Cg | remains below a bound depending only on s and k. Therefore we
lose only a factor of 2 log c(s, k) n in the lower bound of (14). We may conclude the
proof using the modified version of Lemma 6 with only Lemma 7; that is, the more
complicated Lemma 8 is not needed. The disadvantage of this proof is that it is less
suitable for further improvements, for example for proving the theorem for l-full
relations with greater values of l. The reason for this is that the lower bound in (14)
for the simplified proof will decrease faster (than the corresponding bound for the
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original proof) if l gets larger. (The partition Cg will have more classes and so the
total number of possible partitions Cg increases drastically.)
Proof of Theorem 1. In the proof we will use the following three well-known
facts. A (m) will denote the set of all 0,1 sequences of length m. The first is the
following theorem of Harper. (For a proof see, e.g., Bolloba´s [Bo].)
Theorem A (Harper). Assume that for all X ı A (m), N(X) is the set of sequences
whose Hamming distance is at most one from at least one point of X. Then for all
X ı A (m), |X| \; ri=0 (mi ) implies N(X) \; r+1i=0 (mi ).
Proposition 1. For all 0 < a < 12 there is a 0 < b < 1 so that if m is sufficiently
large then ; 0 [ i < am (mi ) < 2bm.
This can be proved by estimating the binomial coefficients using Stirling’s
formula.
Proposition 2. For all 0 < c < 12 , there is a h > 0 so that if m is sufficiently large
and x, y are random 0,1 sequences taken independently and with uniform distribution
from the set of all such sequences, then the probability that the Hamming distance of
x and y is smaller than c is less than 2−hm.
This follows easily from Proposition 1.
In the proof of Theorem 1 we assume, for the sake of simplicity, that a is a power
of 2, namely a=2m. Let Qt be the following relation on 0, 1, ..., a−1: the
Hamming distance of x and y is less than t. First we prove that
(21) For all c > 0 there is a 0 < dŒ < 1 so that if m is sufficiently large
then Qcm is a−dŒ full.
Proof. Using Proposition 1 with aQ 12−
c
3 we pick a 0 < dŒ < 1 so that
; 0 [ i < (12− c3) m(mi ) < 2 (1−dŒ) m. Assume that Bi ı A (m), |Bi | > 2−dŒm2m for i=1, 2. We
claim that N1
2 cm
(Bi), that is, the set of sequences whose Hamming distance from at
least one point in Bi is at most
1
2 cm, contains more than
1
2 2
m elements for i=1, 2.
This will imply that N1
2 cm
(B1) 5N12 cm(B2) ]” and therefore B1, B2 have points
whose distance is at most cm. We have ; 0 [ i < (12− c3) m (mi ) < 2 (1−dŒ) m [ |Bi |. Therefore
applying Theorem A repeatedly we get by induction on j that for all j \ 0
; 0 [ i < j+(12− c3) m (mi ) [ |Nj(Bi)|. Now let j=[c2 m]. j+(12− c3) m \ m2+1. We have
2m−1 <; 0 [ i [ n2+1 (mi ) [Nj(Bi) [Nc2 m(Bi), which completes the proof of (21).
We need the following to show that Q satisfies (1):
(22) For all 0 < c < 12 if c1 is sufficiently large (where a=2
m > nc1), m is
sufficiently large with respect to c1, and g is a random input with
uniform distribution on the set of all inputs, then with a probability of
at least 12 we have that for all 1 [ i < j [ n ¬ Qcm(g(i), g(j)).
Proof. Proof of (22) For any fixed 1 [ i < j [ n let pi, j be the probability of
the event Qcm(g(i), g(j)). By Proposition 2 we have that this probability is at most
2−hm where h depends only on c. Let c1 be sufficiently large with respect to h. We
have pi, j [ 2−hm [ 2−hc1 log2 n [ 2−3 log2 n [ n−3. Therefore the probability that Q(g(i),
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g(j)) holds for at least one pair i, j, i ] j is at most (n2) n−3 < 12 which completes the
proof of (22).
We may now complete the proof of Theorem 1. We show that the requirements
of Theorem 2 are met with QQ Qcm and dQ dŒc−11 where dŒ satisfies (21). This
choice for d implies that Q is indeed n−d=a−dŒ-full. (1) is a consequence of (22) and
(2) implies the conclusion of Theorem 1. (The proof also shows that the ‘‘promise
problem’’ version of Thoerem 1 mentioned in the Introduction also holds.)
3. THE ELEMENT DISTINCTNESS PROBLEM
In this section we prove the analogue of Theorem 1 for the equality relation.
Theorem 3. For all positive integer k there is an e > 0 so that if n is sufficiently
large, a \ n2, b < 2 en then the following holds: there is no machineM=On, a, b, knP
so that for any input g we have outkn(g)=1 iff there are i, j ¥ {1, ..., n}, i ] j so that
g(i)=g(j).
The theorem holds not only for the equality relation but for a larger class of
l-full relations as formulated below in Theorem 4.
Theorem 4. For all c0 > 0 and positive integers k there is an e > 0 so that if n is
sufficiently large, a \ n2, b < 2 en, and R(x, y) is a 12 -full and (c0, n) sparse relation
then the following holds: there is no machineM=On, a, b, knP so that for any input g
we have outkn(g)=1 iff there are i, j ¥ {1, ..., n}, i ] j so that R(g(i), g(j)).
Remarks. 1. The theorem remains true if we assume only that R is
(2−eŒn, n)-sparse, where eŒ > 0 is sufficiently small with respect to k, and our proof
actually gives this result without any substantial changes.
2. The theorem remains true if we assume only that the relation R is 1−d-full
where d is an arbitrarily small constant. We need only minor modifications of the
present proof to get this result. In this case e > 0 may depend on d too. The men-
tioned two changes of parameters in the theorem can be executed simultaneously.
First we show that Theorem 4 implies Theorem 3. The relation equality is clearly
1
2 -full. We show that if a \ n
2, then it is (c1, n)-sparse on {1, ..., a} for some
absolute constant c1. We pick a1, ..., an independently and with uniform distribu-
tion from {1, ..., a}. If p0 is the probability of the event ‘‘there is no 0 < i < j [ n
so that R(ai, aj)’’ then p0 \<n−1i=1 (1− in2) \<
n−1
i=1 (1−
n
n2)=<n−1i=1 (1− 1n) ’ 1e .
Therefore there is a constant c1 > 0 so that for any sufficiently large n we have
p0 > c1.
Proof of Theorem 4. Assume now that c0 > 0, k is an arbitrary integer, and let
e > 0 be sufficiently small with respect to k and n is sufficiently large with respect to
k, e. Suppose further that contrary to the assertion of the theorem there is a
machine M with the described restrictions on its parameters, which decides for an
arbitrary input g whether it has two identical values. Let H1 be the set of all inputs
q with outkn(q)=0. The assumed (c0, n) sparsity of R implies that |H1 | > c0an. Our
plan is to find a q ¥H1 and two partial inputs g1, g2 with disjoint domains so that
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outkn(q 6 g1 6 g2)=outkn(q)=0 and R(g1(u), g2(v)) for some u ¥ domain(g1),
v ¥ domain(g2). Since q 6 g1 6 g2 takes these values (and at different places) we reach
a contradiction.
In the proof we will assume that c0, k, e, n, and the machine M has been fixed
with the mentioned properties. All of the notions which depend on a machine (e.g.,
the functions rstate, register, etc.) will refer to this particular machine. Some-
times we will define numbers which depend, e.g., only on k but not on n. In this
case we state the quantification of the variables k, e, n again, and, even if we do not
mention the machineM itself, we assume that it is fixed with the given properties.
We have defined earlier the set of intervals I depending on a parameter s. We
will use the same definition here as well. We have already defined, before Lemma 2,
the functions register(T, g) and core(T, g) where T is a set of times, and g is an
input. We will extend this notation, namely if F ıI then by definition
register(F, g)=register(1F, g) core(F, g)=core(1F, g). L
Definitions. 1. If F ıI and q is an input then stem(F, q) will denote the
restriction of q onto {1, ..., n}−core(F, q). fan(F, q) will be the set of all inputs
g with stem(F, q)=stem(F, g). If H is a set of inputs then fan(H, F, q)=
H 5 fan(F, q)
2. An input q is called visible if every element of {1, ..., n} (that is, every
register) it accessed at input q.
Remark. Without loss of generality we may assume that every input is visible.
Indeed, e.g., we may suppose that our machine starts to work by accessing each
register once. This assumption adds only n to the time needed to solve any problem.
In the proof we will assume that every input is visible. As a consequence we have
that core(F, q) consists of those registers which are not accessed outside F (in
contrast to the original definition where we assumed that they are accessed in F).
Sketch of the proof of Theorem 4. As in the proof of Theorem 2 our plan is the
following. We start with the set H1 of all inputs where the output of the machine is
0. We have |H1 | > c0an. Our goal is to find a q ¥H1 and two disjoint sets of registers
U1, U2 and on Ui a set of partial inputs Yi, i=1, 2 so that
(a) |Yi | is so large that it guarantees that |1g ¥ Yi range(g)| > a2 and
(b) for all g1 ¥ Y1, g2 ¥ Y2 we have outkn(q 6 g1 6 g2)=0.
This leads to a contradiction since (a) implies that there are xi ¥1g ¥ Yi range(g)
so that R(x1, x2) and therefore we may pick g1 ¥ Y1, g2 ¥ Y2 so that xi ¥ range(gi)
which implies that qŒ=q 6 g1 6 g2 takes the values x1, x2 at different places.
We will pick the sets of registers Ui in the following way. As in the proof of
Theorem 2 we define a partition I of the time interval [0, k−1) into subintervals
whose length is about sn where s > 0 is sufficiently small with respect to k, but
e > 0 (from the upper bound on the memory) is sufficiently small with respect to s.
We will pick at random two disjoint subsets F1 and F2 of I. (The common size of
Fi, i=1, 2 will be chosen carefully. We will return to this question in the remark
after Lemma 12.) Suppose Fi has been selected. We will define Ui by Ui=
core(Fi, q) for a suitably chosen input q ¥H1. We will show that there is a large set
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H ıH1 of inputs so that any q ¥H will be good in the definition of Ui and Yi will
be defined as the set of all partial inputs g defined on Ui with the property q 6 g ¥H
for i=1, 2. We will give the definition of the sets Fi in three steps. In each step we
reduce the requirements on Fi, H to another set of requirements (which may not be
simpler but can be more easily satisfied) and in the last step with a probabilistic
construction we show that our requirements can be met. The three steps will be
described by three lemmata Lemma 9, Lemma 11, and Lemma 13 (for the under-
standing of Lemma 13, Lemma 12, and the definition of the function accl before it
is also necessary). The reader who wants first to get a complete picture about
structure of the proof without going into the technical details may read the statements
of the given lemmata and the definition together with the remarks immediately
before and after each lemma. L
Lemma 9. For all positive integers k, if s > 0 is sufficiently small with respect to k
and e > 0 is sufficiently small with respect to s, n is sufficiently large with respect to e,
and G is a set of visible inputs then the following holds. There exist l > s F1, F2, f1,
f2, H with the following properties:
(23) H ı G and |H| \ 2−ln |G|
(24) F1, F2 are disjoint subsets of I
(25) for all i=1, 2and j=3−i ifq, t ¥H, andstem(Fi, q)=stem(Fi, t),
then core(Fj, q)=core(Fj, t)
(26) |core(Fi, q)| \ lyn \ 2ln for all q ¥H and i=1, 2, where
y=1− 150k,
(27) rstateq, 1Fi=fi for all q ¥H, i=1, 2.
Remarks. 1. As a motivation for this lemma we describe where the proof of
Theorem 2 breaks down if we try to adapt it to the present problem. We also point
out the changes which make the basic proof technique applicable. The statement of
the present lemma contains all the necessary modifications. The lemma in itself
implies the theorem. (The proof is given right after these remarks.) The remaining
part of this section is the proof of the lemma.
In the proof of Theorem 2 we used the following observation. If X is a large set
of inputs and B is a large set of registers, then for a random element q of X we have
that with high probability there are many different partial inputs g on B so that
q 6 g ¥X (see Lemma 7). In applying this lemma one of the difficulties is that since
the set B is fixed in advance, it cannot depend on the input q. In other words if we
first pick a random q then with a set Bq depending on it then there is no guarantee
that a similar assertion will hold. (In the case of Theorem 2 something like that was
still true, as formulated in Lemma 8. We may think that for each B the number of
exceptional inputs q, where B does not behave in the required way, was so small
that even if we threw out the exceptional inputs for all B still enough inputs
remained. This is not the case with the present choice of the parameters.) The need
for picking first q and then B comes from the fact that one of the conditions of
Lemma 2 is domain(gi)=core(Ti, q). domain(gi) will have the role of set B so we
will know it only after q has been selected.
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However, in the special case B=core(F1, q), an analogue of Lemma 7 holds in
spite of the fact that B depends on q. The reason for this is the following. In this
special case we may pick a random input q ¥H in the following way. First we want
to randomize q outside core(F1, q). The problem is that we do not know yet the set
core(F1, q). However, the set {1, ..., n}−core(F1, q) can be randomized at the
same time as we randomize the value of q on it (with the condition q ¥H). We can
do it by performing the computation in each interval of I outside F1 and picking a
random value for the content of any registers (according to the distribution induced
by H) that is accessed during this computation. Condition (27) guarantees that we
can start performing the computation at the left border of any interval of I−F1
which comes right after an interval of F1. (Lemma 10 formulated and proved below
ensures that we get the right distribution this way.) Therefore we can decide what
{1, ..., n}−core(F1, q) will be and therefore core(F1, q) without giving any
information about the values of q on core(F1, q). Therefore if we now continue the
selection of q onto core(F1, q) the situation is the same as if core(F1, q) would be
the fixed subset B of Lemma 7. Condition (26) of the lemma guarantees that this set
will be sufficiently large.
There is another problem with the proof of Theorem 2 under the present circum-
stances. In that proof we guaranteed condition (7) of Lemma 2, that is the fact that
in the time set Tj during the computation at input q 6 gj we will not look at any of
the registers in domain(gi) in a very strong way. Namely we were able to prove that
the times where we look at domain(gi) is the same at the inputs q and q 6 gi.
This cannot be ensured now. The counting argument in the proof of this fact
breaks down because of the changes in the values of the parameters. Therefore we
guarantee condition (7) in a new way through condition (25). Since in our case
domain(gi)=core(Fi, q) this condition with the original notation just says that
core(Fj, q)=core(Fj, q 6 gi). This, by the definition of the function core, will
easily imply the required property. Actually the implication is so easy that we may
feel that we only reformulated the original requirement. Indeed the most difficult
part of the proof of Theorem 4 is that F1, F2 can be selected with property (25) and
the other properties in the lemma. The main idea behind this part of the proof is the
following. In (25) we want that stem(Fi, q) uniquely determines core(Fj, q). As a
first step we try to satisfy all of the other conditions of the lemma and a weakened
version of (25) where stem(Fi, q) does not determine core(Fj, q) uniquely but
leaves relatively few choices for it (Lemma 11). The fact that this is possible is not
that surprising since if we change q on core(Fi, q) then the contents of at most
2s−1 |Fi | registers are changed. (Assuming that (27) holds for the inputs involved.) If
these registers would be randomly distributed with respect to core(Fi, q) then rela-
tively few would be in it, so a change in q on core(Fi, q) would change core(Fj, q)
only a little and so that the total number of sets core(Fj, q) would be small. (The
assumed randomness will be guaranteed by the random choice of F1 and F2.) From
this weakened version of (25) we get the original one by taking a subset of the input
set H in a way that from the few choices for core(Fj, q) only one remains.
2. If we want to prove the modified version of Theorem 4 where only
1−d-fullness is assumed about the relation R, then we have to replace 2ln by c¯ln
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where c¯ is sufficiently large with respect to d. In the proof of Lemma 9 this addi-
tional requirement does not cause any difficulties.
Before we give the proof of Lemma 9 we show that it implies Theorem 4.
Proof of Theorem 4. We apply Lemma 9 with G=H1, where, according to our
definition soon after the statement of Theorem 4, H1 is the set of all inputs X with
outkn (X)=0. (As we have noticed already after the definition of visibility we may
assume that every input is visible.) Let l, F1, F2, f1, f2, H be given with the prop-
erties described in the lemma.
We show that
(28) the number of elements of q ¥Hwhich satisfy the following condition
is at least 13 |H| : |fan(H, Fi, q)| \ c0
1
3 2
−lna si, where si=|core(Fi, q)|,
i=1, 2.
First we estimate the number of inputs q so that (28) holds for only a single fixed
value of i, say, i=1. We define a partitionT ofH by ‘‘q, t ¥H are in the same class iff
stem(F1, q)=stem(F1, t).’’ The following lemma says that if q and t are not in the
same class then the functions (partial inputs) stem(F1, q), stem(F1, t) are not only
different but also incompatible; that is, there is a x ¥ domain(stem(F1, q)) 5
domain(stem(F1, t)) so that stem(F1, q)(x) ] stem(F1, t)(x). (This needs to be
proved because two different functions may be compatible if they have different
domains, but take identical values in points where both are defined.)
Lemma 10. Suppose that F ıI, q, t are inputs with stem(F, q) ] stem(F, t)
and rstateq, 2 F=rstatet, 2 F. Then there is an x ¥ domain(q) 5 domain(t) so that
q(x) ] t(x).
Proof. We show that if stem(F, q) and stem(F, t) are compatible then they are
identical. The set 1I ¥I−F can be covered by intervals. Let J1, ..., Jr be such a
covering where the number of intervals is minimal. Let us consider the computation
in a time interval Jl for an arbitrary l, at both inputs q and t. rstateq, 2 F=
rstatet, 2 F implies that the computation starts at the same state of the machine for
the two inputs. The compatibility of stem(F, q) and stem(F, t) implies that the two
computations will be exactly the same until a register is accessed which is not in the
domain of one of these inputs. This, by the definition of stem, cannot happen in the
interval Jl which is disjoint from F. Since every register in the domain of either
stem(F, q) or stem(F, t) is accessed at least once in 2 Jj we get that their domains
are equal. QED
Let HŒ be the set of those inputs z which are the extensions of a stem(F1, q) for
some q ¥H. We define a partition TŒ of HŒ in the following way. The inputs
z1, z2 ¥HŒ belong to the same class of TŒ iff there is a q ¥H so that both z1 and z2
are extensions of stem(F1, q). Clearly H ıHŒ and every class of T is contained in
a class ofTŒ.
Proposition 3. Assume that A ı AŒ are finite sets, P is a partition of A, PŒ is a
partition of AŒ, each class of P is contained in a single class of PŒ and d=|A||AŒ|−1.
Then for all l > 0, there are at most l |A| elements x of A, so that if C, CŒ are the
unique P, PŒ classes containing x then |C| |CŒ|−1 [ ld.
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Proof. Let X be the set of classes C of P with |C| |CŒ|−1 [ ld, where CŒ is the
unique PŒ class containing C. The total number of elements x with the required
property is atmost;C ¥X |C| [;C ¥X ld |CŒ| [ ld;C ¥ P |CŒ|=ld |AŒ|=l |A|. QED
Let d be the density of H in HŒ; that is d=|H||HŒ−1|. (23) and the definition of c0
imply that the density of H in the set of all inputs is at most c02−ln. HŒ is a set of
inputs, so we have d \ c02−ln. We apply Proposition 3 with AQH, PQT, lQ 13 .
We get that the number of elements q of H which belong to a T-class whose
density in the corresponding TŒ-class is at most 13 d \ 13 c02−ln is at most 13 |H|. The
same is true if we define the corresponding partitions for F2. Therefore at least
1
3 |H|
elements belong to a class of T whose density in TŒ is at least 13 c02−ln for i=1, 2.
This implies (28). Therefore there is a q ¥H so that the following holds for i=1, 2:
(29) assume that si=|core(Fi, q)| and Yi is the set of all partial inputs
g defined on core(Fi, q) so that q 6 g ¥H. Then |Yi | \ c0 13 2
−lna si.
Therefore Lemma 3 and (26) implies that | 2 {range(g) | g ¥ Yi}| > a2 for i=1, 2.
Consequently, by the 12-fullness of the relation R, there are ui ¥ gi ¥ Yi for i=1, 2 so
that R(u1, u2).
We claim that the conditions of Lemma 2 are satisfied by q, g1, g2, T1 Q 2 F1,
T2 Q 2 F2.
(3) By (24.9) F1 and F2 are disjoint, so according to the definition of the
function core, the sets core(Fi, q)=domain(gi), i=1, 2 are also disjoint.
(4) follows from (24.9)
(5) This holds with equality.
(6) This is a consequence of q 6 gi ¥H and (27.9)
(7) domain(gi)=core(Fi, q). (25) and q 6 gj ¥H implies that core(Fi, q)=
core(Fi, q 6 gj). We got domain(gi)=core(Fi, q 6 gj). Since F1 and F2 are disjoint,
none of the registers of core(Fi, q 6 gj) is accessed from 2 Fj at input q 6 gj. QED
Remark. We will use the following lemma in the proof of Lemma 9. This lemma
is similar in content to Lemma 9; only its conditions are somewhat relaxed; e.g. (25)
which states that stem(Fi, q) uniquely determines core(Fj, q), is replaced by (33)
and (34) which require only that for most of the inputs q if stem(Fi, q) is given then
there are relatively few choices for core(Fj, q). Condition (27) is left out altogether,
since our bound on the working memory implies that there are relatively few
choices for the functions rstateq, 2 Fi , so as in the proof of Theorem 2 we may
guarantee the condition by taxing a subset of H.
Lemma 11. For all positive integers k if s > 0 is sufficiently small with respect to
k, e > 0 is sufficiently small with respect to s, n is sufficiently large with respect to e,
and G is a set of visible inputs, then there exist o > s, F1, F2, L1, L2, D, D0, with the
following properties:
(30) o is sufficiently small with respect to k.
(31) D0 ı D ı G, |D| \ 2−on |G|, and |D0 | \ 34 |D|.
(32) F1, F2 are disjoint subsets of I.
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(33) For all i=1, 2,Li(x, y) is a binary function which is defined for all
pairs x, y, where x is a partial input and y is a subset of domain(x).
Moreover, for each fixed x0,Li(x0, y) as a function of y is a one-to-one
map of the set of subsets of domain(x0) onto a set of positive integers.
(34) For all q ¥ D0 and i=1, 2, j=3−i the number of elements t of the
set fan(D, Fi, q) with Li(stem(Fi, q), core(Fj, t)) [ 2on is at least
7
8 |fan(D, Fi, q)|.
(35) |core(Fi, q)| \ oyn for i=1, 2 and q ¥ D0, where y=1− 140k
Proof of Lemma 9. We show first that Lemma 11 implies Lemma 9. Assume
that k is given and we pick a y according to Lemma 11. Suppose now that s > 0 is
sufficiently small and we pick o according to Lemma 11. Let l0=o0, l=4o, and
suppose that e > 0 is sufficiently small, n is sufficiently large, and G is a set of visible
inputs. Let F1, F2, L1, L2, D be the elements whose existence is guaranteed by
Lemma 11.
Wedefine twofunctionsDi, i=1, 2onDbyDi(q)=L1(stem(Fi, q), core(F2−i, q)).
Let DŒ be the subset of D0 where the values of both D1 and D2 are at most 2on. If
D (i) is the set of all elements of D where the value of Di is at most 2on, then
DŒ=D0 5 D (1) 5 D (2). To get a lower bound on |DŒ| first we give a lower bound on
D (i). Assume i ¥ {1, 2} is fixed. We define a partition Pi of D so that on each class
of Pi, stem(Fi, q) as a function of q is constant for i=1, 2, and Pi is maximal with
this property. Let W be a class of Pi. By (34) we have that |W−D (i)| [ 18 |W| and so
|D−D (i)| [ 18 |D|. Since this is true for i=1, 2 we have |D−(D
(1) 5 D (2))| [ 14 |D|. By
(31), |D0 | \ 34 |D|, so we have |DŒ|=|D0−(D(1) 5 D (2))| \ 14 |D|.
We partition DŒ according to the values of both D1 and D2; that is q and t will be
in the same class iff Di(q)=Di(t), i=1, 2. Let C be a class of this partition with a
maximal number of elements. Clearly |C| \ 2−2on |DŒ| \ 2−2−2on |D|. Now we define a
partition P of C by ‘‘q, t ¥ C are in the same class iff rstateq, 2 Fi=rstatet, 2 Fi ’’
for i=1, 2. Since the number of possible functions rstateq, Fi is at most 2
en2s −1k and
e is sufficiently small with respect to k, s, and o, we have that there is a class H of
this partition so that |H| \ 2−e2s
−1kn |C| \ 2−e2s
−1kn2−2−2on |D| \ 2−3on |D| \ 2−4on |G|.
The fact that H is a single class of P implies that there are functions f1, f2 so that
for all i=1, 2 and for all q ¥H we have rstateq, 2 Fi=fi; that is, (27) holds.
(23) is a consequence of l=4k and the inequality |H| \ 2−4o |G| proved
above.
(24) follows from (32).
(25) Suppose i ¥ {1, 2}, j=3−i. H ı C and the definition of C imply that if
stem(Fi, q)=stem(Fi, t) then
Li(stem(Fi, q), core(Fj, q))=Li(stem(Fi, t), core(Fj, t)).
According to (33) Li, as a function of its second variable, is a one-to-one map (for
a fixed value of the first variable); therefore core(Fj, q)=core(Fj, t).
(26) is a consequence of (35), l=4o, and 0 < o < 1, 0 < y < 1 and the fact
that o is sufficiently small with respect to y.
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Definition. If q is an input, and l is a nonnegative integer, then accl(q) will
denote the set of all registers which, at input q, are accessed from exactly l different
elements of I.
Remarks. 1. For the definition of accl(q) it is irrelevant whether a register has
been accessed only once or several times from an interval of I.
2. The goal of the next lemma is to show that for all visible inputs q there is
an l so that |accl(q)| is large, both in an absolute sense and compared to the
numbers |acci |, i=1, ..., l−1.
Lemma 12. Suppose that k \ 2 is a positive integer, s > 0 is sufficiently small, n is
sufficiently large, and q is a visible input. Then there is a positive integer l with
1 [ l [ 2k and a m > 0, so that 1m is an integer and
(36) |accl(q)| \ s
1
4 mn,
(37) for all i=0, 1, ..., l−1 we have |acci(q)| [ s (l+1) mn
(38) |log s|−
1
2 log k [ m [ (10k)2k+1 |log s|−12 log k
Remarks. 1. We will use this lemma to select the common size of the sets F1
and F2 whose existence is stated in Lemma 11. F1, F2 will be a pair of disjoint
random subsets of I with t elements where t=[s−1+m] and m is given by
Lemma 12. The importance of the gap, described in the lemma, in the sequence
|acci | between i [ l−1 and i=l, is the following. In the proof of Lemma 11 we will
estimate the number of elements of the set X0 5 core(Fj, q), where X0 is a given set
of registers. To get an upper bound will be easier if we may disregard the registers
in acci(q) for i=1, ..., l−1. The inequalities in (36) and (37) will make this pos-
sible. (36) will be used again when we prove a lower bound on |core(Fj, q)|.
2. The function |log s|−
1
2 in the upper and lower bounds of (38) can be
replaced by any function f(s) \ 0 so that limsQ 0 f(s)=0 and limsQ 0 |log s| f(s)
=.. This change does not affect the application of the lemma in the proof of
Lemma 11.
Proof. We define a sequence mr, lr, for r=0, 1, 2, ... by recursion on r until a
pair m=mr, l=lr satisfies the conditions of our lemma. The pair mr, lr, r=0, ..., 2k
will satisfy the following conditions:
(39) |acclr (q)| \ s
1
4 mrn,
(40) mr is an integer and lr [ 2k is a positive integer for all r \ 0;
moreover, lr < lr−1 for all r > 0,
(41) |log s|−
1
2 log k [ mr [ (10k)r+1 |log s|−
1
2 log k.
Assume r=0. The number of registers which are accessed at most in 2k different
intervals of I is at least n2 ; otherwise, the total number of accesses would be more
than kn. Therefore there is an lŒ, 1 [ lŒ [ 2k so that there are at least 14k n registers
which are accessed in exactly lŒ different intervals of I, and so |acclŒ(q)| \ 14k n. Let
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mŒ=|log s|−12 log k, m0=[ 1m −]
−1. |acclŒ(q)| \ 14k n \ k
−14 |log s|
1
2n=s
1
4 mŒn \ s 14 m0n. There-
fore if l0=lŒ then (39) holds with r=0. We have |log s|−
1
2 log k=mŒ [ m0 [
10 |log s|−
1
2 log k; therefore m0, l0 meet the requirements of (41). By the definitions
of m0 and l0 (40) also holds.
Assume now that ms, ls has already been defined for s=0, ..., r−1 so that
(39)–(41) hold. If m=mr−1, l=lr−1 satisfy (37) we do not define mr, lr. Assume that
they do not satisfy (37). Then there exists an lr < lr−1, r \ 1 so that
|acclr (q)| > s
(lr−1+1) mr−1n. (Since q is visible we may assume that lr ] 0.) Let mr=
4(lr−1+1) mr−1. ¬ (37) implies |acclr (q)| \ s
1
4 mrn, and by the inductive assumption
we have mr=4(lr−1+1) mr−1 [ 4(2k+1) mr−1 [ 10kmr−1 [ (10k)r+1 |log s|−
1
2 log k.
Since the numbers lr form a decreasing sequence of positive integers and l0 [ 2k,
we have that for some r [ 2k−1 the pair lr, mr cannot be defined. This is only
possible if the pair l=lr−1, m=mr−1 meets the requirements of the lemma. QED
Lemma 13. Assume that c > 0, k \ 2 is an integer, s > 0 is sufficiently small, n is
sufficiently large, G is a set of visible inputs, q ¥ G, l, m are the numbers whose
existence are guaranteed by Lemma 12, and t=[s−1+m]. Suppose further that F1, F2
is a random pair of disjoint subsets of I each with t elements taken with uniform
distribution from the set of all pairs with this property. Then with a probability of at
least 1− c we have:
(42) |core(Fi, q)| \ s (l+
1
2) mn for i=1, 2. For all i=1, 2 if we randomize
F1, F2 as described above then
(43) if we pick a random partial input z defined on core(Fi, q) so that
q 6 z ¥ G, with uniform distribution on the set of all such partial inputs,
then with a probability of at least 1− c, for the randomization of z we have
|register(Fi, q 6 z) 5 core(F3−i, q)| [ s (l+34) mn.
Moreover if for all j, k ¥ G and I ¥I we have rstateI, j=rstateI, k then for all
i=1, 2 if we randomize F1, F2 as described above then
(44) if we pick a random partial input z defined on core(Fi, q) so that
q 6 z ¥ G, with uniform distribution on the set of all such partial inputs,
then with a probability of at least 1− c, for the randomization of z we have
|register(Fi, q 6 z) 5 core(F3−i, q)| [ s (l+34) mn and |register(Fi, q) 5
core(F3−i, q 6 z)| [ s (l+
3
4) mn.
Remarks. 1. The upper bound on |register(Fi, q 6 z) 5 core(F3−i, q)| in (43)
is essentially smaller than the lower bound in (42). This will be used to show that
the various sets core(q 6 z) are relatively close to each other in the metric defined
by the size of the symmetric difference. (Lemma 16 gives the connection between
the estimate in (43) and distances between the sets core(q 6 z).) This closeness
implies that there are relatively few sets of the form core(q 6 z). This will make it
possible to define the functionsLi with the properties described in Lemma 11.
2. In the proof of this lemma (for both statements) we will have two steps.
First we will estimate the expected value of the numbers |core(Fi, q)| resp.
|register(Fi, q 6 z) 5 core(F3−i, q)|; then, based on these estimates we get the
bounds which hold with high probability. The second step will be easier for the
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upper bound since in this case Markov’s inequality can be used. In the case of the
lower bound our solution is more complicated. (See the remark before Lemma 14.)
To get the estimates on the expected value we will use the inequalities connecting l,
m, s and |accj(q)| stated in Lemma 12. The definition of the function core will
make it possible to estimate the probability that a fixed register x ¥ accj(q) is in
core(Fi, q), where Fi has the distribution described in the lemma.
Proof. Assume that c, k, s, n, G, q, l, m, t are fixed with the properties listed in
the lemma. We start with the proof of (43) and assume that, e.g., i=1. First we
estimate the expected value of |register(F1, q 6 z) 5 core(F2, q)| provided that we
randomize F2 only. More precisely suppose that F1 ıI, |F1 |=t, and a partial input
z defined on core(F1, q) so that q 6 z ¥ G are fixed with these properties but
otherwise in an arbitrary way. We now take a random F2 ıI, |F2 |=t so that F1
and F2 are disjoint with uniform distribution on the set of all such sets F2. We
estimate first the expected value of |register(F1, q 6 z) 5 core(F2, q)| with respect
to this randomization. Let x be a fixed element of register(F1, q 6 z); we estimate
the probability px of the event x ¥ core(F2, q). (The expected value in question will
be ;{px | x ¥ register(F1, q 6 z)}.)
First assume that x ¥ acci(q) for some i < l. In this case we use the trivial bound
px [ 1. Let Z1 be the set of all registers x with this property.
Assume now that x ¥ acci(q) for some i \ l. Let Z2 be the set of all registers x
with this property. If x is accessed in an interval of F1 at input q then px=0, since
F1 and F2 are disjoint and core(F2, q) cannot contain a register which is accessed
outside F2 at input q. If x is not accessed in any of the intervals of F1 then let
X ıI be the set of intervals where x is accessed. We have X 5 F1=”. px is equal
to the probability of X ı F2. We can compute this probability by sequentially
deciding about each element of X whether it is in F2. This gives
px=
t
|I|− t×
t−1
|I|− t−1× · · · ×
t− |X|+1
|I|− t− |X|+1 . Since |X| \ l we have px \
t
|I|− t×
t−1
|I|− t−1× · · · ×
t− l+1
|I|− t− l+1 . t=[s
−1+m] implies that s−1+m is an upper bound for all of the nomina-
tors. To get a lower bound on the denominators we use the inequalities 12 s
−1 [ |I|
and t [ 18 s
−1, l [ 18 s
−1. The first inequality follows from the definition of I, the
second inequality is a consequence of the lower bound on m given in (38), and the
third from the fact that l [ 2k and s is sufficiently large with respect to k. since this
lower bound implies that sm [ k−|log s|
1
2 . Using the three inequalities we get the lower
bound 14 s
−1 on the denominators. Therefore we have px [ s l(−1+m)/4−ls−l=4 ls lm.
We have E(|register(F1, q 6 z) 5 core(F2, q)|) [;{px | x ¥ register(F1, q 6 z)}
[;x ¥ Z1 px+;x ¥ Z2 px [ |Z1 |+|Z2 | 4 ls lm.
By (37) we have that |Z1 | [ ls (l+1) mn. |Z2 | [ |register(F1, q 6 z)| [ |1F1 | [
tsn [ s−1+msn=smn. Therefore E(|register(F1, q 6 z) 5 core(F2, q)|) [ ls (l+1) mn+
4 ls lmsmn [ (4 l+l) s (l+1) mn. Let Y=|register(F1, q 6 z) 5 core(F2, q)|. We get that
if F1, q, z are fixed and we randomize only F2, then E(Y) [ (4 l+l) s (l+1) mn. (From
now on we use about Y only this fact and the fact that i takes only nonnegative
values.)
Since this is true for any fixed F1 and z, we have that if we first randomize both
F1 and F2 and then z as described in the statement of the lemma then for the ran-
domization of all of the three elements we have E(Y) [ (4 l+l) s (l+1) mn. The upper
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bound that we claim on Y in (43) is s (l+
3
4) mn. The ratio of the upper bound and the
expected value is l=s−
1
4 m(4 l+1)−1. Therefore by Markov’s inequality Y [ s (l+34) mn
holds with a probability of at least 1−l−1, for the randomization of F1, F2 and z.
Therefore using Markov’s inequality again it is easy to see that with a probability
of at least 1−l−
1
2 for the randomization of F1 and F2 we get a pair F1, F2 such that
with a probability of at least 1−l−
1
2 for the randomization of z this inequality
holds. (Here we apply Markov’s inequality for the random variable, depending on
the choice of F1 and F2 only, whose value is the probability, for the randomization
of z, that the inequality in (43) holds.) The lower bound on m in (38) and l [ 2k
implies that l−
1
2 is sufficiently small with respect to c if s is sufficiently small with
respect to k and c, which implies (43).
Proof of (44). There are two inequalities in the conclusion of (44). It is sufficient
to prove that both hold with a probability of at least 1− c2 . For the first inequality
this is an immediate consequence of (43). For the proof of this statement for the
second inequality we assume that, e.g., i=1. Let g=q 6 z. We note that by the
assumption of (44) about the function rstate, we have that rstateFi, q=
rstateF1, g. Since q and g are identical outside core(F1, q), this implies that the
running of the algorithm outside F1 is identical for the inputs q and g, and therefore
core(F1, q)=core(F1, g). Therefore q can be written in the form of q=g 6 z¯
where z¯ is a partial input defined on core(F1, g). We assume that g, z¯, and F1
are fixed and we only randomize F2. We estimate the expected value of
|register(F1, g 6 z¯) 5 core(F2, g)|. We may use the same argument as in the proof
of (44) with qQ g, zQ z¯. (core(F1, q)=core(F1, g)=domain(z)=domain(z¯)
g=q 6 z, q=g 6 z¯ implies that we have an identical situation.) We get that if F1, g, z¯
are fixed then for the randomization of F2 only we have E(|register(F1, g 6 z¯) 5
core(F2, g)|) [ (4 l+l) s (l+1) mn. Equivalently if F1, q, z are fixed and we randomize
F2 only, then E(|register(F1, q) 5 core(F2, q 6 z)|) [ (4 l+l) s (l+1) mn. Let Y=
|register(F1, q) 5 core(F2, q 6 z)|. The same way as in the proof of (43) the upper
bound on the expected value of Y implies the final statement of the (44).
For the proof of (42) assume, e.g., that i=1. We will show that even
|core(F1, q) 5 accl(q)| \ s (l+12) m with a probability close to 1.
Remark. We may give a lower bound on the expected value of |core(F1, q) 5
accl(q)|, using similar arguments as in the proof of (43); however, in the case of
lower bounds there is no analogue of Markov’s inequality and so we do not auto-
matically get a lower bound on |core(Fi, q) 5 accl(q)|, which holds with high
probability. The following lemma is a general result which makes possible in certain
cases to get a lower bound on a random variable, which holds with high probability,
by using a lower bound on its expected value. We assume that the random variable
is the sum of those values of a function of l variables where each variable is
restricted to the same random subset of a finite universe.
Definition. If A is a set and l is a positive integer, then [A] l will denote the set
of those subsets of A which contain exactly l elements.
Lemma 14. There is a function g defined on the set of positive integers with posi-
tive real values so that for all positive integers l and for all sufficiently small i > 0
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there is a d > 0 so that if m is a sufficiently large positive integer, s \ m1− i, then the
following holds. Assume that A is a set with m elements, w is a function on [A] l with
nonnegative real values so that for all a ¥ A we have
(45) ; {w(X) | X ¥ [A] l, a ¥X} [ m−1+i; {w(X) | X ¥ [A] l} and B is
a random subset of A with uniform distribution on [A] s and
L=; {w(X) | X ¥ [B] l}. Then, the probability of the following event is at
least 1−2−m
d
:
L \ g(l) E(L)=g(l) R s
l
SRm
l
S−1 C {w(X) | X ¥ [A] l}.
For the proof of Lemma 14 we need the following lemma.
Lemma 15. For all sufficiently small i > 0 there is an iŒ > 0 so that for all suffi-
ciently large positive integers m the following holds. Assume that D is a finite set with
m elements, r \ m1− i is an integer, and f is a nonnegative real-valued function on D so
that for any X ı D with |X| [ m2i we have ;x ¥X f(x) [ 110;x ¥ D f(x).
Suppose further that R is taken at random with uniform distribution from [D] r.
Then with a probability greater than 1−2−m
iŒ
we have that
C
x ¥ R
f(x) \
1
2
1 r
m
C
x ¥ D
f(x)2 .
Proof. We define an ordering [ f of the set D with the property ‘‘for all
d, dŒ ¥ D, d [ f dŒ implies f(d) [ f f(dŒ).’’ Let P be a partition of D into intervals
(according to this ordering) so that the lengths of each interval is between 14 m
2i and
(14+
1
100) m
2i. Let I be a fixed interval. The expected value of |R 5 I| is rm |I|. We claim
that with a probability of at least 1−2−m
i’’
we have that |R 5 I| \ 78 rm |I|, where
i’’ > 0 depends only on i. This can be easily proved, e.g., by expressing the proba-
bility of |R 5 I|=k by binomial coefficients and then estimating the sum of the
corresponding binomial coefficients using Stirling’s formula. Since the number of
different intervals I is at most m, we get that there is an iŒ > 0 so that with a prob-
ability p \ 1−2m
iŒ
for all intervals I ¥ P we have |R 5 I| \ 34 rm |I|. Let I1, ..., Iq be the
intervals of P in the order induced on them by the ordering [ f on D. If we take
two consecutive intervals Ii, Ii+1 then all of the values of f on Ii+1 are greater than
all of its values on Ii. Let Si(R)=; d ¥ Ii 5 R f(d).
These facts imply that with a probability p for all i=2, ..., q we have that Si+1(R)
\ 34 E(Si(R)). This implies that ;qi=1 Si(R) \ 34;q−1i=1 E(Si(R))=34 E(;qi=1 Si(R))−
E(Sq(R))=
3
4 (
r
m;x ¥D f(x))−E(Sq(R)). We give an upper bound on E(Sq(R)).
|Iq | [m2i; therefore by our assumption ;x ¥ Iq f(x) [ 110;x ¥D f(x) and so E(Sq(R)) [
1
10
r
m;x ¥D f(x). Consequently ;x ¥ R f(x)=;qi=1 Si(R) \ 34 rm;x ¥D f(x)− 34 110 rm;x ¥D
f(x) \ 12
r
m;x ¥D f(x). L
Proof of Lemma 14. We will use the following notation. If x1, ..., xl is an arbi-
trary sequence of length l from the elements of A then w(x1, ..., xl)=w({x1, ..., xl})
if |{x1, ..., xl}|=l; otherwise w(x1, ..., xl)=0. Let r=[
s
l]. We randomize B in the
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following way. First we pick a random sequence B1, ..., Bl so that Bi ¥ [A]r for
i=1, ..., l with uniform distribution on the set of all sequences with this property.
The definition of r implies that n=|1 ri=1 Bi | [ s. We pick a random subset BŒ of
A−1 li=1 Bi with n elements with uniform distribution on the set of all sets with this
property. Let B=BŒ 2 1 li=1 Bi. Clearly B has uniform distribution on [A] s. (Note
that the sets Bi are not necessarily disjoint.)
We have ;{w(X) | X ¥ [B] l} \ (l!)−1;{w(x1, ..., xl) | xi ¥ Bi, i=1, ..., l}, since
each term on the right (apart from the order of the variables xi) on the left-hand
side too. We will give a lower bound on the right-hand side which holds with high
probability for a random B. We may compute the expected value E1 of
;{w(x1, ..., xl) | xi ¥ Bi, i=1, ..., l} by adding the probabilities p(a1, ..., al) of the
events that the terms w(a1, ..., al) occur in the sum, for all a1, ..., al ¥ A,
{a1, ..., al} ¥ [A] l. Let a1, ..., al, {a1, ..., al} ¥ [A] l be fixed. Since the events ai ¥ Bi
are independent we have p(a1, ..., al)=(
r
m)
l. Therefore E1=l!(
r
m)
l;{w(X) | X ¥ [A]l}.
This makes it possible to replace ;{w(X) | X ¥ [A] l} by (l!)−1 ( rm)−l E1 in the
conclusion of Lemma 14. We get that it is enough to prove the lemma if the
conclusion is
L \ g(l)(l!)−1 1 r
m
2−l 1 s
l
2 1m
l
2−1 E1.
We show that the coefficient of E1 in this expression remains below a bound
depending only on l. If l is fixed and m, s tends to infinity with s \ m1− i then
lim( sm)
−l ( sl)(
m
l )
−1=1. We also have that ( rm)
−1=( sm)
−1 s
r=(
s
m)
−1 s[sl]
−1 [ ( sm)
−1 s( s2l)
−1
=( sm)
−1 2l. Using these facts we get that if m is sufficiently large with respect to l,
then (l!)−1 ( rm)
−l ( sl)(
m
l )
−1 [ (l!)−1 2 ll l( sm)
−l ( sl)(
m
l )
−1 [ (l!)−1 2 ll l12 . Therefore it is
enough to show that the lemma is true if we replace the conclusion by L \
g(l)(l!)−1 2 ll l12 E1=g˜(l) E1 for a function g˜ > 0. Since L \ (l!)
−1;{w(x1, ..., xl) | xi ¥
Bi, i=1, ..., l} it is sufficient to prove the lemma if the conclusion is
;{w(x1, ..., xl) | xi ¥ Bi, i=1, ..., l} g¯(l) E1 for a function g¯.
We define a random variable hj whose value depends only on the choice of
B1, ..., Bj. Namely, let
hj=C {w(x1, ..., xl) | xi ¥ Bi, i=1, ..., j, xi ¥ A, i=j+1, ..., l}.
We will prove by induction on j that with a probability of at least 1−j2−m
iŒ
we have
that hj >
1
2 E(hj), where iŒ > 0 depends only on i. Our inductive statement for j=l
implies the required inequality.
Assume now that the statement holds for i=1, ..., j−1 for some j=1, ..., l. We
may write hj in the form of ; a ¥ Bj f(a), where
f(a)=C {w(x1, ..., xj−1, a, xj+1, ..., xl) | xi ¥ Bi, i=1, ..., j−1, xi ¥ A, i=j+1, ..., l}.
Assume now that B1, ..., Bj−1 has been already randomized. We want to apply
Lemma 15 to the function f with DQ A, rQ [sl]. Suppose that X ı A, |X| [ m
2i. If
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;x ¥X f(x) [ 110;x ¥ A f(x) does not hold then there is an x0 ¥ A so that
f(x0) \ 110 m
−2i; a ¥ A f(a). By the definition of f(a) we have ; ¥ A f(a)=hj−1;
therefore, according to the inductive assumption with a probability of at least
1−(j−1) 2−m
iŒ
(for the randomization of B1, ..., Bj−1) we have that hj−1 \
gj(l) E(hj−1) \ ( 12l)
l gl(l); {w(Y) | Y ¥ [A] l}. This implies that for such a sequence
B0, ..., Bj−1 we would get f(x0) > g¯j(l) m−2i; {w(Y) | Y ¥ [A] l} in contradiction to
(45) if m is sufficiently large. Therefore with a probability of at least 1−(j−1) 2−m
iŒ
for the randomization of B1, ..., Bj−1 Lemma 15 can be applied for the function f
and we get that for the randomization of Bj with a probability of at least 1−2−m
iŒ
we have ;x ¥ Bj f(x) \ 12 rm;x ¥ A f(x) \ 12 E(;x ¥ Bj f(x)) \ 12 E(hj), which implies the
inductive statement for j. QED
Now we may conclude the proof of Lemma 13. We want to apply Lemma 14. Let
l be the integer from the proof of Lemma 13 and let d=c; assume that i > 0 is the
number whose existence is stated in Lemma 14. We apply the lemma with AQI. If
X ıI, |X|=l, then w(X) will be the number of registers from accl(I) which are
accessed from each element of X. Let m=|I| [ 2ks−1, m \ ks−1, and s=t=
[s−1+m]. We have to show that s \ m1− i. The upper bound in (38) and the fact that
r is sufficiently small with respect to k, c implies that m is sufficiently small with
respect to k, l, c, and i. So we have m1− i [ (2ks−1)1− i [ [s−1+m]=s. Now we check
(45), the second requirement of Lemma 14. On the left-hand side we have the
number of registers which are accessed from the interval a (and also l−1 other
elements of I). Since a, as an element of I, contains at most sn elements, we have
that the left-hand side is at most sn. By (36) and |I| \ s−1 the right-hand side is at
least |I|−1+i s
1
4 mn \ 12 s
1− i+14 mn. As we have seen earlier, the upper bound in (38)
implies that m is sufficiently small with respect to i so we have that the right-hand
side is greater than sn.
The random set B is F1, and so, according to the conclusion of the lemma, we
have that with a probability of at least 1−2−m
c
> 1− c we have |core(F1, q) 5
accl(q)| \ g(l)( sl)(ml )−1 s
1
4 mn. Using that both s and m are sufficiently large with
respect to l we get ({ sl)(
m
l )
−1= s(s−1) · · · (s− l+1)m(m−1) · · · (m−l+1) \ (
1
2)
l ( sm)
l \ (12)
l (12 s
−1+m) l (2s−1k)−l \
( 14k)
l s lm. Since s is sufficiently small with respect to l, this implies (42). L
Notation. If A and B are sets then ADB will denote their symmetric difference.
Lemma 16. Assume that q, g are inputs, F1, F2 are disjoint subsets of I,
stem(F1, q)=stem(F1, g), and rstateq, 2 F1=rstateg, 2 F1 . Then
(46) core(F2, q)−core(F2, g) ı register(F1, g) 5 core(F2, q).
Proof. stem(F1, q)=stem(F1, g) and rstateq, 1F1=rstateg, 1F1 implies that
the computations at inputs g and q are identical outside F1; that is, the states of the
machine at the two inputs are the same at time t for each t ¥ [0, kn]−F1. Assume
now that x ¥ core(F2, q)−core(F2, g). Register x is accessed in F2 at input q. Since
F1 5 F2=” our previous remark implies that it is also accessed in F2 at input g.
Therefore by x ¨ core(F2, g), x must be accessed at input g at some time outside F2.
This cannot happen outside F1 since there the two computations are identical and
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x ¥ core(F2, q) implies that x is not accessed outside F2 at input q. Therefore x
must be accessed in F1 at input g; that is, x ¥ register(F1, g) which completes the
proof of (46). QED
Proof of Lemma 11. Suppose that a positive integer k is fixed. Let y=1− 140k .
Suppose that s > 0 is sufficiently small with respect to k; e > 0 is sufficiently small
respect to k, s; n is sufficiently large with respect to k, s, e; and G is a visible set of
input. For each fixed q in G Lemma 12 guarantees the existence of a pair of
numbers l, m with the properties listed in the lemma. l is an integer in the interval
[1, 2k], m−1 is a positive integer, and by (38) we have m−1 [ |log s| 12. Therefore there
are at most 2k |log s|
1
2 [ s−1 possibilities for the choice of this pair. Consequently
there is a subset D1 of G with at most s−1 |G| elements so that for each q ¥ D1 the
pair l, m is the same. In the following l and m will denote these common values for
all q ¥ D1. In a similar way we may pick a large subset D of D1 so that for each
I ¥I and each q, g ¥ D we have rstateI, q=rstateI, g. More precisely since the
number of possible values of the function rstate is at most 2 en and the number of
intervals I ¥I is at most ks−1, we may assume that |D| \ 2−ks
−1
en |D1 | \ 2−eŒn |G|,
where eŒ > 0 is sufficiently small with respect to k, y, and s (but it does not depend
on n).
Let o=s (l+
5
8) m. (38) and the fact that s is sufficiently small with respect to k
implies that o > s. We pick the sets F1 and F2 the same way as in Lemma 13; that
is, t=[s−1+m] and F1, F2 is a random pair of disjoint subsets of I each with t ele-
ments taken with uniform distribution from the set of all pairs with this property.
According to Lemma 13 (with GQ D), for any fixed q ¥ D if we pick F1 and F2 at
random then with a probability of at least 1− c both (42) and (44) hold. We will use
a consequence of this fact in case when we randomize q as well. We pick q at
random with uniform distribution from D and independently F1, F2 with the
distribution described above. For this randomization we have that the resulting
elements q, F1, F2 satisfy condition (42) and (44) with a probability of at least 1− c.
Therefore we may pick a fixed value for F1 and F2 so that if we randomize only q
then (42) and (44) hold with a probability of at least 1− c. Let F1, F2 be these fixed
values and let D0 be the set of all q satisfying (42) and (44). Clearly |D0 | \ (1− c)|D|.
Now we define the functions Li, i=1, 2. Let x be a partial input. Assume first
that there is a q ¥ D0 so that stem(Fi, q)=x. For each y ı domain(x) let g(y) be
the number of g ¥ fan(D, Fi, q) so that the symmetric difference of core(F3−i, g)
and core(F3−i, q) is at most 4s (l+
3
4) mn. We define now an ordering ‘‘ [ x’’ on all of
the subsets of domain(x) so that z [ x y implies g(z) \ g(y) (apart from this prop-
erty the ordering can be arbitrary). For each y ı domain(x), Li(x, y) will be the
rank of y according to the ordering [ x (the rank of an element y is the number of
elements which are not greater than y). If there is no q ¥ D0 so that stem(Fi, q)=x
then Li(x, y) as a function of y will be an arbitrary one-to-one map of the set of
subsets of domain(x0) onto a set of positive integers.
We show now that F1, F2, L1, L2, D, D0, and o meet the requirements of
Lemma 11.
(30) This is a consequence of the definition of o, the lower bound on m in (38)
and the fact that s is sufficiently small with respect to y.
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(31) We have seen that |D| \ n−2s−1 |G| and |D0 | \ |(1− c)|D||. Lemma 13
allows us to choose c > 0 as an arbitrarily small constant.
(32) F1 and F2 are disjoint by their definition.
(33) The definition of Li had two cases according to x. In the first case, for a
fixed x, the value of Li(x, y) is the rank of y in an ordered set, so L1(x, y) as a
function of y is indeed a one-to-one map, and the values are clearly positive
integers. In the second case we defined L1 with no other purposes than to meet
these requirements.
(34) Assume that q ¥D0. By the definition of D0 both (42) and (44) are
satisfied. Assume that i is fixed and j=3−i. Let R=fan(D, Fi, q), x=stem(Fi, q).
For any h > 0 let Yh be the set of all subsets y of domain(x) so that |core(Fj, q) Dy|
[ hs(l+34) mn. Rh will denote the set of all g ¥ R so that core(Fj, g) ¥Yh.
(44) implies that for at least (1− c)|R| elements g ¥ R we have |register(Fi, g)
5 core(Fj, q)| [ s (l+34) mn and |register(Fi, q) 5 core(Fj, g)| [ s (l+34) mn. Therefore
by Lemma 16we have |core(Fj, q) Dcore(Fj, g)| [ |register(Fi, g) 5 core(Fj, q)|+
|register(Fi, q) 5 core(Fj, g)| [ 2s (l+34) mn. We got that |R2 | \ (1− c)|R|.
This implies that if g is the function defined in the definition of Li then for all
y ¥Y2 we have that g(y) \ (1− c)|R|. On the other hand if y ¨Y8 then g(y) [ c |R|.
Therefore in the ordering [ x all of the elements of Y2 are smaller than all of the
elements outside Y8. Therefore the rank of all of the elements of Y2 is at most |Y8 |.
This implies that for all g ¥ R1 we have Li(x, core(Fj, g)) [ |Y8 |. Every element of
|Y8 | is a subset of {1, ..., n} with at most 8s (l+
3
4) mn elements; therefore
|Y8 | [ ( n8s(l+3/4) mn). To estimate the binomial coefficient we use the following well-
known fact that can be proved, e.g., by using Stirling’s formula: there is a cŒ > 0 so
that for all 0 < r < 1 if n is sufficiently large then ( nrn) [ ecŒrn |log r|. The inequality is
applicable in our case since Lemma 12 guarantees that m has positive upper and
lower bounds independent of n. We get |Y8 | [ ecŒ8s
(l+3/4) m |log(8s(l+3/4) m)| n [ 2s
(l+5/8) mn=2on
provided that n is sufficiently large with respect to s. We have Li(stem(Fi, q),
core(Fj, g)) [ 2on for all g ¥ R1. Since R1 ı R, |R1 | \ (1− c)|R|, c < 18 and R=
fan(D, Fi, q) this implies (34.11).
(35) According to (42.13) we have |core(Fi, q)| \ s (l+1/2) mn. Since y=1− 140k ,
l [ 2k, o=s (l+5/8) m and s < 1 we have that oy < s (l+1/2) m, that is |core(Fi, q)| \
oyn. QED
4. A PROBABILISTIC ALGORITHM FOR THE ELEMENT
DISTINCTNESS PROBLEM
In this section we give an upper bound on the time necessary for the solution of
the element distinctness problem. Our computational model now is a random access
machine in the usual much narrower sense of the word than the one that we have
used for our lower bound results. That is, we assume that the read and write
memory of the machine also consists of registers of the same sizes as the input
registers. Now the machine cannot change its state in an arbitrary way it can only
perform arithmetic and logical operations on the contents of registers and can only
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access a register if its address is the content of a distinguished register. An exact
definition of this RAM is given, e.g., in [AHU]. According to the definition given
there we assume that the content of each register is a nonnegative integer. Our
additional assumption will be an upper bound on this integer and an upper bound
on the total number of registers. It is important for our algorithm that not only the
arithmetic operations addition and multiplication can be performed between the
contents of registers (assuming that the result of the operation is not greater then
the maximal number allowed in a register), but also the operation [xy], provided
that y ] 0. (This makes it possible to store and recover efficiently a sequence of
positive integers where some of them are much smaller than the allowed maximal
size. In this case we may have to store several integers in a single register to mini-
mize the size of the needed memory.) We also assume that the machine has a
program which is stored in some registers. (From our point of view it is irrelevant
whether the contents of these registers can be changed or not).
If we allow, as an additional operation, the machine to ask for a random bit
which appears as the content of a distinguished register then we will call the
machine a probabilistic true random access machine. Each access for a random bit
will be counted as a time unit. We assume that the random bits provided to the
machine during a computation are generated by randomizing a sequence of mutu-
tally independent random variables with 0,1-values.
Theorem 5. For all d > 0, h > 0, c \ 1 there is a k > 0 so that if n is sufficiently
large, then there is a probabilistic true random access machine with a program con-
tained in a constant number of registers and with n read-only input registers and with
at most dn registers of read and write memory so that each of the input registers and
each of the registers of the read and write memory contain [c log n] bits and the
following holds. For any input q the machine gives a 0, 1 output out(q) in time kn so
that with a probability of at least 1−h we have out(q)=1 iff there exist 1 [ i < j [ n
so that q(i)=q(j).
Proof. According to the statement of the theorem dn is the number of registers
in the R/W memory where d can be an arbitrarily small constant. However, it is
sufficient to prove the theroem for the case when d > c1, where c1 is a sufficiently
large absolute constant. Indeed assume that this modified version of the theroem is
true and c1 is fixed. We want to prove the original version. We cut the interval
[1, n] into disjoint subintervals I1, ..., It whose lengths is about
1
4 dc
−1
1 n. For each
pair of intervals Ii, Ij using the algorithm provided by the modified theorem we
may check in time kŒn whether there are x, y ¥ Ij 2 Ij, x ] y so that q(x)=q(y).
The theorem is applicable because the number of working registers dn is now larger
than c1 times the number of input registers, since the input is contained in only
|Ii |+|Ij | [ dc−1n registers. We may also assume that we get the correct answer with
a probability of at least 1− ht2 . If we do this for all of the possible pairs Ii, Ij then we
will get the answer in time t2kŒ with a probability of at least 1−h. Since t remains
below a bound depending only on c1 and d, this proves the original version of the
theorem. In the remaining part of this section we give the proof of the modified
version, so the word theorem will refer to the modified form.
32 MIKLO´S AJTAI
Definitions 1. Assume that t is a positive integer, A ı B are finite sets, and h
is a function defined on B with values in {1, ..., t}. We say that h is a (t, A) dis-
persed hash-function on B if the number of elements a ¥ A with |h−1(h(a)) 5 A|=1
is at least 12 |A|.
2. Assume that s, n are positive integers, p is a prime, and d0, ..., ds−1 are
integers in the interval [0, p). We define a function hs, n, p, d0, ..., ds−1 whose domain is
the set {0, 1, ..., n s−1} in the following way. Suppose that x ¥ {0, 1, ..., n s−1}. We
may write x uniquely in the form of x=; s−1i=0 bin i where bi is an integer and
0 [ bi < n for i=0, 1, ..., s−1. Let hs, n, p, d0, ..., ds−1 (x) be the least positive residue of
; s−1i=0 dibi modulo p.
Lemma 17. There is a c2 > 1 so that for all positive integers c if n is sufficiently
large B={0, 1, ..., nc−1}, A ı B, |A| [ n, p is a prime between c2n and 2c2n, and
d0, ..., dc−1 is a random sequence of integers with 0 [ di < n taken with uniform dis-
tribution from the set of all sequences with these properties, then with a probability of
at least 12 we have that hc, n, p, d0, ..., ds−1 is a (2c2n, A) dispersed hash function on B.
Proof. Let T be the number of pairs Oa1, a2P ¥ A×A so that a1 ] a2 and
h(a1)=h(a2) where h=hc, n, p, d0, ..., dc−1 . We estimate E(T). Let a1, a2 ¥ A, a1 ] a2 be
fixed and assume that aj=;c−1i=0 bi, jn i, where 0 [ bi, j < n. Since the sequences
Obi, 1 | i=0, ..., c−1P and Obi, 2 | i=0, ..., c−1P are different we have that the distri-
bution of (;ci=0 dibi, 1)−(;ci=0 dibi, 2)=;ci=0 di(bi, 1−bi, 2) is uniform modulo p.
Therefore P(h(a1)=h(a2))=
1
p [
1
c2n
. This implies that E(T) [ 1c2n (
|A|
2 ) [ |A|c2 since
|A| [ n.
ByMarkov’s inequality we have thatP(T > 14 |A|) <
4
c2
and so if c2 is sufficiently large,
then P(T > 14 |A|) \
1
2 . We claim that T [
1
4 |A| implies that h is a (2c2n, A) dispersed
hash function on B. Indeed in this case there are at most 14 |A| pairs (a1, a2) with
h(a1)=h(a2). These pairs can cover at most
1
2 |A| elements of A. Therefore for the
remaining 12 |A| elements a ofAwe have |h
−1(h(a)) 5 A|=1. QED
Now we continue the proof of the theorem. First we describe the algorithm in the
more general random access machine model that we have used for the lower bound
proofs. Then we show that it can be implemented on a true random access machine
as well.
The algorithm will have two phases. The time requirement for each phase is k2 n.
Phase I. We will construct a sequence of sets U0={1, ..., n} ` U1 ` · · · `
Ui ` · · · . Each subset of n can be represented by n bits. We will always keep the set
Ui that we have constructed the last time in the working memory and discard all Uj,
j=0, ..., i−1.
We describe the construction of the sequence Ui by recursion on i. U0=
{1, ..., n}. Assume that Ui−1 has been already constructed, for some i \ 1, and it is
in the working memory. We will apply Lemma 17 later, when we prove the
correctness of the algorithm, with AQ {g(x) | x ¥ Ui−1}. Let h be the hash function
from the lemma taken at random as described there. We randomize the bits of the
numbers d0, ..., dc−1. (The necessary time is O(c(1+log n)).) The possible values of
h are the integers 1, ..., 2c2n. We reserve two bits for each of these integers in our
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working memory. Then we go along all of the input registers in Ui−1 and for regis-
ter x we compute h(g(x)) (this takes a constant number of steps for each fixed x).
Assume a=h(g(x)). Using the two bits reserved for the number a we count how
many times the value a has been attained as h(g(y)) for some register ywhich has been
already inspected. ‘‘Counting,’’ however, means now that we want to distinguish
only the possibilities ‘‘0,’’ ‘‘1,’’ ‘‘more than 1.’’ Clearly we can do this with the two bits.
After we went along all of the registers in Ui−1 we will know those integers
i ¥ {1, ..., 2c2n} which were taken as a value h(g(x)) exactly once. If we go along
the registers again and compute h(g(x)) again for all x ¥ Ui−1 we will know also the
set Vi of those registers x where these values are taken, that is, the set of all registers
x so that h(g(x)) ] h(g(y)) for any y ] x, y ¥ Ui−1. (This set can be represented by
n bits and as we go along the registers we get the individual bits.) We know that if
there are two identical contents in the registers belonging to the set Ui−1 they are
not contained in the registers of Vi. Ui will be the complement of Vi in Ui−1.
The described steps, including ‘‘going along’’ the elements of a set X of registers,
do not cause any problem in the more general model since the set is uniquely
determined by the state of the working memory so the machine can access the
registers in X ı {1, ..., n}, say according to the linear ordering of the natural
numbers. However, in the case of the true random access model we have to prove
that ‘‘going along’’ of the elements of X in the claimed amount of time is possible if
the set X is given in a suitable representation which can be constructed in time
linear in |X|. We will return to this question later.
We continue the construction of the sets Ui until either
(a) we get a Ui with |Ui | <
n
log n or
(b) we reach time k2 n. In this case Ur will denote the last set Ui which was
completely constructed.
Phase II. If Phase I has been terminated through case (a) then we read the
contents of all of the registers in Ui and because of the size of Ui they will fit in the
working memory so we know whether there are two identical numbers among these
contents. If there are two such contents then the output of our algorithm is 1;
otherwise it is 0. (If we work with a true RAM then we may use bucket sorting to
decide whether there are two identical contents among the registers belonging to U
after we have copied the contents of these registers in the workspace.)
If Phase I was terminated through (b), then we will repeatedly do the following
until we run out of time:
First we take a random element x of Ur (by randomizing an integer s between 1
and |Ur | with uniform distribution and then take the sth element of Ur). Then by
going along the elements of Ur we check whether there is a y ¥ Ur, y ] x so that
h(g(x))=h(g(y)). If we found such a y then the output of our algorithm is 1.
If the algorithm has not decided that the output is 1 (by repeating the procedure
decribed above) before we get to time kn then the output is 0.
Proof of the correctness of the algorithm. We prove by induction on i that
(47) for all i \ 1, if x ¥ Ui−1−Ui, then g(x) ] g(y) for any y ] x,
y ¥ {1, ..., n}.
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Assume i \ 1, x ¥ Ui−1−Ui and that the inductive assumption holds for i−1. By
the inductive hypothesis g(x) ] g(y) for any y ¥ Uj where j < i−1 and equivalently
the same holds for any y ¥ {1, ..., n}−Ui−1. For all y ¥ Ui−1, x ] y we have
h(g(x)) ] h(g(y)) and so again g(x) ] g(y). (This is true even for i=1.) Therefore
if Phase I terminates through case (a) then if there are identical elements they must
be contained in Ui and so our algorithm finds them.
To show that the algorithm gives the right answer with high probability even if it
terminates through case (b) we will prove that:
(48) if Phase I terminates through case (b) then with a probability of at
least 1− h2 there is a D ı Ur, |D| \
1
10 |Ur | so that
(*) for all x ¥ D there is a y ¥ D, y ] x so that g(x)=g(y).
If there is a set D, |D| \ 110 |Ur | with property (*) then Phase II will find identical
elements in the input in c4 |Ur | steps with a probability of at least 1−
h
2 if k is suffi-
ciently large with respect to h but it does not depend on n. More precisely after i
repetitions of the cycle of Phase II, the probability that identical elements has not
been found yet will be at most (1− 110)
i. Therefore (48) implies that the probability
that the algorithm does not give the right answer is less than h2+
h
2=h.
Proof. Proof of (48) If there is a set Uj and a subset D ı Uj, |D| \ 110 |Uj | with
property (*) then the analogue of this assertion holds for all of the sets Uj+1,
Uj+2, ... with the the same set D. This is a consequence of Ui ` Ui+1 ` Ui+2 ` · · · .
Therefore if Phase I terminates through case (b) but Ur does not contain a set D,
with property (*) then
(49) Phase I is terminated through case (b) and none of the sets
Uj, j=0, ..., r contain a D ı Uj, |D| \ 110 |Uj | with property (*)
We will complete the proof by showing that the probability of (49) is smaller
than h2 . Let Hi be the event |Ui | <
2
3 |Ui−1 |. (49) implies that for i=1, ..., r
(50) P(Hi | X) \ 12 , for any event X in the Boolean algebra generated by
H1, ..., Hi−1.
Indeed if we apply Lemma 17 with AQ {g(x) | x ¥ Ui−1}=Z as we promised at
the description of the algorithm, then with a probability of at least 12 , h is a
(2c2n, Z) dispersed hash function. We show that if a h is picked which is (2c2n, Z)
dispersed then |Ui | <
2
3 |Ui−1 |.
(49) implies that |Z| > 910 |Ui−1 |; therefore by the definition of the (2c2, n) disper-
sion we have that there is a ZŒ ı Z, |ZŒ| \ 12 |Z| \ 920 |ui−1 | so that h−1(h(z)) 5 Z={z}
for all z ¥ ZŒ. Let B=g−1(Z). (49) implies that B may contain at most 110 |Ui−1 |
registers which are in Ui. B ı Ui−1, |B| \ |Z| \ 920 |Ui−1 |; therefore |Ui−1−Ui | \
9
20 |Ui−1 |−
1
10 |Ui−1 | >
1
3 |Ui−1 | which completes the proof of (50).
Let g be an integer sufficiently large with respect to h so that k is sufficiently
large with respect to g and let Gj be the following event:
There are more than g(j+1) elements i of the set {1, ..., r} so that (23)
j n \
|Ui | > (
2
3)
j+1 n. Clearly (50) implies that P(Gj) [ 2−g(j+1). Therefore the probability
of ,jG(j) is at most ;.j=0 2−g(j+1)=(1−2−g)−1−1. Since g is sufficiently large with
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respect to h we have that P(,j, G(j)) < h2 . We claim that -j, G(j) implies that the
algorithm terminates Phase I through case (a) which will complete the proof of (48).
Indeed if -j, G(j) then we may give an upper bound on the total computational
time of Phase I. The time that the algorithm spends on computing sets Ui+1 so that
(23)
j n \ |Ui | > (23)
j+1 n is at most O(1) g(j+1)|Ui | [ O(1) g(j+1)(23)
j n. Therefore
the total time of Phase I is less than O(1) gn;.j=0 (j+1)(23) j n < k2 n if k is suffi-
ciently large with respect to g. Therefore Phase I terminates through case (a), which
completes the proof of the theorem for the more general RAM model.
As we have seen during the description of the algorithm the only step which
cannot be realized easily on a true RAM is the representation of a subset H of
{1, ..., n} with O(1) n bits in a way that
(i) the representation can be constructed in time O(1) |H| if the elements of
the set are given one by one to the machine in an increasing order, and
(ii) the elements of the setH can be generated from the representation one-by-
one in an increasing order, in time O(1)|H|.
At a conceptual level we will represent the set H={h1, ..., hs}, where
1 [ h1 < · · · < hs [ n by the sequence di, i=1, ..., hs, where d1=h1 and
di=hi−hi−1 for i=2, ..., s. First we note that the total number of bits in the binary
representation of the integers d1, ..., ds is at most O(n). This is a consequence of the
fact that if w1, ..., ws are arbitrary nonnegative real numbers and ; si=1 wi [ n, then
; si=1 log2 wi [; si=1 (s−1) log ns−1 [ n. (This can be proved by the usual methods
for finding the extreme values functions of several variables.)
Our problem is now the following: we have a sequence of positive integers
d1, ..., ds, 1 [ di [ n and we have to make a representation of them in time O(s) if
we get them in the given order so that we can produce them again one-by-one in the
same order. It is enough to show that we can solve the problem with the additional
requirement that < si=1 (di+1) [ n, since we may break up the original sequence
into maximal disjoint subintervals with this additional property. It follows that
from two consecutive intervals at least one will satisfy the inequality < si=1 (di+1)
\`n . Consequently if for each subproblem we use a constant number of registers
then the total memory requirement is only a constant time larger than the total
number of bits in the binary representations of the numbers d1, ..., ds. The problem
with the restriction < si=1 (di+1) [ n can be solved, e.g., by storing the rational
representation of the finite continued fraction
d1+
1
d2+
1
...
generated by sequence d1, ..., ds. The assumption < si=1 (di+1) [ n implies that the
binary representations of the nominator and the denominator of this rational
number have at most O(log n) bits. This is a consequence of the fact that the
continued fraction is a rational function PQ of d1, ..., ds, where both P and Q are
multilinear polynomials of the variables d1, ..., ds with coefficients 0 or 1. Therefore
the number of terms in both P and Q is at most 2 s, s [ log n and each term is at
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most < si=1 di [ n. This implies that both the construction of the continued fraction
and the reverse process can be done by rational arithmetic so that for each di in
both directions we need only a constant number of arithmetic operations. QED
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