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Abstract
The IMPASSE class of local search algorithms have given good results on many vertex colouring benchmarks. Previous work
enhanced IMPASSE by adding the constraint programming technique of forward checking, in order to prune colouration neigh-
bourhoods during search. On several large graphs the algorithm found the best known colourings. This paper extends the work by
improving the heuristics and generalising the approach to bandwidth multicolouring. It is shown to give better results than a related
search algorithm on an integer programming model, and to be competitive with published results. Experiments indicate that stronger
constraint propagation further improves search performance, but that a symmetry breaking technique has unpredictable effects.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Vertex colouring is anNP-hard combinatorial optimisation problemwith real-world applications such as timetabling,
scheduling, frequency assignment, computer register allocation, printed circuit board testing and pattern matching. The
generalisation considered in this paper is bandwidth multicolouring, deﬁned as follows.We are given a graph containing
vertices v1 . . . vn, a requirement that Ci colours are assigned to each vertex vi , and a distance Dij = Dji between any
two vertices vi and vj (including the case i = j ). The meaning of the distance is that any two colours assigned to
vertices vi and vj must not be numerically closer than Dij . The problem is to assign the speciﬁed number of colours to
each vertex using as few colours as possible, while respecting the distance constraints. By setting all Dij = 1 we obtain
pure multicolouring problems, by setting all |Ci |=1 we obtain pure bandwidth colouring problems, and by doing both
we obtain pure vertex colouring problems.
Awide variety of techniques from bothOperations Research andArtiﬁcial Intelligence have been applied to colouring
problems, especially vertex colouring. Among the most successful algorithms for large graphs have been variations
on local search (or heuristic search, that is randomised hill climbing in a search space). Local search is incomplete
and therefore not guaranteed to ﬁnd an optimum colouring, nor is it able to verify that a colouring is optimum, but
it can often ﬁnd good colourings more quickly than exact algorithms. A variety of local search algorithms have been
applied to colouring. In Min-Conﬂicts Hill Climbing [17] each vertex is assigned a colour, and the algorithm attempts
to remove conﬂicts by reassigning vertex colours. This may introduce new conﬂicts so heuristics are used to guide the
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selection of vertices and colours. If all conﬂicts are removed then the problem is solved. This algorithm is actually
deﬁned for the more general class of constraint satisfaction problems (CSPs), but it is not particularly successful on
hard colouring problems [10,17]. The Greedy algorithm also colours every vertex but without introducing conﬂicts. It
tries to colour each vertex with a colour already used for a previous vertex; if this is not possible then a new colour
is introduced. Heuristics control the vertex order and colour selection. The Iterative Greedy algorithm [3] iteratively
applies the Greedy algorithm, using vertex orderings that are guaranteed to generate a sequence of colourings using
a non-increasing number of colours. The IMPASSE class of algorithms explores a search space called colouration
neighbourhoods: a subset of the vertices are coloured and no two adjacent vertices are assigned the same colour.
The set of vertices that cannot currently be coloured is called the impasse set. The local search algorithm attempts
to remove all vertices from the impasse set, using heuristics to select vertices for colouring and uncolouring. Two
implementations are distributed IMPASSE [18] and parallel IMPASSE [14]. Distributed IMPASSE performs limited
searches on a distributed architecture, each search starting from a previously found colouration, which aremaintained in
a pool. Parallel IMPASSE is a hybrid of IMPASSE and systematic search; the two execute in parallel and communicate
colouring improvements to each other.
In previous work [21] we modiﬁed the IMPASSE approach by adding the Constraint Programming technique of
forward checking in order to prune the colouration neighbourhoods. We also used new heuristics to select vertices for
colouring and uncolouring. This algorithm was called FCNS: Forward checking Colouration Neighbourhood Search.
On DIMACS graph colouring instances it performed very competitively compared to the ﬁve algorithms evaluated in
[11]. This paper is an extended version of previously published work [22,23,25] and extends [21] in several ways.
Section 2 describes and evaluates a new FCNS algorithm that has been improved and generalised to bandwidth
colouring. Section 3 applies it to (bandwidth) multicolouring problems by transforming them to (bandwidth) colour-
ing. Section 4 investigates the effect of a symmetry breaking pre-processing technique on FCNS. Section 5 evaluates
a similar form of local search on an integer programming model of bandwidth multicolouring. Section 6 reports on
experiments using a stronger form of constraint propagation. Section 7 concludes the paper and discusses future work.
Our main experimental results are given in Appendix A.
2. A hybrid bandwidth colouring algorithm
We shall describe our hybrid local search for vertex colouring, then generalise it to bandwidth colouring. First some
deﬁnitions from Constraint Programming. In a CSP we have a set of variables v1 . . . vn, each with a domain dom(vi) of
possible values, and a set of constraints among variables. A constraint on a set of variables {v1, . . . , vm} speciﬁes the
allowed combinations of values in dom(v1)×· · ·×dom(vm). (A constraintmay alternatively be described in terms of the
combinations of values itdisallows.)AbinaryCSP (BCSP) is aCSP inwhich each constraint involves only twovariables.
Vertex k-colouring is an example of a BCSP: each vertex has a corresponding variable whose domain is its allowed
set of k colours. Each constraint is a disequality ( =) between the variables corresponding to adjacent vertices. CSPs can
be solved using backtrack search, which may be enhanced by the use of forward checking [9] to prune the search space.
On assigning a value c to a variable v, for each constraint involving v and a currently unassigned variable v′, forward
checking removes the disallowed values from dom(v′); on backtracking these are restored. If assigning c to v causes
the domain of some v′ to become empty (domain wipe-out) then the current partial assignment cannot be extended to
a complete assignment. Thus forward checking provides a form of look-ahead that prunes the search space.
The FCNS algorithm adds forward checking to an IMPASSE-style local search algorithm, but a complication arises.
In systematic backtracking it is simple to maintain the vertex domains: the order in which colours are restored from
domains on backtracking is the reverse of the order in which they were deleted during assignment. It is sufﬁcient to
maintain a Boolean variable for each colour in each domain, denoting whether or not the colour is currently in the
domain. However, local search is non-systematic, and from a given colouration we may wish to uncolour any vertex,
not just the most recently coloured one. To do this we need a new way of maintaining domains. A number we call
a conﬂict count is maintained for each vertex-colour pair (v, c) recording how many currently coloured vertices the
assignment v = c would conﬂict with; initially all conﬂict counts are zero. A colour is classed as deleted from a vertex
domain if and only if its conﬂict count is greater than zero. A domain’s size is the number of its non-deleted colours.
(Conﬂict counts are closely related to inconsistency counts [5].) Their memory requirement is not excessive: for n
vertices and k colours kn conﬂict counts are needed. They can be updated incrementally: on colouring/uncolouring a
vertex, the conﬂict count for that colour in each adjacent vertex is incremented/decremented. They cause a signiﬁcant
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Fig. 1. The FCNS algorithm for k colours.
runtime overhead compared to standard forward checking, because they are updated for the domains of uncoloured
and coloured vertices. However, the domain sizes of assigned variables (not normally available to or useful in forward
checking) provide information that turns out to be useful when selecting a vertex to uncolour (see below).
The new FCNS algorithm is shown in Fig. 1. k1 is the permitted number of colours, P is the noise parameter
(a probability between 0 and 1) and O is another parameter described below. C is the current set of coloured vertices,
initialised to {}. U is the current set of uncoloured vertices, initialised to the full set of vertices {v1, . . . , vn}. Each
vertex has a domain of colours that are forward checking-consistent (not pruned by forward checking) with the current
colouration neighbourhood, initialised to the full set of colours {1 . . . k}. The algorithmproceeds by selecting uncoloured
vertices using the UVERTEX rule, and colours them using the COLOUR rule. On reaching a dead-end (D = {}) it
uncolours one or more vertices (the number it uncolours is the noise value which is controlled by parameter P as
described below), each selected by the CVERTEX rule. Termination of the algorithm is not guaranteed but occurs if
all vertices are coloured (U = {} and C = {v1 . . . vn}).
The algorithm can be used to ﬁnd an optimal or near-optimal colouring by applying it iteratively in an obvious way:
start with large k (for example k=n) and apply the algorithm; on ﬁnding a total colouration using k′k colours, restart
the algorithm with k′ − 1 colours; repeat until reaching a target number of colours or a speciﬁed time. Performance is
improved by starting each iteration with a colouration similar to the previous one: colour assignments are remembered
between iterations, and until the ﬁrst dead-end occurs each vertex is assigned its previous colour where possible.
It remains to describe three heuristics: selecting coloured vertices to be uncoloured (CVERTEX), selecting an
uncoloured vertex to be coloured (UVERTEX), and selecting colours to try when colouring a vertex (COLOUR). Two
alternative UVERTEX rules were considered in [21]:
• Brélaz: select the vertex with smallest current domain; break ties by selecting the vertex adjacent to the greatest
number of uncoloured vertices (its forward degree); break further ties randomly.
• Nonsingleton: randomly select a vertex with more than one colour in its current domain; if none exists then select a
vertex randomly.
The Brélaz heuristic is an obvious choice: it was used in a previous colouring algorithm called DSATUR [2], a
backtracking version of which is described in [16], and is well known in Constraint Programming. The aim of the
novel Nonsingleton heuristic is to emulate the MAXIS algorithm [3], which constructs independent sets of vertices,
whereas DSATUR constructs cliques. MAXIS is particularly good at colouring random, unstructured graphs. By
selecting vertices using an inverse of the Brélaz heuristic, and thus focusing on vertices that are as independent as
possible from those currently coloured, we might expect to obtain a forward-checking analogue to MAXIS. This was
tested and performed well on random graphs, whereas the Brélaz heuristic performed poorly. However, the weaker
Nonsingleton heuristic performed even better, possibly because of its greater ﬂexibility in selecting a vertex. In this
paper we use a hybrid of the two heuristics that on some graphs gives better results: choose a vertex vb according
to the Brélaz heuristic and another vertex vn according to the Nonsingleton heuristic. If |dom(vb)|O × |dom(vn)|
then choose vb, else choose vn, where 0O1. Setting parameter O = 1 yields the Brélaz heuristic and O = 0 the
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Nonsingleton heuristic. This form of hybridisation gave much better results than other forms we experimented with,
for example: with probability O follow the Brélaz heuristic, otherwise with probability 1−O follow the Nonsingleton
heuristic.
When using the CVERTEX rule to select vertices for uncolouring, two questions arise: which vertices and howmany?
To select vertices an inverse of the Brélaz rule works quite well: uncolour a vertex with large domain and small forward
degree (note that because conﬂict counts are updated irrespective of whether a vertex is coloured, coloured vertices also
have domain sizes). In tests this sometimes caused stagnation but the weaker Nonsingleton heuristic applied to coloured
vertices works well, whatever heuristic is used by UVERTEX. To decide how many vertices to uncolour we previously
selected a ﬁxed number speciﬁed by the user as a search parameter. In this paper we uncolour a variable number B of
vertices at a dead-end. Initially B = 1; at each dead-end increment B with probability P, otherwise decrement B with
probability 1−P if B > 1. Thus B performs a random walk in the integers, bounded below by 1. This produces variable
noise in bursts, which in experiments often gave better results than a ﬁxed noise parameter. This technique is analogous
to the use of randomised tenures in Tabu search (described in numerous papers in the Tabu search literature).
Finally we deﬁne the COLOUR rule for selecting colours to assign the selected vertices. A random ordering on
domain values works well, but performance is improved by remembering the colour of each vertex from previous
iterations. The COLOUR rule ﬂips between two modes: initially it prefers different colours to those remembered
for each vertex; if a different colour is successfully used, the rule ﬂips to preferring the remembered colour; when
CVERTEX is next invoked it ﬂips back to preferring a different colour. The aim of this rule is to minimise disruption
to colourations as the set of coloured vertices changes, while avoiding null local moves.
FCNS is easily generalised from pure vertex to bandwidth colouring (in fact to any BCSP): when colouring vertex
vi to c, instead of removing c from the domain of each adjacent vertex vj , we remove all colours that are within Dij
of c. In this paper we do not present experimental results for vertex colouring problems, instead concentrating on
generalised colouring; for FCNS results on vertex colouring please refer to [21]. Table A1 in Appendix A shows the
results of applying the generalised FCNS to bandwidth colouring benchmarks, k denoting the number of colours used,
t the time taken to ﬁnd the k-colouring, P and O the FCNS parameter settings used. Reported results for these problems
are hard to ﬁnd, but our results are considerably better than those of the Discropt system [19]. For example on graphs
GEOM120, GEOM120a and GEOM120b Discropt found 68-, 101- and 103-colourings, respectively, compared to our
60-, 84- and 86-colourings. However, it should be noted that Discropt is not intended to yield the best results; instead
it is a general platform for heuristic optimisation, on a range of problems that includes colouring.
3. Bandwidth multicolouring as bandwidth colouring
Unfortunately FCNS cannot easily be generalised to (bandwidth) multicolouring, at least not by creating a variable
for each vertex and a domain value for each colour; this is because any variable in a CSP must take exactly one
value. But we can transform (bandwidth) multicolouring problems to (bandwidth) colouring problems by creating new
vertices [15], then apply FCNS to the resulting problem. Simply replace each vertex vi by a clique of Ci vertices
whose edges each have distance Dii . Then for each pair of new cliques corresponding to vertices vi and vj that were
adjacent with distance Dij connect all pairs of clique members by edges with distance Dij . A potential drawback to
this transformation is that it introduces new symmetry to the problem; more on this point in Section 4.
Table A2 in Appendix A shows multicolouring results. Again, published results for these benchmarks are hard to
ﬁnd, but our GEOM graph results are identical to the results of [15] using a hybrid of SqueakyWheel Optimisation [11]
and a hill-climbing procedure (denoted here by SWO+HC). TableA3 inAppendixA shows bandwidth multicolouring
results. On the GEOMn graphs SWO + HC ﬁnds almost uniformly better solutions than FCNS, on the GEOMna
problems they give comparable results, and on the GEOMnb problems FCNS gives better results (the SWO + HC
results are reproduced in Table 1). The GEOMb problems are denser than the GEOMa problems, which in turn are
denser than the GEOM problems; FCNS’s use of forward checking enables it to prune the search space more on denser
problems, and we conjecture that this is the factor enabling it to perform well on these problems. SWO + HC does
not use forward checking; instead it applies the Iterative Greedy algorithm (see Section 1) to obtain a good colouring,
analyses the reason that fewer colours could not be used, and uses this analysis to guide the next application of Iterative
Greedy. It would be interesting to hybridise the two approaches by adding forward checking and (possibly) our variable
selection heuristic to SWO + HC, or a similar analysis phase to FCNS.
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Table 1
Saturn and SWO + HC on bandwidth multicolouring
Graph Sat SWO Graph Sat SWO Graph Sat SWO
GEOM20 158 149 GEOM20a 179 169 GEOM20b 44 44
GEOM30 167 160 GEOM30a 234 211 GEOM30b 79 77
GEOM40 181 167 GEOM40a 238 214 GEOM40b 80 76
GEOM50 239 224 GEOM50a 360 326 GEOM50b 89 87
GEOM60 276 258 GEOM60a 420 368 GEOM60b 128 119
GEOM70 308 279 GEOM70a 538 478 GEOM70b 133 124
GEOM80 433 394 GEOM80a 420 379 GEOM80b 152 145
GEOM90 335 GEOM90a 437 382 GEOM90b 157
GEOM100 413 GEOM100a 519 462 GEOM100b 172
GEOM110 389 GEOM110a 501 GEOM110b 210
GEOM120 409 GEOM120a 564 GEOM120b 201
4. Excluding symmetry
An important area of research in Constraint Programming is currently the handling of problem symmetry, often
referred to as symmetry breaking. Vertex colouring has a signiﬁcant amount of symmetry, because the colours in any
colouring can be permuted to obtain another colouring. This symmetry can be partially broken by ﬁnding a clique in the
graph, then pre-colouring its vertices before applying a search algorithm, a technique used in a backtracking version
of the DSATUR colouring algorithm [16]. For a clique of size K the number of solutions is reduced by a factor of K!,
so symmetry breaking has great potential for reducing the size of the search space. Transforming multicolouring to
colouring (as described in Section 3) replaces vertices by new cliques, so that a clique of vertices in the original graph
leads to an even larger clique in the transformed graph. Bandwidth colouring contains similar symmetry, though it is
slightly complicated by the distances Dij between vertices.
Generalised colouring clearly contains a lot of scope for symmetry breaking. However, recent work indicates that
breaking symmetry can be counter-productive when local search is to be used to solve a problem [24], in particular
the case of pre-colouring vertices in a clique [28]. Previous results used other forms of local search on SAT encodings
of pure vertex colouring, so here we experiment with FCNS on multicolouring problems transformed to colouring
problems.
We examined the effect of clique pre-colouring on FCNS as follows. We took a multicolouring problem and trans-
formed it into three alternative vertex colouring problems: the ﬁrst version uses no clique pre-colouring; the second
pre-colours the clique of the multicolouring vertex with most assigned colours Ci , breaking ties by taking the vertex
with smallest number in the ﬁle; the third pre-colours the vertices of the largest clique found in the transformed graph
by the algorithm described in [20]. For each version we plotted the number of colours used by FCNS at geometrically
increasing intervals up to 106 local moves, and took mean results over 30 runs.
We did this for several graphs and found no discernable pattern. This is best illustrated by the varied results on a single
random graph, DSJC125.5gb. It has a multicolouring vertex with 20 assigned colours, and after transformation to vertex
colouringwe found two different cliques of sizes 117 and 124 out of a total 1203 vertices. The results are shown in Fig. 2,
with K denoting the size of clique that was pre-coloured. The effect of symmetry breaking on local search performance
is clearly unpredictable: results for K = 20 are almost indistinguishable from K = 0 (no pre-colouring), K = 117 is
better and K =124 worse. In no experiment did we ﬁnd a result with pre-colouring that could not also be found without
it, or vice versa. However, on smaller and easier problems pre-colouring usually improved performance slightly. This
is in contrast to the results in [28] where strongly negative effects occurred. Our hybrid local search seems to be less
sensitive to symmetry breaking than the local search algorithms often used in Constraint Programming and SAT.
Given the strongly negative effects reported in [28] and the mixed but not very signiﬁcant results reported above, we
conclude that clique pre-colouring is inadvisable with local search. In the special case of colouring cliques occurring in
the transformation from multicolouring to colouring, the effects were even less signiﬁcant. The symmetry introduced
by this transformation does not seem to adversely affect local search, and the transformation is an effective way of
handling multicolouring problems.
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Fig. 2. The effect of K-clique pre-colouring.
5. Bandwidth multicolouring as an integer program
Instead of transforming (bandwidth) multicolouring problems to (bandwidth) colouring problems, we can model
them as 0/1 integer programs. We can then apply any convenient algorithm, for example branch-and-bound or a
constraint solver. We apply an algorithm called Saturn [26] which performs the same type of search as FCNS on 0/1
problems. The optimisation problem is treated as a series of CSPs, each a (bandwidth) k-(multi) colouring problem
with k decreasing at each iteration. Each CSP is represented as follows. For each possible assignment of a colour c to
a vertex vi deﬁne a binary variable xic. No two vertices must be assigned colours closer than their speciﬁed distance:
nkxic +
∑
(j,c′)∈Sic
xjc′nk,
where 1 in, 1ck, and Sic is the set of pairs (j, c′) such that vi and vj are either adjacent or the same vertex,
|c − c′|<Dij , and either i = j or c = c′ or both (nk is simply a convenient integer that is no less than |Sic| for all i
and c). Each vertex must take at least its speciﬁed number of colours:
∑
c∈Si
xicCi ,
where 1 in. A legal colouring can easily be extracted from a solution by selecting any Ci assigned colours for each
vertex vi , because no assigned colours violate the constraints of the problem. The motivation for using  instead of
= is that it often gives equal or better results with Saturn. The reason for this may simply be that the -model has
more solutions than the =-model: all the legal colourings plus those with more than Ci assigned colours to at least one
vertex vi .
Table 1 compares Saturn (denoted by Sat) with SWO + HC (denoted by SWO). The execution times allowed are
roughly comparable for Saturn and SWO+HC, ranging from a few seconds for the smaller problems to tens of minutes
for the largest problems. The Saturn results are clearly inferior to those of SWO + HC, and it is unable to solve some
of the larger problems at all within the permitted time. Saturn also gives much worse results than FCNS (see Table A3
in Appendix A). Part of the reason may be the sheer size of the integer programs compared to the BCSPs solved by
FCNS. A more important factor is probably the loss of problem structure: 0/1 variables contain less information than
the ﬁnite-domain variables used by FCNS, and we cannot use vertex domain sizes to guide the variable selection. It is
true that transforming from multicolouring to colouring also loses some problem structure, but it does not lose domain
size information. We found that the variable selection heuristic had a very signiﬁcant effect on the number of colours
found: in experiments [22], ignoring domain sizes caused FCNS to ﬁnd only slightly better colourings than Saturn,
though much more quickly.
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6. Enforcing stronger consistency
We have improved IMPASSE-style algorithms for generalised colouring by using the Constraint Programming
technique of forward checking. This is a form of constraint propagation that provides a limited form of look-ahead,
preventing some local moves that cannot lead directly to a solution. An obvious question is: can more powerful forms
of propagation further improve the algorithm?
The natural choice is arc consistency, probably the most common form of propagation used in Constraint Program-
ming (there is an extensive literature on arc consistency—see [6] for example). After pruning inconsistent values from
the domains of unassigned variables (as in forward checking) the effects of this pruning is also propagated, and so
on until no further pruning can be done. It is known that arc consistency is no more powerful than forward checking
on constraint problems with disequality constraints [1], so FCNS already performs arc consistent local search on pure
vertex colouring. But on bandwidth colouring, arc consistency might improve performance. However, this is not cer-
tain: maintaining arc consistency during backtrack search is more efﬁcient on many problems [29], but spending more
time on constraint propagation may be more expensive than extra backtracking, and forward checking is sometimes
more cost-effective [13]. We need empirical results to determine whether arc consistency further improves IMPASSE
algorithms.
We test this indirectly by reformulating bandwidth colouring as Boolean Satisﬁability (SAT). The SAT problem is to
determine whether a Boolean expression has a set of satisfying truth assignments. The problems are usually expressed
in conjunctive normal form: a conjunction of clauses∧iCi where each clause C is a disjunction of literals
∨
j lj and
each literal l is either a Boolean variable x or its negation x¯. A Boolean variable can be assigned either T (true) or
F (false). A satisfying assignment has at least one true literal in each clause. SAT can be viewed as a special form
of 0/1 integer program, and on SAT problems the Saturn algorithm performs local search in a space of partial truth
assignments that are consistent under the unit propagation inference rule [4]. Depending upon the method we use to
SAT-encode (reformulate as SAT) bandwidth colouring, unit propagation may be equivalent to forward checking or arc
consistency (there are also other possibilities). This allows us to compare forward checking and arc consistent local
search on bandwidth colouring.
We represent the assignment of colour c to vertex v by a Boolean variable xvc. The two SAT encodings we use are
as follows. The most straightforward encoding of a CSP (including bandwidth colouring ) is called the direct encoding
[30] and contains three sets of clauses. Each CSP variable must take at least one domain value: xi1 ∨ xi2 ∨ . . . ∨ xid .
No CSP variable can take more than one domain value: xiv ∨ xiw. Conﬂicts are encoded by clauses xiv ∨ xjw which
enumerate all conﬂicts. Applying unit propagation to the direct encoding maintains forward checking in the CSP. The
support encoding [8,12] replaces the conﬂict clauses by support clauses: if v1 . . . vk are the supporting (non-conﬂicting)
values in the domain of CSP variable i for value w in the domain of CSP variable j, then xiv1 ∨ . . .∨xivk ∨xjw.Applying
unit propagation to the support encoding maintains arc consistency in the CSP.
On a class of random BCSPs the support encoding considerably improved the performance of another form of local
search [8]. We compare Saturn on direct and support encodings of bandwidth colouring problems to compare forward
checking (FC) and arc consistent (AC) local search. Table 2 shows the shortest time for the best colouring found over
Table 2
Forward checking versus arc consistency in bandwidth colouring
Graph AC FC Graph AC FC
k t k t k t k t
GEOM20 21 0.02 21 0.12 GEOM30 28 0.16 28 0.33
GEOM40 28 0.36 28 1.1 GEOM50 28 0.78 28 2.7
GEOM60 33 3.6 33 4.1 GEOM70 38 15 38 44
GEOM20a 20 0.05 20 0.25 GEOM30a 27 0.77 27 98
GEOM40a 37 39 38 12 GEOM50a 51 352 52 32
GEOM60a 50 681 52 45
GEOM20b 13 0.01 13 0.11 GEOM30b 26 0.18 26 0.27
GEOM40b 33 93 34 19 GEOM50b 35 521 36 99
GEOM60b 43 378 44 93 GEOM70b 51 96 52 134
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multiple runs, using the geometric (GEOM) graphs. For each graph Saturn was allocated the same amount of runtime
on both encodings. The largest problems were not used because these have large SAT models, causing slowdown via
page swapping on our machine. Saturn has just one runtime parameter B (whose role is the same as that played by B
for FCNS as described in Section 2), and for each instance we set B = 40.
The AC algorithm consistently ﬁnds better colourings than the FC algorithm, or the same colourings in a shorter
time. This is indirect evidence that arc consistency can improve IMPASSE-style algorithms. In future work we intend
to implement the AC algorithm directly instead of via SAT encoding.
7. Conclusion
In previous work we added the Constraint Programming technique of forward checking to an IMPASSE-like local
search algorithm for vertex colouring. This paper extends the work in several directions. Firstly the vertex selection
heuristics are improved by hybridising two earlier heuristics, and the noise is randomised. Secondly the algorithm is
extended to bandwidth colouring and tested on bandwidth, multicolouring and bandwidth multicolouring benchmarks,
via a transformation from multicolouring to colouring. Thirdly removing symmetries in the graph (both inherent and
introduced by the transformation from multicolouring) is shown to have an unpredictable but small effect, implying that
(multi) colouring symmetry is not harmful to our hybrid local search. Fourthly a related search algorithm is evaluated on
an integer programming model of bandwidth multicolouring, with poorer results. Fifthly the use of stronger constraint
propagation is indirectly investigated and found to be very promising.
In future work we intend to implement an arc consistent version of FCNS. Another interesting research direction
is the transformation of colouring problems to other forms. Several studies have compared different encodings of
colouring as SAT [7,8,27,22], at least some of which can be generalised to different integer programs for bandwidth
multicolouring, and there may be alternative transformations of multicolouring to colouring.A further possibility is the
hybridisation of our approach with the Squeaky Wheel Optimisation (SWO) algorithm [11,15]. SWO beat FCNS on
less dense problems, while FCNS was more effective on denser problems. The advantage of FCNS may be its use of
constraint propagation, and perhaps its vertex ordering heuristics.Adding propagation to SWO, or adapting the analysis
component of SWO to FCNS, might yield better results on the full set of benchmarks.
Acknowledgements
Thanks to the anonymous referees for helpful comments. This material is based in part upon works supported by the
Science Foundation Ireland under Grant No. 00/PI.1/C075, and was partly supported by the Boole Centre for Research
in Informatics, University College, Cork, Ireland.
Appendix A. Experimental results
This appendix contains our generalised colouring results. The FCNS algorithm is implemented in C and the ex-
periments are performed on a 733MHz Pentium III under Linux. On this machine the benchmark timing program
dfmax r500.b takes 27.43 s. The results are taken from single runs, after a small number of experiments to determine
appropriate parameter settings. The initial number of colours used in each case was at least 30 more than the known
chromatic number of the graph (or the best known approximation). Thus the execution times include the time taken to
ﬁnd suboptimal colourings (and to read in the problem ﬁle), though typically most of the execution time is taken to
ﬁnd the solutions with fewest colours (see Tables A1–A3).
Table A1
Bandwidth colouring results
Graph k t P O Graph k t P O
GEOM20 21 0.02 0.01 1.0 GEOM20a 20 0.02 0.01 1.0
GEOM30 28 0.02 0.01 1.0 GEOM30a 27 0.02 0.01 1.0
GEOM40 28 0.02 0.01 1.0 GEOM40a 37 0.7 0.01 1.0
GEOM50 28 0.2 0.01 1.0 GEOM50a 50 7 0.01 1.0
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Table A1 (continued)
Graph k t P O Graph k t P O
GEOM60 33 1 0.01 1.0 GEOM60a 50 5 0.01 1.0
GEOM70 38 0.4 0.01 1.0 GEOM70a 62 6 0.01 1.0
GEOM80 41 1 0.01 1.0 GEOM80a 63 46 0.01 1.0
GEOM90 46 13 0.01 1.0 GEOM90a 64 9 0.01 1.0
GEOM100 50 0.3 0.01 1.0 GEOM100a 68 35 0.2 1.0
GEOM110 50 15 0.2 1.0 GEOM110a 73 27 0.2 1.0
GEOM120 60 14 0.2 1.0 GEOM120a 84 15 0.2 1.0
GEOM20b 30 0.02 0.2 1.0 GEOM30b 26 0.02 0.2 1.0
GEOM40b 33 0.05 0.2 1.0 GEOM50b 35 0.3 0.2 1.0
GEOM60b 43 0.8 0.2 1.0 GEOM70b 48 2 0.2 1.0
GEOM80b 61 1 0.3 1.0 GEOM90b 72 9 0.3 1.0
GEOM100b 73 60 0.3 1.0 GEOM110b 79 7 0.3 1.0
GEOM120b 86 34 0.3 1.0 DSJC125.1g 5 0.09 0.01 1.0
DSJC125.5g 18 0.4 0.1 0.1 DSJC125.9g 44 0.8 0.1 0.1
myciel5g 6 0.02 0.1 0.1 myciel6g 7 0.04 0.1 0.1
myciel7g 8 0.1 0.1 0.1 queen8_8g 9 0.07 0.1 1.0
queen9_9g 10 0.2 0.1 1.0 queen10_10g 12 0.07 0.1 1.0
queen11_11g 13 0.1 0.1 1.0 queen12_12g 14 0.2 0.1 1.0
DSJC125.1gb 5 0.1 0.1 1.0 DSJC125.5gb 18 2.6 0.01 0.05
DSJC125.9gb 44 1.7 0.01 0.1 myciel5gb 6 0.02 0.01 0.1
myciel6gb 7 0.04 0.01 0.1 myciel7gb 8 0.2 0.01 0.1
queen8_8gb 9 0.1 0.1 1.0 queen9_9gb 10 0.1 0.1 1.0
queen10_10gb 12 0.1 0.1 1.0 queen11_11gb 13 0.08 0.1 1.0
queen12_12gb 14 0.2 0.1 1.0 R50_1g 3 0.02 0.1 1.0
R50_5g 10 0.02 0.1 1.0 R50_9g 21 0.03 0.1 1.0
R75_1g 4 0.03 0.1 1.0 R75_5g 12 5.0 0.01 1.0
R75_9g 33 0.05 0.01 1.0 R100_1g 5 0.05 0.01 1.0
R100_5g 15 0.1 0.01 1.0 R100_9g 35 1 0.01 0.1
R50_1gb 3 0.03 0.01 1.0 R50_5gb 10 0.03 0.1 1.0
R50_9gb 21 0.04 0.1 1.0 R75_1gb 4 0.04 0.1 1.0
R75_5gb 12 2 0.1 1.0 R75_9gb 33 0.05 0.1 1.0
R100_1gb 5 0.07 0.1 1.0 R100_5gb 15 3 0.1 1.0
R100_9gb 35 8 0.1 1.0
Table A2
Multicolouring results
Graph k t P O Graph k t P O
GEOM20 28 0.06 0.1 1.0 GEOM20a 30 0.05 0.1 1.0
GEOM30 26 0.08 0.1 1.0 GEOM30a 40 0.08 0.1 1.0
GEOM40 31 0.1 0.1 1.0 GEOM40a 46 0.08 0.1 1.0
GEOM50 35 0.2 0.1 1.0 GEOM50a 61 0.3 0.1 1.0
GEOM60 36 0.4 0.1 1.0 GEOM60a 65 0.4 0.1 1.0
GEOM70 44 0.6 0.1 1.0 GEOM70a 71 0.5 0.1 1.0
GEOM80 63 0.9 0.1 1.0 GEOM80a 68 0.6 0.1 1.0
GEOM90 51 0.9 0.1 1.0 GEOM90a 65 0.6 0.1 1.0
GEOM100 60 1 0.1 1.0 GEOM100a 81 1 0.1 1.0
GEOM110 62 1 0.1 1.0 GEOM110a 91 1 0.1 1.0
GEOM120 64 1 0.1 1.0 GEOM120a 93 1 0.1 1.0
GEOM20b 8 0.01 0.1 1.0 GEOM30b 11 0.03 0.1 1.0
GEOM40b 14 0.03 0.1 1.0 GEOM50b 17 0.05 0.1 1.0
GEOM60b 22 0.06 0.1 1.0 GEOM70b 22 0.08 0.1 1.0
GEOM80b 25 0.1 0.1 1.0 GEOM90b 28 0.1 0.1 1.0
GEOM100b 30 0.02 0.1 1.0 GEOM110b 37 0.2 0.1 1.0
GEOM120b 34 0.2 0.1 1.0 DSJC125.1g 19 0.9 0.01 0.1
DSJC125.5g 55 20 0.01 0.1 DSJC125.9g 140 41 0.001 0.1
myciel5g 14 0.1 0.1 1.0 myciel6g 17 0.4 0.1 1.0
myciel7g 19 2 0.1 1.0 queen8_8g 28 0.2 0.1 1.0
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Table A2 (continued)
Graph k t P O Graph k t P O
queen9_9g 35 0.1 0.1 1.0 queen10_10g 38 0.4 0.1 1.0
queen11_11g 41 0.6 0.1 1.0 queen12_12g 42 2 0.1 1.0
DSJC125.1gb 67 11 0.1 0.1 DSJC125.5gb 164 1439 0.001 0.1
DSJC125.9gb 502 334 0.001 0.05 myciel5gb 46 1 0.1 1.0
myciel6gb 60 33 0.1 1.0 myciel7gb 67 48 0.1 1.0
queen8_8gb 113 2 0.1 1.0 queen9_9gb 135 5 0.1 1.0
queen10_10gb 136 6 0.1 1.0 queen11_11gb 140 14 0.1 1.0
queen12_12gb 163 9 0.1 1.0 R50_1g 12 0.1 0.01 0.1
R50_5g 29 0.3 0.01 0.1 R50_9g 64 0.3 0.01 0.1
R75_1g 14 5 0.01 0.1 R75_5g 39 1 0.01 0.1
R75_9g 94 0.5 0.01 0.1 R100_1g 16 0.3 0.01 0.1
R100_5g 43 113 0.01 0.1 R100_9g 118 39 0.001 0.05
R50_1gb 45 0.8 0.01 0.1 R50_5gb 100 524 0.001 0.05
R50_9gb 228 8 0.01 0.1 R75_1gb 53 2 0.01 0.1
R75_5gb 132 50 0.01 0.05 R75_9gb 329 2433 0.01 0.05
R100_1gb 56 16 0.01 0.1 R100_5gb 154 33 0.01 0.05
R100_9gb 426 43 0.001 0.05
Table A3
Bandwidth multicolouring results
Graph k t P O Graph k t P O
GEOM20 149 14 0.001 1.0 GEOM20a 170 6 0.0001 0.0
GEOM30 160 0.4 0.001 1.0 GEOM30a 214 45 0.01 1.0
GEOM40 167 4 0.001 1.0 GEOM40a 217 1173 0.01 1.0
GEOM50 224 2 0.001 1.0 GEOM50a 323 198 0.001 0.1
GEOM60 258 301 0.05 0.05 GEOM60a 373 39 0.005 1.0
GEOM70 277 2512 0.001 1.0 GEOM70a 482 1235 0.01 1.0
GEOM80 398 1414 0.01 1.0 GEOM80a 380 428 0.01 0.1
GEOM90 339 173 0.02 1.0 GEOM90a 382 52 0.0002 1.0
GEOM100 424 27 0.01 0.2 GEOM100a 461 102 0.001 1.0
GEOM110 392 168 0.01 1.0 GEOM110a 500 115 0.1 0.2
GEOM120 417 36 0.01 0.1 GEOM120a 565 162 0.1 1.0
GEOM20b 44 0.2 0.001 1.0 GEOM30b 77 0.5 0.001 1.0
GEOM40b 74 16 0.2 1.0 GEOM50b 86 5 0.1 1.0
GEOM60b 116 48 0.1 1.0 GEOM70b 119 215 0.1 1.0
GEOM80b 141 145 0.01 1.0 GEOM90b 147 1189 0.2 1.0
GEOM100b 159 1438 0.2 1.0 GEOM110b 208 20 0.1 1.0
GEOM120b 196 11 0.001 1.0 DSJC125.1g 19 0.6 0.01 1.0
DSJC125.5g 55 61 0.01 0.1 DSJC125.9g 140 26 0.001 0.1
myciel5g 14 0.1 0.01 1.0 myciel6g 17 0.5 0.01 1.0
myciel7g 18 12 0.01 1.0 queen8_8g 28 0.4 0.01 1.0
queen9_9g 35 0.3 0.01 1.0 queen10_10g 38 0.4 0.01 1.0
queen11_11g 41 0.5 0.01 1.0 queen12_12g 42 1 0.01 0.1
DSJC125.1gb 67 7 0.01 0.05 DSJC125.5gb 164 267 0.01 0.05
DSJC125.9gb 502 532 0.001 0.05 myciel5gb 46 1 0.01 1.0
myciel6gb 61 8 0.01 1.0 myciel7gb 67 42 0.01 1.0
queen8_8gb 113 2 0.01 1.0 queen9_9gb 135 3 0.01 1.0
queen10_10gb 136 4 0.01 1.0 queen11_11gb 140 12 0.01 1.0
queen12_12gb 163 9 0.01 1.0 R50_1g 12 0.1 0.01 0.05
R50_5g 29 0.01 0.05 R50_9g 64 0.2 0.01 0.05
R75_1g 14 0.2 0.01 0.05 R75_5g 38 16 0.01 0.05
R75_9g 94 0.3 0.01 0.05 R100_1g 16 0.4 0.01 0.05
R100_5g 43 163 0.001 0.05 R100_9g 118 27 0.001 0.05
R50_1gb 45 0.7 0.01 0.05 R50_5gb 101 71 0.01 0.05
R50_9gb 228 2 0.01 0.05 R75_1gb 53 2 0.01 0.05
R75_5gb 132 1246 0.001 0.05 R75_9gb 329 51 0.001 0.05
R100_1gb 56 16 0.001 1.0 R100_5gb 157 1280 0.001 0.05
R100_9gb 426 62 0.01 0.05
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