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1 Introduzione
Molte teorie fisiche sono caratterizzate dalla presenza di una certa lunghezza caratteristica o da
una certa scala di energia; ad esempio, nella trattazione di fenomeni legati alla struttura della
materia (come la magnetizzazione spontanea) la lunghezza di scala caratteristica è la distanza
interatomica, mentre, per quanto riguarda la fisica delle alte energie, la formulazione del Modello
Standard ammette l’esistenza di una energia caratteristica v ∼ 250 GeV , legata al VEV del
doppietto scalare presente nella teoria.
Tuttavia, in particolari situazioni, una teoria può presentare una invarianza di scala, cioè i
fenomeni fisici appaiono gli stessi se si riscalano le coordinate spaziali (o i momenti); in altre
parole non esistono più scale di lunghezza o di energia caratteristiche. Queste teorie sono dette
teorie conformi.
L’interesse nei confronti di questo argomento è grande, in quanto le teorie conformi si manife-
stano in parecchi ambiti della fisica, dalla struttura della materia alla fisica delle alte energie; in
questo lavoro di tesi ci si è concentrati, in particolare, sullo studio delle teorie conformi in quattro
dimensioni, studio motivato da una recente proposta riguardante l’esistenza di un possibile settore
conforme nascosto che si accoppia debolmente con le particelle descritte nel Modello Standard.
Questa teoria prende il nome di unparticle physics. Come verrà spiegato nel lavoro, l’introduzione
delle unparticles potrebbe spiegare alcuni segnali di collider che si potranno osservare a LHC e
che non sono spiegati dal Modello Standard.
Il lavoro di tesi è suddiviso in questo modo:
• nella Parte I si introduce il gruppo conforme e ne vengono descritte le caratteristiche es-
senziali, dopodiché, seguendo il paradigma della teoria del punto fisso di Banks-Zaks e del
modello di Ising, si analizza il meccanismo tramite cui le teorie fisiche manifestano invarianza
conforme;
• nella Parte II vengono approfonditi alcuni aspetti universali delle teorie di campo conformi,
che valgono indipendentemente dalla teoria fisica in considerazione; con queste nozioni è
possibile introdurre il concetto di unparticles, che motiva lo studio esposto nella Parte III;
• nella Parte III verrà esposto il lavoro originale della tesi: come verrà spiegato in dettaglio, uno
strumento fondamentale per l’analisi delle teorie conformi è l’Operator Product Expansion,
che consiste nella riscrittura del prodotto di due operatori O1(x1)O2(x2) (nel limite x1 → x2
questo prodotto non è in genere ben definito) come somma di particolari operatori locali ben
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definiti moltiplicati per un coefficiente che assorbe la divergenza per x1 → x2:
O1(x1)O2(x2) ∼
∑
O
λ12Of(x1 − x2)O(x2),
dove f(y) sono funzioni fissate una volta scelta la normalizzazione degli operatori; ciò che è
stato fatto è trovare un limite indipendente dal modello sul valore che possono assumere i
coefficienti λ12O; verrà esposto come questi coefficienti entrano in gioco nel calcolo di sezioni
d’urto di particolari eventi ammessi dalla teoria delle unparticles, imponendo quindi dei
limiti teorici sulla osservabilità di un evento.
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Parte I
Caratteristiche del gruppo conforme e
teorie fisiche invarianti di scala
2 Il gruppo conforme
Data una varietà D-dimensionale dotata di metrica gµν(x), si definisce trasformazione conforme
un’applicazione biunivoca dello spazio in sé che lascia invariata la metrica a meno di un fattore di
scala dipendente dal punto dello spaziox→ x′ = f(x)g′µν(x′) = Λ(x)gµν(x). (2.1)
In generale, l’insieme delle trasformazioni conformi forma un gruppo e d’ora in avanti verrà
considerato solo il caso in cui la metrica è gµν(x) = ηµν = diag(1, 1, ...., 1︸ ︷︷ ︸
D−1volte
)1.
Si puó notare sin da ora che, in questo caso, le rotazioni sono trasformazioni conformi con
fattore di scala Λ(x) = 1.
In questa Sezione verranno descritti i generatori del gruppo conforme e alcuni aspetti della
teoria dei campi conforme classica; si seguirà la trattazione esposta in [1].
2.1 I generatori del gruppo conforme
Per trovare i generatori del gruppo conforme si procede tramite l’analisi delle trasformazioni vicine
all’identità.
Sotto la trasformazione infinitesima
x→ x′µ = xµ + µ(x) (2.2)
ovvero
xµ ' x′µ − µ(x′) (2.3)
1Tutto il discorso che segue può essere applicato anche al caso di metrica lorentziana gµν(x) = ηµν =
diag(−1, 1, ...., 1︸ ︷︷ ︸
D−1volte
)
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la metrica si trasforma nel seguente modo:
gµν(x)→ g′µν(x′) ' gµν(x′)−
∂α
∂x′µ
gαν(x
′)− ∂
β
∂x′ν
gµβ(x
′)− γ ∂gµν
∂x′γ
. (2.4)
Sostituendo ora g(x) = η si ottiene al primo ordine in (x)
g′µν(x) = ηµν −
(
∂µ
αηαν + ∂ν
βηµβ
)
. (2.5)
Imponendo ora la (2.1) e alzando e abbassando gli indici con il tensore ηµν si ricava
∂µν + ∂νµ = f(x)ηµν . (2.6)
Contraendo gli indici µ e ν, si deduce
∂µ
µ(x) =
D
2
f(x). (2.7)
Applicando ∂ρ a (2.6) e permutando gli indici, si ottengono le seguenti:
∂ρ∂µν + ∂ρ∂νµ = ∂ρf(x)ηµν (2.8)
∂µ∂νρ + ∂µ∂ρν = ∂µf(x)ηνρ (2.9)
∂ν∂µρ + ∂ν∂ρµ = ∂νf(x)ηµρ. (2.10)
La combinazione −(2.8)+(2.9)+(2.10) dà
2∂µ∂νρ = −∂ρf(x)ηµν + ∂µf(x)ηνρ + ∂νf(x)ηµρ. (2.11)
Contraendo ambo i membri della (2.11) con ηµν si ottiene la seguente relazione
2∂2ρ(x) = (2−D)∂ρf(x). (2.12)
Si applica ora l’operatore ∂2 alla (2.6) e, utilizzando la (2.12) si deduce
∂2f(x)ηµν = ∂µ∂
2ν + ∂ν∂
2µ = (2−D)∂µ∂νf(x). (2.13)
Infine, si contrae con ηµν la (2.13) e dopo l’ovvia semplificazione si ottiene
(D − 1)∂2f = 0. (2.14)
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Si possono ora ricavare i generatori del gruppo conforme; ci si limiterà al caso D > 2, per cui la
(2.13) e la (2.14) impongono
f(x) = A+Bµx
µ. (2.15)
Per la (2.11), si ha che µ è al più quadratico in xµ
µ = aµ + bµνx
v + cµνρx
νxρ, (2.16)
dove cµνρ = cµρν .
In base alle relazioni (2.6), (2.7) e (2.11) e analizzando gli addendi della (2.16) separatemente,
si ottiene che su aµ non c’è nessun vincolo, mentre bµν e cµνρ devono soddisfare le seguenti relazionibµν = αηµν +mµν , mµν = −mνµ,cµνρ = ηµρbν + ηνµbρ − ηρνbµ, bα = cσ σα. (2.17)
Il significato di queste espressioni è chiaro: aµ rappresenta una traslazione, bµν si scompone
in una trasformazione di scala (αηµν) e in una rotazione rigida (mµν), mentre la trasformazione
infinitesima parametrizzata da cµνρ può essere scritta in maniera esplicita come
x′µ = xµ + 2(x · b)xµ − bµx2. (2.18)
Quest’ultima trasformazione prende il nome di trasformazione conforme speciale.
Il prospetto delle trasformazioni conformi finite è il seguente
x′µ = xµ + aµ traslazioni
x′µ = αxµ dilatazioni
x′µ = Mµν x
ν rotazioni rigide
x′µ = x
µ−bµx2
1−2b·x+b2x2 trasformazioni speciali conformi
(2.19)
Si noti che le trasformazioni conformi speciali possono essere viste come la composizione di una
inversione (xµ → x′µ = xµ
x2
), una traslazione di parametro bµ e un’ulteriore inversione; l’inversione
appartiene alla componente non connessa all’identità del gruppo conforme.
Dalle trasformazioni infinitesime si ottengono i generatori del gruppo conforme
Pµ = −i∂µ traslazioni
D = −ixµ∂µ dilatazioni
Lµν = i(xµ∂ν − xν∂µ) rotazioni rigide
Kµ = −i(2xµxν∂ν − x2∂µ) trasformazioni speciali conformi
(2.20)
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Per trovare le regole di commutazione dell’algebra, è più comodo riscrivere i generatori in un’altra
base: 
Jµν = Lµν
J−1,0 = D
J−1,µ = 12(Pµ −Kµ)
J0,µ =
1
2
(Pµ +Kµ)
Jab = −Jba a, b ∈ {−1, 0, 1, ..., d}
(2.21)
In questo modo le regole di commutazione assumono una forma molto semplice
[Jab, Jcd] = i(ηadJbc + ηbcJad − ηacJbd − ηbdJac), (2.22)
dove ηab = diag(−1, 1, ...., 1︸ ︷︷ ︸
D volte
, 1) se la metrica originaria è quella euclidea2.
In questo modo l’isomorfismo tra il gruppo conforme e SO(D + 1, 1) è evidente.
Le quantità che sono invarianti rispetto all’azione del gruppo conforme possono essere indi-
viduate in questa maniera: dati N punti, l’invarianza sotto traslazioni e rotazioni implica che
gli invarianti devono dipendere da | xi − xj |; l’invarianza sotto dilatazioni implica che quantità
invarianti di scala possono essere costruite solamente con rapporti del tipo |xi−xj ||xp−xq | ; infine l’azione
dell’insieme delle trasformazioni speciali conformi è questa
| xi − xj |→ | xi − xj |
(1− 2b · xi + b2x2i )
1
2 (1− 2b · xj + b2x2j)
1
2
. (2.23)
Le più semplici quantità invarianti sotto un cambiamento di coordinate conforme sono le seguenti:u =
x212x
2
34
x213x
2
24
v =
x214x
2
23
x213x
2
24
.
(2.24)
u e v prendono il nome di cross-ratios.
2.2 Teoria classica conforme dei campi
Una teoria di campo è detta conforme se l’azione è invariante sotto un cambiamento di coordinate
conforme ed è quindi necessario analizzare come queste trasformazioni agiscono sui campi classici.
Per ricavare queste leggi di trasformazione si procede in due passi: per prima cosa si analizza
l’insieme dei cambiamenti di coordinate che lasciano invariato il punto x = 0 (il piccolo gruppo), e
2Nel caso lorentziano bisogna aggiungere una componente negativa.
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in secondo luogo queste leggi vengono generalizzate per esprimere l’azione sui campi in ogni punto
x dello spazio.
Il piccolo gruppo è costituito dalle seguenti trasformazioni:
• rotazioni rigide
• dilatazioni
• trasformazioni speciali conformi
Si pone quindi 
Lµνφ(0) = Σµνφ(0)
Dφ(0) = −i∆φ(0)
Kµφ(0) = κµφ(0).
(2.25)
dove si è sottointeso che φ è un campo a n componenti e Σµν e κµ sono rappresentazioni di
dimensione n di Lµν e Kµ rispettivamente.
Imponendo che φ appartenga a una rappresentazione irriducibile e finita del gruppo di Lorentz,
allora, per il lemma di Schur e per la regola di commutazione [Lµν , D] = 0 si ricava che ∆ deve
essere multiplo dell’identità; inoltre, da [D,Kµ] = −iKµ si deduce che κµ = 0. ∆ è detta scaling
dimension dell’operatore φ.
Per trovare l’azione su un campo φ in un punto x bisogna operare una traslazione tramite
l’operatore e−ix·P (ad esempio, l’azione dell’operatore Lµν su un campo definito nel punto x è
codificata nell’operatore e−ix·PLµνeix·P ); inoltre l’azione di Pµ sul campo φ è la seguente
Pµφ(x) = −i∂µφ(x). (2.26)
Quindi, sfruttando la formula di Hausdorff,
e−ABeA = B + [B,A] +
1
2!
[[B,A], A] +
1
3!
[[[B,A], A], A] + ... (2.27)
si giunge alle seguenti equazioni
Lµνφ(x) = i(xµ∂ν − xν∂µ)φ(x) + Σµνφ(x)
Dφ(x) = −ix · ∂φ(x)− i∆φ(x)
Kµφ(x) = {−2ixµ∆− xνΣµν − 2ixµxν∂ν + ix2∂µ}φ(x).
(2.28)
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Sotto una trasformazione finita, per un campo a spin zero (Σµν = 0), si haφ(x)→ φ′(x′) = |∂x
′
∂x
|−∆Dφ(x)
|∂x′
∂x
| = Λ(x)−D2 .
(2.29)
Come ultima osservazione, si può notare che in una teoria quantizzata i campi diventano opera-
tori O che agiscono sullo spazio di Hilbert degli stati e l’azione dei generatori viene semplicemente
definita dalle regole di commutazione
[Mµν ,O] (0) = ΣµνO(0)
[D,O] (0) = i∆O(0)
[Kµ,O] (0) = 0.
(2.30)
Questi operatori sono definiti primari e se ne mostrerà l’importanza nella Parte II.
2.3 Spettro di massa e la relazione tra invarianza di scala e invarianza
conforme
Dalla regola di commutazione [Pµ, D] = iPµ si ricava che [P 2, D] = 2iP 2 e quindi [2]
eiαDP 2e−iαD = e2αP 2. (2.31)
Questa considerazione implica che lo spettro in massa di una teoria conforme può solamente essere
di due tipi
• tutte le particelle della teoria hanno massa nulla3;
• lo spettro in massa è continuo: infatti se esiste uno stato con massam 6= 0 (P 2 | p〉 = m2 | p〉)
allora lo stato eiαD | p〉 ha massa eαm.
Del primo gruppo di teorie fa parte la teoria libera, cioè la teoria descritta dalla lagrangiana
L = 1
2
∂µφ∂
µφ. (2.32)
Il campo φ è scalare sotto Lorentz e ha scaling dimension ∆ = 1.
3L’assenza di un parametro di massa esplicito può essere anche spiegato col fatto che viene introdotta una scala
di energia che romperebbe l’invarianza di scala di una teoria.
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Si vuole ora accennare alla relazione tra invarianza di scala e invarianza conforme [3]; in
due dimensioni è stato dimostrato che in teorie unitarie l’invarianza di scala implica l’invarianza
conforme, mentre in un numero maggiore di dimensioni non è stata trovata né una dimostrazione
di questo fatto né un controesempio; l’ipotesi di unitarietà (o di reflection positivity per teorie
definite nello spazio euclideo, Sezione 6) è fondamentale per l’equivalenza tra invarianza di scala e
invarianza conforme: infatti esistono teorie non unitarie che presentano invarianza di scala senza
esibire invarianza conforme [4], come ad esempio la teoria dell’elasticità; tuttavia, si è interessati
alla fisica delle particelle, in cui l’unitarietà è richiesta. D’ora in avanti, quindi, invarianza di scala
e invarianza conforme saranno usati come sinonimi.
3 Il punto fisso di Belavin-Migdal-Banks-Zaks
3.1 Gruppo di rinormalizzazione e invarianza di scala
In questo paragrafo verranno richiamati brevemente alcuni concetti riguardanti il gruppo di rinor-
malizzazione al fine di mostrare come in particolari situazioni una teoria presenti una invarianza
di scala [5].
In questa ottica, il ruolo fondamentale è assunto dalla funzione β, che codifica l’informazione
dell’andamento delle costanti di accoppiamento λ al variare della scala di energia p tipica di un
processo fisico, e dalla funzione γ, che esprime la dipendenza da p della costante Z che lega i
campi bare e quelli rinormalizzati φren = Z−
1
2φbare. Più precisamente, data una scala di energia p
in una teoria a massa nulla, le equazioni per l’evoluzione delle quantità fisiche che interessano ora
sono  ∂∂log(p)λ(p) = β(λ(p))λ(µ) = λ¯, (3.1)
dove la seconda delle (3.1) rappresenta la condizione al contorno; inoltre
γ(λ) =
1
2
1
Z
∂Z
∂logp
(3.2)
dove si sottintende che γ dipende dalla scala di energia p tramite λ.
Infine, per la funzione di correlazione a due punti, vale la seguente equazione
G(2)(p) = G˜(λ(p))exp
(
−
ˆ p
µ
d
[
log(
p′
µ
)
]
· 2 (1− γ [λ(p′)])
)
, (3.3)
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dove G˜ è una funzione a priori indeterminata; ad esempio, nella teoria libera, dove β = 0 e γ = 0,
si ha G˜ = i
µ2
e G(2)(p) = i
p2
.
Ora, si assuma che per un particolare valore λ∗ valga
β(λ∗) = 0; (3.4)
allora vicino a λ∗ la funzione β può essere approssimata con
β(λ) = −B (λ− λ∗) (3.5)
dove si assume B positivo.
La soluzione della (3.1) è della forma
λ(p) = λ∗ + C
(
µ
p
)B
(3.6)
dove C è imposto dalle condizioni al contorno. Questo significa che, nel limite in cui p → ∞, la
teoria raggiunge un punto fisso (che viene definito ultravioletto), mentre la funzione di correlazione
a due punti (3.3)
G(2)(p) = D ·
(
1
p2
)1−γ(λ∗)
. (3.7)
Se B fosse negativo varrebbero le stesse considerazioni, fatto salvo che bisogna considerare il
limite p→ 0; in questo caso si parla di punto fisso infrarosso.
Dalla (3.5) e dalla (3.7) si possono ottenere due conclusioni importanti:
• se ad una certa scala µ si ha λ(µ) = λ∗ allora λ(p) = λ∗, cioè la teoria non cambia al variare
della scala di energia in gioco; in altre parole non esiste più una scala di energia caratteristica
del problema e la teoria, al suo punto fisso, è invariante di scala;
• dalla (3.7) è evidente che, nel punto fisso della teoria, per ciò che riguarda il comportamento
della funzione di correlazione a due punti, nascono delle leggi di potenza che non ci si aspetta
dall’usuale analisi dimensionale; γ(λ) viene detta dimensione anomala.
3.2 Teoria di Yang-Mills
La funzione β della teoria di gauge con gruppo di gauge G (che ha costanti di struttura Cabc) e
con Nf fermioni nella rappresentazione R (si indicheranno con ta le matrici che rappresentano i
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generatori di G) è la seguente [6] [7]
β(g) = −β0 g316pi2 + β1 g
5
(16pi2)2
β0 =
11
3
C2(G)− 43T (R) ·Nf
β1 = −18316 C2(G)2 + (203 C2(G) + 4C2(R)) · T (R) ·Nf ,
(3.8)
dove 
∑
b,cCabcCa′bc = C2(G)δa,a′
Tr(tmtm′) = δm,m′T (R)∑
n t
ntn = C2(R)1.
(3.9)
D’ora in poi, si assumerà che G = SU(Nc) (teorie di Yang-Mills), in cui si ha C2(SU(Nc)) = Nc;
g
Β
Figura 1: andamento tipico della funzione β per N ′f < Nf < N∗
Il termine β0 si annulla se il numero di fermioni è
N∗ =
11
4T (R)
Nc, (3.10)
mentre β1 si annulla per
N ′f =
183
16
N2c[
20
3
Nc + 4C2(R)
] · T (R) . (3.11)
Valgono quindi le seguenti proprietà: N ′f < N∗ e quando si annulla β0 allora β1 > 0.
Se N ′f < Nf < N∗ allora la funzione β ha un punto fisso non banale (Figura 1) nel punto
g2∗ = (16pi
2)
(
β0
β1
)
.
Per questo motivo la teoria esibisce un punto fisso infrarosso, che, come mostrato nel Paragrafo
precedente, mostra l’invarianza di scala della teoria.
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Se Nf è abbastanza piccolo da garantire la libertà asintotica e se il punto fisso soddisfa alla
relazione g∗ ∝ β0β1  1 (i.e.
N∗−Nf
Nf−N ′f
 1), cioè si ha un accoppiamento debole e vale l’espansione
perturbativa, allora si parla di punto fisso di Banks-Zaks, che può essere realizzato per Nc  1 e
Nf ∼ Nc: se infatti non valesse Nc  1 allora non si riuscirebbe a trovare un valore intero di Nf
per cui valga N∗−Nf
Nf−N ′f
 1.
Teorie di Yang-Mills SU(Nc) con N ′f < Nf < N∗ che sono libere nell’ultravioletto e che
esibiscono un punto fisso infrarosso sono dette appartenere alla finestra conforme.
In Figura 2 viene mostrato e commentato l’andamento tipico della costante di accoppiamento
in teorie che appartengono alla finestra conforme.
g*
EE*
g
Figura 2: andamento tipico della costante g al variare della scala di energia M ; si noti che già per
energia E . E∗, g varia molto poco con il variare dell’energia; questo significa che la teoria, già a
energie di ordine E∗, può essere considerata con buona approssimazione invariante conforme
4 Invarianza di scala in Meccanica Statistica e il modello di
Ising
Lo scopo di questa Sezione è duplice: per prima cosa, verrà mostrato il meccanismo in base al quale
un sistema statistico in certe situazioni diventa invariante di scala [8], prendendo come paradigma
la teoria di campo medio, per poi esibire particolari caratteristiche del modello di Ising [1].
Un sistema statistico a N corpi è in generale molto difficile da risolvere esattamente, se non
in rari casi (ad esempio il modello di Ising in una e due dimensioni). Nella maggior parte delle
situazioni, per ottenere risultati numerici, si introduce una teoria di campo medio, basata sulla
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seguente idea: focalizzando l’attenzione su una singola particella, si assume che il contributo
principale delle interazioni di questa particella con il sistema sia dovuto alle interazioni medie
delle particelle vicine; il merito di questo metodo consiste nel ridurre la risoluzione di un problema
a N corpi alla risoluzione di un problema a un corpo solo; il prezzo da pagare è che non si tiene
conto delle fluttuazioni dei valori delle osservabili in gioco intorno al loro valore medio.
Ora, un sistema statistico, in cui sono fissati la temperatura T e il volume V , è descritto
dall’insieme canonico: indicando con H l’hamiltoiana del sistema, la funzione di partizione è
Z =
∑
configurazioni
e
− H
kBT (4.1)
e l’energia libera vale
F = −kBT log[Z]. (4.2)
In particolare, in presenza di un campo magnetico esterno h, l’hamiltoniana del sistema dipende
in maniera esplicita da h stesso; si può quindi definire la magnetizzazione come
M = − 1
N
∂F
∂h
|h=0. (4.3)
Volendo spiegare il fenomeno della magnetizzazione spontanea in termini di teoria di campo
medio, Landau e Ginzburg proposero la seguente hamiltoniana dipendente dal campo m(~x)H[m] =
´
d3~x H
H = c1|∇m|2 + c2m2 + c4m4,
(4.4)
dove il coefficiente c2 ∝ (T−Tc) con costante di proporzionalità positiva e c4 > 0; c2 assume il ruolo
di termine di massa e determina l’esistenza o meno di una rottura di simmetria; la presenza di un
campo magnetico esterno è codificata nell’aggiunta di un termine h ·m alla densità hamiltoniana
H (questo termine rompe la simmetria m→ −m).
Per h = 0, si vede facilmente che il minimo del potenziale è raggiunto nel punto m = 0 per
T > Tc e m 6= 0 per T < Tc; quindi esiste una densità di parametro d’ordine m(~r) e il parametro
d’ordine è la magnetizzazione
M = 〈
ˆ
d3~r m(~r)〉, (4.5)
dove con la media statistica 〈X〉 viene indicata una media su un insieme continuo: con una
notazione presa a prestito dal formalismo dell’integrale funzionale
〈X〉 =
´
[Dm] X e−
H[m]
kBT
´
[Dm] e−
H[m]
kBT
. (4.6)
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Si assuma T > Tc; si definisce funzione di correlazione la seguente quantità
Γ[~r] = 〈m(~r)m(~0)〉 (4.7)
e, passando in trasformata di Fourier,
Γ˜(~k) = 〈|m(~k)|2〉, (4.8)
dove si è tenuto conto del fatto che il parametro d’ordine m(~r) è reale e quindi m(−~k) = m(~k)∗.
All’ordine più basso
〈|m(~k)|2〉 = kBT
c1k2 + c2
(4.9)
e, antitrasformando la (4.8), 
Γ[~r] = e
− r
ξ
r
ξ =
√
c1
c2
∝ 1
(T−Tc)
1
2
.
(4.10)
La quantità ξ è detta lunghezza di correlazione del sistema e assume il ruolo di scala di lunghezza
caratteristica del sistema.
La proprietà che interessa è che in prossimità del punto critico la lunghezza di correlazione
diverge.
Questo significa che, per T ≈ Tc,
Γ[~r] ≈
1
r
, (4.11)
cioè il sistema non esibisce più nessuna scala di lunghezza caratteristica e diventa invariante di
scala.
In generale, esistono dei parametri, chiamati esponenti critici, che governano gli andamenti di
certe quantità termodinamiche in prossimità del punto critico; quelli che interesseranno nel seguito
sono i coefficienti ν e η: ξ ∼ (T − Tc)−ν per T → TcΓ[r] ∼| r |2−d−η per T = Tc. (4.12)
Un sistema interessante è il modello di Ising in due dimensioni, che si risolve in maniera esatta.
Sia dato un reticolo discreto costituito da N punti, in ognuno dei quali è definita una funzione
che verrà chiamata spin σ e che può assumere i valori +1 e −1. L’interazione che governa il
comportamento del sistema è descritta dalla seguente hamiltoniana
H = −J
∑
〈ij〉
σiσj − h
∑
i
σi, (4.13)
19
dove la notazione
∑
〈ij〉 indica la somma sui primi vicini, J è una costante di accoppiamento e h
è un campo magnetico esterno.
In due dimensioni il modello di Ising presenta una transizione di fase del secondo ordine; il
punto critico è definito dalla temperatura Tc
sinh(
2J
Tc
) = 1. (4.14)
Per il discorso esposto in precedenza, a T = Tc e h = 0 il modello di Ising è invariante di scala.
In questo caso, dalla soluzione esatta si ha che gli esponenti critici valgono ν = 1 e η = 1/4,
quindi ξ ∼ (T − Tc)−1Γ[r] ∼| r |− 14 . (4.15)
Ora si vogliono introdurre alcuni concetti relativi al modello di Ising che verranno ampiamente
sviluppati nella Parte II, in un contesto più generale.
Innanzitutto, si vuole discutere, nel limite continuo nel quale la distanza tra i punti reticolari
è molto minore della lunghezza di correlazione ξ, la possibilità di scrivere il prodotto di due ope-
ratori σ(x)×σ(y) come la somma di operatori che hanno ben definite proprietà di trasformazione
(Operator Product Expansion); nel modello di Ising in due dimensioni, vale [1]
σ(x)× σ(y) = 1 + + ... (4.16)
dove  è la densità di energia e entrambi gli operatori hanno coefficienti dipendenti da x − y
sottointesi, così come sono sottointesi i descendants (Sezione 7) 4; la presenza dell’operatore 1 è
giustificata dal fatto che per x → y vale 〈σ(x)σ(y)〉 ∼ 1
|x−y| 14
; per giustificare la presenza di  si
può procedere così: per ξ = ∞ (i.e. T = Tc) si ha invarianza conforme e la teoria è descritta da
una lagrangiana L0 fortemente interagente; per T vicino a Tc e in presenza di un piccolo campo
magnetico h, la lagrangiana L0 viene perturbata con termini di questo genere:
L0 → L = L0 + h · σ + ρ+ ... (4.17)
4In realtà, a differenza del caso 4-dimensionale, in 2 dimensioni l’algebra del gruppo conforme è infinito-
dimensionale e costituisce la cosiddetta algebra di Virasoro, che contiene un sottogruppo isomorfo a SL(2,C)
(che costituirebbe l’analogo in 2 dimensioni di SO(4, 2)); gli operatori che si ottengono a partire dagli operatori
primari tramite l’azione dei generatori del gruppo vengono detti descendants (Sezione 6); se si considera l’algebra
di Virasoro, gli unici due operatori primari sono 1 e  (ad esempio, tramite l’azione dei generatori, da 1 si può otte-
nere anche il tensore energia-impulso); se si considera solamente il sottogruppo SL(2,C), esistono infiniti operatori
primari, che sono contenuti in ... nella (4.16).
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dove ρ ∝ (T − T c), dato che per T = Tc questo termine si deve annullare; l’operatore  compare
perché è l’unico operatore che preserva la simmetria σ → −σ e che sia rilevante (nel senso di
evoluzione sotto l’azione del gruppo di rinormalizzazione) nell’infrarosso; a questo punto, nel
calcolo perturbativo della funzione di correlazione 〈σσ〉 per T vicino a Tc compare anche il termine
〈σσ〉 e quindi  ⊆ σ × σ.
In secondo luogo, si possono fare alcune considerazioni sulle scaling dimensions degli operatori
σ e .
In particolare, data la (5.14), si ha ∆σ = 18 .
Per calcolare la scaling dimension di , si può procedere in questa maniera: in uno spazio
D-dimensionale e in vicinanza del punto fisso (cioè per T vicino a Tc), l’equazione che descrive il
running del coefficiente ρ nella (4.17) è la seguente:
ρ(p) ∝
(
M
p
)D−∆
, (4.18)
dove M è la scala del cutoff ultravioletto, identificabile con l’inverso della distanza reticolare;
il comportamento del coefficiente in funzione di p è giustificato dal fatto che, data la scaling
dimension ∆ dell’operatore , la dimensione di ρ è D −∆. Nell’ultravioletto, invece, vale ρ ∝
(T − Tc), relazione motivata dalla analiticità della Lagrangiana L in funzione della temperatura
T (in particolare, all’ordine più basso entra in gioco in maniera lineare) e che per T = Tc si ha
invarianza conforme e quindi ρ = 0.
In questo contesto , la lunghezza di correlazione viene definita come
ξ = p−10 , (4.19)
dove
ρ(p0) = 1. (4.20)
La analogia di questa definizione con quella precedentemente data è naturale: in entrambi i casi
vengono date delle scale di lunghezza caratteristiche del problema in questione; quindi, ricordando
che ρ ∝ (T − Tc), si ha
ξ ∼ (T − Tc)−
1
D−∆ (4.21)
e, paragonando la (4.21) e la (4.15), si ottiene (per il modello di Ising in due dimensioni) ∆ = 1.
Si è quindi cominciato a parlare di Operator Product Expansion e si sono presentati operatori
con dimensioni anomale; questi concetti saranno analizzati nella Parte II di questo lavoro, dove se
ne mostrerà l’importanza per la trattazione delle Teorie di Campo Conformi.
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Parte II
Teoria generale di Teorie di Campo
Conformi
5 Studio delle funzioni di correlazione
L’invarianza conforme impone delle forti restrizioni sulla forma che devono assumere le funzioni
di correlazione di diversi campi, che costituiscono l’oggetto di questa Sezione.
Si procederà in maniera dettagliata per quanto riguarda la deduzione della forma della funzione
di correlazione a due punti di operatori scalari, mentre per le funzioni di correlazione di ordine
superiore verranno esposti i risultati in quanto l’analisi è simile.
5.1 Funzioni di correlazione a due punti
Siano dati due campi scalari primari φ1 e φ2 (si ricordi che i campi scalari primari sono campi che
trasformano sotto l’azione del gruppo conforme come φ(x) → φ′(x′) =| ∂x′
∂x
|−∆D φ(x) per x → x′
trasformazione conforme) non necessariamente distinti; si assume che i due campi scalari abbiano
scaling dimension uguale a ∆1 e ∆2 rispettivamente; si vuole ricavare la forma più generale per
la funzione di correlazione a due punti
〈φ1(x1)φ2(x2)〉
compatibile con l’invarianza conforme.
Le trasformazioni di scala agiscono in questa manierax→ x′ = λxφ(x)→ φ′(λx) = λ−∆φ(x). (5.1)
Quindi la trasformazione di scala implica la seguente trasformazione sulle funzioni di correlazione
〈φ1(x1)φ2(x2)〉 → 〈φ′1(λx1)φ′2(λx2)〉 = λ−∆1λ−∆2〈φ1(x1)φ2(x2) (5.2)
e quindi, imponendo l’invarianza della funzione di correlazione rispetto alla trasformazione di scala
λ−∆1−∆2〈φ1(x1)φ2(x2)〉 = 〈φ1(λx1)φ2(λx2)〉. (5.3)
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Ora, l’invarianza sotto il gruppo delle rotazioni 4-dimensionali implica che le funzioni di
correlazione dipendano solamente da | x1 − x2 |, cioè
〈φ1(x1)φ2(x2)〉 = f(| x1 − x2 |). (5.4)
Combinando la (5.3) e la (5.4) si ottiene che
z
∂f
∂z
= −(∆1 + ∆2)f(z) (5.5)
che si può risolvere facilmente:
f(z) =
C12
z∆1+∆2
. (5.6)
Quindi, in forma esplicita
〈φ1(x1)φ2(x2)〉 = C12| x1 − x2 |∆1+∆2 . (5.7)
Ora l’invarianza sotto trasformazioni speciali conformi impone un ulteriore vincolo: infatti
sotto una trasformazione conforme infinitesima parametrizzata da bµ (2.20),
xµ → x′µ = xµ + 2(x · b)xµ − (x2)bµ, (5.8)
si ricava che Λ(x) = 1− 4x · b, dove Λ è definita da (2.1).
Ora, sfruttando il fatto che | ∂x′
∂x
|= Λ(x)−D2 , si ha che il campo scalare si trasforma come
φ(x)→ φ′(x′) = Λ(x)∆2 φ(x) (5.9)
Quindi, le funzioni di correlazione a due punti trasformano come
〈φ1(x1)φ2(x2)〉 → 〈φ′1(x′1)φ′2(x′2)〉 = Λ(x1)
∆1
2 Λ(x2)
∆2
2 〈φ1(x1)φ2(x2)〉. (5.10)
L’invarianza conforme e la (5.7) impongono che
Λ(x1)
∆1
2 Λ(x2)
∆2
2 =
( | x1 − x2 |
| x′1 − x′2 |
)∆1+∆2
. (5.11)
Al primo ordine in bµ si ha
2∆1(x1 · b) + 2∆2(x2 · b) = (∆1 + ∆2)(x1 · b+ x2 · b), (5.12)
cioè
∆1 = ∆2 (5.13)
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In conclusione la funzione di correlazione a due punti di due campi scalari compatibile con
l’invarianza conforme è
〈φ1(x1)φ2(x2)〉 =

C12
|x1−x2|2∆ se ∆1 = ∆2 = ∆
0 altrimenti.
(5.14)
5.2 Funzioni di correlazione di ordine superiore
Procedendo in maniera analoga al caso precedente si può analizzare la funzione di correlazione a
tre punti 〈φ1(x1)φ2(x2)φ3(x3)〉, che assume la seguente forma [1]
〈φ1(x1)φ2(x2)φ3(x3)〉 = C123
x∆1+∆2−∆312 x
∆1+∆3−∆2
13 x
∆2+∆3−∆1
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(5.15)
Si possono generalizzare queste stesse considerazioni a funzioni di correlazione di ordine superiore
anche se in questo caso l’invarianza conforme non ne fissa la forma in maniera univoca.
Ad esempio, per quanto riguarda la funzone di correlazione a quattro punti, si può ricordare che
esistono delle quantità invarianti sotto l’azione del gruppo conforme, i.e. u = x
2
12x
2
34
x213x
2
24
e v = x
2
14x
2
23
x213x
2
24
;
si può quindi verificare che la forma più generale della funzione di correlazione a quattro punti
compatibile con l’invarianza conforme è
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 = f(u, v)
4∏
i<j
x
∆
3
−∆i−∆j
ij , (5.16)
dove
∆ =
4∑
i=1
∆i (5.17)
e f(u, v) è una funzione qualunque di u e v.
Un’espressione per la funzione di correlazione a quattro punti completamente equivalente a
(5.16) è la seguente
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 =
(
x24
x14
)∆1−∆2 (x14
x23
)∆3−∆4 g(u, v)
(x12)∆1+∆2(x34)∆3+∆4
, (5.18)
dove g(u, v) è una funzione generica dei cross-ratios.
Un’altra quantità che è interessante calcolare è il correlatore tra due scalari e un tensore di
spin l. Per calcolarlo, si può ricordare che una trasformazione speciale conforme può essere vista
come la combinazione di una inversione, di una traslazione e di un’ulteriore inversione; l’azione di
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una inversione su un campo di spin l è la seguente [2]Oµ1...µl(x)→ O′µ1...µl(x′) = 1(x2)lhµ1ν1(x)...hµlνl(x)Oµ1...µl(x)hµν = gµν − 2xµxνx2 . (5.19)
Quindi si può mostrare che l’invarianza sotto rotazioni, traslazioni, dilatazioni e inversione implica
che la forma la forma della funzione di correlazione 〈φφO〉 è la seguente〈φ1(x1)φ2(x2)Oµ1...µl(x3)〉 =
λ12O
|x12|∆1+∆2−∆O+l|x23|−∆1+∆2−+∆O−l|x13|∆1−∆2+∆O−lZµ1 ...Zµl − tracce
Zµ =
xµ13
x213
− xµ23
x223
(5.20)
dove la sottrazione delle tracce è necessaria perché l’operatore O è a traccia nulla.
Una caratteristica che è importante sottolineare subito è che i coefficienti λ12O sono reali, sotto
l’assunzione che che φ1, φ2 e O siano hermitiani (Appendice A).
6 Vincoli di unitarietà
Si ricordano le regole di commutazione per i campi con i generatori del gruppo conforme (2.30)
[Mµν ,O] (0) = ΣµνO(0)
[D,O] (0) = i∆O(0)
[Kµ,O] (0) = 0.
(6.1)
Il fatto che [Kµ,O] (0) = 0 è la proprietà che rende O un operatore primario. Gli operatori
che sono ottenuti a partire dagli operatori primari tramite l’azione di derivate sono chiamati
descendants e trasformano in maniera diversa dagli operatori primari sotto una trasformazione
conforme; ad esempio, dato un campo scalare φ che trasforma secondo la (2.29), il campo ∂µφ
trasforma nel seguente modo
∂µφ→ ∂′µφ′ = ∂′µ
[
|∂x
′
∂x
|−∆Dφ(x)
]
(6.2)
e quindi, evidentemente, la legge di trasformazione è diversa dalla (2.29).
Ci si concentrerà su operatori che hanno particolari numeri quantici di spin: come è noto, in
quattro dimensioni il gruppo delle rotazioni è isomorfo a SU(2)×SU(2) e quindi le rappresentazioni
irriducibili del gruppo delle rotazioni sono classificate da due numeri quantici (j, j′); si analizzerà la
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situazione per j = j′, cioè per tensori simmetrici a traccia nulla. La restrizione a questi operatori
verrà giustificata in seguito, quando verrà introdotto l’Operator Product Expansion.
Ora, per gli operatori primari con questa particolare struttura tensoriale esistono vincoli dovuti
all’unitarietà della teoria, in particolare sulla scaling dimension ∆; si può dimostrare che [19]∆ ≥ 1 se l’operatore è scalare e vale uguaglianza se e solo se la teoria è libera∆ ≥ l + 2 se l’operatore ha spin l e vale uguaglianza se e solo se la corrente è conservata.
(6.3)
Un esempio di operatore conservato di spin 2 è il tensore energia-impulso.
Si può vedere come sorge la necessità di un limite sulla scaling dimension degli operatori primari
senza far ricorso alla teoria delle rappresentazioni ma facendo ricorso ad argomenti che hanno una
evidenza fisica più diretta; prima però bisogna introdurre il concetto di reflection positivity.
6.1 Reflection positivity
Sia data una teoria invariante sotto traslazioni e rotazioni, caratterizzata da una Lagrangia-
na L(φ, ∂µφ) = 12∂µφ∂µφ + V [φ]; si vuole mostrare la positività della funzione di correlazione
〈O(u)Or(ur)〉, dove ~ur = ~u, u0 > 0 e ur0 = −u0 e Or è il trasformato dell’operatore O sotto
l’operazione di riflessione; per esempio, per un campo scalare φ → φr(xr) = φ(x), mentre per
un operatore vettoriale Oµ → Orµ(xr) = (−1)µOµ(x) dove (−1)µ = −1 se µ = 0, (−1)µ = 1
altrimenti.
Ora,
〈O(u)Or(ur)〉 =
ˆ
[Dφ(x)]O(u)Or(ur)exp {−SE[φ]} , (6.4)
dove
SE[φ] =
ˆ
d4x
[
1
2
∂µφ∂
µφ+ V [φ]
]
=
=
ˆ
x0<0
d4x
[
1
2
∂µφ∂
µφ+ V [φ]
]
+
ˆ
x0>0
d4x
[
1
2
∂µφ∂
µφ+ V [φ]
]
= SL[φ] + SR[φ] (6.5)
Ora, per il calcolo dell’integrale sui cammini si discretizza lo spazio-tempo con un reticolo di lato
a in maniera che i punti 0, u, ur facciano parte del reticolo.
Scrivo inoltre la condizione al bordo
φ(x0 = 0, ~x) = φfr(~x) (6.6)
che dovrà essere infine integrata.
26
Ora si riscrive
ˆ
[Dφ(x)]→
ˆ ∏
x0<0,x∈reticolo
dφ(x)
∏
x0>0,x∈reticolo
dφ(x)
∏
x0=0,x∈reticolo
dφ(x) (6.7)
e
SL/R =
∑
x0j≶0,xj∈reticolo
a4
{
1
2
[
4∑
i=1
[
φ({xj + aδij})− φ({xj})
]2
a2
]
+ V [φ(xj)]
}
. (6.8)
Quindi si ha che
〈O(u)Or(ur)〉 =
ˆ ∏
x0=0
dφfr(x)×
×
(∏
x0<0
dφ(x)Or(ur)exp [−SL [φ, φfr]]
)(∏
x0>0
dφ(x)O(u)exp [−SR [φ, φfr]]
)
. (6.9)
Assumendo ora che l’azione euclidea sia invariante sotto l’operazione di riflessione, si può scrivere
ˆ ∏
x0>0
dφ(x)O(u)exp [−SR [φ, φfr]] =
∏
x0<0
dφ(x)Or(ur)exp [−SL [φ, φfr]] ≡ g(O, φfr), (6.10)
dove SL → SR perché u→ ur.
Queste considerazioni implicano che la (6.9) possa essere riscritta come
〈O(u)Or(ur)〉 =
ˆ ∏
x0=0
dφfr(x)g(O, φfr)2 (6.11)
e, quindi, si è giustificata la seguente relazione
〈O(u)Or(ur)〉 ≥ 0. (6.12)
Questa condizione è detta reflection positivity.
Bisogna sottolineare che quella esposta è più una giustificazione che una dimostrazione: esi-
stono delle trattazioni più rigorose sull’argomento; in [20], ad esempio, la reflection positivity fa
parte degli assiomi di Osterwalder - Shraeder.
6.2 Caso del campo scalare
Si vuole studiare la situazione per un operatore scalare
〈φ(x)φ(y)〉 = 1| x− y |2∆ , (6.13)
27
dove si noti che la condizione di normalizzazione con 1 al numeratore è possibile per reflection
positivity.
Ora, voglio calcolare
〈∂2φ(x)∂2φ(y)〉 = ∂2x∂2y〈φ(x)φ(y)〉 (6.14)
Un semplice calcolo algebrico dà
∂2x〈φ(x)φ(y)〉 = 4∆(∆− 1)
1
| x− y |2∆+2 . (6.15)
A questo punto la derivazione rispetto a ∂2y è ovvia in quanto basta sostituire ∆ → ∆ + 1; in
conclusione
〈∂2φ(x)∂2φ(y)〉 = 16∆2(∆2 − 1) 1| x− y |2∆+4 . (6.16)
Per reflection positivity si ha ∆ ≥ 1, cioè il vincolo di unitarietà per operatori scalari.
Dalla (6.16) si deduce immediatamente che la teoria è libera (∂2φ = 0) se e solo se ∆ = 1.
Come nota a margine, si potrebbe obiettare che la (6.16) di per sé non esclude il range ∆ ≤ −1;
in realtà, si potrebbe analizzare la funzione di correlazione
〈∂µφ(x)∂νφ(xr)〉, (6.17)
dove l’apice r ha lo stesso significato di quello della Sezione precedente.
Considerando quindi l’operatore O = ∂µφ si ha
Or =
−O se µ=0O se µ 6=0. (6.18)
Questo significa che
〈∂iφ(x)∂iφ(xr)〉 ≥ 0 (6.19)
se i è un indice spaziale.
Ricalcando il calcolo precedente
〈∂iφ(x)∂iφ(xr)〉 = 2∆ 1| 2x0 |2(∆+1) , (6.20)
da cui
∆ ≥ 0. (6.21)
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7 L’Operator Product Expansion
Si è visto in precedenza che la simmetria conforme permette di fissare in maniera vincolante le
funzioni di correlazione a due e a tre punti.
Nel contesto delle teorie conformi questo è un grande vantaggio nell’ottica dell’Operator
Product Expansion (da ora in poi OPE).
Si analizza come sorge la necessità di un OPE: siano dati due campi φ1(x) e φ2(y) e se ne faccia
il prodotto φ1(x)φ2(y); in generale nel limite | x− y |→ 0 questo prodotto non è ben definito, in
particolare sorgono delle divergenze.
L’OPE è la riscrittura del prodotto di due campi φ(x) e φ(y) come somma di operatori ben
definiti moltiplicati con coefficienti che dipendono da | x− y | e che assorbono le divergenze di cui
si è parlato sopra; in formule
φ(x)φ(y) ∼
∑
O(µ)
λ12O(µ)C(x− y)O(µ)(y). (7.1)
In una teoria di campo conforme ciò che è importante sottolineare è la differenza fatta in
precedenza tra operatori primari e descendants. Infatti in una CFT l’OPE si può scrivere
φ1(x)φ2(y) ∼
∑
O(µ)
λ12O(C(µ)(x− y)O(µ)(y) + descendants(O(µ))) (7.2)
dove in questo gli operatori O(µ) sono operatori primari; i coefficienti dipendono solamente dalla
natura degli operatori primari.
Bisogna sottolineare che il coefficiente dell’operatore primario è
C(µ)(x− y) = 1| x− y |∆1+∆2−∆O
(x− y)µ1 ...(x− y)µl
| x− y |l (7.3)
e, per ragioni dimensionali, i coefficienti dei descendants sono meno singolari di C(µ)(x − y) nel
limite x→ y.
Si analizzano meglio tutte queste affermazioni con un esempio: sia dato un campo scalare φ;
si vuole scrivere l’OPE di φ× φ e in particolare analizzare lo sviluppo per un operatore primario
scalare; per semplicità di calcolo ci si può mettere nel caso in cui y = 0
φ(x)φ(0) ∼
∑
O′,n
C(O′, µ1, ..., µn, x)∂µ1 ...∂µnO′(0), (7.4)
dove la somma è estesa sui termini per cui n ≥ 0 (i termini con n = 0 sono gli operatori primari
scalari: non sto analizzando il contributo di operatori di spin più grande).
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Suppongo inoltre che valga la relazione
〈OO′〉 = 0 (7.5)
se O 6= O′; questa identità può essere giustificata in questa maniera: in una teoria unitaria,
data una base di operatori primari con cui posso sviluppare l’OPE di due campi, la matrice
Mij = 〈OiOj〉 è una matrice hermitiana e quindi diagonalizzabile.
Pertanto si deduce la relazione
〈φ(x)φ(0)O(y)〉 =
∑
O′,n
C(O′, µ1, ..., µn, x)∂zµ1 ...∂zµn 〈O′(z)O(y)〉 |z=0=
=
∑
n
C(O, µ1, ..., µn, x)∂zµ1 ...∂zµn 〈O(z)O(y)〉 |z=0 . (7.6)
Senza perdita di generalità si può normalizzare O in maniera che
〈O(z)O(y)〉 = 1| z − y |2∆O . (7.7)
Inoltre valgono
∂zµ1 〈O(z)O(y)〉 |z=0= 2∆O yµ1| y |2∆O+2 (7.8)
e
∂zµ1∂zµ2 〈O(z)O(y)〉 |z=0= −2∆O yµ1yµ2| y |2∆O+2 + 4∆O(∆O + 1)
yµ1yµ2
| y |2∆O+4 . (7.9)
Quindi la funzione di correlazione (7.6) può essere riscritta nella seguente maniera (per descen-
dants che coinvolgono al più due derivate)
〈φ(x)φ(0)O(y)〉 = C(O, x)
[
1
| y |2∆O
]
+ C(O, µ, x)
[
2∆O
yµ1
| y |2∆O+2
]
+
+ C(O, µ, ν, x)
[
−2∆O yµ1yµ2| y |2∆O+2 + 4∆O(∆O + 1)
yµ1yµ2
| y |2∆O+4
]
+ .... (7.10)
Ora, si ricordi che l’invarianza conforme implica che (5.15)
〈φ(x)φ(0)O(y)〉 = λ12O| x |2∆−∆O | y |∆O | x− y |∆O (7.11)
e, sviluppando fino al secondo ordine in x,
| y − x |−∆O=| y |−∆O
{
1 +
∆O
2
[
2
x · y
y2
− x
2
y2
]
+
1
2
∆O
2
(
∆O
2
+ 1
)[
2
x · y
y2
− x
2
y2
]2
+ ...
}
(7.12)
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da cui
〈φ(x)φ(0)O(y)〉 = λ12O| x |2∆−∆O
1
| y |2∆O×
×
{
1 +
∆O
2
[
2
x · y
y2
− x
2
y2
]
+
1
2
∆O
2
(
∆O
2
+ 1
)
4(x · y)2
| y |4 +O(x
3)
}
. (7.13)
Ora, dal confronto tra la la (7.13) e la (7.10) si deduce immediatamente cheC(O, x) = λ12O 1|x|2∆−∆OC(O, µ, x) = λ12O 12xµ 1|x|2∆−∆O . (7.14)
Ora si deve analizzare il termine C(O, µ, ν, x), che deve soddisfare la condizione
C(O, µ, ν, x)
[
4∆O (∆O + 1)
yµyν
| y |4 − 2∆O
ηµν
| y |2
]
=
= λ12O
1
| x |2∆−∆O
[(
−∆O
2
x2
y2
)
+ ∆O
(
∆O
2
+ 1
)
(x · y)2
| y |4
]
. (7.15)
Per C(O, µ, ν, x) si cerca una soluzione della forma
C(O, µ, ν, x) = λ12O 1| x |2∆−∆O
[
αηµνx2 + βxµxν
]
. (7.16)
Questa forma è naturalmente dettata dalla struttura tensoriale del descendants ∂µ∂νO e l’invarian-
za della funzione di correlazione 〈φ(x)φ(0)O(y)〉 sotto il gruppo conforme, e in particolare sotto
le rotazioni dello spazio 4-dimensionale, implica che la legge di trasformazione di C(O, µ, ν, x) sia
tale che C(O, µ, ν, x)∂µ∂νO trasformi come uno scalare sotto rotazioni; le uniche quantità con cui
si possono costruire tensori a due indici sono ηµν e xµ da cui si ricava che la forma più generale
per C(O, µ, ν, x) è la (7.16).
Ora, con questa prescrizione, si trova cheα = −
1
16
∆O
∆2O−1
β = 1
8
∆O+2
∆O+1
.
(7.17)
Combinando i risultati (7.14) e (7.17) si ottiene che i primi termini dello dell’OPE di due
operatori scalari è
φ(x)φ(0) ∼ λ12O| x |2∆−∆O
[
1 +
1
2
xµ∂µ +
1
8
∆O + 2
∆O + 1
xµxν∂µ∂ν − 1
16
∆O
∆2O − 1
x2∂µ∂
µ + ...
]
O(0), (7.18)
dove +... indica il contributo dei descendants dell’operatore scalare O di ordine superiore, che si
ottengono sviluppando fino a ordini superiori in x la (7.11).
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Per come è stato ricavato l’OPE, si ha che λ12O è reale in virtù di quanto detto alla fine della
Sezione 5.
A questo punto, si può discutere quanto detto nella Sezione 6, cioè il fatto che in una teoria con-
forme si considerano solo operatori che sotto il gruppo delle rotazioni nello spazio a quattro dimen-
sioni trasformano con i numeri quantici j = j′: infatti, se j 6= j′, allora 〈φ(−x)φ(x)Oj 6=j′(0)〉 = 0
dato che gli operatori Oj 6=j′ corrispondono a tensori antisimmetrici e l’unico tensore in gioco nella
funzione 〈φ(−x)φ(x)Oj 6=j′(0)〉 è xµ; inoltre la configurazione spaziale (−x, x, 0) può essere ottenuta
tramite trasformazioni conformi da qualunque altra configurazione di tre punti nello spazio.
8 Conformal blocks
Si supponga di scrivere l’OPE di due scalari in una base di operatori normalizzatiφ1(x1)φ2(x2) ∼
∑
O(µ) λ12O(C(µ)(x1 − x2)O(µ)(x2) + descendants(O(µ)))
〈OO′〉 ∝ δOO′ ,
(8.1)
dove si deve ricordare che la condizione 〈OO′〉 ∝ δOO′ è possibile in quanto si assume che
l’espansione venga fatta come base operatori che hanno numeri quantici definiti.
Questo mi permette di scrivere la funzione di correlazione di quattro operatori scalari come
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 =
∑
O
λ12Oλ34OCBO, (8.2)
dove CBO sono funzioni che prendono il nome di conformal blocks.
I conformal blocks tengono conto del contributo alla funzione di correlazione a quattro punti
dell’operatore primario O e dei suoi descendants; la formula esplicita è la seguente: scrivendo il
contributo dei descendants nello sviluppo (8.1) come
descendants(O(µ)) =
∑
(ν)
C(µ)(ν)(x1 − x2)∂(ν)O(µ)(x2), (8.3)
dove (µ) = µ1µ2...µl, (ν) = ν1ν2...νn, ∂(ν) = ∂∂xν12
∂
∂x
ν2
2
... ∂
∂xνn2
e la somma è sui termini con n ≥ 1.
Se si assume la convenzione che (ν) = Ø corrisponda all’operatore primario, allora
φ1(x1)φ2(x2) ∼
∑
O(µ)
∑
(ν)
C(µ)(ν)(x1 − x2)∂(ν)O(µ)(x2) (8.4)
e quindi
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CBO =
∑
(ρ)
∑
(σ)
C12(µ)(ρ)C
34
(ν)(σ)∂
2
(ρ)∂
4
(σ)〈O(µ)(x2)O(ν)(x4)〉, (8.5)
dove ∂2(ρ) (∂
4
(ρ)) indica la derivazione rispetto a x2 (x4) con l’insieme di indici (ρ) ((σ)), C
12
(µ)(ρ) =
C(µ)(ρ)(x1 − x2) e C34(µ)(σ) = C(µ)(σ)(x3 − x4).
Sfruttando il fatto che la funzione di correlazione a quattro punti ha la seguente forma (5.18)
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 =
(
x24
x14
)∆1−∆2 (x14
x23
)∆3−∆4 g(u, v)
(x12)∆1+∆2(x34)∆3+∆4
, (8.6)
si può isolare il contributo dell’operatore O che compare nell’OPE di due scalari a g(u, v)g(u, v) =
∑
O λ12Oλ34OgO(u, v)
gO(u, v) =
(
x24
x14
)−∆1+∆2 (
x14
x23
)−∆3+∆4
(x12)
∆1+∆2(x34)
∆3+∆4CBO.
(8.7)
Ciò che è interessante è che sono state trovate, in quattro dimensioni, delle forme esatte per le
funzioni gO [9]; nel caso in cui φ1 = φ2 = φ3 = φ4 = φ, se l’operatore O ha spin l e scaling
dimension ∆, alloragO(u, v) = g∆,l(u, v) =
(−1)l
2l
zz¯
z−z¯ (k∆+l(z)k∆−l−2(z¯)− k∆+l(z¯)k∆−l−2(z))
kβ(x) = x
β
2 2F1(
β
2
, β
2
, β, x),
(8.8)
dove z e z¯ sono legate agli invarianti conformiu = zz¯v = (1− z)(1− z¯). (8.9)
In forma esplicita
z, z¯ =
1
2
(
u− v + 1±
√
(u− v + 1)2 − 4u
)
. (8.10)
Nell’Appendice C verrà data una derivazione della (8.8).
È bene accennare sin da ora al significato che assumono z e z¯, commentato più approfondita-
mente nell’Appendice D. Sfruttando il fatto che z e z¯ sono invarianti conformi, i punti x1, x3 e x4
possono essere posti lungo una retta a T = 0, mentre x2 può essere continuato analiticamente a
Minkowski: x2 = (X1, 0, 0, X4)→ xM2 = (X1, 0, 0, T )T = −iX4 (8.11)
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in maniera tale che z = X1 + Tz¯ = X1 − T. (8.12)
Il punto che bisogna sottolineare sin da subito è che i conformal blocks sono analitici nello
“space-like diamond”, definito come la regione in cui 0 < z < 1 e 0 < z¯ < 1. Infatti, come
mostrato nell’Appendice F, la serie ipergeometrica (F.7) converge nella regione | z |< 1.
9 Regola di somma
Sia dato un operatore scalare φ con scaling dimension d.
In questa Sezione si vuole ricavare la seguente regola di somma [16]
∑
∆,l p∆,lFd,∆,l(z, z¯) = 1
p∆,l = λ
2
O ≥ 0
Fd,∆,l(z, z¯) =
vdg∆,l(u,v)−udg∆,l(v,u)
ud−vd ,
(9.1)
dove la somma
∑
∆,l è la somma fatta sugli operatori O che compaiono nell’OPE di φ × φ con
scaling dimension ∆, spin l e il coefficiente con cui compaiono nell’OPE (7.2) è λO; inoltre u e v
sono legati a z e z¯ dalle relazioni (8.9).
Questo risultato giocherà un ruolo cruciale nel trovare un limite sui coefficienti dell’OPE di
due scalari.
Per dimostrare la (9.1) si parte dalla forma della funzione di correlazione a 4 punti (5.18) di
un operatore scalare con scaling dimension uguale a d:
〈φ1φ2φ3φ4〉 = g(u, v)| x12 |2d| x34 |2d , (9.2)
dove φi = φ(xi).
Il LHS dell’equazione (9.2) è invariante sotto una permutazione qualunque delle coordinate,
per cui deve esserlo anche il RHS; i due casi non banali sono lo scambio x1 ↔ x2 e x1 ↔ x3.
Nel caso in cui x1 ↔ x2 si ha che u→ uvv → 1
v
(9.3)
e quindi
g(u, v)→ g(u
v
,
1
v
) (9.4)
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e, in conclusione,
g(u, v) = g(
u
v
,
1
v
). (9.5)
Nel caso in cui invece x1 ↔ x3 si ha che u↔ v e quindi
g(u, v)→ g(v, u),
x12 → x23,
x34 → x14.
(9.6)
Pertanto
g(u, v)vd = g(v, u)ud. (9.7)
In base alla decomposizione in conformal blocks si ha che (8.7)
g(u, v) = 1 +
∑
∆,l
λ2∆,lg∆,l(u, v) (9.8)
dove si è isolato il contributo dell’operatore identità, che compare sempre nell’OPE φ×φ. Infatti, se
1 /∈ φ×φ, allora il calcolo di 〈φφ〉 sviluppando il prodotto in somma di operatori darebbe 〈φφ〉 = 0;
quindi, in base alla (7.2), si ha φ(x1)φ(x2) ∼ λ|x1−x2|2∆1 + il contributo degli altri operatori; la
funzione di correlazione a due punti (5.7) normalizzata a C12 = 1 implica che λ = 1; quindi, la
(8.7) impone che l’operatore identità contribuisce a g(u, v) con il valore 1.
Bisogna vedere ora le implicazioni della (9.8) alla luce delle trasformazioni di g(u, v) (equazioni
(9.5) e (9.7)).
La permutazione delle coordinate x1 ↔ x2 si traduce inz → z1−zz¯ → z¯
1−z¯ .
(9.9)
In base a quanto detto nell’Appendice F, la funzione ipergeometrica soddisfa la seguente
relazione (F.13)
F (a, b, c, z) = (1− z)−aF (a, c− b, c, z
1− z ). (9.10)
Da queste considerazioni si deduce che
g∆,l(
u
v
,
1
v
) = (−1)lg∆,l(u, v). (9.11)
Assumendo per ora che gli unici operatori che compaiono nell’OPE di due scalari sono quelli di
spin pari si ha che la simmetria di crossing per scambio x1 ↔ x2 non induce vincoli sui conformal
blocks (8.7).
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Per vedere che nell’OPE di due scalari compaiono solo operatori di spin pari basta analizzare
la funzione di correlazione
〈φ(−x)φ(x)O(µ)(0)〉, (9.12)
dove O(µ) è un operatore primario di spin l.
Sotto la trasformazione x→ −x si ha cheφ(x)→ φ(−x)O(µ)(x)→ (−1)lO(µ)(−x) (9.13)
e l’invarianza della funzione di correlazione sotto questo cambiamento di coordinate implica che
〈φ(−x)φ(x)O(µ)(0)〉 6= 0 solo se l è pari.
Si analizza ora il comportamento dei conformal blocks sotto la permutazione x1 ↔ x3; in questo
caso si ha che z → 1− zz¯ → 1− z¯. (9.14)
In questo modo si ha che la (9.7) e la (9.8) implicano
vd(1 +
∑
∆,l
λ2∆,lg∆,l(u, v)) = u
d(1 +
∑
∆,l
λ2∆,lg∆,l(v, u)) (9.15)
e, dopo un semplice riarrangiamento, si ricava la (9.1).
Nel seguito, si utilizzerà una forma equivalente alla (9.1): rinominando le variabili in questa
maniera z = 12 + a+ bz¯ = 1
2
+ a− b
(9.16)
si lavorerà con le funzioni così ridefinite
Fd,∆,l(a, b) ≡ Fd,∆,l(1
2
+ a+ b,
1
2
+ a− b) (9.17)
Il vantaggio di queste variabili è che vale Fd,∆,l(±a,±b) = Fd,∆,l(a, b) e quindi tutte le derivate
di ordine dispari F (2m+1,2n)d,∆,l (0, 0) = F
(2m,2n+1)
d,∆,l (0, 0) = F
(2m+1,2n+1)
d,∆,l (0, 0) = 0 [16].
10 La regola di somma nella teoria libera
È interessante analizzare la validità della regola di somma nella teoria libera (d = 1 e ∂2φ = 0).
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Calcolando la funzione di correlazione a quattro punti con il teorema di Wick, la funzione
g(u, v) che compare nella (9.2) è la seguente
g(u, v) = 1 + u+
u
v
. (10.1)
Ora si vuole analizzare la teoria libera sotto il punto di vista dell’Operator Product Expansion.
Innanzitutto si può ricordare che, come mostrato in precedenza, nell’OPE di due scalari
compaiono solo operatori di spin pari.
Inoltre gli operatori ammessi nell’OPE di due scalari, nella teoria libera, hanno twist ∆−l = 2;
infatti in questo caso la funzione di correlazione 〈φ(x)φ(y)O(µ)(0)〉 (5.20) assume la seguente forma
(∆1 = ∆2 = 1) 〈φ(x)φ(y)O(µ)(0)〉 = 1|x−y|2−∆+l 1|x|∆−l 1|y|∆−lZµ1 ...Zµl − tracceZµ = xµ|x|2 − yµ|y|2 . (10.2)
La condizione di teoria libera impone inoltre che ∂2φ(x) = 0, cioè
∂2x〈φ(x)φ(y)O(µ)(0)〉 = 0. (10.3)
Ora, è una mera questione algebrica sviluppare il LHS della (10.3); il risultato che si ottiene è
il seguente
∂2x
(
1
| x− y |2−∆+l
1
| x |∆−l
1
| y |∆−lZµ1 ...Zµl
)
= (∆− l − 2)f(x, y), (10.4)
dove f(x, y) contiene anche gli indici tensoriali; quindi il risultato della derivazione delle espressioni
che costituiscono le tracce è sempre della forma (∆− l−2)g(x, y); pertanto la condizione ∆− l = 2
è quindi l’unica che assicura che tutte l’equazione (10.3) venga risolta per ogni x e y.
Le correnti conservate di spin l per la teoria libera sono le seguenti [10]:
ji1...il =
s∑
k=0
(−1)k
(k!)2 [(l − k)!]2∂i1 ...∂ikφ∂ik+1 ...∂ilφ− tracce, (10.5)
dove l’espressione “tracce” indica tutte le contrazioni possibili tra gli indici im (pesate con coeffi-
cienti opportuni) e serve a rendere a traccia nulla la corrente; ad esempio l’operatore scalare ha
la seguente forma
O ∝ φ2, (10.6)
mentre il tensore energia-impulso (l = 2, ∆ = 4) si scrive
Tµν =
1
2
φ∂µ∂νφ− ∂µφ∂νφ+ 1
4
gµν(∂φ)
2. (10.7)
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Si noti che il fatto che Tµν sia a traccia nulla è strettamente dipendente dalle equazioni del
moto (∂2φ = 0).
Come ultima osservazione, si può verificare che i coefficienti dell’OPE di due scalari nella teoria
libera soddisfano la seguente relazione [11]
pl+2,l = 2
l+1 (l!)
2
(2l)!
, (10.8)
che vale nella teoria libera e per operatori di spin pari.
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Figura 3: RHS della regola di somma (9.1) per i valori di lmax = 0, 2, 4
Ora, si vuole verificare da un punto di vista numerico che con i coefficienti (10.8) la regola di
somma viene soddisfatta per z = z¯, 0 < z < 1.
La Figura 3 mostra in maniera chiara la validità della regola di somma in questa zona.
In particolare, si può osservare che
• la convergenza della serie è monotona (si potrebbe ipotizzare che le funzioni F1,∆,l siano
positive);
• la convergenza della serie è uniforme in un intervallo [, 1− ];
• la serie converge più velocemente nel punto z = z¯ = 1
2
.
11 Fisica delle Unparticles e i coefficienti dell’OPE
È stata recentemente ipotizzata [12] l’esistenza di un settore conforme nascosto che si accoppia
debolmente con il Modello Standard; l’introduzione di questa teoria nasce sostanzialmente dal
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fatto che non contraddice i dati già esistenti (e quindi non è escluso) e, se esiste, potrà dare
segnali inusuali a LHC.
Quello che si vuole fare ora è descrivere brevemente gli aspetti di questa teoria che motivano
lo studio della Parte III.
Si supponga che ad alte energie esistano due settori che interagiscono tramite lo scambio
di particelle con scala di massa molto grande M : il settore che contiene i campi del Modello
Standard e il settore che contiene dei campi non inclusi nel Modello Standard e chiamati campi
BZ (reminiscente della teoria di (Belavin-Migdal)-Banks-Zaks, esposta nella Sezione 3).
Si suppone che la teoria con i campi BZ esibisca un punto fisso infrarosso non banale e che
questa invarianza di scala della teoria si manifesti ad una scala di energia Λ tale che v  ΛM ,
dove v ' 250 GeV è la scala di energia delle interazioni elettrodeboli.
Nel range di energie Λ E M , gli accoppiamenti effettivi che descrivono le interazioni tra
le particelle del Modello Standard e i campi BZ hanno la forma
L ≈ 1
MdSM+dBZ−4
OSMOBZ , (11.1)
dove [OSM ] = dSM e [OBZ ] = dBZ
Ora, quando si raggiunge il punto fisso Λ, gli effetti degli operatori OBZ vengono assorbiti in
operatori di teoria conforme OU e le interazioni assumono quindi la forma
L ≈ CUΛ
dBZ−dU
MdSM+dBZ−4
OSMOU , (11.2)
dove dU è la scaling dimension dell’operatore OU (che, per semplicità, è assunto essere un operatore
scalare). Questa teoria conforme ammette un’interpretazione dopo l’introduzione del concetto di
unparticles, cioè l’operatore OU contiene l’informazone di dU “pseudoparticelle” che si accoppiano
con il Modello Standard (si noti che dU può anche essere frazionario).
Per convenienza, si riscrive la (11.2) comeL ≈ λΛdUOSMOUλ = CUΛdBZ
MdSM+dBZ−4 .
(11.3)
Il propagatore delle unparticles viene calcolato, al solito, passando in trasformata di Fourier la
funzione di correlazione a due punti [13]
propagatore =
Γ(2− dU)
4dU−1Γ(dU)
i
(p2)2−dU
. (11.4)
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Se si considera ora un’interazione unparticle - fotone e unparticle - gluone del tipo (11.3)
L = ci
Λd
OF iµνF iµν (11.5)
allora le regole di Feynman per i vertici sonoi
4cγ
Λd
(
−pa · pbgαβ + pαapβb
)
vertice γγO
i4cg
Λd
(
−pa · pbgαβ + pαapβb
)
vertice ggO,
(11.6)
dove pa e pb sono gli impulsi dei bosoni di gauge.
L’esistenza di accoppiamenti (11.5) permette fenomeni come gg → U → UU → 4γ.
In particolare, il valore del vertice UUU , che serve per calcolare l’ampiezza di scattering gg →
4γ, viene calcolato in base alla funzione di correlazione a tre punti 〈OUOUOU〉; utilizzando l’OPE
OU × OU e la “diagonalizzazione” degli operatori già incontrata nella Sezione 7, si ha che la
funzione di correlazione è proporzionale al coefficiente dell’operatore OU che compare in OU×OU .
In particolare, la Sezione d’urto del processo gg → 4γ ∝ |λU |2 [14].
Questa discussione motiva lo studio di un possibile limite sui coefficienti dell’OPE di due scalari
in una teoria conforme.
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Parte III
I limiti sui coefficienti dell’OPE
12 Perchè ci si aspetta un limite sui coefficienti dell’OPE?
Si è ipotizzato nella Sezione 10 che le funzioni F1,∆,l siano non negative per z = z¯. Per continuità,
la stessa proprietà dovrebbe valere anche in un intorno 1 < d < 1 + 
Assumendo per il momento la validità di questa affermazione, la regola di somma (9.1) impone
un limite naïve sui coefficienti dell’OPE, cioè
p∆,l ≤ 1
max[Fd,∆,l]
. (12.1)
Tuttavia, questo argomento non vale in quanto esistono valori di d e ∆ e l per i quali la funzione
Fd,∆,l è negativa in tutto lo space-like diamond.
Esempi che evidenziano questo fatto sono rappresentati nella Figura 4 e nella Figura 5.
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Figura 4: Fd,∆,0 nello space-like diamond per d = 1.05 e ∆ = 1.13
Perché allora ci si aspetta un limite sui coefficienti dell’OPE?
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Figura 5: Fd,∆,0 nello space-like diamond per d = 1.10 e ∆ = 1.13
12.1 Naïve dimensional analysis
La risposta alla domanda è da ricercare nella naïve dimensional analysis [15].
La descrizione che segue è necessariamente euristica, ma ha il pregio di offrire un paragone
evidente con il problema dei limiti sui coefficienti OPE.
Si consideri una teoria con rottura spontanea di simmetria, ad esempio sia dato un campo
scalare complesso Φ e una densità lagrangiana
L = ∂µΦ†∂µΦ− 1
2
λ(Φ†Φ− v2). (12.2)
Ora, riscrivo il campo Φ in maniera da facilitare il calcolo di un’azione effettiva tramite l’integra-
zione sui gradi di libertà pesanti
Φ = vσeiΠ, (12.3)
dove v è il VEV, σ è il campo scalare massivo (m2σ = λv2) e Π contiene l’informazione sui bosoni
di Goldstone.
La Lagrangiana (12.2) può essere riscritta nella seguente forma:L = v2L˜L˜ = ∂µσ∂µσ + σ2∂µΠ∂µΠ− m2σ2 (σ2 − 1)2. (12.4)
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Integrando ora i gradi di libertà massivi (σ), si può ottenere la seguente lagrangiana effettiva
all’ordine ∂4: Leff = v2L˜effL˜eff = ∂µΠ∂µΠ + 12m2σ (∂µΠ∂µΠ)2 +O(∂6). (12.5)
Si può generalizzare questo ragionamento: nel momento in cui la teoria ammette solo due para-
metri, dei quali uno può essere interpretato come un cutoff (mσ ∼ Λ) e l’altra come una scala
tipica dei processi della teoria (v), i termini che contribuiscono alla lagrangiana effettiva hanno la
forma seguente
Leff ∼ v2m2σ
∑
p,q
(
∂
mσ
)p
Πq. (12.6)
Ora, gli effetti di loop della lagrangiana (12.4) danno un contributo del tipo
(
λ
16pi2
)n ∼ ( 1
16pi2
m2σ
v2
)n
;
pertanto gli effetti di loop diventano egualmente importanti nella regione di “strong coupling”, cioè
nella regione per cui mσ ∼ 4piv. Nella teoria effettiva, i loop danno un contributo analogo, del
tipo
(
1
16pi2
p2
v2
)n
, dove p è la scala tipica dei processi in gioco; quindi la teoria effettiva è predittiva
per p Λ.
Ora, ci si potrebbe chiedere perché non può essere mσ  4piv; la risposta a questa domanda
consiste nell’assumere la naturalezza della teoria: se valesse infatti la diseguaglianzamσ  4piv, al-
lora gli effetti di loop correggerebbero in maniera logaritmica, i.e. con contributi del tipo log
(
mσ
κ
)
dove k è una scala di rinormalizzazione, gli effetti delle derivate di ordine superiore; questa risom-
mazione darebbe luogo a una cancellazione di termini grandi solo a un dato punto della scala di
rinormalizzazione, cosa che è evidentemente non-naturale.
Quindi la validità della naïve dimensional analysis è legata alla presenza di un limite
1
16pi2
m2σ
v2
. 1. (12.7)
Sulla base di queste considerazioni, si può procedere con una analogia e stabilire alla stessa ma-
niera che l’OPE di due scalari può essere visto come la somma dei contributi (loop) e i coefficienti
di questo sviluppo sono soggetti a un vincolo simile a quello espresso dalla (12.7).
Questi pensieri ci hanno indotto alla ricerca di un limite rigoroso sui coefficienti dell’OPE di
due scalari.
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13 Il metodo del funzionale lineare
Nelle Sezioni 11 e 12 si sono date le motivazioni per lo studio di un limite sui coefficienti dell’OPE
in una teoria conforme.
In questa Sezione, invece, si descriverà il metodo con cui questi limiti sono stati ricavati,
generalizzando la trattazione esposta in [16] per un problema simile.
Ciò che seguirà vale una volta fissata d, la scaling dimension dell’operatore scalare φ, e l’OPE
che si considererà sarà φ× φ.
La condizione necessaria per l’esistenza di una CFT è che venga soddisfatta la regola di somma
(9.1) ∑
∆,l
p∆,lFd,∆,l(z, z¯) = 1 (13.1)
dove p∆,l ≥ 0Fd,∆,l(z, z¯) = vdg∆,l(u,v)−udg∆,l(v,u)ud−vd . (13.2)
Ora, da un punto di vista geometrico, il LHS della (13.1) forma, al variare di p∆,l ≥ 0, un
cono convesso C nello spazio vettoriale generato dalle funzioni Fd,∆,l. La regola di somma viene
soddisfatta se la funzione identità 1 appartiene a C.
Inoltre, si vorrebbe ricavare un limite indipendente dal modello, compatibile solamente con i
principi primi di una teoria conforme; quindi si assume che lo spettro della teoria sia costituito da
Σ = {∆, l | ∆ e l siano compatibili con i vincoli di unitarietà (6.3)} . (13.3)
Si può aggiungere che solitamente lo spettro di una teoria è costituito da un insieme discreto di
operatori, o, in altri termini, molti coefficienti p∆,l che compaiono nella (13.1) sono nulli; tuttavia,
non si può sapere a priori quali di questi coefficienti sono uguali a 0 e quindi è necessario includere
in Σ tutti gli operatori compatibili con i vincoli di unitarietà.
Ora si vuole vedere, in maniera compatibile esclusivamente con le condizioni (13.1), (13.2) e
(13.3), quale è il range di valori ammesso per ogni coefficiente p∆,l, ovvero si vuole trovare un
limite superiore chiamato pcrit(d,∆, l). Ci si concentrerà su un operatore O di scaling dimension
∆¯ e spin l¯ fissati.
Riscrivo quindi la regola di somma (13.1) in questo modo, isolando il contributo corrispondente
all’operatore O: ∑
p∆,lFd,∆,l(z, z¯) = 1− p∆¯,l¯Fd,∆¯,l¯(z, z¯) (13.4)
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dove la somma è estesa a tutti gli operatori che rispettano (13.3).
Avendo notato che le funzioni Fd,∆,l formano uno spazio vettoriale, si può applicare un funzio-
nale lineare ad ambo i membri della (13.4). Questo è il punto cruciale per analizzare quali valori
di p∆¯,l¯ sono ammessi in una CFT e quali no.
Si vuole ora dimostrare la seguente proposizione: fissati ∆¯, l¯ e p∆¯,l¯, la (13.4) non ammette
una soluzione (cioè non esistono coefficienti p∆,l ≥ 0 nel LHS della (13.4) per cui essa venga
soddisfatta) se e solo se esiste un funzionale lineare Λ tale che Λ[Fd,∆,l] > 0 per ogni ∆, l ∈ Σ e
Λ[1− p∆¯,l¯Fd,∆¯,l¯] < 0.
• Condizione sufficiente
Per assurdo, se la (13.4) ammette una soluzione, allora per ogni funzionale che applico ai membri
della (13.4) ci deve essere uguaglianza e quindi non può esistere un funzionale lineare Λ tale che
Λ[Fd,∆,l] > 0 per ogni ∆, l ∈ Σ e Λ[1− p∆¯,l¯Fd,∆¯,l¯] < 0.
• Condizione necessaria
Con riferimento alla Figura 6, il fatto che la (13.4) non ammette soluzione significa che il vettore
1− p∆¯,l¯Fd,∆¯,l¯ non appartiene al cono convesso C definito in precedenza; la convessità di C implica
che esiste un piano passante per l’origine che “divide” C dal vettore 1 − p∆¯,l¯Fd,∆¯,l¯; questo piano
può allora essere identificato con il nucleo di un funzionale lineare; naturalmente, il piano divide
lo spazio in due semispazi, in uno dei quali il funzionale assume valori positivi e nell’altro assume
valori negativi; scegliendo opportunamente il segno del funzionale, il teorema è dimostrato.
In realtà, la dimostrazione grafica esposta non è del tutto rigorosa, dato che in uno spazio di
dimensione infinita possono nascere problemi di convergenza che dovrebbero essere tenuti sotto
controllo; tuttavia, nell’analisi numerica che verrà descritta successivamente (Sezioni 14 e 15), si
utilizzerà solo la condizione sufficiente e in sottospazi di dimensione finita, garantendo in questo
modo la consistenza del teorema con il seguito dell’esposizione.
Si noti che una condizione di consistenza che bisogna imporre ora è
Λ[1] > 0. (13.5)
Infatti, in caso contrario, se esistesse un funzionale per cui valga Λ[Fd,∆,l] > 0 per ogni ∆, l ∈ Σ e
Λ[1] < 0 allora la regola di somma (13.1) non potrebbe mai venire soddisfatta e non potrebbero
esistere operatori scalari di scaling dimension d; per questo motivo, nel caso in cui Λ[1] < 0 non
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Figura 6: Rappresentazione grafica del metodo del funzionale lineare: a sinistra vengono schema-
tizzati il cono convesso C, un vettore non appartenente al cono e il piano che divide il cono e il
vettore; nella figura a destra, invece, viene mostrata la motivazione per cui C deve essere convesso,
affinché il metodo descritto possa essere applicato: in caso contrario, infatti, può non esistere
nessun piano che “divide” C da un punto (o da un vettore).
avrebbe nemmeno senso chiedersi quale sia il limite sui coefficienti p∆,l. Bisogna notare che, nello
studio fatto, non si è mai incontrata una situazione di questo tipo, cioè sembra che la sola (13.1)
non vincola in nessun modo la scaling dimension d degli operatori scalari.
A partire dalla proposizione appena dimostrata, si vede immediatamente che se esiste un
funzionale lineare per cui valga (13.5) e
Λ[Fd,∆,l] > 0 per ogni (∆, l) ∈ Σ (13.6)
allora si possono presentare due situazioni
1. Λ[1 − p∆¯,l¯Fd,∆¯,l¯] < 0: in questo caso si deduce che p∆¯,l¯ > pcrit(d, ∆¯, l¯) e non esiste nessuna
CFT che rispetti la regola di somma e i limiti imposti dall’unitarietà della teoria;
2. Λ[1−p∆¯,l¯Fd,∆¯,l¯] > 0: in questo caso invece si ha che p∆¯,l¯ < pcrit(d, ∆¯, l¯) e non si può escludere
una CFT che abbia nello sviluppo OPE di due scalari il termine ±√p∆¯,l¯O dove O ha spin l¯
e scaling dimension ∆¯.
Quindi, il più semplice metodo per ricavare un limite pcrit(d, ∆¯, l¯) è il seguente: si fissa un valore
p e si analizza l’esistenza di un funzionale per cui valgono (13.6) e Λ[1 − pFd,∆¯,l¯] < 0; se questo
funzionale esiste, allora p > pcrit(d, ∆¯, l¯), altrimenti p < pcrit(d, ∆¯, l¯); in altre parole, pcrit(d, ∆¯, l¯) è
l’estremo inferiore dei p per cui esiste un funzionale Λ tale che valgono (13.6) e Λ[1− pFd,∆¯,l¯] < 0.
In realtà si può modificare nella seguente maniera il procedimento appena esposto al fine di
renderlo più efficace:
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1. si considerano tutti i funzionali che rispettino la (13.6);
2. ognuno di questi funzionali può essere normalizzato in maniera tale che Λ[1] = 1;
3. di questi, se ne sceglie uno che massimizza Λ[Fd,∆¯,l¯] e lo si chiami Λmax;
4. si può quindi dedurre che pcrit(d, ∆¯, l¯) = 1Λmax[Fd,∆¯,l¯] .
Infatti, in questo modo, se pd,∆,l < pcrit(d,∆, l), allora per ogni funzionale Λ tale che (13.6)
è rispettata vale Λ[1 − p∆¯,l¯Fd,∆¯,l¯] > 0; se invece pd,∆,l > pcrit(d,∆, l) allora l’applicazione del
funzionale Λmax ai membri della (13.4) dice che non è possibile costruire una CFT compatibile
con l’unitarietà della teoria.
A questo punto, ci si potrebbe chiedere che cosa succede se assumiamo che lo spettro della teoria
contenga solamente alcuni particolari operatori (cioè si sta considerando un modello particolare):
in questo caso si ha che si possono fare le stesse considerazioni esposte fino ad ora e l’unica
differenza consiste nel fatto che nel punto 1. la classe dei funzionali deve rispettare un minor
numero di condizioni e quindi è più ampia rispetto alla classe di funzionali che deve rispettare
la (13.6); questo significa che necessariamente il procedimento darà un limite p˜crit(d,∆, l) che
soddisferà la seguente relazione
p˜crit(d,∆, l) ≤ pcrit(d,∆, l). (13.7)
Questo implica che il limite trovato nel caso indipendente dal modello è un limite universale,
nel senso che in nessuna CFT è possibile avere dei valori dei coefficienti OPE che non rispettino
pd,∆,l < pcrit(d,∆, l)
Infine si può fare un’ultima osservazione: se si modifica il punto 1. nella seguente maniera:
1a. si considera un sottoinsieme della classe di tutti i funzionali che rispettino la (13.6)
e si procede poi come nei punti 2. e 3., allora si può solamente dire che pcrit(d,∆, l) ≤ 1Λ˜max[Fd,∆¯,l¯] ,
dove stavolta il funzionale è determinato all’interno dell’insieme definito da 1a.; in questo caso
si deduce che non sono ammissibili nell’OPE di due scalari operatori il cui coefficiente soddisfa
pd,∆,l >
1
Λ˜max[Fd,∆¯,l¯]
. In altre parole, il limite ricavato in questo modo è più debole del limite
generale, ma è comunque valido.
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14 Introduzione alla procedura numerica
Avendo inquadrato il problema da un punto di vista generale è necessario stabilire come è possibile
determinare a livello numerico una procedura che consenta effettivamente il calcolo del limite dei
coefficienti dell’OPE.
Per prima cosa è necessario operare una restrizione sull’insieme dei possibili funzionali che
agiscono sullo spazio generato dalle funzioni Fd,∆,l. Si è assunto che i funzionali agiscano sulle
funzioni Fd,∆,l in questa maniera:
Λ[Fd,∆,l] = λ0,0F
(0,0)
d,∆,l + λ2,0F
(2,0)
d,∆,l + λ0,2F
(0,2)
d,∆,l (14.1)
dove
F
(m,n)
d,∆,l ≡
∂m
∂am
∂n
∂bn
Fd,∆,l(a, b) |a=0,b=0 . (14.2)
(Come già sottolineato nella Sezione 9, F (2m+1,2n)d,∆,l (0, 0) = F
(2m,2n+1)
d,∆,l (0, 0) = F
(2m+1,2n+1)
d,∆,l (0, 0) = 0:
è per questo motivo che non si considerano in (14.1) le derivate di ordine dispari).
Si vedrà che già questa restrizione, che a prima vista sembra molto forte, permette un calcolo
del limite dei coefficienti OPE che è numericamente forte e nel limite d→ 1 riproduce il risultato
della teoria libera.
La (13.6) rappresenta un numero infinito di condizioni che il funzionale deve rispettare:
1. infiniti spin l;
2. per ogni spin l, ∆ può essere grande a piacere;
3. ∆ varia con continuità.
Affinché il problema possa essere trattato da un punto di vista numerico, è necessario quindi:
1. troncare il numero di spin l a lmax;
2. limitare a ∆max il valore che possono assumere le scaling dimension ∆ al variare di l;
3. discretizzare i valori che assumono le scaling dimension ∆ (cioè si scelgono un numero finito
di scaling dimension ∆ che rispettano i vincoli di unitarietà e ∆ ≤ ∆max).
L’insieme (finito) delle funzioni Fd,∆,l per cui d, ∆ e l rispettano le condizioni appena elencate
viene definito insieme di prova.
In seguito al troncamento effettuato però si perdono molte informazioni riguardanti gli opera-
tori con spin l e scaling dimension ∆ grandi.
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Per arginare questo problema, si può considerare la seguente espressione asintotica (Appendice
G):
F
(2m,2n)
d,∆,l ∼
C
(2m+ 1)(2n+ 1)
(2
√
2l(1 + x))2m+1(2
√
2l)2n+1, (14.3)
dove 
x = ∆−l−2
l
C > 0 ed è indipendente da m e n
l→∞
x l.
(14.4)
Un altro problema che è stato riscontrato nell’operazione di troncamento è il seguente: impo-
nendo che nell’insieme di prova valga la condizione Λ[Fd,∆,l] > 0 può succedere che per certi valori
di ∆˜ e l˜ accada che Λ[Fd,∆˜,l˜] sia molto vicino al valore 0. Non avendo esplicitamente imposto la
condizione che per tutti i valori di ∆ e l compatibili con i vincoli di unitarietà valga Λ[Fd,∆,l] > 0,
la considerazione appena fatta può rappresentare un grave problema di consistenza interna del
metodo di calcolo.
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Figura 7: Tipico andamento dei valori che il funzionale assume per d e l fissati: la linea III
rappresenta un piccolo valore ; la curva I rappresenta l’andamento del funzionale nel caso in
cui si impone solamente che Λ[Fd,∆,l] > 0 nell’insieme di prova: esistono due elementi di questo
insieme, ∆i e ∆i+1, su cui l’azione del funzionale dà un risultato che è vicino allo zero (anche se
positivo); si vede che lo stesso funzionale, nel range ∆i < ∆ < ∆i+1 può assumere valori negativi,
invalidando così tutto il procedimento; la curva II mostra l’andamento del funzionale dopo avere
imposto Λ[Fd,∆,l] > : nel range che prima era critico il funzionale ora assume valori non negativi.
La soluzione che è stata proposta è questa:
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1. sull’insieme di prova si impone che Λ[Fd,∆,l] > , dove  > 0 è un numero piccolo, e si segue
il solito procedimento per il calcolo del limite sul coefficiente OPE e del funzionale Λmax;
2. si verifica a posteriori che Λmax[Fd,∆,l] > 0 per tutti i valori ∆ e l ammessi per unitarietà;
questo garantisce che il funzionale fornisce un limite sui coefficienti dell’OPE (si dirà che si
fa un controllo).
Si veda la Figura 7 per osservare come questo procedimento funziona.
Un ultimo problema è legato al considerare non tutta la classe dei funzionali lineari, ma solo
funzionali di una certa forma.
Infatti è possibile che l’insieme definito dal punto 1a. del paragrafo precedente sia vuoto; in
questo caso non ha alcun senso procedere ulterioremente nel calcolo del limite sui coefficienti OPE.
Nel caso in questione, si è osservato, usando Mathematica, che l’insieme dei funzionali della
forma (14.1) che rispettano la condizione (13.6) è non vuoto nel caso in cui 1 ≤ d . 1.42.
Naturalmente questo range può essere ampliato usando una più vasta gamma di funzionali (ad
esempio, includendo nell’espressione del funzionale derivate di ordine superiore); in questa ultima
situazione, il procedimento acquisterebbe un altro vantaggio, cioè che il limite ottenuto è migliore
del precedente; lo svantaggio è che il calcolo diventerebbe molto più lento.
Per quanto riguarda il lavoro svolto in questa tesi, ci si è concentrati esclusivamente sull’azione
di funzionali definiti dalla (14.1).
Riassumendo, l’algoritmo che permette di trovare un limite sul coefficienti dell’operatore O
che compare nell’OPE di due scalari e che ha spin l¯ e scaling dimension ∆¯ è il seguente:
1. Si sceglie un insieme di operatori che costituisce l’insieme di prova;
2. si sceglie una classe di funzionali che agiscono sulle funzioni Fd,∆,l;
3. si fissa un piccolo valore  > 0;
4. tra i funzionali che soddisfano Λ[F ] >  per ogni F appartenente all’insieme di prova e per
le funzioni corrispondenti ai valori asintotici (14.3), si sceglie quello che massimizza Λ[Fd,∆¯,l¯]
e lo si chiami Λmax;
5. si opera un controllo per verificare che Λmax assuma valori non negativi su ogni funzione
Fd,∆,l; se questo accade allora si ha un limite sul coefficiente dell’operatore O; in caso contra-
rio non si è individuato un limite sul coefficiente in questione; allora si potrebbe migliorare
il procedimento in questi modi: ampliare l’insieme di prova (nel range in cui il funzionale
trovato al punto 4. diventa negativo); aumentare il valore di .
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15 Implementazione del calcolo
In questa Sezione si vuole descrivere l’implementazione del calcolo numerico del limite sui coeffi-
cienti dell’OPE.
Come programma di calcolo si è utilizzato Mathematica, di cui è necessario descrivere breve-
mente il comando fondamentale del calcolo che è stato eseguito, il LinearProgramming.
15.1 Il LinearProgramming
Il comando di Mathematica che è stato fondamentale per il calcolo del limite sui coefficienti
dell’OPE è il LinearProgramming.
Gli input di questo comando sono i seguenti:
• un vettore c a p componenti;
• una matrice m di dimensione q × p;
• un vettore b a q componenti;
• due vettori l e u a p componenti.
LinearProgramming dà come output un vettore x che minimizza c · x soggetto alle seguenti
limitazioni
1.
∑
jmijxj ≥ bi, 1 ≤ i ≤ q
2. lj ≤ xj ≤ uj, 1 ≤ j ≤ p.
Il metodo con cui LinearProgramming trova un vettore x che soddisfa le richieste ora dette è il
simplex method, che viene descritto nell’Appendice E.
Per vedere perché questa funzione è stata fondamentale nel calcolo numerico del limite sui
coefficienti dell’OPE, si può osservare che, supponendo di aver scelto l’insieme di prova (si ve-
da il paragrafo successivo) e di cercare un funzionale della forma (14.1), LinearProgramming
implementa i punti 3. - 5. esposti alla fine della Sezione 14.
Infatti i funzionali della forma (14.1) possono essere visti come il prodotto scalare tra il
vettore (λ0,0, λ2,0, λ0,2) e il vettore (F
(0,0)
d,∆,l, F
(2,0)
d,∆,l, F
(0,2)
d,∆,l), cioè il funzionale è definito dal vettore
(λ0,0, λ2,0, λ0,2).
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La condizione Λ[1] = 1 è implementata semplicemente da
λ0,0 = 1. (15.1)
Per trovare il limite sul coefficiente dell’operatore O di spin l¯ e scaling dimension ∆¯ si verifica
facilmente che i punti 3. e 4. sono implementati se, assumendo che l’insieme di prova si costituito
da un numero k di funzioni Fd,∆1,l1 , Fd,∆2,l2 ,...,Fd,∆k,lk ,
m =

F
(0,0)
d,∆1,l1
F
(2,0)
d,∆1,l1
F
(0,2)
d,∆1,l1
... ... ...
... ... ...
F
(0,0)
d,∆k,lk
F
(2,0)
d,∆k,lk
F
(0,2)
d,∆k,lk
F
(0,0)
asint F
(2,0)
asint F
(0,2)
asint

(15.2)
bi =  per ogni 1 ≤ i ≤ k + 1, (15.3)
dove Fasint sono i valori asintotici (14.3) considerati nella Sezione 14.
È necessario però considerare funzionali per cui valga la (15.1); questo può essere implementato
semplicemente imponendo che l = (1,−∞,−∞)u = (1,∞,∞). (15.4)
Infine, massimizzare il valore di Λ[Fd,∆¯,l¯] è equivalente a minimizzare−Λ[Fd,∆¯,l¯]; questo significa
che se pongo
c = −(F (0,0)
d,∆¯,l¯
, F
(2,0)
d,∆¯,l¯
, F
(0,2)
d,∆¯,l¯
), (15.5)
LinearProgramming dà come output il vettore x = (x1, x2, x3) che corrisponde al funzionale che
ha come coefficienti λ0,0 = x1, λ2,0 = x2, λ0,2 = x3.
Per l’implementazione dell’operazione di controllo si veda il paragrafo successivo.
15.2 Implementazione del programma
Lo scopo è quello di ottenere un valore numerico massimo che possono assumere i coefficienti
dell’OPE dello sviluppo φ×φ; si assume che la scaling dimension d di φ è fissata. Ci si concentrerà
sul limite degli operatori scalari (l = 0) e scaling dimension ∆ che compaiono nell’OPE φ× φ.
Innanzitutto occorre definire l’insieme di prova che è stato utilizzato: in questo insieme sono
stati inclusi
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• gli operatori scalari (l = 0) con di scaling dimension 1.001 ≤ ∆ ≤ 20 con un passo δ∆ =
0.001;
• gli operatori scalari con scaling dimension della forma ∆n = 1 + 0.12n con 7 ≤ n ≤ 16;
• gli operatori di spin l (con l = 2, 4, 6, 8, 10) con l+2 ≤ ∆ ≤ l+10 con un passo δ∆ = 0.001.
È necessario fare una considerazione sulla suddivisione operata nella scelta degli operatori scalari.
Ciò che ha portato a compiere questa ripartizione è il comportamento asintotico delle funzioni
Fd,∆,l per l = 0 e ∆→ 1: nell’Appendice G si mostra che in questo limite F (0,0)d,∆,0 ∼ C∆−1 dove C è
una costante (lo stesso andamento asintotico vale anche per F (2,0)d,∆,0 e F
(0,2)
d,∆,0); questo comportamento
divergente crea diversi problemi a livello di calcolo da parte di Mathematica.
La soluzione che è stata affrontata per ovviare a questa situazione parte dalla seguente consi-
derazione naturale: se un funzionale f è definito su uno spazio vettoriale V e per un dato v ∈ V
vale f [v] ≥ 0 allora per ogni scalare λ > 0 si ha f [λv] ≥ 0.
Quindi, nell’applicazione del metodo del funzionale lineare non altera in nessun modo la ricerca
del limite se la condizione (13.6) viene sostituita daΛ[kd,∆,lFd,∆,l] > 0kd,∆,l > 0. (15.6)
A partire da questa osservazione, si può osservare che, dopo aver scelto l’insieme di prova,
il metodo di calcolo descritto nella Sezione 14 può essere applicato con una sola riserva: per
evitare i problemi descritti dalla Figura 7 bisogna garantire che sull’insieme di prova valga sempre
la condizione Λ[Fd,∆,l] > , dove  & 0 è un valore fissato; questa condizione è garantita se,
sull’insieme di prova, vale la seguente relazioneΛ[kd,∆,lFd,∆,l] > 1 ≥ kd,∆,l > 0. (15.7)
In particolare, data la divergenza sopra esposta, si è ritenuto opportuno moltiplicare nella
matrice m (15.2) i vettori corrispondenti agli operatori che hanno scaling dimension 1 < ∆ < 1.1
per il fattore (∆− 1).
Sono stati in particolare inclusi gli operatori scalari con scaling dimension della forma ∆n =
1 + 0.1
2n
con 7 ≤ n ≤ 16 perché per ∆ = 1 + δ con δ  1 le funzioni F (0,0)d,∆,0, F (2,0)d,∆,0 e F (0,2)d,∆,0 hanno
un comportamento che non può essere sotto controllo, e pertanto è necessario avere il maggior
numero di informazioni possibile nel range in cui ∆ è vicino a 1.
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Tuttavia, anche in questo caso, affinché il problema possa essere trattato da un punto di vista
numerico, è stato necessario operare per i ∆nun troncamento su n; in particolare, si è scelto come
limite il valore n = 16 perché si è notato che, per ogni d fissato nel range che si sta studiando
(1 < d < 1.42), nella regione ∆ < 1+0.00001 risulta che (∆−1)F (0,0)d,∆,0, (∆−1)F (2,0)d,∆,0 e (∆−1)F (0,2)d,∆,0
sono sostanzialmente costanti.
Queste affermazioni sono rese più chiare dall’analisi delle Tabelle 1 e 2, in cui si vede che, per
d fissato, il vettore ((∆ − 1)F (0,0)d,∆,0, (∆ − 1)F (2,0)d,∆,0, (∆ − 1)F (0,2)d,∆,0) assume lo stesso valore (fino alla
quarta cifra decimale) per ∆ < 1 + 0.00001. Per n = 16 si ha ∆16 = 1 + 0.00000153.
Ora, un problema analogo si riscontra nell’analisi dei valori asintotici (14.3) di Fd,∆,l, dato che
questo comportamento vale per l→∞.
∆− 1 (∆− 1)F (0,0)d,∆,0 (∆− 1)F (2,0)d,∆,0 (∆− 1)F (0,2)d,∆,0
0.00002441 0.0128354 -0.0613241 -0.124084
0.00001221 0.0128375 -0.0613398 -0.124084
0.00000610 0.0128385 -0.0613476 -0.124084
0.00000305 0.012839 -0.0613515 -0.124083
0.00000153 0.0128393 -0.0613535 -0.124083
Tabella 1: la tabella mostra il comportamento del vettore ((∆−1)F (0,0)d,∆,0, (∆−1)F (2,0)d,∆,0, (∆−1)F (0,2)d,∆,0)
per d = 1
∆− 1 (∆− 1)F (0,0)d,∆,0 (∆− 1)F (2,0)d,∆,0 (∆− 1)F (0,2)d,∆,0
0.00002441 0.00586236 -0.086706 -0.0617972
0.00001221 0.00586636 -0.0867474 -0.0618034
0.00000610 0.00586836 -0.0867681 -0.0618065
0.00000305 0.00586936 -0.0867785 -0.0618081
0.00000153 0.00586986 -0.0867836 -0.0618089
Tabella 2: la tabella mostra il comportamento del vettore ((∆−1)F (0,0)d,∆,0, (∆−1)F (2,0)d,∆,0, (∆−1)F (0,2)d,∆,0)
per d = 1.42
Applicando la stessa logica appena descritta, si può moltiplicare il vettore asintotico (14.3) che
dovrebbe essere inserito nella matrice m di LinearProgramming
(C(2
√
2l(1 + x))(2
√
2l),
C
3
(2
√
2l(1 + x))3(2
√
2l),
C
3
(2
√
2l(1 + x)(2
√
2l)3) (15.8)
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per 1
C
3
(2
√
2l)4(1+x)3
, ottenendo in tal modo il vettore
(
3
8
1
l2
1
(1 + x)3
,
1
1 + x
,
1
(1 + x)3
). (15.9)
Ricordando ora che l’andamento asintotico vale per l →∞ e che x > 0, ai fini del calcolo che
si deve impostare si può ridurre l’espressione (15.9) in
(0,
1
1 + x
,
1
(1 + x)3
). (15.10)
L’ultima considerazione che serve per concludere la ricerca del funzionale riguarda la scelta di :
si è deciso di porre  = 0.0001: questo valore è abbastanza grande per risolvere i problemi esposti
nella Figura 7 e allo stesso tempo è abbastanza piccolo per non influire in maniera significativa
sul valore numerico che si vuole ottenere.
Ora bisogna discutere come si è fatto il controllo descritto nel punto 5. della Sezione 14, cioè la
verifica che il funzionale Λ individuato con LinearProgramming è effettivamente positivo su tutte
le funzioni Fd,∆,l.
Non essendo possibile verificare direttamente questa affermazione, anche in questo caso è stata
operata una scelta delle funzioni su cui è stato fatto il controllo:
• gli operatori scalari (l = 0) con di scaling dimension 1 ≤ ∆ ≤ 20 con un passo δ∆ = 0.0005;
• gli operatori di spin l (con l = 2, 4, 6, 8, 10) con l+2 ≤ ∆ ≤ l+10 con un passo δ∆ = 0.0005.
La considerazione che ha guidato questa scelta è la seguente: con riferimento alla Figura 7, si
può osservare che se per due valori di ∆ vicini (si chiamino ∆1 e ∆2) si ha Λ[Fd,∆1,l] &  e
Λ[Fd,∆2,l] &  allora il valore di ∆ dove il funzionale può essere con maggiore probabilità negativa
è quello corrispondente al punto medio ∆ = ∆1+∆2
2
. Questo giustifica la scelta del passo δ∆ decisa
per il controllo rispetto a quella che è stata fatta nella definizione dell’insieme di prova.
16 Verifica del procedimento
Dopo aver spiegato in maniera dettagliata come si è affrontato il problema del calcolo del limite
sui coefficienti dell’OPE di due scalari, è necessario fare una prima verifica che il procedimento
possa dare un vincolo “realistico”, nel senso che un limite è considerato buono se nel momento in
cui la scaling dimension d degli operatori scalari è vicina a 1 allora gli operatori che non compaiono
nell’OPE φ × φ dove [φ] = 1 sono soppressi; alternativamente, si può dire che se d & 1 allora il
limite sui coefficienti degli operatori che non hanno twist ∆− l = 2 deve essere vicino al valore 0.
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Si analizza per concretezza quali sono i limiti dei coefficienti degli operatori scalari (cioè l¯ = 0)
dell’OPE di φ× φ in due situazioni:
1. d = 1.01;
2. d = 1.1.
16.1 d = 1.01
Applicando il procedimento ampiamente descritto nella Sezione 15, si è dedotto un limite sui
coefficienti OPE che è plottato nella Figura 8. La figura riproduce il limite sui coefficienti degli
operatori scalari (l¯ = 0) nel range 1 ≤ ∆¯ ≤ 3.
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Figura 8: Plot del limite sui coefficienti dell’OPE per gli operatori scalari (l¯ = 0) con scaling
dimension 1 ≤ ∆¯ ≤ 3 nel caso d = 1.01
Si può notare che la curva presenta un picco vicino a ∆¯ = 2, dove il limite su λ21.01,∆,0 vale
' 4.6, e ad assume valori maggiori di 1 nel range 1.7 < ∆¯ < 2.3; all’esterno di questo dominio, la
funzione decresce molto velocemente.
16.2 d = 1.1
Nel caso d = 1.1, la curva che descrive il limite sui coefficienti dell’OPE nello stesso dominio del
caso precedente è riprodotta in Figura 9.
In questo caso si può notare che la curva presenta un massimo vicino a ∆¯ = 1.8, dove il limite
su λ21.1,∆,0 vale ' 7.5, ma ha una dispersione molto più grande rispetto al caso d = 1.01, tanto è
vero che il range in cui λ21.1,∆,0 > 1 si estende almeno per l’intervallo 1.1 < ∆¯ < 3.
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Figura 9: Plot del limite sui coefficienti dell’OPE per gli operatori scalari con scaling dimension
1 ≤ ∆¯ ≤ 3 nel caso d = 1.1
16.3 Commento
I risultati appena riprodotti portano ad affermare che il metodo di calcolo descritto nelle Sezioni
13 - 15 rappresenta un buon procedimento per il calcolo del limite sui coefficienti dell’OPE di due
scalari, visto che lo spettro dell’OPE della teoria libera “assomiglia di più” alla Figura 8 che non
alla Figura 9.
Bisogna infine riportare due osservazioni:
• ci si potrebbe chiedere perché nel caso in cui d = 1.01 il limite per ∆¯ ' 2 non sia più
vicino al valore teorico che ci si aspetta dalla (10.8); la risposta consiste nel fatto che è stata
considerata soltanto una classe ristretta di funzionali, cioè quelli della forma (14.1); se si
prendesse in esame una classe più ampia di funzionali il limite nella zona 1.7 < ∆¯ < 2.3
migliorerebbe in maniera significativa; ciò che ora interessa è che nel caso d = 1.01 gli
operatori scalari con ∆¯ 6= 2 hanno un limite più forte sul coefficiente OPE che nel caso
d = 1.1;
• si può notare che in entrambi i casi considerati, il limite sul coefficiente OPE degli operatori
scalari con ∆¯ = 1 è nullo; questo porta a ipotizzare che nell’OPE di due scalari non può mai
comparire l’operatore O che ha ∆¯ = 1; come sarà evidente dall’analisi dei risultati numerici
della Sezione 17 questo è un risultato che vale in generale.
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17 Risultati numerici
In questa Sezione verranno esposti i risultati numerici derivanti dall’applicazione del metodo di-
scusso nella Sezione 15. Ci si è limitati ad analizzare il comportamento degli operatori scalari
(l¯ = 0) che compaiono nell’OPE φ× φ, dove [φ] = d.
17.1 Risultati a d fissato
1.0005
1.01
1.02
1.05
1.5 2.0 2.5 3.0
D
1
2
3
4
5
pmax
Figura 10: nel plot viene mostrato il comportamento del limite per gli operatori scalari che
compaiono nell’OPE φ× φ con scaling dimension 1 ≤ ∆¯ ≤ 3 al variare di [φ] = d, con d vicino a
1.
In questo paragrafo verranno esposti i risultati per d fissato sui limiti dei coefficienti dell’OPE.
In Figura 10 vengono riassunti i risultati ottenuti per d vicino a 1.
Dal grafico esposto è chiaro che più d è vicino a 1, più i coefficienti dell’OPE sono costretti a
essere vicini a quelli della teoria libera.
In Figura 11 viene mostrato il comportamento della funzione per d più distanti da 1.
Come si vede, il limite diventa molto più debole man mano che ci si allontana da d = 1; un
fatto curioso è che il massimo della curva non è più vicino a ∆¯ = 2, ma si sposta a ∆¯ ' 1.1.
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Figura 11: nel plot viene mostrato il comportamento del limite per gli operatori scalari che
compaiono nell’OPE φ × φ con scaling dimension 1 ≤ ∆¯ ≤ 3 al variare di [φ] = d, con d =
1.2, 1.3, 1.35, 1.4.
17.2 Risultati a ∆ fissato
Ora si mostrano i risultati numerici al variare di d per ∆¯ fissato.
In Figura 12 viene plottato il comportamento nella zona vicina a d = 1 del limite sul coefficiente
di un operatore scalare con scaling dimension ∆¯ = 1.0001; questo valore è molto piccolo, in maniera
dimostrando quanto ipotizzato nella Sezione 16, cioè che nell’OPE di due scalari non può comparire
un operatore scalare con scaling dimension ∆¯ = 1.
In Figura 13 viene invece rappresentato l’andamento tipico, per ∆¯ fissato (∆¯ 6= 2) e al variare di
d nel range [1, 1.42], del limite sul coefficiente di un operatore scalare. Il fatto che questa funzione
sia crescente è segno del fatto che man mano che ci si allontana dalla teoria libera i vincoli imposti
dalla regola di somma sono più deboli.
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Figura 12: grafico del limite per un operatore O scalare con [O] = 1.0001 per 1 < d < 1.1.
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Figura 13: andamento tipico del limite di un operatore scalare di scaling dimension fissata (e
diversa da 2) per 1 < d < 1.42. Il grafico si riferisce al caso in cui ∆¯ = 1.8.
In Figura 14 vengono esposti i comportamenti dei limiti sui coefficienti di operatori scalari di
diverse scaling dimension nel range 1 < d < 1.1; da questo plot è evidente che nel limite d → 1
l’unico coefficiente che è non nullo è quello corrispondente all’operatore di scaling dimension ∆¯ = 2.
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Figura 14: limite sul coefficiente di operatori scalari per diversi valori di ∆¯.
17.3 Sintesi
Per concludere, i risultati analizzati nei due paragrafi precedenti, possono essere riassunti in Figura
15 e in Figura 16; nella prima immagine viene sintetizzato il comportamento del limite per 1 <
d < 1.1, mentre nella seconda l’analisi è estesa a tutto il range 1 < d < 1.42. Come in particolare
si vede dalla Figura 16, il massimo valore assunto dal limite, per d > 1.4, è raggiunto per ∆¯ vicini
a 1.1.
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Figura 15: limite pmax nel dominio 1 < d < 1.1, 1 < ∆ < 3
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Figura 16: limite pmax nel dominio 1 < d < 1.42, 1 < ∆ < 3
18 Conclusioni
La ricerca di un limite sui coefficienti dell’OPE è stata condotta a partire da principi primi delle
Teorie Conformi, in particolare:
• i vincoli di unitarietà (6.1), che impongono delle condizioni sulla scaling dimension legate
alla natura tensoriale degli operatori;
• l’Operator Product Expansion (7.2) - (7.3), che permette di riscrivere il prodotto di operatori
O1(x1)O2(x2) come somma di operatori primari (e dei loro descendants) moltiplicati per un
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coefficiente che assorbe la divergenza per x1 → x2:
O1(x1)O2(x2) ∼
∑
O
λ12Of(x1 − x2)O(x2),
dove f(y) sono funzioni fissate una volta scelta la normalizzazione degli operatori O;
• i Conformal Blocks (8.7) - (8.8): limitandosi al caso trattato nel lavoro di tesi, i Conformal
Blocks sono espressioni esatte che incorporano il contributo a 〈φ(x1)φ(x2)φ(x3)φ(x4)〉 di un
operatore primario O che compare nell’OPE di φ× φ, dove φ è un campo scalare;
• La regola di somma (9.1), relazione dovuta all’espansione di 〈φ(x1)φ(x2)φ(x3)φ(x4)〉 in
Conformal Blocks e alla simmetria di crossing.
Sfruttando esclusivamente queste proprietà universali, è stato possibile individuare un limite nu-
merico sui coefficienti λ12O che compaiono nell’OPE di due operatori scalari, tramite un metodo
di calcolo che coinvolge l’uso dei funzionali lineari e ampiamente descritto nelle Sezioni 13 - 15.
Il lavoro esposto ammette diverse direzioni di sviluppo:
• si possono utilizzare funzionali di forma diversa dalla (14.1), che coinvolgono in particolare
derivate di ordine superiore; in questo modo il limite numerico che si individua è più buono,
ma il metodo finora adottato diventa molto lento e, pertanto, si impone la necessità di
rivedere e migliorare alcuni punti esposti nelle Sezioni 13 - 15;
• si possono utilizzare i risultati numerici già ottenuti per studiare dei limiti teorici sulla osser-
vabilità di eventi legati a un possibile settore conforme nascosto che si accoppia debolmente
con il Modello Standard (unparticle theory); in particolare, gli eventi descritti da diagrammi
che presentano un vertice con tre unparticles (ad esempio quello menzionato nella Sezione
11 gg → γγγγ) sono soggetti a limitazioni che coinvolgono i coefficienti dell’OPE di due
campi scalari; chi in futuro vorrà studiare queste problematiche potrà attingere ai risultati
ottenuti nel lavoro di tesi.
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Parte IV
Appendice
A Realtà della funzione di correlazione a tre punti
Un fatto che deve essere sottolineato è che i coefficienti degli operatori primari che compaiono
nell’OPE di φ×φ sono reali, il che equivale a dire che la funzione di correlazione〈φφO〉 è reale [16]
(si assume che gli operatori φ e O sono hermitiani). Verrà ora data una dimostrazione di questa
proprietà.
Conviene affrontare la discussione da un punto di vista generale: per operatori hermitiani
definiti sullo spazio di Minkowski, si ha
Gα1α2α3(x1, x2, x3) = 〈Oα11 (x1)Oα22 (x2)Oα33 (x3)〉 =
= 〈Oα33 (x3)Oα22 (x2)Oα11 (x1)〉∗ = Gα1α2α3(x1, x2, x3)∗. (A.1)
Ora, volendo passare alla formulazione euclidea, bisogna operare la seguente trasformazione
sulle coordinate e sui campi 
x0 → −ix0E
~x→ ~xE
Oα(x)→ (−i)nαOα(xE),
(A.2)
dove nα è il numero di zeri che compaiono in α.
La legge di trasformazione delle funzioni di correlazione diventa dunque
Gα1α2α3E (xE1, xE2, xE3) = (i)
nα1+nα2+nα3Gα1α2α3(x1(xE1), x2(xE2), x3(xE3)). (A.3)
Ora, le uniche quantità con le quali si può costruire il tensore Gα1α2α3(x1, x2, x3) sono gli inva-
rianti x2ij, x
µ
ij, ηµν e µνρσ; nel caso in cui la funzione di correlazione che si sta considerando è
〈φφOµ1...µn〉 = Gµ1...µn allora, per la simmetria degli indici µ1, ..., µn, non può comparire il tensore
µνρσ. Questo significa che, nella (A.3), il fattore (i)nα1+nα2+nα3 è esattamente compensato dal fat-
tore (−i)nα1+nα2+nα3 dovuto alla dipendenza dalle coordinate diGα1α2α3(x1(xE1), x2(xE2), x3(xE3)).
Questo dimostra la realtà dei coefficienti dell’OPE di due scalari.
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B Gli operatori di Casimir del gruppo conforme
Per analizzare lo studio delle classificazioni irriducibili del gruppo conforme, è necessario indivi-
duarne gli operatori di Casimir.
Per trovarli, è comodo riscrivere i generatori del gruppo conforme in modo da rendere l’algebra
manifestamente isomorfa a O(4, 2) (2.21).
Gli operatori di Casimir del gruppo conforme sono i seguenti [17]
CI =
1
2
JABJAB
CII = ABCDEFJ
ABJCDJEF
CIII = J
B
A J
C
BJ
D
C J
A
D .
(B.1)
Ora, si può trovare un’espressione esplicita per CI
CI =
1
2
MµνMµν −D2 − 1
2
(PµKµ +KµPµ) (B.2)
o, equivalentemente,
CI =
1
2
MµνMµν −D2 + PµKµ + 4iD, (B.3)
Ricordando che nell’OPE compaiono gli operatori primari, che sono quegli operatori che vengono
annichiliti dall’azione di Kµ nel punto x = 0, è utile osservare che si ha che per un operatore
primario O di spin l e scaling dimension ∆ valeCIO = −c∆,lOc∆,l = l(l + 2) + ∆(∆− 4). (B.4)
C Forma esplicita dei conformal blocks
In questa Sezione si vuole dare un’idea del procedimento usato per dedurre l’espressione (8.8) [9].
L’idea fondamentale consiste nell’analisi dell’azione dell’operatore di Casimir quadratico (B.2)
definito nell’Appendice B
C =
1
2
JABJ
AB =
1
2
MµνMµν −D2 − 1
2
(PµKµ +KµPµ), (C.1)
dove JAB è definito in (2.21).
Per gli operatori O di spin l e scaling dimension ∆ vale la seguente [16]:C · O ≡ 12 [JAB[JAB,O]] = −c∆,lOc∆,l = ∆(∆− 4) + l(l + 2), (C.2)
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mentre, per quanto riguarda l’operatore φ1(x1)φ2(x2), si ha
C · φ1(x1)φ2(x2) ≡ 1
2
[JAB[J
AB, φ1(x1)φ2(x2)]] = Dx1,x2φ1(x1)φ2(x2), (C.3)
dove Dx1,x2 è un operatore differenziale che agisce su entrambe le coordinate x1 e x2.
Ora, sviluppando l’OPE φ1 × φ2, si ha che il contributo dell’operatore O alla funzione di
correlazione a quattro punti soddisfa la seguente relazione agli autovalori
Dx1,x2CBO = −c∆,lCBO. (C.4)
Per trovare la forma dell’operatore Dx1,x2 si deve fare uso delle regole di commutazione dell’al-
gebra del gruppo conforme con l’operatore scalare φ di scaling dimension ∆φ
[Pµ, φ](x) = i∂µφ(x)
[D,φ](x) = i(∆φ + x · ∂)φ(x)
[Mµν , φ](x) = i(xµ∂ν − xν∂µ)φ(x)
[Kµ, φ](x) = i(x
2∂µ − 2xµx · ∂ + 2xµ∆φ)φ(x).
(C.5)
Dalla (C.4) si può dedurre una equazione per la funzione g∆,l(u, v) ≡ gO definita dalla (8.7);
per il caso che si sta affrontando (in cui ∆1 = ∆2 = ∆3 = ∆4 = ∆)
L2g∆,l = −c∆,lg∆,l
1
2
L2 = −((1− v)2 − u(1 + v)) ∂
∂v
v ∂
∂v
− (1− u+ v)u ∂
∂u
u ∂
∂u
+
+2(1 + u− v)uv ∂2
∂u∂v
+ 4u ∂
∂u
.
(C.6)
Operando ora il cambio di variabili u = zz¯v = (1− z)(1− z¯) (C.7)
si ottiene una equazione differenziale più maneggevole
Dzz¯g∆,l(z, z¯) = 12c∆,lg∆,l(z, z¯)
Dzz¯ = z2(1− z)∂2z + z¯2(1− z¯)∂2z¯ + (z2∂z + z¯2∂z¯)+
+2 zz¯
z−z¯ ((1− z)∂z − (1− z¯)∂z¯)
(C.8)
La condizione al contorno viene fissata dall’OPE [16]
g∆,l ∼ (−1)
l
2l
(zz¯)
∆−l
2
z − z¯ (z
l+1 − z¯l+1) per z → 0, z¯ → 0 (C.9)
Con queste condizioni la soluzione è unica ed è la (8.8).
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D Lo space-like diamond
Come detto nella Sezione 7, si vuole commentare il significato dello space-like diamond.
Dato che u e v sono invarianti conformi costruiti con x1, x2, x3 e x4, il valore di z e z¯ non varia
se opero una trasformazione conforme sullo spazio.
In particolare, è possibile allineare i punti x1, x3 e x4 in maniera tale che
x1 = (0, 0, 0, 0)
x3 = (1, 0, 0, 0)
x4 → ( ~∞, 0)
(D.1)
dove le prime tre coordinate sono quelle spaziali e la quarta è quella temporale (si sta lavorando
nello spazio euclideo).
Per arrivare alla configurazione (D.1) si può operare così: con una traslazione si porta x4 nell’o-
rigine; con una trasformazione conforme speciale (inversione+traslazione+inversione) si possono
allineare con l’origine i punti x1 e x3; con una rotazione si portano i punti x1 e x3 sull’asse X; con
un’inversione si porta x4 all’infinito; infine, con una traslazione e una dilatazione ci si riconduce
alla configurazione (D.1).
Si può ora operare una rotazione che lasci invariato l’asse X per eliminare due componenti di
x2:
x2 = (X1, 0, 0, X4). (D.2)
È facile ora vedere che 
u = X21 +X
2
4
v = (X1 − 1)2 +X24
z = X1 + iX4
z¯ = z∗.
(D.3)
Operando ora una rotazione di WickX1 → X = X1X4 → T = −iX4 (D.4)
si ha
x2 → xM2 = (X, 0, 0, T ). (D.5)
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Con questa notazione quindi z = X − Tz¯ = X + T. (D.6)
La regione dello space-like diamond, in cui 0 < z, z¯ < 1, è quella illustrata in Figura 17.
(1,0,0,0)(0,0,0,0)
HX, 0, 0, TL
T
X
Figura 17: lo space-like diamond, delimitato dal quadrato che ha i vertici opposti in x1 e x3.
La particolarità di questa regione è che, all’interno di essa, i conformal blocks (8.8) sono
funzioni liscie, dato che la serie ipergemonetrica (F.7) converge nel raggio | z |< 1.
Si può individuare una ragione di questa affermazione nel fatto che in una teoria quantistica
di campo, le funzioni di correlazione sono singolari solo sui coni luce rispetto all’introduzione di
altri operatori.
E Simplex Method
Si consideri il seguente problema:
Si vuole massimizzare ~c · ~x sapendo che A~x ≤ ~b e ogni componente di ~x soddisfa xi ≥ 0 (si
indicherà ~x ≥ 0), dove ~x = (x1, ..., xn) è la variabile del problema, ~c = (c1, ..., cn) è un vettore che
rappresenta un funzionale lineare, A è una matrice p× n e ~b = (b1, ..., bp).
Da un punto di vista geometrico, l’insieme delle diseguaglianzeA~x ≤ ~b rappresenta una regione
convessa D nello spazio euclideo n−dimensionale.
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L’idea che sta alla base dell’algoritmo è che se esiste un valore massimale di ~c · ~x, allora ~x
si deve trovare sul bordo della regione convessa D [21]; infatti, si supponga che cj 6= 0 e che un
punto di massimo ~y = (y1, ..., yn) sia interno alla regione D; si consideri ora il segmento interno a
D costituito dai punti ~z tali che per i 6= j zi = yi; lungo questo segmento è naturale osservare che
~y non può essere il punto di massimo, dato che ∂
∂zj
(~c · ~z) = cj 6= 0; quindi è immediato verificare
che il punto di massimo si trova in un vertice della regione.
Per raggiungere il punto in cui ~c · ~x è massimo, il procedimento è il seguente: si parte da un
vertice e si cammina lungo i lati per cui il valore ~c · ~x aumenta; nel momento in cui ~c · ~x diventa
un massimo locale, allora per convessità questo punto rappresenta anche un massimo assoluto;
questo conclude l’algoritmo.
F La funzione ipergeometrica
In questa Sezione si illustreranno le proprietà fondamentali della funzione ipergeometrica che
serviranno per l’analisi della simmetria di crossing e della regola di somma (Sezioni 8-9), nonché
per il calcolo del limite dei coefficienti OPE (Sezione 14); in particolare si vuole vedere la validità
della seguente relazione
2F1(a, a, 2a, z) = (1− z)−a2F1(a, a, 2a, z
z − 1). (F.1)
Infine si vuole analizzare il comportamento asintotico di 2F1(β2 ,
β
2
, β, x) nel limite in cui β →∞:
x
β
2 2F1(
β
2
,
β
2
, β, x) ∼ eβ2 h(x)q(x), (F.2)
dove 
h(x) = log(4(1−
√
1−x)2
x
)
q(x) = x
2(1−√1−x)(1−x) 14
.
(F.3)
La funzione ipergeometrica di Gauss 2F1(a, b, c, z) (d’ora in poi verrà chiamata F (a, b, c, z) per
semplicità) viene definita come la soluzione della seguente equazione differenziale [18]:
z(D + a)(D + b)F = D(D + c− 1)F (F.4)
dove
D = z
∂
∂z
. (F.5)
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In forma esplicita la (F.4) diventa
z(z − 1)F ′′ + ((a+ b+ 1)z − c)F ′ + abF = 0. (F.6)
Questa equazione differenziale ammette una soluzione in forma di serie
F (a, b, c, z) =
∞∑
n=0
(a)n(bn)
(cn)n!
zn (F.7)
dove
(a)n =
1 se n = 0x(x+ 1)...(x+ n− 1) se n 6= 0. (F.8)
La serie converge per | z |< 1.
Esiste anche una soluzione in forma integrale
F (a, b, c, z) =
Γ(c)
Γ(b)Γ(c− b)
ˆ ∞
0
e−bt(1− e−t)c−b−1(1− xe−t)−adt. (F.9)
Naturalmente questa soluzione rende evidente il fatto che la funzione ipergeometrica è simmetrica
negli indici a e b
F (a, b, c, z) = F (b, a, c, z) (F.10)
Si vuole mostrare ora che se F (a, b, c, z) è una soluzione di (F.6) allora lo è anche G(a, b, c, z) =
(1− z)−aF (a, c− b, c, z
1−z ); verificare questa affermazione è solo una questione di algebra semplice
ma abbastanza laboriosa; inoltre si verifica in maniera diretta che F e G hanno le stesse condizioni
al bordo (in z = 0): è sufficiente sfruttare le seguenti proprietà della funzione ipergeometrica (F.7)
F (a, b, c, 0) = 1 (F.11)
F ′(a, b, c, 0) =
ab
c
. (F.12)
Quindi F e G risolvono la stessa equazione differenziale e hanno le stesse condizioni al bordo;
questo significa che
F (a, b, c, z) = (1− z)−aF (a, c− b, c, z
1− z ). (F.13)
Nel caso che interessa si ha c = 2a = 2b; si è quindi dimostrata la validità di (F.1).
Per derivare infine l’andamento asintotico (F.2) [16] si può partire dalla rappresentazione
integrale (F.9):
F (
β
2
,
β
2
, β, x) =
Γ(β)
(Γ(β
2
))2
ˆ ∞
0
e−
β
2
t(1− e−t)β2−1(1− xe−t)−β2 dt. (F.14)
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Ora, si può riscrivere l’integrando come e
β
2
f(t) dove
f(t) = −t+ log(1− e−t)− log(1− xe−t)− 2
β
log(1− e−t). (F.15)
In generale la forma che assume f(t) è illustrata nella Figura 18.
t
f HtL
2 4 6 8 10
-14
-12
-10
-8
-6
-4
-2
Figura 18: andamento tipico della funzione f(t); il grafico riportato in questa figura è quello per
i valori x = 0.5 e β = 1000
Avendo questa funzione un massimo lungo l’asse reale, è lecito utilizzare il metodo del punto-
sella per stimare l’andamento asintotico per β →∞ dell’integrale
ˆ ∞
0
e
β
2
f(t)dt ∼
√
2pi
β
2
| f ′′(t0) |
e
β
2
f(t0), (F.16)
dove t0 è il punto di massimo di f(t)
t0 = log
(
β − 1 +√1− 2β − β2 + 2βx− β2x
β
)
. (F.17)
Utilizzando la (F.16) e la (F.17), all’ordine più basso in 1
β
si ha
ˆ ∞
0
e
β
2
f(t)dt ∼
√
2pi√
β
2
(1− x) 14 eβ2 (−2log(1+
√
1−x))e−log(
x−1+√1−x
x
) =
=
√
2pi√
β
2
(1− x) 14 x
x− 1 +√1− xe
β
2
(−2log(1+√1−x)). (F.18)
Inoltre
Γ(β)
(Γ(β
2
))2
∼ eβ2 log(4)
√
β
2
2
√
pi
(F.19)
In conclusione si trova la (F.2).
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G Comportamenti asintotici
Come si è visto, nell’implementazione del programma esposto nella sezione 14 è necessario effettua-
re un troncamento nell’insieme degli operatori che l’OPE di due scalari ammette. In questo capitolo
verranno esaminati i diversi andamenti asintotici di cui si è tenuto conto nell’implementazione del
programma.
L’andamento asintotico (14.3) nel caso in cui siamo interessati, cioè quello in cui compaiono
al più due derivate potrebbe essere ricavato tramite un calcolo diretto e tramite l’uso della (F.2);
tuttavia è utile proporre un’idea della dimostrazione analitica che conduce alla (14.3) e che vale
in maniera del tutto generale.
Per verificare la (14.3) si procede come in [16].
Si riscrive
Fd,∆,l(a, b) = hd(a, b)
g˜d,∆,l(a, b)− g˜d,∆,l(−a, b)
a
, (G.1)
dove g˜d,∆,l(a, b) = [(1− z)(1− z¯)]
d g∆,l(z, z¯)
hd(a, b) =
a
(zz¯)d−[(1−z)(1−z¯)]d .
(G.2)
La funzione g∆,l può essere riscritta
g∆,l = C(−1)l zz¯
b
[k2l+δ+2(z)kδ(z¯)− (b→ −b)] (G.3)
e δ = ∆− l−2; ora utilizzando la (F.2), il fatto che l’andamento asintotico dominante in F (2m,2n)d,∆,l è
quello in cui le derivate agiscono sulle funzioni esponenziali con grandi esponenti, si può verificare
che F
(2m,2n)
d,∆,l ∼ C·(−1)
l
(2m+1)(2n+1)
(exp A)(2m+1,2n+1)
A = (l + δ
2
)h(1
2
+ a+ b) + δ
2
h(1
2
+ a− b).
(G.4)
Ora, sviluppando intorno al punto a = 0, b = 0 e tenendo conto del fatto che si sta considerando
δ  l2 si ottiene la (14.3).
Bisogna infine dimostrare che le funzioni F (2m,2n)d,∆,0 divergono nel limite in cui ∆→ 1 come 1∆−1 .
Per verificare questa affermazione, basta considerare che la componente divergente in Fd,∆,0 è
quella derivante dalla funzione ipergeometrica 2F1(∆−22 ,
∆−2
2
,∆− 2, z); nel limite in cui ∆→ 1, si
ha che l’espansione (F.7) dimostra la tesi: infatti, per ogni termine della somma, al numeratore
non compare nessuna divergenza, mentre al denominatore è sempre presente, dal secondo addendo
in poi, un termine del tipo ∆− 1.
La Figura 19 mostra l’andamento tipico di (∆− 1)F (0,0)d,∆,0 per ∆ vicino a 1.
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1.02 1.04 1.06 1.08 1.10
-0.005
0.005
0.010
Figura 19: Andamento tipico di (∆ − 1)F (0,0)d,∆,0 per ∆ vicino a 1; viene illustrato il grafico per il
valore d = 1.1
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