ABSTRACT High efficiency video coding (HEVC) is the newest video codec to increase significantly the coding efficiency of its ancestor H.264/Advance Video Coding with the aids of its new features, such as the quadtree-based coding unit partitioning, a simple deblocking filter, and other advanced coding techniques. However, the HEVC delivers a highly increased computation complexity, which is mainly due to the exhaustive rate distortion optimization search of quadtree-based coding unit partitioning. In this paper, a coding unit partitioning pattern optimization method based on a genetic algorithm is proposed to save the computational complexity of hierarchical quadtree-based coding unit partitioning. The required coding unit partitioning pattern for exhaustive partitioning and the rate distortion cost are efficiently considered as the chromosome and the fitness function of the genetic algorithm, respectively. To reduce the computational time, coding unit partitioning patterns of the key frame are searched and shared to other consecutive frames by taking into account the highly temporal correlation. Our evaluation results show that the proposed method can achieve 62.5% and 16.7% computational complexity reduction on average with a negligible average quality degradation compared with HM16.5 and state-of-the-art support vector machine-based fast algorithm, respectively, under low-delay P configuration with rate control while 64.1% and 15.1% under low-delay configuration with rate control.
I. INTRODUCTION
Nowadays, video distribution for various purposes is proliferating over the Internet with the aids of handy communication networks and smart mobile devices. In addition, video consumers increasingly demand high definition (HD) and ultra-high definition (UHD) videos to experience better visual quality. As a result, the delivery of HD/UHD video to the mobile device users over the Internet is becoming a popular trend. However, the data quantity for HD/UHD video is huge due to the higher video resolution and frame rate. The data size of a 10-second video with 3840 × 2160 resolution at a frame rate of 60 frames per second reaches nearly 15 GB. Due to this, the delivery of HD/UHD video demands a larger such a significant coding efficiency thanks to its innovation coding features such as hierarchical quadtree-based partitioning, 33 directional modes for intra-picture prediction and simplified in-loop deblocking filtering, etc. On the other hand, these coding features are highly expensive in terms of computational complexity and hardware requirements. Due to this, HEVC struggles to realize HD/UHD video delivery in real-time applications such as real-time mobile video chat and remote surveillance, etc. Since last few years, existing studies have presented many solutions on mitigating the computational burden of HEVC. Most of these solutions emphasize a hierarchical quadtree-based coding unit (CU) partitioning because of the heaviest load of recursive CU partitioning in the HEVC encoder. In a hierarchically exhaustive CU partitioning of HEVC, the encoder firstly starts a trial encoding which includes two processes: top-down rate distortion (RD) cost calculation and bottom-up RD cost comparison to find an optimal quadtree partitioning pattern based on RD performance gain for each coding tree unit (CTU). To get an optimal CU partitioning pattern, every possible combination of CU size, prediction unit (PU) modes, and transform unit (TU) sizes are exhaustively examined. Due to this, the trial encoding, especially the RD cost calculation, is the most timeconsuming module of HEVC, over 80% in the HEVC test model (HM) [3] . To tackle this problem, most of the studies aim to achieve the fast algorithm by replacing an exhaustive CU partitioning with a simple operation under the negligible RD loss.
To efficiently save the computational time of HEVC, there are two main types of research focusing on complexity reduction in HEVC: intra-coding and inter-coding. Based on the new features of HEVC intra-coding such as two partitioning modes in quadtree-based partitioning and 35 intra prediction modes, the previous solutions for intra-coding [4] - [7] focus on intra-mode decision and CTU size prediction. For intercoding, several time-consuming modules such as quadtreebased CU partitioning [8] - [20] , CU mode estimation [21] , and motion estimation (ME) [22] have been improved to achieve a low complexity encoder. In specific, there are two groups on the fast inter-coding algorithms for quadtreebased CU partitioning. One is a statistical-based fast algorithm, and the other is a learning-based fast algorithm. The early statistical-based approaches have statistically decided CU size by observing the nature of original block partitioning in HEVC such as in [8] - [12] . These approaches determine some CU-related features and spatiotemporal-based hard threshold to decide CU size without looping RD optimization (RDO) process exhaustively. Starting a few years ago, most researches reported in [13] - [20] have focused on the learning approach for fast algorithm due to the learning property from the largely complicated amount of data to the best decision. Among these learning-based fast inter-coding algorithms, CU size decision based on online SVM training (denoted by FuzzySVM) [17] is one of the best approaches in which three SVM classifiers used the first group of pictures (GOP) encoded by using HM as the training data.
For feature selection, misclassification-based feature selection approach was utilized to get three different feature sets for depth 0, 1 and 2. However, the training data of SVM classifiers are only from the first GOP, causing the classifier to confuse on the depth decision and make a misclassification. False positive (FP) is the misclassification when SVM classifier incorrectly decides the splitting (+) decision for the current CU instead of the non-splitting (-) decision. Due to this, the RD costs for unnecessary CUs are calculated and FuzzySVM [17] can take a certain amount of time for unnecessary depth levels and may not effectively save the computational burden of the quadtree-based CU partitioning. Another important situation is the risk area. If a sample is within in the risk area, the original HM is triggered that can consume the computational complexity of HEVC and may not significantly reduce the computational burden for risk area case. Another main factor is the target bit rate of rate control (RC) to assign the required bits for input video sequences. If the target bit rate is higher, the chance of the splitting decision can be higher. As a result, FuzzySVM may need to go to the deep depth level and the number of CUs that need to be calculated the RD costs may be higher. Therefore, FuzzySVM may take a big computational time for calculating the RD costs of CUs at the high target bit rate.
Additionally, all fast algorithms mentioned above do not consider finding partitioning pattern of a CTU as an optimization problem. Actually, finding an optimal CU partition pattern from all possible outcomes can be modeled as an optimization question and can be found an answer by a simply powerful optimizer. A genetic algorithm (GA) is a metaheuristic based on mechanisms of natural systems such as natural genetics and selection [23] . GA is a member of evolutionary algorithm (EA) and have been started by John Holland at the University of Michigan in the 1960s based on the biologically evolutionary theory called Darwinism. The aim of GA is for solving complex problems such as large-scale combinatorial and highly constrained optimization problems. Therefore, a simple fast CU encoding based on GA should be proposed and implemented to lower the computational burden of quadtree-based CU partitioning.
In this paper, we propose a GA-based fast CU encoding for HEVC inter-coding coding intending to reduce the computational burden of HEVC. We study the CU partitioning procedure and formulate it as an optimization problem. Then, a good CU partitioning pattern of each CTU is searched by utilizing a simple optimizer, called GA. Nowadays, due to the higher frame rate of video sequences such as 50-60 frames per second (fps) and up to 120 fps for HD and UHD videos, respectively, the temporal correlation between consecutive frames is exceptionally high. The temporal correlation refers to the condition that the video data between successive frames of a video sequence are temporally correlated under the same background scene with the same moving objects. In details, for 60 fps video sequence, the time intervals between two, four, six, and eight consecutive frames are 0.03, 0.07, 0.1, and 0.13 seconds, respectively. Due to these small intervals, it is possible to share partitioning patterns of one frame to its consecutive frames without severely affecting the quality. Therefore, frame level partitioning pattern sharing is one of our contributions to further lower the computational burden of HEVC under a comparable video quality. In order to be suitable for both low to high frame rate (24 to 120 fps) and to follow a group of pictures (GOP) structure, a small GOP size 4 is reasonably utilized as a sharing range N , i.e., N is 4. In each GOP, key frame usually uses a low quantization parameter (QP) value to get a higher quality compared to other frames. Therefore, GA searches the CU partitioning patterns for only key frame of every GOPs. Then, we share the CU partitioning pattern of each CTU at the key frame f N ×n to the collocated CTU at (N − 1) consecutive frames f N ×n+j , where n ∈ {1, 2, 3, . . .} is the GOP number, and j ∈ {1, 2, 3} is the displacement between the key frame and consecutive frames.
Our main contribution is two-fold. 1) We design a reasonably effective fitness function for GA which defines the correlation between CTU partitioning and RD performance. 2) Due to the possibility of a highly temporal correlation within consecutive frames, we share the CU partitioning patterns of a key frame with other frames to further save the required time of the RD cost calculation. The rest of this paper is arranged as follows. Section II introduces HEVC, the quadtree-based CU partitioning, and GA. Section III and IV describe the detailed proposed method and evaluation of the proposed method, respectively. In the end, section V concludes our paper.
II. BACKGROUND A. OVERVIEW OF HEVC AND THE QUADTREE-BASED CU PARTITIONING
ITU-T and ISO/IEC are the main standardization bodies which have standardized all HEVC's antecedent standards in many years. They have utilized a 16 × 16 macroblock as a basic processing unit in HEVC's antecedent. Each frame is split into macroblocks. Each macroblock involves one 16 × 16 block of luma components to represent the brightness and two 8 × 8 blocks of chroma components to refer the color in the 4:2:0 chrominance subsampling formats. Therefore, the macroblock is the largest block size to indicate the predicted information of intra-frame or inter-frame prediction in previous video coding standards.
However, typical HD and UHD videos have many larger frame regions than the macroblock, and those regions can represent the same moving information. If the macroblock is used as a basic processing unit for typical HD and UHD videos, a large amount of bits are necessary to signal the prediction information. Correspondingly, the transform block size is larger than the macroblock size. Therefore, HEVC supports a larger block size as a basic processing unit called CTU for intra-frame or inter-frame prediction and transform coding. Although a large block size is adequate for high resolution video, it is not a good choice for low resolution video.
To be compatible with both high and low resolution videos, HEVC can flexibly partition the video frame into several square CTUs of 2 L ×2 L samples, where L ∈ {4, 5, 6}. The encoder flexibly chooses a suitable value of L for intended application to have the best trade-off between coding performance and cost such as memory storage, encoding time, and delay. However, using larger block for selecting whether intra-mode or inter-mode at the prediction stage cannot guarantee to get a good RD performance for prediction stage. To achieve better coding efficiency, HEVC introduced a new basic processing unit, called CU and a flexible quadtree partitioning from CTU to CU. Therefore, CU size can be 64 × 64, 32 × 32, 16 × 16, and 8 × 8 at depth 0, depth 1, depth 2, and depth 3, respectively. To define CU size or depth, HEVC starts a trial encoding which includes two main functions called the RD cost calculation and comparison in top-down and bottom-up manner, respectively, as mentioned in Section I. In the top-down RD cost calculation of a 64 × 64 CTU, the RD costs for all possible 85 CUs are calculated in a preorder traversal of the quadtree, as shown in Fig. 1 , if the maximum CU depth is 3. In details, there are 1, 4, 16, and 64 CUs at depth 0, depth 1, depth 2, and depth 3, respectively, and the total number of CUs is 3 i=0 4 i = 85 CUs. After calculating the RD costs for four children CUs of each parent CU, HEVC turns to the RD cost comparison to decide whether a parent CU is split or not by comparing the RD cost of splitting and non-splitting conditions of parent CU. Then, HEVC switches to the RD cost calculation or performs comparison again, depending on the position of parent CU. Therefore, there are 85 calculations and 21 comparisons in the top-down RD cost calculation and bottom-up RD cost comparison of a 64 × 64 CTU, respectively. After finally comparing a root CU at depth 0 with its four children CUs at depth 1, the best CU quadtree structure of a CTU as shown in Fig. 2 with the lowest RD cost is chosen among 83,522 possible quadtree structures. Fig. 3 shows the CU partitioning patterns of frame representation of picture order count (POC) 40 of sequence ''BlowingBubbles'' searched by an exhaustive RDO search of HM version 16.5 (HM16.5). The trial encoding of HEVC finds the best CU partition structure of each CTU after an exhaustive RDO search. Therefore, choosing an optimal CU partitioning structure can be modeled as an optimization problem and can be found a solution by a lightly suitable optimization tool to search through a space of possible CU partition solutions. For small space optimization process, traditional comprehensive techniques are appropriate to find the solution [24] . However, the techniques based on artificial intelligence (AI) are efficient for a vast search space and GA is one of AI techniques to search a good solution efficiently.
B. GENETIC ALGORITHM
For implementing GA for a particular problem, there are four components that need to be considered as follows: 1) A genetic data structure, including genes, called chromosome, is an efficient candidate solution to our problem. 2) A fitness function which measures how the chromosome fits our problem. 3) There are three genetic operators such as selection, crossover, and mutation to produce new offspring. 4) Some basic parameter values, such as population size, crossover, and mutation probabilities. By using these four components, GA has three major processes for creating a random initial population of chromosomes, calculating fitness value for each chromosome in the current population, and producing a newly better population until the optimization criteria meet, as shown in Fig. 4 . The termination point of a GA is an essential factor where it stops GA with the best chromosome. Normally, there are three possible termination conditions described as follow:
1) The fitness value of the best chromosome has achieved a predefined value.
2) The best chromosome of the current population and previous population are still the same for G generations.
3) The total number of generations has reached a predefined count. The termination criteria highly depend on the problem domain and are defined by trying all possible options to get the best termination criteria and point.
III. GA-BASED FAST CU PARTITIONING
After studying the procedure of CTU partition, we consider quadtree-based CU partitioning as an optimization problem and utilize GA to find a good CU partition pattern for each CTU.
A. PROPOSED DATA STRUCTURE
For the first component of GA, the CU partitioning pattern of a 64 × 64 CTU is considered as a chromosome of quadtreebased CU partitioning problem as shown in Fig. 5 . Three hierarchical levels of chromosome structure are proposed to represent three CU depth levels of CU partitioning of HEVC. Assume that the maximum CU depth is 3, our proposed 21-bit data structure C for GA is described as follows: 
where a, b, and c are genes to represent the splitting decisions for depth 0, depth 1, and depth 2, respectively. The possible values for a is 0 (non-splitting) and 1 (splitting). The possible values for b are null if a is 0, 0 (non-splitting), and 1 (splitting). The possible values for c are null if its corresponding parent b is 0, 0 (non-splitting), and 1 (splitting). It should be noted that the proposed data structure is composed of a group of dependent genes. Therefore, the total number of possible CU partitioning patterns P is calculated as in (2),
where d ∈ {1, 2, 3} is the maximum CU depth and the mod is the modulo operation for finding the remainder. If the maximum CU depth is 2 and 3, the total number of possible partitioning patterns is only 17 as shown in Fig. 6 , and 83,522 even there are five genes and 21 genes to represent the CU partitioning pattern of a 64 × 64 CTU, respectively. 
B. PROPOSED FITNESS FUNCTION
Considering the CU size decision of original HEVC mentioned in Section II-A, RD cost-oriented fitness function is reasonably proposed to select top parents of current population to create a new better population. The smaller the RD cost of a chromosome, the higher the chance to become a good chromosome. To save the computational time for finding the proposed fitness function, we analyze most common modes of the original HEVC and take advantage of those modes to calculate the RD cost of CU. As shown in Fig. 7 , we can observe that the SKIP/MERGE mode is the most selected one for PUs with the minimum RD cost in HEVC. Therefore, the RD costs of existing CUs encoded with the most common mode SKIP/MERGE are effectively calculated before calculating the fitness function of GA. The data structure, as shown in Fig. 5 and the RD costs for existing CUs, as shown in Fig. 8 , are utilized in order to get the fitness function of each chromosome in the population using (3),
where F is the RD cost-oriented fitness function, a, b i , and c j are the values of one gene, four genes, and sixteen genes of each chromosome to represent the splitting decision at depth 0, 1, 2, and 3, respectively. RDCost a , RDCost b i , RDCost c j , and RDCost d k are the RD cost values of one CU, 4 CUs, 16 CUs, and 64 CUs at depth 0, 1, 2, and 3, respectively.
C. SELECTION, CROSSOVER AND MUTATION
After calculating the fitness function for each chromosome of current population, individual chromosomes are selected based on their fitness function to be a good parent for next population until the optimization criteria meet. The chromosomes with lower fitness values have a higher chance to become the parents. The total number of parents is about 10% of the total number of chromosomes. After selecting top parents, each gene of a new chromosome is created by filling a collocated gene from a randomly selected parent for the crossover process. According to the purpose of adapting for each chromosome, the mutation operator is applied to alter the value of genes. It should be noted that each generated chromosome is needed to check whether it is a valid chromosome or not.
D. OPTIMIZATION CRITERIA
According to our problem domain, we use the second termination condition mentioned above, that GA will terminate if the two best chromosomes of current population and previous population are the same for X times. To save the computational time for finding a good chromosome under an acceptable accuracy, the GA parameter, X , is assigned as two based on empirical results.
E. OVERALL ALGORITHM
Three main parts of the proposed method to find the CU partitioning patterns for every CTUs of a key frame are RD cost calculation, CU partitioning pattern finding, and CU size prediction. The overall operation of the proposed algorithm can be summarized as follows: 1) For the first GOP, the CU partition patterns of the first inter frame and fourth frame (key frame) are searched by GA and shared with two consecutive frames of current GOP and three consecutive frames of next GOP, respectively. 2) For the next GOP, each frame is checked whether it is a key frame or not. If it is the key frame, the CU partitioning patterns of that key frame are searched by GA and shared with three successive frames. 3) For each CTU of the key frame, there are three main parts as mentioned previously. Firstly, the RD costs for 85 CUs are efficiently calculated, assuming that the size of CTU is 64 × 64 and the maximum CU depth is 3. Secondly, the CU partitioning pattern is quickly searched by using the efficient RD costs of 85 CUs and a simple GA. Finally, the CU sizes are predicted by using the CU partitioning pattern. 4) For each CTU of the non-key frame, the CU sizes are predicted by using the CU partitioning pattern of collocated CTU of key frame. The quadtree CU partitioning flowchart of the proposed method is shown in Fig. 9 . The quadtree CU partitioning flowcharts of the original HM and FuzzySVM are shown in the Appendix.
IV. EVALUATION A. EXPERIMENTAL SETUP
In order to measure the performance of the proposed method, the experiments are done by using HM 16.5. All simulation is done by using the computer which is equipped with Intel Core i7-6700 CPU @ 3.40 GHz × 8 processor, 8 GB memory, and Ubuntu 16.04 LTS 64-bit Linux operating system. All experiments are carried out under low delay P (LDP) and low delay (LD) configuration with enabled RC and four bit rates, i.e., 1 Mbps, 2 Mbps, 4 Mbps, and 8 Mbps. 
1) TEST VIDEO SEQUENCES
As shown in Table 1 , we use thirteen test video sequences of six classes ( Class A to Class F) from the source of common test conditions (CTC) of JCT-VC. In order to assess the coding efficiency of HD/UHD video, class A is the set of higher resolution video sequences than full HD and these video sequences are cropped to get frame resolution of 2560 × 1600 to reduce the encoding time. Class B aims to evaluate the coding efficiency of 1080p high definition television (HDTV) while class E uses for low latency video applications such as video conferencing. To measure the coding efficiency for mobile apps, class C and D video sequences can be used. In addition to the captured video sequences, there is one different class called class F, which contains screen content and computer graphics captured by the screen recorder to get the screen content video. These all test video sequences have different scene behaviors such as a scene with moving objects in the foreground and static background and a scene with moving objects in the foreground and dynamic background in a crowded area.
2) PERFORMANCE METRIC
In this paper, we utilize the most crucial performance metric of fast encoding, called the computational time saving (TS), as shown in (4),
where T HM 16.5 is the computational time of the HM16.5, and T FastAlgorithm is FuzzySVM or the proposed GA-based fast CU encoding. Additionally, we use the peak signal-to-noise ratio of the luminance component (Y-PSNR) for objective video quality measurement.
B. RESULTS AND DISCUSSION
In this subsection, the original HM and FuzzySVM are the benchmarks to compare with the proposed method. FuzzySVM predicts the CU sizes for three depth levels by using three modified SVM classifiers. The source code of FuzzySVM is downloaded from the authors [17] .
1) COMPUTATIONAL TIME AND VIDEO QUALITY COMPARISON Table 2 and Table 3 describe the experimental results of HM16.5, FuzzySVM, and the proposed method under low delay P (LDP) and low delay (LD) configurations with enabled RC, respectively. We use four target bit rates such as 1 Mbps, 2 Mbps, 4 Mbps, and 8 Mbps which are described as 1, 2, 4, and 8, respectively, in Table 2 and Table 3 . The larger TS indicates that the encoding time can be further reduced. Compared with HM 16.5, the average computational time saving of FuzzySVM for all bit rates ranges from 
2) STABILITY OF THE PROPOSED METHOD
In order to analyze the stability of the proposed method, we use several target bit rates such as 1, 2, 4, 8, 16, and 32 Mbps to encode two different test video sequences such as ''BQMall'' from class C and ''Johnny'' from class E under LDP configuration. ''BQMall'' sequence has many moving objects in foreground and camera movements while ''Johnny'' has only face and upper body movements with a stable background. Fig. 10 shows the stability of the proposed method compared with FuzzySVM. From this figure, it can be observed that our proposed method gives a stable reduction in the computational burden of HEVC from the 1 Mbps to 32 Mbps target bit rate. This steady reduction happens due to the consideration of temporal correlation and the advantage of effective chromosome structure, fitness function, and negligible computation time of GA which is not higher than 1% of the total encoding time as shown in Fig. 11 . On the other hand, the computational time saving of FuzzySVM is not stable and is dramatically reducing since FuzzySVM has a higher chance to make a splitting decision when the target bit rate is higher. From Fig. 12 , it can be found that the total splitting decision percentage for all three depths is increasing while the target bit rate is rising. As shown in Fig. 13 
V. CONCLUSION
In this paper, we proposed a CU size decision method based on GA to lower the computation complexity of the quadtreebased CU partitioning. To the best of our knowledge, we are the one who firstly introduces CU partitioning as an optimization problem which is solved by GA with an effective chromosome structure. To quickly find the fitness function of GA, the RD costs for each CU are calculated by encoding CUs with the most common modes for PU. To further save the computational complexity of CU partitioning, the temporal redundancy is considered to share CU partitioning pattern within consecutive frames. Compared with the state-of-theart SVM based fast algorithm, the proposed method can efficiently further reduce the average computational com- 
