ABSTRACT Robotic systems generally employ resource description framework (RDF) to express heterogeneous data coming from different sensors. With the access of more terminals, the RDF volume in robotic systems is becoming larger and larger, posing new significant challenges to the storage and retrieval of RDF data. This paper proposes a star-based partitioning and index algorithm for RDF data of robotic systems. First, we construct a two-hop star structure by MapReduce and HDFS, and get a coarsened weighted graph. Next, a balance partitioning algorithm is used to divide the weighted graph. After partitioning, a compressed and linked S-tree index is proposed to improve the query efficiency. Experiments are executed on benchmark and real data sets to evaluate the studied partitioning and index methods. Results show that our partitioning method has a lower replication ratio, and a better load balancing performance, so our method is efficient for star query and competitive in complex query.
I. INTRODUCTION
With the rapid deployment of sensor/actuator as well as artificial intelligence (AI), mobile robots such as autonomous automobiles and unmanned aerial vehicles can go about to perform their task in varied environments [1] . All these mobile robots connected to each other, exchange information, coordinate their movements by wireless communications technology, which forms a robotic system [2] . Widespread deployment of robotic systems employing a large number of sensors results in a massive amount of data being generated. The different functions of the sensor produce the inconsistency of data format, that is, the data is heterogeneous. In order to derive useful information from the heterogeneous data, a unified format for data representation is needed [3] .
RDF data integration has no fixed mode and does not follow the requirement of the first paradigm of relational database, so it can be used to describe both structural and unstructured data [4] . Many application area employ RDF data model to express their heterogeneous data, robotic system is no exception [5] .
With the access of more sensor terminals, the RDF data existing in robotic system is becoming larger and larger. How to effectively store and manage the large-scale RDF data becomes an important research direction.
The traditional single storage technology can not meet the storage requirement of large-scale data, and distributed storage is recognized as an effective solution by many researchers, especially the emergence of the cloud computing technology. An important premise of distributed storage is the effective partitioning of data. Due to the graph structure feature of RDF data, different partitioning methods would impact the efficiency of data retrieval. And data retrieval is an important way for robotic system to obtain useful information. Therefore, the effective partitioning and index method are the key research problem for the storage and management of large-scale RDF data in the robotic system.
Lee and Liu [6] analyzed a large number of SPARQL queries, which are generated by human and machine agents on two datasets, and concluded that star structure is the most common join type in SPARQL, which accounts for 60% of all joins types [7] . The star structure of RDF graph can reflect the relationship of entity attributes and entities, which just reflect the relationship between objects in robotic system [8] . So the star structure is an important structure in robotic system.
Lee et al. [9] proposed a scalable and customizable data partitioning framework (SPA), which divided the RDF graph into multiple extended star structure based on out-triples, intriples or bi-triples, and then partitioned these star structures to a distributed storage system by hash or minimum cut partitioning method. The distributed storage system adopted RDF-3X [10] to index RDF data.
When a query is executed, RDF-3X first converts triple patterns into a union query, and makes a query sequence optimization. According to the optimization sequence, each triple pattern is scanned in the corresponding index. Finally, the scanning results are connected to get the result of the query. Although SPA divides RDF graph by a star structure, but the retrieval is still a triple pattern, which does not reflect the advantages of star structure. Meanwhile, the partitioning method based on hash does not consider the influence of the replicated triples, and minimum cut partitioning is done by vertex mapping. When the scale of graph increases, the partitioning efficiency based vertex mapping is also very low.
gStore [11] encodes the entities or classes of RDF graph and creates an index tree based on these encodings. Furthermore, the index tree described the relationship between entities or classes by adding super edges. Although the creation of the gStore index is based on entity or class implementation, its super edge increases the pruning efficiency, but the storage burden can not be ignored. In addition, when the RDF graph is distributed into multiple storage nodes, complex connections also generate a large amount of communication between the storage nodes.
From the above analysis, this paper considers the 2-hop star structure as the basis object and proposes a partitioning and index algorithm. Our contributions are summarized as below:
1) We construct a weighted graph based on the 2-hop star structure and adopt a balanced partitioning method to divide the weighted graph into k partitions. According to the partition result, we map the 2-hop star structure to each partition.
2) A Linked S-tree index (LS-tree) is created based on all the basic star structures. In order to reflect the relation of 2-hop structure, we add the link edge between leaf nodes of S-tree.
3) We compress the encoding of LS-tree into a Compressed Linked S-tree (CLS-tree) and give the corresponding operations on the compressed encoding.
4) Extensive experiments are executed to verify the partitioning and index performance.
The remaining of the paper adopts the following structure. In Section II, the related work reviews the problem of graph partitioning and index. Section III presents the novel graph partitioning method based on star structure, followed are the compressed encoding and index in Section IV. Section V reports the experimental study. Finally, we conclude this paper in Section VI.
II. RELATED WORK A. RDF GRAPH PARTITIONING
The basic idea of graph partitioning is to distribute the closely related vertices to an identical storage node, which can minimize the connections between storage nodes [12] - [14] . Kernighan-Lin (KL) adopts recursive bisection to realize a k-way partitioning. Later, there are many improved KL algorithms. The most classical algorithm is FM, which adopts move a node to replace the change of a pair of nodes. Additionally, researchers have also introduced some typical algorithm, such as simulated annealing [15] , [16] , genetic algorithm [17] to improve the performance of graph partitioning. However, all these algorithms are invalid in facing of the large-scale RDF graph data. The multilevel partitioning algorithms obtain widely application because of the low running time and high partitioning quality. METIS [18] is a typical multilevel graph partitioner, which is adopted by Huang et al. [19] . Wang et al. [20] uses Label propagation (LP) to coarsen the graph vertices layer by layer and uses METIS to realize the final partitioning. BRGP [21] adopts the modularity as the update rule of label and uses label energy attenuation function to improve the balance of partitioning. However, all these graph partitioning methods fail to make use of larger-scale structural information but rather focusing on the vertices information. The data partitioning framework (SPA) adopts Hash or Minimum cut graph partitioning mechanism to partition a large-scale RDF graph [9] . Though the efficiency of hash partitioning method is linear, but it doesn't consider the relation between the vertex-blocks. The minimum cut method adopts the idea which partitions the vertices of RDF graph firstly, and map the vertex-blocks to each storage node. Minimum cut seriously affects the efficiency of partitioning with the increasing of RDF data scale.
B. RDF GRGAPH INDEX
Due to the nature of RDF graph, many indices based on RDF graph are proposed. GRIN [22] groups information around ''center'' vertices by a given radius and uses a balanced binary tree to index the information. Zou et al. [11] realize the exact and wildcard SPARQL queries by creating VS-tree or VS * -tree index on each vertex. PIG [23] represents a group of data graph to make similar or equal structural ''neighborhood'' as one vertex and realize the compact representation. There are also some indices which mainly aim at decreasing the redundant intermediate results. For example, RP-index [24] uses an index based on path called the RP-filter to check the structural conditions and filter triple. Kim et al. [25] extend the triple filtering method to exploit the graph-structure information and propose RG-index. In this paper, we also create an index S-tree based star structure. Each leaf node represents a star structure. In order to improve the storage cost, the encoding of star structure is compressed by Run-Length Encoding (RLE) method and a compressed-AND is applied directly on the compressed encoding.
III. RDF GRAPH PARTITIONING BASED ON STAR STRUCTURE
The statistical results of SPA on many datasets showed that the distribution of outgoing edges are more even than the incoming edges. For example, in LUBM dataset, even though a large number of vertices have less than 100 incoming edge, but the incoming edge of many vertices are still over 100,000. The uneven distribution of incoming edges leads to the great difference between in-triples star structures and impacts the balance of partitioning. So in this paper, we build star structure based on the outgoing edges of vertex. In order to improve the retrieval efficiency, we extend the star structure to 2-hop, which is an ideal hop. After that a weighted graph based on the extended star structure is created to reduce the replication ratio, and a balance partitioning algorithm is used to achieve the distributed storage of star structure.
A. RDF AND SPARQL
An RDF directed graph considers subjects and objects as its vertices and predicates as the label of directed edges connecting from subject vertex to object vertex.
Definition 1 (RDF Graph): Let G = {V , E, L} represent an RDF directed graph, the set of vertices V corresponds all subjects and objects of RDF triples, the set of directed edges E ⊆ V × V corresponds to all RDF triples, L is the set of edge labels. For each e ∈ E, its edge label is a predicate of RDF triple.
SPARQL recommended by W3C is a widely used standard query language for RDF. A SPARQL query is a directed query graph with multiple triple patterns. The subject, predicate or object in triple pattern may be a variable.
Definition 2 (SPARQL Query): A SPARQL query is represented as
is a set of query edges, for each e ∈ E Q , its edge label belongs L Q or a variable. Fig.1 (a) represents an example of RDF graph and SPARQL. We use IDs to replace the URIs and Literals for simplicity.
Answering a SPARQL query is to find all matching subgraph in the RDF graph where RDF terms from matching subgraph can substitute for the variables. Fig.1(b) is a SPARQL query and the red lines of Fig.1(a) is a match of this query graph. Just as Gallego et al. [6] , [26] analyzed in that star structures are the most pervasive types of joins, which account for 60% in SPARQL query. A SPARQL query can be decompose into multiple star structure sub queries [27] . Hence, the efficiency of SPARQL query depends on the processing of star structures in a great degree. If the star structure in RDF graph can be partitioned as a whole, then we do not need to handle the star joins among the storage nodes. So we construct the partitioning based on star structure [28] , [29] . 
Definition 3 (Star Structure
We call v as the central vertex and the other vertices are leaf vertices. L s is a set of label of star structure.
If the SPARQL query is a star structure, then the retrieval can be executed in parallel. When query is done, it only needs to be executed in parallel on each storage node. After querying, the query results will be returned to the master node and combined without any communication between storage nodes. But in face of complex query, it can not be directly implemented in parallel. Multiple rounds star structures would produce a great deal of data communication between the master node and comput nodes. Lee et al. proposed an extended star structure based on n hops. The n hops extended star structure ensures that query in n hops range can be executed in parallel, but it also brings a problem, that is, the larger the n value is, the larger the replicated triples will be. Experiments show that most of the queries can be completed within 1 or 2-hop. So in this paper, the basic star structure is extended by 2-hop. This not only reduces the replication ratio, but also cuts down the communication between the master node and the storage nodes.
In this paper, the basic star structure and the extended 2-hop structure are realized by Hadoop MapReduce. Algorithm 1 gives the specific operation process of MapReduce.
Algorithm1 goes through two rounds MapReduce process. In the first round, each map function will receive a fixed-size data chunk from HDFS, and return two different key-value pairs (s, (po)) and (o, (ps)). In order to distinguish these two pairs, we add the flag 1 on (s, (po)) key-value pair and flag 0 on (o, (ps)) key-value pair. In the reduce phase, the reduce function combines all key values with the same key value to a list of key values:
Where key_so is the key, and ((p 1 1
) is the value list. In the second round, each map function receives the last round of key values list S 1 . The S 1 key value list is then reassigned to produce a corresponding key value pair according to the flag of each value list in S 1 value list. If the flag in S 1 is 0, the format of the converted key list is as follows:
Output: the set of 2-hop star structure TS Step1:
If the value-list of S 1 does not have the flag 0, the flag in the S 1 can be removed directly. The format is as follows:
As the first round, the reduce function still combines all key-value pairs with the same key value to a list of key values:
After building the basic star structure and extend it to 2-hop structure, we need to partition the 2-hop structure to different storage nodes. There are two partitioning goals: (i) the load balancing, (ii) the replication of vertices. First, load balancing is essential for efficiently query processing because the imbalanced partition may impact the overall query processing time. Second, a vertex may be existing in several 2-hop star structures. If the 2-hop star structure with many common vertices can be partitioned to the same storage node, the storage cost may be decreased considerably. Furthermore, the increase of the replicated vertices may also result in the increase of retrieval time on each storage node. Hence, it is very important to decrease the number of replicated vertices.
In order to meet the above goals of partitioning, we create a weighted graph based on the 2-hop star structures. And then a balanced partitioning method is adopted to achieve the partitioning of weighted graph.
Definition 4 (Weighted Graph): Let G w be a weighted graph derived from G. We have V w = {S 1 , S 2 , . . . , S n } called as the set of weighted vertices, where each vertex is weighted as:
For any two weighted vertices, if they have common vertices, we would add a weighted edge between them. Each weighted edge e = (S i , S j ) is weighted as: Fig.2 gives the weighted graph based on the 2-hop star structure of Fig.1(a) . The weighted of vertices reflect the scale of star structure, and the weighted of edges reflect the similarity between two weighted vertices.
Definition 5 (Balanced Partitioning): Assume |V | = n in G, and the partition number are k, P is a partitioning of G denoted as P = {P 1 , P 2 , . . . , P k }. If the partitioning is balance, then the number of vertices in each storage node approximately equal to n/k. We use a float factor 0 < e < 1, which can adjust the scale of partitioning to differ in a small range, i.e. the number of vertices of each storage node satisfies the following property:
where V i represents the capacity of the partitioning P i . Next, we use a balance partitioning algorithm to divide the weighted graph into k subgraphs. The specific algorithm refers to the balance partitioning algorithm of [17] .
IV. INDEX BASED ON STAR STRUCTURE
After partitioning the extended star structures to each storage node, we create a Compressed and Linked S-tree (CLS-tree) to index these star structures. The creation of CLS-tree is similar to S-tree [30] , which need to encode each star structure into a bit-string. And then the bit-string is compressed in order to cut down the storage cost.
A. PARTITION INDEX OF VERTICES
We construct the weighted RDF graph by the extended star structure, and partition the weighted graph based on the star structure. When a query is a star structure or can be decomposed into a star structure subgraph, query or query subgraphs can be executed in parallel. Due to the uniqueness of the vertices in a graph, also the star structures with shared vertices are allocated to the same storage node as much as possible when the graph is partitioned. Therefore, some query graphs or subgraphs exist only in one or several storage nodes. If the query is executed in parallel on all storage nodes, it is no doubt a waste of resources.
If we can determine the storage nodes which the query subgraph belongs before query. Some query subgraphs can be executed in parallel in one Hadoop period, which would greatly save the overall running time of queries [30] . Therefore, we create a vertex partition index (VPI) for each vertex in RDF graph and store it in the master node. When executing a query, the query is decomposed into multiple sub queries firstly, and then based on the known vertex information to locate the query subgraph partition (i.e. the storage node). Finally, we distribute query to the corresponding partition range.
VPI is an index which maps a storage node to an RDF vertex. VPI consists of three parts: the vertex partition list S, the partition list P, and the bit string B, respectively. Fig.3 shows the correspondence between S, P, and B, as well as the formation of S, P, and B. First, according to the results of the partitioning, we create a partition list for each vertex. Then the vertices are classified according to the partition list, and descended by the number of vertices. After that, each class of partition lists is sequentially stored in P. At the same time, the corresponding position of end of partition list in string B is set to 1, and the rest is set to 0.
When a vertex is known, we use a location function locate to retrieve the partition on VPI. The locate function is expressed as locate (B, f , 1), which will return the position for the f -th occurrence of 1 in B. When retrieving the partition of vertex s, the system first obtains the order number i of the corresponding partition list from the vertex partition list S. Then locate (B, f , 1) is used to return the position f i1 and f i in the string B. The partition between P[f i1 ] +1 and P[f i ] is the partition that the vertex s belongs to.
Theorem 1: Given a star structure query G Q = {V Q , E Q } and the constant vertices set V c in G Q , the intersection of storage nodes of each vertex in V c are P = {p i 1 , p j 2 , . . .}, if G Q is a subgraph of graph G, the G Q must belong to the set P.
Proof: Assume that G Q also exists in other storage nodes
, . . .}. It is known that the set of constant vertices V c , must belong to the set P * . This will conflict with that V c only belongs to P, so the query G Q must belong to the storage node set P.
B. ENCODING STAR STRUCTURE
In each storage node, we encode the basic star structure. For a star structure, each leaf vertex v l has a pointing edge e l = (v, v l ). We employ the bit-string with m bits to represent a leaf node v l . Initially, all bits of bit-string are set to 0. And then k uniform and independent hash functions {h 1 , h 2 , . . . , h k } are employed to map the leaf vertex to m bit address space and get m length bit-string sig l . The same method is applied on the edge e l to get n length bit-string esig l . Finally, the bit-string of leaf vertex sig l and its pointing edge esig l are concatenated together to form a new encoding of edge e l , which is denoted as sig is m + n. After these, we encode the central vertex v by performing bitwise-or operation over all its adjacent edges. The encoding of v is represented as follows:
Where ''|'' is the bitwise-or operation, and l is the number of leaf nodes. Fig.4 describes the encoding process of a star structure.
C. BUILDING OF LINKED S-TREE INDEX
The building of Linked S-tree (LS-tree) index is a bottomtop process. First, we consider all basic star structures in each storage node as the leaf nodes of LS-tree. And then the leaf nodes are divided into multiple groups. We get the encoding of their parent node by executing the operation of bitwise-or on each group leaf nodes. The process is repeated until the number of parent node is 1.
For an extended star structure, we decompose it into multiple basic star structures, and index each basic star structure using the above method. In order to reflect the correlation on 29840 VOLUME 6, 2018 the extended star structure, we add a linked edge between two basic star structures. Fig.5 shows a LS-tree index based on 2-hop star structure. For the given two star structures of S 1 and S 2 , if S 1 is the extension of S 2 , or conversely, we add a linked edge between the corresponding leaf nodes of S-tree. The encoding of linked edge is the same as edge above. Due to the directivity of the two star structures, each leaf node would store two different encoding sets. They are the out edge encoding which the leaf node corresponds to the star structure as the main structure and the in edge encoding which the star structure is the extended structure.
D. RETRIEVAL OF SPARQL
For a given SPARQL query, the master control node first generates one or more sub queries based on the construction process of the star structure. Then VPI index is used to judge the storage nodes of each sub query, and then each sub query is assigned to the designated storage nodes for retrieval. The retrieval process of VPI index has been introduced above. This section mainly discusses the retrieval process of sub query on LS-tree.
The SPARQL is one or two hop star query structures. The partitioning and storage methods used in this paper is based on 2-hop star query structure, so the sub query should satisfy theorem 2.
Theorem 2: Given a query with one or two hop star structure, if there is a sub graph matching it in the RDF graph, the sub graph must be in one storage node.
Proof: (i) One hop star structure query: because of construction of LS-tree is based on one hop star structure, so if there is a star structure matching with one hop star sub query, then the star structure must be in one storage node.
(ii) Two hop star structure: assume the result of 2-hop sub query goes across two storage nodes. The first hop matching result is S main , and the second hop matching result is S sub . S main and S sub locate in different storage nodes. From the construction method of 2-hop star structure and the partitioning of weighted graph, we know that if S main has an extended star structure S sub , they must be considered as one weighted vertex. That is, S main and S sub must be allocated to the same storage node when they are partitioned, so the assumption is not valid.
Based on theorem 2, we conclude that if one or two hops query exist, the match result must be found on one storage node, otherwise, the query result doesn't exist.
For any SPARQL query, the execution process is as follows: the decomposed SPARQL sub query is allocated to the specified storage nodes based on VPI index. The constant nodes and edges of each star structure in the sub query are encoded by the same encoding method of LS-tree. Each bit encoding of the query variable is set to 0. If the sub query is one hop star structure, the top-down retrieval method is used in the LS-tree. If the sub query is a 2-hop star structure, the star structure will be sorted according to the known information in the star structure, and the star structure encoding with the most known information will be retrieved firstly on LS-tree. Since the middle node of LS-tree is generated by the logic operation of its sub nodes, so the matching rules in the retrieval process will satisfy the following definition:
Definition 6 (Matching Rule): Let sig v be a node's encoding in LS-tree, and qsig v is a query encoding. If qsig v matches withsig v , they must satisfy AND(qsig v , sig v ) = sig v . If the result of logic operation is false, there doesn't exist a match with qsig v in the sub tree with sig v as the root.
According to the above matching rule, if there is an intermediate node in LS-tree doesn't match with the query, then the node and its sub tree can be pruned safely. If the retrieval arrives at leaf nodes, according to the sub query is the main star structure or the sub star structure, we would retrieve the out edge or the in edge continually by the same matching rule.
Finally, the result would be returned to the master node and the master node merges or joins them to get the final results. When a SPARQL query contains multiple sub queries, and the multiple sub queries cannot be executed completely in parallel, we will order the sub query by the constant information, and executed the sub query which has the largest constants firstly. The retrieval results become the known information in the next step.
E. OPTIMIZATION AND OPERATION OF LS-TREE
By observing the encoding of star structure, we find that there are many consecutive 0 or 1 substring. In order decrease the storage space, we adopt RLE (Run Length Encoding), which is a gap compressed representation method to represent the bit-string. The bit-string of Fig.4 can be represented as '[1] 2 1 1 2 4 1 2 1 2', in which the first bit indicates the value of beginning bit and the other bits record the alternating run lengths of 0 and 1.
Based on the compressed encoding, we create a Compressed and Linked S-tree index (CLS-tree). The building of compressed CLS-tree is the same as LS-tree. We compress all the encoding of leaf nodes and the other node is generated by their son nodes in CLS-tree.
During the creation and search process of CLS-tree, there are two basic computations: bitwise-and and bitwise-or. In order to avoid the encoding transformation back and forth, we give a compressed-AND operations. We know that OR operation can use AND and NOT to express, that is, A OR B=NOT(NOT(A) AND NOT(B)). Also NOT only need to change the first value of compressed bit-string. Therefore, only a compressed-AND operation can realize both operations.
The compressed-AND operation adopts replace-alignment method. Algorithm 2 represents the operation process. Fig.6 give an example about the compressed-AND operation.
V. EXPERIMENTS
In this section, we evaluate the weighted graph partitioning method and CLS-tree index scheme. The experiments are executed on two kinds of datasets: (i) synthetic; (ii) real datasets. Next, we first introduce the characteristics of datasets and the experiment environment. And then we execute two kinds experiments: (i) the partitioning performance; (ii) the query efficiency.
A. DATASETS AND SETTING
This paper, we choose two representative benchmark generators to get the benchmark RDF datasets LUBM (the Lehigh University Benchmark) [32] and SP 2 Bench [33] . The LUBM features a university domain, and the SP 2 Bench dataset features a DBLP domain. In addition, we also choose a real dataset Uniprot in our experiments, which is a protein dataset [34] . Table I lists the characteristics information about the three datasets. We employ a cluster of 16 storage nodes and a master node in experiments. Each storage node has a 4GB memory, a 2.4GHZ Inter Xeon processor and a 500GB disks. A master node is set up with 20GB memory running 64-bit Linux, a 2.00GHZ Inter Xeon processor. A Hadoop system with version 0.20.203 running on Java 1.6.0 is used to produce star structures and execute the query of SPARQL. The weighted graph partitioning is finished by the master node.
Minimum cut and Hash are selected as the comparison algorithm. For these two algorithms, we use RDF-3X 0.3.5 as the storage system. Minimum cut is implemented by METIS 5.0.2, and then the mapping between 2-hop structures and the split vertices are executed on the master node. Hash partitioning is directly operated on the center point of the 2-hop structure. Fig.7 gives the comparison of partitioning efficiency on minimum cut, Hash and the Weighted graph. All three partitioning algorithms are based on 2-hop star structure. Obviously, the efficiency of minimum cut is the lowest. The reason is that minimum cut uses METIS to partition the original graph. After partitioning, it maps the central vertices of 2-hop star structure to the partitioning results. As can be seen from Fig.7 , with the increasing of the scale of RDF graph, the partitioning efficiency of minimum cut is the most obvious change in all three algorithms. The efficiency of Hash partitioning is the fastest, but the Hash partitioning method does not take into account the correlation between the vertices of the graph, which leads to a large replication and a high pressure of storage. The weighted graph partitioning method considers the 2-hop star structure as the partitioning object, which reduces the scale of the vertices greatly. So the partitioning efficiency will be greatly improved. Furthermore, the weighted graph partitioning algorithm also takes into account the vertex correlation in the graph, so the replicated triples are reduced than Hash partitioning. Therefore, the weighted graph partitioning algorithm is more suitable for the 2-hop star structure. Fig.8 describes the replication ratio of the triples about three datasets with different hops. The 2-hop replication ratio of Hash method is the highest, which is 2.37 and 2.93 times than the other two graph partitioning methods on LUBM2000 and Uniprot. Furthermore, the 3-hop are even higher. So we conclude that the graph partitioning method is effective in reducing the replicated triples. Though, the two graph partitioning methods have little difference in replication ratio, but the partitioning efficiency of Fig.7 and the partitioning balance of Fig.9 indicate that minimum cut performance is not as good as the weighted graph partitioning method. The replication ratio of different hops also indicates that the larger the hop value is, the larger the replicated triples will be. Fig.9 shows the triple distribution in each storage node with different partitioning methods. The construction of 2-hop star structure is based on out edge. The distribution of outgoing edges in three datasets are all even relatively. So the Hash partitioning method gets the best balance. On the contrary, the fluctuation of minimum cut is maximum. The main reason is that the minimum cut divides the vertices first and mapping the star structure last. Although the overall partitioning balance of METIS framework is very good, the inhomogeneous phenomenon still affects the mapping. The weight partition method has a slightly better balance than minimum cut, but it also has some fluctuations. This also shows that the balance of graph partitioning is lower than the hash partitioning.
B. PARTITIONING PERFORMANCE

C. QUERY EFFICIENCY
The response time of query on three datasets is given in Fig.10 . The two partitioning methods of Minimum cut and Hash use the RDF-3X storage and index system on each storage node, so this section uses RDF-3X-graph and RDF-3X-Hash to express the two comparison algorithms, respectively. For LUBM2000 dataset, query Q2, Q4 and Q5 are simple star queries. So three queries can be executed in parallel on all storage node. Therefore, the time performance on three partitioning methods is very close. But the query Q4 of triple patterns is more than Q2 and Q5, so the index model of RDF-3X which is used by minimum cut and Hash need to perform multiple joins based on query optimization. But the encoding query based on CLS-tree using a top-down approach requires only one search, so the efficiency of query is better than minimum cut and Hash.
Q1, Q3, Q6 and Q7 are all 2-hop queries. Because the partition methods are all based on 2-hop star structure. According to theorem 2, if there are subgraphs matching with them, then the subgraph must be located at a storage node. So they can still be executed in parallel. Because of the complex connections among them, the efficiency of CLS-tree is still better than RDF-3X.
Q1 in Uniprot dataset is a regular 2-hop star structure, but the known information in Q1 is more. Therefore, in the execution of the query process, it can be quickly pruned, so the efficiency is very high. In addition, although the query does not reflect the advantage of VPI index in efficiency, the system shows that only 5 storage nodes execute queries by VPI, and the other storage nodes can avoid useless work because of no query results. While minimum cut and Hash send query tasks to all storage nodes, even though all storage nodes are executed in parallel, there will be no intermediate results for nonexistent subgraphs, but the execution of storage nodes are useless.
The query design of SP 2 Bench pays more attention to the query operators. Most query time is spent on filter and union. Fig.10 describes the basic response time of query. Besides Q7, the queries both can be decomposed into one or more star structures and executed in parallel. So the query efficiency of CLS-tree is superior to RDF-3X-graph and RDF-3X-Hash. Q7 is a multi-hop star structure query which needs to perform multi round Hadoop, and every round Hadoop takes about 10s to initialize, so the overall query efficiency is affected. Furthermore, a large number of joins in Q7 also reduce the overall retrieval efficiency of queries.
VI. CONCLUSION
Robotic system expresses heterogeneous data coming from different sensors by RDF data model. With the expansion of the data scale in robotic system, the traditional single storage technology can not meet the storage requirement of large-scale data, and distributed storage is recognized as an effective solution.
Star structure is a widespread particle structure in RDF and SPARQL queries, which also reflects the description of entity attributes and entities in robotic system. So in this paper, we take the most common star structure as the research object, and discuss the partitioning and retrieval process of RDF data, which mainly includes four aspects: the extended star structure, partitioning of distributed storage, index construction and retrieval of query graph. In the experiment, this weighted graph partitioning is compared with the minimum cut and Hash partition method. The results show that our method is superior to the other two methods in replication ratio and the load balancing. For SPARQL query, CLS-tree index is compared with RDF-3X, the result shows our index is efficient for star query and competitive in complex query.
