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SUMMARY 
A finite dimensional Lie algebra is said ‘non degenerate’ if every Poisson structure admitting this 
Lie algebra as linear part (at a singular point) is linearisable. We show that the product of n copies of 
the non trivial two dimensional Lie algebra is non degenerate. 
1. INTRODUCTION 
Soit V une variete munie d’une structure de Poisson; c’est a dire que l’on a un 
‘crochet’ {f,g} sur l’anneau des fonctions differentiables sur V qui en fait une 
algebre de Lie et qui verifie la propriiti 
{f>&] = -V,g]h+g{f,h]. 
Un tel crochet (voir [Wl]) est determine en coordonntes locales (XI, ? x,) par 
la donnee de la matrice (antisymetrique) de fonctions 
P = [Pij(X)l 
avec Plj = {xi, xi}. Supposons que la structure de Poisson s’annule au point de 
coordonnees nulles; alors les Pij admettent des developpements de Taylor 
Pij(X) = C C$Xk + Rij 
l<k<n 
oti l’ordre des Rij en 0 est superieur ou egal a deux et les cl5 donnent les con- 
stantes de structure d’une algebre de Lie (bien determinCe a isomorphisme pres) 
que l’on appelle la ‘linearisle’ de la structure au point consider& 
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On dit ([WI], [Cl]) qu’une algibre de Lie est ‘non dtgeneree si toute structure 
de Poisson, admettant cette algebre de Lie comme lineariste en un point singu- 
her, est linearisable: c’est a dire que l’on peut trouver de nouvelles coordonnees 
nulles au point singulier dans lesquelles les Pij sont lineaires. 
Le premier exemple d’algebre de Lie non dCgCnCrCe fut mis en evidence par 
V.-I.Arnold (voir [A], deuxieme edition): c’est l’algebre de Lie non triviale de 
dimension deux que nous noterons par la suite d2. Pour une base bien choisie 
ei,e2 on a 
[el,e2] = el 
dans cette algebre. A. Weinstein ([Wl]) a montre que les algebres de Lie semi- 
simples sont ‘formellement non dtgenertes’: c’est a dire qu’un changement de 
variables formel nous fait passer de toute structure de Poisson ‘formelle’ 
Pij(x) = C c~;x~ + Rij 
lLk<n 
1 ‘hCx) = Cl <k<n ij ck xk si les c$ sont les constantes de structure d’une algebre 
de Lie semi-simple. 11 a aussi montre que S1(2) est dtgeneree en classe C”. Par 
contre P. Dazord a montre que S(3) est non dtgeneree en classe C”. Ces re- 
sultats ont CtC generali& par J. Conn ([Cl] et [C2], voir aussi [DM]) qui a montre 
que les alglbres de Lie semi-simples sont ‘analytiquement non degenerees 
(donnees et changements de variables permis sont analytiques) et que les algebres 
semi-simples compactes ont C” non degentrees. A. Weinstein ([W2]) a montre 
que les algebres de Lie semi-simples de rang reel superieur a deux sont C” dt- 
generees tandis que le cas de rang reel un Ctait resolu par J. Conn (travail non 
publie). On trouve dans [D 11 la liste des algebres de Lie de dimension 3 non de- 
generees; un travail analogue est fait en dimension 4 dans [Ml, on y met aussi en 
evidence deux nouvelles classes d’algebres de Lie non degenerees: les produits 
d’algebres emi-simples par R (aussi etudiis par J. Conn) et les produits de n co- 
pies de AZ. Le present ravail est consacre a Etude de cette derniere classe. Les 
resultats que nous allons prouver sont les suivants. 
ThCorGme 1. La somme directe de n copies de d2 est formellement et analytique- 
ment non dkgtntrke. 
Thizorkme 2. La somme directe A2 x A2 est C” non d~gtn~r~e. 
Nous laissons ouvert le probleme de la non dtgtnerescence n classe C” pour 
les produits de n copies de A2 avec n > 2. Les preuves figurant dans [Cl] et [C2] 
sont bastes sur une mtthode de type Nash-Moser et une bonne estimation de 
normes pour des operateurs d’homotopie en cohomologie de Chevalley des al- 
gebres de Lie etudiees. Dans notre cas l’expression explicite de tels operateurs 
pose de gros problemes et nous avons Cte amen& a utiliser une methode plus 
specifique. L’outil essentiel est la proposition du paragraphe 2 ou l’on montre 
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qu’il suffit de mettre le ‘lieu critique’, i.e. l’ensemble C des points ou la structure 
de Poisson nest pas de rang maximum, sous forme normale pour pouvoir li- 
neariser une structure de Poisson ayant pour linearisee un produit de copies de 
AZ. 
2. UN RESULTAT DE LINEARISATION 
On etudie une structure de Poisson sur un voisinage ouvert de 0 dans Iw2”, 
nulle en 0, ayant pour linearike le produit de n copies de AZ. Quitte a choisir de 
nouvelles coordonnees (XI, . . . , x,, yl , y,) on peut supposer que la matrice P 
des crochets des coordonntes est de la forme 
P=P,-tR 
avec 
PC = 
f0 0 . 
0 0 . 
0 0 . 
-x1 0 . 
0 --x2 . 
(0 0 
0 Xl 0 
0 0 x2 
. 
0 0 0 
0 0 0 
0 0 0 
. 
-x, 0 0 
0‘ 
0 
%I 
0 
0 
0, 
et R est une matrice de fonctions toutes d’ordre superieur a deux en 0. Notre but 
est de lineariser une telle structure, c’est a dire de trouver un changement de va- 
riables (tangent a l’identitt) qui annule R. 
Remarquons que, pour la structure de Poisson lineaire de matrice associee PC, 
le lieu critique (l’ensemble des points ou le determinant de la matrice est nul) est 
la reunion des n hyperplans d’tquations xi = 0. Done si une structure de Poisson 
du type consider6 ici est linearisable son lieu critique est la reunion de II hyper- 
surfaces en position gtnerale. La proposition suivante, qui constitue le resultat 
principal de ce paragraphe, est la reciproque de cette remarque. 
Proposition. On consid&e une structure de Poisson (formelle, analytique ou C “) 
nulle en un point et admettant comme 1inCariste le produit direct de n copies de AZ. 
Cette structure est linkarisable (formellement, analytiquement ou en classe Cm) si 
son lieu critique est la &union de n hypersurfaces en position g.Mrale. 
Le reste de ce paragraphe est consacri a la demonstration de cette proposition; 
nous la ferons en quatre &tapes. 
Premikre &tape. Dans cette &ape nous montrons que l’on peut supposer que la 
matrice P est de la forme 
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/ 0 w2p: . . X&P,’ Xl Pi, 
-x2x1 P: 
XlPn',, m;+2 . . 
0 . . x2x, P,’ x2P,2+1 x2/3,2+2 . . x2/3;, 
-x,x1 p,’ -x,x2&2 0 xJx+ 1 xnP,“+2 . . xn Pz:, 
-xl@;+, -x2P,2+, . . -x&y+, 0 P 
n+l 
P 
n+l . 
ni2 2n 
-x,i3,‘+2 -x2/3,2+2 . . -xl&y+2 -o;=: 0 iIf2 P 2n 
\ -x1 p:, -x2P;, . . -xnpg -pg+l -p2yn+2 . 0 
Pour cela on remarque d’abord que, dans les coordonnees vues plus haut, le dt- 
terminant A de P est du type 
A = (x1 .x, + 0(x, y))’ 
oti 0 est d’ordre strictement superieur a n. Les equations locales des IZ hyper- 
plans formant le lieu critique C divisent A: elles sont done de la forme xi + $i = 0 
pour i variant de 1 a n et avec des 4i d’ordre strictement superieur a 1. Alors, 
quitte a prendre ces xi + $i comme nouvelles variables, on peut supposer que C 
est forme des II hyperplans xi = 0. 
Placons nous alors en un point generique de C ou l’on a xi = 0 et xj # 0 pour 
j # i et Ccrivons que C est laisse stable par l’action des hamiltoniens. On en de- 
duit que pour tout f E C O3 (M) on a 
(xi = 0) ==+ (dxi(Xf) = 0) 
ce qui se traduit encore par 
(Xi = 0) * ({Xi,f} = 0). 
Ceci implique que xi est en facteur dans chacun des crochets {xi, xj} et {xi, yj}, 
et donne la forme dtsiree pour notre matrice. 
Deuxikme &ape. Nous montrons l’existence d’un changement de variables 
91 : (Xl,,.. ,xn,Y1,...rYn) ‘- (X~,...,X~,V~,...,Y~) 
Oii x/ = Xifi(X, y) et y/ = yi qui amine P A la forme 
0 . . . 0 x17’+, WY’+2 ... rl, 
0 . . . 0 X2rn”,l x27,2+2 .” x2,-& 
Nous dtterminerons en fait ce diffeomorphisme par recurrence. 
Pour commencer, nous allons montrer qu’un changement portant uniquement 
sur la variable x2, on l’on remplace x2 par xi = x2 f2 avec f 2 (0) = 1, nous permet 
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d’obtenir {xi, xk} = 0 (il conserve xi en facteur darts {xk, xi} ainsi que dans 
{xi, vi} car il conserve le lieu critique). 
En effet calculons le crochet {xi , xl}. 11 vient 
On voit que l’on peut simplifier l’equation {xi, xi} = 0 par xi x2, ce qui donne 
l’equation: 
Vu que P,‘, , (0) = 1, le champ Ckzl ..,,, (xk Pi (al%) + Pn+k(a/a~k)) est non 
nul a l’origine et on en deduit que notre equation est toujours resoluble. 
Supposons alors qu’une suite de changements de variables portant respecti- 
vement sur les variables xi, . , xp _ 1 nous a permis d’obtenir {xi, xi} = 0 pour 
tout i, j = 1, . , p - 1 tout en conservant les factorisations des xi. Nous allons 
demontrer qu’un nouveau changement portant maintenant sur la variable x,,, ou 
l’on remplace xP par xd = xPfP,ameneraa{x;,xP}=Opourtouti=l,...,p 
sans modifier la forme obtenue dans la premiere etape (car il conserve le lieu 
critique). 
En effet, nous obtenons 
{Xi, xj> = Xp{Xirfg) +fp{Xir -xpcp) 
Ici encore nous pouvons simplifier les equations {x,, xd } = 0 par x, xP, ce qui 
produit le systeme 
On remarque a ce moment que chacun des champs Ck= I .,.n (xk p;(d/dxk)+ 
p;+k(d/dYk)) est non nul a l’origine car /3;+ i(O) = 1, ce qui permet d’affirmer 
que ces equations sont independamment rtsolubles. 
Montrons enfin qu’elles sont compatibles entre elles. A cet effet, reecrivons le 
systeme sous la forme 
fp{xi,xp) = xpxx,(fp) 
qui peut aussi etre present6 selon 
$ ixil xp) = -Kt (Wfp)) 
comme xP est en facteur dans {xi, xP}. 
La condition de compatibilitt est done, sachant [XX,, XX,] = 0, 
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qui s’tcrit encore 
= -’ Ixp, xi){xj~ xp) + $ Xq({Xj, Xp}). 
Xp2 
Cette expression se simplifie alors en 
-G,(lxi7 xpl) = -G,(fxj, xpIl). 
Or les equations de Jacobi pour les variables (xi, xj, xp) s’ecrivent 
{{xi,Xjl,Xp) + {{Xj7Xp),Xi) + {{Xp7 Xi}7 Xj} = 0 
qui se traduit, en utilisant le fait que {xi, xj} = 0, par 
{{“j> xp), xi) + {{Xp, Xi}7 Xj} = 0 
qui Cquivaut a la condition de compatibilite demandee. 
On obtient ainsi le resultat par recurrence sur p. 
Troisikme &tape. Nous allons ici construire un changement de variables 
!P2 : (xi,. . ,x,‘,y;,.. .,y,‘, I--) (x:3.. ,x,2,Y:l.. J,“, 
avec 
(4,. . .? x,2, v:, . . .1 Y,“, 
= (x;,...,x,‘,Y; +rll(x’,Y’),...,Y; +rln(xld)) 
qui transforme P (dont la forme est celle obtenue dans l’etape precedente) en 
/o 0 . . 0 x: 0 
0 0 ’ . 0 0 4 
0 \ 
0 
0 0. . 0 0 0 . i2 
-xf 0 . . 0 0 e;;; . qp . 
0 -x; . . 0 -e;=; 0 e;z2 
(0 0 . . -x,’ -_p+ 1 2n -e;;2 0 ) 
Pour construire ce diffeomorphisme, il faut done que les nouvelles variables ve- 
rifient (x2, y,?} = S/ xi! pour tout i, j = 1, . . . , n, ce qui se traduit par 
{X~,~~}={X~,~~+~~}=X~~~+i+{X~,~i}=X~ 
On peut encore ecrire notre systeme 
et 
{X/r%) =x!<l -Ti+i) 
{Xi’, 7ji) = -Xj’ r,/+i 
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ce qui nous donne finalement apres simplification par xf les deux equations 
LeS champs Ck=, ...n TLi+k (d/dy,‘) etant non nuls a l’origine, il suffit alors de 
verifier la compatibilite des equations i.e. 
Or si nous ecrivons les equations de Jacobi pour les variables (xf ,,x,‘, y,‘) nous 
obtenons 
u+,‘},v!> + ux;,Y;),x;} + {{Yi’.x;},x,‘} = 0 
ce qui donne, en utilisant {xl, x,'} = 0 
qui Cquivaut a 
x: CT,‘+il xi’} - x;{$+i,x;} = 0 
qui donne enfin 
k=, . ..n 
Ceci mine au rtsultat voulu en simplifiant par x: xi’. 
On peut done affirmer que ce systeme est resoluble, ce qui prouve l’existence 
du diffeomorphisme cherche. 
Derniere etape. Cette derniire etape de notre demonstration consiste a con- 
struire un changement de variables 
!Ps:(xf )...) T&y; ,...) y,‘) ‘- @if . . . . J~,y:,...>y;) 
de la forme 
(xi,. ,x,3, y;, . . , y;, = (2 ,,..., X;,y:+hl,... 7y,2+hn) 
oti les fonctions hi ne dependent que de x:, . . , x,” qui am&e P (sous la forme 
obtenue dans l’ttape prectdente) a la forme 
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/ 0 0 ..’ 0 XT 0 ... o\ 
0 0 . 0 0’ x; 0 
. . . . 
0 0 . 0 0 0 . . 4 
-XT 0 0 0 0 . . 0 
0 -x; . 0 0 0 0 
. . . . 
(0 0 -x; 0 0 . 0 J 
11 faut done que les nouvelles variables vkrifient pour tout i, j = 1, . . . , n 
CVi’Ji’> = 0 
ou, ce qui est kquivalent, 
{Yf+hi>Yj2+hj}=O. 
Ceci kquivaut A 
{vi2,yj2}+{y?,hj}+{hi,yi2}+{hj,hj}=0 
qui se traduit par 
vu que les hi ne dkpendent que des variables (x1, . . . , x,). 
11 faut vkxifier ici que les fonctions 19::; ne dkpendent que des variables 
XT, . , x,‘. Dans cette optique, Ccrivons les kquations de Jacobi pour les varia- 
bles ( v’, yj, x,‘). Ceci fournit l’kquation 
~~v~,v;>>x3 + H&Y2LYjl) + Wjw,Y?) = 0 
ce qui Cquivaut, en utilisant le fait que {x,‘, j~f} = Sk xi, A 
{e$, x,‘} + {Sk x;, yj’} + {Sj” x;, y?} = 0 
qui se simplifie en 
{et-,‘;, x,‘} = 0 
qui peut aussi s’tcrire 
2 ae;,‘; 
- = 0. xk ayi’ 
D’oti le rksultat concernant les e,“$. 
Nous allons maintenant montrer que les fonctions hi dkfinies par 
sont solutions du systkme. 
En effet, il vient 
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2 ahj 7 ahi xi zq - x7 zq = 
De plus 
o;;/(x) = e,“;/(l.x) - 0,“,‘/(O.x) = j aQ”;, “‘i(t.x) dt 
0 
Ecrivons alors les equations de Jacobi pour les triplets ( yf, yJ?, y,‘). 11 vient 
ce qui implique 
2 ao;;&.x) 
xj + x; 
ao;;;(t.x) 
ax; 
+x2 aoZi(t4 = o, 
k ax2 
Integrons alors cette formule entre 0 et 1. Nous obtenons 
dt + jx,z 
ao;;jyt.x) 
0 
a 
xl2 
dt+ix; ax2 
aQ,“Xt.x) dt = o 
0 k 
ce qui se recrit en utilisant les egalitts precedentes 
Des lors, notre systeme est resoluble et la preuve est achevee. 
3. DEMONSTRATION DU THEOREME 1 
Non dCgCnkrescence formelle. On considere une structure de Poisson formelle 
ayant comme linearisee le produit de n copies de dz: c’est la donnte d’une ma- 
trite P = PC + R telle que dans 2 mais oti les coefficients sont des series for- 
melles. 
Dans ce cas on fait disparaitre pas a pas les termes de degrt 2, puis 3, puis 
4,. de R en faisant des changements de variables du type Id + 4 ou C$ est suc- 
cessivement un polynome de degre 2, puis 3, puis 4,. Pour montrer que ceci est 
possible on suppose que R ne comporte que des coefficients d’ordre superieur ou 
Cgal a q avec q > 1. On prend d’abord comme nouvelles coordonnees ‘xi’ les x,’ = 
{xi, yi}. 11 vient alors 
Ix:) Y! ) = {Ixi, Vi), Yi). 
Si l’on considere seulement les termes de degrts inferieurs a q, on voit qu’il ne 
subsiste dans {xj ,y! } que 
x, a{xi, Yi> 
dxi 
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ce qui exprime le fait qu l’on peut factoriser xi au degre q. Comme le changement 
de variables xi H x/ est tangent a l’identite, on en deduit que I’on peut factoriser 
en fait x! au degre q dans {x/ , yi}. Dans ces nouvelles coordonntes la structure 
admet done pour matrice au degre q 
Ecrivons alors les equations de Jacobi pour les triplets (x/ , x,! ,y!). 11 vient 
Ilxi’,x;},Y!> + {{Xj’,Y!~,Xil~ + {{Yi’,x!~,+ = 0 
ce qui Cquivaut a 
d’ou encore concernant les termes de degre q uniquement 
,dpj 
xi 
1 
@ - Pj + xi 
1 dPL+i 
xj 
1 ‘d+i _ 0 --x. -_ 
8Y,l ’ ay! 
en utilisant le fait que &+i = 1 + . . . 
Ceci nous permet d’affirmer que xi est en facteur dans pj_ Par symetrie, on 
voit que x,! est aussi en facteur dans pj et done pj = x/ x,! pj. 
Ecrivons les equations de Jacobi pour les triplets (x! , y! , y/). 11 vient 
{cxI,Yi’},Y:}+{{Y!,Y~},x!}+{IY~,x!},Y!}=o 
qui se traduit par 
{xi CLi+j> Yj’} + {&fj7Xi} - {Pi+j7Y/} = O. 
Considerons la aussi les termes de plus bas degre uniquement. On en deduit 
On peut alors affirmer que & + j = x/ pi + j. 
Ce qui precede nous permet de supposer que les termes d’ordre q de P forment 
une matrice du type obtenu dans la premiere etape de la demonstration de la 
proposition du paragraphe 2. 
A ce moment, il suffit d’appliquer la technique developpke dans les trois der- 
n&es &tapes de cette preuve pour Climiner tous les termes de degre q de R. 
On obtient ainsi la non degenerescence formelle. 
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Non dbg5nCrescence analytique. On se place dans le cas analytique: on peut 
supposer que notre structure est donnee par une matrice P = PL: + R dont les 
coefficients sont analytiques. 
Nous venons de montrer qu’il existe un changement de variables formel 
!@: (X ,,..., &,_Y I,..., y,) I----_-f (Xf> . . . . X,s,V{ ,‘..) _I& 
ou .$ = X, + yf(~) qui linearise formellement la structure. Le determinant de P 
est de la forme 
A = (x1 . x, + ~12 
ou D est d’ordre strictement superieur a n. Or la formule du changement de va- 
riables nous permet d’affirmer que l’on a, formellement, 
A = IJP-‘IAf(9) 
avec 
Af = (xi . x,f)“. 
On en tire que l’equation A = 0 admet les n solutions formelles xi + y{ = 0. 
Le theoreme d’Artin [Ar] nous permet alors de conclure a l’existence de n so- 
lutions analytiques 
de l’equation A = 0 oti les “/I sont d’ordre suptrieur a deux. Ceci nous montre 
que l’on a les hypotheses de la proposition du paragraphe 2 et done mene au re- 
sultat dans le cas analytique. 
4. DEMONSTRATION DU THEOREME 2 
Darts ce paragraphe nous considlrons une structure de Poisson sur [w4, de 
classe C”, nulle a l’origine et admettant A2 x A2 comme lintarisee. On peut 
supposer que la matrice des crochets des coordonnees (XI, x2, x3, x4) est de la 
forme 
( 
0 4 XI -toy: 4 
p4 = -a: 0 
2 
a3 x2+4 
-x,-a; --Ly: 0 4 
-a; -x2 -a; -a; 0 i 
oh les a/ sont des fonctions plates a l’origine (en tenant compte de la linearisa- 
biliti formelle). 
Rappelons ([D2]) que le ‘rotationnel’ d’une structure de Poisson par rapport a 
une forme volume 0 est le champ de vecteurs Rotn donne par la formule 
Rotn = i,‘(d(in A)), 
oti if) designe la contraction par R et YI est le 2-vecteur qui determine la struc- 
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ture. La propriett fondamentale de ces rotationnels est qu’ils sont des isomor- 
phismes infinittsimaux de la structure de Poisson. 
Dans notre cas on a 
Rota,, = -&-&+E 
4 
oti 0s est dxi A . . . A dx4 et K est plat en 0. 
Effectuons alors le changement de variables dtfini par 
x = x3 - x4 
et 
x4 = x4. 
11 vient 
&+&=&. 
4 
Des lors on peut ecrire Rota, = --6’/ax4 + K qui est un champ non nul a 
l’origine que l’on peut redresser dans de nouvelles coordonnees (xi, &,I&, id) en 
-8/8X4. 
Ecrivant maintenant que Rotq est un diffeomorphisme infinitesimal on a 
qui se traduit encore pour tout i, j = 1, . ,4 par 
en notant C/ les fonctions {Xi, xj}. 
A partir d’ici, nour noterons plutot (x, y, U, w) notre systeme de coordonnees et 
on a 
0 a b c 
oti les coefficients ne dependent plus que des variables x, y et u avec 
b=x+b, d=-y+d, e=y+Z, 
oti a, b, c, 2,; et f sont plates en 0. 
De plus, nous developperons toute fonction g de x, y et u suivant les puissances 
de x et de y avec les notations 
N n 
g = c c g,“w Y k n-k + 411(x>Y)lIN). 
n=O k=O 
Ainsi on a 
by(O) = -d:(O) = e;(O) = 1 
et les autres coefficients ont nuls en 0. 
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Le determinant de P vaut (uf + be - ~d)~ et af + be - cd se developpe sous la 
forme 
ugf$ - b: e: + cz di + xR! + yRy + xyA(x, y, u) + x2B(x! y, u) 
+y2C(x,y,4. 
Nous allons voir qu’un bon changement de variables permet d’eliminer les ter- 
mes d’ordres inferieurs a 2 (en x et y) dans ce developpement; alors le lemme de 
Morse (a parametre) montre que cette expression s’annule sur la reunion de deux 
hypersurfaces transverses. If suffit d’appliquer la proposition du paragraphe 2 
pour achever la demonstration du theoreme 2. 
Nous allons Climiner les termes de bas degre en deux temps. 
Forme normale pour Y = {x, u} d/dx + {y, U} a/ay 
Le systeme b(x, y, u) = 0, d(x, y, u) = 0 admet les solutions implicites x = 
Q(U), y = V(U); on en tire que le changement de variables 
(x, y, u) ‘- (x - Q(u), y - n(u), u) 
nous ram&e au cas oti l’on a bi = d,O = 0. Ainsi on peut supposer que le champ 
Y est nul pour x = y = 0. 
La ‘partie lineaire’ (by x + b i y) d/dx + (dp x + d l y) d/dy de Y reste proche 
de x(WW - y(Wy) sur un voisinage de l’origine; alors un changement de 
variables ‘lineaire’ du type 
(x, y, u) ‘- (xo(u) + yP(u),x6(u) + Y?(U), u) 
permet de diagonaliser cette partie lineaire, i.e. de se ramener a b t = dp = 0. 
Remarquons maintenant qu’un changement de la variable u de la forme u w 
f(u) permet de supposer que bi = 1. En effet, (x2,f) = ((8f/au)(xb! + .. .)) et 
on voit qu’il suffit de choisir f tel que dfldu = 1 /b i, ce qui est toujours possible. 
Pour u = 0 le champ Y est un champ du plan, nul en 0, et dont les valeurs 
propres du linearise sont 1 et -1; la theorie classique des formes normales des 
champs ([A]) nous dit, en particulier, qu’il existe un changement de variables 
polynomial qui met ce champ sous la forme 
oh les b/ et les d: sont des constantes et p, = - 1. Si l’on se restreint a des u assez 
petits on peut appliquer la mime technique ‘a paramttre’ pour voir que, sous un 
changement de variables (x, y, U) H (g(x, y, u),h(x, y, u), u) polynomial en x, y. 
le champ Y lui meme prend la forme ci-dessus (ou les b/, d/ et p dependent de U) 
sur un voisinage de l’origine. Remarquant que Y est le hamiltonien de la fonction 
U, modulo a/G’v, ceci permet de supposer que l’on a 
b={x,u}=x+b;x2y+..., d= {y,u} = py+d;xy2+... 
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Annulation des termes de bas degrit 
Ecrivons alors l’equation de Jacobi pour les variables (x, y, U) afin d’obtenir 
des contraintes sur le coefficient u = LIP + a i x + uy y + . . . . On a 
{Ix, v), ul+ {{Yi u), x> + {{U> Xl> Y) 
={u,u}+{py+d~xy2+~-,X}+{-x-bb:X2y+-~,y} 
= (a~+2a~y+a:x+~~~){y,u} 
+ ut+2u;x+u:y-yg+... 
( 1 
{x,24} 
- (p + 1 + 2(4 + bZ)xy - 1 +. . .){x, y} 
= (u? + 24 y + u; x + . . .)(py + d; xy2 + . . .) 
+ 
( 
4 +24x+4&$+... 
> 
(x+b:X2y+...) 
- ((p + 1 + 2(4 + b$xy = 1 +. . .) 
(u~+u~y+ujx+u~y2+u;xy+u~X2+...)). 
Si nous ecrivons l’egalite a 0 pour les termes de degre 0, 1 et 2, nous obtenons 
alors les equations suivantes: 
u;(/L+l)=o 
a; =o 
/La; =o 
(1 - &z; = 0 
(1 -&z;=o 
dp -& + 2(4 + bi)uZ = 0. 
Comme ~(0) = -1, on en deduit les Cgalites uy = a! = ui = u; = 0. 
De plus la premiere equation dit qu’aux points oti p # -1 alors ui = 0. Si 
nous rentrons cette hypothese dans la derniere equation, nous en tirons qu’en ces 
points ~1’ = 0, done finalement 1-1 = - 1. 
Par ailleurs l’bcriture des equations de Jacobi pour les variables (x, U, U) et 
(y, U, w) se traduit par les deux equations 
{c~+c~x+c;y+~~+.4} 
+{-foO-f:x-ffY-f22X2-f20y2-f:Xy+...,X} 
+{-x+...,v}=O 
{e~+e;x+eyy+-.,u) 
+{-fao-f:x-f~v-f22X2-f20y2-f:XY+...,y} 
+ {y + . . . , u) = 0, 
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ce qui donne au degre 0 
f 
0 0 
1 a0 - ci = 0, f: ai - ei = 0. 
Compte tenu de la relation a, - ’ 0 le terme en x de la premiere equation donne , 
df: ,,+u;.r; =o. 
Maintenant l’equation de Jacobi pour les variables (x, y, U) s’ecrit 
{ci + c; x + c’: y + . ” , y} 
ce qui donne au degre 0 
(~1 +e:)ui+z fi = 0. 
Nous pouvons risumer toutes ces equations sour la forme suivante 
(9 ff u; - c; = 0 
(ii) .f{ ui - e8 = 0 
(iii) df,o z+u;.r: =o 
(iv> 
i (cl+e~)a~+$f~=O. 
Comme cl(O) + e:(O) = 1, on dtduit de (iii) et (iv) le fait que 
Cette equation est une equation lineaire du premier ordre en f 0” sans second 
membre avec f i(O) = 0 comme condition initiale. On peut alors affirmer que 
l’unique solution est f 0” = 0. 
Reportant ce resultat dans les autres equations, on en dtduit 
0 
a0 = ci = ei = 0. 
On peut alors affirmer que l’on a bien 
uf - be + cd = xyA(x, .Y% U) + x2B(x, y, U) + y2C(x, y, U) 
avec A(O) = 1, B(0) = C(0) = 0. Cela permet d’appliquer la proposition du pa- 
ragraphe 2 et, ainsi, d’achever la demonstration du theoreme 2. 
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