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In1990,Hendry conjectured that all chordalHamiltoniangraphsare
cycle extendable, that is, the vertices of each non-Hamiltonian cycle
are contained in a cycle of length one greater. Let A be a symmetric
(0,1)-matrix with zero main diagonal such that A is the adjacency
matrix of a chordal Hamiltonian graph. Hendry’s conjecture in this
case is that every k × k principle submatrix of A that dominates a
full cycle permutation k × k matrix is a principle submatrix of a
(k + 1) × (k + 1) principle submatrix of A that dominates a (k +
1) × (k + 1) full cycle permutationmatrix. This article generalizes
the concept of cycle extendability to S-extendable; that is, with S ⊆
{1, 2, . . . , n} and G a graph on n vertices, G is S-extendable if the
vertices of every non-Hamiltonian cycle are contained in a cycle
length i greater,where i ∈ S.We investigate this concept in directed
graphs and in particular tournaments, i.e., anti-symmetricmatrices
with zero main diagonal.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A recent venture in graph theory and hence into combinatorial matrix theory has been that of cycle
extendability. That is, if G is a graph and C is a cycle on k vertices in G, is there a cycle on k + 1 vertices
in G which uses the same k vertices as C? In [5] it was conjectured that for each Hamiltonian chordal
graph the answer is “Yes.” In [2] this was veriﬁed for nearly all such graphs. In [3] the conjecture
was veriﬁed for Hamiltonian interval graphs and also in [1] as well as other classes of chordal graphs
including split graphs. In [4] the conjecture was veriﬁed for planar Hamiltonian graphs. The directed
case was investigated by Hendry in [6] in which extremal results were developed as well as some
results for tournaments.
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The matrix theoretic equivalent of the question posed by Hendry is: Given an n × n symmetric
matrix, A, with zero diagonal and which has a k × k principle submatrix, B, that dominates a full cycle
permutationmatrix (k × k), is there a (k + 1) × (k + 1) principle submatrix C which also dominates
a full cycle permutation matrix ((k + 1) × (k + 1)) and has B as a principle submatrix?
This article investigates some cases in the directed case and introduces the concept of extending
cycles bymore than a single vertex. In Section 2we introduce the relevant deﬁnitions and background
theory.
2. Preliminaries
The graphs we investigate have no multiple edges or loops and when vertices x and y are adjacent
we use the notation {x, y} for the edge connecting x and y. We will write G = (V, E) to indicate the
vertex set V and edge set E of G. The directed graphs we investigate will have no loops or multiple arcs
and the arc from vertex x to vertex y will be denoted by the ordered pair (x, y). By k-cycle we mean a
cycle of length k, that is, a cycle containing k vertices. A graph, or digraph on n vertices is Hamiltonian
if it contains an n-cycle. A graph is chordal if every cycle of length 4 or more contains a chord, that is,
a cycle of shorter length.
Deﬁnition 2.1. Let G be a graph on n vertices and let D be a directed graph on n vertices. Let S ⊂
{1, 2, . . . , n}. A cycle, C, of length k in G (D) is S-extendable if there is an i ∈ S such that the k vertices
on C together with i vertices not on C induce a graph (digraph) which contains a cycle of length k + i,
i.e., which induces a Hamiltonian graph (digraph). A graph,G (digraph,D), is S-cycle-extendable if every
cycle in G (D) is S-extendable.
The usual concept of “cycle extendability” is just the case S = {1}. As was noted, the standing
conjecture of Hendry is that every chordal Hamiltonian graph is {1}-cycle-extendable. The case for
directed graphs is quite different.
Example 2.2 (See Fig. 1). Let D be the digraph on 9 vertices, v1, v2, . . . , v9 such that v1, v2, v3 (indicated
by “A") induces a 3-cycle, v4, v5, v6 (indicated by “B") induces a 3-cycle, v7, v8, v9 (indicated by “C”)
induces a 3-cycle, and there is an arc from each vertex of the ﬁrst 3-cycle to each vertex of the second
3-cycle, an arc from each vertex of the second 3-cycle to each vertex of the third 3-cycle, and an arc
from each vertex of the third 3-cycle to each vertex of the ﬁrst 3-cycle. Then the 3-cycle on v1, v2, v3
cannot be extended to a 4-cycle containing v1, v2, v3, but every cycle in D is {1,2}-extendable.
Example 2.3 (See Fig. 2). Let G be the graph on n vertices, n 5 with edge set {{v1, v2}, {v2, v3}, . . . ,{vn−1, vn}, {vn, v1}} ∪ {{v1, vi}|i = 3, . . . , n − 1}. This graph is sometimes called the fan graph. It is
easily seen that G is {1}-cycle-extendable. Let D be the orientation of G such that the arc set is
{(v1, v2), (v2, v3), . . . , (vn−1, vn), (vn, v1)} ∪ {(v1, vI)|i = 4, . . . , n − 1} ∪ {(v3, v1)}. The cycle (v1, v2),
(v2, v3), (v3, v1) is not {1, 2, . . . , n − 4}-extendable. The only cycle that contains it is the full
cycle.
Fig. 1. A digraph which is not {1}-extendable. Each large arrow indicates each vertex at its tail beats each vertex at its head.
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Fig. 2. A {1}-extendable graph with an orientation which is not {1, 2, . . . , n − 4}-extendable.
Deﬁnition 2.4. Let D = (V, A) be a directed graph and let v be a vertex in V . The in-neighborhood
of v is the set of vertices {x ∈ V |(x, v) ∈ A}. The in-degree of v, denoted δ−(v), is the cardinality of
it’s in-neighborhood. Similarly, the out-neighborhood of v is the set of vertices {x ∈ V |(v, x) ∈ A} and
the out-degree of v, denoted δ+(v), is the cardinality of it’s out-neighborhood. Let F = (V1, A1) be a
subgraph of D. The in-neighborhood of F is the union of the in-neighborhoods of the vertices in V1 and
is denoted N−(F). Similarly, N+(F) is the out-neighborhood of F .
Deﬁnition 2.5. A tournament on n vertices is a directed graph which is an orientation of the complete
graph on n vertices. That is a tournament is a loopless digraph in which any two distinct vertices are
connected by exactly one arc. The set of all tournaments on n vertices will be denoted Tn.
Deﬁnition 2.6. Let n be an odd number. A regular tournament is a tournament which has the same
number of outgoing arcs for any vertex. That is for each vertex v ∈ V , the in-degree of v equals the
out-degree of v.
Remark 2.7. Note that in this case, at each vertex we have exactly n−1
2
outgoing arcs. The digraph in
Example 2.2 is a regular tournament of 9 vertices.
Thus, such deﬁnition cannot work in the case when n is even, we should introduce the following
notion:
Deﬁnition 2.8. Let n be an even number. A nearly regular tournament is a tournament which has n
2
vertices with n
2
outgoing arcs and n
2
vertices with n−2
2
outgoing arcs.
Deﬁnition 2.9. A binary Boolean semiring, B, is the set {0,1} with the operations:
0 + 0 = 0 0 · 0 = 0
0 + 1 = 1 + 0 = 1 0 · 1 = 1 · 0 = 0
1 + 1 = 1 1 · 1 = 1.
(1)
We will not use the term “binary" in the sequel since in this paper we consider only binary Boolean
semirings. We will say that the arithmetic on the set {0,1} is Boolean if it satisﬁes the conditions (1).
Let Jn denote the n × nmatrix of all ones and let In denote the n × n identity matrix. We suppress
the subscripts if the size is obvious fromthe context andwrite just I, J instead.Wealso let the cardinality
of a set A be denoted |A|.
Deﬁnition 2.10. The adjacencymatrix of a digraph (graph) is a matrixM = [mi,j] such thatmi,j = 1 if
and only if there is an arc (edge) with initial vertex i and terminal vertex j.
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The union of two graphs or digraphs on the same set of vertices corresponds to the sum of the two
adjacency matrices if the arithmetic used is Boolean.
Remark 2.11. Recall Example 2.3. The adjacency matrix of the digraph D from that example is
A(D) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 1 1 · · · 1 0
0 0 1 0 0 · · · 0 0
1 0 0 1 0
0 0 0 0 1
...
. . .
...
0 0 1
1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From Fig. 2, we can see that there is no 4-cycle that dominates the 3-cycle (v1, v2), (v2, v3), (v3, v1).
Remark 2.12. Let A(T) be the adjacency matrix of the tournament T ∈ Tn. Then, A(T) is a (0,1)-matrix
such that A(T) + A(T)t + I = J, where I denotes the identity matrix and J the matrix of all ones. That
is, if M is the adjacency matrix of a tournament digraph, M has a zero diagonal and for i /= j, mi,j /= 0
if and only ifmj,i = 0.
Deﬁnition 2.13. Adjacency matrices of tournament digraphs are usually called tournament matrices.
Remark 2.14. If n is odd, the adjacency matrices of regular tournament digraphs (regular tournament
matrices) are tournamentmatrices with the same number of entries equal to 1 in each row. If n is even,
the adjacencymatrices of nearly regular tournament digraphs (nearly regular tournamentmatrices) are
tournament matrices that have n
2
rows with n
2
entries equal to 1, and n
2
rows with n−2
2
entries equal
to 1.
Note that the adjacency matrix of the tournament in Example 2.2 is
A(D) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 1 1 1 0 0 0
0 0 1 1 1 1 0 0 0
1 0 0 1 1 1 0 0 0
0 0 0 0 1 0 1 1 1
0 0 0 0 0 1 1 1 1
0 0 0 1 0 0 1 1 1
1 1 1 0 0 0 0 1 0
1 1 1 0 0 0 0 0 1
1 1 1 0 0 0 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By this adjacency matrix we see clearly that there is no principle 4 × 4 submatrix which contains the
leading principle 3 × 3 submatrix and dominates a 4-cycle since any such submatrix has a zero row
or zero column. It is also obvious from the matrix that D is a regular tournament.
Deﬁnition 2.15. A matrix A is reducible if by simultaneous permutations of its lines we can obtain a
matrix of the form[
A1 O
A21 A2
]
,
where A1 and A2 are square matrices of order at least one. If A is not reducible it is called irreducible.
Deﬁnition 2.16. If a tournament is strongly connected, that is if theadjacencymatrixof the tournament
is irreducible, we call the tournament a strong tournament (see [7]).
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3. Extending cycles in directed graphs
Note that there are strong tournaments that are not {1}-extendable. Example 2.2 gives one. Example
2.3 shows that Hamiltonian digraphs whose underlying graphs are chordal need not be S-cycle-
extendable for any S except S = {1, 2, . . . , n − 3}. Our results will complement and in some sense
reﬁne the following result of Hendry. Note that the tournament in Example 2.2 exempliﬁes this result.
We say that a subset X of vertices in a digraph completely dominates a subset Y of vertices if there is an
arc from each vertex of X to each vertex of Y .
Theorem3.1 ([6]).A regular tournament is not {1}-extendable if and only if its vertex set can be partitioned
into three non-empty sets W, X, and Y such that the tournament induced on W is a nontrivial regular
subtournament, W completely dominates X, Y completely dominates W, and |X| = |Y |.
The next result essentially due to Moon contextualizes our ﬁrst result on {1,2}-extendability. Note
that Example 2.2 also exempliﬁes this result.
Theorem3.2 ([8]). A strong tournament is not {1}-extendable if and only if its vertex set can be partitioned
into three non-empty sets W, X, and Y such that the W induces a nontrivial strong subtournament, W
completely dominates X, and Y completely dominates W .
Theorem 3.3. All strong tournaments are {1, 2}-cycle-extendable.
Proof. Suppose that T is a strong tournament that is not {1}-cycle-extendable. Let C be a cycle in T
that is not {1}-extendable. Let the vertices of C be ordered so that C is v1v2 · · · vkv1. Let N+(C) (resp.
N−(C)) be the out-neighborhood (resp. in-neighborhood) of C in T .
Suppose that N+(C) ∩ N−(C) /= ∅ and let x ∈ N+(C) ∩ N−(C). Then, there is some i such that
(v1, x) and (x, vi+1) are arcs in T . But then, v1v2 · · · vixvi+1 · · · vk is a k + 1-cycle containing the vertices
of C, contrary to our supposition. Thus N+(C) ∩ N−(C) = ∅.
Now, since T is strong, T is Hamiltonian since every strong tournament has cycles of every length
k, k = 3, . . . , n, see [7]. Thus, theremustbearcsbetweenN+(C)andN−(C), say {x, y}wherex ∈ N+(C)
and y ∈ N−(C). But then, v1v2 · · · vkxyv1 is a k + 2-cycle containing the vertices of C. We have shown
that any cycle that is not {1}-extendable is {1,2}-extendable. Thus T is {1,2}-cycle extendable. 
Example 3.4. Let n = 3(2k + 1), k 1. Let T be a tournament such that the vertex set V of T is par-
titioned into three sets, A, B, and C with |A| = |B| = |C| = 2k + 1. Let the graph induced by each of
A, B, C be a regular tournament and let the remainder of the arc set be arcs from A to B, from B to C
and from C to A. Now, the in-degree of any vertex in A is |C| + |A|−1
2
= 3k + 1 and the out-degree is
|B| + |A|−1
2
= 3k + 1. Similarly each vertex in B or C has the same in-degree and out-degree as any
vertex in A. Thus, this is a regular tournament and is not {1}-cycle-extendable.
Let D be a digraph with vertex set V and let A ⊆ V . Let 〈A〉 denote the subdigraph of D induced by
the set A. Also, for X a subset of V , let f
−
X (v) denote the in-degree of v in the digraph 〈X〉, and let f+X (v)
denote the out-degree of v in the digraph 〈X〉. Thus, f−D (v) = δ−(V), for v ∈ V , etc.
Theorem 3.5. Let T be a regular tournament. If T is not isomorphic to the tournament of Example 3.4 then
T is {1}-cycle-extendable. Note that the exception only can occur if n = 3(2k + 1), k 1.
Proof. Let T be a regular tournament that is not {1}-cycle-extendable. By the proof of Theorem 3.3
the vertex set V of T can be partitioned into three non-empty sets, A, B, and C such that A completely
dominates B, B completely dominates C, and C completely dominates A. Let v be a vertex in V(T).With-
out loss of generality we may assume that v ∈ A. Now, the in-degree of v in T, δ−(v) = |C| + f−A (v),
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the out-degree of v in T is δ+(v) = |B| + f+A (v). Now, f−A (v) + f+A (v) = |A| − 1, so that f+A (v) =
|A| − 1 − f−A (v), and δ−(v) = δ+(v) so that |C| + f−A (v) = |B| + f+A (v) = |B| + |A| − 1 − f−A (v).
Further |A| + |B| + |C| = n, or |A| + |B| = n − |C|, so that |C| + f−A (v) = n − |C| − 1 − f−A (v) or
2|C| + 2f−A (v) = n − 1. Thus, f−A (v) = n−12 − |C|. Thus, the in-degree of every vertex in 〈A〉 is the
same. That is, 〈A〉 is a regular subtournament of T . Similarly 〈B〉 and 〈C〉 are regular subtournaments
of T . But then δ−(v) = |C| + f−A (v) = |C| + |A|−12 = δ+(v) = |B| + f+A (v) = |B| + |A|−12 . It follows
that |B| = |C|. Similarly |A| = |B| = |C|. That is T is one of the tournaments described in Example 3.4.

Example 3.6. Let V be a set of 6k vertices and partition V into subsets A, B, and C such that |A| = |B| =
|C| = 2k. Let 〈A〉, 〈B〉 and 〈C〉 be nearly regular tournaments. Let T be the digraph on V whose arc set
consists of all the arcs in 〈A〉, 〈B〉 and 〈C〉 together with all possible arcs from A to B, all possible arcs
from B to C, and all possible arcs from C to A. Then, T is a tournament. For v ∈ A, we have δ−(v) =
|C| + f−A (v) and δ+(v) = |B| + f+A (v). Since |B| = |C| and f+A (v) = f−A (v) ± 1, δ+(v) = δ−(v) ± 1.
The symmetry of the choice of A, B, and C gives that for any vertex v ∈ V, δ+(v) = δ−(v) ± 1. That is,
T is a nearly regular tournament. Further, no cycle of length 2k in 〈A〉 is {1}-extendable, and hence, T
is not {1}-cycle-extendable. Call this a non-{1}-cycle-extendable tournament of type 6k.
Example 3.7. Let V be a set of 6k + 2 vertices and partition V into subsets A, B, and C such that
|A| = 2k and |B| = |C| = 2k + 1. Let 〈A〉 be a nearly regular tournament, and 〈B〉 and 〈C〉 be regular
tournaments. Let T be the digraph on V whose arc set consists of all the arcs in 〈A〉, 〈B〉 and 〈C〉
together with all possible arcs from A to B, all possible arcs from B to C, and all possible arcs from C
to A. Then, T is a tournament. For v ∈ A, δ−(v) = |C| + f−A (v) and δ+(v) = |B| + f+A (v). Since |B| =
|C| and f+A (v) = f−A (v) ± 1, so δ+(v) = δ−(v) ± 1. For v ∈ B, δ−(v) = |A| + f−B (v) = 2k + k = 3k
and δ+(v) = |C| + f+B (v) = 2k + 1 + k = 3k + 1. That is, δ+(v) = δ−(v) ± 1. The symmetry of the
choice of B and C gives that for any vertex v ∈ V, δ+(v) = δ−(v) ± 1. That is, T is a nearly regular tour-
nament. Further, no cycle of length2k in 〈A〉 is {1}-extendable, andhence, T is not {1}-cycle-extendable.
Call this a non-{1}-cycle-extendable tournament of type 6k + 2.
Example 3.8. Let V be a set of 6k − 2 vertices and partition V into subsets A, B, and C such that
|A| = 2k and |B| = |C| = 2k − 1. Let 〈A〉 be a nearly regular tournament, and 〈B〉 and 〈C〉 be regular
tournaments. Let T be the digraph on V whose arc set consists of all the arcs in 〈A〉, 〈B〉 and 〈C〉
together with all possible arcs from A to B, all possible arcs from B to C, and all possible arcs from
C to A. Then, T is a tournament. For v ∈ A, δ−(v) = |C| + f−A (v) and δ+(v) = |B| + f+A (v). Since
|B| = |C| and f+A (v) = f−A (v) ± 1, so δ+(v) = δ−(v) ± 1. For v ∈ B, δ−(v) = |A| + f−B (v) = 2k +
k − 1 = 3k − 1 and δ+(v) = |C| + f+B (v) = 2k − 1 + k − 1 = 3k − 2. That is, δ+(v) = δ−(v) ± 1.
The symmetry of the choice of B and C gives that for any vertex v ∈ V, δ+(v) = δ−(v) ± 1. That is, T
is a nearly regular tournament. Further, no cycle of length 2k in 〈A〉 is {1}-extendable, and hence, T is
not {1}-cycle-extendable. Call this a non-{1}-cycle-extendable tournament of type 6k − 2.
Theorem 3.9. Let n be even and T be a nearly regular tournament on the n vertices in V . Then, either T
is {1}-cycle-extendable or T is isomorphic to a non-{1}-cycle-extendable tournament of one of the types
6k, 6k + 2 or 6k − 2 from Examples 3.6, 3.7 or 3.8.
Proof. Let T be a nearly regular tournament that is not {1}-cycle-extendable. By the proof of Theorem
3.3 the vertex set V of T can be partitioned into three non-empty sets A, B, and C such A completely
dominates B, B completely dominates C, and C completely dominates A. Since n is even, one of |A|, |B|
or |C| must be even. Without loss of generality we may assume that A has even cardinality.
Suppose that |B| > |C|. Then, since |B| and |C| are either both even, or both odd, we have that for
some k 1, |B| − |C| = 2k. Let v ∈ A. Then, δ+(v) = |B| + f+A (v) and δ−(v) = |C| + f−A (v). Since T is
nearly regular, δ+(v) − δ−(v) = ±1. Thus |B| + f+A (v) − |C| − f−A (v) = ±1 or |B| − |C| = f+A (v) −
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f
−
A (v) ± 1, so that 2k = f+A (v) − f−A (v) ± 1, that is, f+A (v) − f−A (v) = 2k ∓ 1. Since v was chosen
arbitrarily in A, f
+
A (v) − f−A (v) 1 for every vertex in A. Thus we get∑
v∈A
f
+
A (v) −
∑
v∈A
f
−
A (v)
∑
v∈A
1 = |A| /= 0.
But
∑
v∈A f+A (v) =
∑
v∈A f−A (v), a contradiction. Thus |B| = |C|. Further, for every v ∈ A, f+A (v) =
δ+(v) − |B| = δ−(v) − |C| ± 1 = f−A (v) ± 1, so that 〈A〉 is a nearly regular tournament.
Now, suppose that |A| |B| + 2(= |C| + 2) and let v ∈ B. Then, δ−(v) = |A| + f−B (v) and δ+(v) =
|C| + f+B (v). So,
±1 = δ−(v) − δ+(v)
= |A| + f−B (v) − |C| − f+B (v)
 2 + f−B (v) − f+B (v),
so that f
+
B (v) − f−B (v) 2 ∓ 1 for every v ∈ B, or f+B (v) − f−B (v) 1 for every v ∈ B. But then, |B| =∑
v∈B 1
∑
v∈B f+B (v) −∑v∈B f−B (v) = 0, a contradiction. Thus |A| |B| + 1(= |C| + 1). A similar
argument shows that |A| |B| − 1 = |C| − 1.
Now, there are three cases to consider:
1. |A| = |B| = |C|;
2. |A| = |B| + 1 = |C| + 1; and
3. |A| = |B| − 1 = |C| − 1.
Case 1. |A| = |B| = |C|. Here each of A, B, and C have even cardinality and by the ﬁrst part of this
proof, the subgraphs 〈A〉, 〈B〉, and 〈C〉 are nearly regular and hence, T is isomorphic to the graph of
type 6k in Example 3.6.
Case 2. |A| = |B| + 1 = |C| + 1. Let v ∈ B. Then,
±1 = δ+(v) − δ−(v)
= |A| + f+B (v) − |C| − f−B (V)
= |A| − |C| + f−b (v) − f+B (v),
so that f
−
B (v) − f+B (v) = 1 ± 1 or f−B (v) − f+B (v) 0. But since ∑v∈B f−B (v) −∑v∈B f+B (v) = 0 we
must have that f
−
B (v) − f+B (v) = 0 or f−B (v) = f+B (v) for every v ∈ B. That is 〈B〉 is a regular tourna-
ment matrix. Similarly 〈C〉 is a regular tournamentmatrix and thus T is isomorphic to the tournament
of type 6k − 2 in Example 3.8.
Case 3. |A| = |B| − 1 = |C| − 1. This case is parallel to Case 2, and in this case T is isomorphic to
the tournament of type 6k + 2 in Example 3.7.
Thus, if T is not a {1}-cycle-extendable tournament it is one of the non-{1}-cycle-extendable
tournaments of type 6k, 6k + 2 or 6k − 2 from Examples 3.6, 3.7 or 3.8. 
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