Various generalized truncated distributions are considered as independent informative priors for estimating shape and scale parameters of the Erlang distribution. In addition, various special cases are also discussed.
Introduction
The Erlang distribution is a continuous probability distribution with wide applicability, primarily due to its relation to the exponential and Gamma distributions. The Erlang distribution was developed by A. K. Erlang (1909) to examine the number of telephone calls that could be made at the same time to switching station operators. This work on telephone traffic engineering has been expanded to consider waiting times in queuing systems in general. Queuing theory originated when Erlang (1909) published his fundamental paper relating to the study of telephone traffic congestion (Brockmeyer, Halstorm & Jenson, 1948) .
The probability function of the Erlang distribution is ( ) When the scale parameter v = 2, the distribution simplifies to a Chi-squared distribution with 2k degrees of freedom; therefore, it can be regarded as a generalized Chi-squared distribution. The Erlang distribution is the distribution of u independent identically distributed random variables each with an exponential distribution, and can be expressed as waiting time and message length in telephone traffic. If the durations of individual calls are exponentially distributed, then the duration of successive calls is the Erlang distribution. The Erlang distribution is a special case of the Gamma distribution when the shape parameter u is an integer (Evans, et al., 2000) . Harischandra and Rao (1998) discussed problems with classical inferences for the Erlangian queue. Bhattacharyya and Singh (1994) obtained a Bayes estimator for the Erlangian queue under two prior densities. Wiper (1998) studied Er/M/1 and Er/M/C queues under a Bayesian setup and estimated equilibrium probabilities of queue size and waiting time distribution using conditional Monte-Carlo simulation methods. Jain (2001) examined the problem of change point for the inter-arrival time distribution in the context of exponential families for the Ek/G/e queuing system and obtained a Bayes estimate of posterior probabilities and the position of the change from the Erlang distribution. Nair, et al. (2003) studied the Erlang distribution as a model for ocean wave periods and obtained different characteristics of the distribution under a classical setup. Suri, et al (2009) used the Erlang distribution to design a simulator for project management process time estimation. Recently, Damodaran, et al. (2010) obtained the expected time between failure measures and showed that the predicted failure times are closer to the actual failure time. Haq and Dey (2011) addressed the problem of Bayesian estimation of parameters for the Erlang distribution assuming different independent informative priors. This article estimates parameters of the Erlang distribution using different generalized truncated distributions.
Prior and Loss Functions
In many practical situations information is available regarding the shape and scale parameters of sampling distributions, therefore, this article considers a number of prior distributions and assumes that that the parameters u and v are independent. The distributions considered, which are priors for shape and scale parameters, are: 
Derivation of Posterior Distribution under Different Informative Priors
If X 1 , X 2 , X 3 , …, X n are a random sample from the Erlang distribution, then the likelihood function of sample observations x 1 , x 2 , x 3 ,…,x n is defined as: When shape parameter u is unknown and scale parameter v is known, then the performance of the Bayes estimators depends on the form of the prior distribution and the loss function assumed. Two different informative prior distributions are assumed for the shape parameter u, namely, the generalized truncated Poisson distribution and the generalized truncated geometric distribution. These are used to obtain the Bayes estimators and posterior variances. Also, Bayes estimators and posterior variances are also obtained for the truncated Poisson distribution and the truncated geometric distribution as the special cases.
Generalized Truncated Poisson Distribution as a Prior for Shape Parameter u The probability density function (pdf) of the generalized truncated Poisson distribution is:
; Γ u 1 1 exp θ u 1,2,3, , θ 0.
For α = 0 the truncated Poisson distribution is:
By combining likelihood function (3.1) with prior density function (4.1) the posterior distribution of u, the prior is the generalized truncated Poisson distribution:
Under the squared error loss function with the prior ( ) 
Special Cases
For α = 0, the generalized truncated Poisson distribution reduces to the truncated Poisson distribution; therefore, the Bayes estimator for scale parameter u is given by 
Generalized Truncated Geometric Distribution as a Prior for Shape Parameter u If the prior assumed for the shape parameter is the Generalized Truncated Geometric distribution, then the pdf of the Generalized Truncated Geometric distribution is given by 
Under a squared error loss function with prior 
For m = 1, the generalized truncated geometric distribution reduces to a truncated geometric distribution; therefore, the Bayes estimator for scale parameter u is given by: 
When both the shape and scale parameters are unknown, the different independent prior distributions are assumed for two unknown parameters u (shape) and v (scale) of Erlang distributions.
Posterior Distribution under Generalized Truncated Poisson and Inverted Gamma Priors
The assumed prior for the shape parameter u of the Erlang distribution is Generalized Truncated Poisson distribution having the pdf ( )
; Γ u 1 1 exp θ u 1,2,3, ;θ 0.
For the scale parameter v, the assumed prior is the inverted Gamma distribution with pdf ( )
The joint prior distribution of u and v is defined as:
( ) ( ) ( )
By combining likelihood function (3.1) and joint prior function (6.3), the joint posterior distribution of u and v is given by (3.2.1.4).The marginal posterior distribution of u and v,
, are shown in (3.2.1.5) and (3.2.1.6).
Under the squared loss function, the expression for Bayes estimators of u and v with their respective posterior variances are given by (3.2.1.7), (3.2.1.8), (3.2.1.9) and (3.2.1.10).
( )
Special Cases For α = 0, the generalized truncated Poisson distribution reduces to the truncated Poisson distribution, therefore, the Bayes estimator for scale parameter u and shape parameter v are given by
In addition, the respective posterior variances of u and v are ( ) 
Posterior Distribution under Generalized Truncated Poisson and Gamma Priors If the prior for u is assumed to be a generalized truncated Poisson distribution and the assumed prior for v is a Gamma distribution with pdfs:
then the joint Prior Distribution of u and v is defined as: 
. 2 β x 
The prior for scale parameter v is assumed to be an inverted Gamma distribution having pdf ( )
and the joint prior distribution of u and v is defined as: 2 β x 
Special Cases For m = 1, the generalized truncated geometric distribution reduces to a truncated geometric distribution, therefore, the Bayes estimator for scale parameter u and shape parameter v with their respective posterior variance are given by ( ) 3.2.3.12) and in (3.2.3.13) and (3.2.3.14). 
Special Cases
For m = 1, the generalized truncated geometric distribution reduces to truncated geometric distribution, therefore, the Bayes estimator for scale parameter u and shape parameter v with their respective posterior variance is given by(3.2.4.11), (3.2.4.12), (3.2.4.13) and (3.2.4.14).
( ) (3.2.4.14) 
