Abstract-We obtain the convergence of the Godard family [including the Sato and constant modulus (CM) algorithms] and the multimodulus algorithms (MMA) in a unified way. Our analysis also works for CMA fractionally spaced equalizer (FSE). Our assumptions are quite realistic: The channel input can be asymptotically stationary and ergodic, the channel impulse response is finite and can be stationary and ergodic (this models fading channels), and the equalizer length is finite. The noise is independent and identically distributed (i.i.d.). The channel input can be discrete or continuous. Our approach allows us to approximate the whole trajectory of the equalizer coefficients. This provides estimates of the rate of convergence, and the system performance (symbol error rate) can be evaluated under transience and steady state.
I. INTRODUCTION
A DAPTIVE equalizers have become an integral part of today's communication systems. These are used to cancel the effect of intersymbol interference (ISI) in the channels. Traditionally, training sequences have been used to estimate the tap weights in equalizers. However, this consumes some channel bandwidth. If the channel is time varying, as in cellular mobile systems, then the training sequence needs to be sent frequently, and the resulting bandwidth loss can be significant. In addition, in certain situations, e.g., in point to multipoint transmission, a training sequence may interrupt with the broadcast if transmitted to revive any disrupted link. Therefore, blind equalizers have been suggested more recently where instead of using a training sequence, only general channel input statistics are used to adapt the equalizer. Some important current applications are in broadband access on copper in Fiber-to-the-curb and very-high-rate subscriber line (VDSL) networks.
The earliest blind equalization algorithm has been proposed by Sato [21] . Subsequently, this algorithm was generalized by Benveniste et al. [3] and Godard [13] . They defined classes of algorithms called BGR (named after the three authors Benveniste, Goursat, and Ruget) and Godard algorithms, respectively. The Constant Modulus Algorithm (CMA), which is one member of the Godard family, has particularly been widely implemented because of its simplicity and effectiveness. Since then, other algorithms have also been proposed: Maximum Likelihood receiver [10] , Shalvi and Weinstein [23] , Bussgang algorithms [2] , Multimodulus algorithms (MMA) [27] , [28] , subspace methods [24] , [25] , and linear prediction methods [1] . Good recent surveys on the topic can be found in [9] , [12] , and [24] . However, CMA continues to be a popular algorithm. Despite extensive research on the analysis of these algorithms, because of the nonlinearities and discontinuities in the cost-functions, further work is required. In this paper, we concentrate on the Sato algorithm (because of the historical importance and because it continues to be a challenge due to discontinuities) and the CMA algorithm. Since the MMA algorithm, which is an improvement over the CMA, and the CMA-fractionally spaced equalizer (FSE) can also be handled in the same way, we have included these in this paper. In the following, we survey the analytical studies available on these algorithms and then explain our contribution in this paper. An early seminal paper on the analysis of the BGR algorithms is Benveniste et al. [3] . They obtained convergence of the algorithms under the assumptions that the equalizer has a doubly infinite parametrization and the channel input is continuous and super/sub Gaussian. These assumptions are relaxed in Ding et al. [8] . They provide the local convergence of the algorithm for an independent identically distributed (i.i.d.) input to the channel. They also show that under their weaker conditions, there can be an ill-convergence of these algorithms i.e., they can converge to an undesired limit point in case of a finite length equalizer. The Sato algorithm has also been studied in Weerackody et al. [26] . Instead of studying the convergence of equalizer weights, they study the mean square error of the equalizer output. They also assume the channel input to be an i.i.d. sequence, the channel output to be conditionally Gaussian given the input, and that the equalizer weight vectors are independent of the equalizer input. This approach has been extended by Cusani and Laurenti [6] to the CMA and by Garth [11] to the MMA. Macchi and Eweda [14] also analyzed the Sato algorithm when the channel has small ISI. Ding et al. [7] show that even the Godard algorithm can have convergence to an undesirable equilibrium point. Rupp and Sayed [20] provide the convergence of stop-and-go variants of the Sato and CMA algorithms under the assumption of no noise and bounded channel outputs. Yang et al. [27] is an extensive study on the MMA algorithm. We supplement their work by providing the convergence of MMA. See the above-mentioned surveys for up-to-date results on this problem.
In this paper, we prove convergence of the Sato and the other algorithms of the Godard family. Then, we show that our proofs extend to the CMA fractional spaced equalizers (FSEs) and the MMA algorithm as well. We show that the trajectory of the equalizer weight coefficients converges to the solution of an ordinary differential equation (ODE) over any finite time. Due to constant step size and nonzero noise, even though the ODE may converge to an attractor, the equalizer will eventually come out of its neighborhood and may go to another attractor. Our results hold under more general assumptions than the previous studies: The input sequence to the channel can be (asymptotically) stationary and ergodic and can have continuous or discrete distributions. This is more realistic than the i.i.d. assumption that is usually made. Often, the input to a channel is coded (e.g., convolutionally coded), and then, it will be (asymptotically) stationary and ergodic but not i.i.d. In addition, we work directly on the trajectory of equalizer coefficients than on the convolution of channel and equalizer coefficients, as is often done in the literature. This has some well-known advantages [9] . We do not assume that the equalizer weight vectors are independent of channel output, as assumed in [6] , [11] , and [26] . In addition, our convergence proof is explicit and quite general. We can assume the channel impulse response to be random and time varying. This allows modeling a fading channel, which one encounters in wireless networks. The convergence of the Sato algorithm, due to the discontinuity, has not been rigorously proved so far. Most convergence results on the other algorithms are also local convergence results, i.e., when the initial guess of the equalizer weights is close to the equilibrium point. We do not need such an assumption. Our method also provides approximate knowledge of the trajectory of the equalizer coefficients. This tells us about the rate of convergence of the equalizer weights and, also, as we will show later, allows us to compute the performance symbol error rate (SER) of the corresponding system under transience and steady state. Performance of the CMA under steady state has also been studied recently in [15] , [18] , [22] , and [29] . They obtain approximate location of the equalizer under steady state and obtain bounds on its mean square error. It may be possible to obtain bounds on SER from these results. However, in our study, we directly obtain SER not only under steady state but also under transience.
The paper is organized as follows. In Section II, we specify our system for the Godard family and also describe our approach. In Section III, we prove the convergence of the Sato algorithm. Section IV proves the convergence for the other members of the Godard family. In Section V, we discuss the performance of these algorithms under transient and steady states. Section VI describes the setup used for CMA FSE [9] and MMA [27] . Then, we show how the convergence analysis of CMA provided in Section IV extends to these systems.We also show that CMA FSE may not have ill convergence, even when there is some channel noise. Section VII illustrates our results via simulations. In Sections V and VII, we will limit ourselves to the Sato and CM algorithms. These are the main algorithms of the Godard family. Of course, in the same way, we can carry out the details for the other algorithms as well. 
II. SYSTEM DESCRIPTION AND OUR APPROACH
In Section II-A, we describe our system and the equalizer algorithms we will analyze for the Godard family. Section VI will describe a modification of this system for the CMA FSE and MMA. In Section II-B, we present our approach to prove the convergence of the algorithms.
A. System
We study the following communication system. The input symbols are passed through the pulse shaping filter to produce the transmitted signal . Let the channel impulse response be denoted by .Then, the received signal can be written as (1) Let denote the impulse response of the cascade of the pulseshaping filter and the channel response . If we sample the received signal at a rate greater than the Nyquist rate, we can get the sufficient statistics. In this paper, we assume that this criterion is met. Then, we can have the discrete-time model where is a real-valued input sequence that we want to transmit through the communication channel. The channel is assumed to be a linear time-invariant system (later on we generalize it to time varying fading channels) with a finite impulse response of order . The output of the channel at time is . An i.i.d. noise is added to the channel output at the receiver. Let . The resulting system is shown in Fig. 1 . Due to bandwidth limitations, the channel may exhibit ISI. An equalizer is used at the receiver to remove the distortion caused by the ISI. We consider only linear equalizers. To exactly remove the ISI, the transfer function of the equalizer should be the inverse of the channel transfer function. However, we do not know , and in blind equalization, we also do not know the (no training sequence). Thus, an adaptive scheme is used to learn the proper equalizer coefficients , as the input sequence is transmitted.
is a vector of dimension and are its components. Let be the equalizer output at time . Then, , where . Similarly, we denote and . Often, we will consider a particular realization of . Then, we will denote it by or . We will assume the channel impulse response and the number of equalizer weights to be finite. Based on the input , the equalizer is updated to (2) where is an appropriate function, depending on the blind equalization algorithm used, and is the step-size constant. In general, has an effect on the rate of convergence of to the steady-state value as well as on the steady-state performance.
We consider the Godard family of algorithms. For this family, the function in (2) is given by (3) where , and , an integer, is .
If
, we obtain the Sato algorithm. provides the CM algorithm. The function for the Sato algorithm has a discontinuity, and hence, it is treated separately in Section III. The CMA and the other members of the family are considered in Section IV.
B. Our Approach and Assumptions
For the convergence of the sequence , we use the results from Bucklew et al. [4] . For easy reference, we restate the results. The presentation is slightly modified to suit our problem setup. Define
The following conditions are used in [4] . C1)
is asymptotically stationary and ergodic, and is an i.i.d. sequence statistically independent of . In addition, is integrable, with respect to the distribution of , for each , i.e., . C2) is continuous in , and for a finite (4) for every and
Under the above conditions, the following result is proved in [4] . We use the notation , where denotes the integer part of . Define for , which is a suitably large constant. Then, we have the following theorem. (6) is unique for each , then under C1 and C2 (for  as  ) for any , where denotes convergence in probability, and . We will show that the solutions of the concerned ODEs for our algorithms do not blow up in a finite time. Then, in fact, in the statement of the above theorem, we can replace the and by . We will verify the assumptions of the above theorem for the Godard class of algorithms under the following conditions. A1) and are statistically independent. A2)
is asymptotically stationary and ergodic. A3) is a sequence of i.i.d. zero mean random variables whose distribution has a bounded probability density. A4)
for an appropriate . A5)
for an appropriate . The and required will be stated whenever needed.
Our assumptions are weaker than those used in any previous analysis of which we are aware. More importantly, they will be satisfied in most practical systems. Actually, the proof of convergence can be used under the more general conditions when the channel impulse response is random instead of being deterministic. Then, we will assume that is stationary ergodic and independent of . This implies that is also asymptotically stationary and ergodic ( denotes the convolution operator). In addition, in that case, we will need . We will use the above result on the Sato algorithm in Section III and on the rest of the Godard class in Section IV.
III. CONVERGENCE OF SATO ALGORITHM
The Sato algorithm can be described as sgn (7) where , and sgn is defined as sgn for for .
The sgn function makes a discontinuous function, and hence, this algorithm has been considered harder to analyze as compared to some other blind equalization algorithms. However, we will see that our convergence results will go through, despite this discontinuity. This happens because in the assumption C2, we require to be continuous only at the trajectory of ODE (6) . Define and corresponding to , as in the begining of Section II-B. Now, we verify [4, assumptions C1 and C2] mentioned in Section II. Since the channel impulse response is assumed to be of finite duration, if is asymptotically stationary and ergodic, then , being a convolution of with , is also asymptotically stationary and ergodic. In addition, from (7) However, one can show that sgn is, in general, not continuous under our assumptions at , but when has an absolutely continuous component, from (7), we observe that with probability zero for . Now, consider the continuity of sgn . Since this also involves sgn , the argument of the last paragraph works for this also. This gives the continuity of on a set of with probability one. Next, we consider the ODE (9) needed in Theorem 1. We would like to show that (9) has a unique solution for each initial condition and that the solution does not blow up in finite time. This would hold if we could show that is Lipschitz. However, it is easy to show that it is not. Therefore, we split the proof of our result in two parts. Since is certainly not a desirable equalizer for any channel, for any reasonable equalizer algorithm, zero should not be an attractor. This is also true for the Godard family. At least for the Sato and CM algorithms, one can observe from the cost functions [see (21) and (22) below] that they minimize. An equilibrium point is an attractor for the ODE if and only if it is a local minimum of the corresponding cost function. Zero is not a local minimum for these cost functions. The example in Section VI also shows it. When has a density (assumption A.3), with probability one, and if zero is also not an attractor, it can be ignored (because even if , with probability one for ), and we can start the ODE with . Thus, in the following lemma, the restriction of is harmless. (11), we obtain that as , for any given for and large enough. Thus, for small enough , asymptotically (in time), the trajectory of is concentrated around with a large probability for a long time. For all practical purposes, for small enough , then can be taken as its steady-state value, although will eventually come out of its neighborhood. A similar conclusion is made if instead of , we have an invariant set of the ODE (12), which has a region of attraction. If is not an equilibrium point but is a repeller, then neither nor will converge to unless (then, stays there, but will move out of it and will not return). If has a region of attraction but does not contain a ball with as its center, (i.e., is a saddle point), then may converge to it, but will not, at least when there is noise. Similar conclusions hold for the convergence results in Sections IV and VI.
From (11), we also obtain an approximation of the trajectory of for small . We will use it to obtain the performance of the system at any time in Section V. To be able to obtain the above useful information, we need to compute . One can easily show that (13) where is the distribution function for , , , and is the probability density of . We will use these simplified expressions on an example in Section V.
IV. CONVERGENCE OF GODARD FAMILY ( ) OF ALGORITHMS
In this section, we prove the convergence of the Godard family of algorithms, for , defined in (3) in Section II. Define
We assume (A.1)-(A.5) in Section II, with and to be specified. In the following, we prove C1 and C2 of Section II and also show that is locally Lipschitz and that the solution of the ODE does not blow up in finite time.
We already know that is asymptotically stationary and ergodic. One can also easily check that for any whenever . This verifies C1. The following lemma verifies C2. 
Define
. Then, certainly, as . In addition (17) We need to show that for all large enough, the term in the bracket in the last equality is positive.
Define (18) By the dominated convergence theorem, the map is continuous on the unit circle, and hence, the infimum in (18) is finite. In addition, under the assumption that has a density, for any on the unit circle for any . Therefore, since infimum of a continuous function is attained on a compact set, . The term in the bracket in (17) (20) where .
V. PERFORMANCE ANALYSIS OF SATO AND CM ALGORITHMS
The performance of the communication system described in Section II at any time depends on the values of the equalizer weights at that time. Starting from any point, the trajectory of the equalizer coefficients is given by the process . This process, by Theorems 2 and 3, is approximated by the solution of the corresponding ODE. If the ODE converges to an attractor, the steady-state performance of the system can be approximately obtained by taking the equalizer weights at the attractor. Thus, in this section, first, we study the attractors of the ODE and then look at the overall trajectory to obtain the system performance under transience also.
In Section V-A, we study the attractors of the algorithms. In Section V-B, for a particular system, we compute the symbol error rate for a given value of the equalizer. This allows us to compute the performance at any time. We will illustrate it by an example in Section VI.
A. Attractors of the ODEs
The cost functions for the Sato and CM algorithms are
where . The derivative of these functions form the right side of the ODE to which these algorithms converge (as ). Thus, the equilibrium points of the ODE are the points , where the derivative vanishes, i.e., when . We have established earlier that the algorithms can converge to equilibrium points, which are attractors. Attractors are the equilibrium points that are local minima of the cost functions.
When the cost surface has multiple minima, then we may have ill-convergence, i.e., convergence to local minima that are not global minima. Since ill convergence can degrade the performance of the system substantially, it has been studied extensively (see the surveys [9] , [12] , and [24] for the noiseless case, and [18] and [29] for the noisy case). In particular, for finite length equalizers, there can be ill convergence. However, all these results are for i.i.d. channel input. Under our general conditions, the situation can be more complicated. The attractors and their regions of attractors depend on the input and noise distributions, but the possibility of ill-convergence persists. For fractionally spaced CMA, which will be discussed in Section VI, the ill convergence can be avoided under the small noise variance.
Let us first consider the Sato algorithm. In general, will have multiple zeros. If the Hessian of is positive definite at a zero of , then it is a local minimum of the cost function and an attractor for the ODE. We can show that if the noise is i.i.d., with distribution , then (23) Similarly, defining we get, when is i.i.d.,
and diag (25) where diag represents a diagonal matrix with the th element given by . We will use (23) and (25) to obtain the equilibrium points (the zeros of ) for the Sato and CM algorithms for a specific communication system we describe below. From the equilibrium points, we will find the attractors. If one also knows the regions of attraction of these attractors, one can predict to which attractor the ODE will converge for a given initial condition. The process will initially tend to that attractor and stay around it for some time and then again wander away to another attractor (since ) or even diverge. If is very small, the time spent around an attractor can be very large.
The following lemma is used in subsequent sections. Let represent an attractor corresponding to noise variance . Then, by the implicit function theorem [19] , there exist open neighborhoods of and of and a mapping from to such that and for all . In addition, by continuity of the Hessian of as a function of , the Hessian of at these solutions stays positive for small . Hence, these solutions are attractors. Further, due to the implicit function theorem, there is no bifurcation at the attractor [5, p. 129] .
B. Performance Analysis
Given the equalizer coefficients, one can study the performance of a communication system. As an example, we consider a particular pulse amplitude modulation (PAM) system and compute its symbol error rate (SER) at particular equalizer coefficients. Using these, we will obtain the system performance under transience and steady state. We will take the noise sequence to be i.i.d. . For , , define
Thus, the equalizer output, with input , is (26) where is the random variable representing the distortion due to the ISI in the th output of the equalizer. The PAM constellation used is shown in Fig. 2, where and is the energy in the pulse used to transmit the symbols. is the parameter used to control the spacing between the signal points and, hence, the average signal power of the constellation. To compute the probability of a symbol error, we need to find the probability that the summation of the noise term and the ISI term exceeds in magnitude one half of the distance between two levels. In our case, . After the transmission of the PAM signal through the channel and the equalizer, the minimum intersymbol distance reduces by a factor of . Thus, the minimum intersymbol distance in the new constellation is (we are assuming that is somehow available at the receiver) (27) Then, the probability of error at the receiver is error when is transmitted For i.i.d., this can be simplified to (28) where . Similarly, one can obtain expressions for other constellations. We can use the above expressions for SER and the ODE ap- proximation of the equalizer trajectory for the Sato and the CM algorithm to compute the trajectory of the SER for the two algorithms. We will compare the trajectory so obtained with the simulation results in the next section.
VI. FURTHER EXTENSIONS AND GENERALIZATIONS
In this section, we extend the results provided so far to other systems. First, we consider in Section VI-A the CMA FSE or, equivalently, the CMA single input multiple output (SIMO) equalizer. In Section VI-B, we consider the recently proposed algorithm MMA. The convergence proofs for these equalizers require minor modifications to the proofs in Section IV. Therefore, after explaining these systems, we will only make the necessary comments.
A. CMA FSE
Let the continuous time channel output of the system in Fig. 1 be sampled at times the baud rate (
). If , then we obtain the system studied so far, but when , then it is an oversampled system. This can lead to improvements in performance. For example, if a length-and-zero condition [9] is satisfied for a certain upsampling factor , then taking sampling rate times the baud rate will ensure that the FSE CMA will no longer have ill convergence under noiseless conditions. In addition, the required equalizer length can be small.
In the case of oversampling at rate times, , the sampled channel output can be subdivided into subsequences, each of which is the output of a discrete linear time invariant channel with input . Each of these channels can be equalized by a separate CMA equalizer. Such a system (see Fig. 3 ) is called an FSE CMA. Fig. 3 can also represent an SIMO channel where there is a single input sequence , and the receiver gets the output from separate channels (e.g., multipaths in a fading wireless channel or the receiver with multiple antennas). Thus, this system is also covered by our analysis.
The following notations are used in this section: is the th component of th equalizer at time , and is the noise in th subchannel at time . The outputs of the channel (with and without noise) and are represented by similar notation. is the th component of the th channel. The output of the equalizer can be written as with , where 
The CMA FSE equalizer is updated as
The only difference between CMA and CMA FSE is in the way is related to input. Now, . It is easy to see that if is asymptotically stationary ergodic, then so is . With the above mentioned notational changes, the proof of a theorem corresponding to Theorem 3 for convergence of CMA FSE is same as for CMA.
Next, we consider the attractors. It is shown in [9, ch. 7 ] that under i.i.d. input conditions and zero noise, if the length and zero condition (equalizer length and no two channels have common zeros) is satisfied by the channel, CMA FSE has only one minimum in each hyper cone for all , where , and is the th component of . Each of these minima is a global minimum.
One can show that Lemma 7 holds for CMA FSE. Thus, there is no bifurcation in any branch of attractors with respect to noise variance. This implies that for any noise variance , the number of attractors remains the same. Hence, by continuity of attractors as a function of , for very small noise variances, each cone still contains a unique attractor. These attractors will be close to the global optima corresponding to in their cones. The performance of the system SER depends continuously on the equalizer coefficients, as is evident from (28) . Therefore, for small , the SER at limit points will stay close to that of the globally optimum equalizer. 
B. MMA
In this section, we study the MMA, as described in [27] . The communication system considered for this algorithm in [27] is the Carrierless Amplitude and Phase (CAP) modulation transceiver. In the following, we first briefly describe this system. Then, we will explain the MMA algorithm for this system. This algorithm can perform better than CMA for nonsquare and dense constellations. However, we will see that convergence of this algorithm is an easy extension of the convergence proofs in Section IV.
We study the communication system in Fig. 4 . Now, the channel input is complex valued with . In the CAP system, the role of carrier to preserve the phase information is taken care of by two digital filters with impulse responses and modulating the real and imaginary part separately. These filters operate at a rate greater than ( ), where is the symbol interval. The and are orthogonal to each other and have unit energy. Therefore, we choose a Hilbert pair for this purpose.
The outputs of the upsampler are denoted by and . The upsampling is done by adding the necessary number of zeros rather than using interpolation. The higher sampling rate is used only to ensure orthogonality at the receiver and, hence, to demodulate the channel real and imaginary outputs independently. This requires the equalizers to be initialized with corresponding sequences of a Hilbert pair, as will be explained later. The channel impulse response , output , and noise are as in Section II. In addition,
. To exactly remove the ISI, the transfer function of the equalizer should be the inverse of the channel transfer function convolved with the corresponding waveform of the Hilbert pair. An adaptive scheme is used to learn the proper equalizer coefficients and , as the input sequence is transmitted. and , which are the values of the equalizer coefficients at time , are vectors of dimension with respective components and . Let be the output of equalizer , and let be the output of equalizer at time . Then, , where
. Similarly, . We denote and . Based on the input , the equalizer is updated as (29) where for MMA is given by (30) and . The equalizer outputs and are downsampled to the symbol rate. This sequence is fed to a nearest neighbor decision device to obtain the estimates and of input symbols and .
These equations individually are similar to the equations for CMA analyzed in Section IV, except for the upsampling at the transmitter. Thus, making the notational modifications, as in Section VI-A, we can obtain convergence of their trajectories to the corresponding ODEs. Equations (29) and (30) can be studied independently, and their attractors can be obtained as for the CMA algorithm in Section V. In Section VII, we will demonstrate the convergence of the trajectories to the corresponding ODEs via simulations. Once we have the equalizer coefficients at any given time, we can study the system performance at that time.
One can also use a CMA algorithm as an equalizer for this system (use details in [27] ). Then, of course, the convergence of this algorithms holds, as in Section IV.
VII. SIMULATION RESULTS
In this section, we apply the theoretical results obtained and verify them via simulations for a particular PAM communication system for the Sato and the CM algorithms. For the MMA, we consider a CAP system at the end of the section.
Let us consider the channel with impulse response for . Let the input symbols be i. The eigen values of these matrices are {3.5139, 1.3949}, {3.9435, 0.8576}, and { , }, respectively. This shows that all the equilibrium points except (0, 0) are local attractors.
The simulation is done for different values of , different initial settings for the equalizer taps, different values for SNR, and different source distributions. Thereby, our analysis explains the behavior of the Sato and CM algorithms in transience and steady state for a wide range of possible variations in the system settings.
In Fig. 5 , we plot and for the Sato algorithm for different initial conditions.. The different parameters are , noise variance , and the source distribution is uniform. The and overlap almost perfectly. The plots correspond to initial conditions (0.5, ) and (1, 0). For the given channel, the optimum equalizer coefficients are (1, ), but the trajectory corresponding to the initial condition (0.5, ) converges to the limit point (0, ), which is not an optimum point. This illustrates ill convergence. However, when started from (1,0), the algorithm converges to the optimum equalizer coefficients. This establishes the fact that there exist multiple equilibria. The trajectories differ in their limit values, depending on the initial conditions. Fig. 6 plots the curves for the same channel and parameters for the CMA with initial conditions (0.5, ), (1, 0), and (2, 2). All above observations continue to hold, except that the rate of convergence is much faster, and the oscillations are more in CMA. We have also simulated the trajectories for Sato and CMA for different values of (0.001 and 0.005) with parameters SNR dB and the input distribution uniform. The results are provided in [16] . Due to lack of space, we will not report them here. From this, we can infer that even with noise, the ODE tracks the . As increases, the oscillations increase. As increases, the rate of convergence also increases. In Fig. 7 , we have shown the behavior of the algorithm and the solution of the ODE for different values of SNR (which is also the noise power in this case since the signal power is 0 dB). From this, we can infer that the noise level can change the limit points. The oscillations in increase with noise. The theoretical ODE does not track very well as the noise level increases (at 10 dB). Fig. 8 shows the corresponding results for CMA with the same qualitative conclusions.
In Fig. 9 , we have plotted the trajectories for different source distributions. The trajectories in the figure correspond to the uniform distribution and to the distribution (0.4, 0.4, 0.1, 0.1) for the input symbol
. From this, we infer that the change in input distributions can change the attractors and the ODE trajectory. One draws the same inferences for CMA from Fig. 10 . We also observe from these that the limit points are different in both the algorithms, in spite of maintaining all the parameters the same. It is also seen that the Sato algorithm has higher rate of convergence than that of a CM algorithm, when the source distribution is (0.4, 0.4, 0.1, 0.1). The rate of convergence observation here contradicts the one made above for uniform input distribution. Thus, one cannot conclude that one algorithm converges faster than the other in all conditions. The SER trajectory for this example is plotted for the two algorithms in Figs We have also done simulations for a channel with impulse response (1.0000, , 0.2572, 0.1221, , 0.1167, , , 0.0356, , ). The optimum three-tap equalizer has the values (1,0.815,0.407). We found similar conclusions for Sato as well as CMA. The results are provided in [16] .
Finally, we provide simulations for an MMA system. In the simulations, we have used an 8-QAM constellation given by . The channel has the impulse response {1, 0.3, }. We upsample the encoder output by a factor of 4. The new sample values are zeros embedded in the intermediate sample instants. We choose a Hilbert pair [0. 5, , ] and [ , 0.5, 0.5, ] in our simulations. Gaussian noise is used to corrupt the output of the channel. The initial impulse response of the equalizers are the same as their corresponding Hilbert sequences. The MMA algorithm is used to update the equalizer and the coefficients. The ODEs and the simulated values are shown in Fig. 13 
