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Resumo
Neste trabalho, estudamos as álgebras biquaterniônicas, que são um tipo especial de
álgebra central simples de dimensão 16, obtida como produto tensorial de duas álgebras
de quatérnios. A teoria de formas quadráticas é aplicada para estudarmos critérios de
decisão sobre quando uma álgebra biquaterniônica é de divisão e quando duas destas
álgebras são isomorfas. Além disso, utilizamos o u-invariante do corpo para discutirmos
a existência de álgebras biquaterniônicas de divisão sobre o corpo. Provamos também
um resultado atribuído a A. A. Albert, que estabelece critérios para decidir quando uma
álgebra central simples de dimensão 16 é de fato uma álgebra biquaterniônica, através do
estudo de involuções. Ao longo do trabalho, construímos vários exemplos concretos de
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K, F, L, . . . - Corpo com característica diferente de 2.
Mn(A) - Álgebra de matrizes n× n com coeficientes em A.
(aij)n×n - Matriz n× n.
Eij - Matriz que tem 1 na posição (i, j) e 0 nas demais entradas.
Aop - Álgebra oposta de A.
A  B - Álgebras Brauer equivalentes.
Br(K) - Grupo de Brauer do corpo K.
[B] - Classe da álgebra B no grupo de Brauer.
deg(A) - Grau da álgebra A.
ind(A) - Índice da álgebra A.
exp(A) - Expoente de A.
AL - A⊗K L.
ıu - Automorfismo interno.
NL/K(α) - Norma do elemento α na extensão de corpos L/K.
TL/K(α) - Traço do elemento α na extensão de corpos L/K.
NrdA(α) - Norma reduzida de α na álgebra A.
TrdA(α) - Traço reduzido de α na álgebra A.
PrdA,α(x) - Polinômio característico reduzido.
EndK(A) - Conjunto dos K–endomorfismos de A.
N - Números naturais.
Z - O anel dos números inteiros.
Q - O corpo dos números racionais.
R - O corpo dos números reais.
C - O corpo dos números complexos.
K(x) - Corpo de funções racionais sobre K.
K[t] - Anel de polinômios na variável t.
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K((t)) - O corpo das séries de Laurent formais na variável t.






×2 - Grupo das classes de quadrados de K.
ΣK2 - Conjunto das somas de quadrados de K.
〈a1, . . . , an〉 - Forma quadrática a1X21 + · · ·+ anX2n.
φ ∼= ψ. - Formas quadráticas isométricas.
φ ≈ ψ. - Formas quadráticas simplesmente equivalentes.
φ ⊥ ψ. - Soma ortogonal de formas quadráticas.
φ⊗ ψ. - Produto tensorial de formas quadráticas.
(a, b)K - K–álgebra de quatérnios.
XK - Conjunto das ordens do corpo K.
u(K) - u–invariante de K.
DK(φ) - Conjunto dos valores não nulos de K representados por φ.
cφ - O produto 〈c〉 ⊗ φ.
n× φ - A soma φ ⊥ . . . ⊥ φ n-vezes.
c(φ) - Invariante de Witt de φ.
s(φ) - Invariante de Hasse de φ.
d(φ) - Discriminate de φ.
xt - Transposta da matriz x.
Sym(A, σ) - Elementos simétricos de A por σ.
Skew(A, σ) - Elementos anti-simétricos de A por σ.
disc(σ) - Discriminante da involução σ.
Sub(G) - Família dos subgrupos de G.
Lat(L/K) - Família dos corpos intermediários da extensão L/K.
Sn - Grupo das permutações de n símbolos.
(L/K, σ, α) - Álgebra cíclica.
Introdução
Neste trabalho, estudamos as álgebras biquaterniônicas, que são um tipo especial de
álgebra central simples de dimensão 16, obtida como produto tensorial de duas álgebras
de quatérnios.
As álgebras biquaterniônicas têm importância histórica. Até 1914 as únicas álgebras
com divisão conhecidas eram as álgebras de quatérnios. Neste ano, L. E. Dickson apresen-
tou uma forma de produzir exemplos de álgebras centrais simples de dimensão n2. Estas
álgebras são hoje conhecidas como álgebras cíclicas.
Veremos no texto que as álgebras de quatérnios são álgebras cíclicas. Além disso,
Wedderburn provou que toda álgebra de dimensão 9 sobre seu centro é uma álgebra
cíclica.
A partir daí, era natural se perguntar se existiam álgebras com divisão que não fossem
álgebras cíclicas. Em 1932, as álgebras biquaterniônicas foram utilizadas por A. A. Albert
[4], um dos estudantes de doutorado de Dickson, para construir o primeiro exemplo da
história de uma álgebras com divisão não cíclica.
Desde então, as álgebras biquaterniônicas despertaram o interesse de estudo de vários
matemáticos. Durante o século passado, a teoria se desenvolveu bastante e em várias
direções. Desta forma, nesta dissertação, optamos por não estudar um problema específico
e sim trabalhar estas álgebras num contexto mais abrangente, visando o contato com uma
quantidade maior de problemas com as quais estas álgebras estão relacionadas.
O nosso trabalho está dividido em cinco capítulos. O primeiro é introdutório, con-
sistindo apenas de uma breve revisão de alguns conceitos básicos sobre álgebras centrais
simples, formas quadráticas e álgebras de quatérnios. Desta maneira, omitimos a demon-
stração da maior parte dos resultados deste capítulo.
No segundo capítulo, começamos de fato a estudar as álgebras biquaterniônicas. O
objetivo principal deste capítulo é provar um resultado atribuído a Albert, que estabelece
critérios para decidir quando uma álgebra central simples de dimensão 16 é uma álgebra
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biquaterniônica, através do estudo de involuções. Além disso, obtemos alguns resultados
interessantes sobre as involuções simpléticas e ortogonais nestas álgebras.
Problemas relacionando álgebras biquaterniônicas com formas quadráticas são abor-
dados no terceiro capítulo, onde definimos a forma de Albert. Trata-se de uma forma
quadrática de dimensão 6, através da qual podemos decidir se uma álgebra biquater-
niônica é de divisão e quando duas destas álgebras são isomorfas. Além disso, utilizamos
o u-invariante para discutirmos a existência de álgebras biquaterniônicas de divisão sobre
um corpo não formalmente real.
O professor Albert publicou vários trabalhos estudando a ciclicidade das álgebras bi-
quaterniônicas. Inspirados nestes trabalhos, no quarto capítulo, construímos exemplos de
álgebras biquaterniônicas com divisão cíclicas e não cíclicas. Nas duas primeiras seções
deste capítulo, revisamos alguns conceitos básicos sobre Teoria de Galois e Álgebras Cícli-
cas em geral.
No quinto e último capítulo, construímos exemplos concretos de corpos que atentem
aos problemas levantados nas observações 4.15 e 3.30. Isto é, um corpo não-SAP e um
corpo com u-invariante 8 sobre o qual não existe álgebra biquaterniônica de divisão. Para
apresentarmos estes exemplos, revisamos algumas noções de valorização discreta e ordem,
necessárias para lidarmos com o corpo das séries formais de Laurent.
Ao longo de todo trabalho estamos assumindo que os corpos têm sempre característica
diferente de 2, mesmo que em alguns resultados essa hipótese seja desnecessária.
Capítulo 1
Noções Elementares
1.1 Álgebras Centrais Simples
O objetivo desta seção é apresentar os principais conceitos e resultados sobre álge-
bras centrais simples, buscando introduzir as notações que serão utilizadas ao longo do
texto. Esta teoria pode ser encontrada facilmente na literatura e sendo assim, omitiremos
demonstrações. Aqui utilizamos como referência Felfenswalb [12], Reiner [29] e Scharlau
[32].
Seja A uma K–álgebra de dimensão finita. Por uma K–álgebra de dimensão finita
entendemos um espaço vetorial de dimensão finita sobre K, dotado de uma operação
de multiplicação associativa e distributiva em relação à soma de vetores. Assumiremos
sempre a existência de 1. Vamos também identificar K com K · 1, dessa forma podemos
escrever K ⊂ A e temos que a restrição da multiplicação de A a K · 1 coincide com a
multiplicação inicial de escalares de K. Dado um subconjunto S de A, definimos o cen-
tralizador de S em A, como sendo o subconjunto de A formado por todos os elementos
a ∈ A, tais que as = sa, para todo s em S, que será denotado por CAS. Em particular,
CAA é o centro de A.
Nas condições acima, A é dita uma K–álgebra central simples se o seu centro é
o corpo K e os seus únicos ideais bilaterais são os triviais, a saber 0 e A. A álgebra de
matrizes Mn(K) é central simples, pois se x = (aij)n×n está no centro de Mn(K), para
cada i, j ∈ {1, . . . , n} com i 	= j teremos que Eijx = xEij, onde Eij denota a matriz que
tem 1 na posição (i, j) e 0 nas demais entradas. Dessa igualdade segue que aij = 0 e
aii = ajj. Portanto, x ∈ K. Mais ainda, se I é um ideal bilateral não nulo de Mn(K)
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e se x = (aij)n×n ∈ I com algum aij 	= 0, teremos que 1 = 1aij
∑n
k=1 EkixEjk e assim,
I = Mn(K). Além disso, se todos os elementos não nulos de uma álgebra central simples
A são invertíveis, então dizemos que A é um anel de divisão. Por outro lado, temos
o célebre Teorema de Wedderburn, segundo o qual, toda álgebra central simples é
isomorfa a uma álgebra de matrizes Mn(D) com coeficientes em um anel de divisão. Mais
ainda, n é unicamente determinado e D é determinado a menos de isomorfismo.
Se A e B são simples centrais sobre K então A⊗KB é uma K–álgebra central simples.
Reciprocamente, se A e B são álgebras e A⊗K B é simples central sobre K então A e B
também o serão.
Definimos a álgebra oposta Aop = {aop | a ∈ A} que coincide com A como espaço
vetorial e a multiplicação é dada por aopbop = (ba)op. Se A é central simples então Aop
também o será e a aplicação canônica ϕ : A⊗K Aop → EndK(A) que associa a cada
a ⊗ bop a aplicação linear x → axb, é um isomorfismo. Logo, A ⊗K Aop ∼= Mn(K), onde
n = dimKA.
Com base nas propriedades acima, podemos definir uma relação de equivalência no
conjunto das K–álgebras centrais simples. Se A e B são simples centrais sobre K, pelo
Teorema de Wedderburn A ∼= Mn(D) e B ∼= Mm(D′), onde D e D′ são anéis de divisão.
Dizemos que A e B são Brauer equivalentes, A  B, se D e D′ são isomorfas. Esta
relação de equivalência pode ser reformulada da seguinte maneira, A  B, se, e somente
se, existem inteiros positivos n e m tais que A⊗K Mn(K) ∼= B ⊗K Mm(K). Seja Br(K) o
conjunto das classes de equivalência de K–álgebras centrais simples segundo a relação .
Definimos em Br(K) uma operação da seguinte forma: [A][B] = [A⊗KB]. Segue das pro-
priedades de produto tensorial que a operação acima definida é associativa e comutativa.
Além disso, como A⊗KK ∼= A e A⊗KAop ∼= Mn(K), segue que [A][K] = [A], [A][Aop] = [K]
e [A] = [D], se D é o anel de divisão dado pelo Teorema de Wedderburn. Com a operação
acima definida, Br(K) é um grupo abeliano, que é chamado de grupo de Brauer.
A dimensão de uma álgebra central simples A sobre seu centro é sempre um quadrado,
e assim,
√
dimKA é chamado de grau de A e denotado por deg(A). Se A ∼= Mn(D) então
o grau de D é chamado índice de A e denotado por ind(A). Daí, é claro que o índice de
A divide o grau de A e que A é um anel de divisão se, e somente se, ind(A) = deg(A).
Dado [A] ∈ Br(K), nós temos que [A]ind(A) = 1 em Br(K). Em particular, o grupo de
Brauer é de torsão. A ordem de [A] no grupo Br(K) é chamada de expoente de A e é
denotada por exp(A).
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Para uma extensão de corpos L/K nós vamos denotar por AL a L–álgebra central
simples A ⊗K L. Dizemos que L cinde A se AL é a álgebra das transformações lineares
em um espaço vetorial sobre L. Neste caso dizemos que L é um corpo de decomposição
para A. Se A ∼= Mn(K) então diremos que A é cindida. Como dimLAL = dimKA = n,
L cinde A se, e somente se, AL ∼= Mn(L) se, e somente se, [A] pertence ao núcleo do
homomorfismo de grupos ψ : Br(K) → Br(L), [A] → [AL]. Desta maneira, se A ∼= Mn(D)
então L é um corpo de decomposição para A se, e somente se, L cinde D. E, assim, o
estudo sobre corpos de decomposição para uma álgebra fica resumido aos anéis de divisão.
Se D é um anel de divisão de centro K então um subcorpo L de D é um subcorpo
maximal se não está contido propriamente em nenhum subcorpo maior de D. Segue que
L é um subcorpo maximal de D se, e somente se, CLD = L. A Teoria nos garante muito
mais. De fato, L é um subcorpo maximal de D se, e somente se, dimKD = (dimKL)2.
Além disso, todo subcorpo maximal é um corpo de decomposição.
Todo anel de divisão D de centro K admite um subcorpo maximal que é uma extensão
separável de K. Mais ainda, se L cinde D então toda extensão de L também cinde D.
Resulta das duas afirmações anteriores que D sempre admite um corpo de decomposição
que é uma extensão galoisiana de K. Por outro lado, não é sempre verdade que um anel
de divisão admite um subcorpo maximal que é uma extensão galoisiana do seu centro.
Entretanto, temos o seguinte resultado:
Teorema 1.1 Se D é um anel de divisão de centro K então, no grupo de Brauer Br(K),
[D] = [B], onde B contém um subcorpo maximal que é uma extensão galoisiana de K.
Para concluir esta seção, apresentamos dois resultados clássicos da teoria que serão
muito utilizados ao longo do texto:
Teorema 1.2 (Duplo Centralizador) Seja A uma K–álgebra central simples e B uma
subalgebra simples de A contendo K. Então valem as seguintes propriedades:
1. CAB é uma K–subalgebra simples de A.
2. dimKA = dimKB.dimKCAB.
3. CA(CAB) = B.
4. Se B é simples e central sobre K então A = B ⊗K CAB.
5. Se B é um corpo então CAB é uma B–álgebra central simples.
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Teorema 1.3 (Skolem-Nöther) Seja A uma K–álgebra central simples e B e C subal-
gebras simples de A que contém K. Se ϕ : B → C é um isomorfismo que fixa os elementos
de K, então existe um elemento inversível u ∈ A tal que ϕ(x) = u−1xu, para todo elemento
x ∈ B.
Obs 1.4 Um automorfismo do tipo ıu : A → A, ıu(x) = u−1xu é chamado de automor-
fismo interno. Segue do teorema acima que todo automorfismo de A é interno.
1.2 Norma e Traço
Nesta seção vamos revisar alguns resultados sobre norma e traço em extensões finitas
de corpos e em álgebras centrais simples. Omitiremos a demonstração dos resultados,
para detalhes ver [14] e [32].
Se L/K é uma extensão finita de corpos de grau n então L é um K–espaço vetorial de
dimensão n. Desta forma, se α ∈ L então a aplicação
ϕα : L −→ L
x −→ αx
é uma transformação linear. Se B = {β1, . . . , βn} é uma base de L com respeito a K e






fα(t) = det(tI − (aij))
é o polinômio característico do elemento α relativo a extensão L/K, onde I denota a
matriz identidade n× n.
O polinômio característico fα(t) é uma potência do seu polinômio minimal pα(t). Segue
daí que fα(t) independe da escolha da base B.
Se fα(t) = xn + f1xn−1 + . . .+ fn então definimos o traço e a norma de α em relação
a L/K por




NL/K(α) = (−1)nfn = det(aij).
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Segue das propriedades de traço e determinante de matrizes que ∀α, β ∈ L e ∀a, b ∈ K
que
NL/K(αβ) = NL/K(α)NL/K(β), NL/K(a) = a
n,
TL/K(aα + bβ) = aTL/K(α) + bTL/K(β) e TL/K(a) = na.
Se L for uma extensão separável de K e σ1, . . . , σn os K–automorfismos de L no seu








Voltemos agora a trabalhar com álgebras centrais simples.
Sejam A uma K álgebra central simples, L um corpo de decomposição para A e um
isomorfismo:
ϕ : A⊗K L → Mn(L).
Nestas condições, para cada elemento α ∈ A, definimos o polinômio característico
reduzido PrdA,α(x) como sendo o polinômio característico da matriz ϕ(α).
O polinômio PrdA,α(x) independe da escolha do corpo de decomposição L e do iso-
morfismo ϕ e tem coeficientes em K.
Se escrevermos PrdA,α(x) = xn+an−1xn−1+. . .+a0 então definimos a norma reduzida
e o traço reduzido com sendo, respectivamente,
NrdA(α) = (−1)na0 = det(ϕ(α)) e TrdA(α) = −an−1 = tr(ϕ(α)).
A norma reduzida e o traço reduzido satisfazem as seguintes propriedades:
NrdA(αβ) = NrdA(α)NrdA(β), NrdA(aα) = a
nNrdA(α),
TrdA(α + β) = TrdA(α) + TrdA(β) e TrdA(aα) = aTrdA(α),
para todo α, β ∈ A e a ∈ K.
Apresentamos agora o seguinte resultado que relaciona a norma e a norma reduzida
definidas acima.
Proposição 1.5 Se A é uma K–álgebra central simples e L é um subcorpo maximal de
A então
NrdA(α) = NL/K(α), ∀α ∈ L.
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Para concluir essa seção, trazemos um resultado sobre álgebras centrais simples. Como
é de natureza muito técnica e utiliza o traço reduzidos, daremos uma demonstração.
Lema 1.6 Se A é uma K-álgebra central simples então existe u ∈ A⊗K A tal que u2 = 1
e u(a⊗ b)u = b⊗ a,∀a, b ∈ A.
Demonstração: Como A ⊗K A e A ⊗K Aop coincidem como espaços vetoriais, do iso-
morfismo canônico A ⊗K Aop ∼= EndK(A) obtemos o seguinte isomorfismo de K-espaços
vetoriais:
σ : A⊗K A −→ EndK(A)
a⊗ b −→ σ(a⊗ b) : A −→ A
x −→ axb.
Por outro lado, a função traço reduzido TrdA : A → K pode ser visto como um
elemento de EndK(A). Desta maneira, pelo isomorfismo construído acima, existe um
único u ∈ A ⊗K A tal que σ(u) = TrdA, que é chamado de elemento goldman de A.
Vamos verificar que este elemento satisfaz as propriedades desejadas.
Suponhamos inicialmente que A é cindida e u é o elemento goldman de A. Se Eij ∈ A
denota a matriz que tem 1 na posição (i, j) e zero nas demais entradas então u =
∑
i,j Eij⊗
























Eis se j = l
0 se j 	= l
EjiEsl =
{
Ejl se i = s
0 se i 	= s
EijEls ⊗ EjiEsl =
{




i,j Eii⊗Ejj = 1. Mais ainda, se a = (aij)n×n e b = (bij)n×n ∈ Mn(K), então
u(a⊗ b)u = (
∑
i,j
Eij ⊗ Eji)(a⊗ b)(
∑
r,s


















ajrEjr) = b⊗ a.
Para o caso geral, tomamos L um corpo de decomposição para A e u o elemento
goldman de A. Nestas condições, para u =
∑
i ai ⊗ bi ∈ A ⊗K A, escrevemos u =∑
i(ai ⊗ 1) ⊗ (bi ⊗ 1) ∈ (A ⊗K L) ⊗L (A ⊗K L). Como TrdA(x) = TrdA⊗KL(x ⊗ 1), se
tomarmos x =
∑








































xj ⊗ lj) = TrdA⊗
K
L(x).
E assim, u é também o elemento goldman de AL. Como AL é cindida, pelo que vimos
anteriormente, u satisfaz as propriedades desejadas. 
1.3 Formas Quadráticas
Nesta seção vamos expor alguns conceitos básicos sobre formas quadráticas. As duas
referências clássicas sobre o assunto são Lam [20] e Scharlau [32].
Uma forma quadrática ϕ sobre um corpo K é um polinômio homogêneo de grau 2 a n
variáveis em K, isto é,
ϕ(X) = ϕ(X1, . . . , Xn) =
n∑
i,j=1
aijXiXj ∈ K[X1, . . . , Xn] = K[X].










Desta forma, bij = bji e ϕ determina uma única matriz n × n simétrica Mϕ = (bij), tal
que, ϕ(X) = X tMϕX, olhando X = (X1, . . . , Xn) como um vetor coluna. Uma forma
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quadrática ϕ é dita regular se a matriz Mϕ é não singular. Além disso, definimos o
determinante det(ϕ) como sendo o determinante da matriz simétrica Mϕ e o inteiro
n como a dimensão da forma quadrática ϕ, que denotamos por dim(ϕ). De agora em
diante, vamos considerar apenas as formas quadráticas regulares e se ϕ é uma forma
quadrática de dimensão n, diremos apenas que ϕ é uma n–forma. Em particular, se
n = 2 dizemos também que ϕ é uma forma binária.
Duas formas quadráticas ϕ e ψ são ditas isométricas se existe uma matriz inversível
C tal que ϕ(X) = ψ(CX), ou ainda, Mϕ = CtMψC. Esta é claramente uma relação
de equivalência e escrevemos ϕ ∼= ψ. Note que dim(ϕ) é um invariante dessa relação de
equivalência e que det(ϕ), visto como um elemento de K×/K×
2
, é também um invariante
da classe de equivalência de ϕ.
Como estamos assumindo que o corpo K tem sempre característica diferente de dois,
toda forma quadrática pode ser diagonalizada. Sendo assim, dados a1, . . . , an ∈ K× ,
utilizaremos a notação clássica 〈a1, . . . , an〉 para denotar a forma quadrática ϕ(X) =
a1X
2
1 + · · · + anX2n. Com isto, podemos definir uma relação de equivalência no conjunto
das formas quadráticas de mesma dimensão. Dadas duas n–formas φ = 〈a1, . . . , an〉
e ψ = 〈b1, . . . , bn〉, dizemos que φ e ψ são simplesmente equivalentes (φ ≈ ψ), se
existem dois índices, i e j, tais que 〈ai, aj〉 ∼= 〈bi, bj〉 e ak = bk para cada k diferente de i
e j. Segue do Teorema de Equivalência por Cadeias de Witt que se φ ∼= ψ então φ ≈ ψ.
Sejam ϕ = 〈a1, . . . , an〉 e ψ = 〈b1, . . . , bm〉 duas formas quadráticas sobre K. Definimos
a soma ortogonal como sendo a (n + m)–forma ϕ ⊥ ψ = 〈a1, . . . , an, b1, . . . , bm〉 e
o produto tensorial como a (nm)–forma ϕ ⊗ ψ = 〈a1b1, . . . , a1bm, . . . , anb1, . . . , anbm〉.
Para todo a ∈ K× , escreveremos aϕ para denotar a forma 〈a〉⊗ϕ. Dado m ∈ N escrevemos
m × ϕ para representar a soma ϕ ⊥ . . . ⊥ ϕ de m cópias de ϕ. Se ϕ, ψ, ϕ˜, ψ˜ são formas
quadráticas, segue das propriedades de matrizes que ϕ ⊥ ψ ∼= ψ ⊥ ϕ, det(ϕ ⊥ ψ) =
det(ϕ)det(ψ) e se ψ ∼= ψ˜ e ϕ ∼= ϕ˜ então ϕ ⊥ ψ ∼= ϕ˜ ⊥ ψ˜.
Uma forma quadrática 〈a1, . . . , an〉 sobre K é dita isotrópica se existem x1, . . . , xn ∈
K, não todos nulos, tais que a1x21 + . . . + anx2n = 0 e dita anisotrópica caso contrário.
A 2–forma 〈1,−1〉 é a forma quadrática isotrópica de menor dimensão e é chamada de
plano hiperbólico. Uma forma é dita hiperbólica se é isométrica a uma soma de planos
hiperbólicos.
Se ϕ, ψ e γ são formas quadráticas sobre K e ϕ ⊥ γ ∼= ψ ⊥ γ então ϕ ∼= ψ pela Lei
do Cancelamento de Witt.
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Toda forma quadrática ϕ pode ser escrita da forma ϕ ∼= ϕ′ ⊥ n × 〈1,−1〉, onde ϕ′ é
anisotrópica e n ∈ N. Esta é a chamada decomposição de Witt. O inteiro n é o índice
de Witt e ϕ′ é a parte anisotrópica de ϕ. Em particular, toda forma quadrática ϕ
isotrópica pode ser escrita como ϕ ∼= 〈1,−1〉 ⊥ ψ. Duas formas quadráticas φ e ψ sobre
K são ditas Witt equivalentes se as suas partes anisotrópicas são isométricas. Neste
caso, escrevemos ψ ∼ ψ.
Seja WK o conjunto das classes de equivalência determinado pela relação de equiv-
alência de Witt no conjunto de todas as formas quadrática definidas sobre um corpo K.
A soma ortogonal e o produto tensorial de formas quadráticas induzem uma estrutura de
anel comutativo em WK. Ese anel é chamado de Anel de Witt de K. Note que o 0 de
WK é dado pela classe das formas hiperbólicas, a identidade multiplicativa pela classe da
1–forma 〈1〉 e o inverso aditivo da classe de 〈a1, . . . , an〉 é a classe de 〈−a1, . . . ,−an〉.
Uma forma ϕ ∼= 〈a1, . . . an〉 representa um certo elemento a ∈ K× se, e somente se,
existem x1, . . . , xn ∈ K tais que a1x21 + . . .+ anx2n = a se, e somente se, ϕ ∼= 〈a〉 ⊥ ψ para
alguma forma ψ. Denotamos por DK(ϕ) o subconjunto de K
× formado pelos elementos
que são representados por ϕ. Se φ ∼= ψ então DK(φ) = DK(ψ).
Duas formas ϕ e ψ são ditas similares se ϕ ∼= λψ, para algum λ ∈ K× . A similaridade
define uma relação de equivalência que preserva o índice de Witt. A forma φ é dita
multiplicativa se é hiperbólica ou então, é anisotrópica e satisfaz φ ∼= aφ para todo
a ∈ DK(φ).
Dados a1, . . . , an ∈ K× , a forma quadrática 〈1, a1〉 ⊗ . . .⊗ 〈1, an〉 é chamada de forma
de Pfister de n folhas. Simplificando a notação escrevemos 〈〈a1, . . . , an〉〉 no lugar de
〈1, a1〉 ⊗ . . . ⊗ 〈1, an〉. Estas formas quadráticas têm a particularidade de serem sempre
hiperbólicas ou anisotrópicas.
A classe das forma de dimensão par formam um ideal em WK, denotado por IK e
chamado de ideal fundamental. Para cada n ∈ N, escrevemos InK como a n-ésima
potência do ideal fundamental. Como 〈a, b〉 ⊥ 〈1,−1〉 ∼= 〈1, a〉 ⊥ −〈1,−b〉, IK é aditiva-
mente gerado pelas 2–formas 〈1, a〉. Segue que InK é gerado, como grupo abeliano, pelas
classes das formas de Pfister de n folhas 〈〈a1, . . . , an〉〉.
Para uma forma quadrática ϕ sobre K e uma extensão de corpos L/K, utilizaremos
ϕL para denotar ϕ vista como uma forma quadrática sobre L. Para finalizar esta seção,
vejamos dois resultados de natureza técnica que serão úteis ao longo do texto. A demon-
stração de ambos pode ser vista em Lam [20], página 200.
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Proposição 1.7 Seja ϕ uma forma anisotrópica sobre K e L = K(
√
d), onde d ∈ K×\K×2.
Então ϕL é isotrópica sobre L se, e somente se, ϕ contém uma subforma 〈a,−ad〉 para
algum a ∈ K×. Em outras palavras, ϕ ∼= 〈a,−ad〉 ⊥ ψ para alguma forma ψ sobre K.
Proposição 1.8 Se φ é uma n–forma anisotrópica sobre K, L = K(
√
d) e φL é hiper-
bólica, então φ ∼= 〈1,−d〉 ⊗ ψ, para alguma forma quadrática ψ.
1.4 Álgebra de Quatérnios
Como nosso principal objetivo é estudar as álgebras do tipo A⊗K B, onde A e B são
álgebras de quatérnios, nesse momento convém olharmos os quatérnios um pouco mais de
perto. Sendo assim, neste parágrafo, vamos caracterizar estas álgebras através do estudo
de formas quadráticas.
Definição 1.9 Dados a, b ∈ K× definimos a Álgebra de Quatérnios (a, b)K como sendo o
K–espaço vetorial das combinações lineares formais:
(a, b)K = {x + yi+ zj+ wK | x, y, z, w ∈ K},
onde os elementos da base são multiplicados pelas seguintes regras:
i2 = a, j2 = b K = ij = −ji e xi = ix, xj = jx, xK = Kx, ∀x ∈ K.
Estendemos a multiplicação aos outros elementos por distributividade.
Proposição 1.10 Toda álgebra de quatérnios (a, b)K é simples central.
Demonstração: Seja q = x + yi + zj + wK no centro de (a, b)K. Como q comuta com
todos os elementos de (a, b)K, obtemos que
qi = iq ⇒ xi+ ya− zK− awj = xi+ ya + zK+ awj⇒ zK+ awj = 0 ⇒ z = w = 0
e
qj = jq ⇒ zj+ yK = xj− yK⇒ y = 0.
Portanto, q ∈ K.
Por outro lado, seja I um ideal bilateral não nulo de (a, b)K e seja q = x+ yi+ zj+wK
um elemento não nulo em I. Devemos verificar que 1 ∈ I. Se y = z = w = 0, então
q ∈ K× e 1 = qq−1 ∈ I. Sem perda de generalidade, suponhamos que y 	= 0.
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iqi = (xi+ ya + zK+ waj)i = xa + yai− azj− waK = a(x + yi− zj− wK) ∈ I ⇒
x + yi− zj− wK ∈ I ⇒ x + yi ∈ I ⇒ j(x + yi)j = xb− byi = b(x− yi) ∈ I ⇒ x− yi ∈
I ⇒ 2yi ∈ I ⇒ y ∈ I ⇒ 1 = yy−1 ∈ I.
Portanto, I = (a, b)K e a álgebra é central simples. 
Um pouco mais interessante é a recíproca desse resultado:
Teorema 1.11 Toda K–álgebra central simples de grau 2 é uma álgebra de quatérnios.
Demonstração: Seja A uma K–álgebra central simples de grau 2. Pelo Teorema de
Wedderburn, A ∼= Mn(D), onde D é um anel de divisão. Por conta da dimensão, temos
apenas duas possibilidades: A ∼= M2(K) ou A é um anel de divisão de grau 2. No
primeiro caso, basta tomarmos {1, i, j,K} a base de (1, 1)K e definirmos a aplicação linear






















Como estas matrizes são L.I, ϕ é um isomorfismo de espaços vetoriais. É fácil também
ver que elas verificam as mesmas relações que os elementos 1, i, j,K. Portanto, ϕ é um
isomorfismo de K-álgebras.
Se A é um anel de divisão, então A admite um subcorpo L da forma K(e1), onde
e1 ∈ A\K e e12 = a ∈ K. Seja σ o automorfismo não trivial de L. Pelo Teorema de
Skolem-Nöther, este automorfismo pode ser estendidos a um automorfismo interno de A.
Desta forma, existe e2 ∈ A tal que e2−1e1e2 = −e1. Como e2 não comuta com e1, obtemos
que e2 /∈ L, e assim, A = L⊕ Le2. Observe agora que e22 comuta com todos os elementos
da base {1, e1, e2, e1e2} de A, logo e22 = b ∈ K. Fazendo e3 = e1e2, obtemos que a base
{1, e1, e2, e3} de A satisfaz as propriedades: e21 = a, e22 = b e e3 = e1e2 = −e2e1.
Portanto, podemos identificar A com a álgebra de quatérnios (a, b)K. 
Seja (a, b)K uma K–álgebra de quatérnios e α, β ∈ (a, b)K. Se α = x + yi + zj + wK
então definimos o conjugado de α como α = x−yi−zj−wK. Um cálculo simples mostra
que α + β = α + β, αβ = βα, α = α e λβ = λβ, ∀λ ∈ K. Além disso, α = α se, e
somente se, α ∈ K. Se α = yi+ zj+ wK então dizemos que α é um quatérnio puro.
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Podemos também definir a norma de α como N(α) = αα = αα. Se escrevermos
α = x + yi + zj + wK podemos ver que N(α) = x2 − ay2 − bz2 + abw2. Portanto, a
função norma define uma forma quadrática 〈1,−a,−b, ab〉 em (a, b)K, que será chamada
de forma norma.
A seguir apresentamos uma série de resultados clássicos, através dos quais a álgebra
de quatérnios pode ser totalmente classificada a partir da sua forma norma. As demon-
strações podem ser vistas em Scharlau [32], páginas 76-78 e 85.
Teorema 1.12 Para a, b, c, d ∈ K× as seguintes afirmações são equivalentes:
1. 〈1,−a,−b, ab〉 ∼= 〈1,−c,−d, cd〉
2. 〈−a,−b, ab〉 ∼= 〈−c,−d, cd〉
3. (a, b)K ∼= (c, d)K
Teorema 1.13 Dados a, b ∈ K×, as seguintes afirmações são equivalentes:
1. 〈−a,−b, ab〉 é isotrópica.
2. 〈1,−a,−b, ab〉 é hiperbólica.
3. (a, b)K ∼= (1, 1)K.
Corolário 1.14 Duas formas binárias 〈a, b〉 e 〈c, d〉 são isométricas se, e somente se,
(a, b)K ∼= (c, d)K e ab = cd em K×/K×2.
Corolário 1.15 Para todo a, b, c, d ∈ K×, temos que:
1. (a, b)K ∼= (ac2, bd2)K.
2. (a, b)K ∼= (b, a)K.
3. (1, 1)K ∼= (1, a)K ∼= (b,−b)K ∼= (c, 1− c)K se c 	= 0, 1.
4. (a, a)K ∼= (a,−1)K.
5. (a, b)K ∼= (a,−ab)K.




Como o primeiro capítulo foi apenas uma revisão de boa parte da teoria básica que
será utilizada neste trabalho, neste capítulo começaremos de fato a estudar as álgebras
biquaterniônicas, que, como já foi dito na introdução deste trabalho, são um tipo especial
de álgebra central simples de dimensão 16, obtida como produto tensorial de duas álgebras
de quatérnios. Ao longo deste capítulo vamos utilizar as involuções para discutir quando
uma álgebra central simples é uma álgebra biquaterniônica. Além disso, vamos extrair
algumas propriedades importantes sobre as involuções dessas álgebras.
2.1 Involuções em Álgebras Centrais Simples
Uma involução em uma K–álgebra central simples A é uma aplicação σ : A→ A que
satisfaz as seguintes propriedades:
1. σ(a + b) = σ(a) + σ(b), para a, b ∈ A;
2. σ(ab) = σ(b)σ(a), para a, b ∈ A;
3. σ2(a) = a, para a ∈ A.
Uma involução σ é dita do primeiro tipo se σ(x) = x, ∀x ∈ K e dita do segundo
tipo, caso contrário.
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Como nosso estudo nesse capítulo estará voltado prioritariamente para as involuções
do primeiro tipo, usaremos apenas a palavra "involução"para nos referirmos às involuções
do primeiro tipo.
Note que se σ é uma involução em uma K–álgebra central simples A e L é uma extensão
de K contida em A então σ|L é um automorfismo.
Exemplo 2.1 1. Se A é a álgebra de matrizes Mn(K) então a aplicação σ(x) = xt que
associa a cada matriz x a sua transposta é uma involução em A.
2. Se A é a álgebra de quatérnios (a, b)K então a aplicação σ(u) = u é uma involução
em A, que é chamada de involução canônica.
3. Se σ é uma involução em uma álgebra central simples e ıc é um automorfismo interno
de A, tal que σ(c) = ±c, então a aplicação ıc ◦ σ é uma involução em A.
4. Sejam A1 e A2 são duas K–álgebras centrais simples. Se ϕ : A1 → A2 é um
isomorfismo e σ é uma involução em A1 então ϕ ◦ σ ◦ ϕ−1 é uma involução em A2.
5. Se A1 e A2 são duas K–álgebras centrais simples com involuções σ1 e σ2, respectiva-
mente, então a aplicação σ1 ⊗ σ2 : A1 ⊗K A2 → A1 ⊗K A2, induzida por a1⊗ a2 −→
σ(a1)⊗ σ(a2), é uma involução em A1 ⊗K A2.
Proposição 2.2 Seja σ uma involução em uma K–álgebra central simples A. Se τ é
outra involução em A então existe um único u ∈ A×, a menos de fator em K×, tal que
τ = ıu ◦ σ e σ(u) = ±u,
onde ıu denota um automorfismo interno de A.
Demonstração: Se σ e τ são involuções em A então σ ◦ τ é um automorfismo que fixa os
elementos de K. Pelo Teorema de Skolem–Nöther, existe u ∈ A× , unicamente determinado
a menos de fator em K× , tal que τ ◦ σ = ıu, assim, τ = τ ◦ σ2 = ıu ◦ σ. Agora, para cada
x ∈ A teremos que
x = τ 2(x) = (ıu ◦ σ)2(x) = (ıu ◦ σ)(u−1σ(x)u) = (u−1σ(u))x(σ(u)−1u).
Isto implica que (u−1σ(u))x = x(u−1σ(u)), e assim, (u−1σ(u)) = λ ∈ K× e σ(u) = λu.
Conseqüentemente, u = σ2(u) = σ(λu) = λσ(u) = λ2u e λ = ±1. 
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Seja σ uma involução em uma K–álgebra central simples A e uma extensão galoisiana
L/K que cinde A, isto é, existe um isomorfismo
ϕ : A⊗K L → Mn(L).
Desta forma, σ ⊗ 1 é uma involução em A ⊗K L e então, τ = ϕ ◦ (σ ⊗ 1) ◦ ϕ−1 é uma
involução em Mn(L). Sendo assim, aplicando a proposição anterior às involuções τ e
transposição, obtemos que existe u ∈ Mn(L) tal que τ(x) = ıu(xt), ∀x ∈ Mn(L) e ut = εu,
onde ε = ±1.
Seja ψ : A⊗K L′ → Mn(L′) outra decomposição. Como podemos substituir L e L′ por
uma outra extensão L′′ que contém L e L′, então podemos assumir que L = L′. Sendo
assim, τ ′ = ψ ◦ (σ⊗1)◦ψ−1 é uma involução em Mn(L), que satisfaz, τ ′(x) = ıv(xt), ∀x ∈
Mn(L), com vt = ε′v. Assim,
τ ′ = ψ ◦ (σ ⊗ 1) ◦ ψ−1 = ψ ◦ (ϕ−1 ◦ τ ◦ ϕ) ◦ ψ−1 = (ψ ◦ ϕ−1) ◦ τ ◦ (ψ ◦ ϕ−1)−1.
Com ψ ◦ ϕ−1 é um automorfismo de Mn(L), podemos escrever ψ ◦ ϕ−1 = ıc. Segue que
para cada x ∈ Mn(L),
vxtv−1 = τ ′(x) = (ıc◦τ◦ıc−1)(x) = cτ(c−1xc)c−1 = cu(c−1xc)tu−1c−1 = cuctxt(c−1)tu−1c−1.
Assim, xtv−1cuct = v−1cuctxt, para cada x ∈ Mn(L). Logo v−1cuct = λ ∈ L e
λv = cuct. (2.1)
Aplicando a transposição em ambos os membros da igualdade 2.1 obtemos que ε′λv =
εcuct. Portanto concluímos que ε′ = ε e ε independe da escolha da decomposição. Com
isso, podemos definir que σ é do tipo simplética se ε = −1 e do tipo ortogonal se
ε = 1.
Consideremos σ uma involução em A e definimos o conjunto dos elementos simétricos
em anti-simétricos respectivamente por:
Sym(A, σ) = {u ∈ A|σ(u) = u} e Skew(A, σ) = {u ∈ A|σ(u) = −u}.
Observe que Skew(A, σ) e Sym(A, σ) são subespaços vetoriais de A que satisfazem
Skew(A, σ) ∩ Sym(A, σ) = {0}.
Além disso, como u − σ(u) ∈ Skew(A, σ), u + σ(u) ∈ Sym(A, σ) e u = 1
2
(u + σ(u)) +
1
2
(u − σ(u)), ∀u ∈ A, conseguimos que A = Skew(A, σ) ⊕ Sym(A, σ). No caso em que
A é a álgebra de matrizes Mn(K) e σ é a transposição então escreveremos SymMn(K) e
SkewMn(K) para denotar Sym(A, σ) e Skew(A, σ), respectivamente.
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Proposição 2.3 Seja A uma K–álgebra central simples de grau n com uma involução σ.
Então valem:
1. Se σ é ortogonal então dimSym(A, σ) = n(n + 1)/2.
2. Se σ é simplética então dimSkew(A, σ) = n(n + 1)/2.
Demonstração: Seja α : A⊗K L → Mn(L) uma decomposição para A. Desta forma, se
τ = α ◦ (σ ⊗ 1) ◦ α−1 então τ(x) = iu(xt), ∀x ∈ Mn(L), onde ut = εu e ε = 1 se σ é
ortogonal e ε = −1 se σ é simplética. Suponhamos inicialmente que σ é ortogonal, isto é,
ut = u. Uma verificação direta mostra que:
uSymMn(L) = Sym(Mn(L), τ) = α(Sym(A⊗K L, σ ⊗ 1)).
Como
dimK Sym(A, σ) = dimL Sym(A⊗K L, σ ⊗ 1)
e α é um isomorfismo,




Isto prova (1). A verificação de (2) é análoga, supondo que ut = −u. 
Proposição 2.4 Seja A uma K–álgebra central simples com uma involução σ. Supon-
hamos que τ = ıu ◦ σ, onde σ(u) = ±u. Então σ e τ têm o mesmo tipo se, e somente se,
σ(u) = u.
Demonstração: Um cálculo direto mostra que
Sym(A, τ) =
{
uSym(A, σ) = Sym(A, σ)u−1 se σ(u) = u




uSkew(A, σ) = Skew(A, σ)u−1 se σ(u) = u
uSym(A, σ) = Sym(A, σ)u−1 se σ(u) = −u (2.3)
Pela Proposição 2.3, σ e τ têm o mesmo tipo se e somente se Sym(A, σ) e Sym(A, τ) têm
a mesma dimensão. As equações 2.2 e 2.3 mostram que esta condição vale se e somente
se σ(u) = u. 
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2.2 Involuções em Álgebras de Quatérnios
Nesta seção vamos obter alguns resultados a respeito das involuções na álgebras de
quatérnios que serão úteis ao longo do capítulo.
Proposição 2.5 A única involução simplética numa K–álgebra de quatérnios A é a in-
volução canônica.
Demonstração: Pela Proposição 2.3, a involução canônica σ é simplética pois
dimK Skew(A, σ) = 3.
Agora, se τ é outra involução simplética em A então, pelas Proposições 2.2 e 2.4 existe
u ∈ A× tal que τ = ıu ◦ σ e σ(u) = u. Mas neste caso, teremos que u ∈ K e portanto,
τ = σ. 
Proposição 2.6 Seja H uma K–álgebra de quatérnios de divisão e L um subcorpo maxi-
mal de H. Então existe uma involução σ em H tal que σ é a identidade em L.
Demonstração: Seja L = K(a), onde a é um quatérnio puro e τ a involução canônica em
H. Então τ(a) = −a. Como a2 ∈ K, se ϕ denota o automorfismo não trivial de L então
ϕ(a) = −a. Agora estendemos ϕ a um automorfismo interno ıc de H. Desta forma, se
definirmos σ = ıc ◦ τ teremos que σ é uma involução em H e satisfaz:
σ(a) = cτ(a)c−1 = −cac−1 = −ϕ(a) = a.
Portanto, σ é a identidade em L. 
Lema 2.7 Seja A um anel de divisão sobre K e L um subcorpo maximal de A. Se τ é
uma involução em A tal que τ|L = ıu|L, então τ(u) = ±u.
Demonstração: Como τ(x) = uxu−1, ∀x ∈ L, obtemos que
x = τ 2(x) = τ(uxu−1) = τ(u)−1τ(x)τ(u).
Isto implica que τ(x) = τ(u)xτ(u)−1. Igualando as duas expressões obtidas para τ(x)
conseguimos que xu−1τ(u) = u−1τ(u)x, isto é, u−1τ(u) comuta com todo elemento de L.
Como L é maximal, u−1τ(u) = λ ∈ L. Segue que:
u−1τ(u) = λ⇒ τ(u) = uλ⇒ τ(λ)τ(u) = u⇒ uλu−1τ(u) = u⇒ τ(u) = uλ−1.
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Portanto, uλ = τ(u) = uλ−1 e conseqüentemente, λ = ±1. 
Proposição 2.8 Seja H uma K–álgebra de quatérnios de divisão e x e y dois quatérnios
puros em H. Então existe uma involução σ em H tal que σ(x) = x e σ(y) = y.
Demonstração: Seja τ a involução canônica em H. Então τ(x) = −x e τ(y) = −y.
Desta forma, τ é uma automorfismo quando restrito aos subcorpos maximais K(x) e
K(y). Logo existe u, v ∈ H tais que τ|K(x) = ıu|K(x) e τ|K(y) = ıv |K(y) . Pelo Lema 2.7,
τ(u) = ±u e τ(v) = ±v. Como u e v não podem estar em K, conseguimos que τ(u) = −u
e τ(v) = −v. Um cálculo direto mostra que para todo z ∈ K(x), como τ(z) = uzu−1, então
τ(uz) = −uz. Igualmente para z ∈ K(y). Logo, τ(ux) = −ux e τ(vy) = −vy. Assim,
uK(x) e vK(y) são ambos K–espaços vetoriais de dimensão 2 que só contém quatérnios
puros. Assim existe z ∈ uK(x)∩ vK(y), com z 	= 0. Desta forma, se definirmos σ = ız ◦ τ
teremos que σ é uma involução em H. Se escrevermos z = u(a + bx), com a, b ∈ K,
teremos que
σ(x) = zτ(x)z−1 = −u(a + bx)x(a + bx)−1u−1 = −uxu−1 = −τ(x) = x.
Do mesmo modo, σ(y) = y e σ satisfaz as propriedades desejadas. 
2.3 Anéis de Divisão de grau 4 com Involuções
Nesta seção vamos apenas demonstrar resultados que trazem algumas propriedades
dos anéis de divisão de grau 4 com involução. A demonstração é um pouco técnica, mas o
esforço será recompensado com os importantes resultados que obteremos nas três seções
seguintes.
Lema 2.9 Seja A um anel de divisão de grau 4 e centro K. Se A admite uma involução
σ, então existe em A uma extensão quadrática L = K(a) de K e uma involução τ : A→ A
tal que τ(a) = −a e a2 ∈ K.
Demonstração: Começamos tomando um elemento não nulo u em Skew(A, σ). Como
u /∈ K e σ(u2) = u2, obtemos que K ⊂ K(u2)  K(u). Como dimKA = 16, temos apenas
duas possibilidades: [K(u) : K] = 2 ou K(u) é um subcorpo maximal de A. Se o primeiro
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caso ocorrer, o lema esta demonstrado. Suponhamos então que [K(u) : K] = 4. Neste
caso, K(u2) é uma extensão quadrática de K e podemos escrever K(u2) = K(a), onde
a2 ∈ K. Pelo Teorema de Skolem-Nöther, o automorfismo não trivial de K(a) pode ser
estendido a um automorfismo interno ıc de A, isto é, ıc(x) = cxc−1,∀x ∈ A e ıc(a) = −a.
Seja τ = ıc ◦ σ. Se σ(c) = −c então τ é uma involução em A que satisfaz τ(a) =
ıc(σ(a)) = ıc(a) = −a.
Suponhamos que σ(c) 	= −c. Neste caso, σ(σ(c) + c) = σ(c) + c 	= 0. Como a ∈ K(u2)
e σ é a identidade em K(u2) então teremos que σ(c)c−1 comuta com a pois
σ(c)c−1a(σ(c)c−1)−1 = σ(c)(c−1ac)σ(c)−1 = −σ(c)aσ(c−1) =
= −σ(c)σ(a)σ(c−1) = −σ(c−1ac) = −σ(−a) = σ(a) = a.
Tome b = c+ σ(c) e considere τ = ıb ◦ σ. Como σ(b) = b, então τ é uma involução em A.
Além disso,
ab = a(c + σ(c)) = ac + aσ(c) = cc−1ac + aσ(c)c−1c =
= −ca + σ(c)c−1ac = −ca− σ(c)a = −ba
e daí obtemos que τ(a) = bσ(a)b−1 = bab−1 = −a.
Em ambos os casos, conseguimos em A uma extensão quadrática L de K e uma in-
volução que restrita a L é o automorfismo não trivial. 
Lema 2.10 Seja A uma K–álgebra de divisão de grau 4 contendo uma extensão quadrática
L = K(a) de K e uma involução σ : A → A tal que σ(a) = −a e a2 ∈ K. Se definirmos
B = CAL então existe uma K–subalgebra de quatérnios Q de A tal que A ∼= Q⊗K CAQ e
B = Q⊗K L.
Demonstração: Segue do Teorema do Duplo Centralizador que B = CAL é uma L-álgebra
central simples. Como dimLB = 4, B é uma L-álgebra de quatérnios.
Vamos então obter um elemento xo ∈ B \ L tal que σ(xo) = xo. Primeiramente, note
que um cálculo simples mostra que σ(x) ∈ B, ∀x ∈ B. Com isso, B é invariante por σ e
daí, σ é uma involução do segundo tipo em B. Agora, observe que neste caso, também
podemos escrever B = B1⊕B2, onde B1 = {b ∈ B | σ(b) = b} e B2 = {b ∈ B | σ(b) = −b}.
Dado u ∈ B \ L, escrevemos u = v + w onde σ(v) = −v e σ(w) = w. Como σ restrito
a L é um automorfismo não trivial, se w /∈ K então w /∈ L e assim, faça xo = w. Caso
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contrário, w ∈ K e v ∈ B \ L. Tomamos então xo = av. Nestas condições, L(xo) é uma
extensão quadrática de L em B, portanto maximal e galoisiana, com grupo de Galois
Gal(L(xo)|L) = {1, s}. Sendo assim, B é cíclica com L-base β = {1, xo, y, xoy}, onde
zy = ys(z),∀z ∈ L(xo) e y2 = γ ∈ L. Como σ é a identidade em K(xo) então devemos ter
K(xo)  L(xo). Segue que K(xo) é uma extensão quadrática galoisiana de K e terá grupo
de Galois Gal(K(xo)|K) = {1, s|K(xo)}.
Desejamos construir uma K-álgebra de quatérnios em B. Desta forma, precisamos
obter yo ∈ B tal que y2o ∈ K e zyo = yos(z), ∀z ∈ K(xo). Com efeito, se σ(y) = −y
então σ(γ) = σ(y2) = (−y)2 = γ e assim, γ ∈ K. Neste caso, basta tomarmos yo = y.
Suponhamos então σ(y) 	= −y. Como s(xo) ∈ K(xo), resulta que σ(s(x0)) = s(x0) e
portanto,
s(xo)σ(y) = σ(s(xo))σ(y) = σ(ys(xo)) = σ(xoy) = σ(y)σ(xo) = σ(y)xo
logo, yσ(y)xo = ys(xo)σ(y) = xoyσ(y) e assim, yσ(y) comuta com xo. Portanto, yσ(y) ∈
L(xo), pois yσ(y) ∈ B = CAL e L(xo) é maximal. Como yσ(y) é σ-invariante, yσ(y) =
x2 ∈ K(xo). Desta forma, σ(y) = γ−1y2σ(y) = γ−1yx2. E assim, façamos yo = y + σ(y) =
y + yγ−1x2 = y(1 + γ−1x2). Como 1 + γ−1x2 ∈ L(xo),∀z ∈ L(xo) teremos que
zyo = zy(1 + γ
−1x2) = ys(z)(1 + γ−1x2) = y(1 + γ−1x2)s(z) = yos(z), (2.4)
e assim, zy2o = yos(z)yo = y2os2(z) = y2oz. Portanto, y2o ∈ L(xo), pois sendo L(xo) maximal
em B, coincide com o seu centralizador.
Se y2o /∈ L então L(yo) = L(y2o) = L(xo), o que não é possível, pois yo e xo não
comutam, como pode ser visto na equação 2.4. Logo y2o ∈ L. Como y2o é σ-invariante,
obtemos que y2o ∈ K.
Desta forma, construímos em A uma K-subalgebra de quatérnios Q = (x2o, y2o)K. Pelo
Teorema do Duplo Centralizador, A = Q ⊗K CAQ. Para provar a última afirmação
afirmação do lema, veja que Q ⊆ B = CAL implica que L ⊆ CAQ, e daí, Q ⊗K L é
uma L–álgebra de quatérnios contida em A. Portanto, Q ⊗K L ⊆ CAL = B. Como
dimLB = dimLQ⊗K L, concluímos que B = Q⊗K L. 
Lema 2.11 Seja A um anel de divisão de grau 4 contendo uma extensão quadrática L =
K(a) de K e uma involução σ. Se a2 ∈ K e τ denota o automorfismo não trivial de L
então existe um elemento u ∈ A tal que σ(u) = u e (σ ◦ τ)(x) = uxu−1, ∀x ∈ L. Segue
que A admite uma involução ρ que coincide com τ quando restrita a L.
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Demonstração: Seja B = CAL. Como σ ◦ τ é um isomorfismo do corpo L no corpo
σ(τ(L)) então, pelo Teorema de Skolem–Nöther, existe y ∈ A tal que (σ ◦ τ)(x) = yxy−1,
∀x ∈ L. Então
(y−1σ(y))−1x(y−1σ(y)) = (σ(y))−1σ(τ(x))σ(y) = σ(yτ(x)y−1) = σ2(x) = x, (2.5)
e daí, y−1σ(y) ∈ B. Assim, σ(y) ∈ yB. Suponhamos que todo elemento não nulo de yB
é anti-simétrico com respeito a σ. Assim, para cada a ∈ B, teremos que
−ya = σ(ya) = σ(a)σ(y) = −σ(a)y ⇒ σ(a) = yay−1.
Desta forma, se a1, a2 ∈ B então
σ(a1a2) = σ(a2)σ(a1) = (ya2y
−1)(ya1y−1) = y(a2a1)y−1 = σ(a1a2).
Mas isto implica que a1a2 = a2a1 e B é comutativo. Como isto não é possível, existe um
elemento z ∈ yB× tal que σ(z) 	= −z. Se escrevermos z = ya e x ∈ L então
zxz−1 = (ya)x(ya)−1 = y(axa−1)y−1 = yxy−1 = σ(τ(x)),
e assim, se repetirmos o cálculo feito em 2.5 chegaremos que z−1σ(z) ∈ B, logo, σ(z) ∈ yB.
Desta forma, u = z + σ(z) é um elemento simétrico e não nulo em yB que satisfaz
uxu−1 = σ(τ(x)), ∀x ∈ L. Para última afirmação basta tomarmos ρ = ıu ◦ σ que teremos
as propriedades desejadas. 
2.4 O Teorema de Albert
É claro que toda álgebra biquaterniônica é central simples, pois é o produto tensorial
de duas álgebras de quatérnios, que por sua vez, são sempre centrais simples. Como vimos
no teorema 1.11, toda álgebra central simples de grau 2 é uma álgebra de quatérnios. Uma
pergunta natural então seria: Toda álgebra central simples A de grau 4 é uma álgebra
biquaterniônica? Infelizmente, isto não é verdade em geral. Pelo Teorema de Wedderburn,
A ∼= Mn(D). Como dimKA = 16, temos três possibilidades: A é um anel de divisão, A
é cindida ou A ∼= M2(D), onde D é uma álgebra de quatérnios de divisão. Nos dois
últimos casos, temos uma resposta afirmativa, pois A ∼= M4(K) ∼= M2(K) ⊗K M2(K) ∼=
(1, 1)K ⊗K (1, 1)K ou A ∼= M2(D) ∼= M2(K)⊗K D ∼= (1, 1)K ⊗K D. Para o caso em que A é
um anel de divisão, temos o seguinte resultado:
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Teorema 2.12 (Albert) Seja A um anel de divisão de grau 4 sobre K. Então as
seguintes afirmações são equivalentes:
1. A é uma álgebra biquaterniônica.
2. A tem uma involução do primeiro tipo.
3. exp[A] = 2 no grupo de Brauer Br(K) .
Demonstração:
(1)⇒(3) Se A é biquaterniônica então podemos escrever A = B ⊗K C, onde B e C são
álgebras de quatérnios de divisão. Como ind(B) = ind(C) = 2, [A]2 = [B ⊗K C]2 =
[B]2[C]2 = 1
(2)⇒(1) Pelos lemas 2.9 e 2.10, A ∼= Q ⊗K CAQ. Como Q e CAQ são ambas centrais
simples de grau 2, concluímos que A é uma álgebra biquaterniônica.
(3)⇒(2) Se [A]2 = 1 em Br(K) então [A] = [Aop], e assim, existe um isomorfismo de
K-álgebras τ : A → Aop. Ao mesmo tempo, podemos olhar τ : A → A como um
anti-automorfismo. Desta forma, se τ 2 = 1 então τ é uma involução e nada temos a
fazer. Suponhamos então τ 2 	= 1. Por outro lado, se estendermos τ ao isomorfismo
A ⊗K A ∼= A ⊗K Aop e compormos com isomorfismo canônico A ⊗K Aop ∼= EndK(A),
obteremos o seguinte isomorfismo de K-álgebras:
ϕ : A⊗K A −→ EndK(A)
a⊗ b −→ ϕ(a⊗ b) : A −→ A
x −→ axτ(b).
Pelo lema 1.6, existe u ∈ A ⊗K A tal que u2 = 1 e u(a ⊗ b) = (b ⊗ a)u, ∀a, b ∈ A. Seja
então ψ : A→ A dado por ϕ(u). Note que ψ2 = 1 pois ∀x ∈ A,
ψ2(x) = (ϕ(u) ◦ ϕ(u))(x) = ϕ(u2)(x) = ϕ(1)(x) = x.
Mais ainda, ψ(axτ(b)) = bψ(x)τ(a), pois ∀a, b ∈ A
ψ(axτ(b)) = ψ(ϕ(a⊗ b)(x)) = (ϕ(u) ◦ ϕ(a⊗ b))(x) = ϕ(u(a⊗ b))(x) =
= ϕ((b⊗ a)u)(x) = (ϕ(b⊗ a) ◦ ϕ(u))(x) = ϕ(b⊗ a)(ψ(x) = bψ(x)τ(a).
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Seja w = ψ(1) ∈ A. Pelo que vimos acima, 1 = ψ(w) = ψ(w·1) = 1·ψ(1)τ(w) = wτ(w)
e 1 = ψ(1 · w) = ψ(1 · τ(τ−1(w))) = τ−1(w)ψ(1) = τ−1(w)w. Portanto, τ(w) = τ−1(w) e
1 = wτ(w) = τ(w)w. Além disso, ∀x ∈ A temos que
x = ψ2(x) = ψ(ψ(x · 1)) = ψ(ψ(1)τ(x)) = ψ(wτ(x)) = ψ(τ(x))τ(w) =
= ψ(τ(x) · 1)τ(w) = wτ 2(x)τ(w) = wτ 2(x)w−1,
assim, x = (ıw ◦ τ 2)(x) e τ 2 = (ıw)−1, onde ıw denota o automorfismo interno.
Como τ 2 	= 1, ıw 	= 1 e assim, w /∈ K. Portanto, 1 + w = 1 + ψ(1) 	= 0. Seja então
a = 1+w e definimos σ = ıa ◦ τ . Como τ é um anti-automorfismo e ıa é um automorfismo
interno, então σ|K = 1, σ(x + y) = σ(x) + σ(y) e σ(xy) = σ(y)σ(x),∀x, y ∈ A. Além
disso,
a = 1 + ψ(1) = ψ2(1) + ψ(1) = ψ(ψ(1) + 1) = ψ(a) = ψ(1)τ(a) = wτ(a),
logo w = aτ(a)−1, e assim
σ2(x) = (ı ◦ τ)2(x) = (ıa ◦ τ ◦ ıa ◦ τ)(x) = ıa(τ(aτ(x)a−1)) = ıa(τ(a−1)τ 2(x)τ(a)) =
= aτ(a−1)τ 2(x)τ(a)a−1 = wτ 2(a)w−1 = (ıw ◦ τ 2)(x) = x.
Portanto, σ2 = 1 e σ é uma involução do primeiro tipo em A. 
Obs 2.13 Pelo que acabamos de ver, toda álgebra biquaterniônica A admite uma in-
volução σ. Seria interessante se para A ∼= Q1⊗KQ2, conseguíssemos escrever σ da forma
σ1 ⊗ σ2, onde σi é uma involução em Qi. Uma condição necessária e suficiente para que
isto ocorra é termos que A contém uma subalgebra de quatérnios que é invariante por σ.
Se Q1 é uma tal subalgebra, isto é, σ(Q1) ⊆ Q1 então σ(Q1) = Q1, pois σ2 = 1. Agora, se
Q2 = CAQ1 então A ∼= Q1⊗KQ2 e dado x ∈ Q2, σ(x) também comuta com todo elemento
de Q1, implicando que Q2 também é invariante por σ. Assim, as restrições σ1 e σ2 de
σ a Q1 e Q2, respectivamente, são involuções e σ = σ1 ⊗ σ2. Neste caso dizemos que
σ é decomponível. Vamos então analisar quando essa situação pode ocorrer, estudando
separadamente os casos em que a involução é do tipo simplético e do tipo ortogonal.
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2.5 Involuções Simpléticas
Veremos agora que toda involução simplética σ em uma álgebra biquaterniônica é
decomponível. Pela observação acima, basta mostrarmos que a álgebra contém uma
subalgebra de quatérnios que é invariante por σ. Mas antes precisaremos do seguinte
lema:
Lema 2.14 Se A é uma K–álgebra biquaterniônica com uma involução simplética σ então
o polinômio característico reduzido de todo elemento simétrico é um quadrado. Segue que
todo elemento simétrico satisfaz um polinômio quadrático em K.
Demonstração: Seja F uma extensão galoisiana de K e α : A⊗K F → M4(F) uma
decomposição. Para cada elemento simétrico a ∈ A temos que PrdA,a(X) = det(X.I −
α(a)). Por outro lado, podemos extender F a uma extensão galoisiana L de K, tal que
PrdA,a(X) se fatore completamente. Como σ é simplética, a involução
α ◦ (σ ⊗ 1) ◦ α−1 : M4(L) → M4(L)
é da forma ıu ◦ t, onde t é a transposição de M4(L) e ut = −u. Sendo assim,
uα(a)tu−1 = (α ◦ (σ ⊗ 1) ◦ α−1)(α(a)) = α(σ ⊗ 1(a⊗ 1)) = α(a).
Isto implica que uα(a)t = α(a)u e daí
(α(a)u)t = utα(a)t = −uα(a)t = −α(a)u.
Com isso, u−1 e X.u − uα(a) são matrizes alternadas. Como o determinante de toda
matriz alternada é um quadrado,
PrdA,a(X) = det(X.1− α(a)) = det(u−1) det(X.u− α(a)u)
é um quadrado em L[X]. Portanto, podemos escrever PrdA,a(X) = (X − a1)2(X − a2)2.
Como a ação pelo grupo de Gal(L/K) só permuta as raízes, conseguimos que PrdA,a(X) é
um quadrado em M4(K). A última afirmação do Lema segue do fato de que PrdA,a(a) = 0.

Teorema 2.15 Se A é uma K–álgebra biquaterniônica com uma involução simplética σ
então A contém uma σ–invariante subalgebra de quatérnios.
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Demonstração: Começamos com um elemento simétrico x ∈ A \K. Pelo Lema anterior,
[K(x) : K] = 2. Escrevemos K(x) = K(a), onde a2 ∈ K. Pelo Lema 2.11, existe em A
um elemento simétrico y tal que yay−1 = −a, isto é, ya = −ay. Novamente pelo Lema
anterior, [K(y) : K] = 2. Como y2 comuta com a, não podemos ter [K(y2) : K] = 2, pois
neste caso, K(y) = K(y2), e assim, y também comutaria com a. Portanto y2 ∈ K, logo, y
e a geram uma álgebra de quatérnios (a2, y2)K em A que é invariante por σ. 
2.6 Involuções Ortogonais
Toda álgebra biquaterniônica admite uma involução ortogonal decomponível, para isto,
escrevemos A = Q1 ⊗K Q2 e tomamos σ1 e σ2 involuções em Q1 e Q2, respectivamente.
Se σ = σ1 ⊗ σ2 então teremos que
Sym(A, σ) = [Sym(Q1, σ1)⊗K Sym(Q2, σ2)]⊕ [Skew(Q1, σ1)⊗K Skew(Q2, σ2)] (2.6)
e
Skew(A, σ) = [Sym(Q1, σ1)⊗K Skew(Q2, σ2)]⊕ [Skew(Q1, σ1)⊗K Sym(Q2, σ2)]. (2.7)
Desta forma, se σ1 e σ2 são as involuções canônicas então, pela Proposição 2.3, σ é uma
involução ortogonal em A.
Por outro lado, ao contrário do que ocorre com as involuções simpléticas, nem toda
involução ortogonal é decomponível. E isto é justamente o que discutiremos nesta seção.
Veremos que este problema está ligado ao discriminante da involução que definiremos
agora.
Definição 2.16 Se A é uma K–álgebra central simples e σ é uma involução ortogonal
em A então definimos o discriminante de σ por
disc(σ) = NrdA(a).K
×2 ∈ K×/K×2,
onde a percorre todos os elementos invertíveis tais que σ(a) = −a.
Obs 2.17 Seja A uma K–álgebra biquaterniônica de divisão e escrevermos A = Q1⊗KQ2.
Consideremos Q1 = [1, i1, j1, k1] e Q2 = [1, i2, j2, k2] com involuções canônicas σ1 e σ2,
respectivamente. Assim, Skew(Q1, σ1) = [i1, j1, k1] e Skew(Q2, σ2) = [i2, j2, k2]. Logo,
Skew(A, σ1 ⊗ σ2) = Skew(Q1, σ1)⊕ Skew(Q2, σ2) e
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Sym(A, σ1 ⊗ σ2) = K⊕ Skew(Q1, σ1)⊗K Skew(Q2, σ2).
Lema 2.18 Com a notação da observação acima, para todo a = v1 + v2 ∈ Skew(A, σ1 ⊗
σ2), com vi ∈ Skew(Qi, σi) nós temos v2i ∈ K e
NrdA(a) = (v
2
1 − v22)2 ∈ K2.
Demonstração: Como v1 e v2 são quatérnios puros, já temos que v21, v22 ∈ K. Como
v1v2 = v2v1, L = K(v1, v2) é um subcorpo maximal de A. E mais, L é uma extensão
galoisiana de K com grupo de Galois Z2 × Z2, com geradores σ1 ⊗ 1 e 1 ⊗ σ2. Assim, a
ação pelo grupo de Galois em a resulta em {v1+ v2, v1− v2,−v1+ v2,−v1− v2}. Portanto,
pela Proposição 1.5,
NrdA(a) = NL/K(a) = (v1 + v2)(v1 − v2)(−v1 + v2)(−v1 − v2) = (v21 − v22)2 ∈ K2.

Lema 2.19 Ainda com a notação da observação 2.17, se τi é uma involução ortogonal
em Qi e τ = τ1 ⊗ τ2 então disc(τ) = 1.
Demonstração: Como τi é ortogonal, existe ti ∈ Skew(Qi, σi) tal que τi(r) = tiσi(r)t−1i ,
∀r ∈ Qi. Assim, para cada a⊗ b ∈ A,
τ(a⊗ b) = τ1(a)⊗ τ2(b) = (t1σ1(a)t−11 )⊗ (t2σ2(b)t−12 ) = (t1 ⊗ t2)σ1 ⊗ σ2(a⊗ b)(t1 ⊗ t2)−1.
Assim, como visto na demonstração da Proposição 2.4, Skew(A, τ) = (t1⊗ t2)Skew(A, σ).
Logo
disc(τ) = NrdA(x).K
2,∀x ∈ Skew(A, τ)× ;
= NrdA(t1 ⊗ t2)NrdA(y).K2, ∀y ∈ Skew(A, σ)× ;
= NrdA(t1 ⊗ t2).K2.
A última igualdade segue do lema anterior. Desta forma, falta apenas calcular a norma
reduzida de t1 ⊗ t2. Temos que L = K(t1 ⊗ 1, 1 ⊗ t2) é um subcorpo maximal de A.
Procedendo como na demonstração do lema anterior,
NrdA(t1 ⊗ t2) = NL/K(t1 ⊗ t2) = (t1 ⊗ t2)(−t1 ⊗ t2)(t1 ⊗−t2)(−t1 ⊗−t2) =
= t41 ⊗ t42 = (t21.t22)2 ∈ K2.
Portanto, disc(τ) = 1. 
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Proposição 2.20 Se A é uma álgebra biquaterniônica de divisão e τ é uma involução
ortogonal decomponível então disc(τ) = 1.
Demonstração: Seja A = Q1 ⊗K Q2 e τ = τ1 ⊗ τ2. Se τ é ortogonal então segue das
equações 2.6 e 2.7 que τ1 e τ2 devem ser do mesmo tipo. Se τ1 e τ2 são ambas simpléticas,
então τi é justamente a involução canônica de Qi. Assim, pelo Lema 2.18, NrdA(a) ∈ K2,
∀a ∈ Skew(A, τ), logo, disc(τ) = 1. Se τ1 e τ2 são ambas ortogonais então o resultado
segue do Lema 2.19. 
O resultado acima diz que para uma involução ortogonal não ser decomponível, basta
encontrarmos uma elemento anti-simétrico cuja norma reduzida não seja um quadrado.
Entretanto, não me parece tão natural encontrar tal elemento. Vejamos então um resul-
tado que simplifica esse trabalho.
Teorema 2.21 Seja A uma álgebra biquaterniônica sobre K e L um subcorpo maximal
de A contendo uma extensão quadrática de K. Então existe uma involução ortogonal de
A que é a identidade em L e de discriminante 1.
Demonstração: Como L contém uma extensão quadrática K, nós escolhemos a ∈ L tal
que L = K(a) e [K(a) : K(a2)] = 2. Seja L1 = K(a2) = K(
√
d) e consideremos B = CAL1,
que é uma L1–álgebra de quatérnios. Pelo Lema 2.11, existe em A uma involução τ que
restrita a L1 é o automorfismo não trivial. Assim, segue do Lema 2.10 que existe em A
uma subalgebra de quatérnios H1 tal que B = H1⊗KL1 e A = H1⊗KH2, onde H2 = CAH1.
Como a ∈ L ⊆ B, podemos escrever a = x⊗ 1 + y ⊗√d, onde x, y ∈ H1. Como
a2 = (x⊗ 1 + y ⊗
√





d), devemos ter xy+yx ∈ K. Se x e y comutam então K(x, y) é um subcorpo
maximal de H1, pois, caso contrário, teríamos K(x, y) = K e L = K(a) = K(
√
d),
contradizendo o fato de que L é maximal. Assim, pela Proposição 2.6 podemos construir
uma involução σ1 em H1 que é a identidade em K(x, y) e outra involução σ2 em H2 que
é a identidade em K(
√
d). Então σ = σ1 ⊗ σ2 é uma involução ortogonal em A, pois σ1 e
σ2 são ortogonais. Além disso, como σ(a) = a, σ é a identidade em L e pelo Lema 2.19,
disc(σ) = 1. Por outro lado, se x e y não comutam então {1, x, y, xy} forma uma K–base
de H1. Se escrevermos xy + yx = λ ∈ K então
x2y + xyx = xλ = λx = xyx + yx2 e
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yxy + y2 = yλ = λy = xy2 + yxy.
Assim, x2y = yx2 e y2x = xy2. Isto implica que x2 e y2 comutam com todos os elementos
de H1, e daí, x2, y2 ∈ K. Portanto x e y são quatérnios puros. Pela Proposição 2.8, existe
uma involução σ′1 em H1, tal que σ′1(x) = x e σ′1(y) = y. Desta forma, σ = σ′1⊗ σ2 é uma
involução ortogonal em A que satisfaz σ(a) = a e disc(σ) = 1. 
Podemos então exibir uma K–álgebra biquaterniônica de divisão A que tem uma in-
volução não decomponível. Esta construção ficará mais clara depois que falarmos de
álgebras cíclicas no capítulo 4. Por hora, considere que A contém como subcorpo maxi-
mal que é uma extensão galoisiana cíclica L = K(u) com grupo de Galois Gal(L/K) = 〈ρ〉.










e− f√d, onde e, f ∈ K,
d ∈ K×\K×2 e d(e2 − df2) é um quadrado em K. Desta forma,





















d) = e2 − f 2d.
Nestas condições, como L contém um subcorpo quadrático K(
√
d), pelo Teorema anterior,
existe em A uma involução ortogonal σ de discriminante 1 e que é a identidade em L.
Assim, se definirmos τ = ıu ◦σ, como σ(u) = u, teremos que τ é uma involução ortogonal
em A e Skew(A, τ) = uSkew(A, σ). Segue que:
disc(τ) = NrdA(x).K
2,∀x ∈ Skew(A, τ)× ;
= NrdA(u)NrdA(y).K
2,∀y ∈ Skew(A, σ)× ;
= NrdA(u)disc(σ);
= (e2 − df2)K2;
= dK2.
Portanto, o discriminante de τ não é trivial e conseqüentemente, τ não é decomponível.
No capítulo 4, veremos que as condições impostas ao longo da construção sobre o
subcorpo maximal L valem em geral. Com isso, conseguiremos que toda álgebra bi-
quaterniônica de divisão cíclica admite uma involução ortogonal não decomponível.
Capítulo 3
Álgebras Biquaterniônicas II (Formas
Quadráticas)
Como vimos capítulo 1, a função norma de um quatérnio define uma forma quadrática
de dimensão 4 e dela podemos classificar as álgebras de quatérnios. Desta forma, de-
sejamos obter resultados análogos aos teoremas 1.12 e 1.13, de tal forma a podermos
decidir, através de formas quadráticas, quando um álgebra biquaterniônica é de divisão e
quando duas destas álgebras são isomorfas. Ao final no capítulo, vamos discutir a exis-
tência de álgebras biquaterniônicas sobre um corpo e veremos que no caso do corpo ser
não formalmente real, este problema está relacionado com o u–invariante do corpo.
3.1 Invariantes de Formas Quadráticas
Nesta seção, definiremos e estabeleceremos alguns resultados sobre invariantes de for-
mas quadráticas, a saber, o discriminante, o invariante de Hasse e o invariante de Witt.
Ao longo deste capítulo, vamos escrever apenas (a, b) para denotar a classe da álgebra
de quatérnios (a, b)K no grupo de Brauer Br(K). Além disso, escrevemos Br2(K) como o
subgrupo do grupo de Brauer formado pelos elemento de ordem menor ou igual a dois.
Definição 3.1 Para uma n-forma φ o discriminante d(φ) é definido por
d(φ) = (−1)n(n−1)2 det(φ) ∈ K×/K×2.
Podemos reformular a definição acima escrevendo d(φ) = (−1)ndet(φ), onde dim(φ) =
2n ou 2n+1. Além disso, como veremos na proposição abaixo, o discriminante independe
da escolha do representante da classe no anel de Witt.
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Proposição 3.2 A aplicação d : WK → K×/K×2 está bem definida.
Demonstração: Primeiramente notamos que o discriminante de uma forma hiperbólica
é 1, pois, se φ = n × 〈1,−1〉 então dim(φ) = 2n e assim, d(φ) = (−1)ndet(φ) =
(−1)n(det(〈1,−1〉))n = (−1)n(−1)n = 1. Sendo assim, se φ é uma n–forma e φ =
ψ ⊥ k × 〈1,−1〉 = ψ ⊥ h é a decomposição de Witt para φ então n = m + 2k, onde
m = dim(ψ). Sendo assim,
d(φ) = (−1)n(n−1)2 det(φ)
= (−1) (m+2k)(m+2k−1)2 det(φ)det(h)
= (−1)m(m−1)2 (−1) 2k(2k−1)2 (−1)2mkdet(φ)det(h)
= (−1)m(m−1)2 (−1) 2k(2k−1)2 det(φ)det(h)
= d(ψ)d(h)
= d(ψ).
Portanto, o discriminante depende apenas da forma anisotrópica dada pela decomposição
de Witt. 
Vale notar que esta aplicação não é em geral um homomorfismo. Por exemplo, d(〈1〉) =
1 mas d(〈1〉 ⊥ 〈1〉) = −1. Entretanto, se nos restringirmos ao ideal fundamental IK visto
como um subgrupo aditivo de WK temos o seguinte resultado:
Proposição 3.3 IK/I2K ∼= K×/K×2.
Demonstração: Consideremos a aplicação d : IK → K×/K×2. Se tomarmos uma 2n–forma
φ e uma 2m–forma ψ em IK então
d(φ ⊥ ψ) = (−1)n+mdet(φ ⊥ ψ) = (−1)n(−1)mdet(φ)det(ψ) = d(φ)d(ψ)
e d(−φ) = (−1)ndet(−φ) = (−1)ndet(φ) = d(φ). Além disso, d(〈1,−1〉) = 1 e d(〈1,−a〉) =
a, ∀a ∈ K×/K×2. Portanto, d é um homomorfismo sobrejetivo de grupos. Se ψ ∈ I2K então





d(〈1, ai, bi, aibi〉) = 1.
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Agora observe que
〈1, a〉 ⊥ 〈1, b〉 ∼ 〈1, a〉 ⊥ 〈1, b〉 ⊥ 〈ab,−ab〉 ∼= 〈1,−ab〉 ⊥ 〈1, a〉 ⊗ 〈1, b〉.
Desta forma, toda forma φ ∈ IK pode ser escrita como φ = 〈1, x〉 ⊥ ψ tal que ψ ∈ I2K.
Sendo assim , se d(φ) = 1 então d(φ) = d(〈1, x〉)d(ψ) = d(〈1, x〉) = −x = 1, logo, x = −1
em K×/K×
2
e φ = 〈1, x〉 ⊥ ψ = 〈1,−1〉 ⊥ ψ = ψ. Portanto, o ideal I2K é precisamente o
ker(d) e IK/I2K ∼= K×/K×2. 
Segue da proposição acima que o ideal I2K é formado pelas classes das formas pares
de discriminante 1.
Definição 3.4 Se φ = 〈a1, . . . , an〉 é uma n–forma então definimos o invariante de




(ai, aj) ∈ Br2(K).
Para n = 1 definimos s(φ) = 1.
Proposição 3.5 Se φ e ψ são duas formas quadráticas então
s(φ ⊥ ψ) = s(φ)s(ψ)(det(φ), det(ψ)).
Demonstração: Escrevendo φ = 〈a1, . . . , an〉 e ψ = 〈an+1, . . . , an+m〉 teremos que

































ai, det(ψ)) = (det(φ), det(ψ)),
segue que s(φ ⊥ ψ) = s(φ)s(ψ)(det(φ), det(ψ)). 
Proposição 3.6 Se φ e ψ são duas formas quadráticas satisfazendo φ ∼= ψ então s(φ) =
s(ψ).
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Demonstração: Se φ = 〈a1, . . . an〉, ψ = 〈b1, . . . bn〉 e φ ∼= ψ então, pelo Teorema da
Cadeia Equivalência de Witt, φ ≈ ψ, isto é, φ ∼= 〈a, b, a3, . . . , an〉 e ψ ∼= 〈c, d, a3, . . . , an〉,
onde 〈a, b〉 ∼= 〈c, d〉. Pelo Corolário 1.14, ab = cd em K×/K×2 e (a, b)K ∼= (c, d)K. Sendo
assim, segue da proposição anterior que
s(φ) = s(〈a, b〉)s(〈a3, . . . , an〉)(ab, a3 . . . an)
= (a, b)s(〈a3, . . . , an〉)(ab, a3 . . . an)
= (c, d)s(〈a3, . . . , an〉)(cd, a3 . . . an)
= s(〈c, d〉)s(〈a3, . . . , an〉)(cd, a3 . . . an)
= s(ψ).

Entretanto, s não está bem definida no anel de Witt, pois temos que s(〈1,−1〉) = 1
e s(〈1,−1, 1,−1〉) = (−1,−1), mas sob os racionais, (−1,−1) 	= 1. Para corrigir esse
problema temos a seguinte definição:
Definição 3.7 Definimos o invariante de Witt c(φ) de uma n–forma φ pelas seguintes
fórmulas:
c(φ) := s(φ) se n ≡ 1, 2(mod 8)
:= s(φ)(−1,−det(φ)) se n ≡ 3, 4(mod 8)
:= s(φ)(−1,−1) se n ≡ 5, 6(mod 8)
:= s(φ)(−1, det(φ)) se n ≡ 7, 8(mod 8).
Proposição 3.8 A aplicação c : WK → Br2(K) está bem definida.
Demonstração: Seja φ uma n–forma. Suponhamos que dim(φ) ≡ 5, 6(mod 8). Neste
caso, dim(φ ⊥ 〈1,−1〉) ≡ 7, 8(mod 8). Assim,
c(φ ⊥ 〈1,−1〉) = s(φ ⊥ 〈1,−1〉)(−1, det(φ ⊥ 〈1,−1〉)
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A verificação de que c(φ ⊥ 〈1,−1〉) = c(φ) nos demais casos é análoga. Segue daí que
c(φ ⊥ h) = c(φ) para qualquer forma hiperbólica h. Portanto, c(φ) só depende classe de
Witt equivalência de φ. 
3.2 Teoremas de Classificação
Nesta seção vamos utilizar os invariantes definidos na seção anterior para classificar
formas quadráticas de dimensão baixa (menor ou igual a 10). A partir desses resultados
vamos obter os dois principais teoremas deste capítulo. O leitor deve ficar atento, pois
ao longo dessa seção, estaremos utilizando a todo momento as equações do Corolário 1.15
sem citá-lo, a fim de não nos tornarmos repetitivos. Começamos então com um teorema
de classificação para formas quadráticas de dimensão 3.
Teorema 3.9 Sejam φ e ψ duas formas quadráticas de dimensão ≤ 3. Se dim(φ) =
dim(ψ), det(φ) = det(ψ) e s(φ) = s(ψ) então φ ∼= ψ.
Demonstração: Para dimensão 1, φ ∼= 〈det(φ)〉 ∼= 〈det(ψ)〉 ∼= ψ. Se φ e ψ são duas
formas binárias então o resultado segue imediatamente do Corolário 1.14. Agora, sejam
φ = 〈a, b, c〉 e ψ = 〈d, e, f〉. Estamos assumindo que det(φ) = det(ψ), assim, abc = def .
Daí obtemos que
φ′ = −abcφ = 〈−a2bc,−ab2c,−abc2〉 ∼= 〈−bc,−ac,−ab〉 ∼= 〈x, y,−xy〉 e
ψ′ = −defψ = 〈−d2ef,−de2f,−def 2〉 ∼= 〈−ef,−df,−de〉 ∼= 〈z, w,−zw〉,
onde x = −bc, y = −ac, z = −ef e w = −df . Note agora que para uma 3–forma
ϕ = 〈a, b, c〉 e λ ∈ K× temos que
s(λϕ) = s(〈λa, λb, λc〉)
= (λa, λb)(λa, λc)(λb, λc)
= (λa,−ab)(ab, λc)
= (λa,−1)(λa, ab)(ab, λc)
= (λ, λ)(a, a)(ab, ac)
= (λ, λ)(a, b)(a, c)(b, c)
= s(ϕ)(λ, λ).
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Sendo assim,
s(φ′) = s(λφ) = (λ, λ)s(φ) = (λ, λ)s(ψ) = s(λψ) = s(ψ′).
Por outro lado, s(φ′) = (x, y)(x,−xy)(y,−xy) = (x, y)(xy,−xy) = (x, y) e, pela mesma
razão, s(ψ′) = (z, w). Como duas álgebras de quatérnios Brauer equivalentes são obriga-
toriamente isomorfas, então (x, y)K ∼= (z, w)K. Segue do Teorema 1.12 que 〈x, y,−xy〉 ∼=
〈z, w,−zw〉. Portanto, φ ∼= ψ. 
Corolário 3.10 Uma 3–forma ϕ é isotrópica se, e somente se, c(ϕ) = 1.
Demonstração: Se ϕ é isotrópica então, pelo Teorema da Decomposição de Witt, ϕ ∼=
〈1,−1, a〉, logo,
c(ϕ) = s(ϕ)(−1,− det(ϕ)) = (1,−1)(1, a)(−1, a)(−1, a) = 1.
Reciprocamente, suponhamos que c(ϕ) = 1. Fazendo ϕ = 〈a, b, c〉 e ϕ′ = 〈1,−1,−abc〉,
temos que det(ϕ) = abc = det(ϕ′) e
s(ϕ′) = (−1,−abc) = (−1,− det(ϕ)) = s(ϕ),
pois, c(ϕ) = s(ϕ)(−1,−abc) = 1. Portanto, pelo Teorema 3.9, ϕ ∼= ϕ′, logo, ϕ é isotrópica.

O teorema 3.9 não pode ser estendido para formas de dimensão 4. Por exemplo, sobre os
racionais, se tomarmos φ = 〈1, 1, 1, 1〉 e ψ = 〈−1,−1,−1,−1〉 temos que det(φ) = 1 =
det(ψ) e s(φ) = s(ψ), entretanto, φ e ψ não são isométricas. Em contrapartida, temos
alguns importantes resultados que classificam essas formas quadráticas, como veremos
agora.
Teorema 3.11 Sejam φ e ψ duas 4–formas satisfazendo d(φ) = d(ψ) = 1 e c(φ) = c(ψ).
Então φ = λψ, para algum λ ∈ K× .




φ ∼= 〈x2yzw, xy2zw, xyz2w, xyzw2〉 ∼= 〈yzw, xzw, xyw, xyz〉 ∼= 〈a, b, c, abc〉,
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onde, a = yzw, b = xzw e c = xyw. Do mesmo modo, podemos escrever ψ ∼= 〈d, e, f, def〉.
Agora, para cada λ ∈ K× , temos:
c(λψ) = s(λψ)(−1,− det(λψ))
= (λa, λa)(λb, ab)(λc, λabc)(−1,−1)
= (λa,−1)(λb, ab)(λc, λc)(λc, ab)(−1,−1)
= (λa,−1)(bc, ab)(λc,−1)(−1,−1)
= (ac,−1)(b, ab)(c, abc)(−1,−1)
= c(ψ).
Escrevendo φ ∼= 〈a〉 ⊥ φ′ e adψ = 〈a, ade, adf, aef〉 ∼= 〈a〉 ⊥ ψ′ teremos que det(φ′) =
a = det(ψ′), c(φ) = s(φ)(−1,−1) = s(φ′)(a, a)(−1,−1) e c(adψ) = s(adψ)(−1,−1) =
s(ψ′)(a, a)(−1,−1). Como c(adψ) = c(φ), então s(φ′) = s(ψ′). Pelo Teorema 3.9, φ′ ∼= ψ′,
e assim, φ ∼= adψ. 
Proposição 3.12 Seja φ uma 4–forma com discriminante d e L = K(
√
d). Então φ é
isotrópica se, e somente se, φL é isotrópica.
Demonstração: É claro que se φ é isotrópica então φL é isotrópica. Reciprocamente, se
d é um quadrado então L = K, e nada temos a fazer. Suponhamos então que d /∈ K×2
e que φL é isotrópica. Se φ fosse anisotrópica então teríamos, pela Proposição 1.7, que
φ ∼= 〈a,−ad〉 ⊥ 〈x, y〉 para alguns a, x, y ∈ K× . Sendo assim,
d = det(φ) = −dxy ⇒ xy = −1 ⇒ 〈x, y〉 ∼= 〈x,−x〉.
Assim, 〈x, y〉 é um plano hiperbólico e φ é isotrópica. 




(i) φ é hiperbólica se, e somente se, d(φ) = 1 e c(φ) = 1.
(ii) φ é isotrópica se, e somente se, c(φL) = 1.
3.2 Teoremas de Classificação 50
Demonstração: (i) Suponhamos inicialmente que d(φ) = 1 e c(φ) = 1. Sendo assim,
podemos escrever φ ∼= 〈a, b, c, abc〉 e




Como c(φ) = (−ab,−ac) = 1, pelo Teorema 1.13, a forma 〈1, ab, ac, bc〉 é hiperbólica, logo
φ ∼= a〈1, ab, ac, bc〉 é hiperbólica. Reciprocamente, se φ é hiperbólica então, é claro que
d(φ) = 1 e c(φ) = 1.
(ii) Se φ é isotrópica então φ ∼= 〈1,−1, x, y〉. Sendo assim, d(φ) = −xy e
c(φ) = (1,−xy)(−1, xy)(x, y)(−1,−1)
= (−1, x)(−1, y)(x, y)(−1,−1)
= (−1,−y)(x,−y)
= (−x,−y).
Em Br(L), (−x,−y) = (−x,−y(−xy)) = (−x, x), e assim, c(φL) = 1. Suponhamos agora
que c(φL) = 1. Como d(φL) = 1 em L
×
/L
×2, segue da parte (i) que φL é hiperbólica. Pela
Proposição 3.12, φ é isotrópica. 
Veremos agora um resultado semelhante ao teorema anterior para formas de dimensão
6.
Teorema 3.14 Se φ é uma 6–forma sobre K com discriminante 1 então:
(i) φ é hiperbólica se, e somente se, c(φ) = 1
(ii) Se c(φ) é a classe de uma álgebra de quatérnios (a, b)K então φ é isotrópica.
Demonstração: (i) Se φ é hiperbólico então um cálculo simples mostra que c(φ) =
1. Reciprocamente, suponhamos que c(φ) = 1. Desta forma, s(φ) = c(φ)(−1,−1) =
(−1,−1). Como d(φ) = 1, podemos escrever φ ∼= 〈a, b, c, d, e,−abcde〉. Agora escrevemos
3.2 Teoremas de Classificação 51
φ = ψ ⊥ (−ψ′), onde ψ = 〈a, b, c〉 e ψ′ = 〈−d,−e, abcd〉. Sendo assim,
s(φ) = s(ψ)(a,−abc)(b,−abc)(c,−abc)s(−ψ′)
= s(ψ)(a, bc)(b, ac)(c, ab)s(−ψ′)
= s(ψ)(a, b)(a, c)(b, a)(b, c)(c, a)(c, b)s(−ψ′)
= s(ψ)s(−ψ′).
Como vimos na demonstração do Teorema 3.9, s(−ψ′) = s(ψ′)(−1,−1). Assim, s(ψ)s(ψ′) =
s(φ)(−1,−1) = 1. Logo, s(ψ) = s(ψ′). Como det(ψ) = abc = det(ψ′), segue do Teorema
3.9 que ψ ∼= ψ′. Portanto, φ ∼= ψ ⊥ (−ψ′) é hiperbólica.
(ii) Suponhamos que φ é anisotrópica. Seja L = K(
√−ab). Em Br(L), c(φL) =
(a, b) = (a, b(−ab)) = (a,−a) = 1. Como d(φ) = d(φL) = 1, temos, pelo parte (i) que
φL é hiperbólica. Pela Proposição 1.8, φ ∼= 〈1, ab〉 ⊗ ψ. Escrevendo ψ = 〈x, y, z〉, teremos
que φ ∼= 〈x, y, z, ab, yab, zab〉 e d(φ) = −ab = 1. Assim, −ab ∈ K×2. Portanto, L = K e φ
é hiperbólica, o que é um absurdo. Logo, φ é isotrópica. 
Corolário 3.15 Uma 8–forma φ é hiperbólica se, e somente se, é isotrópica, d(φ) = 1 e
c(φ) = 1.
Demonstração: Suponhamos que φ é isotrópica, d(φ) = 1 e c(φ) = 1. Desta forma,
escrevemos φ ∼= 〈1,−1〉 ⊥ ψ. Sendo assim, 1 = d(φ) = det(φ) = − det(ψ) = d(ψ) e
c(φ) = s(φ)(−1, det(ψ))
= (1,− det(ψ))(−1, det(ψ))s(ψ)(−1, 1)
= (−1,−1)s(ψ)
= c(ψ).
Portanto, d(ψ) = 1 e c(ψ) = 1 e, pela parte (i) do Teorema 3.14, ψ é hiperbólica. Logo
φ é hiperbólica. A outra implicação é imediata. 
Corolário 3.16 Se φ é uma 10–forma que satisfaz d(φ) = 1 e c(φ) = 1 então φ é
isotrópica.
Demonstração: Como det(φ) = −d(φ) = −1, podemos escrever:
φ ∼= 〈x, y, z, w〉 ⊥ ψ ∼= 〈x, y, z,−xyz det(ψ)〉 ⊥ ψ ∼= a〈1, b, c, d〉 ⊥ ψ
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Se ψ é isotrópica, nada temos a fazer. Suponhamos então que ψ é anisotrópica e tomamos
L = K(
√
bcd). Como det(φ) = bcd det(ψ) = −1, então d(ψL) = − det(ψL) = bcd = 1.
Além disso, fazendo γ = a〈1, b, c, d〉, teremos que
c(φL) = s(φL) = s(ψL)s(γL)(det(ψL), det(γL) = s(ψL)s(γL)(−1, 1) = s(ψL)s(γL).
Como γL ∼= a〈1, b, c, bc〉, então
c(ψL) = s(ψL)(−1,−1)
= s(γL)(−1,−1)




Assim, d(ψL) = 1 e c(ψL) = 1, logo, pela parte (ii) do Teorema 3.13, ψL é isotrópica. Pela
Proposição 1.7,
ψ ∼= 〈e,−e(bcd)〉 ⊥ ψ′ = e〈1, bcd〉 ⊥ ψ′,
e assim,
d(ψ′) = det(ψ′) = −bcd det(ψ) = (−bcd)2 = 1.
Logo, ψ′ ∼= 〈f, g, h, fgh〉 = f〈1, fg, fh, gh〉. Se escrevermos
ϕ = a〈1, b, c, d〉 ⊥ e〈1,−bcd〉,
teremos que φ ∼= ϕ ⊥ ψ′, d(ϕ) = − det(ϕ) = 1 e
c(φ) = s(φ) = s(ϕ)s(ψ′)(det(ϕ), det(ψ′)) = s(ϕ)s(ψ′)(−1, 1) = s(ϕ)s(ψ′) = 1.
Assim, pelas equações (∗) acima,
c(ϕ) = s(ϕ)(−1,−1) = s(ψ′)(−1,−1) = (−fg,−fh).
Portanto, pelo Teorema 3.13, ϕ é isotrópica e φ também é isotrópica. 
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3.3 A forma de Albert
Vamos agora retornar ao estudo das álgebras biquaterniônicas. Como foi visto na
seção 3 do capítulo 1, podemos classificar as álgebras de quatérnios (a, b)K através da
sua forma norma 〈1,−a,−b, ab〉. Desta maneira, desejamos obter resultados análogos aos
Teoremas 1.12 e 1.13, de tal forma, a podermos classificar as álgebra biquaterniônicas por
meio de formas quadráticas. Sendo assim, se A ∼= (a, b)K ⊗K (c, d)K então definimos uma
forma de Albert associada a A como sendo a 6-forma 〈−a,−b, ab, c, d,−cd〉.
Obs 3.17 Seja φ uma forma quadrática do tipo
φ ∼= 〈a, b, c, d, e,−abcde〉
então,
abcφ ∼= 〈bc, ac, ab, abcd, abce,−de〉 ∼= 〈−x,−y, xy, z, w,−zw〉,
onde x = −bc, y = −ac, z = abcd e w = abce. Portanto, toda 6 forma de discriminante
1 é similar a uma forma de Albert.
Obs 3.18 A decomposição de uma álgebra biquaterniônica como o produto de duas álge-
bras de quatérnios não é essencialmente única. Como exemplo, basta tomarmos o corpo
dos números racionais que teremos: (1, 1)K ⊗K (1, 1)K ∼= (−1,−1)K ⊗K (−1,−1)K, mas
(−1,−1)K  (1, 1)K, pois a forma 〈1, 1, 1〉 é anisotrópica. Como também não é única
a forma de Albert associada a A. Por exemplo, ainda sob os racionais, é claro que
(−1,−1)K⊗K(1, 1)K ∼= (1, 1)K⊗K(−1,−1)K mas, 〈1, 1, 1, 1, 1,−1〉 e 〈−1,−1, 1,−1,−1,−1〉
não são isométricas.
Mesmo não sendo única, uma forma de Albert é capaz de classificar uma álgebra
biquaterniônica à qual está associada, como veremos no resultado abaixo:
Teorema 3.19 Seja A uma álgebra biquaterniônica e ϕ uma forma de Albert associada.
Então:
1. A é cindida se, e somente se, ϕ é hiperbólica;
2. A ∼= M2(D), onde D é uma álgebra de quatérnios de divisão se, e somente se, ϕ
tem índice de Witt 1;
3. A é um anel de divisão se, e somente se, ϕ é anisotrópica.
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Demonstração: Note que pelo Teorema de Wedderburn e pelo Teorema da Decomposição
de Witt, as três situações acima são as únicas que podem ocorrer. Assim, precisamos
provar apenas duas delas. Seja A = (a, b)K ⊗K (c, d)K uma álgebra biquaterniônica e
φ = 〈−a,−b, ab, c, d,−cd〉 uma forma de Albert associada. Note que o invariante de Witt
leva essa forma quadrática na classe do grupo de Brauer de A, pois
c(φ) = (−a, a)(−b,−ab)(ab,−1)(c,−c)(d,−cd)(−1,−1)
= (−1,−1)(−1, ab)(b,−ab)(ab,−1)(d,−cd)(−1,−1)
= (b,−ab)(d,−cd)
= (a, b)(c, d).
Como d(φ) = 1, pela parte (i) o Teorema 3.13, A é cindida se, e somente se, c(φ) = 1
se, e somente se, φ é hiperbólica. Isto prova (1). Para verificar a parte (2), escrevemos
A ∼= M2(D), onde D é uma álgebra de quatérnios de divisão (a, b)K. Como d(φ) = 1 e
c(φ) = [A] = [B] = (a, b), teremos pela parte (ii) do Teorema 3.13, que φ é isotrópica.
Sendo assim, φ tem índice de Witt 1, 2 ou 3. Os dois últimos casos não são possíveis pois
φ seria hiperbólica e daí c(φ) = [D] = 1. Reciprocamente, se φ tem índice de Witt 1,
então podemos escrever φ ∼= 〈1,−1〉 ⊥ ψ, com ψ ∼= 〈a, b, c, abc〉 é anisotrópica. Assim,





Como 〈ac, ab, bc〉 ∼= a〈b, c, abc〉 é anisotrópica, pelo Teorema 1.13, [A] = c(φ) é a classe de
uma álgebra de quatérnios de divisão. 
Para ilustrar o resultado acima, vamos utilizá-lo para construir uma álgebra biquater-
niônica de divisão.
Exemplo 3.20 Consideremos o corpo das funções racionais a quatro variáveis K =
F(x1, x2, x3, x4) com coeficiente no corpo F. Então a álgebra biquaterniônica
A = (x1, x2)K ⊗K (x3, x4)K
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é de divisão sobre K. Suponhamos que A não é de divisão. Pelo teorema acima, a
forma de Albert associada a A é isotrópica, isto é, existem a1, . . . , a6 não todos nulos
em K(x1, x2, x3, x4) tais que
−x1a21 − x2a22 + x1x2a23 + x3a24 + x4a25 − x3x4a26 = 0. (∗)
Podemos assumir que a1, . . . , a6 estão K(x1, x2, x3)[x4] e que algum ai não é divisível por
x4. Suponhamos a1, a2, a3, a4 são todos divisíveis por x4. Desta forma,
x24|(−x1a21 − x2a22 + x1x2a23 + x3a24) ⇒ x24|(x4a25 − x3x4a26) ⇒ x4|(a25 − x3a26).
Como x4 não divide a5 ou a6, fazendo x4 = 0 obtemos que a equação x2 − a3y2 ad-
mite solução não trivial em K(x1, x2, x3). Mas daí teríamos que x3 é um quadrado em
K(x1, x2, x3), o que é um absurdo. Portanto, um dos a1, a2, a3, a4 não é divisível por
x4. Fazendo x4 = 0 na equação (∗) obtemos que existem b1, . . . , b4 não todos nulos em
K(x1, x2, x3) tais que
−x1b21 − x2b22 + x1x2b23 + x3b24 = 0. (∗∗)
Do mesmo modo, podemos assumir que b1, b2, b3, b4 estão todos em K(x1, x2)[x3] e que um
deles não é divisível por x3. Daí, se x3 não pode dividir algum dos a1, a2, a3, pois, caso
contrário, também dividiria a4. Assim, substituindo x3 = 0 na equação (∗∗) teremos
−x1c21 − x2c22 + x1x2c23 = 0,





tem solução não trivial em K(x1). Isto de fato é uma contradição. Portanto,
〈−x1,−x2, x1x2, x3, x4,−x3x4〉
é anisotrópica e A é de divisão.
Vamos agora ver dois resultados imediatos do Teorema 3.19, que também nos ajudarão
a classificar as álgebras biquaterniônicas.
Corolário 3.21 Uma álgebra biquaterniônica A = B⊗KC não é um anel de divisão se, e
somente se, existem x, y, z ∈ K× tais que B ∼= (x, z)K e C ∼= (y, z)K. Neste caso, dizemos
que as álgebra de quatérnios B e C são ligadas e [A] = (xy, z) no grupo de Brauer Br(K)
3.3 A forma de Albert 56
Demonstração: Suponhamos que A não é uma álgebra de divisão. Se B ∼= (a, b)K ou
C ∼= (c, d)K é cindida, digamos B, então B ∼= (1, d)K. Suponhamos então que B e C
são de divisão, desta forma, pelo Teorema 1.13, φ ∼= 〈−a,−b, ab〉 e ψ ∼= 〈−c,−d, cd〉 são
anisotrópicas. Pelo Teorema 3.19, a forma 〈−a,−b, ab, c, d,−cd〉 é isotrópica, então ψ e φ
representam um comum valor −z ∈ K× . Assim, φ ∼= 〈−z,−x, v〉 e ψ ∼= 〈−z,−y, u〉. Como
det(φ) = det(ψ) = 1, obtemos que φ ∼= 〈−z,−x, xz〉 e ψ ∼= 〈−z,−y, yz〉. Portanto, pelo
Teorema 1.12, B ∼= (x, z)K e C ∼= (y, z)K. A recíproca é imediata. 
Corolário 3.22 Sejam B e C duas álgebra de quatérnios de divisão. A ∼= B ⊗K C não
é uma álgebra biquaterniônica de divisão se, e somente se, B e C possuem um subcorpo
quadrático comum.
Demonstração: Pelo corolário acima, A não é de divisão se, e somente se, B ∼= (x, z)K e
C ∼= (y, z)K se, e somente se, K(
√
z) é uma extensão quadrática de K em B e C. 
Uma demonstração independente do resultado acima foi dada pelo próprio Albert [6],
numa publicação póstuma.1
Como vimos na observação 3.18, (−1,−1)K ⊗K (1, 1)K ∼= (1, 1)K ⊗K (−1,−1)K mas,
〈1, 1, 1, 1, 1,−1〉 e 〈−1,−1, 1,−1,−1,−1〉 não são isométricas. Entretanto, note que
〈1, 1, 1, 1, 1,−1〉 ∼= −1〈−1,−1, 1,−1,−1,−1〉,
isto é, as duas forma quadráticas são similares. Veremos agora que este fato é geral.
Teorema 3.23 (Jacobson) Sejam A e B duas álgebras biquaterniônicas sobre K e ϕA
e ϕB formas de Albert associadas a A e B, respectivamente. Nestas condições, A ∼= B
se, e somente se, ϕA e ϕB são similares, isto é, ϕA ∼= λϕB, para algum λ em K×. Em
particular, duas formas de Albert associadas a uma álgebra biquaterniônica são sempre
similares.
Este teorema foi demonstrado inicialmente por Jacobson [13], utilizando a teoria de
normas de Jordan em álgebras centrais simples com involuções. Entretanto, a fim de
continuarmos trabalhando com a teoria de formas quadráticas, seguiremos os passos dados
por Mammone e Shapiro [23]. De qualquer forma, precisaremos de mais alguns resultados
que veremos nas duas seções seguintes.
1Professor Albert faleceu em 6 de junho de 1972.
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3.4 O Teorema de Pfister
De acordo com o célebre Teorema de Merkurjev (Ver [8] ou [34]), se restringirmos
a aplicação c : WK → Br2(K), obtida em 3.8, ao ideal I2K, então
c : I2K → Br2(K)
é um homomorfismo sobrejetivo de grupos, cujo núcleo é dado por I3K. Como o ideal I2K
é aditivamente gerado pelas formas 〈1,−a,−b, ab〉 e
c(〈1,−a,−b, ab〉) = (a, b),
segue que toda álgebra de expoente 2 é Brauer equivalente a um produto tensorial de
álgebras de quatérnios.
De qualquer forma, como estamos interessados apenas em formas quadráticas de di-
mensão baixa, vamos evitar o uso desse difícil teorema e provar um resultado parcial a
esse, que é atribuído a Pfister [25].
Teorema 3.24 (Pfister) Suponhamos que φ ∈ I2K e dim(φ) ≤ 12. Se c(φ) = 1 então
φ ∈ I3K.
Demonstração: Pela Proposição 3.3, se φ ∈ I2K então dim(φ) é par d(φ) = 1. Desta
forma, se dim(φ) = 2, 4 ou 6, segue dos Teoremas 3.9, 3.13 e 3.14, respectivamente, que
φ é hiperbólica e assim, φ ∈ I3K.
Suponhamos agora que dim(φ) = 8. Se φ é isotrópica então, pelo Corolário 3.15, φ
é hiperbólica. Consideremos então o caso em que φ é anisotrópica. Como det(φ) = 1,
escrevemos:
φ ∼= 〈a, y〉 ⊥ ψ ∼= 〈a, a det(ψ)〉 ⊥ ψ ∼= 〈a,−ab〉 ⊥ ψ,
onde, b = − det(ψ). Se L = K(√b) teremos que φL é isotrópica. Como d(φL) = 1 e
c(φL) = 1, pelo Corolário 3.15, φL é hiperbólica, logo, ψL é isotrópica. Como estamos
supondo que ψ é anisotrópica, segue da Proposição 1.7 que ψ ∼= 〈c,−bc〉 ⊥ ψ′. Assim,
φ ∼= 〈a,−ab〉 ⊥ 〈c,−bc〉 ⊥ ψ′ ∼= 〈a, c〉 ⊗ 〈1,−b〉 ⊥ ψ′.
Escrevendo φ′ = 〈a,−ab〉 ⊥ 〈c,−bc〉 = 〈a, c〉 ⊗ 〈1,−b〉, teremos que, φ ∼= φ′ ⊥ ψ′ e
d(ψ′) = det(ψ′) = d(ψ′) = 1. Além disso,
c(φ) = s(φ)(−1, det(φ))
= s(φ′)s(ψ′)(det(φ′), det(ψ′))(−1, 1)
= s(φ′)s(ψ′),
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logo, s(φ′) = s(ψ′) e c(φ′) = s(φ′)(−1,− det(φ′) = s(ψ′)(−1,− det(ψ′) = c(ψ′). Desta
forma, pelo Teorema 3.11, existe λ ∈ K× tal que φ′ ∼= λψ′. Portanto,
φ ∼= φ′ ⊥ ψ′ ∼= φ′ ⊥ λφ′ ∼= φ′ ⊗ 〈1, λ〉 ∼= 〈a, c〉 ⊗ 〈1,−b〉 ⊗ 〈1, λ〉 ∈ I3K.
Se dim(φ) = 10 então, pelo Corolário 3.16, φ é isotrópica. Sendo assim, podemos
escrever φ ∼= 〈1,−1〉ψ. Como ψ é uma 8–forma que satisfaz
d(ψ) = det(ψ) = − det(φ) = d(φ) = 1
e
c(φ) = s(φ) = (1,− det(ψ))(−1, det(ψ))s(ψ) = c(ψ) = 1.
Teremos, pelo caso anterior, que ψ ∈ I3K. Portanto, φ ∈ I3K.
Resta-nos o caso em que φ é uma 12–forma. Se φ é isotrópica então φ ∼= 〈1,−1〉 ⊥ ψ.
Sendo assim, d(φ) = det(φ) = − det(ψ) = d(φ) = 1 e
c(φ) = s(φ)(−1,−1) = (1,−1)s(ψ)(−1,− det(ψ))(−1,−1) = s(ψ) = c(ψ) = 1.
Pelo caso anterior, ψ ∈ I3K e assim, φ ∈ I3K. Suponhamos então que φ é anisotrópica e
escrevemos φ ∼= 〈a,−ab〉 ⊥ ψ. Se L = K(
√
b) então d(ψL) = − det(ψL) = b det(φL) = b =
1 e
c(φL) = (a, a)(−a,−1)s(ψL)(−1,−1) = s(ψL) = c(ψL).
Assim, pelo Corolário 3.16, ψL é isotrópica e pela Proposição 1.7, podemos escrever:
ψ ∼= 〈c,−cb〉 ⊥ ψ′, logo, φ ∼= 〈a,−ab〉 ⊥ 〈c,−cb〉 ⊥ ψ′.
Como det(ψ′) = det(φ) = 1, então escrevemos ψ′ ∼= 〈e,−ed〉 ⊥ γ. Segue que det(ψ′) =
−d det(γ) = 1, logo d(γ
K(
√
d)) = − det(γK(√d)) = 1 e como
φ ∼= 〈a,−ab〉 ⊥ 〈c,−cb〉 ⊥ 〈e,−ed〉 ⊥ γ,
teremos que
c(φ) = (a, a)(−ab,−b)(c,−cb)(−cb, 1)(e, e)(−ed,−d)s(γ)
= (a,−1)(−a,−b)(c, b)(e,−1)(−e,−d)s(γ)











d))(−1,− det(γK(√d))) = (−ac, b)(d,−e)(−1, d) = (−ac, b).
Novamente, pelo Teorema 3.14 e pela Proposição 1.7, teremos que γ
K(
√
d) é isotrópica e
γ ∼= 〈f,−df〉 ⊥ φ3. Desta forma, se escrevermos
φ1 ∼= 〈a, c〉 ⊗ 〈1,−b〉 e φ2 ∼= 〈e, f〉 ⊗ 〈1,−d〉,
teremos que
φ ∼= 〈a,−ab〉 ⊥ 〈c,−cb〉 ⊥ 〈e,−ed〉 ⊥ 〈f,−fd〉 ⊥ φ3 ∼= φ1 ⊥ φ2 ⊥ φ3.
Desta forma, d(φ1) = d(φ2) = d(φ3) = 1 e
c(φ1)c(φ2)c(φ3) = s(φ1)(−1,−1)s(φ2)(−1,−1)s(φ3)(−1,−1) =
= s(φ1)s(φ2)s(φ3)(−1,−1) = s(φ)(−1,−1) = c(φ) = 1.






Além disso, como φ′ é isotrópica, φ′ ∼= 〈1,−1〉 ⊥ ρ, onde, d(ρ) = 1 e c(ρ) = 1. Segue do
caso de dimensão 10 que ρ ∈ I3K, logo, φ′ ∈ I3K. Como, em WK,
φ = φ′ ⊥ 〈1, f〉 ⊗ φ1 ⊥ 〈1, a〉 ⊗ φ2,
concluímos que φ ∈ I3K. 
3.5 Mais sobre formas de dimensão 4
Começamos com o seguinte resultado de Wadsworth [33](Teorema 7).
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Teorema 3.25 (Wadsworth) Sejam φ e φ′ duas 4–forma que representam 1 e com
discriminante d e seja L = K(
√
d). Nestas condições, se φL ∼= φ′L então φ e φ′ são
similares.
Demonstração: Suponhamos que d /∈ K×2, caso contrário, nada teríamos a fazer. Se φ é
isotrópica então φ′ também é isotrópica e podemos escrever:
φ ∼= 〈1,−1〉 ⊥ 〈a, b〉 e φ′ ∼= 〈1,−1〉 ⊥ 〈c, d〉.
Assim, d = −ab = −cd e, em K×/K×2, podemos escrever λ = ac = bd, logo
λφ ∼= 〈λ,−λ〉 ⊥ 〈λa, λb〉 ∼= 〈1,−1〉 ⊥ 〈a2c, b2d〉 ∼= 〈1,−1〉 ⊥ 〈c, d〉 ∼= φ′.
Podemos supor então que φ e φ′ são anisotrópicas. Escrevemos φ ∼= 〈1〉 ⊥ ψ e φ′ ∼= 〈1〉 ⊥
ψ′ e seja γ ∼= ψ ⊥ −ψ′. Como ψL ∼= ψ′L, então γL é hiperbólica. Se γ fosse anisotrópica,
pela Proposição 1.8, teríamos γ ∼= 〈1,−d〉 ⊗ ρ e daí, det(γ) = −d. Por outro lado,
det(γ) = det(ψ)(− det(ψ′)) = − det(φ) det(φ′) = −d2 = −1,
o que não é possível, portanto, γ é isotrópica. Como ψ e ψ′ são anisotrópicas, existe
a ∈ K× , que é representado por ψ e ψ′. Então ficamos com
φ ∼= 〈1, a, b, c〉 e φ ∼= 〈1, a, b′, c′〉.
Como abc = d = ab′c′ então c = abd e c′ = ab′d logo,
φ ∼= 〈1, a, b, abd〉 e φ ∼= 〈1, a, b′, ab′d〉.
Seja agora, τ ∼= 〈1, a,−bb′,−bb′ad〉. Note que det(τ) = d e
bτL ∼= 〈b, ab,−b′,−b′ad〉 ∼= 〈b, abd,−b′,−b′ad〉.
Como φL ⊥ −φ′L ∼= 〈1, a,−1,−a〉 ⊥ bτL é hiperbólica, assim como 〈1, a,−1,−a〉, obtemos
que τL é hiperbólica. Se τ fosse anisotrópica, teríamos que τ ∼= 〈1,−d〉 ⊗ σ e det(τ) =
1. Portanto, τ é isotrópica. Agora, do fato de φ ser anisotrópica, segue que 〈1, a〉 é
anisotrópica, e daí, 〈1, a〉 e 〈bb′, bb′ad〉 representam um comum valor t ∈ K× . Desta forma,
〈1, a〉 ∼= 〈t, x〉 e assim, a = tx e x = at em K×/K×2, logo 〈1, a〉 ∼= 〈t, at〉 ∼= t〈1, a〉. Do mesmo
modo, 〈bb′, bb′ad〉 ∼= 〈t, y〉, e assim, ad = ty e y = adt em K×/K×2. Logo
〈bb′, bb′ad〉 ∼= 〈t, adt〉 ∼= t〈1, ad〉 ⇒ 〈b′, b′ad〉 ∼= t〈b, bad〉.
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Finalmente,
φ′ ∼= 〈1, a, b′, ab′d〉 ∼= t〈1, a, b, abd〉 ∼= tφ.

Corolário 3.26 Sejam φ e φ′ duas 4–forma com discriminante d e seja L = K(
√
d).
Sendo assim, se φL e φ′L são similares então φ e φ′ são similares.
Demonstração: Supondo que det(φ) = det(φ′) = d, podemos escrever
φ ∼= 〈a, b, c, abcd〉 ∼= a〈1, ab, ac, bcd〉 ∼= a〈1, x, y, xyd〉 ∼= aψ.
Do mesmo modo, obtemos φ′ ∼= a′〈1, x′, y′, x′y′d〉 ∼= a′ψ′. Se φL e φ′L são similares então
existe α ∈ L× tal que φL ∼= αφ′L, e assim, ψL ∼= aa′αψ′L. Note que ψL e ψ′L são formas de
Pfister. Como toda forma de Pfister é multiplicativa, segue que duas formas de Pfister
similares são isométricas. Daí concluímos que ψ e ψ′ cumprem as hipóteses do teorema
anterior. Desta forma, existe λ ∈ K× tal que ψ ∼= λψ′. Assim, aa′ψ ∼= aa′λψ′ e daí,
a′φ ∼= aλφ′. Portanto, φ e φ′ são similares. 
Proposição 3.27 Suponhamos que φ e ψ são 4–formas satisfazendo d(φ) = d(ψ) e c(φ) =
c(ψ). Então φ e ψ são similares.
Demonstração: Suponhamos que d(φ) = d(ψ) = d. Se d = 1 então o resultado
está provado em 3.11. Se d 	= 1 então consideramos a extensão L = K(√d) e assim,
d(φL) = d(ψL) = 1. Pelo mesmo resultado, temos que φL e ψL são similares. Segue do
corolário precedente que φ e ψ são similares. 
3.6 O Teorema de Jacobson
Antes de demonstramos o Teorema de Jacobson 3.23, vejamos o seguinte lema:
Lema 3.28 Suponhamos que φ e ψ são 6–formas satisfazendo d(φ) = d(ψ) = 1 e c(φ) =
c(ψ). Então φ e ψ são similares.
Demonstração: Se φ e ψ forem isotrópicas então o resultado segue imediatamente da
Proposição 3.27. Suponhamos então que ambas são anisotrópicas. Note que dim(φ ⊥ −ψ) =
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12, d(φ ⊥ −ψ) = 1 e c(φ ⊥ −ψ) = 1. Pelo Teorema 3.24, φ ⊥ −ψ ∈ I3K. Agora escrever-
mos φ ∼= aφ1 e ψ ∼= bψ1 de tal forma que φ1 e ψ1 ambas representem 1. Assim,
d(φ1) = d(aφ) = d(φ) = 1 = d(ψ) = d(bψ) = d(ψ1)
e
c(φ1) = c(aφ) = c(φ) = c(ψ) = c(bψ) = c(ψ1).
Portanto, φ1 ⊥ −ψ1 ∈ I3K. Fazendo φ1 ∼= 〈1〉 ⊥ φ2 e ψ1 ∼= 〈1〉 ⊥ ψ2, teremos que
φ2 ⊥ −ψ2 ∈ I3K. Desta maneira, φ2 ⊥ −ψ2 é uma 10–forma com d(φ2 ⊥ −ψ2) = 1
e c(φ2 ⊥ −ψ2) = 1. Pelo Corolário 3.16, φ2 ⊥ −ψ2 é isotrópica. Como φ e ψ são
anisotrópicas, φ2 e ψ2 representam um comum valor d. Assim, φ2 ∼= 〈d〉 ⊥ φ3 e ψ2 ∼=
〈d〉 ⊥ ψ3. Desta forma, φ3 ⊥ −ψ3 ∈ I3K e assim, d(φ3 ⊥ ψ3) = 1 e c(φ3 ⊥ ψ3) = 1. Segue
daí que d(φ3) = d(ψ3) e c(φ3) = c(ψ3). Pela Proposição 3.27, φ3 e ψ3 são similares, isto é,
existe x ∈ K× tal que, φ3 ∼= xψ3. Como c(φ3) = c(xψ3) = (x, d(ψ3))c(ψ3), (x, d(ψ3)) = 1.
Mas ψ1 ∼= 〈1, d〉 ⊥ ψ3 e assim,
det (ψ1) = d det (ψ3) = −1 ⇒ det (ψ3) = −d⇒ d(ψ3) = −d.
Logo, (x,−d) = 1 e 〈1,−x, d,−xd〉 ∼= 〈1, d〉 ⊥ −x〈1, d〉 é hiperbólica, e assim, 〈1, d〉 ∼=
x〈1, d〉. Conseqüentemente,
abxψ ∼= axψ1 ∼= as(〈1, d〉 ⊥ ψ3) ∼= a(x〈1, d〉 ⊥ xψ3) ∼=
∼= a(〈1, d〉 ⊥ φ3) ∼= aφ1 ∼= φ,
isto é, φ e ψ são similares.

De posse do lema acima e da teoria desenvolvida nas seções anteriores, a demonstração
do teorema torna-se trivial.
Prova do Teorema de Jacobson
Demonstração: Sejam φA e φB as formas de Albert associadas as álgebras biquater-
niônicas A e B. Se φA ∼= λφB então, no grupo de Brauer Br(K), teremos que
[A] = c(φA) = c(λφB) = c(φB)(x, d(φB)) = c(φB) = [B].
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Portanto, A ∼= B. Reciprocamente, se A ∼= B então c(φA) = [A] = [B] = c(φB). Como
d(φA) = d(φB) = 1, pelo lema acima, φA e φB são similares. 
3.7 O u-invariante
Vimos anteriormente como decidir se uma álgebra biquaterniônica é um anel de divisão
através da sua forma de Albert. Entretanto, será que todo corpo admite uma álgebra bi-
quaterniônica de divisão? A resposta para essa pergunta é um sonoro não. Um antigo
resultado atribuído a George Frobenius, datado de 1878, garante que o único anel de di-
visão sobre os reais R é a álgebra de quatérnios. Para uma demonstração, ver Polcino[26].
Posteriormente, Albert[3] provou que toda álgebra com divisão de grau 4 tendo como
centro qualquer extensão finita dos racionais tem ordem 4 no grupo de Brauer. Veremos
agora que para o caso em que o corpo é não formalmente real, a questão da existência de
álgebras biquaterniônicas de divisão pode ser relacionada com o u–invariante do corpo.
Um corpo K é dito formalmente real se −1 não pode ser escrito como soma de
quadrados e não formalmente real, caso contrário. Ao longo desta seção, K denota
sempre um corpo não formalmente real. Neste caso definimos o u–invariante de K como
sendo a dimensão máxima das formas anisotrópicas. Note que este número pode ser ∞,
para isto basta tomarmos o corpo C(x1, x2, . . .) (infinitas variáveis).
Obs 3.29 Pelo Teorema 3.19, se um corpo K admite uma álgebra biquaterniônica de
divisão então este possui uma 6–forma anisotrópica. Portanto, devemos ter u(K) ≥ 6.
Com esta informação, podemos exibir vários exemplos de corpos que não admitem
uma álgebra biquaterniônica de divisão:
1. K = um corpo quadraticamente fechado então u(K) = 1.
2. K = um corpo finito então u(K) ≤ 2.
3. K = um corpo com grau de transcendência 1 sobre um corpo real fechado então
u(K) ≤ 2.
4. K = um corpo local então u(K) = 4. Este é o caso do corpo das séries de Laurent
formais F((t)), onde F é um corpo finito.
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5. K = um corpo global, como qualquer extensão finita de F(x), o corpo das funções
racionais em uma variável, onde F denota um corpo finito, então u(K) = 4.
6. K = um corpo com grau de transcendência ≤ 2 sobre um corpo algebricamente
fechado então u(K) = 1, 2 ou 4. Por exemplo, u(C) = 1, u(C(x)) = 2 e u(C(x, y)) =
4, onde C denota o corpo dos números complexos.
Como o cálculo do u–invariante dos corpos acima citados fogem um pouco dos objetivos
principais desse trabalho, deixamos como referências [20](pg 316) e [11] (pg 152).
Obs 3.30 Infelizmente, a recíproca da observação 3.29 não é sempre verdadeira. A con-
strução do contra-exemplos será deixada para o capítulo 5, onde trabalharemos com o
corpo das séries de Laurent formais K = C((x))((y))((z)).
Por outro lado, temos um resultado um pouco mais fraco, porém interessante:
Teorema 3.31 Se K é um corpo com u(K) = 6 então existe uma álgebra biquaterniônica
de divisão sobre K.
Demonstração: Suponha que u(K) = 6 e tome uma 6–forma anisotrópica φ. Considere
det(φ) = d e escreva γ = 〈1, d〉 ⊥ φ. Desta forma, γ é isotrópica e podemos escrever γ ∼=
〈1,−1〉 ⊥ ψ, onde ψ é uma 6–forma que satisfaz det(ψ) = − det(γ) = −1. Vamos provar
que ψ é anisotrópica. Suponhamos então por absurdo que ψ é isotrópica e escrevemos
ψ ∼= 〈1,−1〉 ⊥ ψ′. Segue daí que
〈1, d〉 ⊥ φ ∼= γ ∼= 2× 〈1,−1〉 ⊥ ψ′ ∼= 〈1, d〉 ⊥ 〈−1,−d〉 ⊥ ψ′.
Pela Lei do cancelamento de Witt, obtemos φ ∼= 〈−1,−d〉 ⊥ ψ′. Como det(ψ′) = 1,
podemos escrever ψ′ ∼= a〈〈b, c〉〉. Sendo assim, como u(K) = 6 e toda forma de Pfister
isotrópica é hiperbólica, obtemos que 〈〈−a, b, c〉〉 é hiperbólica. Assim,
〈〈−a, b, c〉〉 ∼= 〈1, b, c, bc,−a,−ab,−ac,−abc〉
∼= 〈a,−a, ab,−ab, ac,−ac, abc,−abc〉.
Pelo cancelamento de Witt, teremos que 〈〈b, c〉〉 ∼= a〈〈b, c〉〉. Logo,
φ ∼= 〈−1,−d〉 ⊥ ψ′ ∼= 〈−1,−d〉 ⊥ 〈1, b, c, bd〉
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e φ é isotrópica, o que é um absurdo. Portanto, ψ é anisotrópica. Como d(ψ) = 1, segue
da observação 3.17 que ψ é similar a uma forma de Albert anisotrópica
〈−x,−y, xy, z, w,−zw〉.
Do Teorema 3.19, obtemos que (x, y)K⊗K(z, w)K é uma álgebra biquaterniônica de divisão
sobre K. 
Entretanto, o teorema acima não torna tão simples a construção de corpos que ad-
mitem álgebras biquaterniônicas de divisão. Na verdade, a existência de corpos com
u–invariante 6 é um problema que permaneceu em aberto por mais de 30 anos e foi
respondido por A. Merkurjev em 1988. Para uma construção, ver Lam [22].
Capítulo 4
Álgebras Biquaterniônicas Cíclicas e
não-Cíclicas
Neste capítulo vamos estudar a ciclicidade das álgebras biquaterniônicas, construindo
exemplos de álgebras cíclicas e não cíclicas. Veremos que a condição para uma álgebra de
divisão ser cíclica está ligada à existência de um subcorpo maximal que é uma extensão
galoisiana cíclica do seu centro. Neste sentido, começamos revisando algumas noções de
Teoria de Galois e apresentando alguns resultados que caracterizam as extensões cíclicas
de grau 4.
4.1 Elementos da Teoria de Galois
Começamos com o célebre Teorema Fundamental da Teoria de Galois (TFTG). Por
se tratar de um resultado clássico e que pode ser facilmente encontrado na literatura,
omitiremos a demonstração e por ora recomendamos Rotman [30].
Teorema 4.1 (TFTG) Seja L/K uma extensão galoisiana com grupo de Galois G =
Gal(L/K). Se denotarmos por Sub(G) a família dos subgrupos de G, Lat(L/K) a família
de todos os corpos intermediários da extensão L/K e se para cada H ∈ Sub(G) escrever-
mos LH = {x ∈ L | σ(x) = x, ∀σ ∈ H}, então teremos que:
1. A aplicação ϕ : Sub(G) → Lat(L/K), definida por H −→ LH é uma bijeção que
inverte inclusão.
2. LGal(L/F) = F e Gal(L/LH) = H.
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3. [F : K] = [G : Gal(L/F)] e [G : H] = [LH : K].
4. F/K é uma extensão galoisiana se, e somente se, Gal(L/F) é um subgrupo normal
de G.
Definição 4.2 Seja f(x) ∈ K[x] um polinômio de grau n tendo como corpo de decom-
posição uma extensão separável L/K e seja G = Gal(L/K). Se a1, . . . , an são as raízes





então, o discriminante do polinômio f(x) é D = ∆2.
Note que ∆ só depende da indexação das raízes, uma nova indexação poderia apenas
alterar o sinal de ∆. Desta forma, o discriminante D só depende do conjunto de raízes.
Além disso, como G ⊆ Sn (grupo das permutações de n símbolos), então, para cada
σ ∈ G, σ(∆) = ±∆, e assim, D ∈ LG = K. Mais ainda, σ(∆) = ∆ se, e somente se,
σ ∈ An (subgrupo de Sn formado pelas permutações pares).
Proposição 4.3 Seja f(x) ∈ K[x] com discriminante D = ∆2 	= 0 e grupo de Galois
G = Gal(L/K). Se H = G ∩ An, então LH = K(∆). Além disso, ∆ ∈ K se, e somente
se, G é um subgrupo de An.
Demonstração: Como H ⊆ An, então K(∆) ⊆ LH . Além disso, pelo TFTG, temos que
[LH : K] = [G : H] ≤ 2. Vamos verificar que [K(∆) : K] = [G : H]. Se [G : H] = 2 então
existe σ ∈ G tal que σ(∆) = −∆ e assim, ∆ /∈ LG = K e [K(∆) : K] = 2. Por outro lado,
se [G : H] = 1 então G = H e K(∆) ⊆ LH = LG = K, logo [K(∆) : K] = 1. Finalmente,
segue do TFTG que:
∆ ∈ K ⇐⇒ K(∆) = LH = K ⇐⇒ G = H ⇐⇒ G ⊆ An.

Veremos agora dois resultados que serão necessários para conhecermos a estrutura das
extensões cíclicas de grau 4.
Teorema 4.4 Seja L uma extensão cíclica de grau 4 sobre K. Então existem e, f ∈ K e




d) e d é a soma de dois quadrados em K.
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Demonstração: Pelo TFTG, existe um único subcorpo intermediário F na extensão L/K.
Escrevemos F = K(
√
d) e L = F(θ), tal que d não é um quadrado e θ2 = e + f
√
d ∈ F.
Como θ2 − e = f√d então θ é uma raíz do polinômio:
p(x) = x4 − 2ex2 + (e2 − df 2) = (x2 − (e + f
√
d))(x2 − (e− f
√
d)).
Assim, p(x) é irredutível sobre K e tem como raízes θ,−θ, φ,−φ, onde φ2 = e − f√d.
Como L/K é galoisiana então θφ =
√
e2 − f 2d ∈ L× e daí, e2 − f 2d ∈ L×2. Agora, como
L
×2 ∩ F = F×2 ∪ (e+ f√d)F e e2 − f2d ∈ K então, e2 − f2d ∈ F×2 ∩K = K×2 ∪ dK×2. Por
outro lado, temos que o discriminante de p(x) é dado por:
∆2 = (2θ)2(2φ)2(θ − φ)(θ + φ)(−θ − φ)(−θ + φ) (4.1)




d)(θ2 − φ2)4 (4.2)
= 16(e2 − f2d)(2f
√
d)4 (4.3)
= 162(e2 − f 2d)f4d2. (4.4)
Como Gal(L/K) é um grupo cíclico de ordem 4, então este não pode ser um subgrupo
de An. Pela Proposição 4.3, ∆ /∈ K, e assim, (e2 − f2d) não é um quadrado em K, logo,





e = 0 então 〈1, 1〉 ∼= 〈d,−d〉 e 〈1, 1〉 representa d. Em ambos os casos, d é a soma de dois
quadrados. 





d) é uma extensão cíclica de grau 4 sobre K e p(x) = x4−2ex2+(e2−df2)





Demonstração: Se d(e2 − f 2d) é um quadrado então (e2 − f2d) não é um quadrado em
K. Segue que e + f
√
d também não é um quadrado em K(
√













d, teremos que θ é raíz do polinômio irredutível p(x) = x4 −
2ex2 + (e2 − f2d), que tem como raízes θ, −θ, φ e −φ, onde φ2 = e2 − f 2d. Agora veja
que:
d(e2−f 2d) ∈ K×2 ⇒ e2−f2d ∈ dK×2 ⇒ e2−f2d ∈ L×2 ⇒ θφ =
√
e2 − f 2d ∈ L× ⇒ φ ∈ L.
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Assim, L é o corpo de raízes de p(x) sobre K. Como em característica diferente de dois
toda extensão de grau 4 é separável, obtemos que L/K é galoisiana. Finalmente, como
(e2 − f 2d) não é um quadrado em K, então ∆ = 162(e2 − f2d)f 4d2 /∈ K, e assim, pela
Proposição 4.3, Gal(L/K) não é um subgrupo de An. Portanto, L/K é cíclica. 
Obs 4.6 Poderíamos substituir no teorema acima a hipótese de que d(e2 − df2) é um
quadrado por d ser a soma de dois quadrados, pois neste caso, se d = a2 + b2, com
a, b ∈ K, então tomado e = 1
b
e f = a
db
, teremos que
























Vamos agora estudar uma classe muito especial de álgebras centrais simples que são
as álgebras cíclicas.
Para construir uma álgebra cíclica de dimensão n2, começamos com um corpo K e
uma extensão galoisiana cíclica L/K de grau n com grupo de Galois G = 〈σ〉. Agora
escolhemos um elemento α ∈ K× , um símbolo e e consideramos A o conjunto formado por
todas as combinações lineares formais
x = a0 + a1e + . . . + an−1en−1,
com ai ∈ L. Definimos a soma de dois destes elementos e o produto de um deles por
um elemento de K componente a componente. Isto faz de A um K–espaço vetorial com
dimKA = n
2. Para definir o produto de dois destes elementos, procedemos distributiva-
mente de acordo com as seguintes regras:
1. (aej)(bei) = aσj(b)ei+j, ∀a, b ∈ L e i, j = 0, . . . , n− 1;
2. en = α.
Como a multiplicação já foi definida de maneira distributiva e para cada a, b, c ∈ L







obtemos que A é uma K–álgebra associativa.
Uma álgebra definida como acima diz-se uma álgebra cíclica e é denotada por A =
(L/K, σ, α).
Teorema 4.7 Toda álgebra cíclica A = (L/K, σ, α) é uma álgebra central simples sobre
K.
Demonstração: Seja x = a0 + a1e + . . . + an−1en−1 um elemento do centro de A. Veja
que
xe = a0e + a1e
2 + . . . + an−1en = an−1α + a0e + a1e2 + . . . + an−2en−1 e
ex = ea0 + ea1e + . . . + ean−1en−1 = a0e + σ(a1)e2 + . . . + σ(an−1)en =
= σ(an−1)α + a0e + σ(a1)e2 + . . . + σ(an−2)en−1.
Neste caso, xe = ex e daí, ai ∈ K. Por outro lado, ∀λ ∈ L teremos que λx = xλ e assim,
xλ = a0λ + a1eλ + . . . + an−1en−1λ = a0λ + a1σ(λ)e + . . . + an−1σ(λ)en−1 =
= λa0 + λa1e + . . . + λan−1en−1.
Portanto, para cada i = 1, . . . , n−1, teremos λai = aiσ(λ) = σ(λ)ai, ∀λ ∈ L e isto implica
que ai = 0. Logo, x = a0 ∈ K.
Para provar que A é simples, tomamos I um ideal bilateral não nulo de A e seja
x = ai1e
i1 + . . . + aire
ir ∈ I\{0}, 0 ≤ i1 < . . . < ir ≤ n− 1
de tal forma que r seja o menor possível. Desta forma, ∀b ∈ L teremos que
xb = ai1e
i1b + . . . + aire
irb = ai1σ
i1(b)ei1 + . . . + airσ
ir(b)eir ∈ I,
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σi1(b)x = σi1(b)ai1e
i1 + . . . + σi1(b)aire
ir = ai1σ
i1(b)ei1 + . . . + airσ
i1(b)eir ∈ I e
xb− σi1(b)x = ai2(σi2(b)− σi1(b))ei2 + . . . + air(σir(b)− σi1(b))eir ∈ I.
Como esta última expressão tem comprimento menor do que a expressão para x, então
xb− σi1(b)x = 0, logo, σir(b)− σi1(b) = 0, ∀b ∈ L. Assim, ir = i1 e x é da forma aiei com
ai ∈ L× . Temos então que
(aie
i)(σi(a−1i )e
n−i) = aia−1i e
ien−i = en = α ∈ I.
Como α ∈ K× , concluímos que I = A. Portanto, A é uma K–álgebra central simples. 
Obs 4.8 Note que se A = (L/K, σ, α) e dimKA = n2, então, como L ⊂ A e [L : K] = n,
L é um subcorpo maximal de A.
Agora veremos a recíproca do Teorema 4.7.
Teorema 4.9 Se A é uma K–álgebra central simples de dimensão n2 e L é um subcorpo
maximal de A que é uma extensão galoisiana cíclica de K então A é isomorfa a uma
álgebra cíclica.
Demonstração: Seja Gal(L/K) = 〈σ〉. Como σ é uma automorfismo de L então, pelo
Teorema de Skolem-Nöther, existe um elemento e ∈ A× tal que σ(x) = exe−1, ∀x ∈ L.
Note que para cada x ∈ L teremos que:
x = σn(x) = enx(en)−1 ⇒ enx = xen.
como L é maximal, en ∈ L. Agora, como σ(en) = eene−1 = en, obtemos que en ∈ K. Falta
então verificar que β = {1, e, e2, . . . , en−1} é L.I. sobre L. Suponhamos o contrário e seja
{ei1 , . . . , eir} o menor subconjunto L.D. de β. Desta forma, existem ai1 , . . . , air ∈ L, não
todos nulos, tais que
x = ai1e
i1 + . . . + aire
ir = 0.
Assim, ∀b ∈ L teremos que
xb = ai1e
i1b + . . . + aire
irb = ai1σ
i1(b)ei1 + . . . + airσ
ir(b)eir = 0,
σi1(b)x = σi1(b)ai1e
i1 + . . . + σi1(b)aire
ir = ai1σ
i1(b)ei1 + . . . + airσ
i1(b)eir = 0 e
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xb− σi1(b)x = ai2(σi2(b)− σi1(b))ei2 + . . . + air(σir(b)− σi1(b))eir = 0.
Como {ei2 , . . . , ein} é L.I., σir(b) = σi1(b), ∀b ∈ L, logo, ir = i1. Mas daí teríamos que
{ei} é L.D., o que é um absurdo. Portanto, {1, e, e2, . . . , en−1} é uma L–base para A e a
multiplicação verifica as propriedades desejadas, logo, A ∼= (L/K, σ, en). 
Exemplo 4.10 Toda álgebra de quatérnios (a, b)K é cíclica, pois (a, b)K sempre contém
uma subcorpo quadrático que é necessariamente cíclico. Mais explicitamente,
(a, b)K ∼= (K(
√
a)/K, σ, b).
4.3 Álgebras Biquaterniônicas não-Cíclicas
Como vimos no exemplo 4.10, uma álgebra de quatérnios é sempre cíclica. Veremos
agora que isso não é sempre verdade para as álgebras biquaterniônicas. Começamos com
dois lemas técnicos. Lembre que um corpo K é dito Pitagórico se K2 + K2 = K2.
Lema 4.11 Seja γ uma forma binária e ϕ uma forma de dimensão ≥ 2 sobre um corpo F.
Se γ⊗ϕ é isotrópica então ϕ contém uma subforma ψ ∼= 〈a, b〉 tal que γ⊗ψ é hiperbólica.
Demonstração: Se ϕ fosse isotrópica então poderíamos simplesmente tomar ψ como um
plano hiperbólico. Suponhamos então que ϕ é anisotrópica e escrevemos γ ∼= 〈s, t〉. Como
γ ⊗ ϕ ∼= sϕ ⊥ tϕ é isotrópica, então existem x, y ∈ DF(ϕ) tais que sx + ty = 0. Desta
forma, escrevemos ϕ ∼= 〈x〉 ⊥ ϕ1 e teremos que existem w ∈ F e z ∈ DF(ϕ1) tais que
y = xw2 + z. Se z = 0 então
y = xw2 ⇒ sx + txw2 = 0 ⇒ s + tw2 = 0 ⇒ 〈s, t〉 ∼= 〈1,−1〉.
Neste caso, a forma γ⊗ψ é hiperbólica para qualquer escolha de ψ. Agora, se z 	= 0 então
podemos escrever ϕ ∼= 〈x〉 ⊥ ϕ1 ∼= 〈x, z〉 ⊥ ϕ2. Tomando ψ ∼= 〈x, z〉, obtemos da equação
y = xw2 + z que φ ∼= 〈y, a〉. Como xz = det(ψ) = det(〈y, a〉) = ya, segue que a = xyz e
ψ ∼= 〈y, xyz〉. Finalmente, como x2sy = −y2tx,
〈s, t〉 ⊗ ψ ∼= s〈y, xyz〉 ⊥ t〈x, z〉 ∼= 〈sy, syxz〉 ⊥ 〈tx, tz〉 ∼= 〈−tx,−txxz〉 ⊥ 〈tx, tz〉,
e assim, γ ⊗ ψ é hiperbólica. 
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Lema 4.12 Seja φ uma forma quadrática sobre um corpo não-pitagórico F. Então as
seguintes afirmações são equivalentes:
1. φ é isotrópica sobre alguma extensão quadrática K ⊃ F, da forma K = F(√r2 + s2)
onde r, s ∈ F;
2. 2× φ é isotrópica sobre F.
Demonstração: (1) ⇒ (2). Podemos assumir que φ é anisotrópica. Como φK é isotrópica
então, pela Proposição 1.7, φ possui uma subforma binária b〈1,−(r2 + s2)〉. Conseqüen-
temente, 2×φ contém a subforma b(2×〈1,−(r2 + s2)〉) ∼= b〈1, 1,−r2− s2,−r2− s2〉, que
é isotrópica.
(2) ⇒ (1). Podemos supor que φ é anisotrópica, pois, caso contrário, poderíamos tomar
qualquer extensão quadrática da forma K = F(
√
r2 + s2) que a afirmação (1) estaria
satisfeita. Agora, aplicamos o lema anterior para a γ ∼= 〈1, 1〉. Como dimφ ≥ 2 e
γ ⊗ φ = 2× φ é isotrópica, então, φ contém uma subforma binária 〈a, b〉 tal que 2× 〈a, b〉
é hiperbólica. Assim, a〈1, 1, ab, ab〉 é hiperbólica, e daí, 〈1, 1〉 ∼= 〈−ab,−ab〉. Desta forma,
existem r, s ∈ F tais que −ab = r2 + s2. Como 〈a, b〉 é anisotrópica, −ab /∈ F2, e assim, φ
é isotrópica sobre a extensão quadrática K = F(
√
r2 + s2). 
Definição 4.13 Uma corpo K é dito SAP (Strongly Approximation Propriety) se para
quaisquer a, b ∈ K× , existe n ∈ N tal que a forma n× 〈1, a, b,−ab〉 é isotrópica.
Veremos agora que todo corpo não SAP admite uma álgebra biquaterniônica de divisão
não cíclica.
Proposição 4.14 Seja K um corpo que não é SAP, isto é, existem x, y ∈ K× tais que
n× 〈1, x, y,−xy〉 é anisotrópica para cada n ∈ N. Então se B = (−1,−1)K e C = (x, y)K
então a álgebra biquaterniônica A = B ⊗K C é uma K–álgebra de divisão não cíclica.
Demonstração: Como 3× 〈1, x, y,−xy〉 é anisotrópica então a forma de Albert de A
ϕA ∼= 〈1, 1, 1, x, y,−xy〉
é também anisotrópica e pelo Teorema 3.19, A é de divisão. Suponhamos por absurdo
que A é uma álgebra cíclica. Pela observação 4.8, A admite um subcorpo maximal L que
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é uma extensão galoisiana cíclica de K. Pela Proposição 4.4, a única extensão quadrática
F de K dentro de L é da forma F = K(
√
r2 + s2), com r, s ∈ K× . Como L cinde A então
ϕL é hiperbólica. Se ϕF for anisotrópica e L = F(
√
d) então, pela Proposição 1.8, teremos
que
ϕF ∼= 〈1,−d〉 ⊗ 〈a, b, c〉 ∼= 〈a, b, c,−ad,−bd,−cd〉.
Desta forma,
−1 = det(ϕ) = det(〈a, b, c,−ad,−bd,−cd〉) = −d
Portanto, d = 1 em F×/F×
2
, o que é um absurdo, logo, ϕ é isotrópica em F. Pelo lema
anterior obtemos que 2× ϕ é isotrópica sobre K. Mas então 6× 〈1, x, y,−xy〉 é também
isotrópica sobre K. Como isso contraria a hipótese inicial de que n × 〈1, x, y,−xy〉 é
anisotrópica, obtemos que A não pode ser uma álgebra cíclica. 
Obs 4.15 Para que o resultado acima torne-se mais significativo, construiremos no capí-
tulo 5 um exemplo concreto de um corpo não SAP.
4.4 Álgebras Biquaterniônicas Cíclicas
Nesta seção, vamos construir diretamente um exemplo de álgebra biquaterniônica de
divisão cíclica. Dividiremos o nosso trabalho em três passos.
Passo 1: Construir uma álgebra A cíclica de grau 4 sobre o corpo Q(x, y).
Consideremos K = Q(x, y), o corpo das funções racionais em duas variáveis sobre o
corpo dos números racionais. Tomando
d = 2, v =
−y
4x2




d(w2 − dv2) = d(−2v)2 − d2v2 = 4dv2 − d2v2 = 8v2 − 4v2 = 4v2.





extensão cíclica de grau 4 sobre K que tem K(
√
d) como a única extensão intermediária e
p(α) = α4 − 2wα2 + (w2 − dv2) = α4 + 4vα2 + 2v2
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d sobre K. Para u =
√
2, como
θ2 = w + vu = −2v + uv = v(u− 2),
fazendo α = θ(u + 1), teremos que:
α2 = θ2(u + 1)2 = v(u− 2)(3 + 2u) = v(3u + 2u2 − 6− 4u) = −v(u + 2);
α4 = v2(u + 2)2 = v2(u2 + 4u + 4) = v2(4u + 6);
p(α) = v2(4u + 6)− 4v2(u + 2) + 2v2 = v2(4u + 6− 4u− 8 + 2) = 0.
Portanto, θ(u + 1) é uma raíz de p(α) diferente de θ e −θ. Sendo assim, podemos tomar
Gal(L/K) = {1, σ, σ2, σ3}, onde σ(θ) = θ(u + 1).
Com essas informações, podemos utilizar a construção apresentada na seção 4.2 para
exibir a álgebra cíclica
A = L⊕ Le⊕ Le2 ⊕ Le3,
onde a multiplicação é definida por:
(aei)(bej) = aσi(b)ei+j e e4 = −x2.
Passo 2: Provar que A é uma álgebra biquaterniônica.
Procedemos construindo duas subalgebras de quatérnios B e C contidas em A, tais
que CAB = C. Nestas condições teremos, pelo Teorema do Duplo Centralizador que
A ∼= B ⊗K C. Denotamos por (a1, . . . , an) o subespaço de A gerado pelos elementos
a1, . . . , an e definimos:
B = (1, u, s, us) e C = (1, j, t, jt) onde,
s = xe + e3, j = e2, t = θe2 + xσ(θ)
e u como foi obtido no passo 1. Assim teremos que u2 = 2, j2 = e4 = −x2, e mais:
s2 = (xe + e3)2 = x2e2 + xe4 + e3xe + e6 = x2e2 − 2x3 − x2e2 = −2x3;
t2 = (θe2)2 + θe2xσ(θ) + xσ(θ)θe2 + (xσ(θ))2
= θσ2(θ)e4 + xθσ3(θ)e2 + xσ(θ)θe2 + x2(σ(θ))2
= θ2x2 − xθσ(θ)e2 + xσ(θ)θe2 + x2(σ(θ))2
= x2(θ2 + σ(θ)2)
= 2x2w
= y;
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su = (xe + e3)u = xσ(u)e + σ3(u)e3 = −xue− ue = −u(xe + e3) = −us;
tj = (θe2 + xσ(θ))e2 = e2σ2(θ)e2 + xe2σ3(θ) = e2(σ2(θ)e2 + xσ3(θ)) =
= e2(−θe2 +−xσ(θ)) = −jt;
Desta forma, obtemos que B e C são subalgebras de quatérnios satisfazendo:
B ∼= (2,−2x3)K ∼= (2,−2x)K e C ∼= (−x2, y)K ∼= (−1, y)K.
Agora vamos verificar que todos os elementos de B comutam com os elementos de C.
sj = (xe + e3)e2 = xe3 + e5 = e2(xe) + e2e3 = e2(xe + e3) = js;
tu = (θe2 + xσ(θ))u = θe2u + xσ(θ)u = θue2 + uxθ = u(θe2 + xσ(θ)) = ut;
st = (xe + e3)(θe2 + xσ(θ))
= xeθe2 + xexσ(θ) + e3θe2 + e3xσ(θ)
= xσ(θ)e3 + x2σ2(θ)e + σ3(θ)e5 + xσ4(θ)e3
= xθe3 − x2θe + x2σ(θ)e + xσ(θ)e3
= xθe3 − θe5 + x2σ(θ)e + xσ(θ)e3
= (θe2 + xσ(θ))(xe + e3);
= ts.
Como uj = ue2 = e2u = ju, obtemos que C ⊆ CAB. Como dimKB = dimKC = 4 e
A ∼= B ⊗K CAB, concluímos que A ∼= B ⊗K C.
Passo 3: Provar que A é uma álgebra de divisão.
No passo anterior, conseguimos que A ∼= B ⊗K C ∼= (2,−2x)K ⊗K (−1, y)K. Sendo
assim, pelo Teorema 3.19, para provar que A é uma álgebra de divisão, devemos verificar
que a forma de Albert
ϕA ∼= 〈2,−2x,−x, 1,−y,−y〉
é anisotrópica sobre K = Q(x)(y). Suponhamos o contrário, sejam a1, . . . , a6 ∈ K não
todos nulos tais que
2a21 − 2xa22 + xa23 = −a24 + y(a25 + a26). (4.5)
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Podemos supor que a1, . . . , a6 são polinômios com coeficientes racionais e que não têm um






onde b1, . . . , b4 são polinômios na variável x. Suponhamos que para cada i, bi tenha grau
ri e coeficiente líder βi. Sendo assim, temos as seguintes possibilidades para o termo de
maior grau de b24 + 2b21:
β24x
2r4 , 2β21x




e para 2x(b22 − 2b23) :
2β22x
2r2+1, −4β23x2r3+1, 2(β22 − 2β23)x2r2+1.
Note que como ±2 não é um quadrado em Q, β24 + 2β21 e β22 − 2β23 não podem se anular.
Assim, em 4.5 temos a igualdade de um polinômio de grau ímpar com um de grau par.
Logo, b1 = . . . = b4 = 0, e conseqüentemente, a1, . . . , a4 são todos divisíveis por y.
Escrevendo ai = yci para i = 1, . . . , 4, ficamos com
y2(c21 − 2xc22 + xc23 + c24) = y(a25 + a26).
Assim, a25 + a26 é divisível por y. Se a25 e a26 tem como termos constantes com respeito
a y, ϑ5 e ϑ5, respectivamente, então ϑ25 + ϑ26 = 0. Como −1 não é um quadrado, então
ϑ5 = ϑ6 = 0. Seque que a5 e a6 também são divisíveis por y. Como partimos da hipótese
de que a1, . . . , a6 não têm fator comum, chegamos a um absurdo e concluímos que ϕ é
anisotrópica.
Portanto, temos construído um exemplo de uma álgebra biquaterniônica cíclica de
divisão.
Capítulo 5
Construção de Exemplos Sobre K((t))
O objetivo desse último capítulo é apenas construir exemplos concretos para os proble-
mas apresentados nas observações 4.15 e 3.30. Para isso, utilizaremos as noções de val-






i (ai ∈ K, n ∈ Z e an 	= 0)































Começamos revisando algumas noções básicas sobre valorização.
Um corpo K é dito um corpo valorizado se admite uma valorização discreta, que
é uma aplicação sobrejetiva υ : K× → Z satisfazendo:
1. υ(ab) = υ(a) + υ(b)
2. υ(a + b) ≥ min{υ(a), υ(b)}.
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Além disso, convencionamos que υ(0) = ∞. O conjunto
A = {x ∈ (K) | υ(x) ≥ 0}
é um subanel de K, chamado de anel de valorização. Nestas condições, A tem um único
ideal maximal
m = {x ∈ K | υ(x) ≥ 1},
que é gerado por um elemento π, tal que υ(π) = 1. Isto nos dá a seguinte cadeia de ideais




O grupo das unidades de A é dado por
U = {x ∈ A | x /∈ m} = {x ∈ K | υ(x) = 0},
e o corpo K = A/m é chamado de corpo de resíduos de A, sendo que a projeção de A
sobre K será expressa por x −→ x = x +m.
Podemos definir uma métrica d sobre um corpo valorizado (K, υ), pondo para cada
x, y ∈ K
d(x, y) = e−υ(x−y).
Sendo assim, (K, υ) é dito completo se toda seqüência de Cauchy é convergente com
respeito a métrica d.
Proposição 5.1 Se (K, υ) uma corpo valorizado completo então, para cada u ∈ U , u é
um quadrado em K se, e somente se, u é um quadrado em K.
Demonstração: Seja u ∈ U tal que u ∈ K×2. Vamos construir indutivamente uma
seqüência (bi) em U , tal que bi − u ∈ m2 e bi+1 − bi ∈ m2. Como u ∈ K×2, então u = b21
para algum b1 ∈ U , logo, b21 − u ∈ m. Agora, suponhamos que temos construído um
elemento bi tal que b2i − u = πic, para algum c ∈ A. Seja z ∈ A tal que c + 2biz = π e
tomamos bi+1 = bi + πiz Desta forma, bi+1 ∈ U , bi+1 − bi ∈ mi e
b2i+1 − u = (bi + πiz)2 − u = b2i + 2biπiz + z2π2i − u = πic + 2biπiz + z2π2i =
= πi(c + 2biz) + z
2π2i = πi+1 + z2π2i ∈ mi+1.
Como a seqüência (bi) construída acima é de Cauchy, então existe b ∈ A tal que lim bi = b.
Desta forma, lim(b2i − b2) = 0. Como lim b2i = u, obtemos que u = b2. A recíproca é
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imediata. 
Agora podemos aplicar as idéias trabalhadas acima para o corpo F = K((t)). Se definirmos,






teremos que υ é uma valorização discreta, o anel de valorização de υ será dado pelo
domínio das séries de potência formais K[[t]] =
∑∞
i=0 ait
i, m = (t) e o corpo de resíduos
F será isomorfo ao corpo K. Além disso, (F, υ) é completo e, pela proposição acima, todo
elemento de F da forma 1+ ta, onde a =
∑∞
i=0 ait
i, é sempre um quadrado. Sendo assim,
podemos caracterizar o grupo F×/F×
2
.
Proposição 5.2 Seja F = K((t)) e suponhamos que K×/K×
2










= {x1, . . . , xm, x1t, . . . , xmt}.


























i é um quadrado
em F. Desta forma, se n é par então f está na classe de algum dos xi e, caso contrário,




. Agora, vejamos que de fato x1, . . . , xm, x1t, . . . , xmt














e assim, xi = a20xj. Se txi = txj(
∑∞
i=n ait
i)2 então xi = xj(
∑∞
i=n ait
i)2 e nos reduzimos ao








i)2) = 1 + 2n,
o que não é possível. 
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5.2 O corpo C((x))((y))((z))
Na observação 3.29, vimos que se um corpo K admite uma álgebra biquaterniônica de
divisão então, devemos ter o u-invariante u(K) ≥ 6. Entretanto, afirmamos na observação
3.30 que a recíproca desse resultado não é sempre verdadeira. Veremos agora que o
contra-exemplo para tal afirmação virá do corpo K = C((x))((y))((z)).
Como C tem única classe de quadrados, então, pela Proposição 5.2, teremos que K
tem exatamente 8 classes de quadrados, a saber
{1, x, y, z, xy, xz, yz, xyz}.
Como −1 é um quadrado em K então já temos que u(K) ≤ 8. Vamos então provar que a
forma
ϕ = 〈1, x, y, z, xy, xz, yz, xyz〉







































4) ≥ min{υ(a21), υ(xa22), υ(ya23), υ(xya24)} =
= 2min{υ(a1), υ(a2), υ(a3), υ(a4)},







8)) ≥ 1 + 2min{υ(a5), υ(a6), υ(a7), υ(a8)}.








4) > min{υ(a21), υ(xa22), υ(ya23), υ(xya24)}.
Neste caso, a forma 〈1, x, y, zy〉 é isotrópica sobre C((x))((y)), isto é, b21 +xb22 = y(b23 +xb24)
para alguns b1, . . . , b4 ∈ C((x))((y)) não todos nulos. Repetindo o mesmo argumento,
chegamos que 〈1, x〉 é isotrópica sobre C((x)). Mas isto não é possível pois se c21 = xc22
então 2υ(c1) = υ(c21) = υ(xc22) = 1 + 2υ(c2). Portanto, ϕ é anisotrópica e u(K) = 8.
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Novamente, como -1 é um quadrado e K tem oito classes de quadrados, concluímos
que K admite no máximo oito álgebra de quatérnios, a saber:
(1, 1)K, (x, y)K, (x, z)K, (y, z)K,
(x, yz)K, (y, xz)K, (z, xy)K, (xy, xz)K.
Podemos calcular diretamente, e ver que o conjunto formado pelas classes dessas ál-
gebras de quatérnios formam um subgrupo do grupo de Brauer, e assim, K não admite
álgebra biquaterniônica de divisão.
5.3 Ordem
Definição 5.3 Uma ordem em um corpo K é um subconjunto P 	= K que satisfaz:
1. P + P ⊆ P ;
2. P.P ⊆ P ;
3. P ∪ −P = K;
onde denotamos por −P o conjunto {−x | x ∈ P}.
Segue da definição que P ∩−P = 0, −1 /∈ P e P contém∑K2, o conjunto de todas as
somas de quadrados em K. Vamos denotar por XK o conjunto de todas as ordens do corpo
K. Se K ⊆ F e P ∈ XF então P ∩K ∈ XK. Além disso, se K = Q então XK = {
∑
Q2}.
Proposição 5.4 Se P é uma ordem de um corpo K então F = K((t)) admite pelo menos
duas ordens, a saber:
1. P1 = {
∑∞
i=n ait
i | an ∈ P}
2. P2 = {
∑∞
i=n ait
i | (−1)nan ∈ P}.
Além disso, P1 ∩ P2 = PF2.
Demonstração: Dados f =
∑∞
i=n ait
i e g =
∑∞
i=m bit
i ∈ P1, teremos que an e bm ∈ P.
Sendo assim, f + g =
∑∞
i=l cit
i, onde ci = ai + bi e l = min{i | ci 	= 0}. Desta forma,
cl será dado por an, bm ou an + bm. Em qualquer caso, cl ∈ P e f + g ∈ P1. Logo
P1 + P1 ⊆ P1. Analogamente, fg =
∑∞
i=l cit
i, onde ci =
∑
r+s=i arbs e l = min{i | ci 	= 0}.
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então temos duas possibilidades an ∈ P ou −an ∈ P . No primeiro caso, f ∈ P1 e no
segundo, −f = ∑∞i=n−aiti ∈ P1 e daí f ∈ −P1. Portanto, F = P1 ∪ −P1. Finalmente,
como −1 /∈ P1 obtemos que de fato P1 é uma ordem de F. De modo análogo, verifica-se




com an ∈ P e (−1)nan ∈ P . Como an 	= 0 obtemos que n = 2k para algum k ∈ Z. Sendo
assim, escrevendo f como na equação 5.1 da Proposição 5.2 obtemos
f = a2kt
2k(1 + tg) ∈ a2kF2.
Como a2k ∈ P , teremos que f ∈ PF2. Por outro lado, como P ⊆ P1 ∩ P2 e F2 ⊆ P1 ∩ P2,
concluímos que P1 ∩ P2 = PF2. 
Proposição 5.5 Nas hipóteses na proposição anterior, P1 e P2 são as únicas ordens de
F com a propriedade de que P1 ∩K = P2 ∩K = P.




e, como na equação 5.1, escrevemos f = antn(1 + tg) ∈ antnF2. Agora, se t ∈ P3, então
teremos que:
f ∈ P3 ⇐⇒ an ∈ P3 ⇐⇒ an ∈ P ⇐⇒ f ∈ P1
Neste caso, P3 = P1. Se −t ∈ P3 então escrevemos f = (−1)nan(−t)n(1 + tg), e assim:
f ∈ P3 ⇐⇒ (−1)nan ∈ P3 ⇐⇒ (−1)nan ∈ P ⇐⇒ f ∈ P2,
implicando que P3 = P2.

5.4 O corpo Q((x))((y))
Na Proposição 4.14, provamos que todo corpo não SAP, admite uma álgebra biquater-
niônica de divisão não-cíclica. Nesta seção, vamos utilizar as noções de ordem desenvolvi-
das na seção anterior para apresentar um exemplo concreto de um corpo não SAP. Lembre
que um corpo K é dito não SAP se existem a, b ∈ K× , tais que a forma n × 〈1, a, b,−ab〉
é anisotrópica para todo n ∈ N. Desta forma, tomamos F = K((y)), onde K = Q((x)) e
vamos mostrar que F = Q((x))((y)) é um corpo não SAP.
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Como Q tem uma única ordem P =
∑
Q2, pelas Proposições 5.4 e 5.5, K tem ex-
atamente duas ordens P1 e P2 e estas satisfazem x ∈ P1 e −x ∈ P2. Conseqüentemente,
XF = {P 11 , P 21 , P 12 , P 22 }, onde P ji ∩K = Pi. E assim, teremos:
{1, x, y, xy} ⊂ P 11 , {1, x,−y,−xy} ⊂ P 21 ,
{1,−x, y,−xy} ⊂ P 12 e {1,−x,−y, xy} ⊂ P 22 .
Vamos agora verificar que P 11 ∩P 21 ∩P 12 ⊂ P 22 . Ainda pela Proposição 5.4, P 11 ∩P 21 = P1F2.
Logo P 11 ∩ P 21 ∩ P 12 = P 12 ∩ P1F2. Já sabemos que PF2 ⊆ P 12 ∩ P1F2. Reciprocamente, se















i, com c2m = b
2
m
Logo obtemos que f = gh2 =
∑∞
i=2m gciy
i. Portanto, n = 2m e gb2m = an ∈ P1∩P2 = PK2.
Segue que g ∈ P1 ∩ P2 = PK2, e daí, f = gh2 ∈ PF2. Portanto, P 11 ∩ P 21 ∩ P 12 = PF2.
Como PF2 ⊆ P 22 , conseguimos que P 11 ∩ P 21 ∩ P 12 ⊂ P 22 .
Com um procedimento semelhante podemos verificar o resultado acima para quaisquer
três ordens escolhidas de F. Finalmente, vamos verificar que F não é SAP.
Suponhamos então que n × 〈1,−x,−y,−xy〉 é isotrópica para algum n ∈ N, isto é,
existem ai, bi, ci, di ∈ F não todos nulos tais que
n∑
i=1












d2i ) = 0.
Desta forma, podemos escrever bx+ cy + dxy = a, para a, b, c, d ∈∑F2 não todos nulos.
Como −dxy ∈ P 12 ∩ P 21 , então bx + cy ∈ P 11 ∩ P 12 ∩ P 21 ⊂ P 22 . Mas bx, cy ∈ P 22 implica
que b = c = 0. Mas daí chegaríamos que dxy = a, e assim, d = a = 0. Portanto,
n× 〈1,−x,−y,−xy〉 é anisotrópica e F é um corpo não SAP.
Considerações Finais
Como pôde ser visto, o objetivo deste trabalho não foi estudar um problema específico
e sim, realmente, dissertar sobre as álgebras biquaterniônicas. Por essa razão, buscamos
demonstrar alguns resultados clássicos e construir exemplos concretos, a fim de entender-
mos um pouco a estrutura dessas álgebras.
Entretanto, esta dissertação está muito longe de ser um trabalho completo sobre as
álgebras biquaterniônicas. Muito mais pode ser encontrado na literatura, inclusive nos
textos que deixamos como referências.
De acordo com o Teorema de Merckurjev, toda álgebra central simples de expoente 2 é
Brauer equivalente a um produto de álgebras de quatérnios. Em contrapartida, Amitsur,
Rowen e Tignol tem construíram em [7] um exemplo de uma álgebra de divisão de expoente
2 que não se decompõe como um produto tensorial de álgebras de quatérnios.
Tendo em vista estes resultados, alguns dos principais problemas da teoria atualmente
giram em torno de investigar sobre que condições, uma álgebra de divisão é isomorfa a
um produto tensorial de álgebras de quatérnios. E neste sentido, acredito que conhecer a
estrutura das álgebras biquaterniônicas torna-se imprescindível.
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