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Penalized quasi-likelihood estimation in partial linear models Abstract. Consider a partial linear model, where the expectation of a random variable depends on covariates ( ) through ( + ( )), with an unknown parameter, and an unknown function. We apply the theory of empirical processes to derive the asymptotic properties of the penalized quasi-likelihood estimator.
Primary 62G05, secondary 62G20. Asymptotic normality, penalized quasi-likelihood, rates of convergence.
Let ( ) ( ) be independent copies of ( ), where is a real-valued random variable and . Denote the distribution of ( ) b y , a n d write ( ) =( = )
for the conditional expectation of given = . In this paper, we shall study the partial linear model, where = ( ), , , + = , and
(1 1) ( ) =( + a given function, an unknown parameter, the transpose of , and an unknown function in a given class of smooth functions. Model (1.1) oers a exible approach. The inclusion of the linear component allows discrete covariates. The link function may be useful in case of a bounded variable (see for instance Example 2 below, where binary observations are considered).
For simplicity, w e shall restrict ourselves to the case = = 1 . W e shall assume that = ( ) has bounded support, say [0 1] , and that is in the Sobolev class : ( ) , where
(1 2) ( ) = (
Here, 1 is a xed integer, and denotes the -th derivative of the function . I n summary, the model is = ( ) with = ( ) = + ( ) : ( ) For , ( ) = + ( ) , w e shall often write ( ) = ( ). Dene the quasi-(log-)likelihood function
(1 3) ( ; ) = ( ) ( ) with a known function : ( ) (0 ), , g i v en. The quasi-likelihood function was rst considered by W edderburn (1974) . Properties of quasi-likelihood functions are discussed in McCullagh (1983) and McCullagh and Nelder (1989) . There, the function has been chosen as the conditional variance of the response , a n d i t h a s b e e n assumed that depends only on the conditional mean of , i.e. = ( ). The quasilikelihood approach is a generalization of generalized linear models. The log-likelihood of an exponential family is replaced by a quasi-likelihood, in which only the relation between the conditional mean and the conditional variance has to be specied. To see the relations of the quasi-likelihood functions with generalized linear models note for instance that the maximum likelihood estimate^based on an i.i. d. sample from an exponential family with mean and variance ( ) is given by ( ; ) = 0
In this paper we do not assume that ( ) is the conditional variance of . The only assumptions on the distribution of we use in this paper concern the form of the conditional mean (see (1.1)) and subexponential tails (see (A0), below). In particular, our results may be used in case of model misspecication. Q n Q Y T :
Let us now describe the estimation procedure. Let 0 be a smoothing parameter. The penalized quasi-likelihood estimator is dened by
Throughout, we assume that indeed a solution^of the maximization problem (1.4) exists. Then^( ) = + ( ), where^, and () . The estimated conditional expectation is^= (^).
Generalized linear models of the form (1.1) have rst been considered by Green and Yandell (1985) and Green (1987) . The generalization to quasi-likelihood models has also been studied in e.g. Chen (1988) , Speckmann (1988) and Severini and Staniswalis (1994). These papers however use dierent estimation procedures, such as polynomial approximation or kernel smoothing. Local polynomial smoothing based on quasi-likelihood functions is discussed in Fan, Heckman and Wand (1995).
Our main aim is to obtain asymptotic normality of the penalized quasi-likelihood estimator^of , but rst we d e r i v e a rate of convergence for^. The asymptotic properties of the estimators depend of course on the behaviour of the smoothing parameter as . I t m a y be random (e.g. determined through cross-validation). We assume = ( ), and (1 ) = ( ).
The following example is an important special case. Let be the identity, and 1. Then ( ; ) =( ) 2, so that is the penalized least squares estimator. It is called a partial smoothing spline. If is non-random,^and^are linear in . See e.g. Wahba (1984) , Silverman (1985) . Denote the conditional expectation of given = by ( ) ,[0 1]. If ( ) and is of the order given above and non-random, then the bias of^is ( ) = ( ), whereas its variance is (1 ). This is a result of Rice (1986). It indicates that the smoothness imposed on^(in terms of the number of derivatives ) should not exceed the smoothness of . In Theorem 4.1, we shall prove -consistency and asymptotic normality o f under the condition ( ) . In Remark 4.1, we s h o w t h a t in case of rough functions , -consistency of^can be guaranteed by undersmoothing. More precisely, there we allow t h a t depends on and that ( ) . W e show t h a t is -consistent and asymptotically normal, as long as is chosen small enough. Even for the optimal choice , ( ) m a y tend to innity. This shows that much less smoothness is needed for than for .
The theory for general penalized quasi-likelihood estimators essentially boils down to that for Example 1, provided one can properly linearize in a neighbourhood of the true parameters. For this purpose, we rst need to prove consistency, w h i c h is not too dicult if ( ) stays away from zero. Unfortunately, this is frequently not the case, as we see in Examples 2 and 3 below. In Section 7, we shall employ an ad hoc method to handle Example 2. In general, one can say that given consistency, the further conditions for asymptotic normality are relatively innocent, but proving consistency can be somewhat involved.
Let 0 1 , ( = 1= ) = ( ( )), and let ( ) = (1 ), (0 1). In this case, the quasi-likelihood is the exact likelihood, so that^is the penalized maximum likelihood estimator.
Let
(0 ), and ( ) = 1 , 0. Then ( ; ) is the loglikelihood corresponding to the exponential distribution with parameter 1 . This paper can be seen as a statistical application of empirical process theory as considered in Dudley (1984) , Gin e and Zinn (1984) , Pollard (1984 Pollard ( , 1990 , Ossiander (1987) , and others. Some concepts and results in this eld are presented in Section 2. In Section 3, rates of convergence are obtained, and Section 4 uses the rates to establish asymptotic normality. In Section 5, we discuss bootstrapping the distribution of^. Examples 1-3 are studied in Section 6, and Section 7 revisits Example 2.
We recall the assumption ( ) [0 1] , and
We also suppose throughout that ( ) = ( )exists for all . Write = ( ) (= ( ), = 1 2). The following condition is essential in Section 3: for some constant 0 , 
For each we h a ve Write (AA0) for the assumption that given , is (uniformly) sub-Gaussian, i.e. for some constant almost surely Let be a uniformly bounded class of functions depending only on . Let . Suppose that either (A0) holds and almost surely g x; z x; z ; ; 
Theorem 2.3. Suppose that for some , Then for all there is a such that
It is shown in van de Geer (1990) that (AA0) and (2.3) imply (2.4). Similar arguments as there, combined with e.g. a result of Birg e and Massart (1991, Theorem 4), show that (AA0) can be relaxed to (A0), provided (2.3) is strengthened to (2.2) (see also van de Geer (1995)).
The following theorem will be used in Section 4, only to show that consistency in -norm implies consistency in -norm. Nevertheless, we present it in its full strength, so that one can verify that the rates for the -norm and -norm coincide. 
Condition (2.7) ensures that is a Donsker class, and (2.8) is the implied asymptotic equicontinuity of the empirical process. See e.g. Pollard (1990) and the references there for general theory on Donsker classes. :
and consider the following assumptions: for some constants 0 , Clearly, (A1) and (A2) hold in Example 1, where = ( ) 1. In fact, under (A1) and (A2), the rates problem essentially reduces to the one of Example 1. It is possible to avoid these assumptions, as we shall illustrate in Section 7.
(3 1)^= ( )
For a xed , w e w r i t e = 1 ( )
So, by the Cauchy-Schwarz inequality and (A1),
ote that (1 ) = (1) almost surely (by (A0)). On the other hand, becausê = (^) maximizes ( ( ) ) ( ) , w e h a ve
The combination of (3.3) and (3.4) giveŝ^ 
A dP n T T A; :
In view of (A2), (1 ) (^( )
(1 + (^)) (1 + (^)) = ( ) Invoke this in (3.4): n n n n n n n n n = n n n n n n n = n n n n n =k n n n k= k ;n ;n n;n n;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n ;n k n k= k ;n k= k n ;n n n ;n n ;n 
as well as^( )
Solve these two inequalities to nd that
Because we assumed = ( ), this completes the proof.
The situation can be adjusted to the case of triangular arrays. Let ( ) ( ) be independent copies of ( ), and suppose that the conditional expectation of given is equal to ( I n W l T h T o n :
. Again, because of the assumed non-singularity o f , this implies^= (1), so^= (1). Now,~0, so^=
(1) implies^= (1). Hence, alsô = (1). Assumption (4.4) ensures that sup^( ) ( ) = (1) Therefore, we m a y without loss of generality assume that (4 7)ŝ o that we can use (A3) and (A4). Because of (4.5), we h a ve that
for all . T h us,
Clearly, for^= ( ) , = (^),
Use (A3) and Theorem 2.1, to nd that the class 
: ;n = n ;n ;n = n ;n ;n ;n ;n n = n k= k ;n k = k ;n ;n ;n ;n n n n i i n i n i i n i i i n n n n n n n n n n Remark 4.1.
Estimating the distribution of the parametric component using Wild Bootstrap.
C C n n J g o n ;
: J gJ h o n : Inference on the parametric component of the model could be based on our asymptotic result in Theorem 4.1. There it is stated that the distribution of^is not aected by the nonparametric nature of the other component of the model, at least asymptotically. This statement m a y be misleading for small sample sizes. An approach which reects more carefully the inuence of the nonparametric component is bootstrap. We discuss here three versions of bootstrap. The rst version is Wild Bootstrap which i s related to proposals of Wu (1986) (see also Beran (1986) and Mammen (1992)) and which was rst proposed by H ardle and Mammen (1993) in nonparametric set ups. Note that in our model the conditional distribution of is not specied besides (1.1) and (A0).
The Wild Bootstrap procedure works as follows. we propose the following modication of the resampling. In
Step 3 put = ( ) + (^( )) for = 1 . In this case the condition that is bounded can be weakened to the assumption that has subexponential tails, i.e. for a constant it holds that ( ) for = 1 (compare (A0)). In the special situation that ( ; ) is the log-likelihood (a semiparametric generalized linear model), the conditional distribution of is specied by ( ). Then we recommend to generate independent with distributions dened bŷ ( )( ), respectively. This is a version of parametric bootstrap. The following theorem states that these three bootstrap procedures work (for their corresponding models).
We will give only a sketch of the proof for the rst version of resampling (Wild Bootstrap).The proof for the other versions is more simple and follows similarly.
We h a ve to go again through the proofs of Lemma 3.1 and Theorem 4.1. We start with proving (0) ) 0 (in probability), where^= ( ) ( ) ( ) Because of^( ) ( ( ) ( ) ) (in probability) we get the statement of the theorem.
Recall that in this case, = + ( ) + where ( ) = 0, and that^( ) = + ( ) is the penalized least squares estimator. In van de Geer (1990), Lemma 3.1 has been proved under the condition (AA0) that the error in the regression model is sub-Gaussian, using the same approach a s i n the proof of Lemma 3.1. Condition (AA0) can be relaxed to (A0), as a consequence of Theorem 2.2. This is in accordance with earlier results on rates of convergence (see e.g. Rice and Rosenblatt (1981) and Silverman (1985). 
Of course, if we replace here the -norm by the -norm, the result remains true and holds uniformly in . Together, (7.1) and (7.2) give the required result. To see this, let , = + , and let = ( ). Suppose that is such that The entropy result of Lemma 7.1 can be applied to establish a rate of convergence in the same way as in Lemma 3.1. For this purpose, we need the assumption: for some constant 0 , On the other hand, since log( ) = 2 log( ) 2( 1), ( (^)) ( ( )) 2 ( (^( ) ( ( )) 1) + 2 (1 )( 1 (^( )) 1 ( ( )) 1) (7 6) = 2 ( ( )) ( (^( )) ( ( ))) + 2 1 ( ( )) ( 1 (^( )) 1 ( ( ))) (^) ( ) 1 (^) 1 ( )
The combination of (7.5) and (7.6) gives an inequality of the same form as inequality Thus, ( (^( )) ( ( ))) ( ( )) (^) ( ) (1 + (^)) = ( ) Similar results can be derived for ( 1 (^) ( )). So, proceeding as in the proof of Lemma 3.1, we nd (^) =
(1), and (7 7) (^) ( ) = ( ) as well as (7 8) 1 (^) 1 ( ) = ( ) Clearly, (7.7) and (7.8) yield (7.3). 
