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Introdution générale
Ce mémoire onerne l'appliation de la méthode de quasi-réversibilité à la résolution de pro-
blèmes inverses. Nous nous intéressons plus partiulièrement au problème inverse de l'obstale,
formalisation mathématique du problème onret suivant : on herhe à identier des "objets"
(mines, ssures, avions...) ontenus dans un "milieu" (sol, poutre, air...) gouverné par une équa-
tion aux dérivées partielles elliptique, et dont, le as éhéant, une partie du bord est inaessible.
À ette n, on impose au milieu une solliitation (életrique, méanique, thermique...) sur la partie
du bord aessible et on mesure la réponse orrespondante sur la même partie du bord.
Le problème inverse de l'obstale est un problème géométrique : on herhe à la fois la géométrie
du milieu et la solution d'une équation aux dérivées partielles dans e milieu. Dans le as plus
simple où la géométrie est onnue, le problème inverse se ramène au problème de la reherhe
d'une solution de l'équation aux dérivées partielles elliptique par la onnaissane de données dites
"surabondantes" sur une partie du bord du milieu. On a alors à résoudre un problème dit "de
Cauhy" elliptique. Il est bien onnu qu'un tel problème est mal posé au sens d'Hadamard, et
néessite une régularisation.
La méthode de quasi-réversibilié, proposée par Jaques-Louis Lions et Robert Lattès en 1967
1
,
est une telle méthode de régularisation du problème de Cauhy. Sa aratéristique prinipale est
que, ontrairement à la plupart des méthodes de régularisation, elle ne repose pas sur la résolution
d'un problème d'optimisation et s'érit d'emblée sous une forme variationnelle, diretement exploi-
table numériquement par une méthode de Galerkin. Néanmoins, on onstate que ette méthode
n'a été que très peu utilisée durant les années suivant la publiation de et ouvrage. Nous voyons
trois raisons prinipales à ela :
1
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1. La méthode des éléments nis n'en était qu'à ses débuts à l'époque, et les autres méthodes
existantes ne permettaient pas à la méthode de quasi-réversibilité de donner sa pleine mesure,
d'autant plus qu'elle repose sur la résolution d'un problème d'ordre 4.
2. On ne disposait pas de la puissane de alul néessaire pour mettre en plae des méthodes
réellement utilisables en pratique.
3. Les années 60 voient aussi le début des reherhes sur la régularisation des problèmes mal
posés, inluant en partiulier le traitement de données issues de mesures, et don bruitées.
Cet aspet apparaît de manière ruiale dans la méthode de quasi-réversibilité.
Pendant les quarante dernières années sont apparues des méthodes éléments nis performantes,
adaptées en partiulier aux problèmes d'ordre 4 (éléments nis non onformes, formulation mixte...).
De plus, la puissane de alul des ordinateurs a fortement augmenté, permettant de s'attaquer à
des problèmes ave un nombre de degrés de liberté très important. Enn, nous bénéions d'une
littérature abondante dans le domaine de la régularisation des problèmes mal posés, dont le point
de départ est l'éole russe ( Andrey Nikolayevih Tyhono, Mikhaïl Alekseïevith Lavrentiev,
Nikolai Aleksandrovih Morozov). Pour es raisons, nous estimons qu'il est pertinent de revisiter
la méthode de quasi-réversibilité à la lumière de tous es nouveaux outils. Par ailleurs, en e qui
onerne le problème inverse de l'obstale, s'ajoute au aratère mal posé du problème de Cau-
hy la non-linéarité liée à l'inonnue géométrique. Gérer ette inonnue peut être numériquement
très omplexe. Les méthodes de lignes de niveau, introduites pour la première fois en 1988 dans
un artile de Stanley Osher et James Albert Sethian
2
, orent une manière élégante de pallier les
diultés liées à ette inonnue.
L'objet prinipal de e mémoire est de proposer une nouvelle méthode de résolution du problème
inverse de l'obstale basée sur le ouplage de la méthode de quasi-éversibilité et une méthode de
lignes de niveau. La prinipale aratéristique de ette méthode "par l'extérieur" est qu'elle ne
repose pas sur l'optimisation d'une fontion oût, ontrairement à la plupart des méthodes de
lignes de niveau.
La présente étude se ompose de trois parties :
 Première partie
Cette partie est onsarée à la résolution du problème de Cauhy elliptique par la méthode
de quasi-réversibilité. On rappelle au hapitre 1 les prinipales aratéristiques de e problème,
injetivité, non-surjetivité, non-ontinuité et stabilité onditionnelle. Les résultats sont démontrés
dans le as simple de l'opérateur + k, k 2 R.
Le hapitre 2 est entré sur la méthode de quasi-réversibilité. Nous y introduisons plusieurs
formulations de la méthode, en explorant les points forts et les faiblesses de haune. Puis, nous
nous intéressons à la résolution numérique eetive du problème en dimension 2, à l'aide d'une
formulation basée sur des éléments nis non onformes. Nous démontrons théoriquement la onver-
gene de la méthode éléments nis vers la solution reherhée. Des résultats numériques viennent
onrmer l'eaité de la méthode.
Enn, le hapitre 3 est onsaré au problème spéique de la gestion du bruit. Une nouvelle
méthode basée sur le prinipe de Morozov et la dualité en optimisation est proposée. Elle permet
de régulariser la donnée bruitée et de xer le paramètre de régularisation de la méthode de quasi-
réversibilité. L'étude théorique de ette approhe est suivie d'une étude numérique démontrant sa
pertinene et son eaité.
2
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 Deuxième partie
Nous proposons dans ette deuxième partie deux nouvelles méthodes de lignes de niveau adap-
tées à la résolution du problème inverse de l'obstale ave ondition de Dirihlet. Au hapitre 4,
on rappelle les prinipales aratéristiques de e problème, et on expliite l'approhe que l'on va
utiliser pour le résoudre, à savoir "l'approhe par l'extérieur". L'idée est de onstruire une suite
d'ouverts, representés omme ensembles de niveau zéro de fontions, onvergeant vers l'obstale
reherhé.
Les hapitres 5 et 6 présentent deux nouvelles méthodes de lignes de niveau adaptées à ette
approhe. Contrairement aux méthodes lassiques, pour lesquelles la vitesse dépend du gradient
d'une fontion oût, les vitesses de es deux méthodes dépendent expliitement de la solution du
problème extérieur. La première méthode est basée sur la résolution d'une équation de Hamilton-
Jaobi, la seonde sur la résolution d'une équation de Poisson. Nous démontrons théoriquement
la onvergene vers l'obstale des suites d'ouverts onstruites par es deux méthodes. Une étude
théorique des paramètres des méthodes est aussi eetuée.
Enn, le hapitre 7 est onsaré à un problème prohe du problème inverse de l'obstale, à
savoir le ontrle non-destrutif de matériaux élasto-plastiques. Dans e nouveau problème, l'obs-
tale reherhé n'est plus aratérisé par une ondition de Dirihlet, mais par une ondition du
type jruj = te. Nous montrons que les méthodes proposées s'adaptent failement à e nouveau
problème.
 Troisième partie
La troisième partie est onsarée aux aspets numériques du ouplage entre la méthode de
quasi-réversibilité et les méthodes de lignes de niveaux développées aux hapitres 5 et 6, ainsi
qu'à la résolution de problèmes onrets. On s'intéresse plus partiulièrement au hapitre 8 à la
résolution numérique du problème inverse de l'obstale ave ondition de Dirihlet. Les prinipales
étapes numériques de la résolution sont étudiées, puis de nombreux exemples numériques mettent
en évidene les points forts et point faibles des deux méthodes de lignes de niveau (équation de
Hamilton-Jaobi et équation de Poisson), ainsi que l'impat des diérents paramètres sur la qualité
de reonstrution de l'obstale.
Enn, le hapitre 9 est onsaré aux aspets numériques propre à la problématique du ontrle
non-destrutif de matériaux élasto-plastiques. Une nouvelle fois, des simulations numériques dé-
montrent l'eaité de "l'approhe par l'extérieur".
 Annexes
Trois annexes viennent ompléter ette étude. La première est onsarée à des rappels théoriques
sur les équations de Hamilton-Jaobi, qui interviennent dans la méthode développée au hapitre
5. On y présente les prinipaux résultats d'existene et d'uniité utiles à notre étude, ainsi qu'un
résultat réent onernant la déroissane du gradient de la solution de l'équation en fontion du
temps.
L'annexe B est onsarée aux aspets géométriques apparaissant dans notre étude, prinipa-
lement à des rappels onernant la notion de régularité du bord d'un ouvert, et sur la notion de
distane, en partiulier la distane de Hausdor, qui joue un rle primordial dans les résultats de
onvergene de nos méthodes de lignes de niveau.
Enn, l'annexe C est la reprodution d'un rapport de reherhe onsaré aux questions de
stabilité des problèmes de Cauhy dans des domaines à bords lipshitziens. Ce travail a depuis fait
l'objet d'un artile paru dans la revue Appliable Analysis en 2010
3
.
3
[BD10b℄
3
Cette étude a mené aux publiations suivantes :
 About stability and regularization of ill-posed ellipti Cauhy problems : the ase of
Lipshitz domains, L. Bourgeois & J. Dardé, Appliable Analysis, iFirst, vol.24, 2010.
 A quasi-reversibility approah to solve the inverse obstale problem, L.Bourgeois &
J.Dardé, Inverse Problems and Imaging, p.351-377, vol.4, n°3, 2010.
 A duality-based method of quasi-reversibility to solve the Cauhy problem in the presene
of noisy data, L.Bourgeois & J.Dardé, Inverse Problems, vol. 26, 2010.
Projet de publiation :
 About identiation of defet in an elasto-plasti medium from boundary measurement
in the antiplane ase, L.Bourgeois & J.Dardé, en préparation.
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Première partie
Problème de Cauhy elliptique et
méthode de quasi-réversibilité
5

Chapitre 1
Problème de Cauhy elliptique mal posé
Introdution
Nous nous intéressons dans e hapitre aux problèmes de Cauhy pour des équations aux
dérivées partielles elliptiques. Un exemple typique de es problèmes est le suivant : on se donne 

un ouvert borné onnexe de Rd, et   une partie de sa frontière.
Exemples de onguration.
On suppose que le phénomène que l'on étudie est régi par une équation de Laplae : u = 0
dans le milieu. On impose alors un "ux" g
1
sur  , et on mesure la valeur g
0
de la fontion u
orrespondante sur  . u vérie don
8
>
>
<
>
>
:
u = 0 dans 

u = g
0
sur  
u

= g
1
sur   ( normale extérieure à 
):
Le problème de Cauhy onsiste alors à trouver u onnaissant (g
0
; g
1
).
Cette problématique se trouve dans divers domaines sientiques et d'ingénierie : prospetion
ou inspetion thermique ou életrique, imagerie géophysique ou médiale... Nous allons dans e
hapitre nous intéresser aux aratéristiques mathématiques des problèmes de Cauhy elliptiques :
uniité, non existene, non ontinuité par rapport aux données, stabilité onditionnelle.
Sommaire
1.1 Uniité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Non ontinuité, non surjetivité . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Stabilité onditionnelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
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Soit 
 un ouvert onnexe et borné de Rd. On introduit l'opérateur suivant :
Pu :=
d
X
i;j=1

x
i
a
ij
u
x
j
+ u
ave a
ij
2W
1;1
(
) et  2 L
1
(
). On voit failement que si u 2 H
1
(
), on a Pu 2 H
 1
(
), et si
u 2 H
2
(
), Pu 2 L
2
(
). On dénit
H
1
(
; P ) :=
n
v 2 H
1
(
) j Pv 2 L
2
(
)
o
:
On a diretement H
2
(
)  H
1
(
; P )  H
1
(
).
Propriété 1.1 H
1
(
; P ), muni du produit salaire (u; v)
H
1
(
;P )
:= (u; v)
H
1
(
)
+ (Pu; Pv)
L
2
(
)
,
est un espae de Hilbert.
Preuve : il est diret que (:; :)
H
1
(
;P )
est un produit salaire sur H
1
(
; P ). Il reste à vérier que H
1
(
; P ) est
omplet pour e produit salaire.
Soit don une suite u
n
d'éléments de H
1
(
; P ) de Cauhy pour la norme k:k
H
1
(
;P )
. Alors u
n
est une suite de
Cauhy dans H
1
et Pu
n
est une suite de auhy dans L
2
, puisque ku
n
  u
m
k
H
1
(
)
 ku
n
  u
m
k
H
1
(
;)
et
kPu
n
 Pu
m
k
L
2
(
)
 ku
n
 u
m
k
H
1
(
;)
. Or H
1
et L
2
sont deux espae de Banah
1
. Il existe don u 2 H
1
(
)
et v 2 L
2
(
) tels que
u
n
n!1
    !
H
1
u; Pu
n
n!1
    !
L
2
v:
Soit ' 2 C
1

(
). On a
hPu; 'i =
Z


 
X
i;j
a
ij
u
x
j
'
x
i
+  u' dx = lim
n!1
Z


 
X
i;j
a
ij
u
n
x
j
'
x
i
+  u
n
'dx:
Or
 
Z


X
i;j
a
ij
u
n
x
j
'
x
i
+  u
n
'dx =
Z


Pu
n
'dx
n!1
    !
Z


v ' dx:
On a don Pu = v 2 L
2
(
), d'où u 2 H
1
(
; P ) et u
n
n!1
     !
H
1
(
;P )
u.

On a
2
le
Lemme 1.1 soit 
 ouvert onnexe borné de Rd,   une partie lipshitzienne3 de sa frontière,
 le veteur normal sortant à 

4
. Alors 8u 2 H
1
(
; P ),
u

P
:=
d
X
i;j=1
a
ij
u
x
j

i
2 H
 1=2
( ). De
plus, l'appliation u 2 H
1
(
; P ) 7!
u

P
2 H
 1=2
( ) est ontinue et surjetive.
On a la formule de Green suivante
5
:
Lemme 1.2 - formule de Green : soit 
 ouvert borné onnexe de Rd à frontière lipshit-
zienne,  le veteur normal sortant à 
. Alors 8(u; v) 2 H
1
(
; P )H
1
(
),
d
X
i;j=1
Z


 

x
i
 
a
ij
u
x
j
!
v + a
ij
u
x
j
v
x
i
dx
!
= h
u

P
; vi
H
 1=2
;H
1=2
:
1
f théorème IV.8 p.57 et proposition IX.1 p.150 de [Bre05℄
2
f lemme 2.2 p.131 de [Kav℄
3
pour la dénition de ette notion, se reporter à l'annexe B p.191
4
qui est déni presque partout sur  , f lemme 4.2 p.88 de [ND67℄
5
f [LM68℄ ou [ND67℄
1.1. UNICITÉ 9
Le problème de Cauhy pour et opérateur se formule de la manière suivante :
Problème [Cauhy℄ : trouver u 2 H
1
(
) tel que
8
>
<
>
:
Pu = f 2 L
2
(
)
u = g
0
2 H
1=2
( )


P
u = g
1
2 H
 1=2
( )
Ce problème est mal posé (au sens d'Hadamard) : on sait qu'il peut ne pas avoir de solution.
De plus, si une solution existe, elle ne dépend pas ontinûment de la donnée (f; g
0
; g
1
). Néanmoins,
si l'opérateur P vérie une propriété de prolongement unique, alors ette solution est unique. Nous
pouvons énoner la propriété suivante
6
:
Propriété 1.2 - propriété de prolongement unique : supposons qu'il existe  > 0 t.q.
P
d
i;j=1
a
ij
(x)
i

j
 jj
2
; pour presque tout x 2 
; 8 2 Rd (strite elliptiité de l'opérateur
P ). Alors si u 2 H
1
(
) vérie Pu = 0 dans 
, et si il existe !  
 ouvert non vide tel que
u  0 sur !, on a u  0 sur 
.
Si l'opérateur P vérie les hypothèses de la propriété préédente (qui ne sont que des onditions
susantes pour avoir la propriété de prolongement unique), on aura automatiquement uniité de
la solution du problème de Cauhy pour P .
Nous allons montrer es propriétés (prolongement unique, uniité, non ontinuité, non exis-
tene) pour l'opérateur P :=  + k, k 2 R (on a ii a
ij
:= Æ
ij
et  := k). Nous verrons également
les propriétés de stabilité onditionnelle pour et opérateur. On prend ainsi en ompte l'opérateur
de Laplae et l'opérateur de Helmoltz.
1.1 Uniité
Pour k 2 R, on dénit P := v 2 H1(
;) 7! Pv = v + kv 2 L2(
). Le problème de Cauhy
pour et opérateur onsiste, pour (g
0
; g
1
; f) 2 H
1=2
( ) H
 1=2
( )  L
2
(
), à trouver u 2 H
1
(
)
t.q.
8
>
<
>
:
u+ k u = f 2 L
2
(
)
u = g
0
2 H
1=2
( )


u = g
1
2 H
 1=2
( )
Nous allons montrer que e problème admet au plus une solution. Pour ela, omme annoné
préédemment, nous allons démontrer une propriété de prolongement unique pour l'opérateur
+ k. Nous allons avoir besoin de l'inégalité des trois sphères, dont une preuve peut être trouvée
dans le rapport de reherhe reporté en annexe
7
ou dans [BD10b℄.
Propriété 1.3 - inégalité des trois sphères : soit x 2 
 et 0 < r
0
< r
1
< r
2
vériant
B(x; r
2
)  
. Il existe C > 0, s > 0 t.q. 8u 2 H
1
(
;),
kuk
H
1
(B(x;r
1
))
 C(kPuk
L
2
(B(x;r
2
))
+ kuk
H
1
(B(x;r
0
))
)
s
s+1
kuk
1
s+1
H
1
(B(x;r
2
))
On a aussi besoin du résultat suivant, qui est démontré dans [Sh91℄ (théorème 2.9.10 p 256) :
6
'est une onséquene du théorème 4.2 de [LL09℄
7
annexe C
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Propriété 1.4 - théorème du passage des douanes : si E est un espae vetoriel topolo-
gique, A une partie de E, tout hemin joignant un point de l'intérieur de A à un point de
l'extérieur de A renontre néessairement la frontière de A.
Prolongement unique
Théorème 1.1 - prolongement unique : soit u 2 H
1
(
) vériant Pu = 0 dans 
 et t.q. il
existe un ouvert !  
, j!j 6= 0, t.q. u  0 dans !. Alors u  0 dans 
.
On propose deux manières de démontrer e théorème, la première () utilisant la onnexité
par ars, la seonde (|) la onnexité de 

8
:
Preuve  : soit x 2 !. Notons 
max
= d(x; 
). On a B(x; 
max
)  
. Pour tout , 0 <  < 
max
, on a
u  0 dans B(x; ). En eet, puisque x 2 ! ouvert, il existe 
0
t.q. B(x; 
0
) soit ontenue dans !, et don u  0
dans B(x; 
0
). On en déduit diretement que 8; 0 <   
0
, u  0 dans B(x; ).
Soit maintenant  t.q. 
0
<  < 
max
. On a Pu  0 dans B(x; 
max
). Il sut alors d'appliquer la proposition
1.3 ave r
0
= 
0
, r
1
=  et r
2
= 
max
, et on obtient u  0 dans B(x; ).
Soit y 2 
. Nous allons montrer que il existe d(y) > 0 t.q. u  0 sur B
y
= B(y; d(y)). Comme 
 est ouvert
onnexe, il est onnexe par ars
9
. Il existe don une appliation ontinue  : t 2 [0; 1℄ 7! (t) 2 
 t.q. (0) = x
et (1) = y.
Nous allons tout d'abord montrer qu'il existe d > 0 t.q. 8t 2 [0; 1℄ ;B((t); d)  
. Supposons que e ne soit pas
le as. Alors, pour tout n 2 N, il existe (z
n
; t
n
) 2 
 [0; 1℄ t.q. d(z
n
; (t
n
)) 
1
n
. Comme 
 [0; 1℄ est un
fermé borné de Rd+1, on peut extraire une sous-suite (z
n
0
; t
n
0
) qui onverge vers (z; t) 2 
[0; 1℄. Par dénition,
(t) 2 
. Mais par ontinuité, d(z
n
0
; (t
n
0
))
n
0
!1
    ! d(z; (t)), et par dénition, d(z
n
0
; (t
n
0
))
n
0
!1
    ! 0. On en
déduit que z = (t), d'où (t) 2 
, et don (t) =2 
. Contradition.
Soit maintenant 0 <  < d. On dénit la suite (x
n
)
n2N par :
8
>
>
<
>
>
:
x
0
= x
8n 2 N; x
n+1
=
8
<
:
y si y 2 B(x
n
; )
(t
n+1
), où t
n+1
= supT
n
;
T
n
= ft 2 [0; 1℄ j (t) 2 B(x
n
; =2)g sinon
La suite (x
n
)
n2N est bien dénie. En eet, pour n 2 N, si y =2 B(xn; ), alors la propriété 1.4 montre que Tn est
non vide. t
n+1
est bien déni, t
n+1
2 [0; 1℄, et don x
n+1
est bien déni.
Montrons que, pour tout n 2 N, u  0 sur B(x
n
; ). Cette propriété est vraie pour n = 0, ar  < d, et
B(x; d) 2 
) d < 
max
. Supposons maintenant qu'il existe n 2 N tel que u  0 sur B(x
n
; ). Si y 2 B(x
n
; ),
alors u  0 sur B(x
n+1
= y;    d(x
n
; y)). En appliquant la propriété 1.3 ave r
0
=    d(x
n
; y), r
1
=  et
r
2
= d, on obtient u  0 sur B(x
n+1
; ).
Supposons maintenant que y =2 B(x
n
; ). Par dénition de la borne supérieure, il existe s
p
2 T
n
t.q. s
p
p!1
   !
t
n+1
. Par ontinuité de , (s
p
)
p!1
   ! (t
n+1
) = x
n+1
, et omme B(x
n
;

2
) est fermé, x
n+1
2 B(x
n
;

2
). On
a don u  0 sur B(x
n+1
; =2), et on onlut en appliquant la propriété 1.3 ave r
0
= =2, r
1
=  et r
2
= d.
Il ne reste plus qu'à montrer qu'il existe n 2 N t.q. x
n
= y. Si e n'était pas le as, on onstruirait une suite
(t
n
)
n2N 2 [0; 1℄
N
roissante et borné, don onvergente vers t
1
2 [0; 1℄, ave 8n 2 N; t
n
 t
1
. Mais par
ontinuité de , (t
n
)
n!1
    ! (t
1
), il existe don n 2 N t.q. (t
1
) 2 B(x
n
; =2). D'après la propriété 1.4, il
existe s 2 ℄t
1
; 1℄ t.q. (s) 2 B(x
n
; =2). Don t
n+1
= supT
n
 s > t
1
. Contradition.
8
les notions de onnexité et de onnexité par ars sont équivalentes pour les ouverts de R
d
, voir [Cha97℄ par
exemple
9
f proposition 1.8.2 (iv) p.54 de [Cha97℄
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Constrution de la suite de boules. En rouge, le hemin  relie les points x et y.
Il ne reste plus qu'à montrer que u est nulle sur 
. Soit K un ompat, K  
. On a K 
S
y2K
B
y
. Nous
avons un reouvrement d'ouverts deK, nous pouvons en extraire un sous-reouvrement ni :K 
S
n2f1:::Ng
B
yn
.
On en déduit :
Z
K
juj
2
dx 
N
X
n=1
Z
B
yn
juj
2
dx = 0) u  0 sur K
Comme u 2 L
2
(
), il existe
10
('
n
)
n2N 2 C
1

(
) t.q. '
n
n!1
    !
L
2
(
)
u . Notons K
n
le support de '
n
(K
n
 
).
On a vu que u  0 sur K
n
, don
R
K
n
'
n
u dx = 0. D'où :
0 =
Z
K
n
'
n
u dx =
Z


'
n
u dx
n!1
    !
Z


juj
2
dx) u  0 sur 


Preuve | : posons A := supp(u)

\
. Par dénition, A est un ouvert non vide (!  A). Nous allons montrer
que A est fermé dans 
. Soit x 2 A \ 
. Comme x 2 
, on a Æ = d(x; 
) > 0. Comme x 2 A, il existe
y 2 A t.q. y 2 B(x;
Æ
2
). Comme y 2 A, il existe Æ
0
, 0 < Æ
0
<
Æ
2
, t.q. u  0 sur B(y; Æ
0
). On a de plus
B(y;
Æ
2
)  B(x; Æ)  
.
Soit maintenant
~
Æ t.q. jx   yj <
~
Æ <
Æ
2
, et Æ =
~
Æ   jx  yj > 0. De deux hoses l'une : soit
~
Æ  Æ
0
, et dans e
as, on a B(y;
~
Æ)  B(y; Æ
0
)  A, soit
~
Æ > Æ
0
, et en appliquant la propriété 1.3 ave pour entre y, r
0
= Æ
0
,
r
1
=
~
Æ et r
2
=
Æ
2
, on obtient u  0 sur B(y;
~
Æ). Comme B(x; Æ)  B(y;
~
Æ), on a dans les deux as u  0 sur
B(x; Æ)) x 2 A.
On a don montré que A est ouvert et fermé dans 
 onnexe, et A est non vide. On a don
11
A = 
, e qui est
équivalent à u  0 sur 
 .

Uniité
Comme dit en introdution, la propriété de prolongement unique entraîne l'uniité de la solution
du problème de Cauhy. On va avoir besoin de la formule de Green, qui s'érit très simplement
dans le as du laplaien
12
:
Lemme 1.3 - formule de Green : soit 
 un ouvert borné de Rd à frontière lipshitzienne.
Soit (u; v) 2 H
1
(
;)H
1
(
). On a :
Z


uv dx+
Z


ru:rv dx = h

u; vi
H
 1=2
(
);H
1=2
(
)
10
théorème 2.19 p.31 de [AF75℄
11
par dénition de la onnexité, voir dénition 2.9.1 p.253 de [Sh91℄
12
pour une preuve de la formule de Green dans le as du laplaien, voir par exemple théorème 2.4 p.27 + orollaire
2.6 p.28 de [GR86℄
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Théorème 1.2 - uniité de la solution du problème de Cauhy : soit 
 un ouvert borné
de Rd,    
 une partie ouverte, de mesure non nulle et lipshitzienne de la frontière de

. Soit k 2 R. Soit u 2 H1(
) vériant :
8
>
<
>
:
u+ k u = 0 dans 

u = 0 sur  


u = 0 sur  
Alors u  0 dans 
.
Preuve : on a u =  k u 2 L
2
(
) ) u 2 H
1
(
;). Soit x
0
2  , et  un ouvert à frontière lipshitzienne,
x
0
2  t.q.  := 
\ soit à frontière lipshitzienne et \ 
    (f propriété B.1 de l'annexe B, p.192 ). On
pose
~

 = 
 [ .
On pose : ~u =

u dans 

0 dans  n 

. On a ~u 2 L
2
(
~

).
Soit ' 2 C
1

(), et i 2 f1; :::; dg. On a :
h
~u
x
i
; 'i
D
0
();D()
=  h~u;
'
x
i
i
D
0
();D()
=  
Z

~u
'
x
i
dx =  
Z

u
'
x
i
dx
Comme u 2 H
1
(), et  est à frontière lipshitzienne, on obtient :
h
~u
x
i
; 'i
D
0
();D()
=
Z

u
x
i
'dx 
Z

u'
i
d =
Z

u
x
i
'dx
ar u = 0 sur   et ' = 0 sur  n  . On en déduit ~u 2 H
1
(). De même :
h~u; 'i
D
0
();D()
= h~u;'i
D
0
();D()
=
Z

~u'dx =
Z

u'dx
Comme u 2 H
1
(;), on peut utiliser la formule de green du lemme 1.3, et on obtient :
Z

u'dx =  
Z

ru:r'dx+
Z

u
'

d =
Z

u'dx  h
u

; 'i
H
 1=2
();H
1=2
()
Or h
u

; 'i
H
 1=2
();H
1=2
()
= h
u

; 'i
H
 1=2
( );H
1=2
( )
= 0 ar ' = 0 sur n , et
u

= 0 sur  . On a don :
h~u; 'i
D
0
();D()
=
Z

u'dx =
Z

( k u)'dx =
Z

( k ~u)'dx
d'où nalement ~u =  k~u dans , et ~u 2 H
1
(;).
Finalement, on a ~u 2 H
1
(;), vérie P ~u = 0 dans , et il existe ! :=  n 
   tel que ~u  0 sur !. En
appliquant le théorème 1.1, on obtient ~u  0 dans , et don u  0 dans . On a alors Pu = 0 dans 
 et u  0
dans . On peut appliquer de nouveau le théorème 1.1 dans 
 ave ! := , et on obtient u  0 dans 
.

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1.2 Non ontinuité, non surjetivité
Nous savons maintenant que le problème de trouver u 2 H
1
(
) vériant
8
>
<
>
:
u+ ku = f 2 L
2
(
)
u = g
0
2 H
1=2
( )


u = g
1
2 H
 1=2
( )
admet au plus une solution. Nous allons maintenant montrer que ette solution ne dépend pas
ontinûment du triplet (f; g
0
; g
1
). Nous en déduirons la non surjetivité de l'opérateur A : u 2
H
1
(
;) 7! (u
j 
; 

u
j 
;u+ ku) 2 H
1=2
( )H
 1=2
( )  L
2
(
).
Non ontinuité
Hadamard a montré dès 1902 [Had02℄ que la fontion (si elle existe) vériant
8
>
<
>
:
u = f 2 L
2
(
)
u = g
0
2 H
1=2
( )


u = g
1
2 H
 1=2
( )
ne dépend pas ontinument de (f; g
0
; g
1
). Pour ela, il mit en évidene un ontre-exemple en
dimension 2, que nous modions (très légèrement) ii pour l'adapter au as de l'opérateur + k.
On pose 
 = ℄0; [  ℄0; [  R2,   = f0g  ℄0; [. Pour n 2 N, n >
p
jkj, on pose :
u
n
(x; y) =
1
n
2
sin(ny) sinh(
p
n
2
  k x)
Il est faile de vérier que u
n
+ k u
n
= 0, u
nj 
= 0 et 

u
nj 
=  
1
n
2
p
n
2
  k sin(ny) pour tout
n. On a don :
k

u
nj 
k
H
 1=2
( )
 k

u
nj 
k
L
2
( )
=
r

2
p
n
2
  k
n
2
n!1
   ! 0
et
ku
n
k
H
1
(
;)
 ku
n
k
L
2
(
)
=
p

4
e

p
n
2
 k
n
2
4
p
n
2
  k
q
1  e
 4
p
n
2
 k
  4
p
n
2
  k e
 2
p
n
2
 k
n!1
   ! 1
Il ne peut don pas exister de onstante C > 0 telle que
kuk
H
1
(
;)
 C[ku+ k uk
L
2
(
)
+ kuk
H
1=2
( )
+ k

uk
H
 1=2
( )
℄:
Non surjetivité
Propriété 1.5 A n'est pas surjetif.
Preuve : supposons que A soit surjetif. Alors A est bijetif et ontinu de H
1
(
;) dans Y := H
1=2
( ) 
H
 1=2
( )  L
2
(
), qui sont deux espaes de Banah. On en déduit (onséquene du théorème de l'appliation
ouverte
13
) que A
 1
est ontinue, e qui entraîne l'existene de C > 0 t.q. kuk
H
1
(
;)
 CkAuk
Y
. Or on vient
de voir qu'une telle onstante n'existe pas. Contradition.

Le aratère mal posé du problème de Cauhy vient don de la non-existene d'une solution pour
ertaines données. La non-ontinuité par rapport à la donnée implique en partiulier des diultés
au niveau de la résolution numérique du problème, et oblige à le régulariser. Nous aborderons ette
problématique au prohain hapitre.
13
f orollaire II.6 p.19 de [Bre05℄
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1.3 Stabilité onditionnelle
Nous venons de voir que les problèmes de Cauhy elliptiques sont mal-posés, et très instables :
on ne peut pas ontrler la norme de l'éventuelle solution de [Cauhy℄ par la norme de la donnée
du problème, et le ontre-exemple d'Hadamard montre que la norme de la solution peut exploser
quand bien même la norme des données tendrait vers zéro. Une question naturelle est de savoir si
on peut quantier ette instabilité. La réponse nous est donnée par les résultats de stabilité pour
les problèmes de Cauhy elliptiques.
Pour un problème de Cauhy, l'uniité nous dit que si Pu = 0 dans 
 et u = 

P
u = 0 sur  ,
alors u = 0 dans 
. La stabilité onsiste à montrer que si kPuk, ku
j 
k et k

P
u
j 
k sont "petits",
'est-à-dire que leur somme est plus petite qu'un ertain Æ > 0 "petit", alors kuk est plus petite
qu'une ertaine fontion f(Æ) vériant f(Æ)
Æ!0
   ! 0, à la ondition de se donner une borne sur u
dans une norme plus ne que la norme naturelle.
On se donne 
 un ouvert borné de Rd de frontière C1;1,   une partie de 
. On pose P := +k,
k 2 R.
On a alors le résultat de stabilité suivant
14
:
Théorème 1.3 pour tout  2 ℄0; 1[, il existe C > 0 tel que pour toute fontion u 2 H
2
(
) qui
vérie
kuk
H
2
(
)
M; kPuk
L
2
(
)
+ kuk
H
1
( )
+ k

uk
L
2
( )
 Æ;
on a
kuk
H
1
(
)
 C
M
(ln(M=Æ))

:
La borne supérieure  = 1 ne peut pas être améliorée dans ette estimation. Elle dépend de la
régularité du bord : supposons don que le bord de   n'est plus C
1;1
, mais juste lipshitzien. On
suppose que   reste une partie C
1;1
de e bord. On sait alors qu'il existe  2

0;

2

tel que 

vérie la propriété du -ne
15
. On dénit

0
() := sup
x>0
1
2
sin() (1  e
 x
)
p
1 + x  sin()
:
On suppose également que k n'est pas valeur propre de l'opérateur   dans 
. On a alors les deux
théorèmes suivants, dont les preuves se trouvent dans [BD10b℄, artile que nous avons reporté en
annexe, et dans lequel on trouve des expérienes numériques en aord ave les résultats i-dessous.
Théorème 1.4 pour  2 [0; 1℄, pour tout  2 ℄0; (1 + )
0
()=2[, il existe C, Æ
0
tels que pour
tout Æ 2 ℄0; Æ
0
[, pour tout u 2 C
1;
(
) vériant u 2 L
2
(
) et
kuk
C
1;
(
)
M; kPuk
L
2
(
)
+ kuk
H
1
( )
+ k

uk
L
2
( )
 Æ
ave M > 0 onstante, on a
kuk
H
1
(
)
 C
M
(ln(M=Æ))

:
Si nous ne supposons pas   C
1;1
, l'estimation reste vraie pour les fontions u vériant
u = 

u = 0 sur  , toutes hoses égales par ailleurs.
14
voir [Bou10℄
15
voir la dénition B.2 et le théorème B.1 p.192
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Théorème 1.5 en dimension 2 (resp. en dimension 3), pour tout  2 ℄0; 
0
()=2[ (resp.
 2 ℄0; 
0
()=4[), il existe C et Æ
0
tels que pour tout Æ 2 ℄0; Æ
0
[, pour toute fontion u 2 H
2
(
)
qui vérie
kuk
H
2
(
)
M; kPuk
L
2
(
)
+ kuk
H
1
( )
+ k

uk
L
2
( )
 Æ
ave M > 0 onstante, on a
kuk
H
1
(
)
 C
M
(ln(M=Æ))

:
Si nous ne supposons pas   C
1;1
, l'estimation reste vraie pour les fontions u vériant
u = 

u = 0 sur  , toutes hoses égales par ailleurs.
Remarque : es résultats ont pour onséquene l'uniité de la solution du problème de Cauhy dans
C
1;
et H
2
.
Remarquons que lorsque  tend vers

2
, 'est-à-dire quand la frontière de 
 se rapprohe d'une
régularité C
1;1
, on a 
0
() qui tend vers 1. On retrouve ainsi l'estimation de stabilité du théorème
1.3 pour une fontion C
1;1
(
)  H
2
(
). À l'opposé, lorsque  tend vers 0, l'estimation se dégrade,
e qui est ohérent ave le as limite où le domaine présente un usp, pour lequel l'estimation n'est
plus en 1= ln, mais en 1=(ln Æ ln) (voir [ABRV00℄).
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
0 pi/16 pi/8 3pi/16 pi/4 5pi/16 3pi/8 7pi/16 pi/2

0
() pour  2

0;

2

.
On voit que la dépendane de u vis-à-vis de Pu, sa trae et sa trae normale est logarithmique,
e qui est aratéristique du aratère mal posé du problème. Remarquons que es résultats sont
des résultats de stabilité onditionnelle, on obtient une estimation de la norme H
1
si l'on sait
borner une norme plus ne. Ces résultats nous serviront à obtenir une vitesse de onvergene de
notre méthode de résolution du problème de Cauhy.
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Chapitre 2
La méthode de quasi-réversibilité
Introdution
Dans e hapitre, nous allons nous intéresser à la résolution de problèmes de Cauhy elliptiques.
L'exemple le plus simple de tels problèmes est elui onernant l'opérateur laplaien : on se donne

 ouvert borné onnexe de Rd, de frontière 
 que l'on supposera susamment régulière. On note
 la normale sortante à 
. On pose    
 et  

 
 deux parties ouvertes non vides de 

vériant   \  

= ;,   [  

= 
.
Congurations géométriques possibles.
Problème [Cauhy℄ : pour (g
0
; g
1
) 2 H
1=2
( )H
 1=2
( ), trouver u 2 H
1
(
) vériant
8
>
<
>
:
u = 0 dans 

u = g
0
sur  


u = g
1
sur  :
Nous avons vu au hapitre préédent que e problème admet au plus une solution. On peut don
légitimement essayer de trouver ette éventuelle solution. Nous avons aussi vu que e problème est
mal posé, et très instable. Cette instabilité théorique entraîne une forte instabilité numérique. Il
est dès lors néessaire de régulariser le problème [Cauhy℄, si l'on veut onstruire des méthodes
numériques de résolution robustes.
Il existe de nombreuses méthodes de régularisation adaptées au problème [Cauhy℄. Une grande
famille de méthodes repose sur une approhe inspirée du ontrle optimal : la minimisation d'une
fontionnelle en prenant des fontions de  

omme paramètre de minimisation. Jaques-Louis
Lions dans [Lio68℄ est à notre onnaissane un des premiers à avoir étudier théoriquement une
méthode de e type
1
, et Jaques Blum l'a utilisée dans des problèmes d'identiation de plasma
2
.
1
voir les parties 5.3 p.85 et 6.2 p.88 de [Lio68℄
2
[Blu89℄
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Illustrons es méthodes ave l'exemple de la fontionnelle de Kohn-Vogelius : introduite initialement
dans [KV85℄ pour un problème d'identiation de paramètre, et dans [LL83℄ dans le adre de
l'estimation a posteriori de maillage, elle peut également être utilisée pour résoudre le problème
[Cauhy℄ ([BF05℄, [ABF06℄). L'intérêt de ette fontionnelle par rapport aux fontionnelles oûts
introduites antérieurement, notament elle introduite dans [Lio68℄, est qu'elle permet de traiter
symétriquement la donnée de Dirihlet g
0
et la donnée de Neumann g
1
.
Remarquons tout d'abord que l'on peut sans perte de généralité supposer g
0
= 0
3
. On pose les
deux problèmes suivants :
Problème [D℄ : pour  2 H
1=2
00
( 

) :=
n
 2 H
1=2
( 

) j 9v 2 H
1
(
); v
j 
= 0; v
j 

= 
o
, trouver
u
D
() 2 H
1
(
) t.q.
8
>
<
>
:
u
D
() = 0 dans 

u
D
() = 0 sur  
u
D
() =  sur  

:
Problème [N℄ : pour  2 H
1=2
00
( 

), trouver u
N
() 2 H
1
(
) t.q.
8
>
<
>
:
u
N
() = 0 dans 



u
N
() = g
1
sur  
u
N
() =  sur  

:
Ces deux problèmes sont bien posés. Remarquons alors que si l'on trouve  2 H
1=2
00
tel que
(u
D
()
j 
; 

u
D
()
j 
) = (u
N
()
j 
; 

u
N
()
j 
)
on aura alors
(u
D
()
j 
; 

u
D
()
j 
) = (0; g
1
); u
D
() = 0 dans 

d'où u
D
() = u = u
N
() par uniité de la solution du problème [Cauhy℄. L'idée est don de
minimiser l'éart entre u
D
() et u
N
(), 'est-à-dire la fontionnelle de Kohn-Vogelius :
F
KV
:=  2 H
1=2
00
( 

) 7!
1
2
Z


jru
D
() ru
N
()j
2
dx:
S'il existe une solution u au problème [Cauhy℄, alors il existe un unique  2 H
1=2
00
( 

) tel que
F
KV
() = 0, et don u = u
D
(). Tout l'enjeu est alors de parvenir à minimiser la fontionnelle de
Kohn-Vogelius.
D'autres méthodes basées sur le ontrle optimal existent. Citons notament l'artile [CDJP01℄,
où est présentée une méthode de résolution du problème [Cauhy℄ basée sur des résolutions su-
essives de problèmes d'optimisation régularisés, le terme de régularisation tendant vers 0 au fur
et à mesure des itérations. La suite ainsi onstruite onverge vers la solution du problème.
Dans ette étude, nous avons utilisé une autre méthode de régularisation de problèmes ellip-
tiques : la méthode de quasi-réversibilité, introduite pour la première fois par Lattès et Lions en
1967 [LL67℄
4
. Elle repose sur la onstatation suivante : si avoir sur une même partie du bord
la donnée de Dirihlet et de Neumann pour un problème elliptique d'ordre 2 (typiquement ave
l'opérateur laplaien) est une diulté, un tel ouple peut en revanhe être vu omme une ondi-
tion aux limites de Dirihlet pour un problème elliptique d'ordre 4 (typiquement un bi-laplaien).
L'idée est alors de régulariser le problème de Cauhy par une famille de problèmes variationnels
3
omme g
0
2 H
1=2
( ), il existe R(g
0
) 2 H
1
(
) t.q. R(g
0
)
j 
= g
0
. On pose alors u^ l'unique fontion de H
1
(
)
vériant u^ = 0 dans 
 et u^ = R(g) sur 
. On voit alors que ~u = u  u^, où u est l'éventuelle solution de [Cauhy℄,
vérie ~u = 0 dans 
, ~u = 0 sur   et 

~u = g
1
  

u^ sur  .
4
l'appliation de la méthode de quasi-réversibilité à des problèmes de Cauhy elliptiques ne onstitue qu'une
petite partie de [LL67℄, où elle est utilisée pour résoudre de nombreux autres types de problèmes mal posés
19
elliptiques d'ordre 4 bien posés dépendant d'un paramètre de régularisation ", dont les solutions u
"
tendront vers la solution du problème de Cauhy lorsque " tendra vers 0. Cette méthodologie traite
symétriquement les données de Cauhy g
0
et g
1
, et, une fois les problèmes d'ordre 4 disrétisés,
fournit la solution approhée u
"
en une unique résolution de système linéaire (soit en une unique
inversion de matrie).
Dans e hapitre, nous étudions plusieurs formulations de la méthode de quasi-réversibilité,
avant de nous intéresser à sa disrétisation par éléments nis.
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Problème de Cauhy
Soit 
 un ouvert borné de Rd,   une partie lipshitzienne de sa frontière. On se donne (g
0
; g
1
) 2
H
1=2
( )  H
 1=2
( ). On se donne a
ij
2 W
1;1
(
) pour i; j 2 f1:::dg, et  2 L
1
(
). On dénit
alors l'opérateur
P : u 2 H
1
(
) 7!
d
X
i;j=1
 

x
i
a
ij
u
x
j
!
+  u 2 H
 1
(
):
On note H
1
(
; P ) :=

v 2 H
1
(
) j Pv 2 L
2
(
)
	
. On rappelle que l'appliation
u 2 H
1
(
; P ) 7!
d
X
i;j=1
a
ij
u
x
j

i
2 H
 1=2
( )
est ontinue et surjetive. On suppose que P vérie les hypothèses de la propriété 1.2 p.9.
Nous nous intéressons au problème de Cauhy suivant :
Problème [Cauhy℄ : pour (g
0
; g
1
) 2 H
1=2
( )H
 1=2
( ), trouver u 2 H
1
(
; P ) vériant :
8
>
<
>
:
Pu = 0 dans 

u = g
0
sur  


P
u = g
1
sur  
On sait (voir hapitre préédent) que e problème admet au plus une solution u. Comme il est mal
posé (la solution éventuelle ne dépend pas ontinûment des données), il faut le régulariser pour
pouvoir le résoudre numériquement.
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2.1 Diérentes formulations
2.1.1 Formulation dans H
1
(
; P )
On dénit les espaes fontionnels
V :=
n
v 2 H
1
(
; P ) j v
j 
= g
0
et 

P
v
j 
= g
1
o
V
0
:=
n
v 2 H
1
(
; P ) j v
j 
= 

P
v
j 
= 0
o
:
Il est intéressant de noter que si V
0
est non vide, puisque C
1

(
)  V
0
, il est possible que V soit
vide. En eet, on a la
Propriété 2.1 l'appliation u 2 H
1
(
; P ) 7! (u; 

P
u) 2 H
1=2
( ) H
 1=2
( ) n'est pas surje-
tive.
Preuve : on va d'abord s'intéresser à la fontion g
0
: x 2 ℄ 1; 1[ 7!
p
x si x > 0, 0 sinon. On a trivialement
g
0
2 L
2
(℄ 1; 1[), et g
0
=2 H
1
(℄ 1; 1[), e qui implique g
0
=2 H
3=2
(℄ 1; 1[). Nous allons montrer que g
0
2
H
1=2
(℄ 1; 1[). Pour ela, nous allons utiliser la aratérisation de H
1=2
(℄ 1; 1[) suivante
5
:
H
1=2
(℄ 1; 1[) =

g 2 L
2
(℄ 1; 1[) j
Z
1
 1
Z
1
 1
jg(x)  g(y)j
2
jx  yj
2
dy dx <1

:
On est don amené à aluler
Z
1
 1
Z
1
 1
jg
0
(x)  g
0
(y)j
2
jx  yj
2
dy dx =
Z
1
0
Z
1
0
j
p
x 
p
yj
2
jx  yj
2
dy dx+
Z
0
 1
Z
1
0
y
jx  yj
2
dy dx
+
Z
1
0
Z
0
 1
x
jx  yj
2
dy dx
Tout d'abord, on a
Z
0
 1
Z
1
0
y
jx  yj
2
dy dx =
Z
0
 1
Z
1
0
y   x+ x
(y   x)
2
dy dx
=
Z
0
 1
Z
1
0
1
(y   x)
+
x
(y   x)
2
dy dx
=
Z
0
 1

ln(y   x) 
x
y   x

1
0
dx
=
Z
0
 1

ln(1  x)  ln( x) 
x
1  x
  1

dx = ln(2):
On a alors, par Fubini
6
,
Z
1
0
Z
0
 1
x
jx  yj
2
dy dx = ln(2):
Reste à estimer le dernier terme : remarquons que (x  y)
2
= (
p
x 
p
y)
2
(
p
x+
p
y)
2
. On a don
Z
1
0
Z
1
0
j
p
x 
p
yj
2
jx  yj
2
dy dx =
Z
1
0
Z
1
0
dy
(
p
x+
p
y)
2
dx:
Utilisons ensuite le fait que (
p
x+
p
y)
2
 x+ y, e qui nous donne
Z
1
0
Z
1
0
dy
(
p
x+
p
y)
2
dx 
Z
1
0
Z
1
0
dy
x+ y
dx =
Z
1
0
ln

x+ 1
x

dx = 2 ln(2):
5
f théorème 7.48 p.214 de [AF75℄, ou dénition (3.48) p.81 de [ND67℄
6
théorème IV.5 de [Bre05℄
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On a don
7
Z
1
 1
Z
1
 1
jg
0
(x)  g
0
(y)j
2
jx  yj
2
dy dx  4 ln(2)
e qui implique g
0
2 H
1=2
(℄ 1; 1[). Il est lair que l'on a plus généralement g
0
2 H
1=2
(℄ a; a[) et g
0
=2
H
3=2
(℄ a; a[) pour tout a > 0, la singularité de g
0
se situant en 0.
Nous allons maintenant onstruire notre ontre-exemple. Posons

+
:= ℄ 1; 1[℄0; 1[,

 
:= ℄ 1; 1[℄ 1; 0[,
  := ℄ 1; 1[ f0g et 
 := 

+
[ 

 
.
Soit g
1
2 H
 1=2
(℄ 1; 1[) quelonque. Supposons que l'on peut relever (g
0
; g
1
) par une fontion u
+
2
H
1
(

+
;) et par une fontion u
 
2 H
1
(

 
;). Alors si on dénit
u :=

u
+
sur 

+
u
 
sur 

 
on a u 2 H
1
(
;) qui vérie u
j 
= g
0
. Soit ' 2 C
1

(℄ 1; 1[) vériant '  1 sur ℄ 0:5; 0:5[. On pose
 (x; y) := '(x)'(y) 2 C
1

(
), et on a  u 2 H
1
(
;). De plus, le support de  u inlus dans 
. Si on pose
u^ :=

 u sur 

0 sur R2 n

on a u^ 2 H
1
(R
2
;), et don par régularité elliptique
8
, on a u^ 2 H
2
(R
2
). On en déduit que la trae de u^ sur
℄ 0:5; 0:5[f0g est un élément deH
3=2
(℄ 0:5; 0:5[). Or ette trae vaut g
0
, et on a vu que g
0
=2 H
3=2
(℄ 0:5; 0:5[).
Contradition.

Nous allons nous intéresser au problème suivant :
Problème [quasi-réversibilité H
1
℄ : pour " > 0, trouver u 2 V tel que pour tout v 2 V
0
, on
ait
(Pu; Pv)
L
2
(
)
+ "(u; v)
H
1
(
)
= 0:
Quelques onsidérations sur e problème avant de ontinuer : la forme variationnelle
(Pu; Pv)
L
2
(
)
+ "(u; v)
H
1
(
)
ne provient en auune façon d'intégrations par partie à partir des équations du problème [Cauhy℄.
Elle orrespond à un problème d'ordre 4, et son traitement par éléments nis
9
devra s'adapter à
ette ontrainte.
Propriété 2.2 le problème [quasi-réversibilité H
1
℄ admet une unique solution u
"
si et
seulement si V est non vide.
7
en fait, on a
R
1
 1
R
1
 1
jg
0
(x) g
0
(y)j
2
jx yj
2
dy dx = 6 ln(2) 2, mais ette valeur est moins rapide à obtenir que la majoration
par 4 ln(2)
8
voir théorème 3.1 p.137 de [LM68℄
9
e qui n'est pas la seule possibilité, nous en reparlerons plus tard
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Preuve : il est évident que si le problème [quasi-réversibilité H
1
℄ admet une solution, ette solution est
dans V , et don V est non vide. Il faut maintenant prouver l'autre impliation : on suppose don V non vide.
Soit u^ 2 V . On va herher ~u 2 V
0
vériant
(P ~u; Pv)
L
2
(
)
+ "(~u; v)
H
1
(
)
=  (P u^; Pv)
L
2
(
)
  "(u^; v)
H
1
(
)
; 8v 2 V
0
:
Remarquons tout d'abord que V
0
est un sous-espae fermé de H
1
(
; P ), par ontinuité des appliations u 7! u
j 
et u 7! 

P
u
j 
. Muni du produit salaire de H
1
(
; P ), 'est don un espae de Hilbert. Ensuite, l'appliation
bilinéaire
a
"
:= (u; v) 2 V
0
 V
0
7! (Pu; Pv)
L
2
(
)
+ "(u; v)
H
1
(
)
est ontinue et oerive sur V
0
, puisque
a
"
(u; v)  (1 + ")kuk
H
1
(
;P )
kvk
H
1
(
;P )
; a
"
(u; u)  min(1; ")kuk
2
H
1
(
;P )
:
D'autre part, l'appliation linéaire
l := v 2 V
0
7!  (P u^; Pv)
L
2
(
)
  "(u^; v)
H
1
(
)
est ontinue, puisque jl(v)j  (1 + ")ku^k
H
1
(
;P )
kvk
H
1
(
;P )
. L'existene (et l'uniité) de ~u est don assurée
par appliation du théorème de Lax-Milgram
10
. On remarque alors que u
"
:= ~u + u^ est solution du problème
[quasi-réversibilité H
1
℄.
Supposons alors que l'on ait deux solutions u
1
et u
2
au problème. On remarque que w := u
1
  u
2
est un
élément de V
0
qui vérie a
"
(w; v) = 0, pour tout v 2 V
0
. Par uniité de la solution de e problème (Lax-Milgram),
on a w = 0, soit u
1
= u
2
.

Théorème 2.1 supposons qu'il existe une (unique) solution u au problème [Cauhy℄. Alors
u
"
solution du problème [quasi-réversibilité H
1
℄ existe, et on a
u
"
"!0
     !
H
1
(
;P )
u:
Nous allons utiliser le lemme suivant :
Lemme 2.1 Soit X un espae topologique, et (u
Æ
)
Æ>0
2 X
R
+

vériant : il existe u 2 X tel
que pour toute suite (Æ
n
)
n2N 2 (R
+

)
N
vériant Æ
n
n!1
 ! 0, il existe une sous-suite Æ
n
0
telle que
u
Æ
n
0
n!1
 ! u. Alors u
Æ
Æ!0
 ! u .
Preuve : supposons que e ne soit pas le as. Alors il existe un voisinage V(u) de u et une suite Æ
n
n!1
 ! 0 tels
que 8n 2 N, u
Æ
n
=2 V(u). Par hypothèse, il existe une sous-suite Æ
n
0
de Æ
n
telle que u
Æ
n
0
n!1
 ! u. Don pour n
0
susamment grand, u
Æ
n
0
2 V(u). Contradition.

Preuve du théorème 2.1 : si u solution de [Cauhy℄ existe, alors u 2 V , don V 6= ;, e qui implique par la
propriété préédente l'existene de u
"
solution de [quasi-réversibilité H
1
℄.
Par dénition, on a, pour tout v 2 V
0
,
(Pu
"
; Pv)
L
2
(
)
+ "(u
"
; v)
H
1
(
)
= 0:
En prenant v := u
"
  u 2 V
0
dans ette expression, et en utilisant Pu = 0, on obtient
kPu
"
k
2
L
2
(
)
+ "(u
"
; u
"
  u)
H
1
(
)
= 0 (|)
d'où
(u
"
; u
"
  u)
H
1
(
)
 0) ku
"
k
H
1
(
)
 kuk
H
1
(
)
:
10
théorème V.8 de [Bre05℄
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En soustrayant "(u; u
"
  u)
H
1
(
)
dans (|), on obtient
kPu
"
k
2
L
2
(
)
+ "ku
"
  uk
2
H
1
(
)
=  "(u; u
"
  u)
H
1
(
)
()
d'où
"ku
"
  uk
2
H
1
(
)
 "kuk
H
1
(
)
ku
"
  uk
H
1
(
)
) ku
"
  uk
H
1
(
)
 kuk
H
1
(
)
:
On revient alors à (), qui donne
kPu
"
k
2
L
2
(
)
 "j(u; u
"
  u)
H
1
(
)
j  "kuk
H
1
(
)
ku
"
  uk
H
1
(
)
 "kuk
2
H
1
(
)
et nalement
kPu
"
k
L
2
(
)

p
"kuk
H
1
(
)
"!0
   ! 0
Soit "
n
2 (R+)N vériant "
n
n!1
    ! 0. On note u
n
:= u
"
n
. On a vu que ku
n
k
H
1
(
)
 kuk
H
1
(
)
. De plus
Pu
n
tend vers 0 dans L
2
(
). On en déduit l'existene d'une onstante C > 0 telle que ku
n
k
H
1
(
;P )
 C, et
don
11
l'existene d'une sous-suite u
n
0
et d'un élément w 2 H
1
(
; P ) tels que u
n
0
tend faiblement vers w dans
H
1
(
; P ).
Comme P est fortement ontinu de H
1
(
; P ) dans L
2
(
), il est faiblement ontinu
12
, d'où l'on a Pw = 0 = Pu.
D'autre part, V est fermé (par ontinuité de la trae et de la trae normale deH
1
(
; P ) dansH
1=2
( )H
 1=2
( ))
et onvexe, don il est faiblement fermé
13
. On en déduit que w 2 V , et don w = g
0
= u et 

P
w = g
1
= 

P
u
sur  . Par uniité de la solution de [Cauhy℄ dans H
1
(
; P ), on a don w = u.
De (), on tire alors
ku
n
0
  uk
H
1
(
)
 j(u; u
n
0
  u)
H
1
(
)
j
n
0
!1
    ! 0
et don u
n
0
tend fortement vers u dans H
1
(
), et nalement dans H
1
(
; P ) (puisque Pu
n
0
tend vers Pu).
Le lemme 2.1 nous donne nalement : u
"
"!0
     !
H
1
(
;P )
u

Le problème [quasi-réversibilité H
1
℄ apparaît omme une régularisation du problème de
Cauhy si l'ensemble V est non vide. Cette ondition est très problématique : en eet, si nous
perturbons légérement les données (g
0
; g
1
) du problème de Cauhy, ou, autrement dit, si nous
n'avons à notre disposition que des données bruitées (g
Æ
0
; g
Æ
1
), la propriété 2.1 nous dit que nous
ne sommes pas sûr de l'existene d'un relèvement H
1
(
; P ) de es données, et don de l'existene
d'une solution au problème [quasi-réversibilité H
1
℄.
Pour remédier à ette diulté, nous allons proposer trois nouvelles manières de formuler le
problème de quasi-réversibilité : l'une faisant intervenir une formulation mixte du problème, les
deux autres une formulation H
2
du problème.
2.1.2 Formulation mixte
On suppose ii 
 ouvert borné de Rd a frontière lipshitzienne, ave 
 =   [  

,   \  

= ;,
j j > 0, j 

j > 0,   et  

ouvert. On dénit les espaes
H
0
:=
n
v 2 H
1
(
) j v
j 
= 0
o
; H :=
n
v 2 H
1
(
) j v
j 
= g
0
o
; H

:=
n
v 2 H
1
(
) j v
j 

= 0
o
:
On a C
1

(
)  H
0
et C
1

(
)  H

, don es deux ensembles sont non vides. Et par surjetivité
de l'opérateur trae de H
1
(
) dans H
1=2
( )
14
, on a également H non vide.
On s'intéresse au problème suivant :
11
proposition V.1 p.78 et théorème III.27 p.50 de [Bre05℄
12
théorème III.9 p.39 de [Bre05℄
13
théorème III.7 p.38 de [Bre05℄
14
théorème 1.5.1.3 p.38 de [Gri85℄
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Problème [quasi-réversibilité mixte℄ : pour  > 0 et  > 0, herher (u; p) 2 H  H

t.q.
pour tout (v; q) 2 H
0
H

8
>
>
>
>
>
<
>
>
>
>
>
:
Z


d
X
i;j=1
a
ij
p
x
j
v
x
i
dx 
Z


 p v dx+ (u; v)
H
1
(
)
= 0
Z


d
X
i;j=1
a
ij
u
x
j
q
x
i
dx 
Z


 u q dx  (p; q)
H
1
(
)
  (p; q)
L
2
(
)
= hg
1
; qi
H
 1=2
( );H
1=2
( )
Cette formulation du problème de quasi-réversibilité a été introduite par L. Bourgeois dans
[Bou05℄, pour le as P :=  (a
ij
= Æ
ij
,  = 0). Les preuves s'adaptent sans problème pour
l'opérateur P général. Pour simplier les notations, on pose  := (; ).
Propriété 2.3 8 (g
0
; g
1
) 2 H
1=2
( )  H
 1=2
( ), le problème [quasi-réversibilité mixte℄
admet une unique solution (u

; p

).
L'intérêt de la formulation mixte de la quasi-réversibilité, par rapport à la formulation H
1
,
apparaît dans le as où nous avons des données bruitées (g
Æ
0
; g
Æ
1
). Pour peu que es données soient
régulières (i.e. (g
Æ
0
; g
Æ
1
) 2 H
1=2
( )  H
 1=2
( )), le problème [quasi-réversibilité mixte℄ aura
toujours une solution. De plus, on voit que le problème est d'ordre 2, e qui signie que l'on
va pouvoir disrétiser le problème ave des éléments nis lassiques, par exemple les éléments
nis de Lagrange P
1
. L'étude de la disrétisation du problème [quasi-réversibilité mixte℄ par
éléments nis se trouve dans [Bou05℄.
Théorème 2.2 si le problème [Cauhy℄ admet une solution u 2 H
1
(
), et si  est hoisi
omme une fontion de  vériant
lim
!0

()
= 0
alors la solution (u
()
; p
()
) du problème [quasi-réversibilité mixte℄ tend vers (u; 0) dans
H
1
(
)H
1
(
) lorsque  tend vers 0.
La formulation mixte permet don de régulariser le problème de Cauhy pour l'opérateur P . Il
est intéressant de noter le lien entre la formulation mixte de la quasi-réversibilité, et la formulation
H
1
de la quasi-réversibilité :
Propriété 2.4 si le problème [quasi-réversibilité H
1
℄ admet une (unique) solution u
"
,
alors la solution (u

; p

) du problème [quasi-réversibilité mixte℄ ave  := ("; ) tend
vers (u
"
; Pu
"
) dans H
1
(
) L
2
(
) lorsque  tend vers 0.
On peut don voir le problème [quasi-réversibilité mixte℄ omme une régularisation du
problème [quasi-réversibilité H
1
℄. Nous pouvons résumer les avantages et inonvénients de la
méthode de quasi-réversibilité basée sur la résolution du problème [quasi-réversibilité mixte℄
dans le tableau suivant :
Problème [quasi-réversibilité mixte℄
Avantages Inonvénients
Problème bien posé pour tout Introdution d'une nouvelle inonnue p
(g
0
; g
1
) 2 H
1=2
H
 1=2
 double la taille du problème
Forme variationnelle dans H
1
Introdution d'un seond paramètre de régularisation 
 éléments nis lassiques  deux paramètres à xer
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2.1.3 Formulations dans H
2
(
)
On suppose maintenant 
 ouvert borné de Rd,    
 une partie C1;1 de la frontière de 
. On
sait alors
15
que l'appliation u 2 H
2
(
) 7! (u
j 
; 

P
u
j 
) 2 H
3=2
( )H
1=2
( ) est ontinue et surje-
tive. On a don, pour tout (g
0
; g
1
) 2 H
3=2
( )H
1=2
( ), V :=

v 2 H
2
(
) j v = g
0
et 

P
v = g
1
sur  
	
ensemble non vide.
On pose V
0
:=

v 2 H
2
(
) j v = 

P
v = 0 sur  
	
, qui bien sûr est aussi non vide. On redénit
le problème de Cauhy :
Problème [Cauhy℄ : pour (g
0
; g
1
) 2 H
3=2
( )H
1=2
( ), trouver u 2 H
2
(
) t.q.
8
>
<
>
:
Pu = 0 dans 

u = g
0
sur  


P
u = g
1
sur  
On reherhe don une solution plus régulière (H
1
(
; P ) ! H
2
(
)) à partir de données plus
régulières (H
1=2
( )H
 1=2
( )! H
3=2
( )H
1=2
( )) sur une partie du bord plus régulière (C
0;1
!
C
1;1
).
Formulation ave relèvement
Soit u^ 2 V un relèvement de la donnée (g
0
; g
1
). On pose le problème suivant :
Problème [quasi-réversibilité H
2
ave relèvement℄ : pour " > 0, trouver u 2 V
0
tel que
pour tout v 2 V
0
,
(Pu; Pv)
L
2
(
)
+ "(u; v)
H
2
(
)
=  (P u^; Pv)
L
2
(
)
Propriété 2.5 le problème [quasi-réversibilité H
2
ave relèvement℄ admet une unique
solution u
"
.
Preuve : appliation direte du théorème de Lax-Milgram.

Théorème 2.3 supposons que le problème [Cauhy℄ admette une solution u. Alors
u
"
+ u^
"!0
    !
H
2
(
)
u:
Preuve : si u est solution du problème [Cauhy℄, alors ~u := u   u^ est l'unique
16
fontion vériant ~u 2 V
0
et
P ~u =  P u^ dans 
. Pour obtenir le résultat, il sut de montrer que u
"
tend vers ~u. Or, pour tout v 2 V
0
, on a
(Pu
"
; Pv)
L
2
(
)
+ "(u
"
; v)
H
2
(
)
=  (P u^; Pv)
L
2
(
)
= (P ~u; Pv)
L
2
(
)
d'où
(P (u
"
  ~u); Pv)
L
2
(
)
+ "(u
"
; v)
H
2
(
)
= 0
et
(P (u
"
  ~u); Pv)
L
2
(
)
+ "(u
"
  ~u; v)
H
2
(
)
=  "(~u; v)
H
2
(
)
:
15
théorème 1.5.1.5 p.38 de [Gri85℄
16
par uniité de la solution du problème de Cauhy : trouver u 2 V
0
t.q. Pu = f 2 L
2
(
)
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En prenant v := u
"
  ~u 2 V
0
, on obtient
kP (u
"
  ~u)k
2
L
2
(
)
+ "ku
"
  ~uk
2
H
2
(
)
=  "(~u; u
"
  ~u)
H
2
(
)
d'où l'on tire
ku
"
  ~uk
2
H
2
(
)
 j(~u; u
"
  ~u)
H
2
(
)
j; ku
"
  ~uk
H
2
(
)
 k~uk
H
2
(
)
; kP (u
"
  ~u)k
L
2
(
)

p
"k~uk
H
2
(
)
:
Soit "
n
n!1
    ! 0. Posons w
n
:= u
"
n
  ~u 2 V
0
. On voit que w
n
est une suite bornée dans H
2
, on peut don
extraire une sous-suite w
n
0
qui onverge faiblement vers w 2 H
2
(
). Comme V
0
est onvexe et fermé, il est
faiblement fermé, et on a w 2 V
0
. De plus, on a
kPw
n
0
k
L
2
(
)

p
"
n
0
k~uk
H
2
(
)
n
0
!1
    ! 0
et don Pw = 0. Par uniité de la solution du problème de Cauhy dans V
0
, on en déduit w = 0, soit w
n
0
tend
faiblement vers 0.
On a alors
ku
"
n
0
  ~uk
H
2
(
)
 (~u;w
n
0
)
H
2
(
)
n
0
!1
    ! 0
et don u
"
n
0
tend fortement dans H
2
vers ~u. On déduit alors du lemme 2.1 : u
"
"!0
   ! ~u.

Formulation sans relèvement
La formulation H
2
sans relèvement de la quasi-réversibilité est très prohe de la formulation
H
1
. On pose le problème suivant :
Problème [quasi-réversibilité H
2
sans relèvement℄ : pour " > 0, trouver u 2 V t.q. pour
tout v 2 V
0
,
(Pu; Pv)
L
2
(
)
+ "(u; v)
H
2
(
)
= 0:
Propriété 2.6 le problème [quasi-réversibilité H
2
sans relèvement℄ admet une unique
solution u
"
.
Preuve : identique à elle de la proposition 2.2.

Théorème 2.4 si le problème [Cauhy℄ admet une (unique) solution u, alors
u
"
"!0
    !
H
2
(
)
u
et on a kP (u
"
  u)k
L
2
(
)

p
"kuk
H
2
(
)
.
Preuve : identique à elle du théorème 2.1.

Remarquons que dans le as de l'opérateur + k, les résultats de stabilité onditionnelle pour le
problème de Cauhy que nous avons énonés p.15 nous donnent une estimation de la vitesse de
onvergene de la méthode de quasi-réversibilité. En eet, nous avons la
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Propriété 2.7 on se plae en dimension 2 ou 3, et on suppose que 
 vérie la propriété du
-ne, pour  2

0;

2

17
. On suppose P :=  + k, k 2 R n'étant pas une valeur propre du
laplaien dans 
. On note

0
() := sup
x>0
1
2
sin() (1   e
 x
)
p
1 + x  sin()
:
Alors pour tout  2 ℄0; 
0
()=s[, ave s = 2 en dimension 2 et s = 4 en dimension 3, il existe
C > 0 et "
0
> 0 tels que pour tout " 2 ℄0; "
0
[, on ait
ku
"
  uk
H
1
(
)
 C
1
(ln(1="))

Preuve : le théorème 1.5 p.15 nous dit que pour tout  2 ℄0; 
0
()=s[, ave s = 2 en dimension 2 et s = 4 en
dimension 3, il existe C > 0, Æ
0
> 0 tels que pour tout Æ 2 ℄0; Æ
0
[, pour toute fontion v 2 H
2
(
) vériant
kvk
H
2
(
)
M; kPvk
L
2
(
)
+ kvk
H
1
( )
+ k

vk
L
2
( )
 Æ
on a
kvk
H
1
(
)
 C
M
(ln(M=Æ))

:
Il sut alors de remarquer que le théorème 2.4 implique l'existene de "
0
> 0 tel que, pour tout ", 0 < "  "
0
,
on ait
ku
"
 uk
H
2
(
)
 1; kP (u
"
 u)k
L
2
(
)
+ku
"
 uk
H
1
( )
+k

(u
"
 u)k
L
2
( )
= kP (u
"
 u)k
L
2
(
)
 kuk
H
2
(
)
p
" < Æ
0
:
Le résultat suit.

Si la frontière de l'ouvert est plus régulière, la vitesse de onvergene est améliorée :
Propriété 2.8 supposons que la frontière de 
 soit C
1;1
. Alors pour tout  2 ℄0; 1[, il existe
C > 0 et "
0
> 0 tels que pour tout " 2 ℄0; "
0
[, on ait
ku
"
  uk
H
1
(
)
 C
1
(ln(1="))

Preuve : il sut de remplaer le théorème 1.5 par le théorème 1.3 dans la preuve préédente.

Quelques remarques sur les formulations H
2
Les deux formulations H
2
de la quasi-réversibilité présentées passent par deux problèmes qui
sont toujours bien posés si la donnée (g
0
; g
1
) est susamment régulière ('est-à-dire H
3=2
( ) 
H
1=2
( )) et permettent d'approher la solution du problème de Cauhy. On a don proposé deux
régularisations du problème [Cauhy℄.
Remarque : les formulations H
2
ave et sans relèvement orrespondent à des solutions diérentes.
Plus préisément, si nous notons u^
"
la solution du problème de quasi-réversiblité H
2
ave relèvement
u^, et u
"
la solution du problème de quasi-réversibilité sans relèvement, on a u^
"
+ u^ 6= u
"
. En eet, si
on note v
"
:= u^
"
+ u^  u
"
, on a v
"
2 V
0
et v
"
vérie
(Pv
"
; Pv)
L
2
(
)
+ "(v
"
; v)
H
2
(
)
= "(u^; v)
H
2
(
)
; 8v 2 V
0
:
et don v
"
6= 0.
Ces deux méthodes reposent sur la résolution de formulations variationnelles posées dans H
2
.
Pour résoudre es problèmes, nous allons devoir utiliser des éléments nis adaptés, 'est-à-dire :
17
voir annexe B. Rappelons en partiulier que ela implique que la frontière de 
 est lipshitzienne
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 soit des éléments nis onformes H
2
, qui demandent de très nombreux degrés de liberté an
d'assurer la onformité
 soit des éléments nis non onformes, moins rihes en degrés de liberté.
Pour quelques exemples d'éléments nis des deux atégories, se référer à [Cia78℄.
An de ne pas aboutir à des problèmes numériques de trop grande taille, nous avons hoisi
dans ette étude d'utiliser des éléments nis non onformes. Cei a une inidene direte sur le
hoix de la formulation H
2
du problème de quasi-réversibilité : en eet, il est diile de onstruire
un relèvement adéquat de la donnée, ar la fontion valant "e qu'il faut" sur les degrès de liberté
du bord, et 0 partout ailleurs, relèvement habituellement onstruit pour e genre de problème,
n'est pas une fontion de H
2
. Pour mettre en évidene la diulté, intéressons nous à un problème
abstrait.
La formulation H
2
ave relèvement du problème de quasi-réversibilité peut être shématique-
ment représentée par un problème du type : trouver u 2 V
0
tel que
a(u; v) =  b(u^; v);8v 2 V
0
:
ave u^ un relèvement d'une donnée, a(:; :) une forme bilinéaire ontinue et oerive sur H
2
, b(u^; :)
une forme linéaire ontinue sur H
2
, et V
0
les fontions de H
2
valant 0 sur le bord. Supposons que
nous voulions disrétiser e problème par éléments nis onformes H
2
, basés sur une triangulation
du domaine de nesse h. Nous aurions un espae d'éléments nis V
h
vériant V
h
 H
2
, et l'espae
V
h;0
des fontions de V
h
valant 0 sur le bord vérierait V
h;0
 V
0
. On herherait alors u
h
2 V
h;0
vériant
a(u
h
; v
h
) =  b(u^; v
h
);8v
h
2 V
h;0
:
Or, omme pour tout h, V
h;0
 V
0
, on a aussi
a(u; v
h
) =  b(u^; v
h
);8v
h
2 V
h;0
:
On voit que si l'on soustrait les deux égalités, le relèvement de la donnée disparaît. Il n'intervient
don pas dans l'étude de la onvergene de la solution du problème disret vers la solution du
problème ontinu. Autrement dit, on peut prendre n'importe quel relèvement de la donnée dans
la formulation disrète du problème, y ompris la fontion de V
h
valant "e qu'il faut" sur le bord
et 0 partout ailleurs, ela n'a pas d'inuene sur la onvergene des éléments nis.
Si on déide d'utiliser un espaeW
h
d'élements nis non-onformes, on aW
h
6 H
2
, etH
2
6W
h
.
On ne peut don plus utiliser les formes a(:; :) et b(:; :). On utilise dans e as des formes approhées
a
h
(:; :) et b
h
(:; :), et le problème disret que l'on herhe à résoudre est de la forme : trouver
u
h
2W
h;0
tel que
a
h
(u
h
; v
h
) =  b
h
(u^
h
; v
h
);8v
h
2W
h;0
ave u^
h
2W
h
un relèvement disret de la donnée, qui ne peut pas être utilisé dans la formulation
ontinue du problème, puisque e n'est pas un élément de H
2
.
Pour assurer la onvergene théorique des éléments nis, on utilise omme relèvement disret
la projetion sur W
h
d'un relèvement H
2
de la donnée indépendant de h. En pratique, on est alors
onfronté à des diultés :
 on ne onnaît pas forément de relèvement ontinu de la donnée, même si l'on est sûr qu'il
en existe
 la fontion de W
h
qui vaut "e qu'il faut" sur le bord, et 0 partout ailleurs, n'est pas la
projetion d'un relèvement H
2
de la donnée indépendant de h (il est faile de voir qu'un tel
relèvement H
2
serait nul).
Nous avons don déidé de nous intéresser à la disrétisation de la formulation H
2
de la quasi-
réversibilité sans relèvement.
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Remarque : e problème du relèvement n'apparaitrait pas si nous utilisions des éléments nis onformes
H
2
. Les deux formulations H
2
de la quasi-réversibilité présenteraient alors les mêmes types de di-
ultés, et auune ne serait d'emblée préférable à l'autre.
Pour onlure, réapitulons les avantages et inonvénients des formulations H
2
de la méthode
de quasi-réversibilité.
Problème [quasi-réversibilité H
2
℄
Avantages Inonvénients
Problème bien posé pour tout Demande plus de régularité sur la solution
(g
0
; g
1
) 2 H
3=2
H
1=2
du problème [Cauhy℄ et sur  
Un seul paramètre Néessite des éléments nis
à xer adaptés à l'espae H
2
2.2 Résolution numerique dans un domaine polygonal de R2
On se donne 
 un polygone borné de R2. Sa frontière 
 est onstituée des segments  
j
,
j = 1; :::; N (les  
j
sont deux à deux distints). On pose   :=
S
M
i=1
 
i
, ave 1  M < N . On
s'intéresse au problème de Cauhy pour l'opérateur laplaien :
Problème [Cauhy℄ : pour un ouple (g
0
; g
1
) donné, trouver u 2 H
2
(
) t.q.
8
>
<
>
:
u = 0 dans 

u = g
0
sur  


u = g
1
sur  :
Remarquons que   n'est pas une partie C
1;1
du bord de 
. On ne peut don pas utiliser
diretement la formulation H
2
sans relèvement de la quasi-réversibilité. Pour pouvoir le faire, il va
nous falloir aratériser l'image de H
2
(
) par l'opérateur u 7! (u
j 
; 

u
j 
).
2.2.1 Méthode [QR℄ dans un polygone de R2
Tout d'abord, remarquons que pour tout j 2 f1; :::; Ng, l'appliation u 7! (u
j 
j
; 

u
j 
j
) est
ontinue et surjetive de H
2
(
) dans H
3=2
( 
j
) H
1=2
( 
j
). La diulté lorsqu'on s'intéresse aux
traes sur   est que l'on ne sait pas dénir H
3=2
( ). Nous savons par ontre que l'image de
u 7! (u
j 
; 

u
j 
) est un sous-espae de
M
Y
j=1
H
3=2
( 
j
)  H
1=2
( 
j
). Nous allons don herher à
aratériser e sous-espae.
Introduisons d'abord quelques notations : on note M
j
le sommet ommun aux arêtes  
j
et  
j+1
,
et !
j
l'angle que forment  
j
et  
j+1
vers l'intérieur de 
. On note 
j
la normale extérieure à 
 le
long de  
j
, et 
j
le veteur unitaire tangent à  
j
tel que le ouple (
j
; 
j
) forme un système diret.
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Propriété 2.9 la fontion f appartient à H
1=2
( 
j
[  j + 1) si et seulement si f
j 
j
:= f
j
2
H
1=2
( 
j
), f
j 
j+1
:= f
j+1
2 H
1=2
( 
j+1
), et
9" > 0
Z
"
0
jf
j
(x
j
( ))  f
j+1
(x
j
(+))j
2
d

<1
où x
j
( ) (resp. x
j
(+)) désigne le point de  
j
(resp.  
j+1
) à distane  du sommet M
j
.
On aratérise ii le raord des fontions de H
1=2
aux sommets du polygone. On notera ette
relation : f
j
 f
j+1
en M
j
. Venons-en maintenant à la aratérisation de l'image de H
2
par
l'appliation trae-trae normale.
Propriété 2.10 l'image de H
2
(
) par l'appliation u 7! fd
j
; n
j
g
M
j=1
, où l'on a posé d
j
:= u
j 
j
et n
j
:= 

u
j 
j
, est le sous-espae de
M
Y
j=1
H
3=2
( 
j
)H
1=2
( 
j
), noté
~
H
3=2
( )
~
H
1=2
( ) et déni
par les onditions de raord suivantes
18
:
d
j
(M
j
) = d
j+1
(M
j
); 8j 2 f1; :::;M   1g
d
0
j
   os(!
j
) d
0
j+1
  sin(!
j
)n
j+1
en M
j
; 8j 2 f1; :::;M   1g
n
j
   os(!
j
)n
j+1
+ sin(!
j
) d
0
j+1
en M
j
; 8j 2 f1; :::;M   1g :
Les preuves de es deux propriétés se trouvent dans [Gri92, BDM00℄. On peut maintenant
reformuler le problème de Cauhy qui va nous intéresser, et le problème de quasi-réversibilité
orrespondant :
Problème [Cauhy℄ : pour (g
0
; g
1
) 2
~
H
3=2
( ) 
~
H
1=2
( ), trouver u 2 H
2
(
) t.q.
8
>
<
>
:
u = 0 dans 

u = g
0
sur  


u = g
1
sur  
Problème [QR℄ : pour " > 0, trouver u 2 H
2
(
) vériant u = g
0
et 

u = g
1
sur  , et tel que
pour tout v 2 H
2
(
) tel que v = 

v = 0 sur  ,
(u;v)
L
2
(
)
+ "(u; v)
H
2
(
)
= 0:
18
d
0
désigne ii la dérivée de d le long de l'arête dans la diretion de 
j
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Théorème 2.5 le problème [QR℄ admet une unique solution u
"
. De plus, si le problème
[Cauhy℄ admet une (unique) solution u, on a
u
"
"!0
    !
H
2
(
)
u:
Preuve : omme (g
0
; g
1
) 2
~
H
3=2
( ) 
~
H
1=2
( ), on peut relever la donnée par une fontion de H
2
(
). On
proède ensuite omme dans les preuves préédentes.

2.2.2 Disrétisation du problème [QR℄
Nous avons déidé pour ette étude de résoudre le problème [QR℄ par une méthode éléments
nis non onformes. Ce n'est bien sûr par la seule manière de disrétiser [QR℄. Ainsi, dans [LL67℄,
les formulations de quasi-réversibilité sont disrétisées par diérenes nies, alors que dans [CK07℄,
on proède par disrétisation sur un espae de splines. Néanmoins, es deux méthodes sont dii-
lement appliables dans le as de géométries ompliquées, e qui n'est pas le as des méthodes de
type éléments nis.
Nous allons ii utiliser les éléments nis Fraeijs de Veubeke 1 (FV1). Ils ont été initialement
introduits pour l'étude des problèmes de plaques en exion pure, 'est-à-dire de problèmes ave
opérateur bi-laplaien posés dans H
2
. Ce ne sont bien sûr pas les seuls éléments nis adaptés, nous
renvoyons à [LL75℄ pour la présentation d'autres éléments nis non onformes pour le problème
de plaque, qui pourraient être adaptés à notre problème
19
.
Fontions de base des éléments nis F.V.1
Soit T un triangle de sommets A
i
(x
i
; y
i
) (i = 1; 2; 3). Les indies i, j, k appartiennent à
l'ensemble f1; 2; 3g modulo 3. On note M
i
le milieu du té [A
i+1
; A
i 1
℄, et l
i
sa longueur :
l
i
=
q
(x
i 1
  x
i+1
)
2
+ (y
i 1
  y
i+1
)
2
On notera jT j l'aire géométrique de T , et 
i
les oordonnées baryentriques liées à A
i
:

i
(x; y) =
(x
i 1
  x
i+1
)(y   y
i+1
)  (y
i 1
  y
i+1
)(x  x
i+1
)
(x
i 1
  x
i+1
)(y
i
  y
i+1
)  (y
i 1
  y
i+1
)(x
i
  x
i+1
)
On pose :
8
>
>
<
>
>
:
C
i;i+1
=
1
l
2
i+1
    !
A
i 1
A
i
:
      !
A
i 1
A
i+1
C
i;i 1
=
1
l
2
i 1
    !
A
i+1
A
i
:
      !
A
i+1
A
i 1
et on note 
i
la normale extérieure au té opposé à
A
i
, qui est liée à 
i
par la relation 
i
=  
r
i
kr
i
k
:
Les degrés de liberté de l'élément F.V.1 sont :
 les valeurs de la fontion aux sommets du triangle f(A
i
)
19
notons la présene de deux erreurs onernant les éléments nis FV1 dans [LL75℄ : les fontions de base ne
sont pas bonnes, et l'espae P
K
engendré par es fontions est déni omme le noyau d'une appliation linéaire sur
P
3
(K). Or, on montre par un alul assez fastidieux que ette appliation s'annule sur tout P
3
(K), e qui invalide
ette dénition. Le leteur désirant implémenter les éléments nis FV1 se référera don ave prot aux dénitions
qui suivent !
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 les valeurs de la fontion aux milieux des tés f(M
i
)
 les moyennes des dérivées normales le long des otés [f ℄
i
=
1
l
i
Z
A
i 1
A
i+1
rf:
i
d.
Les fontions de base assoiées sont :
s
i
=
1
2

i
(2
i
  1)(
i
  1) +
1
2

i
(2
i
  1)(
i
+ 1)
+ C
i;i+1

i+1
(2
i+1
  1)(
i+1
  1) + C
i;i 1

i 1
(2
i 1
  1)(
i 1
  1)
m
i
= 4
i
(2
i
  1)(
i
  1) + 4
i+1

i 1
  12
1

2

3
d
i
=  2
jT j
l
i

i
(2
i
  1)(
i
  1):
Elles vérient :
 s
i
(A
j
) = Æ
ij
, m
i
(A
j
) = 0, d
i
(A
j
) = 0
 s
i
(M
j
) = 0, m
i
(M
j
) = Æ
ij
, d
i
(M
j
) = 0
 [s
i
℄
j
= 0, [m
i
℄
j
= 0, [d
i
℄
j
= Æ
ij
.
Preuve : les 6 premières égalités sont failes à vérier. Nous ne nous intéresserons don qu'aux trois dernières.
Nous allons ommener par érire les fontions 
i
un peu diéremment :

i
(x; y) =
(x
i 1
  x
i+1
)(y   y
i+1
)  (y
i 1
  y
i+1
)(x  x
i+1
)
(x
i 1
  x
i+1
)(y
i
  y
i+1
)  (y
i 1
  y
i+1
)(x
i
  x
i+1
)
=
(x
i 1
  x
i+1
)(y   y
i+1
)  (y
i 1
  y
i+1
)(x  x
i+1
)




x
i 1
  x
i+1
y
i 1
  y
i+1
x
i
  x
i+1
y
i
  y
i+1




=
(x
i 1
  x
i+1
)(y   y
i+1
)  (y
i 1
  y
i+1
)(x  x
i+1
)






x
i 1
y
i 1
1
x
i
y
i
1
x
i+1
y
i+1
1






=
(x
i 1
  x
i+1
)(y   y
i+1
)  (y
i 1
  y
i+1
)(x  x
i+1
)






x
1
y
1
1
x
2
y
2
1
x
3
y
3
1






=
(x
i 1
  x
i+1
)(y   y
i+1
)  (y
i 1
  y
i+1
)(x  x
i+1
)

123
:
où 
123
=






x
1
y
1
1
x
2
y
2
1
x
3
y
3
1






(rq : j
123
j = 2jT j). On a alors r
i
=
1

123

y
i+1
  y
i 1
x
i 1
  x
i+1

et kr
i
k =
l
i
2jT j
.
Nous allons également faire un usage répété de la formule
20
suivante, valable pour tout polynme p de degrés 2
(ii, omme dans la suite de la démonstration, j 2 f1; 2; 3g) :
1
l
j
Z
[A
j+1
;A
j 1
℄
p d =
1
6
[p(A
j+1
) + 4p(M
j
) + p(A
j 1
)℄:
 Intéressons-nous à s
i
. On a :
rs
i
= [6
2
i
  2
i
℄r
i
+ C
i;i+1
[6
2
i+1
  6
i+1
+ 1℄r
i+1
+ C
i;i 1
[6
2
i 1
  6
i 1
+ 1℄r
i 1
:
On est amené à aluler les intégrales suivantes :
1
l
j
Z
[A
j+1
;A
j 1
℄
[6
2
i
  2
i
℄d = [
i
(A
j+1
)
2
+ 4
i
(M
j
)
2
+ 
i
(A
j 1
)
2
℄ 
1
3
[
i
(A
j+1
) + 4
i
(M
j
) + 
i
(A
j 1
)℄
20
formule 25.4.5 de [AS72℄
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soit
1
l
j
Z
[A
j+1
;A
j 1
℄
[6
2
i
  2
i
℄d = (1  Æ
ij
). On a de la même manière :
1
l
j
Z
[A
j+1
;A
j 1
℄
[6
2
i+1
  6
i+1
+ 1℄d = [
i+1
(A
j+1
)
2
+ 4
i+1
(M
j
)
2
+ 
i+1
(A
j 1
)
2
℄
 [
i+1
(A
j+1
) + 4
i+1
(M
j
) + 
i+1
(A
j 1
)℄ + 1
soit
1
l
j
Z
[A
j+1
;A
j 1
℄
[6
2
i+1
 6
i+1
+1℄d = Æ
i+1j
. On obtient de même
1
l
j
Z
[A
j+1
;A
j 1
℄
[6
2
i 1
 6
i 1
+1℄d = Æ
i 1j
,
e qui donne nalement :
[s
i
℄
j
= (1  Æ
ij
)r
i
:
j
+ C
i;i+1
Æ
i+1j
r
i+1
:
j
+ C
i;i 1
Æ
i 1j
r
i 1
:
j
:
On a diretement [s
i
℄
i
= 0. Intéressons nous à [s
i
℄
i+1
:
[s
i
℄
i+1
= r
i
:
i+1
+ C
i;i+1
r
i+1
:
j
=  
r
i
:r
i+1
kr
i+1
k
  C
i;i+1
kr
i+1
k
=  
2jT j
l
i+1
1
4jT j
2
[(y
i+1
  y
i 1
)(y
i 1
  y
i
) + (x
i 1
  x
i+1
)(x
i
  x
i 1
)℄
 
1
l
2
i+1
    !
A
i 1
A
i
:
      !
A
i 1
A
i+1
l
i+1
2jT j
=  
1
2jT jl
i+1
    !
A
i
A
i 1
:
      !
A
i 1
A
i+1
 
1
2jT jl
i+1
    !
A
i 1
A
i
:
      !
A
i 1
A
i+1
= 0:
On obtient de même [s
i
℄
i 1
= 0.
 Passons maintenant à m
i
. On a :
rm
i
= [24
2
i
  24
i
+ 4  12
i+1

i 1
℄r
i
+ [4
i 1
  12
i 1

i
℄r
i+1
+ [4
i+1
  12
i+1

i
℄r
i 1
:
On a tout d'abord :
1
l
j
Z
[A
j+1
;A
j 1
℄
[24
2
i
  24
i
+ 4  12
i+1

i 1
℄d = 4[(
2
i
  
i
)(A
j+1
) + 4(
2
i
  
i
)(M
j
) + (
2
i
  
i
)(A
j 1
)℄
+ 4  2[
i+1

i 1
(A
j+1
) + 4
i+1

i 1
(M
j
) + 
i+1

i 1
(A
j 1
)℄
= 4  4(1  Æ
ij
)  2Æ
ij
= 2Æ
ij
:
Ensuite, on doit aluler :
1
l
j
Z
[A
j+1
;A
j 1
℄
[4
i 1
  12
i 1

i
℄d =
4
6
[
i 1
(A
j+1
) + 4
i 1
(M
j
) + 
i 1
(A
j 1
)℄
 2[
i 1

i
(A
j+1
) + 4
i 1

i
(M
j
) + 
i 1

i
(A
j 1
)℄
= 2(1  Æ
ij+1
)  2Æ
ij 1
= 2(1  Æ
ij+1
  Æ
ij 1
) = 2Æ
ij
:
On a de même
1
l
j
Z
[A
j+1
;A
j 1
℄
[4
i+1
  12
i+1

i
℄d = 2Æ
ij
. On obtient nalement :
[m
i
℄
j
= 2Æ
ij
r
i
:
j
+ 2Æ
ij
r
i+1
:
j
+ 2Æ
ij
r
i 1
:
j
= 2Æ
ij
(r
i
+r
i+1
+r
i 1
):
j
= 0
 Il nous reste nalement à nous intéresser à d
i
:
rd
i
=  2
jT j
l
i
[6
2
i
  6
i
+ 1℄r
i
:
En réutilisant les aluls préédents, on obtient : [d
i
℄
j
=  2
jT j
l
i
Æ
ij
r
i
:
j
=
8
<
:
0 si i 6= j
2
jT j
l
i
kr
i
k = 1 si i = j:
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Fontions s
3
, m
3
et d
3
dans le triangle de sommets A1(0; 0), A2(1:4; 0:2), A3(1; 1).
Si on note P
K
l'espae engendré par es fontions, on a : P
2
 P
K
 P
3
. Pour montrer que
P
2
 P
K
21
, il sut tout d'abord de remarquer que
V et
i=1::3
(s
i
;m
i
; d
i
) = V et
i;j=1::3;i6=j
(
i
(2
i
  1)(
i
  1); 
i
(2
i
  1)(
i
+ 1); 
i

j
):
En eet, on a la relation
P
3
i=1

i
(2
i
  1)(
i
  1) = 6
1

2

3
.
Ensuite, on utilise le fait que P
2
= V et(2
2
i
 
i
; 
i

j
), et pour onlure, on voit que 2
2
i
 
i
=
1
2
(
i
(2
i
  1)(
i
+ 1)  
i
(2
i
  1)(
i
  1)).
On a la propriété suivante
22
:
Propriété 2.11 Pour tout triangle K de R2, pour toute fontion u 2 H3(K), nous avons :
ku  
h
(u)k
H
2
(K)
 Ch
k
juj
H
3
(K)
(2.1)
ave h
K
diamètre de K et C une onstante indépendante de K et de u. Ii, 
h
(u) est le
polynme suivant
23
:

h
(u) =
3
X
i=1
u(A
i
)s
i
+ u(M
i
)m
i
+ [u℄
i
d
i
:
Formulation du problème disret
On suppose que l'on a une triangulation régulière (au sens de [Cia78℄) de 
, notée T
h
, de telle
sorte que   soit l'union d'arêtes de T
h
. On note h la nesse de ette triangulation, on a don, pour
tout triangle K de T
h
, h
K
 h.
On va noter W
h
l'ensemble des fontions w
h
2 L
2
(
) telles que, pour tout triangle K de T
h
,
w
hjK
2 P
K
, et telles qu'elles soient ontinues aux sommets et aux milieux des triangles de T
h
, et
21
on a trivialement P
K
 P
3
, les fontions de base étant des polynmes de degrés 3
22
lemme 3.4 de [LL75℄
23
polynme qui a bien un sens, puisque H
3
(K)  C
1
(K) (voir théorème 5.4 de [AF75℄)
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n'aient pas de saut de la moyenne de la dérivée normale à travers une arête de T
h
. Remarquons
que es fontions ne sont pas néessairement ontinues le long des arêtes des triangles.
Soit une arête e d'un triangle K 2 T
h
ontenue dans  . On va noter, en suivant les notations de
la partie préédente, A
1
; A
2
et A
3
les sommets de K tels que e = [A
1
; A
2
℄. On suivra ette notation
pour toute arête e ontenue dans  . On dénit alors les ensembles V
h
et V
h;0
:
V
h
=
8
<
:
w
h
2W
h
j 8e   ;
w
h
(A
1
) = g
0
(A
1
); w
h
(A
2
) = g
0
(A
2
);
w
h
(M
3
) = g
0
(M
3
); [w
h
℄
3
=
1
jej
Z
e
g
1
d
9
=
;
V
h;0
=
n
w
h
2W
h
j 8e   ; w
h
(A
1
) = w
h
(A
2
) = w
h
(M
3
) = [w
h
℄
3
= 0
o
:
La dénition de V
h
a bien un sens, puisque g
0
2
~
H
3=2
( )  C
0
( ), et g
1
2
~
H
1=2
( )  L
2
( ). De
plus, V
h
est non vide. En eet, la fontion w
h
vériant :
 w
hjK
2 P
K
pour tout triangle K de T
h
 pour toute arête e de la triangulation, e = [A
1
; A
2
℄ 6  , w
h
(A
1
) = w
h
(A
2
) = w
h
(M
3
) =
[w
h
℄
3
= 0
 pour toute arête e de la triangulation, e = [A
1
; A
2
℄   , w
h
(A
1
) = g
0
(A
1
), w
h
(A
2
) = g
0
(A
2
),
w
h
(M
3
) = g
0
(M
3
) et [w
h
℄
3
=
1
jej
Z
e
g
1
d
est un élément de V
h
.
Pour un triangle K de T
h
, on note
a
K;"
(v
h
; w
h
) = (v
h
;w
h
)
L
2
(K)
+ "(v
h
; w
h
)
H
2
(K)
; 8(v
h
; w
h
) 2W
h
W
h
:
On introduit maintenant le problème disrétisé assoié à [QR℄ :
Problème [QR
h
℄ : pour " > 0, trouver u
h;"
2 V
h
tel que pour tout v
h
2 V
h;0
,
X
K2T
h
a
K;"
(u
h;"
; v
h
) = 0: (2.2)
Théorème 2.6 le problème [QR
h
℄ admet une unique solution u
h;"
.
Preuve : montrons qu'il existe au plus une solution. Supposons qu'il existe u
1
et u
2
solution du problème [QR
h
℄.
Alors u
1
  u
2
2 V
h;0
, et on a :
8v
h
2 V
h;0
;
X
K2T
h
a
K;"
(u
1
  u
2
; v
h
) = 0
En prenant v
h
= u
1
  u
2
, on obtient que ku
1
  u
2
k
H
2
(K)
= 0 pour tout K 2 T
h
, e qui implique u
1
= u
2
sur
K, et nalement u
1
= u
2
dans 
.
Mettons maintenant en évidene l'existene d'une solution. Soit ~u
h
une fontion quelonque de V
h
. Notons
alors w
h;"
= u
h;"
  ~u
h
. On a alors w
h;"
2 V
h;0
, et w
h;"
solution du problème : trouver une fontion w
h
2 V
h;0
telle que pour toute fontion v
h
2 V
h;0
,
X
K2T
h
a
K;"
(w
h
; v
h
) =  
X
K2T
h
a
K;"
(~u
h
; v
h
)
C'est un problème arré en dimension nie, l'uniité de la solution implique l'existene de elle-i. Or, l'uniité de
la solution (seond membre nul ) solution nulle) a été montrée préedemment. Il existe don bien une solution
unique à notre problème.
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2.2.3 Convergene de la méthode éléments nis
On veut maintenant s'assurer de la onvergene de u
";h
solution du problème [QR
h
℄ vers u
"
solution du problème [QR℄ lorsque h tend vers 0, et obtenir une estimation de la vitesse de onver-
gene. Il faut noter ii que l'on ne saurait avoir une onvergene en norme H
2
, norme naturelle
du problème [QR℄, puisque W
h
6 H
2
(
). La onvergene que nous allons obtenir sera une sorte
de onvergene H
2
par triangle, e qui est lassique pour des éléments nis non onformes. Plus
préisément, nous allons obtenir un résultat de onvergene dans la norme
k:k
h
:=
s
X
T2T
h
k:k
2
H
2
(T )
:
On va avoir besoin du lemme suivant :
Lemme 2.2 Pour un domaine polygonal !, pour tout u 2 H
4
(!), pour tout v 2 H
2
(!), on
a :
(u;v)
L
2
(!)
+ "(u; v)
H
2
(!)
=
Z
!

(1 + ")
2
u  "u+ "u

vdx
 
Z
!

(1 + ")
u

+ "L
2
(u)  "
u


vd +
Z
!
((1 + ")u+ "L
1
(u))
v

d:
ave, en notant x = (x
1
; x
2
),  = (
1
; 
2
) le veteur normal sortant et  = ( 
2
; 
1
) le veteur
tangent à !,
L
1
(u) = 2

2
u
x
1
x
2

1

2
 

2
u
x
2
1

2
2
 

2
u
x
2
2

2
1
L
2
(u) =


 

2
u
x
1
x
2
(
2
1
  
2
2
) + (

2
u
x
2
2
 

2
u
x
2
1
)
1

2
!
Preuve : par dénition, on a :
(u; v)
H
2
(!)
=
2
X
i;j=1
Z
!

2
u
x
i
x
j

2
v
x
i
x
j
dx+
Z
!
(ru:rv + uv) dx:
Un alul rapide nous donne la relation suivante :
2
X
i;j=1
Z
!

2
u
x
i
x
j

2
v
x
i
x
j
dx  (u;v)
L
2
(!)
=
Z
!

2
u
x
1
x
2

v
x
2

1
+
v
x
1

2

d
 
Z
!


2
u
x
2
1
v
x
2

2
+

2
u
x
2
2
v
x
1

1

d: (2.3)
On a
v

=
v
x
1

1
+
v
x
2

2
et
v

=  
v
x
1

2
+
v
x
2

1
d'où l'on déduit
v
x
1
=
v


1
 
v


2
et
v
x
2
=
v


2
+
v


1
: En injetant e résultat dans (2.3), on obtient :
2
X
i;j=1
Z
!

2
u
x
i
x
j

2
v
x
i
x
j
dx  (u;v)
L
2
(!)
=
Z
!

L
1
(u)
v

  L
2
(u)v

d:
Une fois e résultat obtenu, la suite de la démonstration se fait sans diulté.

2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 37
Remarque : en supposant u
"
2 H
4
(
), en utilisant e lemme ave ! = 
 et u = u
"
, et en faisant varier
v dans V
0
, on obtient sans diulté que u
"
vérie le problème fort :
⋆
8
>
>
>
>
<
>
>
>
>
:
(1 + ")
2
u
"
  "u
"
+ "u
"
= 0 dans 

(1 + ")
u
"

+ "L
2
(u
"
)  "
u
"

= 0 sur  

(1 + ")u
"
+ "L
1
(u
"
) = 0 sur  

u
"
= g
0
sur  


u
"
= g
1
sur  :
On voit alors que si on fait tendre " vers 0, on obtient formellement
8
>
>
>
>
>
<
>
>
>
>
>
:

2
u
0
= 0 dans 

u
0

= 0 sur  

u
0
= 0 sur  

u
0
= g
0
sur  


u
0
= g
1
sur  
, système
d'équations qui est bien vérié par u solution du problème [Cauhy℄ : en eet, omme u = 0 dans

, on a bien 
2
u = 0 dans 
, et u =
u

= 0 sur  

.
Soient deux triangles K
1
et K
2
de T
h
ayant une arête e en ommun, et w
h
2W
h
. Soit 
K
1
(resp.

K
2
) la normale sortante à K
1
(resp. K
2
) à travers e. On dénit la normale  à e en hoisissant
arbitrairement 
K
1
ou 
K
2
. On dénit alors le saut de w
h
à travers e, noté [w
h
℄
e
omme suit :
[w
h
℄
e
= w
hjK
1

K
1
: +w
hjK
2

K
2
:
et le saut de dérivée normale de w
h
à travers e, noté
h
w
h

i
e

w
h


e
=
w
hjK
1

K
1
+
w
hjK
2

K
2
;
ette dénition n'étant en fait qu'une onséquene de la dénition du saut d'une fontion à travers
l'arête e. On étend ette dénition pour une arête e
 
d'un triangle K située sur   en posant :
[w
h
℄
e
 
= w
hjK
;

w
h


e
 
=
w
hjK

K
:
Propriété 2.12 Soit u
"
la solution du problème [QR℄, et u
h;"
elle du problème [QR
h
℄. On
suppose que u
"
2 H
4
(
), et "  1. On a alors :
ku
"
  u
h;"
k
h

1 +
p
3
p
"
inf
v
h
2V
h
ku
"
  v
h
k
h
+
1
"
sup
w
h
2V
h;0
jF
1
(w
h
)j
kw
h
k
h
+ sup
w
h
2V
h;0
jG
1
(w
h
)j
kw
h
k
h
+
1
"
sup
w
h
2V
h;0
jF
2
(w
h
)j
kw
h
k
h
+ sup
w
h
2V
h;0
jG
2
(w
h
)j
kw
h
k
h
(2.4)
ave pour w
h
2 V
h;0
,
F
1
(w
h
) =  
X
e2S
h
Z
e
u
"

w
h


e
d (2.5)
G
1
(w
h
) =  
X
e2S
h
Z
e
(u
"
+ L
1
(u
"
))

w
h


e
d (2.6)
F
2
(w
h
) =
X
e2S
h
Z
e
u
"

[w
h
℄
e
d (2.7)
G
2
(w
h
) =
X
e2S
h
Z
e

u
"

+ L
2
(u
"
) 
u
"


[w
h
℄
e
d (2.8)
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Ii, S
h
denote l'ensemble des arêtes des triangles K 2 T
h
, sauf elles qui appartiennent à  

,
et k:k
2
h
=
P
K2T
h
k:k
2
H
2
(K)
Preuve : tout d'abord, on utilise le lemme 2.2 ave ! = K 2 T
h
, u = u
"
et v = w
h
, et on obtient (en utilisant
le système ⋆ p.37), pour tout w
h
2 V
h;0
:
a
K;"
(u
"
; w
h
) =  
Z
K
I
"
2
(u
"
)w
h
d +
Z
K
I
"
1
(u
"
)
w
h

K
d;
ave I
"
1
(u) = (1 + ")u + "L
1
(u) et I
"
2
(u) = (1 + ")
u

K
+ "L
2
(u)   "
u

K
, et 
K
la normale sortante à K.
En sommant sur tous les triangles de T
h
, on obtient :
X
K2T
h
a
K;"
(u
"
; w
h
) =  
X
e2S
h
Z
e
I
"
2
(u
"
)[w
h
℄
e
d +
X
e2S
h
Z
e
I
"
1
(u
"
)

w
h


e
d:
Comme u
h;"
est solution du problème [QR
h
℄, on a, pour tout w
h
2 V
h;0
:
X
K2T
h
a
K;"
(u
h;"
; w
h
) = 0:
On en déduit que pour tout w
h
2 V
h;0
, on a :
X
K2T
h
a
K;"
(u
h;"
; w
h
) =
X
K2T
h
a
K;"
(u
"
; w
h
) + F
1
(w
h
) + "G
1
(w
h
) + F
2
(w
h
) + "G
2
(w
h
):
Pour v
h
2 V
h
, on soustrait
X
K2T
h
a
K;"
(v
h
; w
h
) aux deux termes de ette égalité, pour nalement obtenir que pour
tout v
h
2 V
h
, pour tout w
h
2 V
h;0
, on a :
X
K2T
h
a
K;"
(u
h;"
  v
h
; w
h
) =
X
K2T
h
a
K;"
(u
"
  v
h
; w
h
) + F
1
(w
h
) + "G
1
(w
h
)
+ F
2
(w
h
) + "G
2
(w
h
)
On remarque alors que pour tout v
h
2 V
h
, u
h;"
  v
h
2 V
h;0
, e qui permet d'érire que pour tout v
h
2 V
h
, on a :
X
K2T
h
a
K;"
(u
h;"
  v
h
; u
h;"
  v
h
) =
X
K2T
h
a
K;"
(u
"
  v
h
; u
h;"
  v
h
) + F
1
(u
h;"
  v
h
)
+ " G
1
(u
h;"
  v
h
) + F
2
(u
h;"
  v
h
) + " G
2
(u
h;"
  v
h
)
Notons alors k:k
2
h;"
=
X
K2T
h
a
K;"
(:; :). En utilisant l'inégalité de Cauhy-Shwarz, on obtient, pour tout v
h
2 V
h
:
ku
h;"
  v
h
k
2
h;"
 ku
h;"
  v
h
k
h;"
ku
"
  v
h
k
h;"
+ jF
1
(u
h;"
  v
h
)j
+ "jG
1
(u
h;"
  v
h
)j+ jF
2
(u
h;"
  v
h
)j+ "jG
2
(u
h;"
  v
h
)j
soit enore :
ku
h;"
  v
h
k
h;"
 ku
"
  v
h
k
h;"
+
jF
1
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h;"
+ "
jG
1
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h;"
+
jF
2
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h;"
+ "
jG
2
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h;"
:
Remarquons alors que l'on a les inégalités suivantes :
kwk
2
h;"
=
X
K2T
h
h
kwk
2
L
2
(K)
+ "kwk
2
H
2
(K)
i
 "kwk
2
h
et
kwk
2
L
2
(K)
 2
Z
K

j

2
w
x
2
1
j
2
+ j

2
w
x
2
2
j
2

dx  2kwk
2
H
2
(K)
) kwk
h;"

p
2 + "kwk
2
h
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On en déduit que pour tout v
h
2 V
h
, on a :
p
"ku
h;"
  v
h
k
h

p
2 + "ku
"
  v
h
k
h
+
1
p
"
jF
1
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h
+
p
"
jG
1
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h
+
1
p
"
jF
2
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h
+
p
"
jG
2
(u
h;"
  v
h
)j
ku
h;"
  v
h
k
h

p
3ku
"
  v
h
k
h
+
1
p
"
sup
w
h
2V
h;0
jF
1
(w
h
)j
kw
h
k
h
+
p
" sup
w
h
2V
h;0
jG
1
(w
h
)j
kw
h
k
h
+
1
p
"
sup
w
h
2V
h;0
jF
2
(w
h
)j
kw
h
k
h
+
p
" sup
w
h
2V
h;0
jG
2
(w
h
)j
kw
h
k
h
puisque u
h;"
  v
h
2 V
h;0
. On obtient alors :
ku
h;"
  v
h
k
h

r
3
"
inf
v
h
2V
h
ku
"
  v
h
k
h
+
1
"
sup
w
h
2V
h;0
jF
1
(w
h
)j
kw
h
k
h
+ sup
w
h
2V
h;0
jG
1
(w
h
)j
kw
h
k
h
+
1
"
sup
w
h
2V
h;0
jF
2
(w
h
)j
kw
h
k
h
+ sup
w
h
2V
h;0
jG
2
(w
h
)j
kw
h
k
h
Finalement, en utilisant le fait que ku
"
  u
h;"
k
h
 ku
"
  v
h
k
h
+ ku
h;"
  v
h
k
h
, on obtient (2.4).

Lemme 2.3 Pour un domaine polygonal !, si k et l sont deux entiers et U un espae de
Hilbert tel que P
l
(!)  U  H
l+1
(!) (U est équipé de la norme k:k
H
l
(!)
). On suppose que
B : H
k+1
(!) U ! R est une forme bilinéaire ontinue qui satisfait :
B(u; v) = 0; 8u 2 P
k
(!); 8v 2 U
B(u; v) = 0; 8u 2 H
k+1
(!); 8v 2 P
l
(!):
Alors il existe une onstante  ne dépendant que de !, telle que
jB(u; v)j   kBk juj
H
k+1
(!)
jvj
H
l+1
(!)
où j:j
H
m
(!)
est la semi-norme dans H
m
(!).
Preuve : voir le théorème 4.2.5 p.218 de [Cia78℄.

Théorème 2.7 Soit u
"
la solution du problème [QR℄, et u
h;"
elle du problème [QR
h
℄. On
suppose u
"
2 H
4
(
) et "  1. On a l'estimation d'erreur suivante :
ku
"
  u
h;"
k
h
 h


1
p
"
ju
"
j
H
3
(
)
+

2
"
ku
"
k
H
2
(
)
+ 
3
ku
"
k
H
4
(
)

(2.9)
où 
1
, 
2
et 
3
sont des onstantes indépendantes de h et ".
Preuve : on part de l'inégalité (2.4).
Intéressons-nous tout d'abord au terme inf
v
h
2V
h
ku
"
 v
h
k
h
. On dénit alors le projetée de u
e
sur V
h

h
(u
"
)
tel que, pour tout K 2 T
h
, on ait :

h
(u
"
)
jK
=
3
X
i=1
u
"
(A
i
)s
i
+ u
"
(M
i
)m
i
+

1
je
i
j
Z
e
i
u
"


(:
K
)d
i
:
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On voit diretement que 
h
(u
"
) 2 V
h
, et don :
inf
v
h
2V
h
ku
"
  v
h
k
h
 ku
"
  
h
(u
"
)k
h
:
On déduit alors diretement de (2.1) que :
inf
v
h
2V
h
ku
"
  v
h
k
h
 hju
"
j
H
3
(
)
:
Passons au terme sup
w
h
2V
h;0
jF
1
(w
h
)j
kw
h
k
h
. On a pour w
h
2 V
h;0
F
1
(w
h
) =  
X
e2S
h
Z
e
u
"

w
h


e
On va s'intéresser tout d'abord au as e =2  
0
. Pour une fontion de L
2
(e), on dénit l'opérateur 
0
de la façon
suivante :

0
: L
2
(e)  ! R
g 7 !
1
jej
Z
e
g d
Par dénition de nos éléments nis, on a 
0
(

w
h


e
) = 0, 8w
h
2 V
h;0
, et on remarque failement que

0
(

w
h


e
) =


0
(
w
h

)

e
. On remarque également failement que
R
e

w
h

  
0
(
w
h

)

e
d = 0. De tout ei
on déduit que :
8w
h
2 V
h;0
; 8e 2 S
h
;
Z
e
u
"

w
h


e
d =
Z
e
(u
"
  
0
(u
"
))

w
h

  
0
(
w
h

)

e
d
On est amené à s'intéresser à la forme bilinéaire dénie sur H
1
(
b
K) P
2
(
b
K)
24
, par :
B(bu; bp) =
Z
be
(be  b
0
(bu))(bp  b
0
(bp))db
B satisfait les hypothèses du lemme (2.3) ave ! =
b
K, U = P
2
(
b
K), et k = l = 0. On en déduit l'existene d'une
onstante b telle que
B(bu; bv)  bjbuj
H
1
(
b
K)
jbpj
H
1
(
b
K)
:
Soit K
1
et K
2
les deux triangles partageant l'arête e. En allant de es deux triangles au triangle de base
b
K, puis
en revenant à es triangles, on obtient :



Z
e
u
"

w
h


e
d



 b h(ju
"
j
H
1
(K
1
)
jw
h
j
H
2
(K
1
)
+ ju
"
j
H
1
(K
2
)
jw
h
j
H
2
(K
2
)
)
Si on onsidère maintenant une arête e 2  
0
, et K le triangle qui la ontient, on obtient de la même manière :



Z
e
u
"

w
h


e
d



 b hju
"
j
H
1
(K)
jw
h
j
H
2
(K)
On obtient alors, pour tout w
h
2 V
h;0
:
jF
1
(w
h
)j  b h
X
e2S
h
;e2 
0
ju
"
j
H
1
(K)
jw
h
j
H
2
(K)
+
b h
X
e2S
h
;e=2 
0
(ju
"
j
H
1
(K
1
)
jw
h
j
H
2
(K
1
)
+ ju
"
j
H
1
(K
2
)
jw
h
j
H
2
(K
2
)
)
 3b h
X
K2T
h
ju
"
j
H
1
(K)
jw
h
j
H
2
(K)
:
On utilise alors Cauhy-Shwarz pour obtenir :
jF
1
(w
h
)j  3b hju
"
j
H1(
)
kw
h
k
h
24
b
K est le triangle de référene, dont les sommets ont pour oordonnées (0; 0), (0; 1) et (1; 0)
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e qui implique
sup
w
h
2V
h;0
jF
1
(w
h
)j
kw
h
k
h
 Chju
"
j
H
1
(
)
ave une onstante C ne dépendant ni de h, ni de ". On prouve exatement de la même manière :
sup
w
h
2V
h;0
jG
1
(w
h
)j
kw
h
k
h
 C
0
hju
"
j
H
3
(
)
:
Posons maintenant f =
u
"

. On a alors, pour tout w
h
2 V
h;0
,
F
2
(w
h
) =
X
e2S
h
Z
e
f [w
h
℄
e
d:
On dénit alors, pour K 2 T
h
, l'opérateur 
1
omme suit :

1
: P
K
 ! P
1
(K)
p 7 !
P
3
i=1
p(A
i
)
1
:
Par dénition, pour une arête e 2 S
h
, [
1
(w
h
)℄
e
= 0. On a don :
Z
e
f [w
h
℄
e
d =
Z
e
f [w
h
  
1
(w
h
)℄
e
d:
Si on transporte ette intégrale dans le triangle de base
b
K, on est amené à s'intéresser à la forme bilinéaire
suivante :
~
B(
b
f;w
h
) =
Z
be
b
f(w
h
  b
1
(w
h
))db:
En utilisant une inégalité lassique de trae, ainsi que l'estimation d'erreur lassique de l'interpolation P
1
, on
obtient :
~
B(
b
f;w
h
)  Ck
b
fk
H
1
(
b
K)
kw
h
  b
1
(w
h
)k
H
1
(K)

~
Ck
b
fk
H
1
(K)
jw
h
j
H
2
(K)
:
Si e = K
1
\K
2
, ave K
i
2 T
h
, on obtient nalement l'existene d'une onstante  ne dépendant ni de h, ni de
", telle que
Z
e
f [w
h
℄
e
d  h(kfk
H
1
(K
1
)
jw
h
j
H
2
(K
1
)
+ kfk
H
1
(K
2
)
jw
h
j
H
2
(K
2
)
)
Si e 2  
0
, on obtient :
Z
e
f [w
h
℄
e
d  hkfk
H
1
(K)
jw
h
j
H
2
(K)
On obtient nalement l'estimation suivante :
sup
w
h
2V
h;0
jF
2
(w
h
)j
kw
h
k
h
 hku
"
k
H
2
(
)
et exatement de la même manière :
sup
w
h
2V
h;0
jG
2
(w
h
)j
kw
h
k
h
 hku
"
k
H
4
(
)
:
L'inégalité (2.9) est alors immédiate.

Les éléments nis FV1 nous assurent une onvergene en h en norme k:k
h
de u
h;"
vers u
"
.
Remarquons au passage la présene de ", paramètre de régularisation de la méthode de quasi-
réversibilité, au dénominateur dans l'estimation de onvergene, e qui est aratéristique du fait
que la méthode [QR℄ régularise un problème mal posé. Cei signie qu'il nous faudra hoisir h en
fontion de ", et plus préisément que plus on hoisit un " petit, plus il faut prendre un pas de
maillage petit pour être sûr d'avoir une bonne approximation de u
"
.
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2.2.4 Calul des matries élémentaires
Rappelons le problème que nous voulons résoudre :
Problème [QR
h
℄ : pour " > 0, trouver u
h;"
2 V
h
tel que pour tout v
h
2 V
h;0
,
X
K2T
h
a
K;"
(u
h;"
; v
h
) = 0:
ave
a
K;"
(u
h
; v
h
) = (u
h
;v
h
)
L
2
(K)
+ "(u
h
; v
h
)
H
2
(K)
; 8(u
h
; v
h
) 2W
h
W
h
:
Lorsque l'on déompose les fontions u
h
et v
h
sur les fontions de base de l'espae W
h
, on
obtient un système linéaire. Il sut de savoir aluler la matrie de e système pour résoudre le
problème
25
. Pour ela, il sut de aluler les ontributions de haque triangle du maillage à la
matrie.
Soit K un triangle de la triangulation T
h
. Pour tout u
h
2 W
h
, on a u
hjK
2 P
K
, ave P
K
:=
V et(s
1
; s
2
; s
3
;m
1
;m
2
;m
3
; d
1
; d
2
; d
3
). On a montré que P
2
(K)  P
K
 P
3
(K). On est don amené
à aluler des intégrales sur K de polynmes de degrés au plus 6. Pour ela, nous avons utilisé la
formule de quadrature suivante
26
:
Propriété 2.13 soit K
0
le triangle de sommet (0; 0), (0; 1) et (1; 0) , et p 2 P
6
(K
0
). Alors
Z
K
0
p(x) dx =
4
X
i;j=1
A
i
B
j
p(s
j
; r
i
(1   s
j
))
ave
r
1
= 0:0694318422 s
1
= 0:0571041961 A
1
= 0:1739274226 B
1
= 0:1355069134
r
2
= 0:3300094782 s
2
= 0:2768430136 A
2
= 0:3260725774 B
2
= 0:2034645680
r
3
= 0:6699905218 s
3
= 0:5835904324 A
3
= 0:3260725774 B
3
= 0:1298475476
r
4
= 0:9305681558 s
4
= 0:8602401357 A
4
= 0:1739274226 B
4
= 0:0311809709
Il sut alors de aluler les dérivées premières et seondes des fontions de base pour obtenir
la matrie du système linéaire. Remarquons que nous obtiendrons au passage la matrie M
W
h
orrespondant au produit salaire (:; :)
h
surW
h
, 'est-à-dire la matrie telle que pour tout (u
h
; v
h
) 2
W
h
W
h
, on a
(u
h
; v
h
)
h
=
X
T2T
h
(u
h
; v
h
)
H
2
(
)
= ~u
T
h
M
W
h
~v
h
où ~u
h
est le veteur des omposantes de u
h
sur la base de W
h
.
2.2.5 Appliations numériques
Vériation des éléments nis : problème de plaque en exion pure
Les éléments nis non-onformes F.V.1. ayant été introduits pour résoudre des problèmes de
plaques, nous pouvons vérier notre implémentation numérique de es éléments en résolvant un
problème de plaque enastrée, soit
8
>
<
>
:

2
u = f 2 L
2
(
)
u = 0 sur 



u = 0 sur 

25
il faut également savoir l'inverser, mais e n'est pas un problème, puisqu'elle est symétrique dénie positive
26
voir [Str71℄, p.314
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ave 
 ouvert borné de R2, que nous supposons polygonal. Une formulation faible de e problème
est :
(}) trouver u 2 H
2
0
(
) tel que pour tout v 2 H
2
0
(
), on ait
Z


"

2
u
x
2

2
v
x
2
+ 2

2
u
xy

2
v
xy
+

2
u
y
2

2
v
y
2
#
dx =
Z


f v dx:
Le problème (}) admet une unique solution u 2 H
2
0
(
).
La disrétisation de e problème par éléments nis F.V.1 se fait de la manière suivante : on
suppose que l'on a une triangularisation régulière de 
, notée T
h
. On pose, pour (v
h
; w
h
) 2W
h
W
h
,
b
h
(v
h
; w
h
) :=
X
T2T
h
Z
T
"

2
v
h
x
2

2
w
h
x
2
+ 2

2
v
h
xy

2
w
h
xy
+

2
v
h
y
2

2
w
h
y
2
#
dx:
On dénit W
h;0
= fw
h
2W
h
j 8e  
; w
h
(A
1
) = w
h
(A
2
) = w
h
(M
3
) = [w
h
℄
3
= 0g
27
. On se pose
alors le problème suivant : trouver u
h
2W
h;0
t.q. pour tout v
h
2W
h;0
, on ait
b
h
(u
h
; v
h
) = (f; v
h
)
L
2
(
)
:
Ce problème admet une unique solution u
h
, qui onverge vers u solution de (}) ave les estimations
suivantes
28
:
ku
h
  uk
L
2
(
)
 C h
2
; ku
h
  uk
h
 C h:
Nous allons tester nos éléments nis dans le domaine arré 
 := ℄0; 1[  ℄0; 1[, ave
f := 8
4

3  5 (os ( y))
2
  5 (os ( x))
2
+ 8 (os ( x))
2
(os ( y))
2

:
La solution de (}) est alors u := sin(x)
2
sin(y)
2
.
u, u
h
et u  u
h
, ave h =
1
60
. Erreur relative de l'ordre de 10
 5
en norme L
1
Les ordres de onvergene sont bien eux attendus, omme le montre le graphique suivant :
27
f p.34 pour la dénition de W
h
et les notations
28
les preuves de toutes es armations se trouvent dans [LL75℄
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ln(ku  u
h
k) fontion de ln(h), pour les normes k:k
L
2
et k:k
h
.
Nous validons ainsi l'implémentation numérique des éléments nis.
Problème de quasi-réversibilité
On dénit le arré 
 := ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, et on numérote les tés de e arré
omme sur la gure :
1 3
2
4
x
y
Nos données proviendront de solutions exates du problème de Laplae dans R2, plus préisé-
ment les fontions u
1
: (x; y) 7!
y
3
3
  x
2
y et u
2
: (x; y) 7!
os(3x) sinh(3y)
50
.
y
3
3
  x
2
y
os(3x) sinh(3y)
50
 Choix du paramètre "
Notre objetif est de résoudre [Cauhy℄ dans 
. Pour e faire, nous résolvons le problème
[QR
h
℄, formulation disrète du problème [QR℄. La solution u
h;"
de [QR
h
℄ est une approximation
de u
"
solution de [QR℄, qui est elle-même une approximation de u solution de [Cauhy℄. Ainsi, en
utilisant l'estimation du théorème 2.7, l'inégalité triangulaire et la dénition de la norme k:k
h
, et si
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on suppose que u
"
est borné uniformément en " dans H
4
(
)
29
, on obtient failement l'estimation
suivante :
ku
h;"
  uk
h
 ku
"
  uk
H
2
(
)
+ C
h
"
; 8"; 0 < " < 1
où C est une onstante positive indépendante de " et h. Le théorème 2.5 nous donne
ku
"
  uk
H
2
(
)
"!0
   ! 0:
Mais on voit que la seonde partie de l'estimation explose lorsque " tend vers 0. Autrement dit,
si pour le problème ontinu [QR℄, il faut théoriquement prendre " le plus petit possible, pour le
problème disrétisé [QR
h
℄, le hoix de " doit tenir ompte du pas du maillage h. En partiulier,
rien ne sert de prendre un " très petit si h n'est pas lui-même petit. Nous pouvons illustrer ette
idée en traçant
ku
h;"
  
h
(u)k
h
k
h
(u)k
h
fontion de ", pour des pas de maillages h xés.
10−6 10−5 10−4 10−3 10−2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
 
 
h = 1/50
h = 1/100
h = 1/150
10−6 10−5 10−4 10−3 10−2
0
2
4
6
8
10
12
 
 
h = 1/50
h = 1/100
h = 1/150
ku
h;"
 
h
(u)k
h
k
h
(u)k
h
(en pourentage) fontion de ", données sur les bords 2 et 4.
u
1
=
y
3
3
  x
2
y à gauhe, u
2
=
1
50
os(3x) sinh(3y) à droite.
Quelques ommentaires sur es deux gures : tout d'abord, la fontion polynomiale est mieux
retrouvée que la fontion exponentielle. Cei n'est en rien surprenant, puisque d'une part nos
fontions d'approximation sont polynomiales dans haque triangle, et d'autre part l'exemple d'Ha-
damard qui met en évidene le aratère mal posé du problème de [Cauhy℄ utilise préisément
des fontions de la forme de u
2
. Ensuite, on voit bien que le hoix de " ne peut être fait sans se
souier du pas du maillage h, au risque de détériorer la solution approhée u
h;"
.
Remarquons que l'erreur relative en norme k:k
h
entre u
2
h;"
et u
2
peut devenir importante (de
l'ordre de 10%) si on fait un hoix de " trop faible. Ce n'est par ontre pas le as pour l'erreur
relative en norme L
2
, omme le montre les gures suivantes :
29
e qui est une hypothèse très forte : en eet, nous ne sommes déjà pas sûrs que u
"
soit dans H
4
(
), et si 'est
le as, tout e que nous savons est que u
"
tend vers u dans H
2
(
)
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10−6 10−5 10−4 10−3 10−2
10−3
10−2
10−1
100
 
 
h = 1/50
h = 1/100
h = 1/150
10−6 10−5 10−4 10−3 10−2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
 
 
h = 1/50
h = 1/100
h = 1/150
ku
h;"
 
h
(u)k
L
2
(
)
k
h
(u)k
L
2
(
)
(en pourentage) fontion de ", données sur les bords 2 et 4.
u
1
=
y
3
3
  x
2
y à gauhe, u
2
=
1
50
os(3x) sinh(3y) à droite.
Ce omportement (explosion en norme k:k
h
mais pas en norme L
2
) se omprend mieux en
observant u
2
h;"
  u
2
pour diérentes valeurs de " :
u
2
h;"
  u
2
pour h =
1
50
, " = 10
 2
à gauhe, " = 10
 6
à droite
On onstate sur es gures que la diérene entre u
";h
et u est plus faible en norme L
1
pour
" = 10
 6
que pour " = 10
 2
, e qui explique le omportement de la norme L
2
, mais est aussi
plus osillante pour " = 10
 6
que pour " = 10
 2
, e qui implique une plus grande norme k:k
h
,
dans laquelle apparaissent les dérivées premières et seondes... Nous n'avons malheureusement pas
d'expliation théorique de e phénomène, que nous observons toujours numériquement.
Toutes es observations nous poussent nalement à hoisir " dans l'intervalle

10
 4
; 10
 3

,
ompromis entre une bonne approximation en norme k:k
h
et une bonne approximation en norme
L
2
, pour un pas de maillage h de
1
50
, en nous autorisant à hoisir " plus petit si on hoisit un pas
de maillage plus petit
30
.
 Résultats numériques
Pour nir e hapitre, nous présentons quelques résultats de résolution de problème [QR
h
℄.
Conformément à e que nous venons de dire, nous avons hoisi " := 10
 4
dans tous les résultats
numériques que nous présentons.
Dans es premières simulations, la donnée est la trae et la trae normale de u
1
:=
y
3
3
  3x
2
y sur
les bords 2 et 4 de 
. On montre l'inuene du pas de maillage h sur la qualité de la solution
approhée u
1
h;"
.
30
nous sommes ii dans le as où nous avons des données exates. Le hoix du paramètre " en présene de données
bruitées est l'objet du prohain hapitre
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À gauhe, u
1
h;"
pour h =
1
100
. À droite, u
1
h;"
  u
1
pour h =
1
50
. " = 10
 4
. Données sur bord 2 et 4.
u
1
h;"
  u
1
, à gauhe pour h =
1
100
, à droite pour h =
1
150
. " = 10
 4
: Données sur bord 2 et 4.
La donnée du problème est maintenant la trae et la trae normale de u
2
sur les bords 2 et 4.
À gauhe, u
2
h;"
pour h =
1
100
. À droite, u
2
h;"
  u
2
pour h =
1
50
. " = 10
 4
. Données sur bord 2 et 4.
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u
2
h;"
  u
2
, à gauhe pour h =
1
100
, à droite pour h =
1
150
. " = 10
 4
: Données sur bord 2 et 4.
L'inuene de la partie du bord où l'on a les données sur la qualité de la reonstrution de la solution
de [Cauhy℄ est un problème omplexe. Elle est ahée dans les onstantes intervenant dans les
estimations de onvergene des théorèmes 2.5 et 2.7, et n'est don pas failement quantiable. Elle
joue néanmoins un grand rle dans la qualité de la reonstrution, omme illustré i-après : on
herhe à retrouver u
2
, en hangeant la partie du bord où l'on a les données. On se donne tout
d'abord la donnée sur deux tés, puis sur trois tés. On voit alors très lairement l'inuene de
  sur la qualité de la reonstrution de u
2
. Ainsi, on onstate que dans le as qui nous intéresse ii,
il vaut mieux avoir les données sur les bords 2 et 4, que sur les bords 1, 2 et 3, e qui peut sembler
paradoxal à première vue, mais s'explique de la manière suivante : l'information sur les osillations
(la "forme") de u
2
est ontenue essentiellement sur les bords 2 et 4, la donnée de Dirihlet g
0
étant
nulle sur les bords 1 et 3.
En haut, u
2
h;"
  u
2
: données sur bords 2 et 4 à gauhe, données sur bords 1 et 3 à droite.
En bas , u
2
h;"
: données sur bords 2 et 4 à gauhe, données sur bords 1 et 3 à droite.
h =
1
100
, " = 10
 4
.
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En haut u
2
h;"
  u
2
: à gauhe, donées sur bords 1, 2 et 3, à droite, données sur bords 1, 2 et 4.
En bas, u
2
h;"
: à gauhe, données sur bord 1, 2 et 3, à droite, données sur bords 1, 2 et 4.
h =
1
100
. " = 10
 4
:
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Chapitre 3
Prise en ompte du bruit
Introdution
Le aratère mal posé du problème de Cauhy fait de la prise en ompte du bruit un problème
ruial. En eet, si l'on veut onstruire une méthode de résolution de e problème pouvant être
utilisée dans des situations "réelles", il faut tenir ompte du aratère impréis des mesures prove-
nant d'appareils de mesure "réels", et don tenir ompte de la problématique des données bruitées.
Or des données bruitées, aussi faible que puisse être l'erreur faite, peuvent avoir un impat énorme
sur la solution du problème.
Un exemple pour illustrer e fait : soit 
 := ℄0; [  ℄0; [,   := f0g  ℄0; [ et u 2 H
1
(
) tel
que u = 0 dans 
. On pose g
0
:= u
j 
et g
1
:= 

u
j 
. Par uniité de la solution du problème de
Cauhy, u est l'unique fontion vériant
8
>
<
>
:
u = 0 dans 

u = g
0
sur  


u = g
1
sur  :
Supposons alors que l'on perturbe la donnée de Neumann g
1
en lui soustrayant
1
n
sin(ny). On voit
que lorsque n tend vers l'inni, le niveau de bruit tend vers 0 en norme k:k
L
2
( )
: la donnée est de
moins en moins perturbée. On se retrouve alors ave le problème perturbé : trouver u
n
2 H
1
(
)
8
>
>
<
>
>
:
u
n
= 0 dans 

u
n
= g
0
sur  


u
n
= g
1
 
1
n
sin(ny) sur  :
La solution de e problème est u
n
:= u+
1
n
2
sin(ny) sinh(nx). On a ku
n
 uk
L
2
(
)
n!1
   !1 : l'éart
entre la solution ave donnée exate et la solution ave donnée bruitée tend vers l'inni, alors que
l'éart entre la donnée exate et la donnée bruitée tend vers 0.
Les résultats présentés dans e hapitre ont fait l'objet d'une publiation : A duality-based
method of quasi-reversibility to solve the Cauhy problem in the presene of noisy data,
L.Bourgeois & J.Dardé, Inverse Problems, vol. 26, 2010.
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3.1 Modélisation : qu'est e qu'un bruit ?
Il est néessaire de dénir mathématiquement e que nous appelerons une donnée bruitée avant
de nous attaquer à sa prise en ompte. Pour ela, plaçons nous un instant d'un point de vue très
appliatif : les données sont dans la "vraie vie" le résultat de mesures. Or, les instruments de
mesure ne fournissent pas des fontions, 'est-à-dire dans le as qui nous intéresse le ouple (g
0
; g
1
)
sur  , mais les valeurs prises par es fontions aux points de mesures, ave une possible erreur sur
la mesure. Ainsi, on n'exploite pas au nal la onnaissane d'une fontion, mais d'un ensemble de
valeurs prises par ette fontion.
On peut alors, pour rentrer dans le adre fontionnel habituel pour les données de nos pro-
blèmes, interpoler es valeurs. Si l'on peut réer très failement de ette manière des fontions de
L
2
, on peut aussi réer des fontions plus régulières, par exemple des fontions H
3=2
H
1=2
, e qui
est le adre fontionnel lassique de nos problèmes de Cauhy. Créer à partir de valeurs bruitées
des données régulières nous a néanmoins semblé abusif, puisqu'en quelque sorte nous réons de
l'information que nous n'avons pas : en eet, on suppose alors impliitement que les valeurs brui-
tées que nous possédons sont les valeurs prises par la trae et la trae normale d'une fontion de
H
2
, ou autrement dit que notre donnée bruitée admet un relèvement H
2
, e que nous ne pouvons
légitimement armer. C'est pourquoi nous avons hoisi de ne pas supposer a priori de régularité
sur nos données bruitées.
Ainsi, au nal, une donnée bruitée sera pour nous un ouple (g
Æ
0
; g
Æ
1
) de fontions de L
2
( ).
La seule information que nous supposons onnue sur e bruit sera le niveau de bruit Æ, tel que
kg
Æ
i
 g
i
k
L
2
( )
 Æ. Cela revient à supposer que notre appareil de mesure ommet une erreur relative
de 
i
% sur g
i
, ave 
i
:=
Æ
kg
i
k
L
2
( )
.
3.2 Comportement de la méthode [QR℄ en présene de bruit
Soit 
 un ouvert borné de Rd, de frontière 
 de lasse C1;1. On se donne  ; 

deux parties
ouvertes non vides de 
 vériant  [ 

= 
,  \ 

= ;. On note  le veteur normal extérieur
à 
.
On se donne (g
0
; g
1
) 2 H
3=2
( )  H
1=2
( ), et on s'intéresse au problème de Cauhy pour
l'opérateur laplaien :
Problème [Cauhy℄ : trouver u 2 V
g
:=
n
v 2 H
2
(
) j v
j 
= g
0
; 

v
j 
= g
1
o
t.q. u = 0 dans 
.
Rappelons la formulation du problème [QR℄ orrespondant :
Problème [QR℄ : trouver u
"
2 V
g
t.q. 8v 2 V
0
, (u
"
;v)
L
2
(
)
+ "(u
"
; v)
H
2
(
)
= 0.
Ii, V
0
:=
n
v 2 H
2
(
) j v
j 
= 

v
j 
= 0
o
.
Nous voyons déjà apparaître un problème onernant l'utilisation de la méthode de quasi-
réversibilité en présene de bruit tel que déni i-dessus : le manque de régularité des données
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bruitées. En eet, g
Æ
0
et g
Æ
1
ne sont pas assez régulières (elles ne sont que L
2
, et pas H
3=2
H
1=2
)
pour être des données aeptables dans une formulation [QR℄.
Supposons un instant que nos données bruitées sont régulières, 'est-à-dire que (g
Æ
0
; g
Æ
1
) 2
H
3=2
( )  H
1=2
( ), et vérient kg
Æ
0
  g
0
k
H
3=2
( )
 Æ, kg
Æ
1
  g
1
k
H
1=2
( )
 Æ. Alors on peut légi-
timement poser le problème [QR
Æ
℄ suivant :
Problème [QR
Æ
℄ : trouver u
Æ
"
2 V
Æ
g
:=
n
v 2 H
2
(
) j v
j 
= g
Æ
0
; 

v
j 
= g
Æ
1
o
t.q. 8v 2 V
0
,
(u
Æ
"
;v)
L
2
(
)
+ "(u
Æ
"
; v)
H
2
(
)
= 0:
Il est lair que [QR
Æ
℄ admet une unique solution u
Æ
"
.
Propriété 3.1 u
Æ
"
tend vers u lorsque " tend vers 0 si et seulement si (g
Æ
0
; g
Æ
1
) = (g
0
; g
1
).
Preuve :
 si u
Æ
"
tend vers u lorsque " tend vers 0, alors, omme V
Æ
g
est fermé (par ontinuité de la trae et de la trae
normale
1
), on a u 2 V
g
, d'où (g
Æ
0
; g
Æ
1
) = (u
j 
; 

u
j 
) = (g
0
; g
1
).
 si (g
Æ
0
; g
Æ
1
) = (g
0
; g
1
), V
Æ
g
= V
g
. Comme u est solution du problème [Cauhy℄, on a, d'après le théorème
2.4 p.26, u
Æ
"
"!0
   ! u.

En présene de bruit, prendre " le plus petit possible n'est don potentiellement plus la bonne
hose à faire. La proposition suivante montre que ela peut être une très mauvaise idée :
Propriété 3.2 pour tout "
0
> 0, pour tout "; 0 < "  "
0
, on a ku
Æ
"
  u
"
k
H
2
(
)
 C
Æ
p
"
, où C
est une onstante ne dépendant que de 
 et de "
0
.
Preuve :
 remarquons tout d'abord que l'appliation (u; v) 2 H
2
(
) H
2
(
) 7! (u;v)
L
2
(
)
+ "(u; v)
H
2
(
)
est
un produit salaire sur H
2
(
) dès que " > 0. On a en partiulier l'inégalité de Cauhy-Shwartz suivante
2
:
j(u;v)
L
2
(
)
+ "(u; v)
H
2
(
)
j 
q
kuk
2
L
2
(
)
+ "kuk
2
H
2
(
)
q
kvk
2
L
2
(
)
+ "kvk
2
H
2
(
)
 omme la frontière de 
 a été supposée C
1;1
,   est C
1;1
. Il existe don un opérateur de relevement R linéaire
ontinu de H
3=2
( )H
1=2
( ) dans H
2
(
), tel que pour tout (g
0
; g
1
) 2 H
3=2
( )H
1=2
( ), R(g
0
; g
1
)
j 
= g
0
,


R(g
0
; g
1
)
j 
= g
1
et kR(g
0
; g
1
)k
H
2
(
)
 
 
kg
0
k
H
3=2
( )
+ kg
1
k
H
1=2
( )

, ave  ne dépendant que de 
. Posons
~u
"
= u
"
 R(g
0
; g
1
), ~u
Æ
"
= u
Æ
"
 R(g
Æ
0
; g
Æ
1
). On a (~u
"
; ~u
Æ
"
) 2 V
0
 V
0
et, pour tout v dans V
0
:
(~u
"
;v)
L
2
(
)
+ "(~u
"
; v)
H
2
(
)
=   (R(g
0
; g
1
);v)
L
2
(
)
  " (R(g
0
; g
1
); v)
H
2
(
)
(~u
Æ
"
;v)
L
2
(
)
+ "(~u
Æ
"
; v)
H
2
(
)
=  
 
R(g
Æ
0
; g
Æ
1
);v

L
2
(
)
  "
 
R(g
Æ
0
; g
Æ
1

; v)
H
2
(
)
En posant v = ~u
"
  ~u
Æ
"
, et en soustrayant es deux égalités, on obtient :
k(~u
"
  ~u
Æ
"
)k
2
L
2
(
)
+ "k~u
"
  ~u
Æ
"
k
2
H
2
(
)
= 
 
R(g
0
  g
Æ
0
; g
1
  g
Æ
1
);(~u
"
  ~u
Æ
"
)

L
2
(
)
  "
 
R(g
0
  g
Æ
0
; g
1
  g
Æ
1
); ~u
"
  ~u
Æ
"
)

H
2
(
)
1
f théorème 1.5.1.2 p.37 de [Gri85℄
2
f p.78 de [Bre05℄, par exemple...
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On utilise alors l'inégalité de Cauhy-Shwartz pour trouver :
k(~u
"
  ~u
Æ
"
)k
2
L
2
(
)
+ "k~u
"
  ~u
Æ
"
k
2
H
2
(
)

q
k(~u
"
  ~u
Æ
"
)k
2
L
2
(
)
+ "k~u
"
  ~u
Æ
"
k
2
H
2
(
)

q
kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
2
L
2
(
)
+ "kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
2
H
2
(
)
d'où :
q
k(~u
"
  ~u
Æ
"
)k
2
L
2
(
)
+ "k~u
"
  ~u
Æ
"
k
2
H
2
(
)

q
kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
2
L
2
(
)
+ "kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
2
H
2
(
)
or on a :
p
"k~u
"
  ~u
Æ
"
k
H
2
(
)

q
k(~u
"
  ~u
Æ
"
)k
2
L
2
(
)
+ "k~u
"
  ~u
Æ
"
k
2
H
2
(
)
et :
q
kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
2
L
2
(
)
+ "kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
2
H
2
(
)

p
1 + "
0
kR(g
0
  g
Æ
0
; g
1
  g
Æ
1
)k
H
2
(
)
 2 
p
1 + "
0
Æ:
On obtient don nalement : k~u
"
  ~u
Æ
"
k
H
2
(
)
 2 
p
1 + "
0
Æ
p
"
.
 Pour nir, on a :
ku
"
  u
Æ
"
k
H
2
(
)
= k~u
"
+R(g
0
; g
1
)  ~u
Æ
"
 R(g
Æ
0
; g
Æ
1
)k
H
2
(
)
 k~u
"
  ~u
Æ
"
k
H
2
(
)
+ kR(g
0
; g
1
) R(g
Æ
0
; g
Æ
1
)k
H
2
(
)
 2 
p
1 + "
0
Æ
p
"
+ 2  Æ  2 
 
p
1 + "
0
+
p
"
0

Æ
p
"

On a don, en utilisant l'inégalité triangulaire, pour tout "  "
0
:
ku
Æ
"
  uk
H
2
(
)
 ku
"
  uk
H
2
(
)
+ C
Æ
p
"
|
Lorsque " tend vers 0, on a ku
"
 uk
H
2
(
)
qui tend vers 0, mais dans le même temps C
Æ
p
"
explose.
Une très petite valeur de " dans [QR
Æ
℄ peut don produire une très mauvaise solution. On voit
apparaître la néessité de xer " en fontion du niveau de bruit Æ.
Une méthode naturelle pour le faire serait de herher " qui réalise le minimum de ku
"
 
uk
H
2
(
)
+ C
Æ
p
"
(dans l'intervalle ℄0; "
0
℄). Cette idée est toutefois irréalisable en pratique, puisque
nous ne onnaissons pas la onstante C, ne onnaissant pas la onstante de ontinuité de l'opérateur
de relèvement R, et nous ne onnaissons pas la vitesse de onvergene de u
"
vers u.
Remarque : bien sûr, rien n'oblige ku
Æ
"
  uk
H
2
(
)
à se omporter en
1
p
"
en 0. Par exemple, s'il existe
w
Æ
2 H
2
(
) t.q. w
Æ
= 0, w
Æ
j 
= g
Æ
0
et 

w
Æ
j 
= g
Æ
1
, alors on sait
3
que u
Æ
"
"!0
   ! w
Æ
. On a alors
ku
Æ
"
  uk
H
2
(
)
"!0
   ! kw
Æ
  uk
H
2
(
)
, et ku
Æ
"
  uk
H
2
(
)
n'explose pas lorsque " tend vers 0. Néanmoins,
rien ne prouve que " 7! ku
Æ
"
 uk
H
2
(
)
soit minimum en 0, et il nous faut toujours trouver une méthode
pour xer " en fontion de Æ.
Illustrons le omportement de la méthode de quasi-réversibilité en présene de données bruitées :
on se plae dans le domaine 
 := ℄ 0:5; 0:5[  ℄ 0:5; 0:5[, on pose   := ℄ 0:5; 0:5[  f 0:5g [
℄ 0:5; 0:5[f0:5g. g
0
(resp. g
1
) est la trae (resp. la trae normale) sur   de la fontion harmonique
u :=
y
3
3
  x
2
y. On perturbe la donnée (g
0
; g
1
) pour obtenir une donnée bruitée (g

0
; g

1
) vériant
kg

i
  g
i
k
L
2
( )
kg
i
k
L
2
( )
= ; 8i 2 f1; 2g :
3
théorème 2.4 p.26
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Autrement dit, la donnée est perturbée par un bruit d'amplitude relative . On s'intéresse alors à
l'erreur entre la fontion u

"
solution de [QR

℄ et u en fontion de ".
10−4 10−3 10−2 10−1 100
10−6
10−5
10−4
10−3
10−2
 
 
σ = 0%
σ = 0.5%
σ = 2%
ku

h;"
  
h
(u)k
h
fontion de ", pour diérentes valeurs de . h := 1=70.
Lorsque la donnée n'est pas perturbée, on retrouve la onvergene de u
h;"
vers u déjà montrée au
2.2.5. Pour un bruit relatif de 0.5%, on voit par ontre que l'éart entre u

h;"
et u déroît pour "
variant de 1 à 10
 2
, puis roît pour " variant de 10
 2
à 10
 4
, e qui est ohérent ave l'estimation
|. Pour un niveau de bruit de 2%, l'éart entre u

h;"
et u ne fait que roître : le premier terme au
seond membre de | est omplétement absorbé par le seond.
Il nous faut don une stratégie pour xer ". Une première idée naturelle est de se ramener
dans le adre théorique des régularisations de Tyhonov : en eetuant le hangement de variable
u^ = u   R(g
0
; g
1
) diretement dans le problème [Cauhy℄, on obtient un problème de Cauhy
homogène de la forme
8
>
<
>
:
u^ = f
u^
j 
= 0


u^
j 
= 0
où f :=  R(g
0
; g
1
). On peut régulariser e problème à l'aide de la formulation de quasi-
réversibilité homogène suivante :
Problème [QRH℄ : trouver u^
"
2 V
0
t.q. 8v 2 V
0
, (u^
"
;v)
L
2
(
)
+ "(u^
"
; v)
H
2
(
)
= (f;v)
L
2
(
)
.
La donnée est maintenant f , la donnée bruitée f
Æ
=  R(g
Æ
0
; g
Æ
1
), et on a
4
kf   f
Æ
k
L
2
(
)
 2  Æ.
Le problème bruité s'érit don :
Problème [QRH
Æ
℄ : trouver u^
Æ
"
2 V
0
t.q. 8v 2 V
0
, (u^
Æ
"
;v)
L
2
(
)
+ "(u^
Æ
"
; v)
H
2
(
)
= (f
Æ
;v)
L
2
(
)
.
La formulation [QRH℄ est exatement la régularisation de Tyhonov
5
de l'opérateur  : V
0
!
L
2
(
). Dans le adre du problème de Cauhy homogène, des tehniques pour xer " fontion du
4
kf   f
Æ
k
L
2
(
)
= kR(g
0
; g
1
)   R(g
Æ
0
; g
Æ
1
)k
L
2
(
)
 kR(g
0
; g
1
)   R(g
Æ
0
; g
Æ
1
)k
H
2
(
)
 (kg
0
  g
Æ
0
k
H
3=2
( )
+ kg
1
 
g
Æ
1
k
H
1=2
( )
)  2  Æ
5
voir par exemple [EHN96℄ pour une étude très omplète des problématiques liées aux régularisations de Tyhonov
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niveau de bruit ont déjà été développées. On peut par exemple appliquer le prinipe de Morozov :
on herhe alors à xer " de tel sorte que ku^
Æ
"
  f
Æ
k
L
2
(
)
soit inférieur ou égal à kf
Æ
  fk
L
2
(
)
.
Cette approhe est étudiée dans [Bou06℄.
Une autre méthode pour xer " en fontion du niveau de bruit très utilisée dans le adre des
régularisations de Tyhonov est la "L-urve method". Cette méthode onsiste à traer la ourbe
ku^
Æ
"
k
H
2
(
)
en fontion de la norme de ku^
Æ
"
 f
Æ
k
L
2
(
)
, 'est-à-dire la norme de la solution régularisée
en fontion de la norme du résidu. Cette ourbe, paramétrée par ", a le plus souvent une forme de
L, omme illustré sur la gure suivante :
Forme typique d'une "L-urve"
Le paramètre " hoisi est alors elui qui orrespond au "oin" du L, "
opt
sur la gure, ou plus
mathématiquement elui qui orrespond à la ourbure maximum de la ourbe. Dans [EG94℄, on
étudie théoriquement ette méthode
6
. On peut la trouver mise en appliation dans [ABF06℄ et
[FABB10℄ pour des problèmes de Cauhy elliptiques.
Ces méthodes ne peuvent néanmoins pas être appliquées dans notre as : nous ne onnaissons
toujours pas la onstante de ontinuité de l'opérateur de relèvement R, et don nous ne pouvons
pas réperuter orretement le niveau d'erreur sur la donnée au bord (g
0
; g
1
) sur le niveau d'erreur
sur la donnée volumique f . Un exemple présenté dans [CKP09℄ illustre bien ette problèmatique :
on onsidère le demi-plan

(x; y) 2 R2 j y > 0
	
. Pour ette géométrie, il est faile de réer un relè-
vement R de la donnée (g
0
; g
1
), ouple de fontions de la droite réelle : il sut de prendre
R(g
0
; g
1
)(x; y) := g
0
(x)  yg
1
(x):
On obtient alors au seond membre
f(x; y) =  g
00
0
(x) + yg
00
1
(x):
On voit que l'on devra faire une double diérentiation numérique, proessus très instable, notam-
ment si la donnée n'est que L
2
. Et même si on régularise ette diérentiation, nous ne pourrons
pas trouver de onstante de ontinuité pour notre opérateur de relèvement numérique, sauf à faire
des hypothèses très fortes de régularité sur la donnée.
Au vu de tout ei, notre objetif est maintenant double :
 régulariser la donnée bruitée (g
Æ
0
; g
Æ
1
), an de pouvoir légitimement l'utiliser dans une formu-
lation [QR℄
 xer " en fontion du niveau de bruit Æ.
6
dans et artile, on montre d'ailleurs que hoisir le " orrespondant au maximum de ourbure n'est pas exatement
le bon hoix, et on présente une méthode plus élaborée de hoix à partir de la L-urve
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3.3 Une formulation basée sur la dualité
Pour remplir notre double objetif, nous allons provisoirement oublier la quasi-réversibilité.
Avant toute hose, il faut bien omprendre qu'il est illusoire d'espérer retrouver u solution du
problème [Cauhy℄ à partir de la donnée bruitée (g
Æ
0
; g
Æ
1
), à ause de l'instablilité du problème
7
.
L'information à notre disposition se réduit à : u appartient à l'ensemble
n
v 2 H
2
(
) jv = 0; kv
j 
  g
Æ
0
k
L
2
( )
 Æ; k

v
j 
  g
Æ
1
k
L
2
( )
 Æ
o
:
Notre objetif va dorénavant être de onstruire un élément u
Æ
de et ensemble. On suit ainsi le
prinipe de Morozov suivant : il ne sert à rien de vouloir être plus préis que la préision de la
donnée. u
Æ
est en eet une fontion harmonique qui ne s'éloigne pas plus de la donnée bruitée que
u, la solution de [Cauhy℄.
Pour onstruire u
Æ
, nous allons résoudre un problème d'optimisation par dualité. Cei nous
fournira nalement une donnée régularisée et le paramètre " pour la méthode de quasi-réversibilité.
3.3.1 Un problème d'optimisation
On pose Y := L
2
( ) L
2
( ) L
2
(
). Pour p = (p
0
; p
1
; p
2
) et q = (q
0
; q
1
; q
2
) deux éléments de
Y , on pose (p; q)
Y
:= (p
0
; q
0
)
L
2
( )
+ (p
1
; q
1
)
L
2
( )
+ (p
2
; q
2
)
L
2
(
)
. (:; :)
Y
dénit un produit salaire
sur Y , et (Y; (:; :)
Y
) est un espae de Hilbert
8
.
On dénit l'opérateur A : H
2
(
)! Y tel que 8u 2 H
2
(
); Au = (u
j 
; 

u
j 
;u).
Étude de l'opérateur A
Propriété 3.3 A est un opérateur ontinu injetif.
Preuve : on sait que 8
2
4
u
1
u
2
u
3
3
5
2 R
3
;
q
u
2
1
+ u
2
2
+ u
2
3
 ju
1
j+ ju
2
j+ ju
3
j: On a don, pour tout u 2 H
2
(
) :
kAuk
Y


kuk
L
2
(
)
+ ku
j 
k
L
2
( )
+ k

u
j 
k
L
2
( )

:
La ontinuité de l'opérateur trae et trae normale pour les éléments de H
2
(
) nous donne alors l'existene d'une
onstante C > 0 telle que :
kAuk
Y
 Ckuk
H
2
(
)
:
L'injetivité de A est une onséquene direte de l'uniité de la solution du problème de Laplae ave données de
Cauhy
9
.

Propriété 3.4 Im(A) = Y .
Lemme 3.1 8u 2 H
2
(
); 8v 2 L
2
(
;) :=

v 2 L
2
(
)jv 2 L
2
(
)
	
;
Z


uv   uv dx = h

u; vi
H
1
2
(
);H
 
1
2
(
)
  hu; 

vi
H
3
2
(
);H
 
3
2
(
)
: (3.1)
Preuve : voir [LM68℄.
7
e que nous voulons dire ii, 'est que nous ne pouvons pas être sûr de retrouver u à partir de (g
Æ
0
; g
Æ
1
). La méthode
que nous allons mettre en plae pourrait nous donner u, mais quand bien même e serait le as, nous n'aurions auun
moyen de savoir que nous avons retrouvé la solution exate de [Cauhy℄.
8
f théorème 5.16 de [Gon98℄
9
théorème 1.2 p.12
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
Preuve de la proposition 3.4 : soit y = (f; g; h) 2 Y tel que pour tout u 2 H
2
(
), (Au; y)
Y
= 0. On a
don, pour tout u 2 H
2
(
),
Z


u f dx+
Z
 
u g d +
Z
 
u
n
h d = 0 (3.2)
Posant u =  2 C
1

(
) dans (3.2), on obtient
R


 f dx = 0; 8 2 C
1

(
). On a don f = 0, e qui
implique en partiulier f 2 L
2
(
;). En appliquant la formule (3.1), et en utilisant f = 0, on obtient, pour
tout u 2 H
2
(
)
Z


u f dx = h

u; fi
H
1
2
(
);H
 
1
2
(
)
  hu; 

fi
H
3
2
(
);H
 
3
2
(
)
: (3.3)
(3.2) et (3.3) donne, pour tout u 2 H
2
(
) :
Z
 
u g d +
Z
 
u

h d =  h

u; fi
H
1
2
(
);H
 
1
2
(
)
+ hu; 

fi
H
3
2
(
);H
 
3
2
(
)
: (3.4)
Pour s 2 f1=2; 3=2g, on dénit H
s
00
( ) (resp. H
s
00
( 

)) omme l'ensemble des ' 2 H
s
( ) (resp. 2 H
s
( 

))
t.q. le prolongement par 0 de ' sur 
n  (resp. 
n 

), noté ~', vérie ~' 2 H
s
(
). On dénit H
 s
( ) (resp.
H
 s
( 

)) l'ensemble des restritions des éléments de H
 s
(
) sur   (resp.  

). Enn, on note h:; :i
H
s
00
( );H
 s
( )
(resp. h:; :i
H
s
00
( 

);H
 s
( 

)
) le rohet de dualité entre H
s
00
( ) et H
 s
( ) (resp. H
s
00
( 

) et H
 s
( 

)).
Soit ' 2 H
1=2
00
( ). Par dénition, ~' est un élément de H
1=2
(
). Il existe
10
u(') 2 H
2
(
) tel que u(')
j

=
~' et 

u(')
j

= 0. En injetant ela dans (3.4), on obtient, pour tout ' 2 H
1=2
00
( ) :
Z
 
'g d = h ~'; 

fi
H
1
2
(
);H
 
1
2
(
)
= h'; 

fi
H
1
2
00
( );H
 
3
2
( )
d'où l'on déduit g = 

f sur  . Par un raisonnement analogue, on obtient  h = f sur  .
Soit maintenant ' 2 H
1=2
00
( 

). Par un raisonnement équivalent au préédent, on obtient :
h'; 

fi
H
3
2
00
( 

);H
 
3
2
( 

)
= 0
soit 

f = 0 sur  

. Par un raisonnement analogue, on obtient f = 0 sur  

. On peut alors utiliser l'uniité
de la solution du problème de Laplae ave données de Cauhy dans L
2
(
;)
11
, qui nous donne f = 0, e qui
implique diretement g = h = 0.

Les deux propriétés préédentes impliquent diretement la
Propriété 3.5 A

est un opérateur linéaire ontinu et injetif de Y dans H
2
(
)
12
.
Un problème d'optimisation sous ontraintes
Soit   0. On dénit :
C
Æ

=
n
v 2 H
2
(
) jAv 2 B(g
Æ
0
; Æ) B(g
Æ
1
; Æ) B(0; )
o
où B(x; r) désigne la boule de entre x et de rayon r pour la norme L
2
appropriée. On pose
également F := v 2 H
2
(
) 7!
1
2
kvk
2
H
2
(
)
.
On va s'intéreser au problème d'optimisation suivant :
Problème [P
Æ

℄ : trouver u
Æ

2 C
Æ

t.q. F (u
Æ

) = inf
v2C
Æ

F (v).
10
'est une onséquene de la surjetivité de l'opérateur u 2 H
2
(
) 7! (u


; 

u
j

) 2 H
3=2
(
)H
1=2
(
), voir
le théorème 1.5.1.2 p.37 de [Gri85℄. On peut d'ailleurs prendre u(') = R( ~'; 0).
11
voir proposition 1 dans [Bou06℄
12
on identie ii H
2
et Y à leurs duaux respetifs
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Propriété 3.6 le problème [P
Æ

℄ admet une unique solution.
Preuve : F est une fontion ontinue, oerive et stritement onvexe de H
2
(
). C
Æ

est un ensemble non vide,
ar u 2 C
Æ

. Il est fermé, par ontinuité de l'appliation A. Enn il est onvexe, par linéarité des appliations
trae, trae normale et , et par onvexité des boules B(g
Æ
0
; Æ), B(g
Æ
1
; Æ) et B(0; ). Il sut alors d'appliquer la
proposition 1.2 p.34 de [TE74℄ :
- soit V un espae de Banah réexif, et C un ensemble onvexe fermé non vide de V . Soit F : C ! R une
fontion onvexe, s..i. et oerive. Alors il existe au moins un élément u de C t.q. F (u) = inf
v2V
F (v).
Si de plus F est stritement onvexe, alors u est unique.

La solution u
Æ
:= u
Æ
0
du problème [P
Æ
0
℄ est la fontion H
2
(
) harmonique de norme minimale
vériant u
j 
2 B(g
Æ
0
; Æ) et 

u
j 
2 B(g
Æ
1
; Æ). Elle vérie don le prinipe de Morozov que nous
désirions. C'est dorénavant la fontion que nous allons reherher.
Théorème 3.1
lim
Æ!0
ku
Æ
  uk
H
2
(
)
= 0
lim
!0
ku
Æ

  u
Æ
k
H
2
(
)
= 0
Preuve :
 soit (Æ
n
)
n2N une suite de réels stritement positifs tendant vers 0. Pour tout n, on a u 2 C
Æ
n
0
, et omme u
Æ
n
est solution de [P
Æ
n
0
℄, on a ku
Æ
n
k
H
2
(
)
 kuk
H
2
(
)
. On en déduit l'existene de w 2 H
2
(
) et d'une sous-suite
Æ
n
0
tels que la suite u
Æ
n
0
tend faiblement vers w dans H
2
(
).
Les appliations v 7! v, v 7! v
j 
et v 7! 

v
j 
étant linéaires et fortement ontinues sur H
2
(
), elles sont
faiblement ontinues
13
. Comme pour tout n
0
, u
Æ
n
0
2 C
Æ
n
0
0
, on a, par passage à la limite, w = 0, w
j 
= g
0
et


w
j 
= g
1
. Par uniité de la solution du problème de Laplae ave données de Cauhy
14
, on obtient w = u. On
a :
ku
Æ
n
0
  uk
2
H
2
(
)
= ku
Æ
n
0
k
2
H
2
(
)
  2 (u
Æ
n
0
; u)
H
2
(
)
+ kuk
2
H
2
(
)
 2 kuk
2
H
2
(
)
  2 (u
Æ
n
0
; u)
H
2
(
)
n
0
!1
    ! 0:
u
Æ
n
0
tend don fortement vers u dans H
2
(
). En appliquant le lemme 2.1 p.22, on obtient nalement que u
Æ
tend fortement vers u dans H
2
(
) lorsque Æ tend vers 0.
 on montre pratiquement exatement de la même manière que u
Æ

!0
   ! u
Æ
. Il sut simplement d'utiliser
l'uniité de la solution du problème [P
Æ
0
℄ à la plae de l'uniité de la solution du problème de Cauhy.

Pour obtenir u
Æ

, nous devons résoudre [P
Æ

℄, qui est un problème d'optimisation sous ontraintes,
don un problème diile. Pour éliminer ette diulté, nous allons utiliser la dualité en analyse
onvexe (f la deuxième partie de [TE74℄), qui va nous permettre de transformer e problème sous
ontrainte en un problème sans ontrainte. Le paramètre  va ii jouer un rle important.
Étude du problème dual
Rappelons ii le théorème de Fenhel-Rokafellar
15
:
Théorème 3.2 soit V et Y deux espaes de Hilbert, V

et Y

les espaes duaux orrespon-
dants. Soit A : V ! Y un opérateur ontinu, A

: Y

! V

son adjoint. Soit J : V  Y ! R
une fontion onvexe et J

: V

 Y

sa fontion polaire
16
.
13
f théorème III.9 de [Bre05℄
14
théorème 1.2 p.12
15
f théorème 4.1 p.58 de [TE74℄
16
f dénition 4.1 p 16 de [TE74℄
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On onsidère le problème de minimisation primal [P℄
inf
v2V
J(v;A

v)
et le problème de maximisation dual onrrespondant [P

℄
sup
y

2Y

 J

(A

p

; p

)
Si inf[P℄ est ni, et s'il existe v
0
2 V t.q. J(v
0
; Av
0
) <1 et y 7! J(v
0
; y) et ontinue en Av
0
,
alors inf[P℄ = sup[P

℄ et le problème [P

℄ admet au moins une solution.
Pour se mettre dans le adre d'appliation de e théorème, nous allons érire diéremment le
problème [P
Æ

℄. On dénit la fontion 
Æ

: L
2
( ) L
2
( ) L
2
(
)! R par :
8p := (p
0
; p
1
; p
2
) 2 Y; 
Æ

(p) :=
(
0 si p 2 B(g
Æ
0
; Æ) B(g
Æ
1
; Æ) B(0; )
+1 sinon
Comme B(g
Æ
0
; Æ)B(g
Æ
1
; Æ)B(0; ) est un ensemble onvexe, 
Æ

est onvexe
17
. En posant J(v; p) =
F (v) + 
Æ

(p), on peut réerire le problème [P
Æ

℄ :
Problème [P
Æ

℄ : trouver u
Æ

2 H
2
(
) t.q. J(u
Æ

; Au
Æ

) = inf
v2H
2
(
)
J(v;Av).
Intéressons nous maintenant au problème dual [P
Æ

℄. Puisque J(u;Au) := F (u) +
Æ

(Au), on a
18
J

(A

p; p) := F

(A

p) + 
Æ

( p). On obtient :
Problème [P
Æ

℄ : trouver p
Æ

2 Y tel que F

(A

p) + 
Æ

( p) = inf
q2Y
F

(A

q) + 
Æ

( q):
Propriété 3.7 8p 2 Y , p = (p
0
; p
1
; p
2
), on pose G
Æ

(p) = F

(A

p) + 
Æ

( p). On a :
G
Æ

(p) =
1
2
kA

pk
2
H
2
(
)
+ Ækp
0
k
L
2
( )
  (g
Æ
0
; p
0
)
L
2
( )
+ Ækp
1
k
L
2
( )
  (g
Æ
1
; p
1
)
L
2
( )
+ kp
2
k
L
2
(
)
Preuve : on a, pour tout u 2 H
2
(
) :
F

(u) = sup
v2H
2
(
)
((u; v)
H
2
(
)
  F (v))
= sup
v2H
2
(
)

(u; v)
H
2
(
)
 
1
2
kvk
2
H
2
(
)

=
1
2
kuk
2
H
2
(
)
ar, pour tout v 2 H
2
(
), (u; v)
H
2
(
)
 
1
2
kvk
2
H
2
(
)

1
2

kuk
2
H
2
(
)
+ kvk
2
H
2
(
)

 
1
2
kvk
2
H
2
(
)
=
1
2
kuk
2
H
2
(
)
,
ette valeur étant atteinte en v = u.
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On a, pour tout p 2 Y (on pose Y
ad
=
n
q 2 Y j q 2 B(g
Æ
0
; Æ) B(g
Æ
1
; Æ) B(0; )
o
) :

Æ

(p) = sup
q2Y
(p; q)
Y
  
Æ

(q)
= sup
q2Y
ad
(p; q)
Y
= sup
q2Y
ad
(p
0
; q
0
)
L
2
( )
+ (p
1
; q
1
)
L
2
( )
+ (p
2
; q
2
)
L
2
(
)
= sup
q2Y
ad
(p
0
; g
Æ
0
)
L
2
( 
0
)
+ Æ(p
0
;
q
0
  g
Æ
0
Æ
)
L
2
( 
0
)
+ (p
1
; g
Æ
1
)
L
2
( 
0
)
+ Æ(p
1
;
q
1
  g
Æ
1
Æ
)
L
2
( 
0
)
+ (p
2
;
q
2

)
L
2
(
)
= (p
0
; g
Æ
0
) + Ækp
0
k
L
2
( 
0
)
+ (p
1
; g
Æ
1
)
L
2
( 
0
)
+ Ækp
1
k
L
2
( 
0
)
+ kp
0
k
L
2
(
)
:

On peut don réerire [P
Æ

℄ :
Problème [P
Æ

℄ : trouver p
Æ

2 Y tel que G
Æ

(p
Æ

) = inf
q2Y
G
Æ

(q)
Propriété 3.8 Pour tout  > 0, le problème [P
Æ

℄ admet une unique solution p
Æ

.
Preuve : G
Æ

est une fontion ontinue et stritement onvexe sur Y (il est diret que G
Æ

est ontinue et onvexe,
'est une fontion stritement onvexe ar l'opérateur A

est injetif et don p 7! kA

pk
2
H
2
(
)
est stritement
onvexe). Supposons qu'elle ne soit pas oerive. Il existe alors (p
n
)
n2N 2 Y
N
et C 2 R tels que kp
n
k
Y
n!1
    ! 1
et G
Æ

(p
n
) < C. Posons 
n
= kp
n
k
Y
et q
n
=
p
n

n
. On a :
G
Æ

(p
n
)

2
n
=
1
2
kA

q
n
k
2
H
2
(
)
+


n
kq
n;2
k
L
2
(
)
+
1

n

Æ
 
kq
n;0
k
L
2
( )
+ kq
n;1
k
L
2
( )

  (g
Æ
0
; q
n;0
)
L
2
( )
+ (g
Æ
1
; q
n;1
)
L
2
( )

d'où l'on déduit :
1
2
kA

q
n
k
2
H
2
(
)

C

2
n
+
1

n
 
(g
Æ
0
; q
n;0
)
L
2
( )
+ (g
Æ
1
; q
n;1
)
L
2
( )


C

2
n
+
1

n
 
kg
Æ
0
k
L
2
( )
+ kg
Æ
1
k
L
2
( )

et don A

q
n
H
2
(
)
    !
n!0
0. Comme kq
n
k
Y
= 1, on peut extraire de (q
n
)
n2N une sous-suite (notée qn également)
qui onverge faiblement dans Y vers q 2 Y . Comme A

est linéaire et ontinu, il est faiblement ontinu
19
, et
A

q
n
n!1
    ! A

q. On a don A

q = 0, d'où, omme A

est injetif, q = 0, et q
n
* 0. Enn, on a :
G
Æ

(p
n
)  
n

kq
n;2
k
L
2
(
)
+ Æ(kq
n;0
k
L
2
( )
+ kq
n;1
k
L
2
( )
)  (g
Æ
0
; q
n;0
)
L
2
( )
  (g
Æ
1
; q
n;1
)
L
2
( )

 
n

min(; Æ)(kq
n;2
k
L
2
(
)
+ kq
n;0
k
L
2
( )
+ kq
n;1
k
L
2
( )
)  (g
Æ
0
; q
n;0
)
L
2
( )
  (g
Æ
1
; q
n;1
)
L
2
( )

 
n

min(; Æ)  (g
Æ
0
; q
n;0
)
L
2
( )
  (g
Æ
1
; q
n;1
)
L
2
( )

    !
n!1
1:
On a de nouveau utilisé ii l'inégalité
p
u
2
1
+ u
2
2
+ u
2
3
 ju
1
j + ju
2
j + ju
3
j; 8

u
1
u
2
u
3

2 R
3
. On aboutit
don à une ontradition, et G
Æ

est oerive.
Finalement, omme G
Æ

est ontinue, stritement onvexe et oerive sur Y , on obtient l'existene d'un unique
p
Æ

2 Y tel que :
G
Æ

(p
Æ

) = inf
q2Y
G
Æ

(q)

Remarque : ette démonstration ne s'applique pas au as  = 0, puisque dans e as min(; Æ) = 0, et
on perd la oerivité de G

.
19
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Propriété 3.9 Pour tout  > 0, G
Æ

(p
Æ

) =  
1
2
ku
Æ

k
2
H
2
(
)
et u
Æ

= A

p
Æ

.
Preuve : on va avoir besoin du résultat suivant
20
:
 soit V un espae de Banah, F une fontion de V dans R, F  sa polaire. Alors v 2 F (v) (sous-diérentiel
de F en v) si et seulement si :
F (v) + F

(v

) =< v; v

>
On a, pour tout p 2 Y G
Æ

(p) = F

(A

p) + 
Æ

( p). Pour tout p 2 Y , on a F

(A

p) < 1 et 
Æ

( p) < 1,
ave F

ontinue en A

p, et F

et 
Æ

onvexe. On a de plus inf
p2Y
G
Æ

(p) >  1. On en déduit (f théorème
3.2) que le problème [P
Æ

℄ est stable, et don :
inf
p2Y
G
Æ

(p) =  ( inf
v2H
2
(
)
F (v) + 
Æ

(Av)) =  
1
2
ku
Æ

k
2
H
2
(
)
:
Cei nous donne également :
F

(A

p
Æ

) + F (u
Æ

) + 
Æ

(Au
Æ

) + 
Æ

( p
Æ

) = 0
e que l'on peut réérire :

F

(A

p
Æ

) + F (u
Æ

)  (A

p
Æ

; u
Æ

)
H
2
(
)

+


Æ

(Au
Æ

) + 
Æ

( p
Æ

)  ( p
Æ

; Au
Æ

)
Y

= 0:
Par dénition de la fontion polaire, haune des expressions entre rohets est positive ou nulle. Comme leur
somme est nulle, elles sont toutes les deux nulles, et on en déduit :
F

(A

p
Æ

) + F (u
Æ

)  (A

p
Æ

; u
Æ

)
H
2
(
)
= 0
e qui est équivalent à A

p
Æ

2 F (u
Æ

).
Rappelons que pour tout v 2 H
2
(
), F (v) =
1
2
kvk
2
H
2
(
)
. F est Frehet diérentiable sur H
2
(
), de
diérentielle F
0
(v) = v. Don pour tout v 2 H
2
(
), F (v) = fvg. On en déduit A

p
Æ

= u
Æ

.

Évidemment, si [P
Æ
0
℄ admettait une solution p
Æ
0
, qui serait alors unique, on aurait de la même
manière u
Æ
= A

p
Æ
0
, la démonstration de la propriété 3.9 étant toujours valable. Mais il n'est pas
sûr que e soit le as, ar on ne peut plus démontrer que G
Æ
0
est oerive sur Y (voir remarque
p.61). On n'est don pas assuré de pouvoir obtenir u
Æ
par résolution du problème dual [P
Æ
0
℄.
Nous pouvons néanmoins obtenir ertains résultats sur [P
Æ
0
℄ :
Propriété 3.10 inf
p2Y
G
Æ
0
(p) =  
1
2
ku
Æ
k
2
H
2
(
)
= lim
!0
+
G
Æ
0
(p
Æ

).
Preuve : on a, pour tout p 2 Y , G
Æ

(p)  G
Æ

(p
Æ

) =  
1
2
ku
Æ

k
2
H
2
(
)
. On en déduit G
Æ
0
(p) + kp
2
k
L
2
(
)

 
1
2
ku
Æ

k
2
H
2
(
)
. En passant à la limite lorsque  tend vers 0, on obtient G
Æ
0
(p)   
1
2
ku
Æ
k
2
H
2
(
)
, et don
inf
p2Y
G
Æ
0
(p)   
1
2
ku
Æ
k
2
H
2
(
)
.
On a de plus : kp
Æ
;2
k
L
2
(
)
= G
Æ

(p
Æ

) G
Æ
0
(p
Æ

)   
1
2
h
ku
Æ

k
2
H
2
(

  ku
Æ
k
2
H
2
(
)
i
!0
+
    ! 0.
Finalement :G
Æ
0
(p
Æ

) = G
Æ

(p
Æ

) kp
Æ
;2
k
L
2
(
)
!0
+
    !  
1
2
ku
Æ
k
2
H
2
(
)
, e qui implique inf
p2Y
G
Æ
0
(p) =  
1
2
ku
Æ
k
2
H
2
(
)

Nous avons don maintenant une méthode à notre disposition pour approher la fontion u
Æ
:
pour  > 0 petit, nous pouvons résoudre le problème [P
Æ

℄, sa solution p
Æ

nous donnant alors
immédiatement u
Æ

par la relation de la propriété 3.9 u
Æ

= A

p
Æ

. Le théorème 3.1 assure que plus
on prend un  petit, plus u
Æ

est prohe de u
Æ
. De la sorte, u
Æ

solution du problème [P
Æ

℄ joue
vis-à-vis de u
Æ
solution de [P
Æ
0
℄ le même rle que u
"
solution du problème [QR℄ vis-à-vis de u
solution du problème [Cauhy℄.
Il nous reste maintenant à faire le lien entre le problème [P
Æ

℄ et la méthode de quasi-réversibilité,
e qui est l'objet de la prohaine partie.
20
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3.3.2 Lien ave la quasi-réversibilité
Commençons par démontrer les deux lemmes suivants :
Lemme 3.2 kg
Æ
0
k
L
2
( )
 Æ et kg
Æ
1
k
L
2
( )
 Æ , u
Æ
= 0, 8 > 0; u
Æ

= 0, 8 > 0; p
Æ

= 0.
Preuve :
 pour  > 0, on a diretement u
Æ

= 0, p
Æ

= 0, puisque u
Æ

= A

p
Æ

et A

injetif.
 kg
Æ
0
k
L
2
( )
 Æ et kg
Æ
1
k
L
2
( )
 Æ ) 0 2 C
Æ

. Or 8v 2 C
Æ

, kvk
2
H
2
(
)
 0. On a don u
Æ

= 0, par uniité de
la solution du problème [P
Æ

℄. Réiproquement, u
Æ

= 0) 0 2 C
Æ

) kg
Æ
0
k
L
2
( )
 Æ et kg
Æ
1
k
L
2
( )
 Æ.
 on obtient de la même manière kg
Æ
0
k
L
2
( )
 Æ et kg
Æ
1
k
L
2
( )
 Æ , u
Æ
= 0.

Lemme 3.3 On a équivalene entre les deux propriétés suivantes :
H uÆ = 0
N 8v 2 V
0
, (u
Æ
; v)
H
2
(
)
= 0.
Preuve : il est évident que H) N.
Supposons que N soit vrai. Alors 8' 2 C1

(
), (u
Æ
; ')
H
2
(
)
= 0. On obtient alors failement :
8' 2 C
1

(
); hu
Æ
 u
Æ
+ u
Æ
; ' i = 0:
Mais par dénition de u
Æ
, on a u
Æ
= 0 et don u
Æ
= 0. On en déduit don : 8' 2 C
1

(
), hu
Æ
; 'i = 0, e
qui implique u
Æ
= 0.

Le lemme 3.2 nous montre que kg
Æ
i
k
L
2
( 
0
)
 Æ; 8i 2 f0; 1g ) u
Æ

= 0. On formule alors l'hypothèse
suivante :
Hypothèse [H℄ : il existe i 2 f0; 1g t.q. kg
Æ
i
k
L
2
( 
0
)
> Æ.
Cette hypothèse signie que le "signal" g
Æ
i
est plus important que le bruit, ou enore que l'on
distingue "l'information" du bruit.
Propriété 3.11 Sous l'hypothèse [H℄, il existe 
0
> 0 tel que 8; 0 <  < 
0
, p
Æ
;2
6= 0.
Preuve : supposons que e ne soit pas le as. Alors il existe (
n
)
n2N t.q. n
n!1
    ! 0 et p
Æ

n
;2
= 0.
Soit v 2 V
0
. On a, pour tout n 2 N :
(p
Æ

n
; Av)
Y
= (p
Æ

n
;2
;v)
L
2
(
)
+ (p
Æ

n
;0
; v
j 
)
L
2
( )
+ (p
Æ

n
;1
; 

v
j 
)
L
2
( )
= 0
et (p
Æ

n
; Av)
Y
= (A

p
Æ

n
; v)
H
2
(
)
= (u
Æ

n
; v)
H
2
(
)
n!1
    ! (u
Æ
; v)
H
2
(
)
. On déduit alors du lemme 3.3 que
u
Æ
= 0, d'où d'après le lemme 3.2, kg
Æ
0
k
L
2
(
)
 Æ et kg
Æ
1
k
L
2
(
)
 Æ, e qui est en ontradition ave [H℄.

Remarque : le lemme 3.2 nous montre que nous avons en fait ii une équivalene.
Propriété 3.12 Sous l'hypothèse [H℄, 8; 0 <  < 
0
, u
Æ

=  
 p
Æ
;2
kp
Æ
;2
k
L
2
( 
0
)
.
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Preuve : on sait (proposition 3.9) que G

(p
Æ

) =  
1
2
ku
Æ

k
2
H
2
(
)
, d'où l'on déduit :
ku
Æ

k
2
H
2
(
)
+ kp
Æ
;2
k
L
2
(
)
+ Ækp
Æ
;0
k
L
2
( )
  (g
Æ
0
; p
Æ
;0
)
L
2
( )
+ Ækp
Æ
;1
k
L
2
( )
  (g
Æ
1
; p
Æ
;1
)
L
2
( )
= 0
et l'on sait (toujours proposition 3.9) que A

p
Æ

= u
Æ

, d'où l'on déduit :
ku
Æ

k
2
H
2
(
)
= (u
Æ

; A

p
Æ

)
H
2
(
)
= (Au
Æ

; p
Æ

)
Y
= (u
Æ

; p
Æ
;2
)
L
2
(
)
+ (u
Æ
j 
; p
Æ
;0
)
L
2
( )
+ (

u
Æ
j 
; p
Æ
;1
)
L
2
( )
En rassemblant es deux expressions, on obtient :

(u
Æ

; p
Æ
;2
)
L
2
(
)
+ kp
Æ
;2
k
L
2
(
)

+
h
(u
Æ
j 
  g
Æ
0
; p
Æ
;0
)
L
2
( )
+ Ækp
Æ
;0
k
L
2
( )
i
+
h
(

u
Æ
j 
  g
Æ
1
; p
Æ
;1
)
L
2
( )
+ Ækp
Æ
;1
k
L
2
( )

= 0
Comme par dénition de u
Æ

, ku
Æ

k
L
2
(

 , ku
Æ
j 
  g
Æ
0
k
L
2
( )
 Æ et k

u
Æ
j 
  g
Æ
1
k
L
2
( )
 Æ, les trois
expressions entre rohets sont positives ou nulles. Puisque leur somme est nulle, elles sont toutes nulles. En
partiulier, (u
Æ

; p
Æ
;2
)
L
2
(
)
+kp
Æ
;2
k
L
2
(
)
= 0, e qui implique, puisque p
Æ
;2
6= 0 (as d'égalité dans l'inégalité
de Cauhy-Shwartz),
u
Æ

=  
 p
Æ
;2
kp
Æ
;2
k
L
2
(
)

Remarque : on a don ku
Æ

k
L
2
(
)
= , la ontrainte sur le laplaien est saturée.
On aurait pu montrer e résultat autrement : soit , 0 <  < 
0
. On sait que p
Æ
;2
6= 0. De plus, par
dénition de p
Æ

, on a, pour tout q 2 Y , pour tout t 2 R, GÆ

(p
Æ

+ tq)   G
Æ

(p
Æ

)  0. Soit t 2 R et
q
2
2 L
2
(
). On pose q = (0; 0; q
2
) 2 Y . On obtient alors :
G
Æ

(p
Æ

+ tq) G
Æ

(p
Æ

) = t
"
(A

p
Æ

; A

q)
H
2
(
)
+

kp
Æ
;2
k
L
2
(
)
(p
Æ
;2
; q
2
)
L
2
(
)
#
+ o(t)  0; 8t:
On en déduit : 8q
2
2 L
2
(
), (A

p
Æ

; A

q)
H
2
(
)
+

kp
Æ
;2
k
L
2
(
)
(p
Æ
;2
; q
2
)
L
2
(
)
= 0. Mais
(A

p
Æ

; A

q)
H
2
(
)
= (u
Æ

; A

q)
H
2
(
)
= (Au
Æ

; q)
Y
= (u
Æ

; q
2
)
L
2
(
)
:
Le résultat suit.
Remarquons que si p
Æ
;0
6= 0 (resp. p
Æ
;1
6= 0), nous avons montré dans la preuve de la propriété
3.12 que u
Æ
j 
= g
Æ
0
  Æ
p
Æ
;0
kp
Æ
;0
k
L
2
( )
(resp. 

u
Æ
j 
= g
Æ
1
  Æ
p
Æ
;1
kp
Æ
;1
k
L
2
( )
). On voit apparaître ii la
régularisation des données bruitées : on enlève à une fontion de L
2
( ) une autre fontion de
L
2
( ), et on obtient nalement une fontion de la régularité désirée, soit H
3=2
( ) et H
1=2
( ).
Propriété 3.13 sous l'hypothèse [H℄, on a : 9i 2 f0; 1g j p
Æ
;i
6= 0.
Preuve : on a G
Æ

(p
Æ

) =  
1
2
ku
Æ

k
2
H
2
(
)
< 0. Or si on avait p
Æ
;0
= p
Æ
;1
= 0, on aurait G
Æ

(p
Æ

)  0.

On peut maintenant formuler le prinipal résultat de ette partie. On pose (h
Æ
;0
; h
Æ
;1
) =
(u
Æ
j 
; 

u
Æ
j 
) 2 H
3=2
( )H
1=2
( ).
Théorème 3.3 Si kg
Æ
0
k
L
2
( )
> Æ ou kg
Æ
1
k
L
2
( )
> Æ, alors 9
0
> 0 tel que 8; 0 <  < 
0
,
p
Æ
;2
6= 0 et u
Æ

est la solution du problème [QR℄ ave pour données (h
Æ
;0
; h
Æ
;1
) et
"
Æ

=

kp
Æ
;2
k
L
2
(
)
Si kg
Æ
0
k
L
2
( )
 Æ et kg
Æ
1
k
L
2
( )
 Æ, alors u
Æ

= 0.
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Preuve du théorème 3.3 : le lemme 3.2 nous montre déjà que kg
Æ
i
k
L
2
( )
 Æ pour tout i 2 f0; 1g ) u
Æ

= 0.
Supposons maintenant : 9i 2 f0; 1g ; kg
Æ
i
k
L
2
( )
> Æ. Soit  vériant 0 <  < 
0
, et v 2 V
0
. On a, d'après la
proposition 3.12 :
(u
Æ

;v)
L
2
(
)
+ (
 p
Æ
;2
kp
Æ
;2
k
L
2
(
)
;v)
L
2
(
)
= 0:
On a de plus :
(
 p
Æ
;2
kp
Æ
;2
k
L
2
(
)
;v)
L
2
(
)
=

kp
Æ
;2
k
L
2
(
)
(p
Æ
;2
;v)
L
2
(
)
=

kp
Æ
;2
k
L
2
(
)
(p
Æ

; Av)
Y
(puisque v 2 V
0
)
=

kp
Æ
;2
k
L
2
(
)
(A

p
Æ

; v)
H
2
(
)
=

kp
Æ
;2
k
L
2
(
)
(u
Æ

; v)
H
2
(
)
Le résultat annoné vient alors de l'uniité de la solution du problème [QR℄.

Le théorème 3.3 a pour onséquene immédiate la proposition suivante :
Propriété 3.14 Sous l'hypothèse [H℄, lim
!0

kp
Æ
;2
k
L
2
(
)
= 0, soit "
Æ

!0
   ! 0.
Preuve : on sait que sous l'hypothèse [H℄, (u
Æ

;v)
L
2
(
)
+

kp
Æ
;2
k
L
2
(
)
(u
Æ

; v)
H
2
(
)
= 0; 8 0 <  < 
0
,
8v 2 V
0
. De plus, on sait que u
Æ

H
2
(
)
    !
!0
u
Æ
et omme ku
Æ

k
L
2
(
)
 , u
Æ

L
2
(
)
    !
!0
0. Le lemme 3.3 nous
donne également l'existene de v
0
2 V
0
t.q. (u
Æ
; v
0
)
H
2
(
)
6= 0. Le résultat est alors immédiat.

Conlusion : en présene d'une donnée bruitée, nous avons tout d'abord déni u
Æ
, unique solution
du problème d'optimisation sous ontrainte [P
Æ
0
℄, et fontion vériant le prinipe de Morozov que
nous avons déidé de suivre. Nous avons aussi déni u
Æ

, unique solution du problème d'optimisation
[P
Æ

℄, ave  onstante positive relâhant la ontrainte sur le laplaien. Nous avons montré que
u
Æ

!0
   ! u
Æ
: u
Æ

apparaît omme une bonne approximation de u
Æ
si on hoisit  petit.
Nous avons alors montré que le problème dual [P
Æ

℄ de [P
Æ

℄ était un problème d'optimisation sans
ontrainte, qui admet une unique solution p
Æ

pour  > 0. De plus, nous avons vu que u
Æ

= A

p
Æ

.
Ainsi, la résolution de [P
Æ

℄, plus simple que elle de [P
Æ

℄, nous permet failement d'obtenir u
Æ

.
Finalement, nous avons montré que la solution u
Æ

de [P
Æ

℄ pour  > 0 est également solution
d'un problème de quasi-réversibilité, ave une donnée régularisée et un paramètre " que nous
avons expliités : nous avons ainsi rempli notre double objetif initial.
Nous pourrions néanmoins nous demander si nous n'avons pas simplement déplaé le problème
de xer le paramètre " à elui de xer le paramètre . Il n'en est rien : en eet, s'il n'était pas
légitime de faire tendre " vers 0 en présene d'une donnée bruitée omme vu au 3.2, il est par
ontre tout à fait légitime de faire tendre  vers 0 en présene de ette même donnée. Autrement
dit, le hoix du paramètre  est indépendant du niveau de bruit, et nous le prendrons "petit" dans
les appliations numériques du 3.5.
Remarque : la donnée régularisée et le paramètre " nous sont fournis a posteriori par la méthode : leur
onnaissane prend tout son intérêt lorsque l'on a à eetuer de nombreux aluls de solutions de
problèmes de Cauhy à partir de la même donnée bruitée, dans un proessus itératif par exemple. Nous
n'aurons alors qu'à résoudre une unique fois le problème d'optimisation [P
Æ

℄, puis nous pourrons
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ensuite utiliser la méthode [QR℄ ave le paramètre et la donnée régularisée obtenus. Nous mettrons
ette idée en appliation dans la troisième partie de ette thèse.
Remarque : toute l'étude a été faite pour un même niveau de bruit Æ sur la donnée de Dirihlet et
de Neumann. L'extension au as où le niveau de bruit est diérent (kg
Æ
i
  g
i
k
L
2
( )
 Æ
i
) se fait sans
auune diulté. De même, nous ferons nos appliations numériques dans un domaine polygonal
de R
2
, qui n'est don pas à frontière C
1;1
. De nouveau, les résultats obtenus s'étendent aux as des
polygones de R2 sans diulté, en utilisant notament les résultats de [Gri85℄.
3.4 Disrétisation du problème
On suppose désormais que 
 est un polygone de R2. On se donne une triangulation régulière
T
h
de 
, telle que   soit l'union des tés de ertains triangles K de T
h
. On notera N
K
le nombre
de triangles de la triangulation, N
s
le nombre de sommets de la triangulation, N
s 
et N
a 
(resp.
N
s 

et N
a 

) le nombre de sommets et d'arêtes de   (resp.  

).
3.4.1 Espaes disrets, produits salaires
Les espaes fontionnels apparaissant dans les problèmes [P
Æ

℄ et [P
Æ

℄ sont H
2
(
), L
2
( ) et
L
2
(
). Il va nous falloir dénir leurs équivalents disrets. L'équivalent de H
2
(
) sera bien sûr W
h
,
espae des éléments nis F.V.1 dérit au 2.2.2. Il est muni du produit salaire
(u
h
; v
h
)
h
=
X
K2T
h
(u
h
; v
h
)
H
2
(K)
:
Lemme 3.4 d
W
h
:= dim(W
h
) = N
s
+ 3N
K
+N
a 
+N
a 

.
Preuve : tout d'abord, il y a une fontion de base par sommet, don N
s
fontions de base. Puis il y a 2 fontions
de base par arêtes : si on onsidère que haque arête est partagée par deux triangles, ela fait 6N
K
=2 = 3N
K
fontions de base. Mais on a alors oublié de prendre en ompte les arêtes qui sont sur le bord de 
 : elles ne sont
pas partagées entre deux triangles, et on a don oublié de ompter une fontion de base pour haune de es
arêtes. Il y a N
a 
+N
a 

arêtes sur le bord de 
. Le résultat suit.

Chaque élément w
h
2 W
h
peut don être identié ave le veteur de ses oordonnées dans
la base anonique de W
h
, élément de R
d
W
h
que nous noterons ~w
h
. La matrie M
W
h
du produit
salaire orrespondant a déjà été alulée
21
, elle vérie :
8(u
h
; v
h
) 2W
h
W
h
; (u
h
; v
h
)
h
= ~u
T
h
M
W
h
~v
h
:
On rappelle par ailleurs que V
h;0
est l'ensemble des fontions de W
h
dont les degrés de liberté sur
  sont nuls.
Nous allons maintenant dénir trois autres espaes disrets qui nous serviront par la suite :
 P
0h
est l'ensemble des fontions p
0h
2 L
2
( ) ontinues sur   telles que pour toute arête e de
T
h
ontenue dans  , p
0hje
2 P
2
(e)
 P
1h
est l'ensemble des fontions p
1h
2 L
2
( ) telles que pour toute arête e de T
h
ontenue
dans  , p
1hje
2 P
0
(e)
 P
2h
est l'ensemble des fontions p
2h
2 L
2
(
) telles que pour tout triangle K de T
h
, p
2hjK
2
P
1
(K).
21
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Lemme 3.5 d
P
0h
:= dim(P
0h
) = N
s 
+N
a 
, d
P
1h
:= dim(P
1h
) = N
a 
, d
P
2h
:= dim(P
2h
) = 3N
K
.
Preuve : diret.

Construisons maintenant les matries des produits salaires dans P
0h
, P
1h
et P
2h
.
P0h
On a   =
N
a 
[
i=1
[A
i
; A
i+1
℄, ave [A
i
; A
i+1
℄  K où K est un triangle de T
h
. Pour tout i 2
f1; : : : ; N
a 
g, on note M
i
le milieu de l'arête [A
i
; A
i+1
℄. Alors tout élément p
0h
de P
0h
est uni-
quement représenté par le veteur ~p
0h
2 R
d
P
0h
vériant
8i 2 f1; : : : ; N
a 
g ; ~p
0h 2i 1
= p
0h j[A
i
;A
i+1
℄
(A
i
); ~p
0h 2i
= p
0h j[A
i
;A
i+1
℄
(M
i
);
~p
0h 2i+1
= p
0h j[A
i
;A
i+1
℄
(A
i+1
):
On munit P
0h
du produit salaire L
2
( ). On a don, pour tout (p
0h
; q
0h
) 2 P
0h
 P
0h
,
(p
0h
; q
0h
)
P
0h
= (p
0h
; q
0h
)
L
2
( )
=
X
e 
(p
0h
; q
0h
)
L
2
(e)
= ~p
T
0h
M
P
0h
~q
0h
;
oùM
P
0h
est la matrie du produit salaire L
2
. La matrieM
P
0h
est onstruite par assemblage des
ontributions de haque arête e ontenue dans   au produit salaire. Soit don p
0h
et q
0h
deux
éléments de P
0h
et e := ℄A
i
; A
i+1
[ une arête de  . On note 
i
l'unique fontion de P
1
(e) telle que

i
(A
j
) = Æ
ij
, j 2 fi; i+ 1g. On a alors
p
0h je
= ~p
0h 2i 1

i
(2
i
  1) + ~p
0h 2i
4
i

i+1
+ ~p
0h 2i+1

i+1
(2
i+1
  1)
q
0h je
= ~q
0h 2i 1

i
(2
i
  1) + ~q
0h 2i
4
i

i+1
+ ~q
0h 2i+1

i+1
(2
i+1
  1)
On est don amené à aluler les intégrales
Z
e

k
(2
k
  1)
i
(2
i
  1) d pour k; l 2 fi; i+ 1g,
Z
e
4
i

i+1

k
(2
k
  1) d pour k 2 fi; i+ 1g et
Z
e
16
2
i

2
i+1
d. On va utiliser le lemme suivant
22
:
Lemme 3.6 soit p 2 P
4
(e). On a :
Z
e
p d =
jej
90

7 p (A
1
) + 32 p

3A
1
+A
2
4

+ 12 p

A
1
+A
2
2

+ 32 p

A
1
+ 3A
2
4

+ 7 p (A
2
)

:
On a don :
Z
e

k
(2
k
  1)
l
(2
l
  1)d =
jej
90

(7 +
9
2
+
1
2
) Æ
kl
+ ( 
3
2
 
3
2
)(1  Æ
kl
)

=
jej
30
[5 Æ
kl
  1℄
Z
e
4
1

2

k
(2
k
  1) d =
2jej
30
Z
e
16
2
1

2
2
d =
16jej
30
:
On obtient don :
R
e
p
0h
q
0h
d =
jej
30
h
~p
0h2i 1
~p
0h2i
~p
0h2i+1
i
2
6
4
4 2  1
2 16 2
 1 2 4
3
7
5
2
6
4
~q
0h2i 1
~q
0h2i
~q
0h2i+1
3
7
5
, il sut
ensuite d'assembler les ontributions pour obtenir M
P
0h
.
22
f formule 25.4.14 de [AS72℄
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P1h
Soit p
1h
, q
1h
deux éléments de P
1h
. On sait que P
1h
est un espae vetoriel de dimension d
P
1h
:=
N
a 
. On munit P
1h
du produit salaire L
2
:
(p
1h
; q
1h
)
P
1h
=
X
e 
Z
e
p
1h
q
1h
d =
d
P
1h
X
i=1
p
1hje
i
q
1hje
i
je
i
j
puisque p
1h
et q
1h
sont onstants sur haque arête. On a don : (p
1h
; q
1h
)
P
1h
= ~p
1h
T
M
P
1h
~q
1h
où
( ~p
1h
; ~q
1h
) 2 R
d
P
1h
 R
d
P
1h
vérient ~p
1h
i
= p
1hje
i
, ~q
1h
i
= q
1hje
i
, et M
P
1h
est une matrie diagonale
telle que (M
P
1h
)
ii
= je
i
j.
P2h
Reste maintenant à s'intéresser à P
2h
. C'est un espae vetoriel de dimension d
P
2h
:= 3N
K
. On
munit P
2h
du produit salaire L
2
:
8(p
2h
; q
2h
) 2 P
2h
 P
2h
; (p
2h
; q
2h
)
P
2h
:=
X
K2T
h
Z
K
p
2h
q
2h
dx:
On représente toute fontion p
2h
de P
2h
par un veteur ~p
2h
de R
d
P
2h
de la manière suivante : on
suppose les triangles numérotés de 1 à N
k
. On sait que pour tout i 2 f1:::N
K
g, p
2hjK
i
2 P
1
(K
i
). On
note A
i1
, A
i2
et A
i3
les trois sommets de K
i
, et 
ij
les fontions de P
1
(K
i
) telles que 
ij
(A
ik
) = Æ
jk
.
Il existe p
i1
, p
i2
et p
i3
trois réels tels que : p
2hjK
i
:=
P
3
j=1
p
ij

ij
: On pose alors, pour i 2 f1:::N
k
g,
pour j 2 f1; 2; 3g, ( ~p
2h
)
3(i 1)+j
:= p
ij
. On a de plus :
(p
2h
; q
2h
)
P
2h
=
N
k
X
i=1
Z
K
i
p
2h
q
2h
dx =
N
k
X
i=1
Z
K
i
3
X
j=1
3
X
k=1
p
ij

ij
q
ik

ik
dx =
N
k
X
i=1
3
X
j=1
3
X
k=1
Z
K
i
p
ij

ij
q
ik

ik
dx:
On est don ramené à aluler
R
K
i

ij

ik
dx pour i; j 2 f1; 2; 3g. Pour e faire, on utilise le lemme
suivant
23
:
Lemme 3.7 pour tout triangle K de sommets A
1
, A
2
, A
3
, pour tout p 2 P
2
(K), on a :
Z
K
p dx =
jKj
3

p

A
1
+A
2
2

+ p

A
2
+A
3
2

+ p

A
1
+A
3
2

:
On a don
Z
K
i

ij

ik
dx =
jK
i
j
12
Æ
jk
+
jK
i
j
6
(1  Æ
jk
) =
jK
i
j
12
(2  Æ
jk
)
d'où l'on déduit
(p
2h
; q
2h
)
P
2h
=
N
k
X
i=1
jK
i
j
12
h
p
i1
p
i2
p
i3
i
2
6
4
1 2 2
2 1 2
2 2 1
3
7
5
2
6
4
q
i1
q
i2
q
i3
3
7
5
= ~p
2h
T
M
P
2h
~q
2h
ave M
P
2h
:=
2
6
6
6
6
6
4
M
1
0 : : : 0
0 M
2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 : : : 0 M
N
K
3
7
7
7
7
7
5
et M
i
:=
jK
i
j
12
2
6
4
1 2 2
2 1 2
2 2 1
3
7
5
.
23
voir proposition 4.10 p.48 de [PL96℄
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3.4.2 Problèmes d'optimisation disrets
Opérateur A
h
Nous avons besoin d'une version disrétisée de l'opérateur A : v 2 H
2
(
) 7! (v
j 
; 

v
j 
;v) 2
L
2
( )  L
2
( )  L
2
(
). Suivant les idées déjà introduites dans l'étude des éléments nis F.V.1.,
nous allons introduire l'opérateur A
h
: w
h
2 W
h
7! (
h
(w
h
); 
h
(w
h
);
h
w
h
) 2 P
0h
 P
1h
 P
2h
,
où les opérateurs 
h
; 
h
et 
h
vérient, pour tout w
h
2W
h
:
 
h
(w
h
) est l'unique fontion de P
0h
vériant, pour toute arête e de T
h
telle que e   ,

h
(w
h
)
je
2 P
2
(e) et 
h
(w
h
) prend les mêmes valeurs que w
h
aux extrémités et au milieu de e
 
h
(w
h
) est l'unique fontion de P
1h
vériant, pour toute arête e de T
h
telle que e   ,

h
(w
h
)
je
:=
1
jej
R
e


w
h
d
 
h
(w
h
) est l'unique fontion de P
2h
telle que pour tout triangle K de T
h
, 
h
(w
h
)
jK
=
(w
hjK
).
Ave es dénitions, pour tout w
h
2 W
h
, il est très simple de trouver 
h
(w
h
) et 
h
(w
h
). En
eet, soit e une arête de T
h
telle que e   . Soit K le triangle ayant e pour arête (il n'y en a qu'un,
puisque e est sur le bord de 
). On note A
i
les sommets de K, M
i
le milieu du té de K opposé à
A
i
, et s
i
; m
i
et d
i
les fontions de base F.V.1 de P
K
. On suppose que e := ℄A
1
; A
2
[. Par dénition
de W
h
, il existe 
i
, 
i
et 
i
tels que
w
hjK
=
3
X
i=1

i
s
i
+ 
i
m
i
+ 
i
d
i
:
alors on a (w
h
)
je
= 
1

1
(2
1
  1) + 4
3

1

2
+ 
2

2
(2
2
  1); 
h
(w
h
)
je
= 
3
:
L'opérateur 
h
est un peu plus ompliqué. Il faut onnaître le laplaien d'une fontion de P
K
,
pour K 2 T
h
.
Propriété 3.15 soit K 2 T
h
, s
i
; m
i
et d
i
les fontions de base de P
K
, et v 2 P
K
t.q.
v =
3
X
i=1

i
s
i
+ 
i
m
i
+ 
i
d
i
:
Alors v =
P
3
i=1
!
i

i
, où !
i
vérie :
!
i
= 
i

10jr
i
j
2
  6C
i;i+1
jr
i+1
j
2
  6C
i;i 1
jr
i 1
j
2

+ 
i+1

 2jr
i+1
j
2
  6C
i+1;i 1
jr
i 1
j
2
+6C
i+1;i
jr
i
j
2

+ 
i 1

 2jr
i 1
j
2
+ 6C
i 1;i
jr
i
j
2
  6C
i 1;i+1
jr
i+1
j
2

+ 
i

24jr
i
j
2
 16r
i+1
:r
i 1
) + 
i+1

16r
i+1
:r
i
  8jr
i
j
2

+ 
i 1

16r
i 1
:r
i
  8jr
i
j
2

+
i

 12
jKj
l
i
jr
i
j
2

+ 
i+1

12
jKj
l
i+1
jr
i+1
j
2

+ 
i 1

12
jKj
l
i 1
jr
i 1
j
2

Preuve : alulons les laplaiens des fontions de base. Pour ela, il sut de se rappeler que (fg) = (f)g +
2rf:rg + f(g), et 
1
+ 
2
+ 
3
= 1.
s
i
= 


2
i
(2
i
  1)

+ C
i;i+1
 [
i+1
(2
i+1
  1)(
i+1
  1)℄ + C
i;i 1
 [
i 1
(2
i 1
  2)(
i 1
  1)℄
= 2jr
i
j
2
(6
i
  1) + 6C
i;i+1
jr
i+1
j
2
(2
i+1
  1) + 6C
i;i 1
jr
i 1
j
2
(2
i 1
  1)
=

10jr
i
j
2
  6C
i;i+1
jr
i+1
j
2
  6C
i;i 1
jr
i 1
j
2


i
+

 2jr
i
j
2
+ 6C
i;i+1
jr
i+1
j
2
  6C
i;i 1
jr
i 1
j
2


i+1
+

 2jr
i
j
2
  6C
i;i+1
jr
i+1
j
2
+ 6C
i;i 1
jr
i 1
j
2


i 1
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m
i
= 24jr
i
j
2
(2
i
  1) + 8r
i+1
:r
i 1
  24
i
r
i+1
:r
i 1
  24
i 1
r
i
:r
i+1
  24
i+1
r
i
:r
i 1
=

24jr
i
j
2
  16r
i+1
:r
i 1


i
+

 24jr
i
j
2
+ 8r
i+1
:r
i 1
  24r
i
:r
i 1


i+1
+

 24jr
i
j
2
+ 8r
i+1
:r
i 1
  24r
i
:r
i+1


i 1
=

24jr
i
j
2
  16r
i+1
:r
i 1


i
+
X
j2fi+1;i 1g
[24r
i
:r
j
+ 8r
i 1
:r
i+1
℄
j
=

24jr
i
j
2
  16r
i+1
:r
i 1


i
+
X
j2fi+1;i 1g

16r
i
:r
j
  8jr
j
j
2


j
d
i
=  12
jKj
l
i
(2
i
  1) =  12
jKj
l
i

i
+ 12
jKj
l
i

i+1
+ 12
jKj
l
i

i 1
:
On a ensuite v =
P
3
i=1

i
s
i
+ 
i
m
i
+ 
i
d
i
, et il sut de rassembler les termes.

Nous savons que l'opérateur A est injetif, et d'image dense. Que peut-on dire de A
h
? Nous
avons tout d'abord la propriété suivante :
Propriété 3.16 A
h
est surjetif de W
h
dans P
0h
P
1h
P
2h
si et seulement si 
h
est surjetif
de V
h;0
dans P
2h
.
Preuve : si A
h
est surjetif, alors pour tout p
2h
2 P
2h
, il existe un w
h
2 W
h
tel que A
h
w
h
= (0; 0; p
2h
). On a
don 
h
(w
h
) = 0 et 
h
(w
h
) = 0, e qui signie que w
h
est un élément de V
h;0
. Pour tout p
2h
de P
2h
, il existe
don un élément w
h
de V
h;0
tel que 
h
w
h
= p
2h
.
Supposons maintenant 
h
surjetif de V
h;0
dans P
2h
. Soit (p
0h
; p
1h
; p
2h
) 2 P
0h
P
1h
P
2h
. On dénit v
h
2W
h
par :
 si e est une arête de la triangulation T
h
ontenue dans  , e := [A
1
; A
2
℄, M le milieu de e, alors v
h
(A
i
) =
p
0h
(A
i
); 8i 2 f1; 2g, v
h
(M) = p
0h
(M), et
1
jej
R
e


v
h
d = p
1h
.
 si A est un sommet de la triangulation T
h
n'appartenant pas à  , alors v
h
(A) = 0, et pour tout arête e de
la triangulation ayant pour sommet A, M le milieu d'une telle arête, v
h
(M) = 0 et
R
e


v
h
d = 0.
On dénit ainsi un unique élément de W
h
par sa déomposition sur les fontions de base de W
h
. Il est lair que

h
(v
h
) = p
0h
et 
h
(v
h
) = p
1h
. On note alors u
h
un élément de V
h;0
tel que 
h
u
h
= p
2h
 
h
v
h
(il en existe
un par hypothèse). On vérie alors que A
h
(u
h
+ v
h
) = (p
0h
; p
1h
; p
2h
), et don A
h
est surjetif de W
h
dans
P
0h
 P
1h
 P
2h
.

Nous allons supposer tout d'abord que la triangulation T
h
présente l'une des deux situations
suivantes :
(1) il existe un triangle K ayant deux arètes ontenues dans  
(2) il existe quatre triangles K
i
, i 2 f1; 2; 3; 4g tels que K
1
et K
2
aient une arête ommune, K
2
et K
3
aussi, ainsi que K
3
et K
4
, et haun de es triangles a une arête ontenue dans  .
À gauhe, situation (1), au entre et à droite, situation (2)
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On a alors la propriété suivante :
Propriété 3.17 si la triangulation T
h
présente la situation (1) ou la situation (2), alors A
h
n'est pas surjetif.
Preuve : dans la situation (1), dans le triangle K onerné, l'espae engendré par les laplaiens des fontions
de V
h;0
est au mieux de dimension 2, ar il n'y a que deux degrès de liberté non xés. Or, on voudrait engendrer
P
1
(K), qui est un espae de dimension 3. Dès lors, 
h
ne peut être surjetif de V
h;0
dans P
2h
, et don A
h
n'est
pas surjetif.
La situation (2) est similaire : on engendre au mieux un espae vetoriel de dimension 11, alors que l'espae que
l'on voudrait engendrer est de dimension 12.

On ne sait malheureusement pas prouver que, exepté ertains as, A
h
est surjetif. On a
néanmoins la onjeture suivante, qui s'est vériée en pratique :
Conjeture : si la triangulation T
h
ne présente ni la situation (1), ni la situation (2), alors A
h
est
surjetif.
Remarquons que A
h
ne dépend que de T
h
. On peut don onstruire A
h
dès que l'on a la triangu-
lation du domaine, et vérier que 'est bien un opérateur surjetif. Dorénavant, nous supposerons
que A
h
est surjetif.
Propriété 3.18 si N
s
+N
a 

 N
a 
 N
s 
> 0, alors A
h
n'est pas injetif.
Preuve : P
0h
 P
1h
 P
2h
est un espae vetoriel de dimension N
s 
+ 2N
a 
+ 3N
K
. Pour que A
h
ne soit pas
injetif, il sut don d'avoir dim(W
h
) > N
s 
+2N
a 
+3N
K
, soit N
s
+3N
K
+N
a 
+N
a 

> N
s 
+2N
a 
+3N
K
,
ou enore N
s
+N
a 

 N
a 
 N
s 
> 0.

Cette propriété montre que A
h
n'est pas injetif la plupart du temps. En eet, on a souvent
N
s
grand devant N
a 
et N
s 
puisque pour une triangulation lassique, on a bien plus de sommets
dans le domaine 
 que de sommets et d'arêtes sur le bord du domaine 
.
Remarque : il est faile de vérier que N
a 
 N
s 
  1. On en déduit que si N
s
> 2N
s 
  1, on aura
automatiquement A
h
non injetif par 3.18. Or ette ondition est pratiquement toujours vériée.
En onlusion, on peut dire que A
h
a toutes les hanes d'être surjetif et de ne pas être injetif.
Aux identiations dérites dans la partie préédente, à savoir
w
h
2W
h
$ ~w
h
2 R
d
W
h
p
0h
2 P
0h
$ ~p
0h
2 R
d
P
0h
p
1h
2 P
1h
$ ~p
1h
2 R
d
P
1h
p
2h
2 P
2h
$ ~p
2h
2 R
d
P
2h
orrespondent des identiations sur les opérateurs, à savoir

h
:W
h
7! P
0h
$ G
h
2 R
d
W
h
d
P
0h

h
: W
h
7! P
1h
$ G
h
2 R
d
W
h
d
P
1h

h
:W
h
7! P
2h
$∆
h
2 R
d
W
h
d
P
2h
:
On a alors diretement
A
h
:W
h
7! P
0h
 P
1h
 P
2h
$ A
h
:=
2
6
4
G
h
G
h
∆
h
3
7
5
:
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Problèmes primal et dual disrets
Nous allons supposer que g
Æ
0
et g
Æ
1
appartiennent à P
0h
et P
1h
. On les notera dorénavant g
Æ
0h
et
g
Æ
1h
. En pratique, ette supposition sera toujours vériée : en eet, nos données bruitées proviennent
de mesures pontuelles, nous devons don les interpoler, e que nous faisons préférentiellement dans
les espaes qui nous intéressent.
On dénit C
Æ
h
:=
n
w
h
2W
h
jA
h
w
h
2 B(g
Æ
0h
; Æ) B(g
Æ
1h
; Æ) B(0; )
o
. Le problème primal
disret que nous voulons résoudre est :
Problème [P
Æ
h
℄ : trouver u
Æ
h
2 C
Æ
h
t.q.
1
2
ku
Æ
h
k
2
h
= inf
v
h
2C
Æ
h
1
2
kw
h
k
2
h
.
Il est lair que, de la même manière que [P
Æ

℄ admettait une unique solution, [P
Æ
h
℄ admet
également une unique solution, à ondition que C
Æ
h
soit non vide, e qui est le as si A
h
est
surjetif : en eet, n'importe quel antéédent de (g
Æ
0h
; g
Æ
1h
; 0) par A
h
est un élément de C
Æ
h
.
On dénit Y
h
:= P
0h
P
1h
P
2h
et 
Æ
h
: p
h
2 Y
h
7!
(
0 si p 2 B(g
Æ
0h
; Æ) B(g
Æ
1h
; Æ) B(0; )
+1 sinon
.
On réérit le problème [P
Æ
h
℄ :
Problème [P
Æ
h
℄ : trouver u
Æ
h
2W
h
t.q.
1
2
ku
Æ
h
k
2
h
+ 
Æ
h
(A
h
u
Æ
h
) = inf
v
h
2W
h
1
2
kw
h
k
2
h
+ 
Æ
h
(A
h
v
h
).
Comme dans le as ontinu, on pose le problème dual [P
Æ
h
℄ :
Problème [P
Æ
h
℄ : trouver p
Æ
h
2 Y
h
t.q. G
Æ
h
(p
Æ
h
) = inf
q
h
2Y
h
G
Æ
h
(q
h
).
ave G
Æ
h
(p
h
) =
1
2
kA

h
p
h
k
2
h
+ Ækp
0h
k
P
0h
  (p
0h
; g
Æ
0h
)
P
0h
+ Ækp
1h
k
P
1h
  (p
1h
; g
Æ
1h
)
P
1h
+ kp
2h
k
P
2h
.
Ce problème admet bien entendu une unique solution p
Æ
h
pour  > 0 si A
h
est surjetif, puisque
dans e as A

h
est injetif. On a de nouveau :
u
Æ
h
= A

h
p
Æ
h
Lien ave la quasi-réversibilité disrète
On ne peut plus montrer, omme dans le as ontinu, que p
Æ
h2
est non nul. En eet, il n'est
pas lair que (u
Æ
h
; v
h
)
h
= 0, pour tout v
h
2 V
h0
, entraîne u
Æ
h
= 0. Nous allons néanmoins supposer
que 'est eetivement le as, pour  susamment petit, si on a kg
Æ
0h
k
P
0h
 Æ ou kg
Æ
1h
k
P
1h
 Æ.
On montre alors, omme préédemment, que 
h
u
Æ
h
=  
p
h;2
kp
Æ
h;2
k
P
2h
, et on a le théorème suivant :
Théorème 3.4 On note (~g
0h
; ~g
1h
) := (
h
(u
Æ
h
); 
h
(u
Æ
h
)), et " :=

kp
Æ
h;2
k
P
2h
. Alors u
Æ
h
est
l'unique solution du problème de quasi-réversibilité suivant : trouver u
h
2W
h
, (
h
(u
h
); 
h
(u
h
)) =
(~g
0h
; ~g
1h
), tel que pour tout v
h
2 V
0h
, on ait :
(
h
u
h
;
h
v
h
)
L
2
(
)
+ "(u
h
; v
h
)
h
= 0:
Preuve : on fait exatement omme dans la preuve du théorème 3.3.

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Transformation des problèmes d'optimisation disrets
On se plae dans ette partie en notation vetorielle, en faisant les identiations dérites p.71.
On va utiliser la propriété suivante :
Propriété 3.19 soit A une matrie réelle symétrique dénie positive. Alors il existe A
1=2
,
matrie réelle symétrique positive, telle que

A
1=2

2
= A.
Preuve : omme A est symétrique dénie positive, il esxiste P matrie orthogonale et  matrie diagonale, dont
tous les oeients sont positifs ou nuls, tels que A = PP
T 24
. On dénit alors 
1=2
par 
1=2
ij
:=
p

ij
, et on
vérie que A
1=2
:= P
1=2
P
T
vérie les propriétés voulues.

Il peut être intéressant de transformer les problèmes d'optimisation de la manière suivante
25
:
toutes les matries des produits salaires M
X
(ave X = W
h
; P
0h
; P
1h
ou P
2h
) intervenant dans
nos problèmes étant par dénition des matries symétriques dénies positives, on peut utiliser
la proposition préédente et dénir les matries M
1=2
X
. Toutes les matries M
1=2
X
sont inversibles.
Posons G
Æ
0h
:= M
1=2
P
0h
g
Æ
0h
et G
Æ
1h
:= M
1=2
P
1h
g
Æ
1h
,
~G
h
:= M
1=2
P
0h
G
h
M
 1=2
W
h
, G˜
h
:= M
1=2
P
1h
G
h
M
 1=2
W
h
,
~∆
h
:=M
1=2
P
2h
∆
h
M
 1=2
W
h
et
~
C
Æ

:=
n
~w
h
2 R
d
W
h
j k
~

h
~w
h
k
R
d
P
2h
 ; kG˜
h
~w
h
 G
Æ
0h
k
R
d
P
0h
 Æ; kG˜
h
~w
h
 G
Æ
1h
k
R
d
P
1h
 Æ
o
:
On s'intéresse alors au problème suivant :
Problème [

P
Æ
h
℄ : trouver ~w
h
2
~
C
Æ
h
t.q.
1
2
k ~w
h
k
2
R
d
W
h
= inf
~v
h
2
~
C
Æ
h
1
2
k ~v
h
k
2
R
d
w
h
.
Propriété 3.20 il existe une unique solution
~
U
Æ
h
au problème [

P
Æ
h
℄, et on a ~u
Æ
h
=M
 1=2
W
h
~
U
Æ
h
.
Preuve : on va montrer tout d'abord que M
1=2
W
h
C
Æ
h
=
~
C
Æ
h
. On a, pour tout ~v
h
2W
h
:
k
~∆
h
M
1=2
W
h
~v
h
k
R
d
P
2h
= kM
1=2
P
2h
∆
h
~v
h
k
R
d
P
2h
=
q
~v
h
T
∆
T
h
M
T=2
P
2h
M
1=2
P
2h
∆
h
~v
h
=
q
~v
h
T
∆
T
h
M
P
2h
∆
h
~v
h
= k∆
h
~v
h
k
P
2h
puisque M
1=2
P
2h
est une matrie symétrique. On obtient de même :
kG˜
h
M
 1=2
W
h
~v
h
 G
Æ
0h
k
R
d
P
0h
= kG
h
~v
h
  g
Æ
0h
k
P
0h
; kG˜
h
M
 1=2
W
h
~v
h
 G
Æ
1h
k
R
d
P
1h
= kG

~v
h
  g
Æ
1h
k
P
1h
:
Il est alors diret que M
1=2
W
h
C
Æ
h
=
~
C
Æ
h
, et en partiulier
~
C
Æ
h
est non vide. Le problème [

P
Æ
h
℄ admet dès lors
une unique solution
~
U
Æ
h
, et il est faile de vérier que M
 1=2
W
h
~
U
Æ
h
= ~u
Æ
h
.

Posons alors A˜
h
:=
2
6
4
G˜
h
G˜
h
∆˜
h
3
7
5
, D := N
s 
+2N
a 
+3N
K
, et pour tout ~p
h
2 RD, ~p
h
= (~p
0h
; ~p
1h
; ~p
2h
) 2
R
d
P
0h
 R
d
P
1h
 R
d
P
2h
:
~
G
Æ
h
( ~p
h
) :=
1
2
kA˜
T
h
~p
h
k
2
RD
+Æk~p
0h
k
R
d
P
0h
 (G
Æ
0
; ~p
0h
)
R
d
P
0h
+Æk~p
1h
k
R
d
P
1h
 (G
Æ
1
; ~p
1h
)
R
d
P
1h
+k~p
2h
k
R
d
P
2h
24
voir orollaire 4.7 + remarque 4.2.5 (ii) de [Gon98℄
25
il s'est avéré que transformer les problèmes de ette façon rendait les méthodes numériques de résolution plus
eaes. La raison de e phénomène ne nous paraît pas très laire.
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Le problème dual de [

P
Æ
h
℄ est :
Problème [

P
Æ
h
℄ : trouver
~
P
h
2 RD t.q. ~G
Æ
h
(
~
P
h
) = inf
~p
h
2RD
~
G
Æ
h
( ~p
h
).
On a diretement :
Propriété 3.21 pour  > 0, il existe une unique solution
~
P
Æ
h
au problème [

P
Æ
h
℄, et
~
U
Æ
h
=
A˜
T
h
~
P
Æ
h
.
Il est de nouveau lair que si
~
P
Æ
h;2
6=
~
0, on a ∆˜
h
~
U
Æ
h
=  
~
P
Æ
h;2
k
~
P
Æ
h;2
k
R
d
P
2h
. On peut alors faire le lien
ave la formulation disrète de la quasi-réversibilité :
Théorème 3.5 On note (~g
0h
; ~g
1h
) := (
h
(u
Æ
h
); 
h
u(
Æ
h
)), et "
Æ
h
:=

k
~
P
Æ
h;2
k
R
d
P
2h
. Alors u
Æ
h
est
l'unique solution du problème de quasi-réversibilité suivant : trouver u
h
2W
h
, (
h
(u
h
); 
h
(u
h
)) =
(~g
0h
; ~g
1h
), tel que pour tout v
h
2 V
0h
, on ait :
(
h
u
h
;
h
v
h
)
P
2h
+ "
Æ
h
(u
h
; v
h
)
h
= 0:
Preuve : omme ∆˜
h
~
U
Æ
h
=  
~
P
Æ
h;2
k
~
P
Æ
h;2
k
R
d
P
2h
et ~u
Æ
h
=M
 1=2
W
h
~
U
Æ
h
, on a :
∆
h
~u
Æ
h
=∆
h
M
 1=2
W
h
~
U
Æ
h
=M
 1=2
P
2h
M
1=2
P
2h
∆
h
M
 1=2
W
h
~
U
Æ
h
=M
 1=2
P
2h
∆˜
h
~
U
Æ
h
=  

k
~
P
Æ
h;2
k
R
d
P
2h
M
 1=2
P
2h
~
P
Æ
h;2
:
On en déduit, pour tout ~v
h
2 V
h;0
:
(
h
u
Æ
h
;
h
v
h
)
P
2h
=(∆
h
~u
Æ
h
;M
P
2h
∆
h
~v
h
)
R
d
P
2h
=
 
k
~
P
Æ
h;2
k
R
d
P
2h
(M
 1=2
P
2h
~
P
Æ
h;2
;M
P
2h
∆
h
~v
h
)
R
d
P
2h
=
 
k
~
P
Æ
h;2
k
R
d
P
2h
h
(M
 1=2
P
0h
~
P
Æ
h;0
;M
P
0h
G
h
~v
h
)
R
d
P
0h
+ (M
 1=2
P
1h
~
P
Æ
h;1
;M
P
1h
G
h
~v
h
)
R
d
P
1h
+ (M
 1=2
P
2h
~
P
Æ
h;2
;M
P
2h
∆
h
~v
h
)
R
d
P
2h
i
(on n'a ajouté que des quantités nulles, puisque v
h
2 V
h;0
)
=
 
k
~
P
Æ
h;2
k
R
d
P
2h
h
(M
1=2
P
0h
~
P
Æ
h;0
;G
h
~v
h
)
R
d
P
0h
+ (M
1=2
P
1h
~
P
Æ
h;1
;G
h
~v
h
)
R
d
P
1h
+ (M
1=2
P
2h
~
P
Æ
h;2
;∆
h
~v
h
)
R
d
P
2h
i
=
 
k
~
P
Æ
h;2
k
R
d
P
2h
h
(G
T
h
M
1=2
P
0h
~
P
Æ
h;0
; ~v
h
)
R
d
W
h
+ (G
T
h
M
1=2
P
1h
~
P
Æ
h;1
; ~v
h
)
R
d
W
h
+ (∆
T
h
M
1=2
P
2h
~
P
Æ
h;2
; ~v
h
)
R
d
W
h
i
=
 
k
~
P
Æ
h;2
k
R
d
P
2h

M
1=2
W
h
(G˜
T
h
~
P
Æ
h;0
+ G˜
T
h
~
P
Æ
h;1
+ ∆˜
T
h
~
P
Æ
h;2
); ~v
h

R
d
W
h
=
 
k
~
P
Æ
h;2
k
R
d
P
2h

M
1=2
W
h
A˜
T
h
~
P
Æ
h
; ~v
h

R
d
W
h
=
 
k
~
P
Æ
h;2
k
R
d
P
2h

M
1=2
W
h
~
U
Æ
h
; ~v
h

R
d
W
h
=
 
k
~
P
Æ
h;2
k
R
d
P
2h
 
M
W
h
~u
Æ
h
; ~v
h

R
d
W
h
=
 
k
~
P
Æ
h;2
k
R
d
P
2h
 
u
Æ
h
; v
h

h
:
Le résultat suit.

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L'avantage de ette reformulation des problèmes d'optimisation est que l'on se retrouve à ma-
nipuler les produits salaires et normes lassiques des espaes eulidiens. L'inonvénient est que
l'on doit aluler les matries M
1=2
X
. En fait, on a juste besoin de aluler M
1=2
P
ih
pour i 2 f1; 2; 3g,
qui sont failement obtenues vu la forme de es matries... En eet, M
1=2
W
h
n'apparait en fait que
multipliée par elle-même, on a don seulement besoin de M
W
h
.
Résolution du problème [

P
Æ
h
℄
Nous devons résoudre le problème [

P
Æ
h
℄, problème d'optimisation disrète sans ontrainte,
posé dans RD. Après quelques essais de diérentes méthodes de résolution, nous avons déidé
d'utiliser la méthode L-BFGS
26
, méthode de type quasi-Newton, don une méthode à diretion
de desente. Dans une méthode BFGS lassique, on alule à haque étape une approximation du
Hessien (don une matrie de RDD), e qui est très oûteux en espae mémoire. Dans la version
L-BFGS, l'approximation du hessien est obtenue par des opérations sur des veteurs, e qui est
moins oûteux ar on ne garde en mémoire que n veteurs de RD, ave n  D, et on ne forme
jamais la matrie approximant le hessien. Cette méthode est par ontre plus oûteuse en temps
de alul. Nous avons par ailleurs hoisi de déterminer le pas de desente en utilisant la règle de
Wolfe, et l'algorithme de Flether-Lemaréhal. Pour plus de préision sur es idées, voir [NW99℄.
Il est néessaire de onnaître le gradient de
~
G
Æ
h
.
Lemme 3.8 8P
h
:=
2
6
4
P
h;0
P
h;1
P
h;2
3
7
5
2 R
d
P
0h
 R
d
P
1h
 R
d
P
2h
, P
h;0
6= 0, P
h;1
6= 0, P
h;2
6= 0, on a
r
~
G
Æ
;h
(P
h
) = A˜
h
A˜
T
h
P
h
+
2
6
6
6
6
4
Æ
P
h;0
kP
h;0
k
R
d
P
0h
Æ
P
h;1
kP
h;1
k
R
d
P
1h

P
h;2
kP
h;2
k
R
d
P
2h
3
7
7
7
7
5
 
2
6
4
G
Æ
0
G
Æ
1
0
3
7
5
:
Preuve : simple alul.

La restrition P
h;0
6= 0, P
h;1
6= 0, P
h;2
6= 0, n'est pas problèmatique numériquement. Nous
n'avons en eet que très peu de hane de tomber sur un as de gure où elle n'est pas vériée.
Remarque : de la même manière, on a, pour tout p = (p
1
; p
2
; p
3
) 2 Y , p
1
6= 0, p
2
6= 0, p
3
6= 0,
rG
Æ

(p) = AA

p+

Æ
p
0
kp
0
k
L
2
( )
; Æ
p
1
kp
1
k
L
2
( )
; 
p
2
kp
2
k
L
2
(
)

 
 
g
Æ
0
; g
Æ
1
; 0

:
3.5 Appliations numériques
Dans les appliations suivantes, 
 est le arré ℄ 0:5; 0:5[ ℄ 0:5; 0:5[ de R2, et   := ℄ 0:5; 0:5[
f0:5g. On maille 
 en divisant tout d'abord haque té en 70, puis en onstruisant un maillage
non struturé s'adaptant à es divisions, de sorte que h 
1
70
.
26
Light-BFGS
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−0.5 0 0.5
−0.5
0
0.5
Le maillage utilisé
On se donne une fontion u 2 H
2
(
) vériant u = 0 dans 
, et (g
0h
; g
1h
) = ((
h
u); 

(
h
u))
27
.
On dénit alors nos données bruitées g
Æ
ih
= g
ih
+ 
kg
ih
k
P
ih
kb
i
k
P
ih
b
i
, pour i 2 f0; 1g, où b
i
2 R
d
P
ih
est un
veteur gaussien et  est un fateur d'éhelle. Ave ette dénition, les données sont ontaminées
par un bruit relatif d'amplitude  en norme L
2
. Nous avons don deux niveaux d'erreurs absolues
Æ
0
et Æ
1
vériant Æ
i
= kg
ih
k
P
ih
.
Nous testerons notre méthode sur les deux fontions harmoniques sur lesquelles nous avons testé
la méthode [QR℄ au hapitre préédent : (x; y) 7!
1
3
y
3
  x
2
y et (x; y) 7!
1
50
os(3x) sinh(3y).
Tout d'abord, nous allons montrer la onvergene de u
Æ
h
vers u
Æ
h
lorsque  tend vers 0. Re-
marquons tout de suite qu'il est diile de mettre en évidene ette onvergene, puisque nous ne
onnaissons ni u
Æ
, ni u
Æ
h
. Nous avons don fait tourner notre algorithme pour résoudre le problème
[

P
Æ
0h
℄, et nous avons stoppé l'algorithme lorsque le gradient de
~
G
Æ
0h
était très faible. La fontion
alors obtenue, u
Æ
0h
, sera onsidérée omme une bonne approximation de u
Æ
, et nous la noterons
dorénavant u
Æ
h
. Nous nous intéresserons par la même oasion à l'éart entre u
Æ
h
et u (en fait

h
(u)) en fontion de . Les éarts seront mesurés en norme k:k
h
et en norme L
2
.
10−6 10−5 10−4 10−3 10−2 10−1
10−5
10−4
10−3
10−2
10−1
100
 
 
L2 norm
||.||h norm
10−6 10−5 10−4 10−3 10−2 10−1
10−2
10−1
100
 
 
L2 norm
||.||h norm
À gauhe ku
Æ
h
  u
Æ
h
k
h
=k
h
(u)k
h
et ku
Æ
h
  u
Æ
h
k
L
2
=k
h
(u)k
L
2
en fontion de . À droite,
ku
Æ
h
  
h
(u)k
h
=k
h
(u)k
h
et ku
Æ
h
  
h
(u)k
L
2
=k
h
(u)k
L
2
en fontion de .  = 2%, u =
1
3
y
3
  x
2
y.
27

h
est déni dans la proposition 2.11 p.34
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10−6 10−5 10−4 10−3 10−2 10−1
10−6
10−5
10−4
10−3
10−2
 
 
L2 norm
||.||h norm
10−6 10−5 10−4 10−3 10−2 10−1
10−1.3
10−1.2
10−1.1
 
 
L2 norm
||.||h norm
À gauhe ku
Æ
h
  u
Æ
h
k
h
=k
h
(u)k
h
et ku
Æ
h
  u
Æ
h
k
L
2
=k
h
(u)k
L
2
en fontion de . À droite,
ku
Æ
h
  
h
(u)k
h
=k
h
(u)k
h
et ku
Æ
h
  
h
(u)k
L
2
=k
h
(u)k
L
2
en fontion de .  = 2%,
u =
1
50
os(3x) sinh(3y).
Comme attendu
28
, l'éart entre u
Æ
h
et u
Æ
h
tend vers 0 lorsque  tend vers 0. Par ontre, l'éart
entre u
Æ
h
et u ne varie plus de manière signiative dès que  devient plus petit que 10
 3
. On voit
ii apparaître l'éart qu'il y a entre u
Æ
h
et u, qui implique un éart inompressible entre u
Æ
h
et u.
Le même phénomène est apparu quelque soit la fontion u que nous avons onsidérée. Cei nous
onduit à hoisir  dans l'intervalle

10
 4
; 10
 3

: nous avons ainsi une bonne approximation de u
Æ
h
,
sans prendre  trop petit, e qui rendrait le problème [

P
Æ
h
℄ diile à résoudre et ne représenterait
pas un gain signiatif vis-à-vis de u.
Nous allons maintenant nous intéresser au lien entre le problème [P
Æ
h
℄ et le problème [QR
h
℄
dérit par le théorème 3.5. Nous avons tout d'abord montré que la résolution du problème [P
Æ
h
℄
nous fournissait des données régularisées (~g
0h
; ~g
1h
) = (
h
(u
Æ
h
); 
h
(u
Æ
h
)). On peut voir et eet
régularisant sur les gures suivantes :
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
 
 
g0
g
δ
0h
g˜0h
0
0.2
0.21
0.22
0.23
0.24
0.25
0.26
 
 
g1
g
δ
1h
g˜1h
À gauhe : omparaison entre g
0
, g
Æ
0h
et ~g
0h
sur l'axe y = 0:5 autour de x = 0. À droite, omparaison entre
g
1
, g
Æ
1h
et ~g
1h
sur l'axe y = 0:5 autour de x = 0.  = 2%,  = 10
 4
, u =
1
3
y
3
  x
2
y.
28
voir théorème 3.1
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0
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
 
 
g0
g
δ
0h
g˜0h
0
0.17
0.18
0.19
0.2
0.21
0.22
0.23
0.24
0.25
0.26
0.27
 
 
g1
g
δ
1h
g˜1h
À gauhe : omparaison entre g
0
, g
Æ
0h
et ~g
0h
sur l'axe y = 0:5 autour de x = 0. À droite, omparaison entre
g
1
, g
Æ
1h
et ~g
1h
sur l'axe y = 0:5 autour de x = 0.  = 10%,  = 10
 4
, u =
1
3
y
3
  x
2
y.
−0.5 0 0.5
−1.5
−1
−0.5
0
0.5
1
1.5
 
 
g0
g
δ
0h
g˜0h
−0.5 0 0.5
−15
−10
−5
0
5
10
15
 
 
g1
g
δ
1h
g˜1h
À gauhe : omparaison entre g
0
, g
Æ
0h
et ~g
0h
sur l'axe y = 0:5. À droite, omparaison entre g
1
, g
Æ
1h
et ~g
1h
sur l'axe y = 0:5.  = 2%,  = 10
 4
, u =
1
50
os(3x) sinh(3y).
−0.5 0 0.5
−1.5
−1
−0.5
0
0.5
1
1.5
 
 
g0
g
δ
0h
g˜0h
−0.5 0 0.5
−15
−10
−5
0
5
10
15
 
 
g1
g
δ
1h
g˜1h
À gauhe : omparaison entre g
0
, g
Æ
0h
et ~g
0h
sur l'axe y = 0:5. À droite, omparaison entre g
1
, g
Æ
1h
et ~g
1h
sur l'axe y = 0:5.  = 10%,  = 10
 4
, u =
1
50
os(3x) sinh(3y).
La résolution du problème [P
Æ
h
℄ (plus préisément elle de [

P
Æ
h
℄) nous fournit également le
paramètre " := "
Æ
h
tel que u
Æ
h
soit solution du problème [QR
h
℄ ave pour donnée (~g
0h
; ~g
1h
) et
ette valeur de " (voir théorème 3.5). Nous pouvons alors nous demander si ette valeur de " est
un bon hoix. Pour le savoir, nous allons résoudre le problème [QR
h
℄ ave la donnée régularisée
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(~g
0h
; ~g
1h
) pour diérentes valeurs de ". Nous noterons ~u
"h
la solution obtenue. Nous alulons alors
k~u
"h
  
h
(u)k
h
. Nous obtenons les gures suivantes :
10−7 10−6 10−5 10−4 10−3 10−2 10−1
0.065
0.07
0.075
0.08
0.085
0.09
0.095
0.1
0.105
0.11
ε
δ
αh 10
−7 10−6 10−5 10−4 10−3 10−2 10−1
0.065
0.07
0.075
0.08
0.085
0.09
ε
δ
αh
k~u
"h
  
h
(u)k
h
en fontion de ". À gauhe,  = 10
 3
. À droite,  = 10
 4
.  = 2%, u =
1
3
y
3
  x
2
y.
10−7 10−6 10−5 10−4 10−3 10−2 10−1
0.166
0.168
0.17
0.172
0.174
0.176
0.178
ε
δ
αh
10−7 10−6 10−5 10−4 10−3 10−2 10−1
0.166
0.168
0.17
0.172
0.174
0.176
0.178
0.18
ε
δ
αh
k~u
"h
  
h
(u)k
h
en fontion de ". À gauhe,  = 10
 3
. À droite,  = 10
 4
.  = 10%, u =
1
3
y
3
  x
2
y.
10−7 10−6 10−5 10−4 10−3 10−2 10−1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
5
ε
δ
αh
10−7 10−6 10−5 10−4 10−3 10−2 10−1
4
4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
ε
δ
αh
k~u
"h
  
h
(u)k
h
en fontion de ". À gauhe,  = 10
 3
. À droite,  = 10
 4
.  = 2%,
u =
1
50
os(3x) sinh(3y).
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10−7 10−6 10−5 10−4 10−3 10−2 10−1
8.2
8.25
8.3
8.35
8.4
8.45
ε
δ
αh
10−7 10−6 10−5 10−4 10−3 10−2 10−1
8.72
8.74
8.76
8.78
8.8
8.82
8.84
8.86
8.88
8.9
ε
δ
αh
k~u
"h
  
h
(u)k
h
en fontion de ". À gauhe,  = 10
 3
. À droite,  = 10
 4
.  = 10%,
u =
1
50
os(3x) sinh(3y).
On voit que dans tous les as de gure, "
Æ
h
est toujours un très bon hoix. Autrement dit, "
Æ
h
est
pratiquement le meilleur paramètre à utiliser ave la donnée régularisée dans la méthode [QR
h
℄.
Enn, et pour lore e hapitre, nous présentons quelques résultats numériques sur l'éart entre
la solution exate du problème [Cauhy℄ et la solution du problème [P
Æ
h
℄.
Première gure : u =
1
3
y
3
  x
2
y. Deuxième gure : u
Æ
h
  
h
(u),  = 2%.
Troisième gure : u
Æ
h
  
h
(u),  = 5%. Quatrième gure : u
Æ
h
  
h
(u),  = 10%.
 = 10
 4
.
Erreurs relatives  = 2%  = 5%  = 10%
ku
Æ
h
  
h
(u)k
h
=k
h
(u)k
h
0.0585 0.0993 0.1427
ku
Æ
h
  
h
(u)k
L
2
=k
h
(u)k
L
2
0.0172 0.0336 0.0610
Erreurs relatives entre u =
1
3
y
3
  x
2
y et u
Æ
h
.  = 10
 4
.
3.5. APPLICATIONS NUMÉRIQUES 81
Première gure : u =
1
50
os(3x) sinh(3y). Deuxième gure : u
Æ
h
  
h
(u),  = 2%.
Troisième gure : u
Æ
h
  
h
(u),  = 5%. Quatrième gure : u
Æ
h
  
h
(u),  = 10%.
 = 10
 4
.
Erreurs relatives  = 2%  = 5%  = 10%
ku
Æ
h
  
h
(u)k
h
=k
h
(u)k
h
0.0892 0.1431 0.1911
ku
Æ
h
  
h
(u)k
L
2
=k
h
(u)k
L
2
0.0376 0.0850 0.1093
Erreurs relatives entre u =
1
50
os(3x) sinh(3y) et u
Æ
h
.  = 10
 4
.
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Deuxième partie
Méthodes de lignes de niveau adaptées
au problème inverse de l'obstale
83

Chapitre 4
Problème inverse de l'obstale ave
ondition de Dirihlet
Introdution
Le problème inverse de l'obstale est un problème inverse géométrique. Il onsiste en la reherhe
à l'intérieur d'un "milieu" de référene D, gouverné par une équation aux dérivées partielles (La-
plae, Helmholtz, Maxwell, élastiité, ...), d'un "objet" volumique O à partir d'une ou plusieurs
"mesures" sur tout ou partie du bord de D. Les données sont obtenues par solliitation du milieu
et mesure de la réponse orrespondante, e qui d'un point de vue mathématique équivaut à la
onnaissane d'une donnée de Cauhy.
Ce problème intervient dans diérents domaines d'appliation, notamment :
 l'imagerie médiale
 la détetion radar (aérienne) et sonar (sous-marine)
 le ontrle de la forme d'un plasma dans un tokamak
 la reherhe de mines enfouies dans le sol
 le ontrle non destrutif de strutures.
Dans es problèmes, l'objet reherhé peut-être pénétrable, e qui orrespond à la reherhe d'un
hangement de propriété du milieu, ou impénétrable, il est alors aratérisé par une ondition
aux limites sur son bord (Dirihlet, Neumann, ...). On a don une grande diversité de problèmes
orrespondant au "problème inverse de l'obstale".
Plusieurs approhes sont possibles pour aborder e problème. On peut tout d'abord adopter
une méthode d'éhantillonnage, qui onsiste à herher si un point parourant le domaine est ou
non dans l'obstale : un exemple typique est la "linear sampling method" adaptée aux problèmes de
diration
1
. On peut également herher O à partir d'un obstale initial, en résolvant un problème
d'optimisation : on trouve dans ette atégorie des méthodes basées sur l'utilisation de la dérivée
de forme
2
. Des méthodes pour trouver la position d'obstales de formes déterminées basées sur
la dérivée topologique peuvent également être utilisées
3
. En dimension deux, on peut utiliser des
tehniques basées sur la transformation onforme
4
.
Une autre manière d'aborder le problème est d'utiliser une approhe "ligne de niveau" : on ne
herhe alors plus une géométrie, mais la ligne de niveau zéro d'une fontion solution d'une équation
aux dérivées partielles. Depuis l'introdution des méthodes de lignes de niveau dans [OS88℄, elles
ont été très utilisées dans le ontexte de la reherhe d'obstales
5
, en partiulier pare qu'elles
1
[CK96, CC06℄
2
[SZ92, ADJT05℄
3
[CGGM00, Bon08℄
4
[HK05℄
5
[San96, LLS98, Bur04, ABH04℄
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permettent de gérer très simplement les hangements de topologie.
Nous allons nous intéresser dans les prohains hapitres à la résolution du problème inverse de
l'obstale ave ondition de Dirihlet. Nous allons plus préisément dans e hapitre nous intéresser
aux prinipales aratéristiques mathématiques du problème et à quelques domaines d'appliation,
avant de dérire la philosophie de la méthode de résolution "par l'extérieur" que nous allons mettre
en plae, à savoir une méthode de lignes de niveau ouplée à la méthode de quasi-réversibilité
étudiée au hapitre 2.
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4.1 Formulation mathématique du problème
4.1.1 L'opérateur diérentiel de notre problème
Soit 
 un ouvert onnexe borné de Rd,   une partie lipshitzienne de sa frontière (   
).
Soit P : H
1
(
) 7! H
 1
(
) un opérateur diérentiel de la forme :
Pu :=
d
X
i=1
d
X
j=1

x
i
 
a
ij
u
x
j
!
+  u
ave a
ij
2W
1;1
(
) et  2 L
1
(
). On note H
1
(
; P ) :=

u 2 H
1
(
) jPu 2 L
2
(
)
	
. On rappelle
6
que pour tout u 2 H
1
(
; P ), on a
u

P
:=
d
X
i;j=1
a
ij
u
x
j
2 H
 1=2
( ).
Nous allons supposer que P vérie les deux propriétés suivantes :
Propriété 4.1 - uniité du problème de Dirihlet :
(
Pu = 0 dans 

u 2 H
1
0
(
)
) u  0 dans 

Propriété 4.2 - prolongement unique :
soit ! un ouvert quelonque, !  
 et j!j 6= 0. Si u 2 H
1
(
) vérie Pu = 0 dans 
 et u  0
dans !, alors u  0 dans 
.
La propriété de prolongement unique a pour onséquene l'uniité de la solution du problème de
Cauhy pour l'opérateur P :
Corollaire 4.1 - uniité du problème de Cauhy :
8
>
>
<
>
>
:
Pu = 0 dans 

u = 0 sur  
u

P
= 0 sur  
) u  0 dans 
:
6
f lemme 1.1 p.11
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On a déjà vu au hapitre 1 que l'opérateur  vérie les propriétés 4.1 et 4.2. De nombreux autres
opérateurs les vérient, omme le montre la proposition suivante :
Propriété 4.3 si :
 il existe  > 0 t.q.
P
d
i;j=1
a
ij
(x)
i

j
 jj
2
; pour presque tout x 2 
; 8 2 Rd (strite
elliptiité de l'opérateur P )
   0.
alors les propositions 4.1 et 4.2 sont vériées
7
.
Remarque : l'important pour la suite n'est pas la forme de l'opérateur, mais bien le fait que l'opérateur
vérie les propositions 4.1 et 4.2. Les méthodes envisagées s'adaptent à tout opérateur les vériant.
4.1.2 Problème inverse de l'obstale
Soit D un ouvert onnexe borné de Rd,   une partie lipshitzienne de sa frontière (   D).
Pout tout O ⋐ D ouvert, on pose 
(O) := D n O. On se donne (g
0
; g
1
) 2 H
1=2
( )  H
 1=2
( ),
(g
0
; g
1
) 6= (0; 0). Le problème inverse de l'obstale ave ondition de Dirihlet est :
Problème [O
bs
℄ : trouver O ⋐ D, ouvert à frontière ontinue8 tel que 
(O) est onnexe, et
u 2 H
1
(
(O)) \ C
0


(O)

vériant :
8
>
>
>
>
<
>
>
>
>
:
Pu = 0 dans 
(O)
u = g
0
sur  
u

P
= g
1
sur  
u = 0 sur O:
Propriété 4.4 - uniité de la solution du problème de l'obstale : le problème [O
bs
℄ a
au plus une solution (O; u).
Preuve : supposons que la problème [O
bs
℄ admette deux solutions (O
1
; u
1
) et (O
2
; u
2
). Posons NB la ompo-
sante onnexe non bornée de Rd nO
1
[ O
2
, et
~
D = NB\D (   
~
D). On remarque que w := u
1
 u
2
2 H
1
(
~
D)
vérie :
8
<
:
Pw = 0 dans
~
D
w = 0 sur  
w

P
= 0 sur  :
Le orollaire 4.1 nous donne alors w  0 dans
~
D, soit u
1
= u
2
dans
~
D. Comme u
i
2 C
0


(O
i
)

, on en déduit :
u
1
= u
2
dans
~
D.
Posons alors V = D n O
1
[
~
D. Si O
1
6 O
2
, on a V 6= ;, et V 
 
D n O
1

. On a alors V  O
1
[ O
2
.
Sur la partie de V ontenue dans O
1
, on a par dénition u
1
= 0. La partie de V ontenue dans O
2
est une
partie de 
~
D, on a don u
1
= u
2
sur ette partie, or par dénition u
2
= 0 sur O
2
, don u
1
= 0 sur ette partie.
On a don u
1
= 0 sur V . Comme par hypothèse on a u
1
2 H
1
(V) \ C
0
 
V

, on a
9
u
1
2 H
1
0
(V). On a de plus
V  
(O
1
), et don Pu
1
= 0 dans V . La propriété 4.1 nous donne alors u
1
= 0 dans V , puis la propriété 4.2
nous donne u
1
= 0 dans 
(O
1
), e qui entre en ontradition ave (g
0
; g
1
) 6= (0; 0).
On a don O
1
 O
2
. Un raisonnement symétrique nous donne O
2
 O
1
, et don O
1
= O
2
. On déduit
nalement de w = 0 dans
~
D = D nO
1
que u
1
= u
2
.
7
f orollaire 8.2 p.170 de [GT01℄
8
pour la dénition de la régularité du bord d'un ouvert, se référer à l'annexe B
9
f théorème IX.17 + remarque 20 de [Bre05℄
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
Conlusion : dans la mesure où le problème [O
bs
℄ admet au plus une solution, on peut légitime-
ment essayer de mettre en plae une méthode (un algorithme) permettant de retrouver l'obstale
O à partir des données (g
0
; g
1
).
Dans la démonstration de la propriété 4.4, il est ruial d'avoir 
(O) onnexe. En eet, sup-
posons que e ne soit pas le as, et que 
(O) ait deux omposantes onnexes 

1
et 

2
. O ⋐ D
implique qu'une des deux omposantes, disons 

2
, vérie 

2
 O. On a alors Pu = 0 dans 

2
et u = 0 sur 

2
, e qui implique (voir propriété 4.1) u  0 dans 

2
. Autrement dit, u ne ontient
auune information onernant 

2
, e qui est logique dans la mesure où 

2
ne "voit" pas  , et
don la donnée du problème.
On ne peut obtenir d'informations que sur la forme extérieure de O à partir des données (g
0
; g
1
).
On peut formaliser ette idée de la manière suivante :
Notation : pour ! ⋐ D ouvert quelonque, on pose NB(!) la partie onnexe non bornée de Rdn!,
et !^ := Rd n NB(!).
Si on prend le ouple (O; u) dérit préédemment, et que l'on dénit u^ := u
j

1
, on voit que
(
^
O; u^) est l'unique solution du problème [O
bs
℄ ave pour donnée (g
0
; g
1
) = (u
j 
; (
u

P
)
j 
). Autre-
ment dit, si nous résolvons [O
bs
℄, 'est bien
^
O, et non O, que nous obtiendrons. Et
^
O, 'est O[

2
,
soit de manière imagée l'ouvert plus ses avités.
Un autre élément ruial dans la démonstration de la propriété 4.4 est l'hypothèse u 2 C
0


(O)

.
Elle nous permet de parler de la trae u sur V sans onnaître le régulartié du bord de V. Or e
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bord peut ne pas être lipshitzien, même si les ouverts O
1
et O
2
sont très réguliers, et le aratère
lipshitzien est néessaire pour parler de la trae d'une fontion de H
1
. Pour s'en onvainre, il
sut de onsidérer l'exemple suivant : en dimension 2, O
1
est le erle de entre (
1
2
; 0) de rayon
1
2
,
O
2
est le erle de entre (0; 0) de rayon 1.
Remarque : si  = 0 et si la ondition aux limites sur l'obstale est u = k 2 R, on se ramème au
problème [O
bs
℄ en faisant le hangement de variable ~u := u k. On peut aussi s'intéresser à d'autres
types de onditions aux limites sur le bord de l'obstale : au hapitre 7, nous nous intéresserons à
une ondition de la forme jruj = k 2 R+.
4.2 Exemples d'appliations
4.2.1 Identiation du bord d'un plasma dans un tokamak
Un tokamak est une hambre de onnement magnétique destinée à ontrler un plasma en
vue de la prodution d'énergie par fusion nuléaire
10
. Pour qu'un tel proessus fontionne, il est
néessaire de ontrler le plasma an de le maintenir dans la hambre de onnement. Il est don
important de onnaître la forme du plasma.
Un tokamak est (littéralement) une hambre toroidale de onnement. C'est don un tore,
obtenu en faisant tourner un domaine borné onnexe T  R2 autour d'un axe A (ne traversant pas
T ). On pose A := (Oy), et on a don pour tout M 2 T , M := (x; y) ave x
1
> x > x
0
> 0. Dans
ette hambre se trouve des limiteurs L dont le rle est d'empêher le plasma de venir touher
le bord de la hambre. Ils servent également de points de mesure des aratéristiques du plasma.
D'un point de vue mathématique, on onsidère L omme un fermé, et on note D := T n L. D est
un ouvert borné de R2.
10
soure : http ://fr.wikipedia.org/wiki/Tokamak
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Supposons l'existene d'un plasma P dans notre tokamak. Soit  le ux poloïdal du hamp
magnétique B.  vérie
11
:
8
>
>
>
<
>
>
>
:
P = 0 dans D n P
 = g
0
sur T
1
x
 

= g
1
sur T
 = sup
L
 sur P
ave P =

x

1

0
x
 
x

+

y

1

0
x
 
y

, 
0
> 0, et (g
0
; g
1
; sup
L
 ) provenant de mesures sur les
bords de T et L.
En faisant le hangement de variable  :=    sup
L
 , on voit que e problème se ramène à
notre problème [O
bs
℄, ave (O; u) := (P; ) (on vérie aisément, à l'aide de la propriété 4.3, que
l'opérateur P vérie les propriétés voulues).
Des méthodes de résolution du problème d'identiation du bord d'un plasma ont déjà été
proposées et étudiées : itons [Blu89℄, ave une méthode utilisant la quasi-réversibilité que nous
dérirons brièvement au 4.3, et plus réemment [FABB10℄, ave une méthode basée sur la minimi-
sation d'une fontionnelle de type Kohn-Vogelius
12
.
4.2.2 Notre problème test : opérateur 
Le problème que nous allons essayer de résoudre numériquement est le problème [O
bs
℄, ave
P := . Comme il a été vu au hapitre 1, l'opérateur  vérie la propriété 4.2. Il est par ailleurs
bien onnu qu'il vérie la propriété 4.1. La propriété 4.3 permet de s'en assurer
13
.
Obtenir des données
Pour obtenir des données (g
0
; g
1
) et tester nos méthodes, on proède de la manière suivante :
on se donne un obstale O lipshitzien vériant O ⋐ D, et g
1
2 L
2
(D).
On note H :=
n
v 2 H
1
(
(O)) j v
jO
= 0
o
. C'est un sous-espae fermé de H
1
(
(O)), par onti-
nuité de l'opérateur trae de H
1
(
(O)) sur H
1=2
(O), et don, muni de la norme H
1
, un espae
de Hilbert.
Lemme 4.1 soit 
 un ouvert onnexe borné de Rd,   une partie lipshitzienne de sa frontière
de mesure non nulle. Il existe
14
une onstante C telle que pour tout v 2 H
1
(
), on a :
kvk
2
H
1
(
)
 C
 
Z


jrvj
2
dx+

Z
 
v d

2
!
(inégalité de Poinaré-Friedrihs):
11
pour des renseignements sur les tokamaks en général et sur es équations en partiulier, se référer au livre de
Jaques Blum [Blu89℄, partiulièrement au hapitre V
12
voir introdution de hapitre 2
13
on peut aussi se référer au hapitre IX.5, Formulation variationnelle de quelques problèmes aux limites ellip-
tiques, de [Bre05℄
14
f [CL09℄ p.36
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On prenant   := O, on en déduit que pour tout v 2 H, on a :
kvk
H
1
(
(O))
 Cjvj
H
1
(
(O))
On pose alors le problème suivant :
Problème [Neumann℄ : trouver u 2 H t.q. pour tout v 2 H, on ait :
Z

(O)
ru  rv dx =
Z
D
g
1
v d:
Propriété 4.5 le problème [Neumann℄ admet une unique solution u qui vérie u = 0 dans

(O), u = 0 sur O et
u

= g
1
sur D.
Preuve : il existe une unique solution au problème par appliation direte du théorème de Lax-Milgram (l'inégalité
de Poinaré-Friedrihs nous donne la oerivité de la forme bilinéaire a(u; v) :=
R

(O)
ru  rv dx sur H).
u 2 H implique u = 0 sur O. Ensuite, soit ' 2 C
1

(
(O)), on a ' 2 H, et don :
Z

(O)
ru  r'dx = 0 =  hu; 'i
d'où u = 0. On a don u 2 H
1
(
;). On a don
15
, pour tout v 2 H,
Z

(O)
u v dx = 0 =  
Z

(O)
ru  rv dx+ h
u

; vi
H
 1=2
(D);H
1=2
(D)
=  
Z
D
g
1
v d + h
u

; vi
H
 1=2
(D);H
1=2
(D)
:
La surjetivité de l'appliation v 2 H 7! v
jD
2 H
1=2
(D) donne nalement 

u = g
1
sur D.

Si on se donne    D, on obtient alors des données pour notre problème en prenant (u
j 
; g
1j 
).
Pour nos tests, on prend D = ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, on se donne un ouvert O ⋐ D
et une triangulation de 
(O), et on résout le problème [Neumann℄ par la méthode des éléments
nis P
1
, très lassiquement
16
. Il sut alors de réupérer la trae sur   de la solution alulée pour
obtenir nos données.
Remarque : on pourrait bien entendu résoudre le problème en imposant g
0
omme ondition de Diri-
hlet, et en réupérant la trae normale de la solution. S'il n'y a que peu de diérenes en théorie (il
faut juste s'assurer d'avoir pris g
0
assez régulier), en pratique la trae des fontions de H
1
est mieux
approhée par éléments nis P
1
que la trae normale. On obtient une donnée de meilleure qualité en
passant par le problème [Neumann℄.
Il est intéressant de noter que nos données provenant d'un alul éléments nis, elles ne sont pas
exates. Tout se passe omme si on introduisait diretement du bruit sur les données. Ave un maillage
assez n, on peut espérer que e bruit sera minime.
En guise de onlusion, deux appliations numériques : on résout [Neumann℄ dans 
(O), ave
g
1
=
(
1 sur ℄ 0:5; 0:5[  f  0:5g
0 sur f0:5g  ℄ 0:5; 0:5[
. À gauhe sont représentés les maillages servant à la résolution
éléments nis (pas du maillage de l'ordre de 1=50), à droite les solutions.
15
f lemme 1.3 p.11
16
f [CL09℄, [PL96℄ ou enore [Cia78℄, par exemple
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4.3 Limitations d'une première méthode naïve
Nous présentons ii une première idée qui vient naturellement lorsque l'on veut résoudre le
problème [O
bs
℄ en utilisant la méthode de quasi-réversibilité. Elle est adaptée de l'idée de J.
Blum
17
pour le as du plasma. On se plae dans le as où l'opérateur P est l'opérateur laplaien.
Supposons que, bien que ne onnaissant pas préisément la position de l'obstale, nous onnaissions
un ouvert O
0
vériant O
0
 O. Typiquement, dans le problème d'identiation de la frontière du
plasma, on sait a priori où se trouve le plasma, ar il est onné par les limiteurs, et on peut
espérer trouver un tel O
0
. La deuxième supposition est de loin plus hasardeuse : supposons que u
se prolonge en une fontion ~u dans D n O
0
, telle que ~u vérie ~u = 0 dans D n O
0
18
.
L'idée est alors d'utiliser la méthode de quasi-réversibilité
19
dans D nO
0
. On obtient ainsi une
approximation ~u
"
de ~u à partir de la donnée (g
0
; g
1
) sur   partie du bord de D. La ligne de niveau
zéro de ~u
"
devrait alors nous donner une bonne approximation de O.
Nous allons tester ette méthode dans D := ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, ave   := D
(on obtient des données omme expliqué préédemment). L'obstale que nous reherhons est
représenté en bleu sur les gures. On se donne un ouvert O
0
pour les tests (en noir sur les gures),
on résout le problème [QR℄ dans D n O
0
. On représente (en rouge) la ligne de niveau zéro de la
solution de e problème.
17
f [Blu89℄
18
par le théorème de Cauhy-Kowalewska ([CHT62℄), on sait que l'on peut prolonger de ette façon u "un petit
peu" à l'intérieur de l'obstale si sa frontière est assez régulière, mais on ne sait pas si on peut le faire jusqu'à O
0
19
voir le hapitre 2
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
En bleu, O, en noir, O
0
, et en rouge, la ligne de niveau 0 de ~u
"
On onstate tout d'abord que les résultats sont assez bons dans les as où O
0
 O (trois
premières gures). Néanmoins, la reonstrution de O n'est pas stable, elle dépend fortement de
la position de O
0
par rapport à O. Si O
0
6 O, le résultat est très mauvais, et dans le dernier as,
où O
0
\ O = ;, n'est pas meilleur que elui obtenu en résolvant le problème [QR℄ dans tout D,
omme le montrent les deux gures suivantes :
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
En onlusion, ette méthode, qui est extrêmement rapide, néessite en ontrepartie une très
bonne onnaissane de la position de l'obstale si l'on désire des résultats aeptables. Elle est
don inappliable dans la plupart des as, en partiulier quand O possède plusieurs omposantes
onnexes, puisqu'elle néessite la onnaissane a priori du nombre et de la position de toutes les
omposantes
20
.
4.4 Une nouvelle approhe par l'extérieur
Pour que la méthode préédente fontionne théoriquement, il est néessaire de pouvoir prolonger
la fontion u à l'intérieur de l'obstale en une fontion ~u vériant P ~u = 0. Les exemples numériques
préédents montrent lairement que e n'est pas toujours le as. Nous allons don tenter de résoudre
le problème [O
bs
℄ sans faire ette hypothèse. En onséquene, nous ne devrons jamais essayer de
aluler u à l'intérieur de l'obstale (préisément là où nous ne sommes pas sûr de son existene).
En partiulier, nous ne pouvons aluler u sur Dn! que si O  !. Cei nous impose une approhe
par l'extérieur de l'obstale.
Donnons nous un ouvert !
0
, première approximation de O, vériant O  !
0
⋐ D. La fontion
u est l'unique fontion vériant dans D n !
0
8
>
<
>
:
Pu = 0 dans D n !
0
u = g
0
sur  


P
u = g
1
sur  
'est-à-dire l'unique solution du problème de Cauhy pour l'opérateur P , que nous savons résoudre
(approximativement) par la méthode de quasi-réversibilité
21
.
La question que l'on va alors se poser est la suivante : onnaissant u dans D n !
0
, sommes-nous
apables d'obtenir une meilleure approximation extérieure de O, plus préisément un ouvert !
1
vériant O  !
1
 !
0
?
20
s'ils savaient où se trouve e qu'ils herhent, ils ne herheraient pas (Johann Wolfgang von Goethe,
Maximes et réexions)
21
voir hapitre 2
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Les deux étapes de la méthode envisagée : premièrement, on obtient u dans D n !
0
à partir de (g
0
; g
1
),
deuxièmement, on obtient !
1
à partir de u.
Plus généralement, peut-on onstruire une suite d'ouverts (!
m
)
m2N vériant O  !m+1 
!
m
; 8m 2 N ? Nous verrons qu'une telle suite onverge toujours. Il restera à déterminer si sa
limite est bien l'obstale reherhé.
Si nous pouvons répondre par l'armative à es deux interrogations, nous aurons onstruit
une méthode qui approhe par l'extérieur l'obstale reherhé, et nous aurons résolu le problème
[O
bs
℄. Nous allons voir dans les deux prohains hapitres deux manières de mettre en plae de
telles approhes par l'extérieur.
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Chapitre 5
Méthode de lignes de niveau fondée sur
une équation de Hamilton-Jaobi
Introdution
Les méthodes de lignes de niveau ont été introduites pour la première fois dans un artile de
Osher et Sethian paru en 1988
1
pour l'étude de la propagation de fronts, 'est-à-dire le déplaement
d'une surfae de Rd soumise à une vitesse. C'est un problème diile, ar es surfaes, lors de
leur mouvement, peuvent avoir des omportements tout à fait désagréables, en partiulier des
hangements de topologie, qui rendent la simulation numérique de leur propagation diile. La
méthodologie des lignes de niveau est une manière eae et simple d'aborder ette problématique.
Notons   la surfae dont on veut étudier le mouvement.   est un domaine de Rd de odimen-
sion 1. L'idée introduite par Osher et Sethian est de dénir une fontion ' : RdR+ ! R régulière
(au moins lipshitzienne) telle que l'on ait : 8t 2 R+;  (t) :=
n
x 2 Rd j '(x; t) = 0
o
. Ainsi, pour
tout temps t,   est la ligne de niveau zéro de '
2
.
L'intérêt prinipal de e hangement d'inonnue (  ! ') est que l'on en vient à étudier la
solution d'une EDP, dont le traitement à la fois théorique et numérique est beauoup plus simple
que elui de la surfae. En partiulier, les hangements de topologie de   sont automatiquement
traités au travers de '. Cette méthodologie a démontré son eaité dans de nombreux domaines
d'appliation
3
, notamment en imagerie et dans les problèmes d'interations uides-strutures. Nous
allons voir qu'elle est également très eae pour la résolution du problème inverse de l'obstale.
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5.1 Méthode de lignes de niveau
5.1.1 Équation eikonale
Dans le formalisme des méthodes de lignes de niveau, pour être apable de suivre l'évolution
au ours du temps du front  , il sut de savoir suivre l'évolution d'une ligne de niveau de '. Pour
 2 R, x(t) est un élément de la ligne de niveau  de ' si et seulement si
'(x(t); t) = :
En dérivant
4
ette équation par rapport au temps, on obtient
'
t
(x(t); t) + _x(t):r
x
'(x(t); t) = 0:
Supposons alors que le front soit soumis en un point x à une vitesse
~
V (x) onnue, soit _x(t) =
~
V (x(t)). On a
'
t
(x(t); t) +
~
V (x(t)):r
x
'(x(t); t) = 0:
Posons alors
~n(x(t); t) :=
r
x
'(x(t); t)
jr
x
'(x(t); t)j
et érivons
~
V (x) := V
n
~n +
~
V
t
, ave ~n:
~
V
t
= 0. On obtient que la fontion ' est soumise à une
équation eikonale :
'
t
+ V
n
jr
x
'j = 0
La résolution de ette équation (ave des onditions aux limites) nous permet don de onnaître
l'évolution de ', et don elle de la ligne de niveau zéro de ', 'est-à-dire elle de  , soumis à un
hamp de vitesse normal.
5.1.2 Cadre théorique
Soit un ouvert borné D de Rd. Nous sommes amenés à nous intéresser à l'existene et l'uniité
d'une éventuelle solution à des problèmes de la forme
8
>
>
<
>
>
:

t
+ V (x)jrj = 0 dans D  ℄0; T [
(x; 0) = f
0
(x) sur D
(x; t) = g(x; t) sur D  ℄0; T [ :
(5.1)
Le bon adre d'étude pour e genre de problème est elui des solutions de visosité pour les
équations de Hamilton-Jaobi. Nous renvoyons à [Bar94℄ pour une étude très omplète de e type
de problème.
On dira que ' 2 C(D [0; T ℄) est sous-solution de visosité de (5.1) si et seulement si (x; 0) 
f
0
(x) sur D, (x; t)  g(x; t) sur D  ℄0; T [, et pour toute fontion  2 C
1
(D  ℄0; T [), si (x
0
; t
0
)
est un point de maximum loal de '   , on a
 
t
(x
0
; t
0
) + V (x
0
)jr (x
0
; t
0
)j  0:
4
formellement
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On dira que ' 2 C(D[0; T ℄) est sur-solution de visosité de (5.1) si et seulement si (x; 0)  f
0
(x)
sur D, (x; t)  g(x; t) sur D ℄0; T [, et pour toute fontion  2 C
1
(D ℄0; T [), si (x
0
; t
0
) est un
point de minimum loal de '   , on a
 
t
(x
0
; t
0
) + V (x
0
)jr (x
0
; t
0
)j  0:
Enn, on dira que ' 2 C(D  [0; T ℄) est solution de visosité de (5.1) si et seulement si elle est
sous-solution et sur-solution de visosité de (5.1).
Nous présentons ii le résultat dont nous aurons prinipalement besoin dans notre étude. Il
onerne un as partiulier de l'équation (5.1). Nous renvoyons à l'annexe A pour la preuve de e
théorème.
Théorème 5.1 Soit l'équation suivante :
8
>
>
<
>
>
:

t
+ V (x)jrj = 0 D  ℄0; T [
(x; 0) = f
0
(x) D
(x; t) = f
0
(x) D  ℄0; T [ :
(5.2)
Si
 f
0
est une fontion lipshtzienne de D
 V est lipshitzienne dans D
 V est à support ompat dans D
alors ette équation admet une unique solution de visosité , et on a  2W
1;1
(D  ℄0; T [).
Remarquons tout de suite le gain en régularité sur . Il est très important, puisque nous pouvons
dire que  est diérentiable presque partout, et le point (ii) du orollaire 2.1 p.17 de [Bar94℄ nous
dit alors que  vérie l'équation eikonale presque partout. Ainsi, pour tout ouvert !  D, pour
tout intervalle de temps ℄s
1
; s
2
[  ℄0; T [, on aura
Z
!
Z
s
2
s
1


t
(x; s) + V (x)jr(x; s)j

ds dx = 0;
relation que nous allons utiliser à de multiples reprises.
5.1.3 Stratégie de résolution du problème [O
bs
℄
Nous présentons ii les prinipales idées qui mèneront aux méthodes dérites dans la seonde
partie de e hapitre. On se donne une ondition initiale f
0
2 C(D) vériant :
O  fx 2 D t.q. f
0
(x) < 0g :
Ainsi, la ligne de niveau zéro de '(x; 0)  entoure  l'obstale reherhé. Le but va être de faire
évoluer ette ligne de niveau au ours du temps grâe à l'équation eikonale (5.2), en hoisissant la
vitesse V de telle sorte que la ligne de niveau zéro de '(x; t) tende vers la frontière O de l'obstale.
Cette vitesse dépendra bien entendu de la fontion u. Intuitivement, un bon hoix de vitesse est
V :=  juj, ar :
 en dehors de l'obstale O, on a juj non nulle
5
. L'équation eikonale donne alors
'
t
= jujjr'j > 0
5
en eet, si juj est nulle sur un ouvert de DnO, alors en vertu de la propriété de prolongement unique 4.2 vériée par
l'opérateur P , on aurait u  0 dans DnO, e qui entre en ontradition ave l'hypothèse (u; 

P
u) = (g
0
; g
1
) 6= (0; 0)
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d'où '(x; :) est une fontion roissante du temps. La ligne de niveau de ' a don tendane à se
rapproher de O
 sur l'obstale en revanhe, on a u = 0. L'équation eikonale donne
'
t
jO
= 0, soit '
jO
=
f
0jO
< 0 pour tout temps t, et la ligne de niveau de ' ne traverse jamais la frontière de l'obstale.
Bien entendu, e raisonnement n'est que formel. Il nous reste don à donner un adre mathé-
matique omplet à es idées.
5.2 Résolution du problème [O
bs
℄ par l'intermédiaire d'une équa-
tion eikonale
5.2.1 Une première méthode simple
Nous allons supposer que u, solution du problème de l'obstale, est une fontion lipshitzienne
sur 
(O)
6
. On se donne  2 C
1

(D), 0    1 sur D. On dénit la vitesse suivante :
(
V (x) = (x)ju(x)j pour x 2 
(O)
V (x)  0 dans O
ave omme ondition supplémentaire V lipshitz sur D. Il existe des fontions vériant les pro-
priétés, il sut de prendre V  0 dans O pour s'en assurer. On se donne 
0
fontion lipshitzienne
sur D. Alors d'après le théorème 5.1, le problème
8
>
>
<
>
>
:

t
  V (x)jrj = 0; (x; t) 2 D  R
+

(x; 0) = 
0
(x); x 2 D
(x; t) = 
0
(x); (x; t) 2 D  R+
admet une unique solution de visosité , ontinue sur D  R+ (par dénition), telle que  2
W
1;1
(D  ℄0; T [), 8T > 0. On dénit, pour tout t  0, le domaine ouvert :
!
t
= fx 2 D j (x; t) < 0g :
Propriété 5.1 si O  !
0
, alors O  !
t
pour tout t  0.
Ce résultat serait diret si on avait  2 C
1
(D  R+). On aurait dans e as, pour x 2 O,
(x; t) = 
0
(x) +
Z
t
0

t
(x; s)ds:
En utilisant l'équation eikonale
7
, on obtient alors
(x; t) = 
0
(x) +
Z
t
0
V (x)jr(x; s)j ds
et don (x; t)  0, puisque 
0
(x)  0 ar O  !
0
, et V (x)  0 par hypothèse. Malheureusement,
 n'est en général pas C
1
(D  R+), et la démonstration en est rendue quelque peu plus diile.
On a en partiulier besoin du lemme suivant :
6
remarquons que Lip(
(O)), ensemble des fontions lipshitziennes sur 
(O), est un sous-ensemble de
C
0
 

(O)

\H
1
(
(O)), espae fontionnel dans lequel u se trouve par hypothèse
7
si  2 C
1
(D R
+
), alors l'équation eikonale, qui est vériée par  au sens de visosité, est en fait vériée par 
au sens fort, voir le point (ii) du orollaire 2.1 p.17 de [Bar94℄
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Lemme 5.1 soit x 2 Rd, V
x
un voisinage de x et f 2 C(V
x
). Alors :
1
jB(x; ")j
Z
B(x;")
f(u) du
"!0
   ! f(x):
Preuve : soit "
0
> 0 t.q. B(x; "
0
)  V
x
. On fait le hangement de variable v :=
1
"
(u  x). On a alors :
1
jB(x; ")j
Z
B(x;")
f(u) du   f(x) =
1
jB(x; ")j
Z
B(x;")
[f(u)  f(x)℄ du
=
"
d
jB(x; ")j
Z
B(0;1)
[f("v + x)  f(x)℄ dv
=
1
jB(0; 1)j
Z
B(0;1)
[f("v + x)  f(x)℄ dv
Si on note g
"
(v) : v 2 B(0; 1) 7! f("v + x)   f(x), on a g
"
(v)
"!0
   ! 0 pour tout v 2 B(0; 1), par ontinuité
de f sur V
x
, et pour " < "
0
, jg
"
(x)j  2kfk
L
1
(B(x;"
0
))
2 L
1
(B(0; 1)). On peut don appliquer le théorème de
onvergene dominée de Lebesgue
8
, et on a :
lim
"!0
Z
B(0;1)
[f("v + x)  f(x)℄ dv = 0:
Le résultat suit.

Preuve de la propriété 5.1 : soit x 2 O, " > 0 t.q. B(x; ")  O et s > 0. Comme  2W
1;1
(D℄0; T [), on
a, pour tout s > 0, (y; :) 2 W
1;1
(℄0; s[) pour tout y 2 B(x; "), et don
9
(y; s)   (y; 0) =
Z
s
0

t
(y; t) dt:
On a alors
Z
B(x;")
(y; s)   (y; 0) dy =
Z
B(x;")
Z
s
0

t
(y; t) dt dy
et omme  vérie l'équation eikonale presque partout, on a
Z
B(x;")
(y; s)   (y; 0) dy =
Z
B(x;")
Z
s
0
V (y)jr(y; t)j dt dy:
Par hypothèse V  0 dans B(x; "), et on a don
R
B(x;")
(y; s)   (y; 0) dy  0. En divisant par jB(x; ")j, en
faisant tendre " vers 0 et en utilisant le lemme 5.1, on obtient (x; s)  (x; 0) = 
0
(x) < 0 puisque x 2 !
0
.
On a don nalement x 2 !
s
pour tout s  0.

Propriété 5.2 supposons O  !
0
. L'appliation t 7! !
t
est déroissante (pour l'inlusion).
Une nouvelle fois, si on avait  2 C
1
(D  R+), le résultat serait très simplement prouvé. On
aurait
(x; t)  (x; s) =
Z
t
s

t
(x; u) du =
Z
t
s
V (x)jr(x; u)j du; 80  s < t:
Si x 2 !
t
, alors soit x 2 O, et dans e as x 2 !
s
d'après la propriété préédente, soit x =2 O, et on
a V (x)  0, d'où (x; t)  (x; s), e qui implique de nouveau x 2 !
s
.
Preuve de la propriété 5.2 : soit 0  s  t, et x 2 !
t
. Nous voulons montrer que x 2 !
s
.
8
f théorème IV.2 p.54 de [Bre05℄
9
f théorème VIII.2 et remarque 5 p.122 de [Bre05℄
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 soit x 2 O, et la propriété 5.1 nous donne x 2 !
s
.
 soit x 2 !
t
n O. Soit  > 0 t.q. B(x; )  !
t
n O. Par un raisonnement identique à elui de la preuve de la
propriété 5.1, on obtient
Z
B(x;)
(y; t)   (y; s) dy =
Z
B(x;)
Z
t
s
V (y)jr(y; u)j du dy:
Comme B(x; )  
(O), on a par hypothèse V  0 dans B(x; ). On en déduit
Z
B(x;)
(y; t)   (y; s) dy  0
et, en divisant par jB(x; )j et en faisant tendre  vers 0, (x; t)  (x; s). Comme x 2 !
t
, on a (x; t) < 0. On
en déduit (x; s) < 0, soit x 2 !
s
.

Sous l'hypothèse O  !
0
, l'appliation t 7! !
t
est déroissante, et les !
t
appartiennent à un
ouvert borné xé (l'ouvert D). On peut don utiliser la propriété B.4 p.196 : les !
t
onvergent au
sens de Hausdor vers
! =

z }| {
\
t0
!
t
:
Par stabilité de l'inlusion pour la onvergene au sens de Hausdor
10
, on a O  !. On a la
aratérisation suivante
! =

x 2 D j 9
x
> 0; 8y 2 B(x; 
x
); 8t 2 R
+
; (y; t) < 0
	
Nous arrivons maintenant au résultat prinipal de ette partie :
Théorème 5.2 supposons O  !
0
et   1 dans !
0
. Supposons également qu'il existe une
fontion (t) positive telle que
Z
1
0
(t) dt =1
et
jr(x; t)j  (t) pour presque tout (x; t) 2 
(O) R
+
:
Alors
! = O
Autrement dit, les !
t
onvergent (au sens de Hausdor) vers O lorsque t tend vers l'inni.
Preuve : on sait déjà que O  !. Soit x 2 ! n O, et  susament petit pour que B(x; )  ! n O. On a
B(x; )  !
0
n O, d'où pour tout y 2 B(x; ), V (y) = ju(y)j. On a :
Z
B(x;)
[(y; t)   
0
(y)℄ dy =
Z
B(x;)
Z
t
0

t
(y; s) ds dy
=
Z
B(x;)
Z
t
0
V (y)jr(y; s)j ds dy

 
Z
B(x;)
ju(y)j dy
!

Z
t
0
(s) ds

:
10
propriété B.5 p.196 dans l'annexe B
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On a
R
B(x;)
ju(y)j > 0, puisque si e n'était pas le as, la propriété 4.2 nous donnerait u  0 dans 
(O), e qui
entrerait en ontradition ave (u
j 
; 

P
u
j 
) = (g
0
; g
1
) 6= (0; 0). On en déduit que pour t susamment grand
Z
B(x;)
(y; t) dy  0:
Il existe don y 2 B(x; ) et t  0 tels que (y; t)  0, et e, pour tout  susamment petit ('est-à-dire tel
que B(x; )  ! n O). Cei ontredit exatement le fait que x 2 !.
On en déduit ! nO = ;, d'où O  !  O. Comme O est un ouvert à bord ontinu, on obtient nalement
11
! = O.

Nous avons ii mis en plae une méthode onstruisant une suite d'ouverts onvergeant vers
l'obstale reherhé. Cette approhe néessite la onnaissane à tout instant de la fontion u jus-
qu'au bord de l'obstale O : elle n'est pas onforme au adre méthodologique proposé au 4.4 p.94.
Nous allons modier ette méthode pour nous ontenter de la onnaissane de u à l'extérieur des
ouverts, et allons être naturellement amenés à introduire des prolongements de juj à l'intérieur de
es ouverts. Nous verrons quelles sont les aratéristiques que doivent vérier es prolongements
an d'assurer la onvergene des ouverts vers l'obstale.
D'autre part, l'hypothèse de roissane en temps de la norme du gradient (
R
R+
jr(x; s)j ds = 1
pour tout x), néessaire pour assurer la onvergene de la suite vers O, est une hypothèse très forte :
le théorème A.6 (p. 189 en annexe) suggère plutt une roissane en temps de jrj en exp( t),
e qui invaliderait diretement ette hypothèse. Pour nous passer de ette hypothèse, nous allons
introduire une étape de réinitialisation de  dans la méthode.
Ces deux modiations, utilisation de u seulement à l'exterieur des ouverts et réinitialisation
de , nous feront onstruire une seonde méthode, onforme au adre méthodologique du 4.4 : la
méthode [HJ℄
12
.
5.2.2 Seonde méthode : méthode [HJ℄
On suppose omme préédemment que u est lipshitzienne. Soit !
0
ouvert, O  !
0
⋐ D. On
se donne  2 C
1

(D), 0    1 et   1 sur !
0
. On se donne T > 0. Soit V
0
2 C
0
(D) vériant
8
>
<
>
:
8x =2 !
0
; V
0
(x) = (x)ju(x)j
8x 2 O; V
0
(x)  0
9L
0
> 0 j 8(x; y) 2 D D; jV
0
(x)  V
0
(y)j  L
0
jx  yj
Il existe au moins une fontion vériant es propriétés, à savoir V
0
(x) = (x)ju(x)j pour x =2 O et
V
0
(x) = 0 pour x 2 O.
Notons 
0
l'unique solution de visosité de
8
>
>
<
>
>
:

t
  V
0
(x) = 0; 8(x; t) 2 D  ℄0; T [
(x; 0) = ð
!
0
(x); 8x 2 D
(x; t) = ð
!
0
(x); 8(x; t) 2 D  [0; T ℄
ave ð
!
0
distane signée à !
0
(voir annexe B). On pose alors !
1
:= fx 2 D j 
0
(x; T ) < 0g.
Propriété 5.3 O  !
1
 !
0
⋐ D.
11
voir proposition B.2, annexe B
12
[HJ℄ pour Hamilton-Jaobi, ar elle repose sur la résolution d'équations de Hamilton-Jaobi. La première mé-
thode repose également sur la résolution d'une telle équation, mais omme nous ne l'utiliserons pas en pratique, nous
n'avons pas jugé néessaire de lui donner un nom partiulier
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Preuve :
 soit x 2 O. Par hypothèse, on a x 2 !
0
, d'où ð
!
0
(x) < 0. Il existe  > 0 t.q. B(x; )  O. En proédant
exatement omme dans la preuve de la propriété 5.1, on a
Z
B(x;)

0
(y; T ) dy =
Z
B(x;)
 
ð
!
0
(y) +
Z
T
0
V
0
(y)jr
0
(y; s)j ds
!
dy:
Par hypothèse enore, V
0
 0 sur B(x; ), et on obtient nalement
Z
B(x;)

0
(y; T ) dy 
Z
B(x;)
ð
!
0
(y) dy:
En divisant par jB(x; )j, et en faisant tendre  vers 0, on obtient 
0
(x; T )  ð
!
0
(x) < 0, d'où x 2 !
1
.
 soit x 2 D t.q. x =2 !
0
.
 soit x 2 D n !
0
. Il existe  > 0 t.q. B(x; )  D n !
0
. Par hypothèse, pour tout y 2 B(x; ), on a
V
0
(y) = (y)ju(y)j  0. On obtient omme préédemment
Z
B(x;)

0
(y; T ) dy =
Z
B(x;)
 
ð
!
0
(y) +
Z
T
0
V
0
(y)jr
0
(y; s)j ds
!
dy 
Z
B(x;)
ð
!
0
(y) dy:
En divisant par jB(x; )j, et en faisant tendre  vers 0, on obtient 
0
(x; T )  ð
!
0
(x) > 0 puisque x 2 D n !
0
.
On en déduit que x =2 !
1
(et même x =2 !
1
).
 soit x 2 !
0
. Il existe x
n
2 D n !
0
t.q. x
n
n!1
    ! x. D'après e qu'on vient de montrer, on a 
0
(x
n
; T ) 
ð
!
0
(x
n
) > 0. Par ontinuité de 
0
(:; T ), on obtient en faisant tendre n vers l'inni : 
0
(x; T )  0) x =2 !
1
.

On onstruit alors une suite d'ouverts !
m
à partir de !
0
: pour tout m 2 N, on pose
!
m+1
:= fx 2 D j 
m
(x; T ) < 0g
ave 
m
l'unique solution de visosité de
8
>
>
<
>
>
:

t
  V
m
(x)jrj = 0 pour (x; t) 2 D  ℄0; T [
(x; 0) = ð
!
m
(x) pour x 2 D
(x; t) = ð
!
m
(x) pour x 2 D  [0; T ℄
ð
!
m
est la fontion distane signée à l'ouvert !
m
13
et V
m
2 C
0
(D) vérie
8x =2 !
m
; V
m
(x) = (x)ju(x)j
8x 2 O; V
m
(x)  0
9L
m
> 0 j 8(x; y) 2 D D; jV
m
(x)  V
m
(y)j  L
m
jx  yj:
Comme la suite d'ouverts est déroissante pour l'inlusion et bornée, et que tous les ouverts
ontiennent O, on obtient diretement la
Propriété 5.4 les ouverts !
m
onvergent vers ! :=

z }| {
\
m2N
!
m
, et on a O  !. On a les ara-
térisations suivantes :
! = fx 2 D j 9
x
> 0; 8y 2 B(x; 
x
); 8m 2 N; 
m
(y; T ) < 0g
! = fx 2 D j 9
x
> 0; 8y 2 B(x; 
x
); 8m 2 N; ð!
m
(y) < 0g :
13
pour plus de préisions sur la fontion distane signée, voir p.195
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La question est bien évidemment : a-t-on ! = O ? Nous allons voir qu'à la ondition que toutes
les vitesses V
m
soient lipshitziennes ave une même onstante de Lipshitz L, 'est eetivement
le as. La démonstration de e résultat étant un peu tehnique
14
, elle sera divisée en plusieurs
lemmes.
Tout d'abord, un résultat valable sans ondition :
Lemme 5.2 soit x 2 !. Alors ð
!
m
(x)
m!1
    ! 0.
Preuve : soit x 2 !. Comme la suite (!
m
)
m2N tend vers ! au sens de Hausdor, il existe
15
une suite x
m
2 !
m
t.q. x
m
m!1
    ! x. Comme la fontion distane signée est 1-lipshitzienne, on a alors :
jð
!
m
(x)j = jð
!
m
(x)  ð
!
m
(x
m
)j  jx  x
m
j
m!1
    ! 0:

Lemme 5.3 supposons qu'il existe L > 0 t.q. 8m 2 N, L
m
 L. Alors il existe C > 0 t.q.
8m 2 N, sup
y2D
jV
m
(y)j  C.
Preuve : soit m 2 N, et x
0
2 D n !
0
. La suite (!
m
)
m2N étant déroissante pour l'inlusion, on a x0 =2 !m, et
don V
m
(x
0
) = (x
0
)ju(x
0
)j. Posons alors C := (x
0
)ju(x
0
)j+ sup
y2D
Ljy   x
0
j <1. Soit y 2 D, on a
jV
m
(y)j   jV
m
(x
0
)j  jV
m
(y)  V
m
(x
0
)j  Ljy   x
0
j ) jV
m
(y)j  V
m
(x
0
) + Ljy   x
0
j  C:
On en déduit diretement
8m 2 N; sup
y2D
jV
m
(y)j  C:

Lemme 5.4 supposons qu'il existe L > 0 t.q. 8m 2 N, L
m
 L, et x 2 ! t.q. u(x) 6= 0. Alors
il existe M 2 N,  > 0 et  > 0 t.q. 8y 2 B(x; ), 8m M, V
m
(y)  .
Preuve : omme u(x) 6= 0, il existe  > 0 t.q. ju(x)j > 3. Par ontinuité de u, il existe 
1
> 0 t.q. pour
tout y 2 B(x; 
1
), ju(x)j  3. On sait de plus qu'il existe y
m
2 !
m
t.q. y
m
m!1
    ! x. Par hypothèse
V
m
(y
m
) = (y
m
)ju(y
m
)j = ju(y
m
)j. Il existe M 2 N t.q. 8m M , y
m
2 B(x; 
1
)) V
m
(y
m
) = ju(y
m
)j  3.
Par hypothèse, 8(x; y) 2 D  D, jV
m
(x)   V
m
(y)j  Ljx   yj. Posons alors  :=

L
. On a 8y 2 D,
8x 2 B(y; ) \ D, V
m
(x)  V
m
(y)  Ljx  yj  V
m
(y)  .
Posons maintenant 
2
:= min(
1
; ). Pour m susament grand, on a y
m
2 B(x; 
2
)  B(x; 
1
), d'où
V
m
(y
m
)  3. De plus, y
m
2 B(x; 
2
) ) x 2 B(y
m
; 
2
)  B(y
m
; ), et don V
m
(x)  V
m
(y
m
)    2. On
en déduit nalement :
il existe M 2 N t.q. 8m M;8y 2 B(x; ); V
m
(y)  :

Lemme 5.5 supposons qu'il existe L > 0 t.q. 8m 2 N, L
m
 L, et x 2 ! t.q. u(x) 6= 0. Alors
il existe M 2 N,  > 0, "
0
> 0 et T
0
2 ℄0; T [ t.q. 8m  M, jr
m
j  exp( t) presque partout
sur B(x; "
0
) ℄0; T
0
[.
Preuve : d'après le lemme préédent, il existe m 2 N,  > 0 et  > 0 t.q. V
m
(y)   pour tout y 2 B(x; ),
pour tout m M . Remarquons également que  
m
est solution
16
de
8
<
:

t
+H(x; t;r) = 0; 8(x; t) 2 D  ℄0; T [
(x; 0) =  ð
!
m
(x); 8x 2 D
(x; t) =  ð
!
m
(x); 8(x; t) 2 D  [0; T ℄
ave H(x; t; p) = V
m
(x)jpj. On remarque que, pour m M , on a :
14
'est une euphémisme
15
voir propriété B.6, annexe B
16
on fait e hangement de signe pour obtenir un hamiltonien loalement onvexe en p, et ainsi se mettre exatement
dans les hypothèses d'appliation du théorème A.6
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[1℄ j
H
x
(y; t; p)j  Ljpj pour tout (y; t; p) 2 B(x; ) [0; T ℄ Rd
[2℄ j
H
p
(y; t; p)j = jV
m
(y)j  C pour presque tout (y; t; p) 2 B(x; ) [0; T ℄ Rd (lemme 5.3)
[3℄ H(y; t; p) est onvexe en p sur B(x; ) [0; T ℄ Rd, ar V
m
(y)  0 sur B(x; ).
De plus jr( 
m
(y; 0))j = jrð
!
m
(y)j = 1 au sens de visosité
17
sur B(x; ). On peut don appliquer le théorème
A.6, et on obtient
jr
m
j = jr( 
m
)j  exp

 
5Lt
2

sur Æ(x; )
ave Æ(x; ) :=

(y; t) 2 B(x; ) ℄0; T [ t.q. e
Ct
(1 + jy   xj)   + 1
	
. L'inégalité est vraie au sens de vis-
osité, mais omme 
m
est presque partout diérentiable, elle est également vraie au sens presque partout.
Remarquons nalement que si on pose
T
0
:=
1
C
ln

2 + 2
2 + 

> 0
on a
B(x;

2
) ℄0; T
0
[  Æ(x; ):
On obtient don le résultat voulu, ave "
0
:=

2
,  :=
5L
2
, T
0
:=
1
C
ln

2+2
2+

, et M omme au lemme préédent.

Propriété 5.5 supposons qu'il existe L > 0 t.q. 8m 2 N, L
m
 L. Alors 8x 2 !, u(x) = 0.
Preuve : soit x 2 !. Il existe x
n
2 ! t.q. x
n
n!1
    ! x. Par dénition de !, pour tout m 2 N, on a

m
(x
n
; T ) < 0. Par ontinuité de 
m
(:; T ), on en déduit en passant à la limite sur n : 8m 2 N, 
m
(x; T )  0.
Supposons qu'il existe x 2 ! t.q. u(x) 6= 0. En proédant omme habituellement, et en utilisant les résultats
des lemmes 5.4 et 5.5, on obtient , pour tout ", 0 < " < "
0
("
0
=

2
), pour tout m M :
Z
B(x;")
[
m
(y; T )  
m
(y; 0)℄ dy =
Z
B(x;")
Z
T
0

m
t
(y; s) ds dy
=
Z
B(x;")
Z
T
0
V
m
(y)jr
m
(y; s)j ds dy
 
Z
B(x;")
Z
T
0
jr
m
(y; s)j ds dy
 
Z
B(x;")
Z
T
0
0
jr
m
(y; s)j ds dy
 
Z
B(x;")
Z
T
0
0
exp( s) ds dy
d'où nalement :
Z
B(x;")
[
m
(y; T )  
m
(y; 0)℄ dy 


[1  exp( T
0
)℄ jB(x; ")j:
En divisant par jB(x; ")j, et en faisant tendre " vers zéro, on obtient :


[1  exp( T
0
)℄  
m
(x; T )  
m
(x; 0) = 
m
(x; T )  ð
!
m
(x)   ð
!
m
(x)
puisque 
m
(x; T )  0. Finalement, en faisant tendre m vers l'inni et en utilisant le lemme 5.2, on obtient


[1  exp( T
0
)℄  0, e qui est impossible. On en déduit que pour tout x 2 !, u(x) = 0.

On peut maintenant obtenir le résultat prinipal de ette partie :
17
voir propriété B.3 p.196, annexe B
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Théorème 5.3 supposons qu'il existe L > 0 t.q. L
m
 L pour tout m 2 N. On a alors
! = O
Autrement dit, les ouverts !
m
tendent au sens de Hausdor vers l'obstale O.
Preuve : supposons ! 6= O. On rappelle que O  !. Posons don R := ! n O. On a R  
(O), don Pu = 0
dans R. De plus, R  O [ !. Comme par hypothèse u = 0 sur O, et u = 0 sur ! par la propriété
préédente, on a u = 0 sur R. Par hypothèse enore une fois, on a u 2 H
1
(R) \ C
0
 
R

. On en déduit
18
:
u 2 H
1
0
(R).
On a don u 2 H
1
0
(R) vériant Pu = 0 dans R. La propriété 4.1 implique u  0 dans R, puis la propriété
4.2 implique à son tour u  0 dans 
(O), e qui est en ontradition ave les hypothèses du problème [O
bs
℄.
Finalement, on a R = ;, d'où l'on déduit O  !  O. L'obstale O étant à bord ontinu, on en onlut
19
que ! = O.

5.2.3 Conlusion et remarques : vers une nouvelle méthode de résolution de
[O
bs
℄
La méthode [HJ℄ dérite i-dessus est onforme au adre méthodologique que nous avons dérit
au 4.4 p.94. En eet, à haque itération, elle ne néessite la onnaissane de u qu'à l'extérieur de
l'ouvert !
m
, e qui nous permettra un ouplage eae ave la méthode de quasi-réversibilité. De
plus, elle ne néessite plus d'hypothèse sur la déroissane du gradient des fontions 
m
.
En revanhe, elle est basée sur la onstrution à haque itération de prolongements lipshitziens
de juj à l'intérieur de !
m
(ave une onstante de lipshitz indépendante de l'itération), les vitesses
V
m
. Remarquons tout d'abord que de telles familles de fontions existent : pour en avoir un
représentant, il sut de prendre V
m
(x) := V (x) =
(
(x)ju(x)j pour x =2 O
0 pour x 2 O
, 'est-à-dire utiliser
à toutes les itérations la vitesse V de la première méthode.
Savoir que des prolongements lipshitziens de juj existent est une hose. Savoir si on peut
les onstruire en est une autre. Une idée naturelle
20
pour onstruire es prolongements est de
résoudre le problème suivant posé dans !
m
: trouver v 2 H
1
(!
m
) t.q. v =  2 R dans !
m
et
v   juj 2 H
1
0
(!
m
). Ce problème admet une unique solution v
m
. On pose alors V
m
= juj dans
D n !
m
et V
m
= v
m
dans !
m
. La ondition v
m
  juj 2 H
1
0
(!
m
) impose la ontinuité
21
de V
m
à la traversée de !
m
. Comme le laplaien de v
m
est C
1
(!
m
), on peut espérer (par régularité
elliptique enore une fois) avoir v
m
lipshitz, et nalement V
m
lipshitz (rien n'oblige par ontre
la onstante de lipshitz de V
m
, si elle existe, à être indépendante de m). En e qui onerne la
ondition V
m
 0 dans O, il sut d'avoir v
m
 0 dans O pour la satisfaire. En prenant  assez
grand, on sait que v
m
devient négative assez vite lorsque l'on s'éloigne de la frontière de !
m
, et
don on peut espérer vérier ette ondition.
Pour nir, intéressons nous un instant à V
0
, et posons
~!
1
:= fx 2 !
0
jV
0
(x) < 0g :
Il est faile de onstater, en reprenant la preuve de la propriété 5.3, que l'on a O  ~!
1
 !
1
.
Autrement dit, ~!
1
est une meilleure approximation extérieure de O que !
1
, et qui plus est une
approximation que l'on obtient diretement de V
0
, sans passer par la résolution de l'équation
18
f théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄
19
voir propriété B.2, annexe B
20
naturelle pour des EDPistes : la résolution numérique d'un problème de Poisson ave ondition de Dirihlet est
bien onnue...
21
ei n'est pas tout à fait exat, ela dépend de la régularité de !
m
, mais l'idée est là
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eikonale. Cette remarque nous inspire une nouvelle méthode de résolution de [O
bs
℄, où nous ne
passons plus par la résolution d'équations eikonales, mais par la résolution de problèmes de Poisson,
e qui implique un gain de temps important. Nous étudierons ette méthode au hapitre suivant.
Chapitre 6
Méthode de lignes de niveau fondée sur
une équation de Poisson
Introdution
Nous allons dans e hapitre étudier une seonde méthode de résolution du problème [O
bs
℄,
onforme au prinipe d'approhe "par l'extérieur" expliité au 4.4. Comme pour la méthode [HJ℄,
elle repose sur la onstrution d'une suite d'ouverts ontenant l'obstale O reherhé, et dérois-
sante pour l'inlusion. Ii, la fabriation de ette suite ne repose plus sur la résolution d'une
équation eikonale, mais sur elle d'une équation de Poisson.
L'idée de base de la méthode est très simple : supposons que nous onnaissions ! ouvert vériant
O  !, ainsi que u fontion solution du problème [O
bs
℄, à l'extérieur de !. On note alors v la
fontion vériant
(
v = f dans !
v = juj sur !
où f est un paramètre. Nous verrons que si nous hoisissons f "susamment grand", alors l'en-
semble
~! = ! n fx 2 ! j v(x)  0g
vérie O  ~!  !. L'ouvert ~! est don une meilleure approximation extérieure de O que !. On
onstruira notre suite d'ouverts en répétant le proessus dans ~!. Cette suite sera onvergente
1
, et
nous verrons que l'ouvert limite sera l'obstale reherhé, à ondition de vérier une hypothèse.
Les résultats présentés dans e hapitre ont fait l'objet d'une publiation : A quasi-reversibility
approah to solve the inverse obstale problem, L.Bourgeois & J.Dardé, Inverse Problems and
Imaging, p.351-377, vol.4, n°3, 2010.
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6.1 Résultats préliminaires
Nous allons adopter les notations suivantes : si H est un ensemble de fontions d'un ouvert !
borné de Rd, alors
H
+
:= fv 2 H j v  0 p.p. sur !g
et
H
 
:= fv 2 H j v  0 p.p. sur !g :
On notera également, pour (u; v) deux fontions de L
2
(!), [u  v℄ (resp. [u  v℄) le plus grand
ouvert de ! sur lequel u  v presque partout (resp u  v presque partout), et 
[uv℄
(resp 
[uv℄
)
la fontion aratéristique de et ouvert.
Un premier résultat onerne la omposition de fontions de H
1
par des fontions lipshit-
ziennes. On peut en trouver une démonstration dans [HP05℄ (orollaire 3.1.12).
Lemme 6.1 soit u 2 H
1
(!) (resp. H
1
0
(!)). Alors juj 2 H
1
(!) (resp. H
1
0
(!)).
Soit de plus v 2 H
1
(!) (resp. H
1
0
(!)). Alors sup(u; v); inf(u; v) 2 H
1
(!) (resp. H
1
0
(!)), et
r sup(u; v) = 
[uv℄
ru+ 
[uv℄
rv:
Nous allons avoir besoin d'approher des fontions de H
1
0
(!)
+
par des fontions régulières et
positives, e qui est possible grâe au résultat suivant, qui est en fait une onséquene du lemme
préédent (orollaire 3.1.13 de [HP05℄) :
Corollaire 6.1 l'espae C
1

(!)
+
est dense dans H
1
0
(!)
+
.
De es deux résultats, on déduit diretement le prinipe du maximum faible pour l'opérateur
laplaien :
Théorème 6.1 - prinipe du maximum faible : soit u 2 H
1
(!) tel que
 u  0 au sens des distributions
 sup(u; 0) 2 H
1
0
(!).
Alors on a sup(u; 0) = 0 dans !, soit enore u  0 presque partout dans !.
Preuve : rappelons tout d'abord que u  0 au sens des distributions si et seulement si hu; 'i  0 pour tout
' 2 C
1

(!)
+
.
Par dénition, sup(u; 0) 2 H
1
(!)
+
, et par hypothèse, sup(u; 0) 2 H
1
0
(!). On a don sup(u; 0) 2 H
1
0
(!)
+
. Le
orollaire 6.1 nous donne alors l'existene d'une suite '
n
2 C
1

(!)
+
telle que '
n
n!1
    ! sup(u; 0) dans H
1
(!):
On a de plus hu; '
n
i  0 pour tout n 2 N, d'où l'on déduit
0  hu; '
n
i =  
Z
!
ru:r'
n
dx
n!1
    !  
Z
!
ru:r sup(u; 0) dx:
Or, on a (lemme 6.1)
 
Z
!
ru:r sup(u; 0) dx =  
Z
!
jr sup(u; 0)j
2
dx  0
d'où nalement kr sup(u; 0)k
L
2
(!)
= 0. L'inégalité de Poinaré
2
donne nalement sup(u; 0) = 0 dans !.

On déduit immédiatement de e théorème et du lemme 6.1 le
Corollaire 6.2 si u 2 H
1
0
(!) vérie u  0 dans !, alors u  0 dans !.
2
f orollaire IX.19 p.174 de [Bre05℄
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Nous aurons nalement besoin des deux résultats suivants (le premier est le orollaire 3.1.14
p.70 de [HP05℄, le deuxième se trouve p.171 de [Bre05℄) :
Lemme 6.2 soit v 2 H
1
(!) t.q. il existe w 2 H
1
0
(!) ave jvj  w presque partout. Alors
v 2 H
1
0
(!).
Lemme 6.3 soit u 2 H
1
(!) t.q. supp(u) ⋐ !. Alors u 2 H1
0
(!).
6.2 Une méthode de résolution basée sur un problème de Poisson
Rappel
On se donne D ouvert borné de Rd,    D, j j > 0, (g
0
; g
1
) 6= (0; 0) un ouple de données, et
P un opérateur vériant les propriétés 4.1 et 4.2. Pour O ouvert, O  D, on note 
(O) := D nO.
Problème [O
bs
℄ : trouver O ⋐ D, ouvert à frontière ontinue tel que 
(O) est onnexe, et
u 2 H
1
(
(O)) \ C
0


(O)

vériant :
8
>
>
>
<
>
>
>
:
Pu = 0 dans 
(O)
u = g
0
sur  
u

P
= g
1
sur  
u = 0 sur O:
Notre objetif est de mettre au point une méthode d'approhe "par l'extérieur" de l'obstale
O, 'est-à-dire de onstruire une suite d'ouverts (!
m
)
m2N ayant pour limite O et vériant
O  !
m+1
 !
m
; 8m 2 N:
Pour ela, à l'itération m, nous ne pouvons supposer u onnu qu'à l'extérieur de !
m
, onformément
à notre adre méthodologique dérit p.94
3
.
Quelques dénitions et propriétés
Soit V vériant
(
V := juj dans 
(O)
V 2 H
1
0
(O)
 
(6.1)
Il est lair que V est un élément de L
2
(D).
Propriété 6.1 toute fontion V vériant (6.1) est un élément de H
1
(D).
Preuve : omme u 2 H
1
(
(O)) \ C
0
(
(O)), on sait (lemme 6.1) que juj 2 H
1
(
(O)) \ C
0
(
(O)). De plus,
juj = 0 sur O. On a don
4
:
juj 2 H
1
0
(
(O)); 8 2 C
1

(D):
On en déduit l'existene de 
n
2 C
1

(
(O)) t.q. 
n
n!1
    ! juj dans H
1
(
(O)).
3
rappelons que la méthode de quasi-réversibilité nous donnera une approximation de u dans D n !
m
à partir de
la donnée (g
0
; g
1
)
4
f théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄
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Par dénition, V 2 H
1
0
(O), don il existe  
n
2 C
1

(O) t.q.  
n
n!1
    ! V dans H
1
(O). On dénit alors
'
n
(x) :=


n
(x) pour x 2 
(O)
 
n
(x) pour x 2 O
On a '
n
2 C
1

(D), et '
n
n!1
    ! V dans L
2
(D). De plus, pour  2 C
1

(D), on a :
h
(V )
x
i
; i =  hV;

x
i
i =  
Z
D
V

x
i
dx =   lim
n!1
Z
D
'
n

x
i
dx
et
 
Z
D
'
n

x
i
dx =  
Z

(O)

n

x
i
dx 
Z
O
 
n

x
i
dx =
Z

(O)

n
x
i
 dx+
Z
O
 
n
x
i
 dx
d'où nalement
h
(V )
x
i
; i = lim
n!1
Z

(O)

n
x
i
 dx+
Z
O
 
n
x
i
 dx =
Z

(O)
(juj)
x
i
 dx+
Z
O
V
x
i
 dx:
On a don V 2 H
1
(D) pour tout  2 C
1

(D).
Pour onlure, on prend  2 C
1

(D) t.q.   1 sur O. On a V = V + (1   )V . On sait déjà que
V 2 H
1
(D). De plus, supp((1  )V )  
(O), e qui permet diretement de dire que (1  )V 2 H
1
(D). On
en déduit nalement que V 2 H
1
(D).

Comme V 2 H
1
(D), on a V 2 H
 1
(D). Soit alors f 2 H
 1
(D) t.q. f  V au sens des
distributions. Pour ! ouvert, !  D, on pose le problème suivant :
Problème [P℄ : trouver v 2 H
1
(!) vériant v = f dans ! et v   V 2 H
1
0
(!).
Ce problème admet une unique solution v
!
, et on a la
Propriété 6.2 v
!
 V presque partout sur !.
Preuve : par hypothèse, on a (v
!
  V ) = f   V  0 sur !, et v
!
  V 2 H
1
0
(!). Il sut d'appliquer le
orollaire 6.2 du prinipe du maximum faible pour onlure.

Une méthode de lignes de niveau
On dénit une suite d'ouverts par la relation de réurrene suivante :
(
!
0
j O  !
0
⋐ D
8m 2 N; !
m+1
:= !
m
n supp(sup(v
m
; 0))
où on a posé v
m
:= v
!
m
.
Remarque : si v
m
2 C
0
(!
m
), on a !
m+1
:= fx 2 !
m
j v
m
(x) < 0g. !
m+1
est le plus grand ouvert ontenu
dans !
m
sur lequel v
m
est stritement négative.
Propriété 6.3 8m 2 N, O  !
m+1
 !
m
⋐ D.
Preuve : par dénition, on a !
m+1
 !
m
pour tout entier m. Il faut juste prouver que pour tout m entier, on
a O  !
m
. On proède par réurrene :
 par hypothèse, on a O  !
0
.
 supposons la propriété vraie pour un entier m. En utilisant la propriété 6.2, on a v
m
 V dans !
m
. Mais par
dénition de V , on a V  0 presque partout dans O. On en déduit v
m
 0 presque partout dans O, d'où, par
dénition de !
m+1
, O  !
m+1
.
6.2. UNE MÉTHODE DE RÉSOLUTION BASÉE SUR UN PROBLÈME DE POISSON 113

La suite d'ouverts !
m
est don déroissante pour l'inlusion, et tous les !
m
sont ontenus dans
D ouvert borné. De plus, ils ontiennent tous O. On en déduit
5
la
Propriété 6.4 les ouverts !
m
onvergent au sens de Hausdor vers ! :=

z }| {
\
m2N
!
m
.
La question est maintenant : a-t-on ! = O ? Nous allons voir que 'est le as si on fait l'hypothèse
suivante :
(H) v
m
m!1
    !
L
2
(!)
v
!
.
Théorème 6.2 si l'hypothèse (H) est vériée, alors ! = O .
Autrement dit, si l'hypothèse (H) est vériée, la suite d'ouverts (!
m
)
m2N onverge, au sens de
Hausdor, vers l'obstale O.
Preuve :
 par dénition, on a !  !
m+1
pour tout m 2 N. Comme v
m
est négative presque partout dans !
m+1
, on
a v
m
 0 dans ! pour tout entier m. En utilisant l'hypothèse (H), on en déduit :
v
!
 0 presque partout dans ! ) V  V   v
!
presque partout dans !:
De plus, on a par dénition V   v
!
2 H
1
0
(!)
+
. Il existe (orollaire 6.1) '
m
2 C
1

(!)
+
t.q.
'
m
m!1
    ! V   v
!
dans H
1
(!):
Soit  2 C
1

(D) t.q.   1 sur !. Comme O  !, on a juj 2 H
1
0
(
(O))
+
, et don il existe 
m
2 C
1

(
(O))
+
t.q.

m
m!1
    ! juj dans H
1
(
(O)):
 supposons maintenant ! 6= O. On peut alors poser R := ! n O qui est un ouvert non vide vériant
R = ! \
(O). On a '
m
et 
m
éléments de H
1
(R) pour tout entier m, d'où inf('
m
; 
m
) 2 H
1
(R) (f lemme
6.1).
Par dénition, il existe K
m
(resp. 
m
) ompat ontenu dans ! (resp. 
(O)) vériant supp('
m
)  K
m
(resp. supp(
m
)  
m
). On remarque que pour x 2 R t.q. x =2 K
m
, on a '
m
(x) = 0 et 
m
(x)  0,
d'où inf('
m
; 
m
)(x) = 0. Par un raisonnement symétrique, on obtient inf('
m
; 
m
) = 0 sur R n 
m
. On en
déduit nalement
supp(inf('
m
; 
m
))  K
m
\ 
m
 ! \
(O) = R:
On a don inf('
m
; 
m
) élément de H
1
(R) et à support ompat dans R, e qui implique (lemme 6.3)
inf('
m
; 
m
) 2 H
1
0
(R):
 omme R  
(O), on a V := juj dans R, et omme vu préédemment, juj   v
!
 juj dans R. On a
don :
inf('
m
; 
m
)
m!1
    !
H
1
(R)
inf(V   v
!
; juj) = inf(juj   v
!
; juj) = juj:
juj est don limite dans H
1
(R) d'une suite de fontions de H
1
0
(R) ) juj 2 H
1
0
(R). On déduit alors du lemme
6.2 : u 2 H
1
0
(R). Mais omme R  
(O), on a Pu = 0 dans R. On déduit alors des propriétés 4.1 et 4.2 que
u  0 dans 
(O), e qui est en ontradition ave (g
0
; g
1
) 6= (0; 0).
 on a don obtenu R = ;, soit O  !  O, et omme O est à bord ontinu
6
, ! = O.

5
voir la propriété B.4, annexe B
6
voir proposition B.2, annexe B
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Nous avons onstruit une approhe par l'extérieur de l'obstale O. Elle est basée sur des réso-
lutions suessives des problèmes de poisson [P℄
(
w = f dans !
m
w   V 2 H
1
0
(!
m
)
ave f paramètre vériant V  f . Pour pouvoir l'utiliser, il nous est don néessaire de savoir
xer f et gérer la ondition aux limites. Nous disuterons du hoix de f p.116. En e qui onerne
la ondition aux limites, remarquons que si !
m
a un bord lipshitzien
7
, le problème se réérit,
ompte tenu de la dénition de V et du fait que O  !
m
,
(
w = f dans !
m
w = juj sur !
m
Supposons alors que pour tout m, on ait D n !
m
onnexe (il sut pour ela de hoisir f  0,
voir enore p.116). Alors, par hypothèse, nous onnaissons u sur D n !
m
et nous pouvons imposer
la ondition aux limites du problème [P℄. Nous sommes don bien dans le adre méthodologique
dérit p.94.
Nous désignerons désormais ette approhe sous le nom de méthode [P℄
8
.
Un exemple simple en dimension 2 ave P := 
Nous prenons ii D ouvert borné de R2 et O := B(0; 1) ⋐ D. On se plae en oordonnées polaires
(r; ) (x = r os(), y = r sin()). Il est faile de vérier que u := ln(r) est solution de l'équation
de Laplae dans 
(B(0; 1)), vérie u = 0 sur B(0; 1) et u 2 H
1
(
(B(0; 1))) \ C
0
(
(B(0; 1))).
Dénissons V 2 L
2
(D) par
8
<
:
V (r) = ln(r) dans D n B(0; 1)
V (r) =
(r   1)
2
2
+ (r   1) dans B(0; 1):
La fontion V sur le arré ℄ 3; 3[ ℄ 3; 3[.
7
dans les appliations numériques, les ouverts !
m
seront l'union d'un ertain nombre de triangles d'une triangu-
lation de D. Ils auront don toujours un bord lipshitzien
8
[P℄ ar elle repose sur la résolution de problèmes de Poisson
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On vérie que V 2 H
1
(
;), V
jB(0;1)
2 H
1
0
(B(0; 1))
 
, etV =
(
0 dans D n B(0; 1)
2 dans B(0; 1)
(V 2 L
1
(D)) :
On a diretement V  2 au sens des distributions. Ainsi, si on hoisit f := te =   2 dans la
méthode [P℄, on onstruit, à partir de n'importe quel ouvert de départ !
0
une suite d'ouverts qui
onverge vers l'obstale reherhé.
Illustrons ela par un hoix partiulier d'ouvert de départ, !
0
:= B(0; r
0
), ave r
0
> 1 quel-
onque, pour lequel le problème [P℄ posé dans !
0
onsiste à trouver v 2 H
1
(!
0
) t.q.
(
v =   2 dans !
0
v = juj = ln(r
0
) sur !
0
La solution de e problème est v
r
0
(r) :=

4
(r
2
  r
2
0
) + ln(r
0
): On remarque que   2 implique
v
r
0
< 0 dans B(0; 1), pour tout r
0
> 1. En fait, pour   2, on a v
r
0
< 0 sur B(0; r
1
), ave
1 < r
1
=

r
2
0
 
4 ln(r
0
)


1=2
< r
0
:
En reommençant le proessus depuis !
1
= B(0; r
1
), on onstruit une suite de boules de rayons
r
m
, et on a r
m
m!1
    ! 1, soit !
m
m!1
    ! O. On remarque que  n'a d'inuene que sur la vitesse
de onvergene. Ainsi, on voit sur la gure suivante que l'on onverge d'autant plus rapidement
que l'on hoisit un  petit. Ce résultat intuitif sera démontré prohainement (propriété 6.7).
5 10 15 20 25 30
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
 
 
γ = 2
γ = 4
γ = 6
γ = 8
r
m
en fontion de m, ave r
0
= 2, pour diérentes valeurs du paramètre .
6.3 Paramètres et hypothèse de la méthode [P℄
La méthode [P℄ repose sur deux hoix, hoix de l'ouvert de départ !
0
et hoix du seond
membre f du problème [P℄, ainsi que sur une hypothèse, l'hypothèse (H).
Hypothèse (H)
Rappelons l'hypothèse (H), qui permet d'assurer la onvergene de !
m
vers O :
(H) v
m
m!1
    !
L
2
(!)
v
!
.
116 CHAPITRE 6. MÉTHODE DE LIGNES DE NIVEAU...
Nous nous intéressons ii à la ontinuité de la solution du problème [P℄ vis-à-vis du domaine.
Elle est assurée sous ertaines onditions : nous pouvons donner les deux résultats suivants, le
premier valable en dimension 2 seulement, le seond valable en toute dimension.
Pour 
 ouvert ontenu dans D et g 2 H
 1
(D), on note w

;g
l'unique fontion de H
1
0
(
)
t.q. w

;g
= g dans 
. Remarquons qu'en prolongeant w

;g
par 0 en dehors de 
, on obtient
9
une fontion de H
1
0
(D), que l'on notera toujours w

;g
. On note également #


le nombre de
omposantes onnexes du omplémentaire de 
.
Théorème 6.3 - théorème de Sverak : soit D un ouvert borné de R2, et 

n
 D une suite
d'ouverts onvergeant au sens de Hausdor vers 
, et telle qu'il existe l 2 N t.q. #
C
n
 l
pour tout n 2 N. Alors pour tout g 2 H 1(D), w


n
;g
onverge vers w

;g
dans H
1
0
(D).
Théorème 6.4 soit D un ouvert borné de Rd, et 

n
 D une suite d'ouverts uniformément
lipshitziens
10
et onvergeant au sens de Hausdor vers 
. Alors pour tout g 2 H
 1
(D), w


n
;g
onverge vers w

;g
dans H
1
0
(D) (et on a de plus 
 lipshitzien).
On trouve les démonstrations de es théorèmes dans [HP05℄ (théorème 3.4.14 p.111 et théorème
3.2.13 p.82).
On vérie alors très simplement que (H) est satisfaite si :
 en dimension 2, #!

m
est borné indépendamment de m
 en dimension quelonque, les ouverts !
m
sont uniformément lipshitziens.
Remarque : supposons que le deuxième point soit vérié. On peut appliquer le théorème 6.4, qui impose
que l'ouvert limite ! est lipshitzien. De plus, on a onvergene de v
m
vers v
!
dans L
2
(!), e qui
implique O = !, et en partiulier O est un ouvert lipshitzien. On en déduit que si l'ouvert O est
ontinu mais présente un point de rebroussement, alors les ouverts !
m
que la méthode [P℄ onstruit
ne peuvent pas être uniformément lipshitziens.
Choix de !
0
La seule restrition dans le hoix de !
0
est la ondition O  !
0
. Sans onnaître la position
de O, nous ne serons jamais sûr de vérier ette ondition. Néanmoins, omme le hoix de !
0
est
totalement arbitraire, on peut prendre !
0
aussi grand que l'on veut. En le prenant susamment
grand, il est raisonnable d'espérer vérier O  !
0
.
On peut bien sûr tirer parti d'informations que l'on aurait a priori sur l'obstale pour hoisir
un bon ouvert initial, plus prohe de l'obstale reherhé.
Choix de f
Notons V :=
n
V 2 L
2
(D) j V
j
(O)
= juj et V 2 H
1
0
(O)
 
o
. On a montré (propriété 6.1) que
tout élément de V est un élément de H
1
(D). f 2 H
 1
(D) est un hoix valable (au sens où il fait
fontionner la méthode [P℄) s'il existe V 2 V tel que f  V au sens de D
0
(D). On a don de très
nombreux f admissibles.
Le problème est que nous n'avons aès à auun élément de V, puisque nous ne onnaissons
pas u jusqu'au bord de O. Nous ne pourrons don jamais vérier a priori qu'un élément f de
H
 1
(D) est un hoix admissible, 'est-à-dire un hoix de seond membre pour le problème de
9
f proposition IX.18 p.172 et remarque 21 p.173 de [Bre05℄
10
pour la dénition d'un ouvert lipshitzien, voir annexe B, dénition B.1. Des ouverts !
m
sont uniformément
lipshitziens, s'ils sont lipshitziens ave une onstante de lipshitz ne dépendant pas de m
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Poisson faisant fontionner la méthode [P℄. Nous allons être obligés de proéder à l'aveugle sur le
hoix de f , mais nous allons quand même tenter de disriminer les possibilités.
Lorsque l'on va vouloir résoudre numériquement le problème [P℄, on va vouloir prendre des
seonds membres f simples, typiquement des fontions, voire des onstantes. La question que l'on
se pose alors est : peut-on légitimement le faire ? La propriété suivante apporte un élairage sur
ette interrogation.
Propriété 6.5 S'il existe V 2 V t.q. V 2 L
2
(D), alors il existe f 2 L
2
(D)
+
t.q. f  V au
sens des distributions.
S'il existe V 2 V t.q. V 2 L
1
(D), alors il existe  2 R+ t.q.   V au sens des distribu-
tions.
Preuve : diret.

Remarquons que l'on obtient des distributions positives dans ette proposition. Cei est très
intéressant, ar on a la
Propriété 6.6 soit ! ouvert t.q. D n ! onnexe. Soit w 2 H
1
(!) \C
0
(!) t.q. w  0 au sens
des distributions. On note ~! := ! n supp(sup(w; 0)). Alors D n ~! est onnexe.
Preuve : notons NB la partie non bornée de Rd n ~!, et B := Rd n NB. Nous allons montrer que ~!  B  !.
Tout d'abord, nous avons NB  Rd n ~!, don ~!  Rd n NB = B.
Pour obtenir la seonde inlusion, remarquons que ~!  !, d'où Rd n !  Rd n ~!. Or Rd n ! est par hypothèse
onnexe et non borné, d'où l'on déduit Rd n !  NB, et nalement, par passage au omplémentaire, B  !.
Par hypothèse, on a w  0 dans !, d'où w  0 dans B, et on a également sup(w; 0) 2 C
0
(!). Par
dénition de ~!, on a sup(w; 0) = 0 dans ~!, et par ontinuité, sup(w; 0) = 0 sur ~!. Or, par onstrution,
B  ~!, d'où l'on déduit
11
sup(w; 0) 2 H
1
0
(B).
On a don w  0 dans B et sup(w; 0) 2 H
1
0
(B). On déduit alors du prinipe du maximum faible 6.1 que
w  0 dans B, d'où, par dénition de ~!, B  ~!. On a don B = ~!, et don D n ~! = D \ NB, qui est un
ensemble onnexe par dénition.

Ainsi, dans le as du problème de l'obstale dans R2, si on hoisit un seond membre f pour
le problème [P℄ tel que f  0 (et si e hoix est valide, 'est-à-dire s'il existe V 2 V t.q. f  V ),
un ouvert initial !
0
vériant D n !
0
onnexe, et si pour tout m, on a v
m
2 C
0
(!
m
), alors on aura
D n !
m
onnexe pour tout m. On pourra appliquer le théorème de Sverak, et l'hypothèse (H) sera
vériée automatiquement.
En onlusion, dans les appliations, nous hoisirons pour seond membre du problème [P℄
une onstante positive assez grande.
Nous allons maintenant démontrer l'inuene du hoix de f sur la vitesse de onvergene de
la méthode [P℄, inuene que nous avions pressentie ave l'exemple présenté p.114. Nous aurons
besoin du lemme suivant :
Lemme 6.4 soient D un ouvert borné de Rd, (g
1
; g
2
) 2 H
 1
(D)H
 1
(D) vériant g
1
 g
2
 0
dans D
0
(D) et !
1
, !
2
deux ouverts vériant !
2
 !
1
. Soit w
i
l'unique fontion de H
1
0
(!
i
)
vériant w
i
= g
i
dans !
i
. On a w
1
 w
2
presque partout sur !
2
.
Preuve : notons ~w
2
l'unique fontion de H
1
0
(!
1
) t.q.  ~w
2
= g
2
dans !
1
. On a w
1
  ~w
2
2 H
1
0
(!
1
) vérie
(w
1
  ~w
2
) = g
1
  g
2
 0 dans !
1
. Le orollaire 6.2 nous donne alors w
1
 ~w
2
presque partout dans !
1
, et
omme !
2
 !
1
, w
1
 ~w
2
presque partout dans !
2
.
11
théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄
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Comme  ~w
2
= g
2
 0 dans !
1
, le orollaire 6.2 nous donne également ~w
2
 0 presque partout dans !
1
, et
don dans !
2
. On a don ~w
2
  w
2
  w
2
, et 0  sup( ~w
2
  w
2
; 0)  sup( w
2
; 0). Comme w
2
2 H
1
0
(!
2
), on
déduit du lemme 6.2 que sup( ~w
2
  w
2
; 0) 2 H
1
0
(!
2
).
Finalement, omme ( ~w
2
  w
2
) = 0 dans !
2
, le théorème 6.1 nous donne ~w
2
 w
2
dans !
2
. On a don
w
1
 ~w
2
 w
2
dans !
2
.

Soit V 2 V, et (f
1
; f
2
) 2 H
 1
(D)  H
 1
(D) t.q. f
1
 f
2
 V . On se donne !
1
0
= !
2
0
 O,
et on note !
i
m
la suite d'ouverts onstruite par la méthode [P℄ à partir de !
i
0
ave f
i
pour seond
membre de l'équation de Poisson. On a la propriété suivante :
Propriété 6.7 !
2
m
 !
1
m
pour tout m 2 N:
Preuve : on démontre e résultat par réurrene.
 !
2
0
= !
1
0
don la propriété est vraie pour m = 0.
 supposons qu'il existe m entier tel que !
2
m
 !
1
m
. On a par hypothèse f
1
  V  f
2
  V  0. En
appliquant le lemme 6.4 ave g
i
:= f
i
 V et w
i
:= v
!
i
m
  V , on obtient
v
!
1
m
  V  v
!
2
m
  V presque partout dans !
2
m
soit enore
v
!
1
m
 v
!
2
m
presque partout dans !
2
m
:
On a alors, par dénition de !
2
m+1
, v
!
2
m
 0 presque partout dans !
2
m+1
, d'où v
!
1
m
 0 presque partout dans
!
2
m+1
, et nalement, par dénition de !
1
m+1
, !
2
m+1
 !
1
m+1
:

Cette propriété signie que, partant du même ouvert !
0
, plus on hoisit un seond membre de
l'équation de Poisson petit (au sens des distributions), plus on onverge vite vers l'obstale O, e
qui onrme théoriquement les observations de l'exemple de la partie préédente.
Nous faisons fae ii à un dilemme : le seond membre pour le problème [P℄ doit être hoisi
assez grand, an de maximiser les hanes d'avoir une fontion V dans V vériant f  V . D'un
autre té, il ne doit pas être hoisi trop grand pour aélérer la onvergene de la méthode [P℄.
Il nous faudra ii faire un ompromis. Nous verrons l'inuene pratique du paramètre  au 8.2.2.
6.4 Utilisation de plusieurs jeux de données
Nous n'avons pas abordé la gestion de plusieurs jeux de données de Cauhy dans le problème
de l'obstale [O
bs
℄, par exemple le as où nous avons (g
1
0
; g
1
1
) et (g
2
0
; g
2
1
) deux données non nulles
orrespondant à deux fontions u
1
et u
2
vériant
8
>
>
<
>
>
>
:
u
i
= 0 dans 
(O)
u
i
= g
i
0
sur D


u
i
= g
i
1
sur D
u
i
= 0 sur O:
La méthode de quasi-réversibilité utilisée deux fois nous permet sans problème d'obtenir deux
bonnes approximations de u
1
et u
2
à partir de (g
1
0
; g
1
1
) et (g
2
0
; g
2
1
) à l'extérieur de n'importe quel
ouvert ! ontenant l'obstale. Il nous reste à voir omment utiliser les deux fontions dans l'ap-
prohe "par l'extérieur". Nous allons dérire omment le faire ave la méthode [P℄, la méthode
s'adaptant très failement à la méthode [HJ℄.
Il s'agit tout d'abord de redénir la "vitesse" V en utilisant les deux fontions u
1
et u
2
.
Rappelons pour ela que théoriquement u
1
et u
2
sont deux fontions de H
1
(
(O)) \ C
0
(
(O)).
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Le lemme 6.1 nous assure alors que sup(ju
1
j; ju
2
j) est une fontion de H
1
(
(O)) \ C
0
(
(O)). De
plus, il est faile de vérier que sup(ju
1
j; ju
2
j) = 0 sur O. On dénit alors V omme suit :
(
V = sup(ju
1
j; ju
2
j) dans 
(O)
V 2 H
1
0
(O)
 
:
On vérie que V 2 H
1
(O). On hoisit alors f  V et on dénit la suite d'ouverts !
m
omme
préédemment, 'est-à-dire
(
!
0
j O  !
0
⋐ D
8m 2 N; !
m+1
= !
m
n supp(sup(v
m
; 0))
ave v
m
unique fontion de H
1
(!
m
) vériant v
m
= f dans !
m
et v
m
 V 2 H
1
0
(!
m
). On onstruit
une suite d'ouverts déroissante pour l'inlusion, et on vérie omme préédemment que O  !
m
pour tout m. Cette suite onverge don vers un ouvert ! vériant O  !. On a alors le théorème
Théorème 6.5 sous l'hypothèse (H), on a ! = O.
Preuve : supposons que ! 6= O, et posons R = ! nO. On montre alors omme dans la preuve du théorème 6.2
que V 2 H
1
0
(R), 'est-à-dire sup(ju
1
j; ju
2
j) 2 H
1
0
(R). Or, on a 0  ju
1
j; ju
2
j  sup(ju
1
j; ju
2
j) dans R. On en
déduit que ju
1
j et ju
2
j sont dans H
1
0
(R). On termine alors omme dans la preuve du théorème 6.2.

Il est don très faile de prendre en ompte deux jeux de données dans la méthode [P℄. L'ex-
tension à plus de deux jeux de données est direte. Nous verrons au 8.2.3 que ela peut être très
utile en pratique.
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Chapitre 7
Extension à l'identiation de défauts
dans un matériau élasto-plastique
Introdution
Nous nous intéressons dans e hapitre à la reherhe de défauts dans une struture à partir de
la mesure du déplaement et des eorts sur une partie de son bord, problème inverse d'intérêt pour
le ontrle non destrutif par exemple. Cette problématique a déjà été onsidérée, prinipalement
dans le as d'un matériau élastique. Dans [BC05℄, de nombreuses méthodes visant à trouver des
défauts dans un matériau élastique sont présentées. Citons en partiulier des méthodes basées sur
l'éart à la réiproité, la dérivée topologique ou enore la "linear sampling method". Les méthodes
que nous avons développées aux hapitres préédents s'adaptent aussi à ette problématique.
Nous nous proposons ii de traiter le as d'un matériau non plus élastique, mais élasto-plastique.
Le problème majeur qui apparaît dans e as est le aratère fortement non-linéaire de la loi de
omportement. Les méthodes présentées dans [BC05℄ ne fontionnent plus dans e ontexte. Cette
problématique est pourtant importante en pratique : si par exemple on reherhe des ssures
dans une struture métallique, le modèle élastique n'est pas exate au voisinage de es défauts ;
la physique nous dit que des déformations plastiques apparaissent au voisinage des extrémités de
la ssure, qui ne sont pas prises en ompte par le modèle élastique. Il est plus raisonnable de
onsidérer un modèle élasto-plastique de la struture dans e as.
Les lois de omportement élasto-plastiques présentent de nombreuses diultés mathématiques.
Tout d'abord, le problème diret élasto-plastique est un problème d'évolution, et non un problème
stationnaire omme le problème diret élastique. De plus, les déformations plastiques sont données
sous forme d'une inlusion diérentielle, e qui rend le alul de la solution du problème diile.
Cei onstitue un obstale majeur pour les méthodes de type ontrle optimal, qui reposent sur la
résolution d'un grand nombre de problèmes direts.
L'idée prinipale que nous allons utiliser est la reherhe du défaut dans la struture élasto-
plastique au travers de la zone plastique qu'il rée : nous n'allons pas herher le défaut, mais la
zone plastique. Pour ela, nous allons utiliser le ritère de plastiité, ritère physique qui aratérise
la zone plastique, dans la dénition de la vitesse V de la méthode [P℄, de telle sorte que ette
vitesse s'annule au ontat de la zone plastique. Cela va nous permettre, sous des hypothèses
raisonnables, de mettre en plae une approhe "par l'extérieur" des zones plastiques, et don de
retrouver les défauts. Une telle approhe "par l'extérieur" en élasto-plastiité avait été introduite
dans [Bou98℄, la méthode [P℄ va nous permettre d'en améliorer l'eaité.
Pour simplier l'étude, nous allons nous restreindre à un problème élasto-plastique antiplan.
La théorie que nous allons développer s'adapte au as élasto-plastique tridimensionnel.
Les résultats présentés dans e hapitre feront l'objet d'une publiation prohaine : About iden-
121
122 CHAPITRE 7. EXTENSION À L'IDENTIFICATION DE DÉFAUTS...
tiation of defet in an elasto-plasti medium from boundary measurement in the antiplane
ase, L.Bourgeois & J.Dardé, en préparation.
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7.1 Loi élasto-plastique : as antiplan
Le as élasto-plastique antiplan, as partiulier de l'élasto-plastiité, est aratérisé par un
hamp de déplaements de la forme u := u(x
1
; x
2
)e
3
dans le système de oordonnées artésien
(x
1
; x
2
; x
3
). En onséquene, le hamp de déformations , déni par  =
1
2

ru+r
T
u

, est donné
par la formule
 =
1
2
u
x
1
(e
1

 e
3
+ e
3

 e
1
) +
1
2
u
x
2
(e
2

 e
3
+ e
3

 e
2
) :
On remarque que l'on peut voir  omme un veteur de R2 dont les omposantes sont les deux
seules omposantes non nulles du tenseurs d'ordre 3, 'est-à-dire (
13
; 
23
). L'équation préédente
se réérit alors simplement
 =
1
2
ru:
Tous les hamps dépendent non seulement de l'espae, mais aussi du temps : dans un soui de
simpliation des notations, ette dépendane ne sera expliitée que quand ela sera absolument
néessaire. Toujours dans e soui de simpliation, nous utiliserons la très usitée notation _g pour
noter la dérivée d'une fontion g par rapport à la variable temporelle t. La loi de omportement
élasto-plastique ave érouissage inématique, qui lie le hamp de déformations  au hamp de
ontraintes , est
(
_ = 2 ( _  _
p
)
_
p
2 
K
(A); ave A :=   H
p
:
Ii, 
p
est le hamp de déformation plastique, K est la boule fermée B(0; k), qui oïnide ave
le onvexe de plastiité de Von-Mises dans le as antiplan, 
K
est la fontion indiatrie de K
et (A) dénote le sous-diérentiel de la fontion  au point A. Les trois onstantes stritement
positives , k et H, supposées onnues, sont respetivement le module de isaillement, le seuil
d'élastiité en isaillement et le oeient d'érouissage. Dans les zones élastiques, où 
p
= 0, on
retrouve la loi de omportement élastique _ = 2 _.
Remarquons que, par dénition du sous-diérentiel, l'équation _
p
2 
K
(A) est équivalente à
(|)
8
>
<
>
:
jAj  k
si jAj < k alors _
p
= 0
si jAj = k alors _
p
= A;   0:
où l'on note j:j la norme eulidienne de R2.
Pour ompléter le système d'équation, il faut rajouter aux deux préédentes équations l'équation
d'équilibre, qui s'érit en l'absene de fore volumique
div() = 0:
Nous pouvons maintenant dérire le système omplet d'équations régissant l'évolution du matériau
élasto-plastique pendant un intervalle de temps ℄t
0
; t
f
[.
7.1. LOI ÉLASTO-PLASTIQUE : CAS ANTIPLAN 123
On suppose que le milieu oupe le domaine 
. Le bord de 
 est divisé en deux parties ouvertes :
 
u
où l'on impose les déplaements, et  
T
où l'on impose les eorts surfaiques. Les équations sont
8
>
>
<
>
>
>
:
_ =
1
2
r _u
div( _) = 0
_ = 2 ( _  _
p
)
_
p
2 
K
(  H
p
)
 équations volumiques
(
_u
j 
u
= 0
_:
j 
T
=
_
T
 onditions aux limites
8
>
<
>
:
u(:; t
0
) = 0
(:; t
0
) = 0

p
(:; t
0
) = 0
 onditions initiales.
Ce système d'équations est bien onnu. Le as des matériaux parfaitement plastiques, ara-
térisés par un oeient d'érouissage nul, est étudié dans [Suq81℄ et [Joh76℄. On y démontre
l'existene de  et u solutions du système, et l'uniité de u. Il existe en revanhe plusieurs hamps
 admissibles. Dans le as qui nous intéresse, ave un oeient d'érouissage stritement positif,
on montre dans [Joh78℄ et [Löb07℄ l'existene et l'uniité de  et de u.
De (|), on obtient failement que pour tout x 2 
 tel que pour tout t 2 [t
0
; t
f
℄, j(x; t)j < k,
on a 
p
(x; t) = 0, d'où en partiulier 
p
(x; t
f
) = 0 et jA(x; t
f
)j < k. L'ensemble des points x de 

vériant ette propriété sera dénommé dans la suite la zone élastique, notée E , ar les lois régissant
le omportement de ette zone durant l'intervalle [0; t
f
℄ sont elles de l'élastiité. Les points x tels
que 
p
(x; t
f
) 6= 0 forment la zone plastique P, puisqu'ils ont été soumis au régime élasto-plastique
pendant un ertain intervalle de temps. Nous allons maintenant formuler une hypothèse importante
de la méthode, puisqu'elle nous permettra de aratériser la zone plastique.
Hypothèse [H0℄ - hypothèse de hargement roissant :
8x 2 
; 
p
(x; t
f
) = 0, jA(x; t
f
)j < k:
Sous l'hypothèse [H0℄, (|) implique qu'en un point x tel que 
p
(x; t
f
) 6= 0, on a jA(x; t
f
)j = k.
Autrement dit, si le matériau ommene à se déformer plastiquement en un point x à l'instant t
s
,
il ontinuera à se déformer plastiquement en e point durant tout l'intervalle [t
s
; t
f
℄. On observe
généralement e omportement pour des géométries raisonnables de 
 en imposant des eorts
surfaiques T roissants, de la forme T (x; t) = T
0
(x)g(t), ave _g > 0.
Remarque : on peut imposer des eorts surfaiques roissants, et néanmoins ne pas satisfaire l'hypo-
thèse [H0℄.
Si nous intégrons sur l'intervalle [t
0
; t
f
℄ le système d'équations préédent sous l'hypothèse [H0℄,
nous obtenons que u(:; t
f
) vérie
u(:; t
f
) = 2div(
p
(:; t
f
))
e qui implique en partiulier u(:; t
f
) = 0 dans la zone élastique E . De plus, u(:; t
f
) vérie les
onditions aux limites
8
>
>
<
>
>
:
u(:; t
f
)
j 
u
= 0


u(:; t
f
)
j 
T
=
T (:; t
f
)

+ 2
p
(:; t
f
):
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ainsi que la ondition suivante, aratérisant les zones élastique et plastique :
()
8
>
>
>
<
>
>
>
:
jru(:; t
f
)j <
k

dans E
jru(:; t
f
) 
H + 2


p
(:; t
f
)j =
k

dans P:
Nous allons faire une nouvelle hypothèse :
Hypothèse [H1℄ - hypothèse de plastiité onnée
supp(
p
(:; t
f
)) ⋐ D:
Cette hypothèse signie que la zone plastique n'aeure pas à la surfae de la struture, e qui
est raisonnable puisqu'en pratique la zone plastique se développe au voisinage des défauts, que
nous avons supposés internes à la struture. [H1℄ implique en partiulier que 
p
= 0 sur  
T
. Les
onditions aux limites deviennent don
8
>
>
<
>
>
:
u(:; t
f
)
j 
u
= 0


u(:; t
f
)
j 
T
=
T (:; t
f
)

:
De plus, en supposant que la déformation plastique 
p
est ontinue dans le domaine, on obtient
de ()
(⋆) jru(:; t
f
)j =
k

sur E \ P
Cette égalité va nous permettre d'identier le bord de la zone plastique par l'intermédiaire de
u à l'instant nal t
f
du hargement. Nous allons maintenant pouvoir passer à la formalisation
mathématique du problème inverse.
7.2 Struture mathématique du problème inverse
On se donne un ouvert D borné et onnexe de R2 à bord lipshitzien. On onsidère O ⋐ D un
ouvert ou un ar de R2 tel que 
(O) := D n O soit onnexe. Le domaine O représente les défauts,

 la struture du matériau et D le mileu "ontrlé". Nous supposons également les onstantes
, k et H aratérisant le omportement élasto-plastique de la struture égales à 1 pour les deux
premières, 0.5 pour la troisième.
Dans le formalisme mis en plae préédemment, on pose  
u
= O et  
T
= D : ei signie que
l'on xe les déplaements à zéro sur le bord des défauts, et que l'on presrit les fores surfaiques
sur l'extérieur de la struture. Nous supposons que la struture subit un hargement vériant
les hypothèses de hargement roissant [H0℄ et de plastiité onnée [H1℄. À l'instant t
f
, instant
d'observation, on mesure le déplaement u
f
sur une partie   du bord de D. On onnait alors les
onditions de Cauhy (u
j 
; 

u
j 
) = (u
0
; T (:; t
f
)
j 
) vériées par le déplaement u := u(:; t
f
).
Nous allons maintenant mettre en plae le formalisme néessaire pour avoir uniité de la solution
du problème inverse que nous allons résoudre. Nous introduisons le domaine
P
e
:= D n NB(D n P)
où NB(!) désigne la omposante onnexe de ! en ontat ave  . Nous allons également faire
l'hypothèse suivante :
Hypothèse [H2℄ - invisibilité de l'obstale : tout ar de D joignant un point quelonque de O
à un point quelonque de   roise P.
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Les deux premières ongurations vérient l'hypothèse [H2℄, la dernière ne la vérie pas.
Sous l'hypothèse [H2℄, P
e
est la frontière "extérieure" de la zone plastique, et P
e
ontient la
zone plastique P, les défauts O et éventuellement une partie de la struture restée élastique. Par
onstrution, l'ensemble D n P
e
est onnexe et ontenue dans la zone élastique E . La relation (⋆)
implique diretement
jruj = 1 sur P
e
Le problème inverse que nous allons traiter onsiste à reherher P
e
à partir de la donnée de Cauhy
(u
0
; T (:; t
f
)
j 
) sur  , sous les hypothèses [H0℄, [H1℄ et [H2℄. On aboutit à la formulation suivante
du problème :
Problème [P
las
℄ : trouver un ouvert P ⋐ D à bord lipshitzien vériant D n P onnexe et une
fontion u 2 C
1
(D n P) tels que
8
>
>
>
>
<
>
>
>
>
:
u = 0 dans D n P
u = u
0
sur  


u = T (:; t
f
) sur  
jruj < 1 dans D n P
jruj = 1 sur P:
Remarque : la ondition aux limites sur la norme du gradient qui aratérise la zone plastique dans le
problème [P
las
℄ ne peut pas être utilisée simplement omme ondition aux limites dans un problème
variationnel. Cei ompromet fortement l'utilisation de méthodes basées sur le ontrle optimal pour
résoudre e problème.
Propriété 7.1 - uniité de la solution du problème [P
las
℄
Le problème [P
las
℄ admet au plus une solution (P; u).
Preuve : supposons que nous ayons deux solutions (P
1
; u
1
) et (P
2
; u
2
) au problème. On note
~
E la omposante
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onnexe de D n P
1
[ P
2
en ontat ave  . On a :
8
<
:
(u
1
  u
2
) = 0 dans
~
E
u
1
  u
2
= 0 sur  


(u
1
  u
2
) = 0 sur  
e qui implique, par uniité de la solution du problème de Cauhy
1
, u
1
= u
2
dans
~
E , d'où ru
1
= ru
2
dans
~
E ,
et nalement, par régularité des fontions u
1
et u
2
, ru
1
= ru
2
sur 
~
E .
Supposons alors P
1
6= P
2
. On a alors par exemple P
1
6 P
2
2
. Puisque D nP
2
est onnexe, il existe alors un point
x 2 
~
E \ P
1
tel que x =2 P
2
. Comme x 2 
~
E , on a ru
1
(x) = ru
2
(x). Comme x 2 P
1
, on a jru
1
(x)j = 1.
Enn, omme x =2 P
2
, on a jru
2
(x)j < 1. Contradition.
On a don P
1
= P
2
, d'où u
1
= u
2
.

Nous supposerons à partir de maintenant que le problème [P
las
℄ admet une (unique) solution
(P; u).
Remarque : remarquons que la ondition aux limites sur les défauts n'intervient pas dans e problème,
en raison de l'hypothèse [H2℄ qui impose à la zone plastique "d'entourer" les défauts. Pour ette
raison, on pourrait admettre n'importe quelle ondition aux limites sur O dans le problème diret,
une ondition de type Neumann par exemple.
7.3 Modiation de la méthode [P℄ pour résoudre le problème [P
las
℄
Nous allons maintenant mettre en plae une méthode de résolution du problème [P
las
℄ basée
sur le prinipe d'approhe "par l'extérieur" dérit au hapitre 4. En eet, la fontion u solution du
problème [P
las
℄ est solution d'un problème de Cauhy à l'extérieur de tout ouvert ! ontenant
la zone plastique P. Nous pouvons don utiliser la méthode de quasi-réversibilité pour aluler
rapidement une approximation de u à l'extérieur de et ouvert, et obtenir son gradient. Il reste
alors à utiliser ette onnaissane pour faire évoluer l'ouvert vers la zone plastique.
Adapter la méthode [P℄ pour résoudre le problème [P
las
℄ n'est pas hose diile. En eet,
l'ingrédient lé de la méthode est la onstrution à partir de la fontion u d'une vitesse V positive
à l'extérieur, nulle sur le bord et négative à l'intérieur de e que l'on herhe, 'est-à-dire l'obstale
dans le problème [O
bs
℄ et la zone plastique ii. Construire une telle fontion pour le problème
[P
las
℄ est très simple, il sut de prendre une fontion valant 1   jruj
2
à l'extérieur de la zone
plastique
3
, et qui est négative dans la zone plastique, puisque par hypothèse on a jruj < 1 hors
de la zone plastique, et jruj = 1 sur le bord de elle-i.
On note don V une fontion quelonque de H
1
(D) vériant (?)
(
V := 1  jruj
2
dans D n P
V
jP
2 H
1
0
(P)
 
:
La proposition suivante nous assure l'existene de telles fontions si u est susamment régulière.
Propriété 7.2 si u 2 H
2
(D n P) \C
1
(D n P), il existe V 2 H
1
(D) vériant (?).
Preuve : dénissons V par V = 1   jruj
2
dans D n P, et V = 0 dans P . Il est lair que V
jP
est un élément
de H
1
0
(P)
 
. On a par hypothèse u 2 C
1
(D n P), e qui implique V 2 C
0
(D n P). De plus, on a jruj = 1 sur
P , e qui implique V = 0 sur P , et nalement V 2 C
0
(D). Pour montrer que V est un élément de H
1
(D), il
sut dès lors de montrer que V 2 H
1
(D n P).
1
voir théorème 1.2 p.12
2
ou l'inverse, la démonstration étant identique, mutatis mutandis
3
on prend ii la norme du gradient de u au arré pour avoir une fontion régulière
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Puisque u est la fontion solution du problème [P
las
℄, on a jru(x)j  1 sur D n P . On a don 0  V  1 sur
D n P , et don V 2 L
2
(D n P). De plus, on a, pour tout i 2 f1; 2g,
V
x
i
=  2
X
j=1;2
u
x
j

2
u
x
i
x
j
;
d'où
Z
DnP
j
V
x
i
j
2
dx  4
Z
DnP
2
4
X
j=1;2
u
x
j

2
u
x
i
x
j
3
5
2
dx
 8
Z
DnP
X
j=1;2




u
x
j

2
u
x
i
x
j




2
dx
 8
Z
DnP
X
j=1;2





2
u
x
i
x
j




2
dx (ar




u
x
j




 1)
 8kuk
2
H
2
(DnP)
:
On en déduit que krV k
L
2
(DnP)
 4kuk
H
2
(DnP)
, et nalement V 2 H
1
(D).

Soit V 2 H
1
(D) vériant (?). On va mettre en plae la méthode [P℄ exatement omme au 6.2.
Soit don f 2 H
 1
(D) vériant f  V . Pour tout ouvert ! ontenu dans D, on note v
!
l'unique
fontion de H
1
(!) vériant v
!
= f dans ! et v
!
  V 2 H
1
0
(!).
On dénit alors notre suite d'ouverts (!
m
)
m2N par
(
P  !
0
⋐ D
8m 2 N; !
m+1
:= !
m
n supp(sup(v
m
; 0))
où l'on a noté v
m
:= v
!
m
. On vérie aisément, en utilisant le prinipe du maximum faible
4
, que
P  !
m+1
 !
m
pour tout m 2 N, et on en déduit5 :
Propriété 7.3 la suite (!
m
)
m2N onverge (au sens de Hausdor) vers ! :=

z }| {
\
m2N
!
m
.
Nous allons maintenant faire l'hypothèse suivante :
Hypothèse [H℄ : les ouverts !
m
sont uniformément lipshitziens.
L'hypothèse [H℄ nous autorise à appliquer le théorème 6.4, qui implique
 v
n
n!1
   ! v
!
dans L
2
(!)
 ! a un bord lipshitzien.
On obtient alors le
Théorème 7.1 sous l'hypothèse [H℄, on a ! = P .
Nous avons besoin du lemme suivant :
Lemme 7.1 soient 
 un ouvert de Rd,   une partie ouverte lipshitzienne de sa frontière.
Soit v 2 H
1
0
(
) \C
0
(
). Alors v  0 sur  .
4
théorème 6.1 p.110
5
propriété B.4 p.196, annexe B
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Preuve : soit x 2  . D'après la propriété B.1 p.192, il existe  ouvert à frontière lipshitzienne tel que x 2 ,
 :=  \ 
 soit un ouvert non vide de frontière lipshitzienne, et  \ 
   . On dénit alors  2 C
1

()
vériant   1 sur B(x; ")  .
Comme v 2 H
1
0
(
), il existe 
n
2 C
1

(
) vériant 
n
n!1
    ! v dans H
1
(
). Il est faile de vérier que l'on a

n
n!1
    !
H
1
()
v:
On remarque de plus que 
n
2 C
1

() pour tout n. On a don v 2 H
1
0
(). Par hypothèse, on a v 2 C
0
().
On a don
6
v = 0 sur , et nalement v(x) = 0. Ce raisonnement étant valable pour tout x de  , le résultat
suit.

Preuve du théorème 7.1 : supposons que l'on n'ait pas ! = P , et posons R = ! n P 6= ;. On montre alors
exatement omme dans la preuve du théorème 6.2 que V 2 H
1
0
(R). Comme R  D n P, ela signie que
1  jruj
2
2 H
1
0
(R) \ C
0
(R).
Soit maintenant x 2 R tel que x =2 P . Il existe    ! tel que x 2   et   \ P = ;. Comme la frontière de
! est lipshitzienne,   est lispshitzien. Le lemme préédent appliquer ave 
 = R et v = 1  jruj
2
nous donne
alors 1   jru(x)j
2
= 0, soit jru(x)j = 1. Mais par dénition, on a x 2 D n P , e qui implique jru(x)j < 1.
Contradition.
On a don ! n P = ;, e qui implique
7
, puisque les ouverts P et ! ont des frontières lipshitziennes, ! = P .

Remarque : on voit lairement ii que la méthode [P℄ pourra être utilisée pour reherher n'importe
quel objet, du moment que l'on sait onstruire une fontion g(u;ru; :::) qui est positive en dehors de
l'objet et qui s'annule sur l'objet.
Remarque : on pourrait bien sûr adapter la méthode [HJ℄ à e problème. En se plaçant dans le
formalisme du hapitre 5, à l'étape n de la méthode, il sut de dénir la vitesse V
n
par V
n
:= 1 jruj
2
à l'extérieur de !
n
, et de la prolonger de manière lipshitzienne dans !
n
. En supposant que 1 jruj
2
est une fontion lipshitzienne, on démontre alors que la méthode onverge vers la zone plastique.
6
voir théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄
7
voir propostion B.2, annexe B
Troisième partie
Couplage méthode de
quasi-réversibilité/méthodes de lignes de
niveau
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Chapitre 8
Résolution du problème inverse de
l'obstale ave ondition de Dirihlet
Introdution
Nous allons maintenant nous intéresser à la résolution numérique du problème de l'obstale
ave ondition de Dirihlet, dérit au hapitre 4 dans un adre général. Nous nous restreignons ii
au as partiulier de la dimension 2 et de l'opérateur elliptique P := . Rappelons la formulation
de e problème : on se donne D un ouvert onnexe borné de R2,   une partie ouverte de sa frontière
lipshitzienne, j j > 0. Pour tout O ouvert vériant O ⋐ D, on note 
(O) := D n O.
Problème [O
bs
℄ : pour (g
0
; g
1
) 2 H
1=2
( )H
 1=2
( ), (g
0
; g
1
) 6= (0; 0), trouver O ouvert à frontière
ontinue vériant O ⋐ D et u 2 H1(
(O)) \ C0


(O)

tels que
8
>
>
>
>
<
>
>
>
>
:
u = 0 dans 
(O)
u = g
0
sur  
u

= g
1
sur  
u = 0 sur O:
Nous avons vu que e problème admettait au plus une solution (O; u). Nous avons proposé au
hapitre 4 un shéma de résolution de e problème onsistant en une approhe "par l'extérieur",
'est-à-dire une méthode itérative que nous pouvons résumer ainsi :
 pour !
n
ouvert vériant O  !
n
⋐ D, aluler u dans 
(!
n
) := D n !
n
à partir de la donnée
(g
0
; g
1
). Autrement dit, il s'agit à ette étape de résoudre le problème de Cauhy suivant, posé
dans 
(!
n
) : trouver u tel que
8
>
>
<
>
>
:
u = 0 dans 
(!
n
)
u = g
0
sur  
u

= g
1
sur  :
Puisqu'il s'agit d'un problème de Cauhy, nous utiliserons la méthode de quasi-réversibilité étudiée
au hapitre 2, an d'obtenir une approximation de u dans 
(!
n
). Si au lieu des données exates,
nous avons à notre disposition des données bruitées (g
Æ
0
; g
Æ
1
), e qui orrespond à la situation la
plus réaliste, nous pourrons utiliser la méthode dérite au hapitre 3.
 utiliser la onnaissane de la fontion u à l'extérieur de !
n
pour obtenir une meilleur ap-
proximation de O "par l'extérieur", 'est-à-dire un ouvert !
n+1
vériant O  !
n+1
 !
n
. Pour
ela, nous avons développé deux méthodes : la méthode [HJ℄, qui utilise une équation de type
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Hamilton-Jaobi (une équation eikonale plus préisément), et que nous avons étudiée au hapitre
5, et la méthode [P℄, qui utilise une équation de Poisson, et que nous avons étudiée au hapitre 6.
On reommene alors au premier point, jusqu'à onvergene.
Shéma de la méthode "approhe par l'extérieur".
Nous allons nous intéresser dans e hapitre à la mise en plae numérique de ette méthode.
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8.1 Aspets numériques de la résolution du problème [O
bs
℄
8.1.1 Disrétisation des domaines
Dans toute la suite, D sera supposé être un ouvert polygonal de R2. On se donne T
h
une
triangulation régulière de D de nesse h
1
. On suppose que   est l'union d'un ertain nombre
d'arêtes de T
h
.
À haque itération de notre méthode, nous allons être amenés à résoudre un problème de
quasi-réversibilité dans D n !
n
, e que nous allons naturellement faire par la méthode éléments
nis que nous avons mise en plae au hapitre 2. Se pose alors diretement le problème suivant :
rien n'oblige !
n
, et don D n !
n
, à être l'union d'un ertain nombre de triangles de T
h
. An de
ne pas ompliquer outre-mesure la résolution numérique, nous avons déidé d'approximer !
n
par
un domaine onstitué d'une union de triangles de T
h
. On pense alors naturellement aux domaines
suivants :
1
f [Cia78℄
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 
n
, onstitué de tous les triangles de T
h
ayant tous leurs sommets ontenus dans !
n
 
n
, onstitué de tous les triangles de T
h
ayant au moins un sommet ontenu dans !
n
.
En eet, le domaine !
n
est aratérisé dans la méthode [HJ℄ et dans la méthode [P℄ omme le
plus grand ouvert sur lequel une fontion est négative (ensemble du type fxjf(x) < 0g). Et lorsque
nous disrétiserons nos problèmes, les valeurs d'une fontion aux sommets de la triangulation seront
préisément les informations que nous aurons. Il sera alors très faile de déterminer 
n
et 
n
en
regardant simplement la valeur de la fontion aux sommets des triangles de T
h
.
Une onguration possible : !
n
, 
n
et 
n
.
Il nous reste à hoisir entre 
n
et 
n
. Il nous faut alors nous rappeler que nous herhons à
onstruire une approhe par l'extérieur. Autrement dit, nous souhaitons que pour tout n 2 N, on
ait O  !
n
. Or, la plupart du temps, on a 
n
 !
n
 
n
. Pour onserver le aratère extérieur
de notre approhe, nous sommes don amenés à hoisir 
n
omme approximation de !
n
: on a
automatiquement O  
n
, alors qu'il n'est pas ertain que O  
n
.
Remarque : il n'est pas vrai que l'on a forément 
n
 !
n
 
n
pour tout n, omme le montre la
onguration suivante :
Cas où l'on n'a pas 
n
 !
n
 
n
: !
n
, 
n
et 
n
.
Il faut alors se rappeler que !
n
est obtenu omme l'ensemble des points où une ertaine fontion
est négative. Or, d'un point de vue disret, nous n'aurons aès qu'aux valeurs de ette fontion aux
sommets de la triangulation, e qui rend impossible la détetion d'un as tel que elui présenté i-
dessus. Autrement dit, même si notre hoix n'est pas optimal, nous ne pouvons guère faire mieux.
En quelque sorte, 
n
est le moins mauvais des hoix possibles pour approximer !
n
.
Remarque : d'autres options s'oraient à nous. Par exemple, nous aurions pu à haque itération re-
mailler le domaine en adaptant le maillage à la position de !
n
. Néanmoins, omme nous ne onnais-
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sons la position de !
n
que de manière impréise (voir remarque préédente), ela aurait rajouté une
étape dans la méthode sans assurer un gain en préision par rapport à notre hoix.
Nous allons maintenant supposer que nous onnaissons 
n
, pour un ertain n 2 N. Nous allons
dérire les diérentes étapes de la méthode nous permettant d'obtenir 
n+1
.
8.1.2 Obtention d'une approximation de u dans D n
n
Pour obtenir une bonne approximation de u dans D n 
n
, nous devons résoudre un problème
de Cauhy. Nous allons don utiliser les méthodes développées dans la première partie de ette
thèse.
Cas d'une donnée exate
Si nous avons une donnée exate, nous allons utiliser la méthode de quasi-réversibilité dérite
au hapitre 2. On note W
h
l'espae des éléments nis F.V.1 lié à la triangulation T
h
(voir 2.2.2).
Nous résoudrons dans D n
n
le problème [QR
h
℄ suivant :
Problème [QR
h
℄ : pour " > 0, trouver u
hn;"
2 V
h
tel que pour tout v
h
2 V
h;0
, on ait
X
T2T
h
; T dans Dn
n
a
T;"
(u
hn;"
; v
h
) = 0:
Ii, V
h
désigne l'ensemble des fontions de W
h
qui "valent e qu'il faut" sur  , V
h;0
les fontions de
W
h
dont les degrès de liberté sur   sont nuls (voir une nouvelle fois 2.2.2 pour les dénitions exates
de V
h
et V
h;0
), et a
T;"
(v
h
; w
h
) = (v
h
;w
h
)
L
2
(T )
+"(v
h
; w
h
)
H
2
(T )
; 8(v
h
; w
h
) 2W
h
W
h
; 8T 2 T
h
:
Nous prendrons le paramètre " égal à 10
 4
la plupart du temps, onformément à notre étude au
2.2.5.
La matrie orrespondant au problème [QR
h
℄ doit être onstruite à haque itération, puisque le
domaine de alul D n
n
peut hanger. Néanmoins, on peut aélérer le proessus, en utilisant le
fait que le maillage du domaine est xé au départ : on peut en eet aluler une fois pour toutes les
ontributions de haque triangle à la matrie, et les stoker en mémoire. Ainsi, à haque itération,
nous n'aurons qu'à repérer les triangles ontenus dans D n 
n
, et à assembler leurs ontributions
dans la matrie. Comme attendu, e gain de temps se fait au détriment d'espae mémoire. Nous
renvoyons au 2.2.4 pour les détails sur le alul des ontributions d'un triangle.
Cas d'une donnée bruitée
Supposons que nous ayons à notre disposition non pas une donnée exate, mais une donnée
bruitée, e qui est nalement le as le plus probable. Nous avons vu au 3.2 que nous ne pouvons
pas diretement utiliser ette donnée bruitée ave la méthode de quasi-réversibilité. Il nous faut
tout d'abord
1. régulariser la donnée bruitée
2. xer le paramètre " de la méthode de quasi-réversibilité en fontion du niveau de bruit.
Nous avons développé au hapitre 3 une méthode basée sur le prinipe de Morozov et la dualité en
optimisation permettant de remplir e double objetif. Elle repose sur la résolution du problème
[

P
Æ
h
℄ dérit au 3.4.2 page 74.
Dans notre optique de résolution du problème [O
bs
℄, l'idée est de résoudre le problème [

P
Æ
h
℄
à la première itération de notre approhe par l'extérieur, 'est-à-dire dans Dn
0
. On obtient ainsi
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une donnée régularisée et une valeur pour le paramètre ", que nous utiliserons omme donnée et
valeur du paramètre du problème [QR
h
℄ pour les itérations suivantes.
Remarque : la donnée régularisée et le paramètre " obtenus en résolvant [

P
Æ
h
℄ dépendent du domaine
de alul, 'est-à-dire de 
0
. On pourrait alors être tenté de résoudre à nouveau [

P
Æ
h
℄ après quelques
itérations, l'ouvert 
n
alors obtenu devant être une meilleure approximation de O.
Nous avons testé numériquement ette idée, mais n'avons pas observé de gain signiatif quant à la
qualité de reonstrution de l'ouvert O
bs
. Comme ela demande de résoudre un problème d'optimisa-
tion de plus, e qui est oûteux en temps, nous avons nalement abandonné ette idée.
En e qui onerne le hoix du paramètre , onformément à l'étude que nous avons faite au
3.5, nous hoisirons  égal à 10
 4
. Nous aurons alors à onstruire les matries du problème [

P
Æ
h
℄
et à le résoudre en utilisant les méthodes proposées au 3.4.2 p.69.
8.1.3 Mise à jour de l'ouvert : obtenir 
n+1
Pour la mise à jour de l'ouvert, nous allons naturellement utiliser les méthodes que nous avons
développées aux hapitres 5 et 6, la méthode [HJ℄ et la méthode [P℄. Nous avons montré que
dans le adre ontinu, es deux méthodes nous permettent de onstruire une suite d'ouverts qui
onverge vers l'obstale, à la ondition de onnaître la solution exate u à l'extérieur de es ouverts.
La méthode de quasi-réversibilité, ouplée à la méthode basée sur la dualité en optimisation si
néessaire, nous fournit une approximation u
h;"
de u à l'extérieur de 
n
. C'est ette approximation
que nous utiliserons dans les méthodes [HJ℄ et [P℄.
Les méthodes [HJ℄ et [P℄ reposent haune sur la résolution de problèmes aux dérivées par-
tielles :
 une équation de Hamilton-Jaobi pour la première
 une équation de Poisson pour la seonde.
Il nous reste don à nous intéresser à la résolution numérique de es équations. Nous allons om-
mener par le problème de Poisson : en eet, e problème nous sera utile dans la méthode [HJ℄.
Méthode [P℄ : problème de Poisson
Dans la méthode [P℄, la mise à jour de l'ouvert !
n
se fait par résolution du problème de Poisson
suivant :
Problème [P℄ : trouver v
n
2 H
1
(!
n
) tel que
(
v
n
= f dans !
n
v
n
= juj sur !
n
:
Dans e problème, f 2 H
 1
(D) est un paramètre de la méthode, que nous hoisirons omme une
onstante positive  "assez grande", onformément à notre étude p.116, et u est la solution du
problème [Cauhy℄. Le domaine !
n+1
est alors déni par !
n+1
= !
n
n supp(sup(v
n
; 0)). Vu e que
nous venons de dire, nous allons résoudre le problème [P℄ non pas dans !
n
, mais dans 
n
, toutes
hoses égales par ailleurs.
La résolution numérique du problème [P℄ par éléments nis de Lagrange P
1
est bien onnue.
On va noter X
hn
l'espae des éléments nis de Lagrange P
1
dans 
n
, et X
hn;0
le sous-espae des
fontions de X
hn
s'annulant sur le bord de 
n
2
. L'équivalent disret du problème [P℄ est :
2
ou aux sommets du maillage situés sur le bord de 
n
, e qui est équivalent
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Problème [P
h
℄ : trouver v
hn
2 X
hn
tel que
8
<
:
Z

n
rv
hn
:rw
h
dx =  
Z

n
 w
h
dx; 8w
h
2 X
hn;0
v
hn
= ju
hn;"
j aux sommets du maillage situés sur le bord de 
n
:
Ce problème admet une unique solution v
hn
. On dénit alors naturellement
!
n+1
:= 
n
n supp(sup(v
hn
; 0))
soit enore !
n+1
:= fx 2 
n
j v
hn
(x) < 0g, puisque X
hn
 C
0


n

. Ce qui nous amène à la
dénition de 
n+1
:

n+1
:= fT 2 T
h
j 9A sommet de T; v
hn
(A) < 0g
À haque itération de la méthode, nous aurons à onstruire la matrie orrespondant au problème
[P
h
℄. Nous pouvons une nouvelle fois tirer parti du fait que nous utilisons un unique maillage
pour pré-aluler une fois pour toutes les ontributions de haque triangle à ette matrie. Nous
n'aurons alors plus qu'à assembler es ontributions en fontion du domaine de alul à haque
itération.
Méthode [HJ℄ : problème de Hamilton-Jaobi
La méthode [HJ℄, étudiée au 5.2.2 p.103, peut se résumer de la manière suivante : à l'étape n,
on ommene par réer une "vitesse" V
n
vériant :
8
>
<
>
:
V
n
(x) = (x)ju(x)j; 8x 2 D n !
n
V
n
(x) < 0; 8x 2 O
jV
n
(x)  V
n
(y)j  Ljx  yj; 8(x; y) 2 D D
ave u solution du problème [Cauhy℄,  une fontion tronature ( 2 C
1

(D)
+
) vériant   1
dans !
0
, et L une onstante positive indépendante de n. On résout ensuite le problème suivant :
Problème [Eikonale℄ : trouver  2 C
0

D  [0; T ℄

vériant au sens de visosité
8
>
>
<
>
>
:

t
  V
n
jrj = 0 dans D  ℄0; T [
(x; 0) = ð
!
n
(x) pour tout x 2 D
(x; t) = ð
!
n
(x) pour tout (x; t) 2 D  [0; T ℄ :
Ii, ð
!
n
est la fontion distane signée à !
n
3
et T > 0 est quelonque. Le problème [Eikonale℄
admet une unique solution de visosité 
n
, et on dénit !
n+1
par !
n+1
:= fx 2 !
n
j 
n
(x; T ) < 0g.
Les deux prinipales étapes que nous allons devoir mettre en plae numériquement sont don :
1. mise en plae d'une vitesse V
n
disrète, 'est-à-dire d'un prolongement adéquat de u
hn;"
2. résolution de l'équation eikonale.
3
voir annexe B
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Nous allons traiter la résolution de l'équation eikonale en premier, puis nous verrons omment nous
onstruisons des prolongements adaptés à notre problématique.
 Résolution numérique du problème [Eikonale℄
La résolution numérique des équations de Hamilton-Jaobi, dont l'équation eikonale qui nous
intéresse, fait l'objet de reherhes depuis longtemps : Crandall et Lions furent à notre onnaissane
les premiers à proposer des shémas numériques pour aluler la solution de visosité d'équations
de e type
4
. Plaçons-nous dans un adre plus général : on herhe à résoudre

t
+H(r) = 0:
Nous disrétiserons ette équation par un shéma aux diérenes nies en espae et en temps de
la forme

n+1
  
n
Æt
+
^
H
n
(
 
x
; 
+
x
; 
 
y
; 
+
y
) = 0:
Ii, 
n
:= (:; nÆt), où Æt est le pas de temps, 
+
x
et 
 
x
(resp. 
+
y
et 
 
y
) des approximations par dif-
férenes nies de

x
(resp.

y
) que nous expliiterons ultérieurement, et
^
H est une approximation
numérique de l'hamiltonien H, que nous expliiterons aussi ultérieurement.
Pour es shémas, nous utilisons des maillages artésiens, e qui restreint quelque peu les
géométries admissibles pour D : il faut désormais que D soit un polygne de R2 dont les angles
fassent 90 ou 270 degrés. Cei n'a auune inidene sur la méthode de quasi-réversibilité : une fois
le maillage artésien onstruit, on divise haque retangle en deux suivant la diagonale pour obtenir
un maillage triangulaire. En revanhe, il faut faire attention à e qu'il se passe au niveau des angles
si l'on a des données bruitées, et que l'on utilise la méthode dérite au hapitre 3. En eet, on a
vu p.71 que ertaines ongurations de triangles dans les oins du domaine pouvaient se révéler
problématiques. Or, il est très faile de les obtenir à partir d'un maillage artésien du domaine. La
gure i-dessous montre omment il faut déouper le maillage artésien pour les éviter.
Les deux premières ongurations ne sont pas bonnes : dans elle de gauhe, le triangle en rouge a deux
tés ontenus dans   ; dans elle de droite, les quatre triangles en rouge ont un té sur  , et un té en
ommun ave un autre triangle en rouge. La troisième onguration est bonne.
4
[CL84℄
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Pour résoudre numériquement l'équation eikonale de notre problème, nous avons utilisé une
boîte à outils mise à disposition sur internet
5
par Baris Sumengen, du Vision Researh Lab de
l'université de Californie-Santa Barbara. Elle utilise un shéma de Lax-Friedrih Loal (LFL) ave
des approximations des dérivées partielles de type ENO1, ENO2, ENO3 ou WENO5 (au hoix).
Nous allons maintenant dérire es diérentes approximations, ainsi que le shéma LFL.
Intéressons-nous tout d'abord aux approximations des dérivées partielles. Elles sont obtenues
par diérenes nies spatiales. Notons Æ
x
et Æ
y
les pas du maillage artésien selon x et y. Soit (x
i
; y
j
)
un sommet quelonque du maillage. Pour (k; l) 2 Z, on note x
i+k
= x
i
+ k Æ
x
, y
i+l
= y
i
+ l Æ
y
et

n
i+k;j+l
:= 
n
(x
i+k
; y
j+l
).
Les shémas ENO (pour Essentiellement Non Osillants) herhent à onstruire une interpo-
lation polynomiale des données. On herhe alors à approximer la dérivée partielle par la dérivée
partielle du polynme obtenu, en séletionnant la diretion d'approximation ("up" ou "down")
de manière à réaliser un ordre élevé de préision. On va se ontenter ii de dérire omment on
obtient les approximations de

x
. On proède de la même manière pour approximer

y
, mutatis
mutandis. On utilisera dans la suite la variable muette K telle que :
(
pour obtenir 
 
x
; on prendra K = i  1
pour obtenir 
+
x
; on prendra K = i:
-ENO1 : on dénit le polynme d'approximation
P
1
(x) :=

K+1;j
  
K;j
Æx
(x  x
i
)
et on prend pour approximation de la dérivée partielle
dP
1
dx
(x
i
) =

K+1;j
  
K;j
Æx
:
-ENO2 : on dénit le polynme P
1
omme préédemment. On dénit également
a :=

K+1;j
  2
K;j
+ 
K 1;j
2(Æx)
2
; b :=

K+2;j
  2
K+1;j
+ 
K;j
2(Æx)
2
puis
 :=
(
a si jaj  jbj
b sinon:
On dénit alors notre polynome d'approximation :
P
2
(x) := P
1
(x) + 

x
2
  (x
K
+ x
K+1
) x+ x
K
x
K+1

:
On prend
dP
2
dx
(x
i
) omme approximation de la dérivée partielle.
-ENO3 : on dénit a, b,  et P
2
omme préédemment. On dénit
 :=
(
K   1 si jaj  jbj
K sinon
et
A =

+2;j
  3
+1;j
+ 3
;j
  
 1;j
6(Æx)
3
; B =

+3;j
  3
+2;j
+ 3
+1;j
  
;j
6(Æx)
3
5
http ://barissumengen.om/level_set_methods/index.html
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ainsi que
C :=
(
A si jAj  jBj
B sinon:
Notre polynome d'approximation sera alors
P
3
(x) := P
2
(x) + C(x  x

)(x  x
+1
)(x  x
+2
):
On prend
dP
3
dx
(x
i
) omme approximation de la dérivée partielle.
Les shémas de type ENO sont eaes dans les zones où la fontion  est hahutée. Para-
doxalement, 'est dans les zones où la fontion est la plus régulière que les problèmes se posent.
En eet, les hoix opérés par les shémas ENO sur le stenil, 'est-à-dire sur la "bonne" zone à
prendre en ompte pour bien approximer les dérivées, deviennent alors très utuants, puisqu'il
n'y a pas dans e as de "bon" hoix. Les shémas de type WENO (Weighted ENO) orrigent e
défaut en prenant des ombinaisons onvexes des diérents hoix possibles, n'en privilégiant auun
en partiulier dans les zones régulières.
-WENO5 : on dénit, pour k 2 f1; : : : ; 5g
v
 
k
=

i 3+k;j
  
i 4+k;j
Æx
; v
+
k
=

i+4 k;j
  
i+3 k;j
Æx
:
On dénit alors des oeients qui vont aratériser la régularité spatiale de  :
S

1
=
13
12
(v

1
  2v

2
+ v

3
)
2
+
1
4
(v

1
  4v

2
+ 3v

3
)
2
S

2
=
13
12
(v

2
  2v

3
+ v

4
)
2
+
1
4
(v

2
  v

4
)
S

3
=
13
12
(v

3
  2v

4
+ v

5
)
2
+
1
4
(3v

3
  4v

4
+ v

5
)
2
:
On dénit alors
a

1
=
1
10
1
"+ S

1
; a

2
=
1
10
1
"+ S

2
; a

3
=
1
10
1
"+ S

3
où " est un paramètre (généralement pris égal à 10
 6
) dont la fontion est d'éviter que le dénomi-
nateur ne s'annule. On dénit nalement les poids
!

i
=
a

i
a

1
+ a

2
+ a

3
:
La formule donnant les approximations "up" et "down" de la dérivée partielle en x est nalement


x
= !
1

1
3
v

1
 
7
6
v

2
+
11
6
v

3

+ !
2

 
1
6
v

2
+
5
6
v

3
+
1
3
v

4

+ !
3

1
3
v

3
+
5
6
v

4
 
1
6
v

5

:
Passons maintenant à la résolution eetive de l'équation eikonale, que nous faisons par un
shéma de Lax-Friedrihs. Dans e shéma, l'hamiltonien numérique est
^
H(
 
x
; 
+
x
; 
 
y
; 
+
y
) := H(

+
x
+ 
 
x
2
;

+
y
+ 
 
y
2
)  

+
x
  
 
x
2
  

+
y
  
 
y
2
:
H est l'hamiltonien du problème, et 
x
et 
y
des oeients de dissipation dénis par  
max jH
x
(
x
; 
y
)j,   max jH
y
(
x
; 
y
)j (ave la notation f
x
(resp. f
y
) signiant
f
x
(resp.
f
y
)).
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Dans l'équation eikonale, on a H(
x
; 
y
) := V
n
q

2
x
+ 
2
y
, ave V
n
indépendant de . On doit don
hoisir  et  tels que
  max
jV
n

x
j
q

2
x
+ 
2
y
;   max
jV
n

y
j
q

2
x
+ 
2
y
:
Comme on a
jV
n

x
j
p

2
x
+
2
y
 jV
n
j et
jV
n

y
j
p

2
x
+
2
y
 jV
n
j, on voit que l'on peut hoisir  =  = max
D
jV
n
j.
Cette ondition globale peut être ranée : on peut en eet se ontenter de ontrler loalement
les valeurs de  et , on obtient alors le shéma de Lax-Friedrihs Loal.
Pour fontionner, e shéma doit vérier la ondition CFL suivante :
Æ
t
max
(
jH
x
j
Æ
x
+
jH
y
j
Æ
y
)
< 1:
Dans notre as, il sut en fait de vérier max jV
n
jÆ
t

1
Æ
x
+
1
Æ
t

< 1. Remarquons que ette ondition
dépend de la valeur maximale de jV
n
j sur D. Ainsi, plusmax
D
jV
n
j est grand, plus nous allons devoir
utiliser des pas de maillage Æ
x
et Æ
y
petits si nous ne voulons pas avoir un pas de temps Æ
t
trop
petit. Cei aura une inidene sur nos hoix lorsque nous onstruirons la vitesse V
n
.
Intéressons-nous maintenant à la ondition initiale et à la ondition aux limites du problème
[Eikonale℄. La ondition initiale du problème disret
6
est 
n
(:; 0) = ð

n
: Il est don néessaire de
savoir onstruire la distane signée à l'ouvert 
n
. La boîte à outils que nous utilisons sait le faire,
en utilisant exatement les mêmes approximations et shémas que nous venons de présenter. En
eet, la fontion distane signée ð

n
peut être vue omme la limite en temps long de l'équation
de Hamilton-Jaobi suivante :

t
+ S

n
(jrj   1) = 0; S

n
(x) =
8
>
<
>
:
 1 si x 2 
n
0 si x 2 
n
1 si x 2 D n
n
:
Quant à la ondition aux limites 
n
(x; t) = ð

n
(x); 8x 2 D, elle sera automatiquement vériée
si elle est vériée au départ, puisque la vitesse V
n
est rigoureusement nulle sur les bord de D.
Pour avoir des préisions sur les méthodes numériques pour la résolution des équations de
Hamilton-Jaobi, en partiulier les approximations par diérenes nies en espae et en temps, les
shémas numériques et la onstrution de la distane signée, on peut se référer à la partie II de
[OF03℄.
 Prolongement de u
hn;"
Intéressons-nous maintenant à la onstrution de V
n
, vitesse de notre équation. Rappelons que l'on
demande à la vitesse de vérier
8
>
<
>
:
V
n
(x) = (x)ju(x)j pour tout x 2 D n !
n
?
V
n
(x) < 0 pour tout x 2 O 
jV
n
(x)  V
n
(y)j < Ljx  yj pour tout (x; y) 2 D D >
Remarquons tout d'abord que la proporiété >, à savoir le aratère lipshtzien de V
n
, ave une
onstante indépendante de n, sera très diile à assurer. Notre objetif sera plutt de onstruire
une fontion régulière, an d'avoir toutes les hanes de vérier ette propriété.
D'un point de vue disret, il s'agit de onstruire un prolongement de u
hn;"
. Une idée naturelle
est de réutiliser la fontion v
hn
solution du problème [P
h
℄ dérit au 8.1.3. En eet, ette fontion
est la solution d'un problème de Poisson disret, ave un seond membre C
1
(rappelons que nous
6
on remplae ii !
n
par son approximation disrète 
n
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avons hoisi une onstante  omme seond membre), elle a don toutes les hanes d'être très
régulière. De plus, nous savons que si nous prenons la onstante  susamment grande, alors la
vitesse sera négative dans l'obstale
7
, et V
n
vériera la propriété . Enn, la propriété ? est faile
à vérier : il sut de hoisir une fontion  2 C
1

(D)
+
vériant   1 sur 
0
, et de dénir V
n
par
V
n
:=
(
ju
hn;"
j dans D n
n
v
hn
dans 
n
:
Ce hoix de vitesse semble théoriquement très adapté. Il a néanmoins un gros inonvénient en
pratique, en raison de la CFL que doit vérier notre shéma de résolution, à savoir
Æ
t
max
x2D
jV
n
(x)j
 
1
Æ
x
+
1
Æ
y
!
< 1:
Il faut ii se rappeler qu'au nal, nous ne sommes intéressés que par l'évolution au ours du temps
de fx 2 Dj(x; t) < 0g, et plus préisément par l'évolution de la frontière de et ensemble, 'est-à-
dire de la ligne de niveau 0 de . Comme la CFL est globale, ette évolution peut être freinée par
de fortes valeurs de la vitesse en des points éloignés de la ligne de niveau 0, qui n'inuene don
pas son évolution. Pour remédier à e problème, nous avons utilisé la tehnique dite de la "narrow
band"
8
: l'idée est de mettre la vitesse à 0 en dehors d'une petite bande autour du front d'intérêt.
Ainsi, la valeur de la vitesse en des points éloignés ne freine plus l'évolution du front, puisqu'elle
n'intervient plus dans le alul de la CFL.
Illustration de l'idée de la "narrow band" : la vitesse est mise à zéro à l'extérieur de la bande étroite (en
pointillé) autour de la ligne de niveau zéro de  (en bleu).
Plus mathématiquement, ela revient à multiplier la vitesse V
n
que nous venons de onstruire
par une fontion  2 C
1

(D), vériant 0    1 dans D, telle que le support de  soit ontenu
dans la bande voulue, et vériant   1 dans un voisinage de la ligne de niveau 0 de . Remarquons
que la vitesse obtenue
~
V
n
:=  V
n
ne vérie plus les propriétés voulues. Cela n'a pas une grande
importane : en eet, si le bord de l'obstale n'est pas dans la bande d'intérêt, la vitesse à et
endroit est nulle, don  ne varie pas et reste négative omme voulue. Si au ontraire il est situé
dans la bande d'intérêt, la vitesse qui fait évoluer  est la bonne, et tout se passe omme lorsque
l'on n'avait pas modié la vitesse.
Au nal, voii omment se déroule une itération de la méthode [HJ℄ :
1. onstrution de V
n
: résolution du problème [P
h
℄ dans 
n
+ mise en plae de la "narrow
band"
7
ei n'est pas tout à fait exat : dans le problème ontinu, si nous prolongeons u de ette manière, ela fontionnne.
Mais nous sommes ii dans le as disret, et 'est u
h;"
que l'on prolonge. On espère du moins, omme u
h;"
est une
approximation a priori bonne de u, qu'il se passe sensiblement la même hose
8
bande étroite
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2. résolution de [Eikonale℄ par shéma de Lax-Friedrihs jusqu'au temps T nal
Ensuite, on n'a plus qu'à déterminer 
n+1
, dont la dénition est

n+1
:= fK 2 T
h
j 9A sommet de K;
n
(A; T ) < 0g
et aluler ð

n+1
pour avoir la ondition initiale de l'étape suivante.
Comparaison des méthodes [HJ℄ et [P℄
Si on devait faire un hoix entre la méthode [HJ℄ et la méthode [P℄ pour la mise de jour de
l'ouvert 
n
, on penherait naturellement vers l'utilisation de la méthode [P℄. En eet, la méthode
[HJ℄ est plus diile à mettre en plae, et utilise elle-même la méthode [P℄
9
. D'autres arguments
font penher la balane du té de la méthode [P℄ : le premier d'entre eux onerne les maillages.
La méthode [HJ℄ néessite des maillages artésiens
10
et ns, ave un pas inférieur à
1
100
, en rai-
son de la ondition CFL. L'expériene numérique nous a aussi montré que l'utilisation de maillages
trop grossiers empêhe la méthode de "apter" le bord de l'obstale : la ligne de niveau zéro de
 passe au travers
11
. À l'opposé, la méthode [P℄ fontionne très bien ave des maillages plus
grossiers, ave des pas de
1
50
à
1
100
, et elle fontionne ave des maillages sans struture partiulière.
Une deuxième argument en défaveur de [HJ℄ : la résolution de [Eikonale℄ fait que l'on approhe
de manière ontinue de l'obstale, e qui prend plus de temps que l'approhe par résolution de
[P
h
℄, qui proède par sauts suessifs.
Néanmoins, la méthode [HJ℄ pourrait se révéler frutueuse pour la résolution d'un autre pro-
blème, le problème inverse de l'obstale ave ondition de Neumann :
Problème [O
bs
_Neumann℄ : pour (g
0
; g
1
) 6= (0; 0), trouver (u;O) tels que
8
>
>
>
<
>
>
>
:
u = 0 dans 
(O)
u = g
0
sur  


u = g
1
sur  


u = 0 sur O:
En eet, l'idée qui guide la méthode [HJ℄, à savoir la onstrution d'une vitesse positive en dehors
de !
n
, valant juj sur !
n
et négative dans l'obstale, se transpose aisément à e problème, en
remplaçant juj par j

uj. On est don amené à résoudre l'équation Hamilton-Jaobi

t
 




u





jrj = 0
qui a, à première vue, une struture ompliquée. Néanmoins, ette équation se simplie si l'on se
rappelle que le veteur normal  est lié à  par l'équation  =
r
jrj
, e qui nous donne l'équation

t
  jru:rj = 0:
Nous avons testé ette idée, qui donne des résultats assez bons pour la reherhe d'obstales
à géométrie simple, mais ne marhe pas bien pour des obstales ompliqués (non onvexes, non
9
ei n'est pas vraiment un argument en faveur de la méthode [P℄. En eet, on pourrait imaginer d'autres
méthodes pour prolonger ju
hn;"
j dans !
n
sans passer par un problème de Poisson.
10
dans la manière dont nous l'implémentons. Il existe des shémas de résolution de l'équation eikonale adaptés à
des maillages non struturés
11
plus exatement, la ligne de niveau zéro ralentit à proximité du bord de l'obstale, mais nit tout de même par
passer au travers
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onnexes...). Cei est peut-être du à de plus nombreuses diultés numériques liées au hangement
de problème.
Par ontre, la manière de transposer la méthode [P℄ au problème [O
bs
_Neumann℄ n'est pas
laire pour le moment. La méthode [HJ℄ nous semble don la meilleure piste à l'heure atuelle
pour résoudre e problème en utilisant la méthode de quasi-réversibilité.
8.1.4 Convergene des méthodes, ondition d'arrêt des algorithmes
Nous avons maintenant deux méthodes numériques de résolution du problème [O
bs
℄ : la pre-
mière est basée sur la résolution du problème [QR
h
℄ alternée ave la résolution du problème
[Eikonale℄ : nous la noterons méthode [QR-HJ℄. La seonde est basée sur la résolution du pro-
blème [QR
h
℄ alternée ave la résolution du problème [P
h
℄ : nous la noterons méthode [QR-P℄. Ces
deux méthodes onstruisent une suite d'ouverts (
n
)
n2N, qui vérie
Propriété 8.1 la suite d'ouverts 
n
onverge au sens de Hausdor vers  :=

z }| {
\
n2N

n
.
Preuve : on a 
n+1
 
n
 D pour tout n 2 N. Le résultat est don une appliation direte du théorème B.4
p.196.

En fait, un raisonnement très simple nous indique que non seulement la méthode onverge,
mais de plus on a 
n+1
= 
n
à partir d'un ertain n. Cei est dû au "retour en arrière" que nous
opérons lorsque nous dénissons 
n
à partir de v
hn
dans la méthode [QR-P℄, ou à partir de 
n
dans la méthode [QR-HJ℄. L'illustration i-dessous met en évidene e phénomêne pour la méthode
[QR-P℄, le méanisme étant exatement le même pour [QR-H℄ :

n
est en vert sur la gure de gauhe. Si fx 2 
n
j v
hn
(x) < 0g est l'ensemble en rouge, alors on aura
automatiquement par dénition de 
n+1
(
n+1
:= fT 2 T
h
j 9A sommet de T; v
hn
(A) < 0g), 
n+1
= 
n
.
On a don un ritère d'arrêt très eae : on stoppe les itérations dès que d
H
(
n
;
n+1
) = 0
12
.
8.2 Expérienes numériques
Nous allons maintenant tester les méthodes [QR-HJ℄ et [QR-P℄. Dans es tests, l'ouvert D sera
le arré ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, dont nous numérotons les tés omme suit :
12
on rappelle que d
H
désigne la distane de Hausdor entre deux ouverts, voir annexe B
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1 3
2
4
x
y
Nous allons résoudre le problème inverse de l'obstale ave ondition de Dirihlet pour trois obs-
tales diérents : le premier, noté O
1
est un obstale onvexe, dont la frontière est donnée en
oordonnées polaires par l'équation r() = 0:25((os())
3
+ sin()) pour  2 [0; 2℄.
−0.5 0 0.5
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
O
1
Le deuxième obstale O
2
n'est pas onvexe. Sa frontière est donnée par l'équation paramétrique
(x(t); y(t)) = (0:15 os(t)(1 + os(t))(1   0:5 os(t))  0:1; 0:1 sin(t)  0:2) pour t 2 [0; 2℄.
−0.5 0 0.5
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
O
2
Enn, le troisième obstale O
3
est onstitué de deux disques disjoints de entres ( 0:2; 0) et
(0:23; 0:2), et de rayons 0.15 et 0.1.
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−0.5 0 0.5
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
O
3
La donnée (g
0
; g
1
) du problème [O
bs
℄ est obtenu par résolution d'un problème de Laplae dans
D n O
i
en imposant la ondition de Neumann g
1
sur le bord de D, et une ondition de Dirihlet
homogène sur le bord de l'obstale. Ce problème est résolu par éléments nis, omme expliqué au
4.2.2 p.90. Sauf mention ontraire, g
1
sera déni dans les exemples suivants par
g
1
:=
(
1 sur les tés 2 et 4
0 sur les tés 1 et 3:
La solution u
i
du problème de Laplae vérie don
8
>
>
>
<
>
>
>
:
u
i
= 0 dans D n O
i


u
i
= 1 sur ℄ 0:5; 0:5[  f 0:5; 0:5g


u
i
= 0 sur f 0:5; 0:5g  ℄ 0:5; 0:5[
u
i
= 0 sur O
i
:
Les fontions u
1
, u
2
et u
3
8.2.1 Comparaison des méthodes [QR-HJ℄ et [QR-P℄
Nous allons omparer les deux méthodes proposées préédemment. Pour ela, nous allons les
soumettre aux trois as tests préédents en mettant tous les paramètres aux mêmes valeurs, 'est-
à-dire :
 même ouvert de départ !
0
:= B(0; 0:45)
 même nesse de maillage : h =
1
140
dans toutes les simulations
 même valeur de seond membre  pour le problème de Poisson
 même valeur du paramètre " = 10
 4
de la méthode [QR℄
 donnée sur tout le bord de D.
On note !
1
l'ouvert obtenu après onvergene.
L'équation eikonale de la méthode [QR-HJ℄ est résolue omme expliqué à la page 136, ave une
approximation WENO des dérivées spatiales, et un temps T nal hoisi égal à 1.
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Obstale O
1
Dans es simulations, nous avons pris  := 10.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-HJ℄ à gauhe et de la méthode [QR-P℄ à droite. En bleu, !
0
, en rouge !
1
et
en noir O
1
5 10 15 20
0
0.1
0.2
0.3
0.4
0.5
5 10 15 20
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
À gauhe d
H
(!
n
;O
1
), à droite d
H
(!
n
; !
n 1
), pour la méthode [QR-HJ℄ en noir et la méthode [QR-P℄ en
bleu.
−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
0.3
−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
0.3
Comparaison entre !
1
en rouge et O
1
en noir, pour la méthode [QR-HJ℄ à gauhe et pour la méthode
[QR-P℄ à droite.
On onstate sur es premières simulations que la méthode [QR-P℄ onverge plus rapidement
vers l'obstale que la méthode [QR-HJ℄, e qui était attendu. Ainsi, si nous avions utilisé le ritère
d'arrêt d
H
(!
n
; !
n 1
) = 0, la méthode [QR-P℄ se serait arrêtée à la quatorzième itération, alors
que la méthode [QR-HJ℄ se serait arrêtée à la dix-septième. Remarquons néanmoins que l'avanée
de la méthode [QR-HJ℄ dépend du hoix du temps nal T de l'équation eikonale. Ainsi, on peut
diminuer le nombre d'itérations avant onvergene de la méthode [QR-HJ℄ en prenant un temps
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nal T plus grand, e qui implique en ontrepartie un temps de résolution de l'équation eikonale
plus long : en termes de temps de alul global de la méthode, on aboutit don à un statu quo, et
la méthode [QR-P℄ reste plus eae.
En e qui onerne la qualité de reonstrution de l'obstale, les deux méthodes aboutissent
à des résultats pratiquement identiques. L'obstale est très bien loalisé, sa forme est très bien
retrouvée.
Obstale O
2
Dans es simulations, nous avons pris  = 20.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-HJ℄ à gauhe et de la méthode [QR-P℄ à droite. En bleu, !
0
, en rouge !
1
et
en noir O
2
5 10 15 20 25
0
0.1
0.2
0.3
0.4
0.5
0.6
5 10 15 20 25
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
À gauhe d
H
(!
n
;O
2
), à droite d
H
(!
n
; !
n 1
), pour la méthode [QR-HJ℄ en noir et la méthode [QR-P℄ en
bleu.
148 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
Comparaison entre !
1
en rouge et O
2
en noir, pour la méthode [QR-HJ℄ à gauhe et pour la méthode
[QR-P℄ à droite.
Les onstatations onernant la vitesse d'approhe des deux méthodes restent valables pour
l'obstale O
2
: la méthode [QR-P℄ est plus eae que la méthode [QR-HJ℄. La qualité de reons-
trution de l'obstale est une nouvelle fois la même pour les deux méthodes : si la loalisation de
O
2
est bonne, la reonstrution de sa forme ne l'est pas, tout du moins onernant la partie "non
onvexe" de sa frontière (partie gauhe). Cei est attendu, et nous verrons qu'un bon hoix de
paramètres permet d'améliorer le résultat.
Obstale O
3
Pour es simulations, nous avons pris  = 10.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-HJ℄ à gauhe et de la méthode [QR-P℄ à droite. En bleu, !
0
, en rouge !
1
et
en noir O
3
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5 10 15 20 25 30 35 40
0
0.1
0.2
0.3
0.4
0.5
5 10 15 20 25 30 35 40
0
0.01
0.02
0.03
0.04
0.05
0.06
À gauhe d
H
(!
n
;O
3
), à droite d
H
(!
n
; !
n 1
), pour la méthode [QR-HJ℄ en noir et la méthode [QR-P℄ en
bleu.
−0.4 −0.2 0 0.2 0.4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
−0.4 −0.2 0 0.2 0.4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Comparaison entre !
1
en rouge et O
3
en noir, pour la méthode [QR-HJ℄ à gauhe et pour la méthode
[QR-P℄ à droite.
On fait de nouveau les mêmes onstatations onernant la vitesse d'approhe de l'obstale :
la méthode [QR-P℄ est plus eae que la méthode [QR-HJ℄. La reonstrution de l'obstale O
3
est très bonne, on a bien retrouvé deux omposantes onnexes, qui sont bien loalisées et dont les
formes respetives sont bien retrouvées.
En onlusion, nous pouvons dire que les deux méthodes donnent les mêmes résultats. La
méthode [QR-P℄ est néanmoins plus eae en termes de temps de alul que la méthode [QR-HJ℄.
Nous allons dorénavant nous foaliser sur la méthode [QR-P℄ ; sauf mention ontraire, tout e que
nous allons mettre en évidene est valable pour la méthode [QR-HJ℄.
8.2.2 Inuene des paramètres
Inuene de !
0
, ouvert de départ
Théoriquement, l'ouvert de départ !
0
doit juste vérier O  !
0
pour assurer la onvergene
de la suite d'ouverts vers l'obstale. Pour voir si inuene il y a en pratique, il sut de tester la
méthode [QR-P℄ ave diérents ouverts de départ !
0
. Nous le faisons sur les obstales O
1
et O
3
,
en gardant tous les autres paramètres omme préédemment, 'est-à-dire :
 " = 10
 4
 h =
1
140
  = 10
 donnée sur tout le bord de D.
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-P℄ pour trois ouverts initiaux !
0
diérents : un arré, une ellipse et un
disque. En bleu, !
0
, en rouge, !
1
, et en noir, O
1
.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-P℄ pour trois ouverts initiaux !
0
diérents : un arré, une ellipse et un
disque. En bleu, !
0
, en rouge, !
1
, et en noir, O
3
.
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Comme prévu théoriquement, l'ouvert initial !
0
n'a auune inuene sur le résultat de la
méthode. Nous hoisirons désormais le disque omme ouvert initial pour toutes nos simulations.
Inuene de la nesse du maillage et du paramètre "
Nous allons maintenant nous intéresser à l'inuene de la nesse du maillage sur la reons-
trution de l'obstale. Nous allons pour ela faire tourner la méthode [QR-P℄ sur trois maillages
diérents pour retrouver l'obstale O
2
. En eet, et obstale étant le moins bien retrouvé des trois,
'est elui pour lequel l'inuene du maillage peut être la plus visible. Les autres paramètres sont
xés omme suit : " = 10
 4
,  = 20, !
0
= B(0; 0:45), donnée sur tout le bord de D.
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
!
1
pour h =
1
100
en bleu, h =
1
150
en rouge, h =
1
200
en vert, O
2
en noir.
Les diérenes entre les trois obstales reonstruits pour les trois nesses de maillage testées
sont pratiquement inexistantes, e qui nous amènerait à penser que le maillage inuene peu la
qualité de la reonstrution. Néanmoins, e serait oublier que plus le maillage que l'on utilise est
n, plus l'on peut prendre des valeurs du paramètre " petites
13
.
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
!
1
pour " = 10
 4
en rouge, " = 10
 6
en orange et " = 10
 8
en bleu. O
2
en noir, h =
1
200
.
On onstate que prendre un paramètre " plus petit permet de mieux retrouver la forme de
l'obstale O
3
, en partiulier sa partie non onvexe. Or, il n'est justié théoriquement de prendre un "
petit que si la nesse du maillage est également hoisie petite : 'est une onséquene de l'estimation
de onvergene du théorème 2.7 p.39. Pour les maillages que nous prenons habituellement ii, ave
des nesses omprises entre
1
200
et
1
100
, prendre " égal à 10
 6
semble le meilleur ompromis entre
stabilité de la méthode [QR℄ et qualité de la reonstrution des obstales.
13
voir la partie "hoix du paramètre "" du 2.2.5 p.44
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−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
0.3
−0.4 −0.2 0 0.2 0.4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
Pour " = 10
 6
, tous les autres paramètres pris omme pour les premières simulations, !
1
en rouge et O
en noir. On onstate une amélioration de la reonstrution de la forme de O dans les trois as.
Inuene du paramètre 
Nous allons maintenant étudier l'inuene de , seond membre du problème de Poisson. Une
première analyse de son ation sur la vitesse de onvergene de la méthode et sur la qualité de
reonstrution de l'obstale nous pousse à hoisir e paramètre "petit". Néanmoins, la ondition
que doit vérier  nous oblige à ne pas le hoisir "trop petit". Nous verrons nalement qu'un
remaillage du domaine d'étude peut nous aranhir de la reherhe du paramètre optimal.
 Inuene sur la vitesse de onvergene
Nous avons vu au hapitre 6
14
que le seond membre du problème de Poisson  avait théorique-
ment une inuene sur la vitesse de onvergene de la méthode : toutes hoses égales par ailleurs,
plus on hoisit  petit, plus la méthode onverge vite vers l'obstale.
Pour mettre en évidene e phénomène, nous faisons tourner la méthode [QR-P℄ sur un maillage de
nesse h =
1
140
, ave " = 10
 6
et !
0
= B(0; 0:45), pour les trois obstales O
1
, O
2
, O
3
et diérentes
valeurs de . Nous stoppons la méthode quand le ritère d'arrêt d
H
(!
n
; !
n+1
) = 0 est atteint.
14
voir la proposition 6.7 p.118
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5 10 15 20 25
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
d
H
(!
n
;O
1
) en fontion du nombre d'itérations n, pour  = 10 en rouge, 15 en jaune et 20 en bleu.
5 10 15 20
0
0.1
0.2
0.3
0.4
0.5
0.6
d
H
(!
n
;O
2
) en fontion du nombre d'itérations n, pour  = 17 en rouge, 20 en jaune et 25 en bleu.
10 20 30 40
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
d
H
(!
n
;O
3
) en fontion du nombre d'itérations n, pour  = 6 en rouge, 10 en jaune et 15 en bleu.
On voit que dans les trois as la méthode "avane" vers l'obstale d'autant plus vite que  a
été hoisi petit, en onformité ave la théorie. Il est intéressant de omparer es ourbes ave la
ourbe théorique obtenue au 6.2 p.114 : on observe le même omportement sur la ourbe théorique
et sur les ourbes pratiques.
 Inuene sur la reonstrution de l'obstale
Si le hoix du paramètre  inuene la vitesse de onvergene de la méthode, il n'inuene
théoriquement pas l'obstale retrouvé. En pratique pourtant,  inuene es deux aspets. Cei
est dû au prinipe de "retour en arrière" dérit au 8.1.1 p.132 que nous utilisons pour dénir les
ouverts 
n
dans lesquels nous résolvons les problèmes de Poisson.
Plaçons-nous à une itération n de la méthode : on a alors déni un ouvert 
n
. On est amené à
trouver la solution u
hn;"
du problème [QR
h
℄ dans D n
n
, puis la solution v
hn
du problème [P
h
℄ :
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Problème [P
h
℄ : trouver v
hn
2 X
hn
tel que
8
<
:
Z

n
rv
hn
:rw
h
dx =  
Z

n
 w
h
dx; 8w
h
2 X
hn;0
v
hn
= ju
hn;"
j aux sommets du maillage situés sur le bord de 
n
:
On a alors : 
n+1
:= fT 2 T
h
j 9A sommet de T; v
hn
(A) < 0g.
Nous avons vu que e prinipe fait qu'au bout d'un ertain nombre d'itérations, la méthode
[QR-P℄ n'avane plus : pour n susamment grand, 
n+1
= 
n
. Cela a lieu lorsque la fontion
v
hn
, qui est positive au bord de 
n
, devient négative avant même d'avoir franhi une maille du
domaine, omme l'illustre la gure p.143. Or, 'est le paramètre  qui fait "plonger" la fontion
v
hn
: plus le paramètre  est grand, plus la fontion v
hn
va devenir négative rapidement
15
. Ainsi,
si pour un hoix 

on a 
n+1
= 
n
, alors pour n'importe quel  plus grand que 

, on aura aussi

n+1
= 
n
.
Ce n'est en revanhe pas forément le as si on hoisit un paramètre  plus petit que 

: la fontion
v
hn
pourrait alors franhir un ertain nombre de mailles avant de devenir négative, et la méthode
ontinuera à avaner vers l'obstale. On en déduit que plus le paramètre  est hoisi petit, meilleure
sera la reonstrution de l'obstale.
Pour vérier ei, nous faisons tourner la méthode [QR-P℄ pour les trois obstales tests et
diérentes valeurs de , ave " = 10
 6
, h =
1
140
et !
0
= B(0; 0:45).
−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
0.3
Obstale retrouvé pour  = 10 en rouge, 15 en jaune et 20 en bleu. O
1
en noir.
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
Obstale retrouvé pour  = 17 en rouge, 20 en jaune et 25 en bleu. O
2
en noir.
15
voir le lemme 6.4 p.117
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−0.4 −0.2 0 0.2 0.4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Obstale retrouvé pour  = 6 en rouge, 10 en jaune et 15 en bleu. O
1
en noir.
Si l'inuene de  sur la reonstrution de l'obstale O
2
est négligeable, elle est en revanhe
pereptible en e qui onerne la reonstrution des obstales O
1
et O
3
. Elle le serait d'autant plus
si nous avions hoisi un maillage de nesse moindre.
En onlusion, l'inuene de  sur la qualité de reonstrution de l'obstale, ainsi que sur la
vitesse de onvergene de la méthode, nous inite à hoisir  le plus petit possible.
 Mauvais hoix de paramètre 
Nous savons que pour fontionner théoriquement, la méthode [P℄ doit vérier une ondition
16
sur le seond membre f du problème de Laplae : ~u  f , où ~u est un élément quelonque de
H
1
(D) vériant les trois onditions
8
>
<
>
:
~u = juj dans D n O
~u 2 H
1
0
(O)
~u  0 dans O:
Pour se donner un maximum de hanes de vérier ette ondition dans les simulations numériques,
on est alors tenté de prendre une onstante  assez grande. Néanmoins, nous venons de voir
que prendre  trop grand ralentit la méthode et peut détériorer la qualité de reonstrution de
l'obstale. On est don amené à herher le  optimal. La question que l'on se pose alors est : que
se passe-t-il lorsque l'on prend le paramètre  trop petit ?
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-P℄ pour un (mauvais) hoix  = 8 à gauhe, un (bon) hoix  = 10 à droite.
16
voir hapitre 6
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−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
0.3
Zoom sur la zone où se trouve l'obstale dans le as du mauvais hoix  = 8.
On voit très lairement sur les gures que la méthode [QR-P℄ "sent" l'obstale même si l'on
prend un paramètre  trop petit. Sa frontière apparaît très lairement. L'utilisateur peut don à la
fois se rendre ompte qu'il y a un obstale, deviner sa forme, et savoir qu'il lui faut refaire tourner
l'algorithme en hoisissant un  plus important.
Il est intéressant de remarquer que nous pouvons estimer au ours de l'algorithme si le paramètre
 n'a pas été hoisi trop petit, et le modier s'il y a lieu. En eet, à haque étape n, nous onnaissons
u
hn;"
approximation de u, et don 
h
(ju
hn;"
j) approximation de (juj), à l'extérieur de 
n
. On
peut alors vérier que l'on a bien   k
h
(ju
hn;"
j)k
1
, e qui n'assure pas que l'on ait  
k(juj)k
1
, mais est quand même une bonne indiation de la validité de notre hoix de paramètre

17
.
 Remaillage du domaine
Comme rappelé préédemment, la méthode [QR-P℄ stoppe lorsque la fontion v
hn
est négative
sur tous les n÷uds du maillage stritement ontenus dans 
n
, 'est-à-dire quand v
hn
devient
négative "trop rapidement" dans 
n
pour que le maillage perçoive la zone où elle est positive. Pour
améliorer la préision de la reonstrution, une idée naturelle est alors de remailler le domaine à
l'intérieur de 
n
, en divisant par exemple tous les triangles ontenus par 
n
en quatre : ainsi, la
méthode va pouvoir apter la zone positive de 
n
qu'elle ne voyait pas auparavant, et ontinuer
à avaner vers l'obstale. Cette idée de remaillage à deux intérêts fondamentaux, qui apparaissent
dans les simulations numériques :
1. il n'est pas néessaire d'utiliser tout de suite un maillage n. On peut dans un premier temps
utiliser un maillage grossier, puis une fois que la méthode a onvergé, on ne remaille que la
zone où se trouve l'obstale, d'où un gain de temps et d'espae mémoire.
2. on n'est pas obligé de herher le paramètre  optimal : un maillage plus n ontrebalane
les eets d'un hoix de  trop élevé.
Nous allons don faire tourner la méthode [QR-P℄ sur un premier maillage grossier, et une fois que
la méthode aura onvergé
18
, on remaillera l'intérieur du 
n
obtenu, et on relanera la méthode. On
peut bien entendu répéter l'opération plusieurs fois, néanmoins il faut éviter de trop déséquilibrer
le maillage : remailler deux fois semble susant.
Remarque : ette idée est inappliable pour la méthode [QR-HJ℄ telle que nous l'avons implémentée,
puisque notre implémentation à base de diérenes nies néessite un maillage artésien. On pourrait
17
rappelons que si ~u 2 L
1
, alors tout  vériant   k~uk
L
1
est un hoix admissible pour la méthode [P℄,
voir la proposition 6.5 p.117
18
'est-à-dire dès que d
H
(!
n
; !
n+1
) = 0
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la mettre en plae si on utilisait un shéma de résolution de l'équation eikonale adapté à des maillages
non struturés.
Nous allons utiliser ette idée sur les trois obstales tests, ave un maillage de départ de nesse
h =
1
70
. Nous hoisirons toujours pour  la valeur la plus élevée utilisée dans les tests préédents.
On hoisit par ailleurs " = 10
 6
, la donnée étant onnue sur tout le bord de D.
−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
0.3
Obstale retrouvé sans remaillage en bleu, ave un remaillage en jaune, ave deux remaillages en rouge.
O
1
en noir.  = 20.
−0.2 −0.1 0 0.1
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
Obstale retrouvé sans remaillage en bleu, ave un remaillage en jaune, ave deux remaillages en rouge.
O
2
en noir.  = 25.
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−0.4 −0.2 0 0.2 0.4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Obstale retrouvé sans remaillage en bleu, ave un remaillage en jaune, ave deux remaillages en rouge.
O
3
en noir.  = 15.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
En noir, le maillage initial, en bleu, le maillage après deux remaillages, lors de la reherhe de l'obstale O
3
.
Inuene de  , support de la donnée
Nous avons vu au 2.2.5 du hapitre 2 que la partie du bord sur laquelle nous onnaissons
la donnée a une inuene direte sur la qualité de la reonstrution de u solution du problème
[Cauhy℄ par la méthode [QR℄. Ce même paramètre aura don une inluene sur la qualité de la
reonstrution de l'obstale.
Nous allons mettre en évidene numériquement ette inuene. Les paramètres utilisés dans
es simulations sont
 " = 10
 6
 nesse de maillage h =
1
70
, ave deux étapes de remaillage
  = 20 pour O
1
, 25 pour O
2
, 15 pour O
3
 !
0
= B(0; 0:45).
La partie de   où l'on se donne la donnée est mis en évidene en violet sur les gures suivantes.
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
8.2.3 Lignes de niveau zéro "parasites" et utilisation de plusieurs jeux de don-
nées
L'uniité de la solution du problème de l'obstale
19
nous assure que les seules lignes de ni-
veau zéro de u, fontion solution du problème, qui forment une ourbe fermée dans D sont les
bords de l'obstale. Il peut néanmoins exister des lignes de niveau zéro traversant le domaine D.
Normalement, la méthode [P℄ ne sent pas es lignes "parasites", puisqu'elles n'ont pas de volume
20
.
Les fontions u
13
et u
24
vériant :
8
>
>
>
<
>
>
>
:
u
ij
= 0 dans D n O
3


u
ij
= 1 sur le bord i


u
ij
=  1 sur le bord j


u
ij
= 0 sur les bords restant
présentent haune une ligne de niveau "parasite". On peut faire tourner la méthode [QR-P℄ ave
pour données (u
ijjD
; 

u
ijjD
). Sur les gures i-dessous, on voit que es lignes freinent l'avanée
de la méthode, et détériorent la reonstrution de l'obstale O
3
.
19
voir la propriété 4.4 p.87
20
rappelons que l'obstale reherhé doit avoir une frontière ontinue, e qui exlut les "lignes parasites"
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Itérations de la méthode [QR-P℄. En bleu, !
0
, en rouge, !
1
.
En noir, l'obstale O
3
ainsi que la ligne de niveau zéro de la fontion u
24
à gauhe, u
13
à droite.
On voit lairement sur es deux gures le ralentissement des ouverts !
n
au ontat des lignes de
niveau zéro "parasites".
Une manière eae de ontrer l'eet néfaste de es lignes de niveau est d'utiliser plusieurs jeux
de données, par exemple dans notre as préis, utiliser à la fois (u
24jD
; 

u
24jD
) et (u
13jD
; 

u
13jD
),
omme présenté au 6.4. Pour e faire, à l'étape n de la méthode, on résout le problème [QR
h
℄ ave
haque jeu de données, e qui nous donne u
hn;";13
et u
hn;";24
approximation de u
13
et u
24
dans
D n
n
. Puis on résout le problème [P
h
℄ suivant :
Problème [P
h
℄ : trouver v
hn
2 X
hn
tel que
8
<
:
Z

n
rv
hn
:rw
h
dx =  
Z

n
 w
h
dx; 8w
h
2 X
hn;0
v
hn
= max(ju
hn;";13
j; ju
hn;";24
j) aux sommets du maillage situés sur le bord de 
n
:
On détermine alors 
n+1
de la manière habituelle. On obtient alors le résultat suivant :
−0.5 0 0.5
−0.5
0
0.5
L'utilisation des deux jeux de données permet lairement de régler le problème des lignes de niveaux
"parasites".
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8.2.4 Donnée bruitée
Supposons que nous ayons maintenant seulement aès à une donnée bruitée, 'est-à-dire à un
ouple (g

0
; g

1
) 2 L
2
( ) L
2
( ) vériant
kg

i
  g
i
k
L
2
( )
 kg
i
k
L
2
( )
; 8i 2 f0; 1g :
Comme dit au 8.1.2, nous allons naturellement dans e as utiliser la méthode développée au
hapitre 3 pour régulariser ette donnée, et xer le paramètre " en fontion du niveau de bruit.
Plus préisément, nous allons résoudre le problème [P
Æ
h
℄ (voir p.74) dans D n 
0
, puis nous
utiliserons les paramètres obtenus au ours de toutes les itérations suivantes de la méthode [QR-P℄.
Les gures i-dessous montrent les résultats obtenus pour diérents niveaux de bruit. Nous partons
d'un maillage de nesse h =
1
70
ave deux étapes de remaillages, et on prend le paramètre  du
problème d'optimisation égal à 10
 4
.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Résultats obtenus pour  = 1%, 5% et 10%.  = 30.
En présene d'une donnée bruitée, la méthode [QR-P℄ loalise très bien les obstales. La reons-
trution de leurs formes géométriques est par ontre dégradée, notamment pour de forts niveaux
de bruit.
Remarque : un leteur attentif aura remarqué que le paramètre  est hoisi beauoup plus grand dans le
as d'une donnée bruitée que dans le as d'une donnée exate. La raison pour laquelle il est néessaire
d'augmenter  n'est pas laire : néanmoins, on peut se rappeler que dans le as d'une donnée bruitée,
la solution du problème de quasi-réversibilité approxime non pas u, solution du problème [Cauhy℄ à
laplaien nul, mais u

, solution du problème [P
Æ

℄ dont le laplaien vérie ku

k
L
2
(
)
= . Comme
la ondition sur  revient formellement à hoisir e paramètre plus grand que le laplaien de la
fontion onsidérée, e hangement pourrait expliquer en partie l'augmentation de .
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−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Résultats obtenus pour  = 1%, 5% et 10%.  = 50.
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
−0.5 0 0.5
−0.5
0
0.5
Résultats obtenus pour  = 1%, 5% et 10%.  = 20.
164 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...
Chapitre 9
Reherhe de zones plastiques : aspets
numériques
Introdution
Nous nous intéressons dans e hapitre aux aspets numériques propres à la résolution du
problème [P
las
℄ par la méthode [QR-P℄.
Rappel
Soit D un ouvert borné onnexe de R2,   une partie lipshitzienne de son bord, (u
0
; T
0
) 2
H
1=2
( ) H
 1=2
( ).
Problème [P
las
℄ : trouver un ouvert P ⋐ D à bord lipshitzien vériant D n P onnexe et une
fontion u 2 C
1
(D n P) tels que
8
>
>
>
>
>
<
>
>
>
>
>
:
u = 0 dans D n P
u = u
0
sur  


u = T
0
sur  
jruj < 1 dans D n P
jruj = 1 sur P:
Nous avons vu au hapitre 7 que le problème [P
las
℄ est la formalisation mathématique du pro-
blème de la reherhe de zones plastiques dans un matériau élasto-plastique en géométrie anti-
plane en n de hargement, sous les hypothèses de hargement roissant, plastiité onnée et
d'invisibilité de l'obstale. Nous avons alors montré que l'on pouvait le résoudre en modiant légè-
rement la méthode [P℄ : la suite d'ouverts !
m
est onstruite en résolvant des problèmes de Poisson
de la forme
(
v = f dans !
m
v = 1  jruj
2
sur !
m
ave f paramètre hoisi "susamment grand".
Nous allons dans un premier temps aborder brièvement la résolution numérique du problème
diret d'élasto-plastiité antiplane. Cei nous permettra d'obtenir des données orrespondant à
une "vraie" reherhe de zones plastiques après hargement. Nous nous intéresserons ensuite au
alul de gradient disret néessaire à la mise en plae de la ondition aux limites du problème de
Poisson. Nous présenterons nalement quelques appliations numériques, et montrerons omment
adapter la méthode si l'hypothèse d'invisibilité de l'obstale n'est pas vériée.
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9.1 Résolution du problème diret de l'élasto-plastiité antiplane
Soit D un ouvert onnexe borné de R2, O un ouvert vériant O ⋐ D. D est la struture
élasto-plastique, O l'ensemble des défauts de la struture. On suppose que l'on soumet pendant
l'intervalle de temps [0; 1℄ la struture à un hargement de la forme
T (x; t) := (x) t; 8x 2 D; 8t 2 [0; 1℄ :
ave la ondition u = 0 sur le bord de O. Comme vu au 7.1 p.122, la struture évolue alors dans
D n O selon les équations suivantes :
8
>
>
>
<
>
>
>
:
_ =
1
2
r _u
div( _) = 0
_ = 2 ( _  _
p
)
_
p
2 
B(0;k)
(  H
p
)
 équations volumiques
(
_u
jO
= 0
_:
jD
=


 onditions aux limites
8
>
<
>
:
u(:; t
0
) = 0
(:; t
0
) = 0

p
(:; t
0
) = 0
 onditions initiales.
Ii, u désigne le hamp de déplaements, , 
p
et  les hamps des déformations, déformations
plastiques et des ontraintes, 
B(0;k)
la fontion indiatrie de B(0; k) et
_
f la dérivée temporelle
d'une fontion f . On rappelle que dans le as antiplan, u est une fontion salaire et les hamps
, 
p
et  des fontions à valeurs dans R2. Enn, , H et k sont respetivement le module de
isaillement, le oeient d'érouissage et le seuil d'élastiité en isaillement du matériau.
La résolution numérique de e système d'équations se fait par un algorithme inrémental las-
sique, basé sur une double boule. Pour un inrément de hargement entre t et t + Æt, de valeur
 Æt, on proède de la manière suivante : on pose Æ
p
= 0, puis
1. l'inrément de déformation plastique Æ
p
étant xé, on alule Æu solution du système
8
>
<
>
:
(Æu) = 2div(Æ
p
) dans D n O


(Æu) = Æt sur D
Æu = 0 sur O
2. Æu étant xé, on alule Æ
p
de façon que  + Æ  H(
p
+ Æ
p
) soit exatement sur le bord
du onvexe de plastiité.
On répète les étapes 1 et 2 jusqu'à onvergene, puis on passe à l'inrément suivant. Pour une
étude générale de et algorithme, se référer à [Son77, NB00℄.
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9.2 Adaptation de la méthode [QR-P℄ pour la résolution de [P
las
℄
Les modiations à apporter à la méthode [QR-P℄ pour l'adapter à la résolution du problème
[P
las
℄ sont minimes : les étapes dérites au 8.1 pour la résolution du problème [O
bs
℄ sont présentes
et identiques dans la reherhe de zones plastiques.
On suppose que l'on a une triangulation régulière T
h
de D telle que   soit l'union d'un ertain
nombre d'arêtes de T
h
. À l'étape n de l'algorithme, on dispose de l'ouvert !
n
vériant O  !
n
.
On va alors :
1. dénir 
n
:= fT 2 T
h
j 9A sommet de T; A 2 !
n
g, approximation de !
n
adaptée à la trian-
gulation T
h
, onformément au 8.1.1
2. obtenir u
hn;"
approximation de u dans D n 
n
en résolvant le problème [QR
h
℄ omme au
8.1.2
3. aluler v
hn
unique solution du problème [P
h
℄ : trouver v
h
2 X
hn
1
telle que
8
<
:
Z

n
rv
h
:rw
h
dx =  
Z

n
w
h
dx; 8w
h
2 X
hn;0
v
h
= 1  jru
hn;"
j
2
aux sommets du maillage situés sur le bord de 
n
:
4. dénir !
n+1
:= fx 2 
n
; v
hn
(x) < 0g.
La seule diulté que nous n'avons pas traitée dans le as de la résolution de [O
bs
℄ onerne le
alul de jru
hn;"
j. Nous avons en eet besoin de la valeur du gradient de u
hn;"
aux sommets du
maillage pour appliquer la ondition aux limites du problème [P
h
℄. Or, ette valeur n'est pas dénie :
le gradient ru
hn;"
n'est déni qu'à l'intérieur des triangles de T
h
.
Nous sommes ii onfrontés à un problème lassique des approximations par éléments nis.
Pour le résoudre, nous allons aluler une approximation par élément nis de Lagrange P
1
du
gradient de u
hn;"
, qui aura bien une valeur aux sommets de la triangulation.
9.2.1 Prinipe de l'approximation du gradient
Notons 
n
:= D n 
n
. On note (v
i
)
i=1:::N
une famille libre de C
0
(
n
) \ H
1
(
n
)., et V :=
V et(v
i
). Soit u 2 V . Par dénition de V ,
u
x
et
u
y
sont deux fontions de L
2
(
n
). On ne peut
don pas parler légitimement de leurs valeurs en un point de 
n
. Nous allons herher à approximer
es fontions par deux fontions v
x
et v
y
de V , ar es approximations seront ontinues, et auront
don une valeur en tout point de 
n
.
Soit w 2 L
2
(
n
). Que va-t-on appeler bonne approximation de w dans V ? Une fontion v de
V "prohe" de w au seul sens possible, à savoir au sens L
2
. Autrement dit, nous allons herher
v
w
omme le projeté de w sur V au sens L
2
. Comme V est un sous-espae vetoriel de dimension
ni de L
2
, il est onvexe et fermé, et e projeté existe et est unique
2
. Il vérie
3
:
Z

n
v
w
v dx =
Z

n
w v dx; 8v 2 V:
Comme u 2 V , il existe (
i
)
i=1:::N
tel que u =
N
X
i=1

i
v
i
. Notons v
x
le projeté de
u
x
au sens L
2
sur V . On a
Z

n
v
x
v dx =
Z

n
u
x
v dx:
1
X
hn
est l'espae des éléments nis de Lagrange P
1
dans 
n
, X
hn;0
le sous-espae des fontions de X
hn
s'annulant
sur le bord de 
n
2
théorème V.2 p.79 de [Bre05℄
3
orollaire V.4 p.80 de [Bre05℄
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Comme v
x
est un élément de V , il existe (
i
)
i=1:::N
tels que v
x
=
N
X
i=1

i
v
i
. On obtient don
nalement, pour tout j 2 f1; :::; Ng,
N
X
i=1

i
Z

n
v
i
v
j
dx =
N
X
i=1

i
Z

n
v
i
x
v
j
dx
e qui, en notant ~, ~ les veteurs de RN de ième omposante 
i
et 
i
, et M, Dx les matries de
oeients [M℄
ij
=
Z

n
v
i
v
j
dx et [Dx℄ij =
Z

n
v
i
x
v
j
dx, s'érit
M
T
~ = Dx
T
~
On obtient bien sûr le même résultat pour
u
y
: si on note v
y
:=
N
X
i=1

i
v
i
le projeté de
u
y
sur V , on
a, ave des notations évidentes,
M
T
~ = Dy
T
~
Il sut dès lors d'inverser
4
M pour obtenir les oeients des projetés des deux dérivées de u.
9.2.2 Assemblage des matries M , Dx et Dy dans le as d'une approximation
par éléments nis P
1
Les fontions v
i
sont maintenant les fontions de base des éléments nis P
1
assoiés à la trian-
gulation T
h
. Soit un triangle T 2 T
h
ontenu dans 
n
, de sommets A
i
; i 2 f1; 2; 3g de oordonnées
respetives (x
i
; y
i
). On note, pour j 2 f1; 2; 3g, 
j
l'unique élément de P
1
(T ) tel que 
j
(x
i
; y
i
) = Æ
ij
pour tout i 2 f1; 2; 3g. Enn, on pose  l'aire du triangle T .
Nous allons nous intéresser aux ontributions du triangle T aux matries M , Dx et Dy. Pour
la matrie M , on a à aluler les intégrales
R
T

i

j
dT , pour (i; j) 2 f1; 2; 3g. On obtient :
Z
T

i

j
dT =

12
(1 + Æ
ij
)
Pour les matries Dx et Dy, les ontributions sont de la forme
R
T

i
x

j
dT et
R
T

i
y

j
dT . Comme

i
2 P
1
(T ),

i
x
et

i
y
sont des onstantes sur T , et on obtient :
Z
T

i
x

j
dT =

i
x

3
;
Z
T

i
y

j
dT =

i
y

3
:
Restent à aluler

i
x
et

i
y
. Pour ela, omme 
i
2 P
1
(T ), posons 
i
(x; y) = a
i
x+ b
i
y + 
i
. Les
équations 
i
(x
j
; y
j
) = Æ
ij
nous donnent les oeients a
i
; b
i
et 
i
:
2
6
4
a
1
a
2
a
3
b
1
b
2
b
3

1

2

3
3
7
5
=
2
6
4
x
1
y
1
1
x
2
y
2
1
x
3
y
3
1
3
7
5
 1
2
6
4
1 0 0
0 1 0
0 0 1
3
7
5
:
4
pour montrer que la matrie M est bien inversible, il sut, omme 'est une matrie arrée, de vérier qu'elle
est injetive. Soit don
~
 2 R
N
tel que M~ = 0. On a don pour tout i,
P
j

j
R

n
v
i
v
j
dx = 0 =
R

n
(
P
j

j
v
j
)v
i
dx.
Notons v :=
P
j

j
v
j
. On a, pour toute fontion v
i
,
R

n
vv
i
dx = 0, d'où
X
i

i
Z

n
vv
i
dx = 0 =
Z

n
jvj
2
dx:
On a don v = 0 =
P
i

i
v
i
, e qui implique, puisque les fontions v
i
forment une famille libre,
~
 =
~
0.
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On obtient nalement :
Z
T

i
x

j
dT = a
i

3
;
Z
T

i
y

j
dT = b
i

3
les oeients a
i
et b
i
résultant du alul préédent. Il sut ensuite d'assembler les diérentes
ontributions pour obtenir les matries.
En onlusion, pour onstruire l'approximation du gradient de u
hn;"
, il sura de onstruire les
matries M, Dx et Dy, et de réupérer les valeurs de uhn;" aux sommets des triangles de n. On
obtient ainsi très simplement la ondition aux limites du problème [P
h
℄.
Remarque : on n'utilise ii que les valeurs de u
hn;"
aux sommets de la triangulation. On pourrait
améliorer l'approximation du gradient en utilisant également les valeurs de u
hn;"
aux milieux des
arêtes, qui sont très failes à obtenir vu la dénition des éléments nis FV1. On pourrait ainsi
onstruire une approximation P
2
du gradient plus préise.
9.3 Appliations numériques
Notre domaine d'étude sera D := ℄ 0:5; 0:5[ D := ℄ 0:5; 0:5[. Nous numérotons les tés du
domaine omme indiqué sur le shéma suivant :
1 3
2
4
x
y
Pour obtenir des données, nous résolvons le problème diret de l'élasto-plastiité dérit au 9.1 ave
pour onditions aux limites :
(


_u = 
i
sur le bord n°i
_u = 0 sur le bord du défaut O
où 
i
> 0 pour tout i.
9.3.1 Reherhe d'une ssure par la zone plastique générée
Nous allons tout d'abord tester la méthode sur un as lassique : la détetion d'une ssure.
Nous réupérons la donnée de Cauhy pour notre problème inverse en résolvant le problème diret
de l'élasto-plastiité ave 
1
= 
3
= 0, 
2
= 
4
= 0:25.
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Zone plastique réée autour de la ssure en n de hargement.
En rouge : zone plastique, en bleu : zone restée élastique.
 Donnée exate sur tout le bord de D
−0.5 0 0.5
−0.5
0
0.5
−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
Reherhe d'une ssure : à gauhe, itérations de la méthode, à droite, reonstrution de la zone plastique.
En noir : zone plastique, en bleu : ouvert de départ, en rouge : zone plastique retrouvée.
On voit sur ette première simulation que la méthode [QR-P℄ est très eae pour retrouver la
zone plastique ave la donnée de Cauhy omplète et exate. Elle permet don bien de déteter la
présene de la ssure par l'intermédiaire de la zone plastique réée, et de parfaitement la loaliser.
 Donnée exate inomplète
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−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05
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0
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−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
Reonstrutions ave donnée exate mais inomplète.
En noir : zone plastique, en rouge : zone plastique retrouvée.
Première simulation : donnée sur les bords n°1, 2 et 4.
Deuxième simulation : donnée sur les bords n°1, 3 et 4.
Troisième simulation : donnée sur les bords n°1 et 3.
Comme pour le problème de l'obstale, la méthode [QR-P℄ gère sans problème une donnée
inomplète. Sur es trois simulations ave donnée inomplète, on voit que la reonstrution de la
zone plastique est moins préise. Cei a une importane relative si notre objetif est la détetion
et la loalisation de la ssure par l'intermédiaire de la zone plastique : et objetif est lairement
rempli dans les simulations présentées.
 Donnée bruitée
En présene d'une donnée de Cauhy (g
Æ
0
; g
Æ
1
) bruitée, ave un niveau de bruit relatif Æ
5
, nous
allons naturellement proéder omme expliqué au 8.1.2 du hapitre préédent, 'est-à-dire utiliser
à la première itération la méthode développée au hapitre 3 pour régulariser la donnée de Cauhy
et xer le paramètre " de la méthode de quasi-réversibilité, puis utiliser ette donnée régularisée
et e paramètre lors de toutes les itérations suivantes.
5
on a alors kg
Æ
i
  g
i
k
L
2
( )
 Ækg
i
k
L
2
( )
pour i = 1; 2
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Reonstrution ave donnée bruitée sur tout le bord de D.
Niveau de bruit : Æ = 0:5%, 1% et 5%.
Si le bruit a un fort impat sur la qualité de la reonstrution de la zone plastique, la détetion
et la loalisation de la ssure restent bonnes. La méthode [QR-P℄ reste eae en présene d'une
donnée bruitée.
9.3.2 Cas où la zone plastique n'entoure pas omplètement le défaut
Nous avons démontré au hapitre 7 la onvergene de la méthode [P℄ vers la zone plastique sous
l'hypothèse "d'invisibilité de l'obstale", e qui revient à supposer que la zone plastique entoure
omplétement les défauts de la struture. Cette hypothèse n'est pas toujours vériée dans les as
pratiques. Il onvient de modier la méthode [QR-P℄ pour tenir ompte de e fait.
Une nouvelle fois, nous allons nous rappeler que la méthode est basée sur la onstrution d'une
fontion "vitesse" V positive dans le domaine d'étude et qui s'annule sur le ontour que l'on
herhe. Si la zone plastique n'entoure pas omplètement le défaut, il nous faut alors trouver à la
fois le bord de la zone plastique et le bord du défaut libre de zone plastique. Comme nous avons
imposé la ondition u = 0 sur le bord de O, il est faile de onstruire une fontion V positive dans
le matériau et nulle sur e que l'on herhe : il sut de prendre V := inf(juj; 1 jruj
2
). L'exemple
numérique suivant montre qu'utiliser ette vitesse a bien l'eet esompté.
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−0.2 −0.1 0 0.1 0.2 0.3 0.4
−0.1
0
0.1
0.2
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Cas où la zone plastique n'entoure pas le défaut : en bleu le défaut, en noir la zone plastique et en rouge le
résultat de la méthode.
Remarque : remarquons que si ette fontion V assure bien en pratique la onvergene de la méthode
[QR-P℄ vers le bord de la zone plastique et le bord libre du défaut, on ne peut pas montrer théoriquement
que 'est le as. Si on reprend la preuve du théorème 7.1, on arrive à montrer failement que V
s'annule sur l'ouvert obtenu après onvergene de la méthode. On a alors soit 1   jruj
2
= 0, et on
est sur le bord de la zone plastique, soit juj = 0, et on est sur le bord de O ou sur une ligne de niveau
0 "parasite" : on n'est don pas ertain d'avoir trouvé la frontière libre de O.
Conlusion
La méthode [QR-P℄ s'adapte très failement à la reherhe de zones plastiques dans un ma-
tériau élasto-plastique. Elle est eae, et gère failement les diultés de e problème : donnée
inomplète, bruitée, nature non linéaire du problème. Nous pensons qu'elle onstitue une approhe
prometteuse pour le ontrle non destrutif de matériaux élasto-plastiques.
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
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Contrle non destrutif d'un matériau présentant trois ssures. En noir sont représentées les ssures et les
zones plastiques exates, en rouge les zones plastiques reonstruites.
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Conlusion générale
Nous espérons avoir, grâe à ette étude, susité l'intérêt du leteur pour la méthode de quasi-
réversibilité, méthode de régularisation du problème de Cauhy elliptique. La première partie de e
travail lui est entièrement onsarée. Nous y avons vu diérentes formulations de la méthode, dont
nous avons étudié les qualités et les défauts. Nous avons aussi étudié la disrétisation de la méthode
par éléments nis non onformes FV1, e qui onstitue à notre onnaissane la seule implémentation
eetive de es élements. En e qui onerne le traitement d'une donnée bruitée, aspet ruial des
méthodes de régularisation de problèmes mal posés, nous avons proposé une méthode permettant
de régulariser les données et xer le paramètre de régularisation de la méthode de quasi-réversibilité
en fontion du niveau de bruit. De nombreux exemples numériques ont mis en évidene l'eaité
des approhes proposées.
La deuxième partie de ette étude est onsarée au problème inverse de l'obstale ave ondition
de Dirihlet. Nous avons proposé une approhe nouvelle de résolution "par l'extérieur" de e
problème, et mis en plae deux méthodes de lignes de niveau adaptées à ette approhe, la première
basée sur la résolution d'une équation de Hamilton-Jaobi, la seonde basée sur la résolution
d'une équation de Poisson. Nous avons démontré la onvergene des deux méthodes vers l'obstale
reherhé. Puis, nous avons montré l'adaptabilité de es méthodes à d'autres types de problèmes,
en nous intéressant au ontrle non destrutif de matériaux élasto-plastiques.
Enn, la troisième partie de e travail est onsarée au ouplage numérique de la méthode
de quasi-réversibilité et des méthodes de lignes de niveau développées. Les nombreux exemples
numériques nous ont permis d'étudier l'inuene des diérents paramètres, et ont montré l'eaité
de nos méthodes pour la résolution du problème inverse de l'obstale ou la reherhe de zones
plastiques.
Nous voudrions résumer les prinipales aratéristiques de notre approhe :
 l'utilisation de la méthode de quasi-réversibilité pour résoudre les problèmes de Cauhy elliptiques
nous permet de onstruire des méthodes de résolution du problème inverse de l'obstale [QR-HJ℄
et [QR-P℄ ne faisant intervenir auun proessus d'optimisation.
 la méthode de quasi-réversibilité gère simplement une donnée de Cauhy inomplète, 'est-à-dire
dont le support est une partie strite du bord extérieur.
 les méthodes de lignes de niveau proposées permettent de retrouver des obstales aratérisés
par une ondition "non variationnelle". Par exemple, elles gèrent très failement la ondition aux
limites aratérisant une zone plastique , à savoir jruj = te, e que ne sauraient faire les méthodes
basées sur la résolution de problèmes direts, ette ondition ne pouvant être interprétée omme
ondition aux limites d'un problème variationnel.
 les méthodes de résolution du problème inverse de l'obstale proposées ne néessitent pas la
onnaissane a priori du nombre d'obstales, grâe à l'utilisation de méthodes de lignes de niveau.
 d'un point de vue plus numérique, le ouplage de la méthode de quasi-réversibilité et des méthodes
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de lignes de niveau se fait à partir d'un unique maillage. On peut aluler a priori les ontributions
des mailles aux diérentes matries, d'où un gain de temps préieux.
Nous voudrions enn proposer quelques perspetives, en partiulier les trois problématiques
suivantes, qui nous semblent intéressantes.
 Résolution numérique du problème inverse de l'obstale en dimension trois et/ou dans le as de
l'élastiité.
Théoriquement, les méthodes proposées pour la résolution du problème inverse de l'obstale
ave ondition de Dirihlet fontionnent en toute dimension et pour tout opérateur elliptique. Pour
pouvoir les utiliser en pratique en dimension trois ou ave l'opérateur de l'élastiité, il faut savoir
résoudre numériquement les problèmes sur lesquels elles reposent. La résolution d'une équation
eikonale ou d'un problème de Poisson ne pose pas de diulté en dimension trois. La résolution du
problème de quasi-réversibilité, problème elliptique d'ordre 4, est en revanhe déliate. An d'éviter
d'obtenir des problèmes de trop grande taille, on pourra disrétiser le problème par éléments nis
non-onformes, ou bien utiliser la formulation mixte de la quasi-réversibilité. Dans e dernier as,
il faudra ependant adapter la méthode de traitement du bruit présentée au hapitre 3.
 Résolution du problème inverse de l'obstale ave ondition de Neumann.
Le problème inverse de l'obstale ave ondition de Neumann se formule ainsi : soit D un ouvert
borné de Rd,   une partie ouverte de la frontière de D, et (g
0
; g
1
) 6= (0; 0). On herhe un ouple
(O; u) tel que
8
>
>
>
<
>
>
>
:
u = 0 dans D n O
u = g
0
sur  


u = g
1
sur  


u = 0 sur O:
Comme évoqué au hapitre 8, une piste pour résoudre e problème à l'aide d'une approhe "par
l'extérieur" onsiste à oupler la méthode de quasi-réversibilité ave la résolution de l'équation de
Hamilton-Jaobi

t
  jr~u:rj = 0
ave ~u = u à l'extérieur de l'ouvert atuel, et ~u est un prolongement régulier de u dans l'ouvert
atuel. L'idée est que si la ligne de niveau zéro de  oïnide ave le bord de l'obstale O, alors
sur ette ligne on a jr~u:rj = j

ujjrj = 0, d'où 
t
 = 0 et ette ligne reste sur le bord de
l'obstale...
Pour le moment, nous n'avons pas de résultat théorique pour ette méthode. Mais nous avons
eetué quelques tests numériques, et elle semble assez eae pour des obstales de géométrie
simple.
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Résolution du problème inverse de l'obstale ave ondition de Neumann.
À gauhe : itérations de la méthode. À droite : résultat après onvergene.
En noir : obstale reherhé. En rouge : obstale retrouvé.
 Étude théorique de la stabilité de la reonstrution de l'obstale par la méthode [QR-HJ℄ ou
[QR-P℄
Les méthodes de lignes de niveau développées aux hapitres 5 et 6 pour résoudre le problème
inverse de l'obstale ave ondition de Dirihlet utilisent une "vitesse" onstruite à partir de la
fontion u solution du problème de Cauhy extérieur. En pratique, nous ne disposons pas de ette
fontion u, mais de la solution u
"
du problème de quasi-réversibilité qui est une approximation
de u. Il serait intéressant de fournir une estimation de l'erreur ommise sur la reonstrution de
l'obstale du fait de l'utilisation de u
"
.
Une piste possible onsiste à herher à quantier l'éart entre la ligne de niveau zéro de u et la
ligne de niveau zéro de u
"
en fontion de ". En eet, l'obstale est par dénition la ligne de niveau
zéro de u, et il est assez lair que les méthodes [QR-HJ℄ et [QR-P℄ onvergent vers une ligne de
niveau zéro de u
"
. Mesurer l'éart entre es deux lignes revient à mesurer l'éart entre l'obstale
réel et l'obstale reonstruit.
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Annexe A
Équation de Hamilton-Jaobi
Introdution
Au hapitre 5, nous avons été amenés à nous intéresser à une équation eikonale, de la forme

t
+ V (x)jrj = 0:
Cette équation est très onnue, notamment pare qu'elle intervient dans la modélisation de la
propagation d'un front sous l'inuene d'une vitesse normale. La bonne notion pour étudier une
telle équation est elle de solution de visosité, introduite pour la première fois par M.G. Crandall
et P.L. Lions en 1983
1
, notion lariée dans un artile de M.G. Crandall, L.C. Evans et J.L. Lions
en 1984
2
. On va rappeler les prinipaux résultats dont nous avons besoin onernant une équation
plus générale que l'équation eikonale, à savoir l'équation de Hamilton-Jaobi

t
+H(x; t;ru) = 0
ave une ondition initiale, et éventuellement des onditions aux limites, si le domaine d'étude
n'est pas l'espae entier.
A.1 Existene et uniité
A.1.1 Équation posée dans Rd
On se plae ii dans Rd. Soit T > 0. On se donne 
0
2 C(Rd) et un hamiltonien H 2 C(Rd 
[0; T ℄ Rd). Nous nous intéressons à l'équation :

t
+H(x; t;r) = 0; (x; 0) = 
0
(x): (A.1)
Nous dirons que  2 C(Rd[0; T ℄) est sous-solution de visosité de A.1 si et seulement si (:; 0)  
0
et si 8 2 C
1
(Rd  [0; T ℄), si (x
0
; t
0
) 2 Rd  ℄0; T [) est un maximum loal de    , on a :
 
t
(x
0
; t
0
) +H(x
0
; t
0
;r (x
0
; t
0
))  0:
Nous dirons que  2 C(Rd[0; T ℄) est sur-solution de visosité de A.1 si et seulement si (:; 0)  
0
et si 8 2 C
1
(Rd  [0; T ℄), si (x
0
; t
0
) 2 Rd  ℄0; T [) est un minimum loal de    , on a :
 
t
(x
0
; t
0
) +H(x
0
; t
0
;r (x
0
; t
0
))  0:
1
[CL83℄
2
[CEL84℄
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Enn, nous dirons que  2 C(Rd  [0; T ℄) est solution de visosité de A.1 si et seulement si  est
sous-solution et sur-solution de visosité de A.1.
La notion de solution de visosité apparaît don omme une notion de dérivation en un sens
faible pour les espae de fontions ontinues. C'est la notion adaptée pour étudier les équations de
Hamilton-Jaobi. Nous avons le théorème suivant
3
:
Théorème A.1 Supposons que H 2 C(Rd  [0; T ℄ Rd) vérie :
 il existe une onstant C
1
telle que jH(x; t; 0)j  C
1
pour tout (x; t)
 il existe deux onstantes positives C
2
; C
3
telles que
jH(x; t; p) H(y; t; p)j  C
2
jpjjx  yj+ C
3
jx  yj
pour tout (x; y; t; p)
 il existe une onstante C
4
telle que jH(x; t; p) H(x; t; q)j  C
4
jp qj pour tout (x; t; p; q).
Supposons de plus que 
0
2 W
1;1
(Rd). Alors A.1 admet une unique solution (de visosité)
, qui vérie  2W
1;1
(Rd  [0; T ℄).
A.1.2 Équation en domaine borné
On se plae désormais dans un ouvert borné D de Rd. On se donne maintenant H 2 C(D 
[0; t℄ Rd), et 
0
2 C(D). On s'intéresse à l'équation suivante :

t
+H(x; t;r) = 0 8(x; t) 2 D  ℄0; T [
(x; 0) = 
0
(x) 8x 2 D
(x; t) = 
0
(x) 8(x; t) 2 D  [0; T ℄
(A.2)
On transpose aisément la notion de solution de visosité de A.2 de elle de A.1.
Existene d'une solution
Théorème A.2 supposons que H 2 C(D  [0; T ℄ Rd) vérie :
(

H1) il existe deux onstantes positives C
2
; C
3
telles que
jH(x; t; p) H(y; t; p)j  C
2
jpjjx  yj+ C
3
jx  yj
pour tout (x; y; t; p) 2 D D  [0; T ℄ Rd
(

H2) il existe une onstante C
4
telle que jH(x; t; p)   H(x; t; q)j  C
4
jp   qj pour tout
(x; t; p; q) 2 D  [0; T ℄ Rd  Rd
(

H3) il existe un ompat K  D tel que 8(x; t; p) 2 D nK  [0; T ℄ Rd, H(x; t; p) = 0.
Alors, si 
0
est une fontion lipshitzienne sur D, A.2 admet une solution de visosité , ave
 2W
1;1
(D  ℄0; T [) (en partiulier, l'équation A.2 est vériée au sens presque partout).
Preuve : tout d'abord, le théorème de Kirzsbraun
4
nous donne l'existene d'une fontion
~

0
lipshitzienne sur
Rd telle que ~
0jD
= 
0
. Si on se donne  2 C
1

(Rd) vériant   1 sur D, il est faile de vérier que ^
0
:= 
~

0
est enore une fontion lipshitzienne qui vérie
^

0jD
= 
0
. De plus,
^

0
est dérivable au sens presque partout de
dérivée bornée
5
, et on a
^

0
2W
1;1
(Rd).
On note
~
H(x; t; p) :=

H(x; t; p) si x 2 D
0 sinon
. Comme H 2 C(D  [0; T ℄  Rd), il existe C
1
> 0 tel que
8x 2 K, 8t 2 [0; T ℄, jH(x; t; 0)j  C
1
. On en déduit que pour tout x 2 Rd, pour tout t 2 [0; T ℄, on a
~
H(x; t; 0)  C
1
.
3
f proposition 3.3 de [AHBM06℄, qui est un peu plus générale que le théorème ité ii
4
voir [Kir34℄
5
voir théorème de Rademaher dans [Hei05℄
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On s'intéresse alors à l'équation :

t
+
~
H(x; t;r) = 0; (x; 0) =
^

0
(x):
Il est faile de vérier que l'on peut appliquer le théorème A.1 qui nous donne l'existene d'une solution de
visosité de ette équation, que l'on note
~
, qui vérie
~
 2 W
1;1
(Rd  [0; T ℄). L'équation est presque-partout
vériée. En partiulier, pour x =2 D, on a 
t
~
 = 0, et don
~
(x; t) =
^

0
(x). Par ontinuité de
~
 et
^

0
, l'égalité
est aussi vériée pour x 2 D. On vérie alors aisément que  :=
~

jD
est solution de A.2.

Uniité de la solution
Nous présentons ii un résultat d'uniité pour l'équation (A.2), dans la lasse des fontions
ontinues sur D [0; T ℄. Comme la solution de l'équation eikonale mise en évidene préédemment
est dans ette lasse, elle sera bien l'unique solution de ette équation. Les grandes étapes de la
démonstration sont esquissées dans [Bar94℄, nous démontrons ii omplétement le résultat.
On suppose que :
(H1) H est ontinu sur D  [0; T ℄ Rn
(H2) il existe une fontion f : R 7! R, vériant f(x)
x!0
 ! 0, telle que, pour tout x; y dans D,
t 2 [0; T ℄, p 2 Rn, on ait :
jH(x; t; p)  H(y; t; p)j  f(jx  yj(1 + jpj)) (A.3)
Théorème A.3 Sous les hypothèses (H1) et (H2), si 
1
; 
2
2 C(D[0; T ℄) sont respetivement
sous et sur-solutions de (A.2), et si 
1
 
2
sur D[0; T ℄[Df0g, alors 
1
 
2
sur D[0; T ℄.
Ce théorème énone un prinipe du maximum pour les solutions de (A.2). Il implique en
partiulier le résultat d'uniité suivant :
Théorème A.4 Sous les hypothèses (H1) et (H2), il existe au plus une solution au problème
suivant : trouver une fontion  2 C(D  [0; T ℄) vériant (A.2) et telle que :
(
(x; 0) = 
0
(x) 8x 2 D
(x; t) = g(x; t) 8x 2 D; 8t 2 [0; T ℄:
Remarquons tout d'abord que dans les hypothèses du théorème A.3, nous ne satisfaisons pas

1
 
2
sur tout le bord de D (0; T ). Il manque en quelque sorte le bord nal, à savoir DfTg.
Cela n'est en fait pas néessaire grâe au lemme suivant :
Lemme A.1 si  2 C(D[0; T ℄) est sous-solution (resp. sur-solution) de (A.2) dans D(0; T ),
alors  est sous-solution (resp. sur-solution) dans D  (0; T ℄, au sens suivant :
8 2 C
1
(D (0; T ℄), si (x
0
; T ) (x
0
2 D) est un point de maximum loal de   , on a :
 
t
(x
0
; T ) +H(x
0
; T;D
x
 (x
0
; T ))  0:
Pour démontrer e lemme, nous allons avoir besoin du résultat suivant :
Lemme A.2 soit v 2 C(D  (0; T ℄), tel que (x
0
; T ) (x
0
2 D) soit un maximum loal strit de
v.
On suppose que l'on a une famille v

de fontions de C(D  (0; T )) qui vérie :
 8(x; t) 2 D  (0; T ); v

(x; t)
!0
 ! v(x; t).
 pour tout 0 < 
1
< 
2
, pour tout (x; t) 2 D  (0; T ), v

1
(x; t) > v

2
(x; t).
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? pour tout M 2 R, pour tout  > 0, pour tout K ompat de D, il existe t
M;;K
, 0 <
t
M;;K
< T , tel que pour tout t 2 (t
M;;K
; T ), pour tout x 2 K, v

(x; t) < M.
alors il existe (x

; t

) 2 D (0; T ) tel que (x

; t

)
!0
 ! (x
0
; T ), et (x

; t

) est un maximum loal
de v

pour  susamment petit.
Preuve : (x
0
; T ) est un maximum loal strit de v. Il existe don  > 0 et T
0
; 0 < T
0
< T tels que pour tout
ouple (x; t) 2 B(x
0
; ) (T
0
; T ℄, on ait :
(x; t) 6= (x
0
; T )) v(x; t) < v(x
0
; T ):
Posons alors T
1
=
T+T
0
2
, B = B(x
0
;

2
), x
f
un élement quelonque de B. Soit  > 0. On pose m = v

(x
f
; T
1
).
D'après ?, il existe t
;B
tel que pour tout x 2 B, pour tout t; t
;B
< t < T , on ait v

(x; t) < m. On pose
D
t
;B
= B  [T
1
; t
;B
℄. v

est ontinue sur D
t
;B
qui est ompat, elle y atteint don son maximum en un point
(x

; t

) :
8 > 0; 9(x

; t) 2 D
t
;B
j 8(x; t) 2 D
t
;B
v

(x; t)  v

(x

; t

):
Or on a vu que pour tout x 2 B, pour tout t 2 (t
;B
; T ), v

(x; t) < v

(xf; T
1
)  v

(x

; t

). On en déduit :
8 > 0; 9(x

; t) 2 B  [T
1
; T )j 8(x; t) 2 B  [T
1
; T ) v

(x; t)  v

(x

; t

):
D'après , pour tout 0 < 
1
< 
2
, pour tout (x; t) 2 B  [T
1
; T ), v

1
(x; t) > v

2
(x;t)
. On fait tendre 
1
vers 0
dans ette inégalité, et on utilise , e qui nous donne :
8 > 0;8(x; t) 2 B  [T
1
; T ); v

(x; t)  v(x; t): (A.4)
d'où, puisque (x
0
; T ) est le maximum strit de v dans B  [T
1
; T ℄, on a :
8 > 0; v

(x

; t

) < v(x
0
; T ): (A.5)
Toujours d'après , pour tout 0 < 
1
< 
2
, pour tout (x; t) 2 B  [T
1
; T ), on a :
v
1

1
(x; t) < v
1

2
(x; t):
Cei implique en partiulier que v
1

1
(x
1

1
; t
1

1
) < v
1

2
(x
1

2
; t
1

2
), don que la fontion  7! v
1

(x
1

; t
1

) est une
fontion roissante et, d'après (A.5), majorée. On en déduit qu'elle admet une limite en l'inni, et don que la
fontion  7! v

(x

; t

) en admet une en 0 que l'on notera v, vériant :
lim
!0
v

(x

; t

) = v  v(x
0
; T ): (A.6)
Pour  > 0, par dénition de (x

; t

), on a pour tout (x; t) 2 B  [T
1
; T ) :
v

(x; t)  v

(x

; y

):
On fait tendre  vers 0 dans ette inégalité en utilisant (A.6) et , e qui nous donne :
8(x; t) 2 B  [T
1
; T ); v(x; t)  v:
En partiulier, par ontinuité de v(x
0
; :) en T , on obtient :
v(x
0
; T )  v: (A.7)
Finalement, en ouplant les résultats (A.6) et (A.7), on obtient :
lim
!0
v

(x

; y

) = v(x
0
; T ): (A.8)
Soit maintenant une suite quelonque 
n
de réel positif tendant vers 0. Pour simplier, on pose v

n
= v
n
,
x

n
= x
n
et t

n
= t
n
.
Pour tout n 2 N, (x
n
; t
n
) 2 B  [T
1
; T ℄, don on peut extraire une sous-suite de (x
n
; t
n
), notée (x
n
0
; t
n
0
),
onvergeant vers un élément (x; t) de B  [T
1
; T ℄. D'après (A.4), on a v
n
0
(x
n
0
; t
n
0
) < v(x
n
0
; t
n
0
). En faisant
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tendre n
0
vers l'inni dans ette inégalité, et en utilisant à la fois la ontinuité de v sur B  [T
1
; T ℄ et (A.8), on
obtient :
v(x
0
; T )  v(x; t)) (x; t) = (x
0
; T ): (A.9)
Le lemme 2.1 p.22 nous permet d'armer que 'est toute la famille (x

; t

) qui tend vers (x
0
; T ) quand  tend
vers 0, et don que pour  susamment petit, (x

; t

) 2 B  (T
1
; T ) ) (x

; t

) est un maximum loal de v

,
pour  susamment petit.

Preuve du lemme A.1 : soit  2 C(D  [0; T ℄) une sous-solution dans D  (0; T ) de (A.2), et soit  2
C
1
(D  (0; T ℄) telle que (x
0
; T ) (x
0
2 D) soit un point de maximum loal de v =    . Quitte à remplaer  
par  + jx  x
0
j
2
+ jt  T j
2
, e qui ne hange pas les dérivées premières de  , on peut supposer que (x
0
; T ) est
un maximum loal strit de v. On pose alors, pour (x; t) 2 D  (0; T ), et  > 0 :
v

(x; t) = (x; t)   (x; t) 

T   t
:
La famille v

vérie toutes les hypothèses du lemme A.2, on a don l'existene, pour  susamment petit, de
(x

; t

) maximum loal de v

vériant :
lim
!0
(x

; t

) = (x
0
; T ):
Comme  est sous-solution de (A.2), on a, au point (x

; t

) :

(T   t

)
2
+
 
t
(x

; t

) +H(x

; t

; D
x
 (x

; t

))  0
e qui donne diretement :
 
t
(x

; t

) +H(x

; t

; D
x
 (x

; t

))  0:
On fait alors tendre  vers 0, et on utilise la ontinuité de
 
t
, D
x
 et H pour obtenir :
 
t
(x
0
; T ) +H(x
0
; T;D
x
 (x
0
; T ))  0:
La démonstration dans le as où  est sur-solution s'eetue de la même manière, mutatis mutandis.

Passons maintenant à la démonstration proprement dite du théorème A.3. On a d'abord le
résultat suivant :
Propriété A.1 si 
1
2 C(D  (0; T )) est sous-solution de (A.2), alors la fontion 

dénie
sur D(0; T ) par 

(x; t) = 
1
(x; t) t, ave  2 R, est sous solution de l'équation suivante :

t
+H(x; t;D
x
) =  : (A.10)
Preuve : soit  2 C
1
(D  (0; T )) tel que 

   atteigne son maximum en (x
0
; t
0
) 2 D  (0; T ). On a don,
si on pose  

(x; t) =  (x; t) + t, 
1
   

qui atteint son maximum en (x
0
; t
0
). Comme 
1
est sous-solution
de (A.2), on a :
 

t
(x
0
; t
0
) +H(x
0
; t
0
; D
x
 

(x
0
; t
0
))  0
e qui onduit à
 
t
(x
0
; t
0
) + +H(x
0
; t
0
; D
x
 (x
0
; t
0
))  0
et montre que 

est sous-solution de (A.10).
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
Pour la suite on va prendre  > 0. On aura don pour tout (x; t) 2 D[0; T ℄, 

(x; t)  
1
(x; t).
Rappelons nos hypothèses :  
1
;  
2
sont deux éléments de C(D[0; T ℄) respetivement sous-solution
et sur-solution de (A.2), et vériant  
1
  
2
sur D  f0g [ D  [0; T ℄. On pose alors :
M = max
D[0;T ℄
 
1
   
2
; M

= max
D[0;T ℄
 

   
2
:
On a :
M  M

 max
D[0;T ℄
 
1
   
2
   

+  
2
= T:
d'où M M

+ T . On a le résultat suivant :
Propriété A.2
8 > 0; M

 0:
Preuve : supposons qu'il existe  > 0 tel que M

> 0. On va dénir, pour ";  > 0 et (x; y; t; s) 2 D
2
 [0; T ℄
2
,
la fontion suivante :
	(x; y; t; s) = 

(x; t)  
2
(y; s)  
jx  yj
2
"
2
 
(t  s)
2

2
:
C'est une fontion ontinue sur un ompat, elle atteint don son maximum, que l'on noteraM
";
. Soit (x
"
; y
"
; t
"
; s
"
)
un point où e maximum est atteint.
Soit (x; t) 2 D  [0; T ℄, on a 	(x; x; t; t)  	(x
"
; y
"
; t
"
; s
"
) = M
"
. On en déduit que :
M

= max
(x;t)2D[0;T ℄
	(x; x; t; t) M
"
d'où en partiulier M
"
> 0. On en déduit :
0 < 	(x
"
; y
"
; t
"
; s
"
)  

(x
"
; t
"
)  
2
(y
"
; s
"
) 
(t
"
  s
"
)
2

2
et enore
(t
"
  s
"
)
2

2
< 

(x
"
; t
"
)  
2
(y
"
; s
"
)  
1
(x
"
; t
"
)  
2
(y
"
; s
"
)
e qui nous donne le résultat suivant :
jt
"
  s
"
j < 
p
k
1
k
1
+ k
2
k
1
: (A.11)
Par un raisonnement analogue, on obtient :
jx
"
  y
"
j < "
p
k
1
k
1
+ k
2
k
1
: (A.12)
Pour la suite, on va introduire la fontion m

2
dénie omme suit :
8  0; m

2
() = sup
j(x;t) (y;s)j
j
2
(x; t)  
2
(y; s)j:
Comme 
2
est ontinue sur D [0; T ℄, elle y est uniformément ontinue, e qui implique en partiulier que m

2
est ontinue et m

2
()
!0
 ! 0. On obtient alors :
M

 M
"
= 	(x
"
; y
"
; t
"
; s
"
)
 

(x
"
; t
"
)  
2
(y
"
; s
"
)
 

(x
"
; t
"
)  
2
(x
"
; t
"
) + 
2
(x
"
; t
"
)  
2
(y
"
; s
"
)
 M

+m

2
(j(x
"
; t
"
)  (y
"
; s
"
)j):
En utilisant (A.11) et (A.12), on obtient que j(x
"
; t
"
)  (y
"
; s
"
)j 
p
"
2
+ 
2
p
k
1
k
1
+ k
2
k
1
, e qui nous
donne :
M

M
"
 

(x
"
; t
"
)  
2
(y
"
; s
"
) M

+m

2
(
p
"
2
+ 
2
p
k
1
k
1
+ k
2
k
1
):
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On en déduit le résultat suivant :
lim
(";)!(0;0)
M
"
= lim
(";)!(0;0)


(x
"
; t
"
)  
2
(y
"
; s
"
) = M

: (A.13)
Par un raisonnement analogue à elui que l'on vient de faire, on obtient :
M

+
jx
"
  y
"
j
2
"
2
M

+m
v
(
p
"
2
+ 
2
p
k
1
k
1
+ k
2
k
1
)
e qui nous donne :
lim
(";)!(0;0)
jx
"
  y
"
j
2
"
2
= 0: (A.14)
Montrons maintenant que pour ",  susamment petits, on a (x
"
; t
"
) 2 D  (0; T ℄. Supposons que e
ne soit pas le as, on aurait alors une suite ("
n
; 
n
)
n!1
 ! (0; 0) telle que pour tout n 2 N, (x
"
n

n
; t
"
n

n
) 2
D  f0g [ D  [0; T ℄. On a déjà vu que :


(x
"
n

n
; t
"
n

n
)  
2
(y
"
n

n
; s
"
n

n
)  

(x
"
n

n
; t
"
n

n
)  
2
(x
"
n

n
; t
"
n

n
)
+ m

2
(
p
"
2
n
+ 
2
n
p
k
1
k
1
+ k
2
k
1
)
Or on a


(x
"
n

n
; t
"
n

n
)  
2
(x
"
n

n
; t
"
n

n
)  
1
(x
"
n

n
; t
"
n

n
)  
2
(x
"
n

n
; t
"
n

n
)  0
puisque par hypothèse 
1
 
2
sur D  f0g [ D  [0; T ℄. On en déduit :


(x
"
n

n
; t
"
n

n
)  
2
(y
"
n

n
; s
"
n

n
) m

2
(
p
"
2
n
+ 
2
n
p
k
1
k
1
+ k
2
k
1
)
et, en faisant tendre n vers l'inni : M

 0 e qui est en ontradition ave l'hypothèse de départ. On montre
de même que pour ",  susamment petits, (y
"
; s
"
) est un élement de D  (0; T ℄.
Intéressons-nous maintenant à la fontion (x; t) 7! 

(x; t)  '
"
(x; t), ave
'
"
(x; t) = 
2
(y
"
; s
"
) +
jx  y
"
j
2
"
2
+
(t  s
"
)
2

2
:
On onstate que '
"
est une fontion C
1
(D  (0; T ℄), et que 

  '
"
atteint son maximum en (x
"
; t
"
) 2
D  (0; T ℄ si ",  sont susamment petits. Comme 

est sous-solution de (A.10) dans D  (0; T ) et que l'on
a le lemme A.2, on en déduit :
2
t
"
  s
"

2
+H(x
"
; t
"
; p
"
)    (A.15)
où l'on a posé
p
"
= 2
x
"
  y
"
"
2
:
La fontion (y; s) 7! 
2
(y; s)  
"
(y; s), ave

"
(y; s) = 

(x
"
; y
"
) 
jx
"
  yj
2
"
2
 
(t
"
  s)
2

2
atteint son minimum en (y
"
; s
"
) 2 D  (0; T ℄, ave 
2
sur-solution de (A.2). On obtient
2
t
"
  s
"

2
+H(y
"
; s
"
; p
"
)  0: (A.16)
En soustrayant (A.16) à (A.15) , on obtient :
H(x
"
; t
"
; p
"
) H(y
"
; s
"
; p
"
)   
soit enore :
H(x
"
; t
"
; p
"
) H(x
"
; s
"
; p
"
) +H(x
"
; s
"
; p
"
) H(y
"
; s
"
; p
"
)   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D'après l'hypothèse (H2), on a :
jH(x
"
; s
"
; p
"
) H(y
"
; s
"
; p
"
)j  f(jx
"
  y
"
j(1 + jp
"
j)):
ave lim
!0
f() = 0. Or, on a, d'après (A.14) :
lim
(";)!(0;0)
jx
"
  y
"
jjp
"
j = lim
(";)!(0;0)
2
jx
"
  y
"
j
2
"
2
= 0
et d'après (A.12), lim
"!0
jx
"
  y
"
j = 0. On en déduit l'existene de "
0
> 0 et 
0
> 0 tels que, pour tout ",
0 < "  "
0
, pour tout , 0 <   
0
, on ait :
jH(x
"
; s
"
; p
"
) H(y
"
; s
"
; p
"
)j 

4
: (A.17)
D'après l'hypothèse (H1), on a H ontinue sur D  [0; T ℄  Rn, H est don uniformément ontinue sur D 
[0; T ℄K, où K est un ompat quelonque de Rn. Soit C > 0. D'après toujours (A.14), il existe "
1
; 
1
> 0
tels que pour tout ", 0 < " < "
1
, pour tout , 0 <  < 
1
, on ait :
jx
"
  y
"
j
"

C
2
) jp
"
j 
C
"
:
Soit don 0 < " < min("
0
; "
1
), on a, pour tout ; 0 <  < min(
0
; 
1
), p
"
2 B(0;
C
"
). On sait également
d'après (A.11) que lim
!0
jt
"
  s
"
j = 0. On en déduit l'existene d'un  susamment petit tel que :
jH(x
"
; t
"
; p
"
) H(x
"
; s
"
; p
"
)j 

4
(A.18)
En ombinant (A.17) et (A.18), on obtient :
 

2
 H(x
"
; t
"
; p
"
) H(x
"
; s
"
; p
"
) +H(x
"
; s
"
; p
"
) H(y
"
; s
"
; p
"
)   
soit enore

2
 0, e qui est en ontradition ave  > 0. On en déduit que pour tout  > 0, on a M

 0.

La démonstration du théorème A.3 est alors direte. En eet, on a pour tout  > 0, M 
M

+ T  T . En faisant tendre  vers 0, on obtient le résultat voulu :
M = max
D[0;T ℄

1
  
2
 0:
En onlusion, on peut énoner le
Théorème A.5 Soit D un ouvert borné de Rd, T 2 R+

.Soit H 2 C(D  [0; T ℄ Rd) vériant
(

H1) il existe deux onstantes positives C
2
; C
3
telles que
jH(x; t; p) H(y; t; p)j  C
2
jpjjx  yj+ C
3
jx  yj
pour tout (x; y; t; p) 2 D D  [0; T ℄ Rd
(

H2) il existe une onstante C
4
telle que jH(x; t; p)   H(x; t; q)j  C
4
jp   qj pour tout
(x; t; p; q) 2 D  [0; T ℄ Rd  Rd
(

H3) il existe un ompat K  D tel que 8(x; t; p) 2 D nK  [0; T ℄ Rd, H(x; t; p) = 0.
Alors le problème

t
+H(x; t;r) = 0 8(x; t) 2 D  ℄0; T [
(x; 0) = 
0
(x) 8x 2 D
(x; t) = 
0
(x) 8(x; t) 2 D  [0; T ℄
ave 
0
fontion lipshitzienne sur D, admet une unique solution de visosité , qui vérie
 2W
1;1
(D  ℄0; T [).
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A.2 Borne inférieure du gradient
En plus des résultats d'existene et d'uniité, nous avons également besoin de ontrler la
déroissane au ours du temps du gradient de la solution de A.2. Nous utiliserons pour ela un
théorème démontré
6
par Olivier Ley :
Théorème A.6 soit x 2 D et  > 0 t.q. B(x; )  D. Supposons que
 j
H
x
(y; t; p)j  Ljpj pour presque tout (y; t; p) 2 B(x; ) [0; T ℄ Rd
 j
H
p
(y; t; p)j  C pour presque tout (y; t; p) 2 B(x; ) [0; T ℄ Rd
 H(y; t; p) est onvexe pour la variable p, pour presque tout (y; t) 2 B(x; ) [0; T ℄.
Alors, si jr
0
j   > 0 (au sens de visosité) sur B(x; ), on a :
jrj   exp( 
5Lt
2
) sur Æ(x; ) (au sens de visosité)
ave Æ(x; ) =
n
(y; t) 2 B(x; ) ℄0; T [ ; e
Ct
(1 + jy   xj)   + 1
o
.
6
f théorème 4.2 p.10 de [Ley01℄. Dans et artile, le résultat est démontré pour un hamiltonien vériant globale-
ment les propriétés requises. Néanmoins, la preuve du résultat n'utilise que loalement les propriétés, et reste don
valable dans e as.
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Annexe B
Géométrie
Introdution
Nous nous intéressons dans ette annexe aux notions de géométrie qui interviennent à de
multiples reprises dans ette étude. Plus partiulièrement, nous rappelons tout d'abord quelques
dénitions et résultats onernant la régularité du bord d'un ouvert de Rd utilisés aux parties 1
et 2 de e travail. Nous abordons ensuite les notions de distane signée à un ouvert et de distane
de Hausdor, qui oupent une plae entrale dans les méthodes de lignes de niveau dévelop-
pées dans la partie 2. Les ouvrages Ellipti problems in nonsmooth domains
1
de P.Grisvard et
Variation et optimisation de formes
2
de A. Henrot and M. Pierre ont été deux soures inépuisables
sur es sujets.
B.1 Régularité des ouverts de Rd
Dénition B.1 - régularité du bord d'un ouvert
Soit 
 un ouvert de Rd. On dit que sa frontière 
 est ontinue (lipshitzienne, Ck;1, C1)
(resp. une partie ouverte   de sa frontière, j j > 0 est ontinue (lipshitzienne, C
k;1
, C
1
)) si, pour
tout x
0
2 
 (resp. x
0
2  ), il existe dans un repère orthonormé loal d'origine x
0
= 0, un ylindre
K = K
0
 ℄ a; a[ entré à l'origine, ave K
0
boule ouverte de Rd 1 de rayon r, et une fontion
' : K
0
! ℄ a; a[ ontinue (lipshitzienne, C
k;1
, C
1
) ave '(0) = 0 et :

 \K =

(x
0
; '(x
0
)); x
0
2 K
0
	
; 
 \K =

(x
0
; x
N
) 2 K; x
N
> '(x
0
)
	
:
Quelques exemples :
Ω Ω
Un ouvert à bord non ontinu Un ouvert à bord ontinu, non lipshitzien
1
[Gri85℄
2
[HP05℄
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Ω Ω
Un ouvert à bord lipshitzien Un ouvert à bord C
1
La régularité du bord d'un ouvert intervient dans de nombreux théorèmes : ainsi, la formule de
Green p.11 est valable dans un ouvert à bord lipshitzien. Les théorèmes de régularité elliptique
demandent aussi une ertaine régularité du bord.
Notations : on note S
d 1
=
n
x 2 Rdj jxj = 1
o
. Pour y 2 Rd,  2 Sd 1,  2

0;

2

, on note
C(y; ; ) =
n
z 2 Rdj (z   y; ) > jz   yj os(); jz   yj < 
o
.
Dénition B.2 - propriété du "-ne
On dit qu'un ouvert 
  Rd a la propriété du "-ne si il existe " 2

0;

2

t.q. 8x 2 
; 9
x
2
S
d 1
j 8y 2 
 \ B(x; "); C(y; 
x
; ") 2 
.
Le théorème suivant (f théorème 2.4.7 p.53 de [HP05℄) fait le lien entre la notion de bord lipshit-
zien et la propriété du "-ne :
Théorème B.1 un ouvert 
  Rd de frontière bornée à la propriété du "-ne si et seulement
si il est à frontière lipshitzienne.
On démontre en utilisant e théorème que tout ouvert onvexe borné est à bord lipshitzien
3
.
Démontrons maintenant une propriété un peu tehnique qui sert au premier hapitre :
Propriété B.1 soit 
 un ouvert de Rd, et    
 une partie ouverte et lipshitzienne de sa
frontière, de mesure non nulle. Soit x
0
2  . Il existe un ouvert  à frontière lipshitzienne
vériant x
0
2 , tel que  :=  \ 
 soit de frontière lipshitzienne et vériant  \ 
   .
Remarque : il est assez lair que l'on va pouvoir onstruire un ouvert  qui vérie les propriétés
voulues. Par ontre, on ne peut pas prendre n'importe quel ouvert à bord lipshitzien ontenant x
0
.
Un exemple en dimension 2 : soit f := R 7! R t.q.
f(x) =
8
>
>
>
>
<
>
>
>
>
:
0 si x  0
 
5
13
+
4
13
p
95

x si 0 < x 
1
4
5
13
x+
2
13
p
26  36x
2
si
1
4
< x 
q
1
2
q
1
2
si
q
1
2
< x
On pose 
 :=

(x; y) 2 R2j y > f(x)
	
et x
0
= (0; 0). 
 est un ouvert à frontière lipshitzienne. Or
si on pose  := B(0; 1),  est à frontière lipshitzienne, mais  = 
 \  présente un usp au point
(
q
1
2
;
q
1
2
).
3
proposition 2.4.4 p.52 de [HP05℄
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Preuve de la propriété B.1 : on sait qu'il existe

2
> "
0
> 0 et 
0
2 S
d 1
t.q. 8x 2 B(x
0
; "
0
) \ 
,
C(x; 
0
; "
0
)  
. On pose z
0
:= x
0
 
"
0
2

0
. z
0
=2 
, ar sinon, omme x
0
2 C(z
0
; 
0
; "
0
), on aurait x
0
2 
, e
qui est en ontradition ave x
0
2 
.
 On pose 0 < 
1
< "
0
et C
1
=

x 2 Rdj (x  x
0
; 
0
) > os(
1
)jx  x
0
j
	
. On va montrer : C
1
\ B(x
0
; "
0
)  
.
Soit x 2 C
1
\B(x
0
; "
0
), on a : (x x
0
; 
0
) > os(
1
)jx x
0
j > os("
0
)jx x
0
j et jx x
0
j < "
0
, e qui implique
x 2 C(x
0
; 
0
; "
0
), et don x 2 
.
Soit maintenant x 2 B(x
0
; "
0
) \ C
1
. On pose  =
x x
0
"
0
et pour 0 <  < "
0
, x() = x   . jx()   x
0
j =
jx 

"
0
(x  x
0
)  x
0
j = "
0
   < "
0
, don x() 2 B(x
0
; "
0
). On a de plus :
(x()  x
0
; 
0
) = (1 

"
0
)(x  x
0
; 
0
) > (1 

"
0
)"
0
os(
1
) = jx()  xj os(
1
):
On en déduit : x() 2 C
1
, et don x() 2 
. Mais (x   x(); 
0
) =

"
0
(x   x
0
; 
0
) >

"
0
os(
1
)jx   x
0
j =
 os(
1
) = jx  x()j os(
1
), d'où x 2 C(x(); 
0
; "
0
)) x 2 
.
 Soit x 2 C
1
, r := jx   x
0
j > 0, il existe  2 [0; 
1
[ et  2 Rd tels que (; 
0
) = 0 et x   x
0
= r os()
0
+
r sin(). On a alors x   z
0
= (r os() +
"
0
2
)
0
+ r sin(). Si on pose 
0
l'unique élément de [0; ℄ tel que
jx z
0
j os(
0
) = (x z
0
; 
0
), et r
0
= jx z
0
j, on a également x z
0
= r
0
os(
0
)
0
+r
0
sin(
0
). On en déduit :
tan(
0
) =
sin()
os() +
"
0
2r
:= F ():
Remarquons tout de suite que tan(
0
) < tan()) 
0
<  et 
0
2 [0; 
1
[. De plus, il est faile de voir que 
0
est
une fontion roissante de  sur

0;

2

.
 Soit 
2
2 ℄0; 
1
[. On dénit C
2
:=

x 2 R
d
j (x  z
0
; 
0
) > os(
0
2
)jx  z
0
j
	
, où 
0
2
= artan(F (
2
)). Il est
faile de voir que C
2
est onvexe. Soit  2 ℄0; 
2
℄, y
0
2 C
2
et x 2 C(y
0
; 
0
; ). On a :
(x  z
0
; 
0
) = (x  y
0
; 
0
) + (y
0
  z
0
; 
0
) > os()jx  y
0
j+ os(
2
)jy
0
  z
0
j > os(
2
)jx  z
0
j
et don x 2 C
2
. On en déduit que 8 2 ℄0; 
2
℄, 8y
0
2 C
2
, on a C(y
0
; 
0
; )  C
2
.
Soit x 2 B(x
0
; "
0
)\C
2
,  et 
0
dénit omme préédemment. Comme x 2 C
2
, on a 
0
 
0
2
. On en déduit que
  
2
< 
1
, e qui implique x 2 C
1
\ B(x
0
; "
0
), d'où x 2 
.
On pose  := C
2
\ B(x
0
; "
0
). Il est faile de vérier que x
0
2 , et omme C
2
et B(x
0
; "
0
) sont onvexes, on a
 onvexe.  est don à frontière lipshitzienne, il vérie la propriété du "-ne, ave " = "
1
.
 Soit nalement  := \
. On va montrer que  a la propriété du "-ne. Soit don y
0
2 . Par dénition,
y
0
2 C
2
\ B(x
0
; "
0
) \ 
  C
2
\B(x
0
; "
0
)\
. On a vu que si x 2 C
2
\ B(x
0
; "
0
), x 2 
) x =2 
. On a don
d(
 \ ; B(x
0
; "
0
)) = d > 0. On est devant l'alternative suivante :
Æ soit d(y
0
; 
\) <
d
2
. On a alors d(y
0
; B(x
0
; "
0
)) 
d
2
, d'où, omme y
0
2 B(x
0
; "
0
), y
0
2 B(x
0
; "
0
 
d
2
).
On pose alors 
1
< min(
2
;
d
8
). Soit y 2 B(y
0
; 
1
) \ , et x 2 C(y; 
0
; 
1
). On a : jx   x
0
j  jx  yj + jy  
y
0
j + jy
0
  x
0
j < 2
1
+ "
0
 
d
2
< "
0
 
d
4
< "
0
, d'où x 2 B(x
0
; "
0
). Comme y 2 C
2
et 
1
< 
2
, on a
montré que x 2 C
2
. Enn, jy   x
0
j < 
1
+ "
0
 
d
2
< "
0
, don y 2 B(x
0
; "
0
) \ 
, d'où, omme 
1
< "
0
,
x 2 C(y
0
; 
0
; 
1
)  C(y
0
; 
0
; "
0
)  
. On a don montré :
8y
0
2 j d(y
0
; 
 \ ) <
d
2
; 8y 2 B(y
0
; 
1
) \; C(y; 
0
; 
1
)  :
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Æ soit d(y
0
; 
 \ ) 
d
2
. On pose A :=

x 2 j d(x; 
 \ ) 
d
2
	
, et
~
d := d(A; 
) > 0. Comme
y
0
2 
 et y
0
=2 
, on a y
0
2 
, et don B(y
0
;
~
d) 2 
. On pose alors 
2
< min("
1
;
~
d
2
). Par déntion,
8y 2 B(y
0
; "
1
) \ , C(y; 
y
0
; "
1
) 2 . On en déduit : 8y 2 B(y
0
; 
2
) \ ; C(y; 
y
0
; 
2
) 2 . Enn, pour
y 2 B(y
0
; 
2
) \, et x 2 C(y; 
y
0
; 
2
), on a jx  y
0
j < jx  yj+ jy   y
0
j <
~
d, et don x 2 B(y
0
;
~
d)  
. On a
don montré :
8y
0
2 j d(y
0
; 
 \ ) 
d
2
; 9
y
0
2 S
d 1
; 8y 2 B(y
0
; 
2
) \; C(y; 
y
0
; 
2
)  :
 vérie don la propriété du "-ne, ave " = min(
1
; 
2
).

Propriété B.2 soit O un ouvert borné de Rd à bord ontinu, et ! un ouvert vériant
O  !  O:
Alors ! = O.
Preuve : supposons que e ne soit pas le as. Il existe alors x
0
2 ! tel que x
0
=2 O. Comme ! est un ouvert, il
existe " > 0 tel que B(x
0
; ")  !, e qui implique, puisque par hypothèse !  O, B(x
0
; ")  O.
Remarquons que x
0
2 O et x
0
2 B(x
0
; ")  O. On a don x
0
2 O. En se plaçant dans le formalisme de la
dénition B.1, il existe un repère orthonormé loal entré en x
0
= 0, un ylindre K := K
0
 ℄ a; a[ ave a > 0
et K
0
boule de Rd 1 de rayon r, et une fontion ' : K 0 7! ℄ a; a[ ontinue telle que '(0) = 0 et
! \K = f(x
0
; '(x
0
)); x
0
2 K
0
g ; ! \K = f(x
0
; x
d
); x
d
> '(x
0
)g :
Soit don  > 0 vériant  < min(r; a; "). On dénit x = (0; ) 2 K. Puisque '(0) = 0, on a diretement
x =2 O. Mais on a également kx
0
  xk
R
d
=  < ", d'où x 2 B(x
0
; "), e qui implique x 2 O. Contradition.

B.2 Distane signée et distane de Hausdor
Nous présentons deux distanes qui nous servent dans ette étude : la distane signée, qui
permet de aratériser un ouvert par l'intermédiaire d'une fontion, et que nous utilisons souvent
au hapitre 5, et la distane de Hausdor, qui aratérise la proximité géométrique de deux ouverts.
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Distane
Soit ! un ouvert non vide de Rd. On dénit lassiquement la distane à ! par :
d
!
(x) = inf
y2!
jx  yj:
On a
(i) d
!
(x) = 0, x 2 !
(ii) 8(x; y) 2 Rd Rd; jd
!
(x)  d
!
(y)j  jx  yj
(iii) d
!
est diérentiable presque partout sur Rd, jrd
!
(x)j =
(
0 pour presque tout x 2 !
1 pour presque tout x 2 Rd n !
Distane signée
On dénit la distane signée à ! ouvert de Rd par
ð
!
(x) = d
!
(x)  dRdn!(x); 8x 2 R
d
:
Elle vérie les propriétés suivantes :
[1℄ ð
!
(x) < 0, x 2 !; ð
!
(x) > 0, x 2 Rd n !; ð
!
(x) = 0, x 2 !
[2℄ 8(x; y) 2 Rd  Rd; jð
!
(x)  ð
!
(y)j  jx  yj
[3℄ jrð
!
(x)j = 1 presque partout sur Rd.
La propriété [1℄ dit que l'on aratérise totalement ! par l'intermédiaire de d
!
. La propriété [2℄
dit que la fontion distane signée est lipshitzienne, et don qu'elle admet un gradient presque
partout, de norme 1 d'après la propriété [3℄.
La distane et la distane signée ont bien d'autres propriétés. L'artile de Mihel C. Delfour et
Jean-Paul Zolésio [DZ94℄ rassemble un grand nombre d'entre elles. On y trouve les démonstrations
des résultats présentés ii.
Fontion distane signée au disque de entre (0,0) de rayon 1.
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Fontion distane signée au arré ℄ 1; 1[ ℄ 1; 1[.
Nous utiliserons le résultat suivant sur la distane signée
4
:
Propriété B.3 soit ! un ouvert de Rd. La distane signée ð
!
vérie jrð
!
j = 1 au sens de
visosité.
Distane de Hausdor
La distane de Hausdor entre les ouverts apparaît à maintes reprises dans notre étude. Nous
rappelons ii sa dénition, ainsi que quelques propriétés que nous utilisons
5
.
Dénition B.3 - distane de Hausdor entre deux ompats : soient K
1
et K
2
deux om-
pats de Rd. La distane de Hausdor entre K
1
et K
2
, notée d
H
(K
1
;K
2
), est donnée par
d
H
(K
1
;K
2
) = max( sup
x2K
1
d(x;K
2
); sup
x2K
2
d(x;K
1
)):
Dénition B.4 - distane de Hausdor entre deux ouverts : soient !
1
et !
2
deux ouverts de
Rd ontenus dans le même ompat K. La distane de Hausdor entre !
1
et !
2
, notée d
H
(!
1
; !
2
),
est donnée par
d
H
(!
1
; !
2
) = d
H
(K n !
1
;K n !
2
):
Dénition B.5 - onvergene au sens de Hausdor pour les ouverts : soient (!
n
)
n2N et !
des ouverts de Rd ontenus dans un même ompat K. On dira que la suite !
n
onverge vers ! au
sens de Hausdor si
d
H
(!
n
; !)
n!1
   ! 0:
Nous onstruisons aux hapitres 5 et 6 des suites d'ouverts ontenues dans un même ompat,
et déroissantes pour l'inlusion. On peut don diretement utiliser la propriété suivante :
Propriété B.4 soit (!
n
)
n2N une suite d'ouverts ontenus dans un même ompat K, et dé-
roissante pour l'inlusion. Alors !
n
onverge au sens de Hausdor vers ! :=

z }| {
\
n2N
!
n
:
Propriété B.5 l'inlusion est stable pour la onvergene au sens de Hausdor.
On peut se demander si d
H
(!
n
; !)
n!1
   ! 0 implique d
H
(!
n
; !)
n!1
   ! 0. En fait, il n'en ai
rien. On peut failement onstruire un ontre-exemple dans R2 : onsidérons la suite de triangles
!
n
dénit sur la gure i-dessous
4
voir le hapitre 21.3 de [ACM10℄
5
pour plus de renseignements, et en partiulier les démonstrations des propriétés, se reporter au 2.2.3 p.28 de
[HP05℄
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En utilisant la propriété B.4, on voit que !
n
onverge au sens de Hausdor vers l'ensemble vide.
Mais on montre failement que !
n
onverge (au sens de la distane de Hausdor pour les ompats)
vers f0g  [0; 1℄. On a néanmoins la propriété suivante :
Propriété B.6 soit (!
n
)
n2N et ! des ouverts ontenus dans un même ompat K, t.q. !n
onverge au sens de Hausdor vers !. Soit x 2 !. Alors il existe x
n
2 !
n
t.q. d(x
n
; x)
n!0
   ! 0.
Il est amusant de noter que si une suite d'ouverts !
n
onverge au sens de Hausdor vers un ouvert
!, on n'a pas forément onvergene du périmètre de !
n
vers elui de !, même si !
n
onverge
vers !, omme le montre le ontre-exemple suivant. Pour n 2 N, on dénit la fontion
f
n
: x 2 ℄0; 1[ 7 ! 1 
bnx
n
:
On dénit alors les ensembles


n
:= f(x; y) 2 ℄0; 1[  R j 0 < y < f
n
(x)g ; 
 := f(x; y) 2 ℄0; 1[ R j 0 < y < 1  xg :
On a d
H
(

n
;
) = d
H
(

n
; 
) =
1
p
2n
. Néanmoins, le périmètre de 

n
est de 4 pour tout n,
alors que le périmètre de 
 est de 2 +
p
2.
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Annexe C
Stabilité du problème de Cauhy dans
un ouvert à bord lipshitzien
Introdution
Nous reproduisons ii un rapport de reherhe onsaré à l'obtention d'une estimation de sta-
bilité pour le problème de Cauhy ave opérateur de Laplae dans un domaine à bord lipshitzien.
Cette estimation est obtenue à l'aide d'une inégalité de Carleman intérieure et grâe à la onstru-
tion d'une suite de boules approhant le bord du domaine. On obtient ainsi une estimation de
stabilité logarithmique, son exposant étant expliitement exprimé omme une fontion de la sin-
gularité du bord du domaine. On en déduit une estimation de la vitesse de onvergene de la
méthode de quasi-réversibilité, e qui permet de mettre en évidene numériquement l'optimalité
de l'estimation.
Ce travail a fait l'objet d'un artile : About stability and regularization of ill-posed ellipti
Cauhy problems : the ase of Lipshitz domains, L.Bourgeois & J.Dardé, Appliable Analysis,
iFirst, 2010.
Abstrat: this paper is devoted to a onditional stability estimate related to the ill-posed Cauhy
problems for the Laplae's equation in domains with Lipshitz boundary. It ompletes the results obtained
in [Bou08℄ for domains of lass C
1;1
. This estimate is established by using an interior Carleman estimate
and a tehnique based on a sequene of balls whih approah the boundary. This tehnique is inspired
from [ABRV00℄. We obtain a logarithmi stability estimate, the exponent of whih is speied as a funtion
of the boundary's singularity. Suh stability estimate indues a onvergene rate for the method of quasi-
reversibility introdued in [LL67℄ to solve the Cauhy problems. The optimality of this onvergene rate
is tested numerially, preisely a disretized method of quasi-reversibility is performed by using a nonon-
forming nite element. The obtained results show very good agreement between theoretial and numerial
onvergene rates.
C.1 Introdution
The problem of stability for ill-posed ellipti Cauhy problems plays an important role in the elds
of inverse problems governed by ellipti PDEs. It an be onsidered as a rst step to study the
stability of many inverse problems of interest like the data ompletion problem (see remark C.3
hereafter), the inverse obstale problem [ABRV00℄ or the orrosion detetion problem [Cho09℄. The
present paper an be onsidered as the ontinuation of [Bou08℄, and onsequently we refer to the
introdution of suh paper for a more preise desription of this subjet and some bibliography. In
[Bou08℄, the following onditional stability result was obtained in the ase of operator P =  : k:,
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with k 2 R.
For a bounded and onneted open domain 
  RN with C1;1 boundary, if  
0
is an open part of

, then for all  2℄0; 1[ there exists C suh that for all funtions u 2 H
2
(
) whih satisfy
jjujj
H
2
(
)
M; jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
 Æ;
for some onstant M and suiently small Æ,
jjujj
H
1
(
)
 C
M
(log(M=Æ))

:
Furthermore, the upper bound  = 1 of the exponent annot be improved.
The result obtained in [Bou08℄ is a generalization of the one obtained in [Phu03℄ for domains with
C
1
boundary. The proof mainly relies on a Carleman estimate near the boundary, in whih the
weight funtion is expressed in term of the distane to the boundary. Sine we have to dierentiate
twie this weight funtion, we need the boundary 
 to be at least C
1;1
. In the following paper,
we now study how suh a onditional stability result an be extended to Lipshitz domains, the
boundary of whih is not smooth enough to apply the same method.
We hene onsider an open, bounded and onneted domain 
  RN the boundary 
 of whih
is Lipshitz. In partiular, this is equivalent to the fat that 
 satises the one property (see
denition 2.4.1 and theorem 2.4.7 of [HP05℄). The one property implies in partiular that there
exist  2℄0; =2[ and R
0
> 0 suh that for all x
0
2 
, there exists  2 RN , jj = 1, suh that the
nite one
C = fx 2 R
N
; (x  x
0
): > jx  x
0
j os ; jx  x
0
j < R
0
g
is inluded in 
.
As above,  
0
denotes an open part of 
 whih is C
1;1
. Lastly, we assume that k is not a Dirihlet
eigenvalue of the operator   in 
. The main result we obtain is that for all  2 [0; 1℄, for all
 2℄0; (1+)
0
()=2[ there exists C suh that for all funtions u 2 C
1;
(
) suh that u 2 L
2
(
)
and
jjujj
C
1;
(
)
M; jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
 Æ;
for some onstant M and suiently small Æ, then
jjujj
H
1
(
)
 C
M
(log(M=Æ))

: (C.1)
Here, 
0
() is the solution of the following simple maximization problem

0
() =
1
2
sup
x>0
sin (1  e
 x
)
p
1 + x  sin 
:
The ontinuous funtion 
0
is inreasing on the segment [0; =2℄ and ranges from 
0
(0) = 0 to

0
(=2) = 1. Sine a domain of lass C
1
has a Lipshitz boundary whih satises the one property
with any  2℄0; =2[, we obtain that (C.1) is satised for all  2℄0; (1 + )=2[ in that ase. The
analysis of the onditional stability in Lipshitz domains was already addressed in [ABRV00℄ and
[Sin05℄, but in these works, the exponent of the logarithm was not speied. This is the main
novelty of the following paper to speify the exponent as a funtion of the geometri singularity.
It is obtained by using of sequene of three spheres inequalities, the sequene of enters of these
spheres approahing the boundary, and the sequene of radii tending to 0. This tehnique is
borrowed from [ABRV00℄, with two dierenes. First, the three spheres inequalities result from
Carleman estimates instead of doubling properties. Seondly, we perform an optimization of this
sequene of inequalities in order to obtain the best possible logarithmi exponent.
Another onern is to obtain a onvergene rate for the method of quasi-reversibility to solve the
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ill-posed Cauhy problems for the operator P . This requires a stability estimate for funtions that
are only in H
2
(
). For N = 2, we obtain that for all  2℄0; 
0
()=2[ there exists C suh that for
all funtions u 2 H
2
(
) whih satisfy
jjujj
H
2
(
)
M; jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
 Æ;
for some onstant M and suiently small Æ, then
jjujj
H
1
(
)
 C
M
(log(M=Æ))

:
For N = 3, we have the same result for all  2℄0; 
0
()=4[. As a onsequene, we prove a loga-
rithmi onvergene rate for the method of quasi-reversibility, with the limit exponent 
0
()=2 in
2D and 
0
()=4 in 3D, possibly 
0
() provided we assume additional regularity for the solution of
quasi-reversibility and the "true" solution.
From a numerial point of view, a onneted question is to determine if the inuene of the geomet-
ri singularity on the logarithmi exponent an be atually observed in numerial experiments. An
easy way to test this is to apture the onvergene rate of a disretized method of quasi-reversibility
for a xed rened mesh, when the regularization parameter tends to 0. In 2D, we analyze this
onvergene rate as a funtion of the smallest angle of a polygonal domain, and observe a pretty
good agreement between numerial and theoretial onvergene rates.
The paper is organized as follows. In setion 2 we establish some preliminary useful results re-
lated to the three spheres inequality. The setion 3 is devoted to the estimate up to the Lipshitz
boundary, whih leads to the main results of onditional stability in 
. Lastly, in setion 4, we
derive from this onditional stability some onvergene rate for the method of quasi-reversibility
in Lipshitz domains. It enables us to ompare suh onvergene rate with the onvergene rate
obtained numerially by using a disretized method of quasi-reversibility, and hene to test the
optimality of our stability estimate.
C.2 Some preliminary results
This setion onsists of several lemmas that will be used in next setion. They onern the three
spheres inequality. We rst reall the following interior Carleman estimate.
Lemma C.1 We onsider the operator P =  : ak: with a; k 2 R, a 2℄0; 1[. Let !;U denote
two bounded and open domains with !  U  RN . Let  be a smooth funtion dened in U
suh that r does not vanish in U. Let denote P

= h
2
e

h
ÆP Æe
 

h
, and p

(x; ) the prinipal
part of operator P

. We assume that
9
1
> 0; p

(x; ) = 0 and (x; ) 2 U  R
N
) fRep

; Imp

g(x; )  
1
: (C.2)
Then there exist K;h
0
> 0, with K independent of ak, with h
0
depending on ak only through
jkj, suh that 8h 2℄0; h
0
[, we have
Z
!
u
2
e
2

h
dx+ h
2
Z
!
jruj
2
e
2

h
dx  Kh
3
Z
!
jPuj
2
e
2

h
dx; (C.3)
for all funtion u 2 H
1
0
(!;), where H
1
0
(!;) is the losure of C
1
0
(!) in H
1
(!;) = fu 2
H
1
(!); u 2 L
2
(!)g.
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Proof: the inequality (C.3) is obtained in [FL96℄ for k = 0, that is in the ase of the Laplae operator  .
There exist K;h
0
> 0, suh that 8h 2℄0; h
0
[, we have for all funtions u 2 H
1
0
(!;)
Z
!
u
2
e
2

h
dx+ h
2
Z
!
jruj
2
e
2

h
dx  Kh
3
Z
!
jPu+ akuj
2
e
2

h
dx:
Sine jPu+ akuj
2
 2(jPuj
2
+ k
2
u
2
), if we assume that in addition h satises 2Kk
2
h
3
< 1=2, we obtain (C.3)
provided we replae K by 4K in the right-hand side of the inequality.

A short alulation shows that
Rep

= jj
2
  jrj
2
; Imp

= 2:r
and
fRep

; Imp

g = 4
n
X
j=1
r(

x
j
):(
j
 +

x
j
r):
One onsiders now a smooth funtion  dened on U suh that r 6= 0 on U , and for  > 0,
(x) = e
 (x)
. We obtain
fRep

; Imp

g = 4


t
:r
2
 : + 
2

2
(r
t
 :r
2
 :r ) + (:r )
2
+ 
3

2
jr j
4

;
whene by denoting 
0
(x) the smallest eigenvalue of r
2
 (x),
fRep

; Imp

g  4


0
(jj
2
+ 
2

2
jr j
2
) + (:r )
2
+ 
3

2
jr j
4

:
For p

(x; ) = 0, we have
jj
2
= 
2

2
jr j
2
; :r = 0;
whene
fRep

; Imp

g  4
3

3
jr j
2

2
0
+ jr j
2

:
In we dene
m
0
:= inf
x2U

0
(x); 
0
:= inf
x2U
jr j
2
;
and if m
0
< 0, we have fRep

; Imp

g  
1
> 0 on U  RN when p

(x; ) = 0 for
 >  2
m
0

0
:
We onsider now the partiular domain ! = B(R
1
; R
2
) := fx 2 RN ; R
1
< jx   qj < R
2
g with
q 2 RN , and the funtion  (x) =  jx  qj2. We an take U = B(q;R
1
  ";R
2
+ ") for small " > 0.
We obtain m
0
=  2 and 
0
= 4(R
1
  ")
2
, and nally assumption (C.2) holds as soon as  > 1=R
2
1
.
We now apply lemma C.1 and lemma 3 in [Bou08℄ to obtain a so-alled three spheres inequality.
The proof of suh inequality is lassial (see [LR95, Phu03℄), but it is reprodued here in order to
nd how the onstants involved in the inequality depend on some useful parameters.
Lemma C.2 We onsider the operator P =    ak: with a; k 2 R and a 2℄0; 1[. Let q 2 
,
and let 0 < r
0
< r
1
< r
2
< r
3
< r
4
< r
5
< r
6
suh that B(q; r
6
)  
. If  satises r
2
0
> 1,
then there exists a onstant C, whih depends on ak only through jkj, suh that we have for
all u 2 H
1
(
;),
jjujj
H
1
(B(q;r
3
))
 C

jjPujj
L
2
(B(q;r
6
))
+ jjujj
H
1
(B(q;r
2
))

s
s+1
jjujj
1
s+1
H
1
(B(q;r
6
))
; (C.4)
with
s =
g(r
3
)  g(r
4
)
g(r
1
)  g(r
3
)
; g(r) = e
 r
2
:
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Proof: one applies lemma C.1 in the domain ! = B(r
0
; r
6
) for  = e
 
with  (x) =  jx  qj
2
. We have seen
that assumption (C.2) is satised as soon as r
2
0
> 1. Assuming that this inequality holds, we obtain there exists
K;h
0
> 0 suh that for 0 < h < h
0
(K does not depend on ak, h
0
depends on ak only through jkj),
Z
!
(jvj
2
+ jrvj
2
)e
2

h
dx  K
Z
!
jPvj
2
e
2

h
dx; (C.5)
for all funtions v 2 H
1
0
(!;).
Now we take u 2 H
1
(
;) and v = u 2 H
1
0
(!;), where  is a C
1
ut-o funtion suh that  2 [0; 1℄ and

 = 0 in B(r
0
; r
1
) [ B(r
5
; r
6
)
 = 1 in B(r
2
; r
4
):
In the following we denote g(r) = e
 r
2
. Hene g is a non inreasing funtion.
Z
!
(jvj
2
+ jrvj
2
)e
2

h
dx  e
2
g(r
3
)
h
Z
B(r
2
;r
3
)
(juj
2
+ jruj
2
) dx;
and
Z
!
jPvj
2
e
2

h
dx =
Z
B(r
2
;r
4
)
jPuj
2
e
2

h
dx+
Z
B(r
1
;r
2
)
jP (u)j
2
e
2

h
dx
+
Z
B(r
4
;r
5
)
jP (u)j
2
e
2

h
dx:
Sine we have P (u) = (Pu)  2r:ru  ()u, we obtain the following estimates (K is a onstant whih
depends only on ) :
Z
B(r
2
;r
4
)
jPuj
2
e
2

h
dx  e
2
g(r
2
)
h
Z
B(r
2
;r
4
)
jPuj
2
dx;
Z
B(r
1
;r
2
)
jP (u)j
2
e
2

h
dx  e
2
g(r
1
)
h
Z
B(r
1
;r
2
)
jPuj
2
dx+Ke
2
g(r
1
)
h
Z
B(r
1
;r
2
)
(juj
2
+ jruj
2
) dx;
Z
B(r
4
;r
5
)
jP (u)j
2
e
2

h
dx  e
2
g(r
4
)
h
Z
B(r
4
;r
5
)
jPuj
2
dx+Ke
2
g(r
4
)
h
Z
B(r
4
;r
5
)
(juj
2
+ jruj
2
) dx:
Gathering the above inequalities, it follows that
Z
!
jPvj
2
e
2

h
dx  K
1
e
2
g(r
1
)
h
 
Z
B(q;r
6
)
jPuj
2
dx+
Z
B(q;r
2
)
(juj
2
+ jruj
2
) dx
!
+K
2
e
2
g(r
4
)
h
Z
B(q;r
6
)
(juj
2
+ jruj
2
) dx;
where K
1
and K
2
are two onstants whih are independent of ak.
Finally, the inequality (C.5) implies
e
2
g(r
3
)
h
jjujj
2
H
1
(B(r
2
;r
3
))
 K
1
e
2
g(r
1
)
h

jjPujj
2
L
2
(B(q;r
6
))
+ jjujj
2
H
1
(B(q;r
2
))

+K
2
e
2
g(r
4
)
h
jjujj
2
H
1
(B(q;r
6
))
:
Using
jjujj
2
H
1
(B(q;r
3
))
= jjujj
2
H
1
(B(q;r
2
))
+ jjujj
2
H
1
(B(r
2
;r
3
))
;
We obtain
e
2
g(r
3
)
h
jjujj
2
H
1
(B(q;r
3
))
 K
1
e
2
g(r
1
)
h

jjPujj
2
L
2
(B(q;r
6
))
+ jjujj
2
H
1
(B(q;r
2
))

+K
2
e
2
g(r
4
)
h
jjujj
2
H
1
(B(q;r
6
))
:
Denoting k
1
= g(r
1
)  g(r
3
) > 0 and k
2
= g(r
3
)  g(r
4
) > 0, we obtain
jjujj
H
1
(B(q;r
3
))
 K
1
e
k
1
h
 
jjPujj
L
2
(B(q;r
6
))
+ jjujj
H
1
(B(q;r
2
))

+K
2
e
 
k
2
h
jjujj
H
1
(B(q;r
6
)))
:
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Let s > 0 and  > 0 suh that

"
= K
1
e
k
1
h
; "
s
= K
2
e
 
k
2
h
:
A simple alulation proves that
s =
k
2
k
1
=
g(r
3
)  g(r
4
)
g(r
1
)  g(r
3
)
;  = K
1
(K
2
)
(k
1
=k
2
)
;
and we obtain for all u 2 H
1
(
;), for all " 2℄0; "
0
[ with
"
0
= K
(k
1
=k
2
)
2
e
 
k
1
h
0
;
the inequality
jjujj
H
1
(B(q;r
3
))


"
 
jjPujj
L
2
(B(q;r
6
))
+ jjujj
H
1
(B(q;r
2
))

+ "
s
jjujj
H
1
(B(q;r
6
))
:
The onstant  does not depend on ak, "
0
depends on ak only through jkj. It remains to apply lemma 3 in
[Bou08℄, sine jjujj
H
1
(B(q;r
3
))
 jjujj
H
1
(B(q;r
6
))
.

Lemma C.3 Let us denote P
k
the operator  :  k:, with k 2 R. Let ~q 2 
, and let 0 < ~r
0
<
~r
1
< ~r
2
< ~r
3
< ~r
4
< ~r
5
< ~r
6
suh that B(~q; ~r
6
)  
. Consider now q 2 
 and for  2℄0; 1[,
r
i
= ~r
i
(i = 1; 2; :::; 6), with B(q; r
6
)  
.
We assume that the three spheres inequality (C.4) assoiated to the operator P

2
k
and the
sequene of balls B(~q; ~r
i
) is satised with the onstants
~
C and s. Then the three spheres
inequality (C.4) assoiated to the operator P
k
and the sequene of balls B(q; r
i
) is satised
with the onstants C =
~
C= and s.
Proof: the proof relies on the hange of variables x  q = (~x  ~q). We dene the funtion ~u as ~u(~x) = u(x) =
~u(~q + (x  q)=).
We obtain
Z
B(q;r
i
)
ju(x)j
2
+ jru(x)j
2
dx = 
N
 
Z
B(~q;~r
i
)
j~u(~x)j
2
+
1

2
jr~u(~x)j
2
d~x
!
;
whene

N
2
jj~ujj
H
1
(B(~q;~r
i
))
 jjujj
H
1
(B(q;r
i
))
 
N
2
 1
jj~ujj
H
1
(B(~q;~r
i
))
:
Similarly, we obtain
jjP
k
ujj
L
2
(B(q;r
i
))
= 
N
2
 2
jjP

2
k
~ujj
L
2
(B(~q;~r
i
))
:
By using the three spheres inequality (C.4) assoiated to the balls B(~q; ~r
i
) for operator P

2
k
, we obtain
jjujj
H
1
(B(q;r
3
))
 
N
2
 1
jj~ujj
H
1
(B(~q;~r
3
))

~
C
N
2
 1
 
jjP

2
k
~ujj
L
2
(B(~q;~r
6
))
+ jj~ujj
H
1
(B(~q;~r
2
))

s
s+1
jj~ujj
1
s+1
H
1
(B(~q;~r
6
))

~
C
N
2
 1

1

N
2
 2
jjP
k
ujj
L
2
(B(q;r
6
))
+
1

N
2
jjujj
H
1
(B(q;r
2
))

s
s+1

1

N
2
jjujj
H
1
(B(q;r
6
))

1
s+1

~
C

 
jjP
k
ujj
L
2
(B(q;r
6
))
+ jjujj
H
1
(B(q;r
2
))

s
s+1
jjujj
1
s+1
H
1
(B(q;r
6
))
;
whih ompletes the proof.

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C.3 The two main theorems
Our main theorems are based on the following proposition, whih is similar to proposition 4 in
[Bou08℄. It onerns the propagation of data from the interior of the domain up to the boundary
of suh domain. However, it should be noted that in proposition 4 of [Bou08℄, we estimated the
H
1
norm of the funtion in a neighborhood of a point x
0
2 
 with the help of the H
1
norm of
the funtion in an open domain !
1
⋐ 
. Here, we estimate the value of the funtion and its rst
derivatives at x
0
with the help of the H
1
norm of the funtion in !
1
. As a result, the regularity
assumptions onerning the funtion u are not the same as in [Bou08℄.
Proposition C.1 There exists an open domain !
1
⋐ 
 suh that for all  2℄0; 1℄, for all
 < 
0
() and 
0
< 
0
(), with

0
() =
1
2
sup
x>0
sin (1  e
 x
)
p
1 + x  sin 
; (C.6)
there exists  > 0 suh that for suiently small ", for all u 2 C
1;
(
) with u 2 L
2
(
),
jjujj
C
1
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
(!
1
)
) + "

jjujj
C
1;
(
)
;
jjujj
C
0
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
(!
1
)
) + "

0
jjujj
C
1;
(
)
:
The seond inequality holds also in the ase  = 0.
In order to obtain proposition C.1, we need the two following lemmas. The rst one is a minor
generalization of the lemma proved in [LR95℄ in the partiular ase  = 1, while the seond one is
the ounterpart of lemma 3 in [Bou08℄.
Lemma C.4 Let 
n
> 0 satisfy for n 2 N,

n+1

1

n
(
n
+A)

B
1 
;
with A > 0, B > 0,  2℄0; 1[,  2℄0; 1[ and 
n
 B. Then one has for n 2 N

n

2
1
1 

n 1
1 
(
0
+A)

n
B
1 
n
:
Proof: if B < 
0
+A, the proof is omplete. If 
0
+A  B, in partiular A  B, we have

n+1
B

1

n


n
+A
B


and
A
B

1

n

A
B



1

n


n
+A
B


:
From the two above inequalities, it follows that

n+1
+A
2
1
1 
B

1

n


n
+A
2
1
1 
B


;
that is
x
n+1

x

n

n
; x
n
:=

n
+A
2
1
1 
B
:
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By iterating the above inequality, we obtain
x
n


1


n 1+(n 2)+(n 3)
2
++
n 2
x

n
0


1


(n 1)(1++
2
++
n 2
)
x

n
0


1


n 1
1 
x

n
0
;
whene

n

2
1
1 

n 1
1 
(
0
+A)

n
B
1 
n
;
whih ompletes the proof.

Lemma C.5 Let C, , A and B denote four non negative reals and  2℄0; 1[ suh that
  C A

B
1 
:
Then 8" > 0,
 

"
A+ "
s
B;
with
s =

1  
;  = (
C
s
1=(s+1)
+ s
 s=(s+1)
)
s+1
s
:
Proof: For ; s > 0 as dened in the statement of the lemma, the minimum of the funtion f dened for " > 0
by
f(") =

"
A+ "
s
B
is C A

B
1 
, whih ompletes the proof.

Proof of proposition C.1: the proof is divided into three parts. In the rst step of the proof
we follow the tehnique of [ABRV00℄, whih onsists in dening a sequene of balls the radii of
whih is dereasing and the enter of whih is approahing the boundary of the domain. Sine 

satises the one property (see our denition in the introdution), there exist R
0
> 0,  2℄0; =2[
with R
0
and  independent of x
0
2 
, and  2 RN with jj = 1 suh that the nite one
C = fx; jx  x
0
j < R
0
; (x  x
0
): > jx  x
0
j os g
satises C  
. We also denote
C
0
= fx; jx  x
0
j < R
0
; (x  x
0
): > jx  x
0
j os 
0
g;
with

0
= arsin(t sin ); (C.7)
where the oeient t 2℄0; 1[ will be speied further. It should be noted that denition (C.7)
leads to 
0
2℄0; =2[. We now denote q
0
= x
0
+ (R
0
=2), d
0
= jq
0
  x
0
j and 
0
= d
0
sin 
0
. We
hene have B(q
0
; 
0
) 2 C
0
. Let dene the sequene of balls B(q
n
; 
n
)  C
0
with d
n
= jq
n
 x
0
j and

n
= d
n
sin 
0
by following indution :
8
>
<
>
:
q
n+1
= q
n
  
n


n+1
= 
n
d
n+1
= d
n
;
(C.8)
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Figure C.1: The sequene of three spheres inequalities
where 
n
and  will be dened further. From the above equations, we dedue that

n
= (1  )d
n
: (C.9)
The objetive is to use a three spheres inequality suh as (C.4) for eah n, the enter of these three
spheres being q = q
n
. We hene dene, for n 2 N, 0 < r
0n
< r
1n
< r
2n
= 
n
< r
3n
< r
4n
< r
5n
<
r
6n
and y
in
= r
in
=r
0n
> 1 for i = 1; :::; 6. We assume that the y
in
do not depend on n, that is
y
in
:= y
i
. We speify t = r
2n
=r
6n
= y
2
=y
6
in (C.7), so that we have B(q
n
; r
6n
) 2 C  
 for all n
(see gure C.1).
On the other hand, if 
n
is hosen suh that

n+1
+ 
n
= r
3n
; (C.10)
we have B(q
n+1
; 
n+1
)  B(q
n
; r
3n
) sine for jx  q
n+1
j < 
n+1
,
jx  q
n
j  jx  q
n+1
j+ jq
n+1
  q
n
j < 
n+1
+ 
n
= r
3n
:
The equations (C.9) and (C.10) uniquely dene  as
 =
r
6n
  r
3n
sin 
r
6n
  r
2n
sin 
=
y
6
  y
3
sin 
y
6
  y
2
sin 
2℄0; 1[:
By using the notation P
k
=  :   k:, we now apply lemma C.2 for operator P

2n
k
and for
the spheres of enter q
0
and of radii r
i0
, with  suh that  := r
2
00
> 1. We thus obtain for
u 2 H
1
(
;),
jjujj
H
1
(B(q
0
;r
30
))
 C

jjP

2n
k
ujj
L
2
(B(q
0
;r
60
))
+ jjujj
H
1
(B(q
0
;r
20
))

s
s+1
jjujj
1
s+1
H
1
(B(q
0
;r
60
))
;
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with C independent of  and n. With the help of lemma C.3, and sine r
in
= 
n
r
i0
for i = 1; :::; 6,
the three spheres inequality for the spheres of enter q
n
and of radii r
in
is
jjujj
H
1
(B(q
n
;r
3n
))

C

n

jjP
k
ujj
L
2
(B(q
n
;r
6n
))
+ jjujj
H
1
(B(q
n
;r
2n
))

s
s+1
jjujj
1
s+1
H
1
(B(q
n
;r
6n
))
;
whih implies that for all u 2 H
1
(
;),
jjujj
H
1
(B(q
n+1
;
n+1
))

C

n

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
n
;
n
))

s
s+1
jjujj
1
s+1
H
1
(
)
:
It should be noted that in the above inequality, C and s are independent of n, in partiular
s =
e
 y
2
3
  e
 y
2
4
e
 y
2
1
  e
 y
2
3
:
Without loss of generality we assume that C  1, so that by denoting C
0
= C
s+1
, jjujj
H
1
(B(q
n+1
;
n+1
))

C
0
jjujj
H
1
(
)
, and we an apply lemma C.4 with 
n
= jjujj
H
1
(B(q
n
;
n
))
, A = jjPujj
L
2
(
)
, B =
C
0
jjujj
H
1
(
)
,  = s=(s+ 1). We obtain
jjujj
H
1
(B(q
n
;
n
))

2
1
1 

n 1
1 

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))


n 
C
0
jjujj
H
1
(
)

1 
n
:
We apply now lemma C.5 and obtain 8" > 0,
jjujj
H
1
(B(q
n
;
n
))


n
"

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+ "
s
n
C
0
jjujj
H
1
(
)
with
s
n
=

n
1  
n
; 
n
=
0

2
1
1 

n 1
1 
1
E(s
n
)
1
A
s
n
+1
s
n
;
and
E(s) := s
1=(s+1)
+ s
 s=(s+1)
:
We notie that for s > 0, E(s) > 1, whene
log
0

2
1
1 

n 1
1 
1
E(s
n
)
1
A
<
1
1  
log

2

n 1

:
As a result,
0 < 
n
< e
1
s
n
1
(1 )
2
log

2

n 1

= e

s
n
log

2

n 1

;
for some onstant  > 0. Here we have used the fat that s
n
+ 1 < 1=(1   ). Sine s
n
> 
n
, we
nally obtain 8n 2 N, 8" > 0 and 8u 2 H1(
;),
jjujj
H
1
(B(q
n
;
n
))

e


n
log

2

n 1

"

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+ C
0
"

n
jjujj
H
1
(
)
: (C.11)
The seond step of the proof onsists of estimating the C
1
norm of u on 
 by using the estimate
(C.11) for suiently large n and the regularity of u, whih is C
1;
(
),  2℄0; 1℄. We have
B(q
n
; 
n
)  B(x
0
; "
0
) if and only if d
n
+
n
 "
0
, that is 
n
(d
0
+
0
)  "
0
. Let n
0
denote the smaller
n whih satises this inequality, that is
log((d
0
+ 
0
)="
0
)
log 1=
 n
0
<
log((d
0
+ 
0
)="
0
)
log 1=
+ 1:
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For all x 2 B(q
n
0
; 
n
0
), and for v = u or v = u=x
i
, i = 1; :::; N , we have
jv(x
0
)j
2
 2jv(x)j
2
+ 2jjujj
2
C
1;
(
)
"
02
: (C.12)
After integration over B(q
n
0
; 
n
0
), we obtain by denoting
S
x
0
(u) = max(ju(x
0
)j; j
u
x
1
(x
0
)j; :::; j
u
x
N
(x
0
)j);
V
N

N
n
0
S
2
x
0
(u)  2jjujj
2
H
1
(B(q
n
0
;
n
0
))
+ 2V
N

N
n
0
"
0
2
jjujj
2
C
1;
(
)
;
where V
N
is the volume of the unit sphere in RN . Finally,
S
x
0
(u) 
s
2
V
N

N
n
0
jjujj
H
1
(B(q
n
0
;
n
0
))
+
p
2"
0
jjujj
C
1;
(
)
: (C.13)
From (C.11) with n = n
0
and (C.13), we obtain there exists ; C > 0 suh that for all "; "
0
> 0,
S
x
0
(u)  C
1

N=2
n
0
e


n
0
log

2

n
0
 1

"

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+C
1

N=2
n
0
"

n
0
jjujj
H
1
(
)
+ C"
0
jjujj
C
1;
(
)
:
We have jjujj
H
1
(
)
  jjujj
C
1;
(
)
for some  > 0. Furthermore, 
n
0
 1
(d
0
+
0
) > "
0
and 
n
0
= 
n
0

0
lead to

n
0
> 

0
d
0
+ 
0
"
0
:
We obtain there exists ; C > 0 suh that for all "; "
0
> 0,
S
x
0
(u)  C
1
"
0N=2
e


n
0
log

2

n
0
 1

"

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+C
 
"

n
0
"
0N=2
+ "
0
!
jjujj
C
1;
(
)
:
Now we introdue the relationship "

n
0
="
0
N
2
= "
0
, and sine 
n
0
< 1 we obtain a new onstant
C > 0 suh that
S
x
0
(u)  C
e


n
0
log

2

n
0
 1

"
0
+N

n
0

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+ C"
0
jjujj
C
1;
(
)
: (C.14)
Sine 1=
n
0
= e
n
0
log(1=)
, we have
1

n
0
< e
log(1=)

log((d
0
+
0
)="
0
)
log(1=)
+1

=
1


d
0
+ 
0
"
0


0
;
with 
0
= log(1=)= log(1=).
Furthermore, sine 1=
n
0
 1
< (d
0
+ 
0
)="
0
, we have
log

2

n
0
 1

< log

2(d
0
+ 
0
)
"
0

:
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Then,
e


n
0
log

2

n
0
 1

"
0(+N)=
n
0
= e
1

n
0

 log

2

n
0
 1

+(+N) log
(
1
"
0
)

 e
1

 
d
0
+
0
"
0


0

 log

2(d
0
+
0
)
"
0

+(+N) log
(
1
"
0
)

:
As a result, for some new 
0
> 0, for suiently small "
0
we have
e


n
0
log

2

n
0
 1

"
0(+N)=
n
0
 e

0
"
0
0
log(
1
"
0
)
:
For all  > 
0
, for some new 
0
> 0, for suiently small "
0
we have
e


n
0
log

2

n
0
 1

"
0(+N)=
n
0
 e

0
"
0
:
Coming bak to (C.14), we obtain
S
x
0
(u)  e

0
="
0

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+ C"
0
jjujj
C
1;
(
)
:
By denoting " = "
0
for any  > 
0
, for small " > 0,
S
x
0
(u)  e

0
="

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+ C
0
"
=
jjujj
C
1;
(
)
:
Finally, by denoting 
0
= 1=
0
, for all  < 
0
there exists ; "
0
> 0 suh that for all " < "
0
,
S
x
0
(u)  e
="

jjPujj
L
2
(
)
+ jjujj
H
1
(B(q
0
;
0
))

+ "

jjujj
C
1;
(
)
:
By following the history of the onstants  and "
0
throughout the proof, it is readily seen that 
and "
0
do not depend on x
0
2 
. Furthermore, if we dene !
1
⋐ 
 as the union of the balls
B(q
0
; 
0
) when x
0
desribes 
, we obtain that for all  < 
0
, there exists ; "
0
> 0 suh that for
all " < "
0
, for all u 2 C
1;
(
) with u 2 L
2
(
),
jjujj
C
1
(
)
 e
="

jjPujj
L
2
(
)
+ jjujj
H
1
(!
1
)

+ "

jjujj
C
1;
(
)
; (C.15)
whih is the rst inequality of the proposition.
The seond inequality is obtained by using the imbedding C
1;
(
)! C
1
(
), for all  2 [0; 1℄. For
x 2 B(q
n
0
; 
n
0
), we replae (C.12) by
ju(x
0
)j
2
 2ju(x)j
2
+ 2jjujj
2
C
1
(
)
"
0
2
;
and we use the same tehnique as above.
The third step of the proof onsists in maximizing

0
=
log(1=)
log(1=)
;
with
1

=
y
6
  y
2
sin 
y
6
  y
3
sin 
;
1

=
e
(y
2
4
 y
2
1
)
  1
e
(y
2
4
 y
2
3
)
  1
:
The inequality (C.15) holds for all  < ~
0
, with
~
0
= sup
1<; 1<y
1
<y
2
<y
3
<y
4
<y
6
log

y
6
  y
2
sin 
y
6
  y
3
sin 

= log
 
e
(y
2
4
 y
2
1
)
  1
e
(y
2
4
 y
2
3
)
  1
!
: (C.16)
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Now, let speify  and the y
i
as follows, for k 2℄0; 1[ and Æ > 0,
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
 =
p
1 + k
2
;
y := (1 + k
2
)
1=4
;
y
1
= y;
y
2
= y(1 + k
2
Æ);
y
3
= y(1 + kÆ + k
2
Æ);
y
4
= y(1 + Æ + k
2
Æ);
y
6
= y(1 + Æ + 2k
2
Æ):
(C.17)
A rst order expansion in k around 0 for xed Æ leads to
log

y
6
  y
2
sin 
y
6
  y
3
sin 

=
Æ sin 
1 + Æ   sin 
k + o
Æ
(k);
log
 
e
(y
2
4
 y
2
1
)
  1
e
(y
2
4
 y
2
3
)
  1
!
= 2Æ
e
2Æ+Æ
2
e
2Æ+Æ
2
  1
k + o
Æ
(k)
By passing to the limit k! 0 and by taking the sup in Æ, we obtain the following partiular value

0
 ~
0
:

0
= sup
Æ>0
1
2
sin 
1 + Æ   sin 
(1  e
 (2Æ+Æ
2
)
);
and the optimization problem (C.6) follows by setting x = 2Æ + Æ
2
> 0. 
Remark: we an verify that in fat the values ~
0
and 
0
, dened by (C.16) and (C.6) respetively,
atually satisfy ~
0
= 
0
. First, we eliminate  in (C.16) simply by using the hange of variables
z
i
=
p
y
i
with i = 1; :::; 6. We obtain
~
0
= sup
1<z
1
<z
2
<z
3
<z
4
<z
6
log

z
6
  z
2
sin 
z
6
  z
3
sin 

= log
 
e
z
2
4
 z
2
1
  1
e
z
2
4
 z
2
3
  1
!
: (C.18)
We remark that the funtion to maximize in (C.18) is an inreasing funtion of z
1
and a dereasing
funtion of z
6
, that is why we an onsider only the asymptoti situation z
1
! z
2
and z
6
! z
4
. In
order to simplify the analysis with the remaining variables z
2
; z
3
; z
4
, we denote
z
3
  z
2
=
~
k
~
Æz
2
; z
4
  z
2
=
~
Æz
2
; z
2
= ~z;
with
~
Æ > 0 and
~
k 2℄0; 1[. We obtain
~
0
= sup
1<~z; 0<
~
Æ; 0<
~
k<1
log
 
1 +
~
Æ   sin 
1 +
~
Æ   sin   
~
k
~
Æ sin 
!
= log
 
e
(2
~
Æ+
~
Æ
2
)~z
2
  1
e
(2(1 
~
k)
~
Æ+(1 
~
k
2
)
~
Æ
2
)~z
2
  1
!
:
Furthermore, it is easy to prove that sine 2
~
Æ+
~
Æ
2
> 2(1 
~
k)
~
Æ+(1 
~
k
2
)
~
Æ
2
, for xed (
~
k;
~
Æ), the funtion
to maximize is a non inreasing funtion of ~z > 1, so that the maximum of the funtion is obtained
for ~z ! 1, and
~
0
= sup
0<
~
Æ; 0<
~
k<1
log
 
1 +
~
Æ   sin 
1 +
~
Æ   sin   
~
k
~
Æ sin 
!
= log
 
e
2
~
Æ+
~
Æ
2
  1
e
2(1 
~
k)
~
Æ+(1 
~
k
2
)
~
Æ
2
  1
!
:
We notie that for xed
~
Æ, the maximum of the funtion of two variables is obtained for
~
k ! 0, and
a rst order expansion in
~
k leads us to the same expression as (C.6), that is ~
0
= 
0
. In order to
obtain our main theorem, we reall the two following results, the rst one is obtained in [Phu03℄
while the seond one is obtained in [Bou08℄.
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Proposition C.2 Let !
0
; !
1
be two open domains suh that !
0
; !
1
⋐ 
. There exist s; ; "
0
> 0
suh that 8" 2℄0; "
0
[, 8u 2 H
1
(
;),
jjujj
H
1
(!
1
)


"

jjPujj
L
2
(
)
+ jjujj
H
1
(!
0
)

+ "
s
jjujj
H
1
(
)
:
Proposition C.3 Assume  
0
 
 is of lass C
1;1
and let x
0
2  
0
and  > 0 suh that

 \ B(x
0
;  )   
0
. There exists a neighbourhood !
0
of x
0
, there exist s; ; "
0
> 0 suh that
8" 2℄0; "
0
[, for all u 2 H
2
(
),
jjujj
H
1
(
\!
0
)


"

jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)

+ "
s
jjujj
H
1
(
)
:
The inequality holds also for all u 2 C
1
(
) with u 2 L
2
(
).
We are now in a position to state the main theorem, whih is a onsequene of propositions C.1,
C.2 and C.3.
Theorem C.1 Let 
  RN be a bounded and onneted open domain with Lipshitz boundary.
If the one property is satised with angle  2℄0; =2[, let denote 
0
() the solution of the
following maximization problem

0
() =
1
2
sup
x>0
sin (1  e
 x
)
p
1 + x  sin 
:
Let  
0
be a non-empty C
1;1
open part of 
 and let introdue the operator P =  :   k:,
where k is not a Dirihlet eigenvalue of the operator   in 
.
For  2 [0; 1℄, for all  2℄0; (1 + )
0
()=2[, there exist C; Æ
0
suh that for all Æ 2℄0; Æ
0
[, for all
funtions u 2 C
1;
(
) suh that u 2 L
2
(
) and whih satisfy
jjujj
C
1;
(
)
M; jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
 Æ; (C.19)
where M > 0 is a onstant, then
jjujj
H
1
(
)
 C
M
(log(M=Æ))

: (C.20)
If we do not assume that  
0
is of lass C
1;1
, the estimate (C.20) holds under assumption
(C.19) and provided we restrit to the funtions u whih satisfy uj
 
0
= 0 and 
n
uj
 
0
= 0.
Proof: assume rst that  2℄0; 1℄. By using proposition C.1, there exists a domain !
1
⋐ 
 suh that for
any  < 
0
() and any 
0
< 
0
(), there exist ; "
0
> 0 suh that for all " < "
0
, for all u 2 C
1;
(
) with
u 2 L
2
(
),
jjujj
C
1
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
(!
1
)
) + "

jjujj
C
1;
(
)
;
and
jjujj
C
0
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
(!
1
)
) + "

0
jjujj
C
1;
(
)
:
If u = 0 and 
n
u = 0 on  
0
(ase 2), sine 
 \ B(x
0
;  )   
0
, the extension ~u of u by 0 in B(x
0
;  ) belongs
to H
1
(
 [ B(x
0
;  );). By applying proposition C.2 to funtion ~u in domain 
 [ B(x
0
;  ) and by hoosing
!
0
⋐ B(x
0
;  ) \


, we obtain that for suiently small ", for all u 2 C
1;
(
) suh that u 2 L
2
(
),
jjujj
C
1
(
)
 e
="
jjPujj
L
2
(
)
+ "

jjujj
C
1;
(
)
;
jjujj
C
0
(
)
 e
="
jjPujj
L
2
(
)
+ "

0
jjujj
C
1;
(
)
:
We onlude that if moreover u satises assumption (C.19) then
jjujj
C
1
(
)
 e
="
Æ + "

M; jjujj
C
0
(
)
 e
="
Æ + "

0
M:
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By using the same " optimization proedure as in orollary 1 of [Bou08℄, we obtain that for all  < 
0
() and

0
< 
0
(), there exists C > 0 suh that for suiently small Æ,
jjujj
C
1
(
)
 C
M
(log(M=Æ))

; jjujj
C
0
(
)
 C
M
(log(M=Æ))

0
: (C.21)
Sine k is not a Dirihlet eigenvalue of the operator   in 
, there exists a onstant C
0
> 0 suh that for all
u 2 H
1
(
;),
jjujj
H
1
(
)
 C
0
(jjPujj
L
2
(
)
+ jjujj
H
1=2
(
)
): (C.22)
With the help of an interpolation inequality, we obtain for some onstant  > 0,
jjujj
H
1=2
(
)
 jjujj
1=2
L
2
(
)
jjujj
1=2
H
1
(
)
; (C.23)
hene for some new onstant ,
jjujj
H
1=2
(
)
 jjujj
1=2
C
0
(
)
jjujj
1=2
C
1
(
)
; (C.24)
and it follows from (C.21) that
jjujj
H
1=2
(
)
 C
M
(log(M=Æ))
(+
0
)=2
:
The result follows from (C.22).
If we do not assume that u = 0 and 
n
u = 0 on  
0
, but if moreover  
0
is of lass C
1;1
(ase 1), then we an
apply proposition C.3 in addition to propositions C.1 and C.2, hene for all  < 
0
() and 
0
< 
0
(), there
exist ; "
0
> 0 suh that for all " < "
0
, for all u 2 C
1;
(
) suh that u 2 L
2
(
),
jjujj
C
1
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
) + "

jjujj
C
1;
(
)
;
jjujj
C
0
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
) + "

0
jjujj
C
1;
(
)
:
We omplete the proof as in the ase 2.
As onerns the ase  = 0, the result follows from (C.24), from the seond inequality of (C.21), whih remains
true, and from the fat that jjujj
C
1
(
)
M:

Remark: it is readily shown by analyzing the variations of the funtion k

dened on [0;+1[ by
k

(x) =
1
2
sin (1  e
 x
)
p
1 + x  sin 
; (C.25)
that the maximization problem (C.6) is well-posed. In partiular, the argument x that maximizes the
funtion is unique. In gure C.2, the graph of funtion k

is plotted for inreasing values of , and
the values of funtion 
0
are plotted for all values of  2 [0; =2℄. The funtion 
0
is inreasing on
the segment [0; =2℄, with 
0
(0) = 0 and 
0
(=2) = 1. Remark: the fat that 
0
(0) = 0 indiates that
when  ! 0, whih means that the domain 
 has a usp, the logarithmi stability does not hold any
more. This is onsistent with the result obtained in [ABRV00℄ when the domain is not Lipshitz,
then a logarithmi-logarithmi estimate was established. Remark: the fat that 
0
(=2) = 1 implies
that for domains of lass C
1
, theorem C.1 holds for all  < (1+)=2. Hene, in the ase of funtions
u in C
1;1
(
)  H
2
(
) ( = 1), theorem C.1 extends the result of orollary 1 in [Bou08℄, whih was
satised for domains of lass C
1;1
, to domains of lass C
1
, provided either  
0
is of lass C
1;1
or we
restrit to the funtions u whih satisfy u = 0 and 
n
u = 0 on  
0
. It is also interesting to note that
in 2D, if 
 has only reentrant orners, then the one property is satised for any  2℄0; =2[, and
theorem C.1 holds for all  < 1. Hene, the orners of angle smaller than  deteriorate the exponent
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Figure C.2: Left : graph of funtion k

for inreasing values of  : =16, =10, =6, =4, =3,
3=8, 7=16, =2. Right : funtion 
0
()
of the logarithmi stability, while those of angle larger than  do not. A similar remark an be done
in 3D.
Remark: the obtained funtion (C.25) is strongly dependent on the hoie of the funtion  (x) =
 jx qj
2
whih was used in the exponential weight  = e
 
of our Carleman estimate (C.3). Besides,
the values of 
0
() indued by this hoie and given by (C.6) are not neessarily optimal, exept for
 = =2, for whih we have proved in [Bou08℄ that 
0
(=2) = 1 is optimal. By testing other types
of funtion  , in partiular  (x) =  jx  qj

with other values of  > 0 and  (x) =   log jx   qj, we
have found other funtions 
0
, but taking lower values. Remark: from the proof of theorem C.1,
we obtain the following orollary onerning the data ompletion problem. This problem onsists, for
a funtion u that solves Pu = 0 in 
 in the sense of distributions, to ompute with the help of the
values of u and 
n
u on  
0
, the values of u and 
n
u on the omplementary part  
1
. If u 2 C
1;
(
),
 2℄0; 1℄, solves Pu = 0 in 
 and satises jjujj
C
1;
(
)
 M and jjujj
C
1
( 
0
)
 Æ, then for all  < 
0
(),
there exists C; Æ
0
> 0 suh that for Æ < Æ
0
, jjujj
C
1
( 
1
)
 CM=(log(M=Æ))

. In a view to derive a
onvergene rate of the method of quasi-reversibility, we now study the ase of funtions that are
H
2
(
) for N = 2 and N = 3. We obtain the following theorem.
Theorem C.2 We dene the sets 
,  
0
and the operator P exatly as in the statement of
theorem C.1.
In the ase N = 2 (resp. N = 3), for all  2℄0; 
0
()=2[ (resp.  2℄0; 
0
()=4[), there exist
C; Æ
0
suh that for all Æ 2℄0; Æ
0
[, for all funtions u 2 H
2
(
) whih satisfy
jjujj
H
2
(
)
M; jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
 Æ; (C.26)
where M > 0 is a onstant, then
jjujj
H
1
(
)
 C
M
(log(M=Æ))

: (C.27)
If we do not assume that  
0
is of lass C
1;1
, the estimate (C.27) holds under assumption
(C.26) and provided we restrit to the funtions u whih satisfy uj
 
0
= 0 and 
n
uj
 
0
= 0.
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Proof: by lassial imbeddings for Sobolev Spaes (see for example [AF75℄, p. 108), we have that for N = 2,
H
2
(
)! C
0;
(
), for all  2 [0; 1[, and for N = 3, H
2
(
)! C
0;1=2
(
).
Then the proof is very similar to the proof of theorem C.1. For all  < 
0
() in the ase N = 2 (resp. for all
 < 
0
()=2 in the ase N = 3), there exists  > 0 suh that for suiently small ", for all u 2 H
2
(
),
jjujj
C
0
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
(!
1
)
) + "

jjujj
H
2
(
)
;
and then by using propositions C.2 and C.3,
jjujj
C
0
(
)
 e
="
(jjPujj
L
2
(
)
+ jjujj
H
1
( 
0
)
+ jj
n
ujj
L
2
( 
0
)
) + "

jjujj
H
2
(
)
:
Then assumption (C.26) implies
jjujj
C
0
(
)
 e
="
Æ + "

M:
By using the same " optimization proedure as in orollary 1 of [Bou08℄, we obtain that there exists C > 0 suh
that for suiently small Æ,
jjujj
C
0
(
)
 C
M
(log(M=Æ))

:
Combining (C.22) and (C.23), we obtain
jjujj
H
1
(
)
 C(jjPujj
L
2
(
)
+ jjujj
1=2
C
0
(
)
jjujj
1=2
H
1
(
)
):
By using a lassial trae inequality, we obtain
jjujj
H
1
(
)
 C(jjPujj
L
2
(
)
+ jjujj
1=2
C
0
(
)
jjujj
1=2
H
2
(
)
);
whih ompletes the proof .

C.4 Appliation to the method of quasi-reversibility
In this setion, we use the stability estimates obtained in previous setion to derive a onvergene
rate for the quasi-reversibility method, and therefore to omplete the results already obtained
in [Bou08, KT04℄. The method of quasi-reversibility, rst introdued in [LL67℄, enables one to
regularize the ill-posed ellipti Cauhy problems.
Speially, we onsider a bounded and onneted open domain 
  RN with Lipshitz boundary
and an open part  
0
. Now we assume that u 2 H
2
(
) solves the ill-posed Cauhy problem with
data (g
0
; g
1
) 2 H
1
( 
0
) L
2
( 
0
) :
8
>
<
>
:
Pu = 0 in 

uj
 
0
= g
0

n
uj
 
0
= g
1
:
(C.28)
In order to solve the Cauhy problem with these unorrupted data (g
0
; g
1
), for  > 0 we onsider
the formulation of quasi-reversibility, written in the following weak form : nd u

2 H
2
(
) suh
that 8v 2 H
2
(
), vj
 
0
= 
n
vj
 
0
= 0,
8
>
<
>
:
(Pu

; Pv)
L
2
(
)
+ (u

; v)
H
2
(
)
= 0
u

j
 
0
= g
0

n
u

j
 
0
= g
1
:
(C.29)
Using Lax-Milgram theorem and introduing the solution u to the system (C.28), we easily prove
that formulation (C.29) is well-posed. On the other hand, it follows from (C.28) and (C.29) that
there exist onstants C
1
; C
2
> 0 suh that
jju

  ujj
H
2
(
)
 C
1
; jjP (u

  u)jj
L
2
(
)
 C
2
p
: (C.30)
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Using (C.30) and theorem C.2 in the ase 2 for funtion u

  u 2 H
2
(
), we obtain the following
onvergene rate : there exists C > 0 for all  2℄0; 
0
()=2[ (resp.  2℄0; 
0
()=4[) for N = 2 (resp.
for N = 3), suh that for suiently small  > 0,
jju

  ujj
H
1
(
)
 C
1
(log(1=))

: (C.31)
Note that if additionally we assume that u

  u 2 H
3
(
) and
jju

  ujj
H
3
(
)
 C
1
; (C.32)
with the help of the imbeddings H
3
(
) ! C
1;
(
) for all  2 [0; 1[ and H
3
(
) ! C
1;1=2
(
), the
estimate (C.31) holds for all  2℄0; 
0
()[ (resp.  2℄0; 3
0
()=4[) for N = 2 (resp. for N = 3).
In order to test the optimality of (C.31), we introdue a disretized weak formulation of quasi-
reversibility, whih is assoiated to the ontinuous weak formulation (C.29). In this view, we
onsider the partiular ase N = 2, P =  , and 
 is a polygonal domain. We use the so-alled
Fraeijs de Veubeke's nite element (F.V.1), introdued in [Fra74℄ and analyzed in [LL75℄. This
nononforming nite element, initially designed to solve plate bending problems, an be also used
to solve the quasi-reversibility formulation (C.29). In the present paper, we briey desribe suh
element, but a omprehensive analysis of the disretized formulation is postponed in [BD10a℄.
We onsider a regular triangulation T
h
of 
 (see [Cia78℄ for denition) suh that the diameter of
eah triangle K 2 T
h
is bounded by h. The set  
0
onsists of the union of the edges of some
triangles K 2 T
h
, and the omplementary part of the boundary 
 is denoted  
1
. We denote W
h
,
the set of funtions w
h
2 L
2
(
) suh that for all K 2 T
h
, w
h
j
K
belongs to the spae of shape
funtions P
K
in K (see [LL75℄ for denition of P
K
), and suh that the degrees of freedom oinide,
that is : the values of the funtion at the verties, the values at the mid-points of the edges of the
element, and the mean values of the normal derivative along eah edge.
Then, we dene V
h;0
as the subset of funtions of W
h
for whih the degrees of freedom on the edges
ontained in  
0
vanish, and V
h
as the subset of funtions of W
h
for whih the degrees of freedom
on the edges ontained in  
0
oinide with the orresponding values obtained with data g
0
and g
1
.
For  > 0, we onsider the disretized formulation of quasi-reversibility, written in the following
weak form : nd u
h;
2 V
h
, suh that for all w
h
2 V
h;0
,
X
K2T
h
n
(u
h;
;w
h
)
L
2
(K)
+ (u
h;
; w
h
)
H
2
(K)
o
= 0: (C.33)
To analyze onvergene when h tends to 0, we introdue the norms jj:jj
2;h
and jj:jj
1;h
, whih are
dened, for w
h
2W
h
, by
jjw
h
jj
2
2;h
=
X
K2T
h
jjw
h
jj
2
H
2
(K)
; jjw
h
jj
2
1;h
=
X
K2T
h
jjw
h
jj
2
H
1
(K)
:
By adapting to our ase the arguments used in [BMR04℄ with the Morley's nite element for the
plate bending problem, we prove that provided u

is smooth enough, then for xed , jju
h;
 

h
u

jj
2;h
! 0 like h when h! 0, where 
h
u

is the interpolate of u

inW
h
. By using the estimate
(C.31), we onlude that for small xed h, we have the approximate onvergene rate in  :
jju
h;
  
h
ujj
1;h
. C
1
(log(1=))

: (C.34)
This is the reason why we hope to apture the logarithmi exponent  by using a rened mesh.
In our numerial experiments, we solve the problem (C.33) with data g
0
= uj
 
0
and g
1
= 
n
uj
 
0
for dierent harmoni funtions u dened by u
m
= Re(z
m
), with z = x + iy and m = 1; 2; :::.
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Figure C.3: Domains 
 under onsideration
For inreasing values of m, the orresponding funtion u
m
is more and more osillating, whih
is likely to deteriorate the onvergene rate in  for xed h. We stop inreasing m as soon as
jju
h;
  
h
ujj
1;h
beomes bigger than 0:1 jj
h
ujj
1;h
, that is when h is not suiently small to
enable the regularization proess in . In order to test dierent angles , 
 is either a triangle of
smaller angle 2 = =8, 2 = =5, 2 = =3, or a pentagon of smaller angle 2 = =2 (see gure
C.3). The set  
0
overs 60% of the total boundary 
 in all ases. The size of the mesh h is xed
to 1=150, whih has to be ompared to the edge of length 1 suh as indiated on gure C.3. The
gure C.4 represents the funtion 
h
u for u = Re(z
3
) in the ase 2 = =3, as well as the funtion
u
h;
  
h
u, where u
h;
is the solution of (C.33) for  = 10
 2
,  = 10
 4
and  = 10
 6
. In order
to apture the dependene of jju
h;
  
h
ujj
1;h
on  given by (C.34), we plot
log(jju
h;
  
h
ujj
1;h
) = F (log(log(1=)))
for funtions u = u
m
whih orrespond to inreasing values of m. The rst important result is that
the graph of the funtion F we obtain is atually a line of negative slope, whih is an experimental
onrmation of the logarithmi stability we have established. Furthermore, we remark that this
slope is dereasing with m, as predited above. The gure C.5 learly illustrates this fat, in the
ase 2 = =3, for m = 2; 3; 5. The seond and main important result is the way the slope depends
on the smaller angle 2 of the polygon. As an be seen on gure C.6, the slope of F is inreasing
as a funtion of  for xed m, as predited by (C.6). More preisely, we observe that for inreasing
values of m, the slope tends asymptotially to some value whih is approximately the value 
0
()
given by (C.6), in partiular for small values of . Hene, it turns out that our estimate (C.31)
for any  < 
0
() (with the additional regularity assumption (C.32)), whih is not proved to be
optimal, seems not far away from optimality.
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Figure C.4: Exat solution Re(z
3
) for angle 2 = =3, disrepany between the retrieved and the
exat solution for  = 10
 2
,  = 10
 4
and  = 10
 6
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Figure C.5: Funtion F for 2 = =3 and m = 2; 3; 5
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 1  2  3  4  5  6
pi/2
pi/3
pi/5
pi/8
Figure C.6: Slope of the linear funtion F as a funtion of m, for 2 = =8, =5, =3, =2,
ompared to the theoretial slope 
0
()
220 ANNEXE C.
Bibliographie
[ABF06℄ M. Azaiez, F. Ben Belgaem, and H. El Fekih. On Cauhy's problem : II. Completion,
regularization and approximation. Inverse Problems, 22 :1307, 2006.
[ABH04℄ H. Ben Ameur, M. Burger, and B. Hakl. Level set methods for geometri inverse
problems in linear elastiity. Inverse Problems, 20 :673, 2004.
[ABRV00℄ G. Alessandrini, E. Beretta, E. Rosset, and S. Vessella. Optimal stability for inverse el-
lipti boundary value problems with unknown boundaries. Annali della Suola Normale
Superiore di Pisa, 29(4) :755806, 2000.
[ACM10℄ L. Ambrosio, A. Carlotto, and A. Massaesi. Leture notes on partial dierential
equations, 2010.
[ADJT05℄ G. Allaire, F. De Gournay, F. Jouve, and A. Toader. Strutural optimization using
topologial and shape sensitivity via a level set method. Control and ybernetis,
34(1) :59, 2005.
[AF75℄ R.A. Adams and J.J.F. Fournier. Sobolev spaes. Aademi press New York, 1975.
[AHBM06℄ O. Alvarez, P. Hoh, Y. Le Bouar, and R. Monneau. Disloation dynamis : short-time
existene and uniqueness of the solution. Arhive for Rational Mehanis and Analysis,
181(3) :449504, 2006.
[AS72℄ M. Abramovitz and I.A. Stegun. Handbook of mathematial funtions. Dover, New
York, 1972.
[Bar94℄ G. Barles. Solutions de visosité des équations de Hamilton-Jaobi. Springer Paris,
1994.
[BC05℄ M. Bonnet and A. Constantinesu. Inverse problems in elastiity. Inverse problems,
21 :R1, 2005.
[BD08℄ L. Bourgeois and J. Dardé. Conditional stability for ill-posed ellipti auhy problems :
the ase of lipshitz domains (part ii). Rapport INRIA, 6588, 2008.
[BD10a℄ L. Bourgeois and J. Dardé. A quasi-reversibility approah to solve the inverse obstale
problem. Inverse Problems and Imaging, 4(3) :351377, 2010.
[BD10b℄ L. Bourgeois and J. Dardé. About stability and regularization o ill-posed ellipti
auhy problems : the ase of lipshitz domains. Appliable Analysis, irst, 2010.
[BDM00℄ C. Bernardi, M. Dauge, and Y. Maday. Compatibilité de traes aux arêtes et oins
d'un polyèdre. Comptes Rendus de l'Aademie des Sienes-Serie I-Mathematique,
331(9) :679684, 2000.
[BF05℄ F. Ben Belgaem and H. El Fekih. On Cauhy's problem : I. A variational Steklov
Poinaré theory. Inverse Problems, 21 :1915, 2005.
[Blu89℄ J. Blum. Numerial simulation and optimal ontrol in plasma physis : with
appliations to Tokamaks. Gauthier-Villars, 1989.
[BMR04℄ C. Bernardi, Y. Maday, and F. Rapetti. Disrétisations variationnelles de problèmes
aux limites elliptiques. Springer-Verlag Berlin, 2004.
221
222 BIBLIOGRAPHIE
[Bon08℄ M. Bonnet. Inverse aousti sattering by small-obstale expansion of a mist funtion.
Inverse Problems, 24 :035022, 2008.
[Bou98℄ L. Bourgeois. Contrle optimal et problèmes inverses en plastiité. PhD thesis, Éole
Polytehnique, Marh 1998.
[Bou05℄ L. Bourgeois. A mixed formulation of quasi-reversibility to solve the auhy problem
for laplae's equation. Inverse Problems, 21(3) :10871104, 2005.
[Bou06℄ L. Bourgeois. Convergene rates for the quasi-reversibility method to solve the auhy
problem for laplae's equation. Inverse Problems, 22(2) :413430, 2006.
[Bou07℄ L. Bourgeois. A stability estimate for ill-posed ellipti auhy problems in a domain
with orners. C. R. Aad. Si. Paris, Ser. I, 345 :385390, 2007.
[Bou08℄ L. Bourgeois. Conditional stability for ill-posed ellipti auhy problems : the ase of

1;1
domains (part i). Rapport INRIA, 6585, 2008.
[Bou10℄ L. Bourgeois. About stability and regularization of ill-posed ellipti auhy problems :
the ase of 
1;1
domains. M2AN, 44-4 :715735, 2010.
[Bre05℄ H. Brezis. Analyse fontionnelle : théorie et appliations (retirage 2005). Dunod,
2005.
[Buk93℄ A. L. Bukhgeim. Extension of solutions of ellipti equations from disrete sets. J. Inv.
Ill-Posed Problems, 1(1) :1732, 1993.
[Bur04℄ M. Burger. LevenbergMarquardt level set methods for inverse obstale problems.
Inverse problems, 20 :259, 2004.
[Car38℄ T. Carleman. Sur un problème d'uniité pour les systèmes d'équations aux dérivées
partielles à deux variables indépendantes. Arkiv for matematik, astronomi oh fysik,
26, 1938.
[CC06℄ F. Cakoni and D.L. Colton. Qualitative methods in inverse sattering theory : An introdution.
Springer Verlag, 2006.
[CDJP01℄ A. Cimetiere, F. Delvare, M. Jaoua, and F. Pons. Solution of the Cauhy problem
using iterated Tikhonov regularization. Inverse Problems, 17 :553, 2001.
[CEL84℄ M.G. Crandall, L.C. Evans, and P.L. Lions. Some properties of visosity solutions
of hamilton-jaobi equations. Transations of the Amerian Mathematial Soiety,
282(2) :487502, 1984.
[CGGM00℄ J. Céa, S. Garreau, P. Guillaume, and M. Masmoudi. The shape and topologial
optimizations onnetion. Computer Methods in Applied Mehanis and Engineering,
188(4) :713726, 2000.
[Cha97℄ S.J. Chatterji. Cours d'analyse Tome 1 : Analyse vetorielle. 1997.
[Cho09℄ M. Choulli. Une introdution aux problèmes inverses elliptiques et paraboliques.
Springer Verlag, 2009.
[CHT62℄ R. Courant, D. Hilbert, and T. Teihmann. Methods of mathematial physis, vo-
lume 15. 1962.
[Cia78℄ P.G. Ciarlet. The nite element method for ellipti problems. North-Holland, 1978.
[CK96℄ D. Colton and A. Kirsh. A simple method for solving inverse sattering problems in
the resonane region. Inverse problems, 12 :383, 1996.
[CK98℄ D.L. Colton and R. Kress. Inverse aousti and eletromagneti sattering theory.
Springer Verlag, 1998.
[CK07℄ C. Clason and M. Klibanov. The quasi-reversibility method for thermoaousti tomo-
graphy in a heterogeneous medium. SIAM J. Si. Comput, 30(1) :123, 2007.
BIBLIOGRAPHIE 223
[CKP09℄ H. Cao, M.V. Klibanov, and S.V. Pereverzev. A arleman estimate and the balan-
ing priniple in the quasi-reversibility method for solving the auhy problem for the
laplae equation. Inverse Problems, 25, 2009.
[CL83℄ M.G. Crandall and P.L. Lions. Visosity solutions of Hamilton-Jaobi equations.
Transations of the Amerian Mathematial Soiety, 277(1) :142, 1983.
[CL84℄ M.G. Crandall and P.L. Lions. Two approximations of solutions of Hamilton-Jaobi
equations. Mathematis of Computation, 43(167) :119, 1984.
[CL09℄ P. Ciarlet and É. Lunéville. La méthode des éléments nis, de la théorie à la pratique.
Les Presses de l'ENSTA, 2009.
[DZ94℄ M.C. Delfour and J.P. Zolésio. Shape analysis via oriented distane funtions. Journal
of Funtional Analysis, 123(1) :129201, 1994.
[DZ01℄ M. C. Delfour and J.P. Zolésio. Shapes and geometries. SIAM, 2001.
[EG94℄ H.W. Engl and W. Grever. Using the Lurve for determining optimal regularization
parameters. Numerishe Mathematik, 69(1) :2531, 1994.
[EHN96℄ H.W. Engl, M. Hanke, and A. Neubauer. Regularization of inverse problems. Springer
Netherlands, 1996.
[FABB10℄ B. Faugeras, A. Ben Abda, J. Blum, and C. Boulbe. Minimization of a onstitutive
law error funtional to solve a Cauhy problem arising in plasma physis : the reons-
trution of the magneti ux in the vauum surrounding the plasma in a Tokamak.
Arxiv preprint arXiv :1005.1588, 2010.
[FI96℄ A. Fursikov and O. Imanuvilov. Controllability of Evolution Equations, Leture Notes
series 34, Researh Institute of Mathematis. Seoul National University, 1996.
[FL96℄ C. Fabre and G. Lebeau. Prolongement unique des solutions de l'équation de stokes.
Communiation in Partial Dierential Equations, 21 :573596, 1996.
[Fra74℄ B. Fraeijs De Veubeke. Variational priniples and the path test. Internat. J. Numer.
Methods Engrg., 8 :783801, 1974.
[Gon98℄ M. Gonnord. L'essentiel du ours de maths en prépa : de la MPSI à la MP MP

. El-
lipses, 1998.
[GR86℄ V. Girault and P.A. Raviart. Finite Element Methods for Navier-Stokes Equations. 1986.
1986.
[Gri85℄ P. Grisvard. Ellipti problems in nonsmooth domains, volume 24. 1985.
[Gri92℄ P. Grisvard. Singularities in boundary value problems. Masson, 1992.
[GT01℄ D. Gilbarg and N.S. Trudinger. Ellipti partial dierential equations of seond order.
Springer Verlag, 2001.
[Had02℄ J. Hadamard. Sur les problèmes aux dérivées partielles et leur signiation physique.
Prineton University Bulletin, 13(49-52) :4, 1902.
[Hei05℄ J. Heinonen. Letures on Lipshitz analysis. Citeseer, 2005.
[HI04℄ T. Hryak and V. Isakov. Inreased stability in the ontinuation of solutions to the
helmholtz equation. Inverse problems, 20 :697712, 2004.
[HK05℄ H. Haddar and R. Kress. Conformal mappings and inverse boundary value problems.
Inverse Problems, 21 :935, 2005.
[Hor76℄ L. Hormander. Linear Partial Dierential Operators, Fourth Printing. Springer-Verlag,
1976.
[HP05℄ A. Henrot and M. Pierre. Variation et optimisation de formes. Springer, 2005.
224 BIBLIOGRAPHIE
[Isa98℄ V. Isakov. Inverse problems for partial dierential equations. Springer-Verlag, Berlin,
1998.
[Joh60℄ F. John. Continuous dependene on data for solutions of pde with a presribed bound.
Communiations on pure and applied mathematis, 13 :551585, 1960.
[Joh76℄ C. Johnson. Existene theorems for plastiity problems. J. Math. Pures Appl., IX.
Sér., 55 :431444, 1976.
[Joh78℄ C. Johnson. On plastiity with hardening. Journal of Mathematial Analysis and
Appliations, 62(2) :325336, 1978.
[Kav℄ O. Kavian. Letures on parameter identiation. Three Courses on Partial Dierential
Equations, page 125.
[Kir34℄ M.D. Kirszbraun. Über die zusammenziehenden und Lipshitzshen Transformationen.
Fund. Math, 22 :77108, 1934.
[Kli06℄ M.V. Klibanov. Estimates of initial onditions of paraboli equations and inequalities
via lateral data. Inverse problems, 22 :495514, 2006.
[KT04℄ M.V. Klibanov and A.A. Timonov. Carleman Estimates for Coeient Inverse
Problems and Numerial Appliations. VSP, 2004.
[KV85℄ R.V. Kohn and M. Vogelius. Determining ondutivity by boundary measurements II.
Interior results. Communiations on Pure and Applied Mathematis, 38(5) :643667,
1985.
[Ley01℄ O. Ley. Lower-bound gradient estimates for rst-order hamilton-jaobi equations and
appliations to the regularity of propagating fronts. Advanes in Dierential Equations,
6(5) :547576, 2001.
[Lie85℄ G. Lieberman. Regularized distane and its appliations. Pai Journal of
Mathematis, 117(2) :329352, 1985.
[Lio68℄ J.L. Lions. Contrle optimal de systemes gouvernés par des équations aux dérivées
partielles. Dunod Paris, 1968.
[LL67℄ J.L. Lions and R. Lattès. Méthode de Quasi-réversibilité et Appliations. Dunod,
1967.
[LL75℄ P. Lasaux and P. Lesaint. Some nononforming nite elements for the plate bending
problem. RAIRO Anal numer, 9(1) :953, 1975.
[LL83℄ P. Ladeveze and D. Leguillon. Error estimate proedure in the nite element method
and appliations. SIAM Journal on Numerial Analysis, 20(3) :485509, 1983.
[LL09℄ J. Le Rousseau and G. Lebeau. Introdution aux inégalités de Carleman pour les opé-
rateurs elliptiques et paraboliques. Appliations au prolongement unique et au ontrle
des équations paraboliques. 2009.
[LLS98℄ A. Litman, D. Lesselier, and F. Santosa. Reonstrution of a two-dimensional binary
obstale by ontrolled evolution of a level-set. Inverse Problems, 14 :685, 1998.
[LM68℄ J.L. Lions and E. Magenes. Problèmes aux limites non homogènes et appliations ,
volume 1. Dunod, 1968.
[Löb07℄ D. Löbah. On Regularity for plastiity with hardening. SFB 611, 2007.
[Loh99℄ S. Lohrengel. Etude mathématique et résolution numérique des équations de maxwell
dans un domaine non régulier. Tehnial report, ENSTA, 1999.
[LR95℄ G. Lebeau and L. Robbiano. Contrle exat de l'équation de la haleur. Communiation
in Partial Dierential Equations, 20 :335356, 1995.
BIBLIOGRAPHIE 225
[LRS86℄ M. Lavrentiev, V. Romanov, and S. Shishatski. Ill-posed Problems of Mathematial
Physis and Analysis. Amerian Mathematial Soiety, New-York, 1986.
[MGB
+
04℄ F. Mittelbah, M. Goossens, J. Braams, D. Carlisle, C. Rowley, C. Detig, J. Shrod,
and M. Downes. The LATEX ompanion. Addison-Wesley, 2004.
[NB00℄ A. Nilas and L. Bourgeois. An inverse approah to determine the non-linear properties
of indution heat-treated steels. European Journal of Mehanis-A/Solids, 19(1) :69
88, 2000.
[ND67℄ J. Ne£as and J. Dhombres. Les méthodes diretes en théorie des équations elliptiques.
Aademia, 1967.
[NW99℄ J. Noedal and S.J. Wright. Numerial optimization. Springer verlag, 1999.
[OF03℄ S. Osher and R.P. Fedkiw. Level set methods and dynami impliit surfaes. Springer
Verlag, 2003.
[OP03℄ S. Osher and N. Paragios. Geometri level set methods in imaging, vision, and graphis.
Springer-Verlag New York In, 2003.
[OS88℄ S. Osher and J.A. Sethian. Fronts propagating with urvature-dependent speed : al-
gorithms based on Hamilton-Jaobi formulations. Journal of omputational physis,
79(1) :1249, 1988.
[Pay70℄ L. E. Payne. On a priori bounds in the auhy problem for ellipti equations. SIAM
J. Math. Anal., 1 :8289, 1970.
[Phu03℄ K.-D. Phung. Remarques sur l'observabilité pour l'équation de laplae. ESAIM :
Control, Optimisation and Calulus of Variations, 9 :621635, 2003.
[PL96℄ O. Pironneau and B. Luquin. Introdution au alul sientique. Editions Masson,
1996.
[Rob91℄ L. Robbiano. Théorème d'uniité adapté au ontrle des solutions des problèmes
hyperboliques. Communiation in Partial Dierential Equations, 16 :789800, 1991.
[San96℄ F. Santosa. A level-set approah for inverse problems involving obstales. ESAIM :
Control, Optimisation and Calulus of Variations, 1 :1733, 1996.
[Sh91℄ L. Shwartz. Analyse I : Théorie des ensembles et topologie. Hermann Paris, 1991.
[SI07℄ D. Aralumallige Subbarayappa and V. Isakov. On inreased stability in the ontinua-
tion of the helmholtz equation. Inverse problems, 23 :16891697, 2007.
[Sin05℄ E. Sinih. Stability and reonstrution for the determination of boundary terms by a
single measurement, Thesis. SISSA/ISAS, Trieste, Italy, 2005.
[Son77℄ N.Q. Son. On the elasti plasti initial-boundary value problem and its numerial
integration. International Journal for Numerial Methods in Engineering, 11(5) :817
832, 1977.
[Str71℄ A.H. Stroud. Approximate alulation of multiple integrals. Prentie-Hall Englewood
Clis, NJ, 1971.
[Suq81℄ P. Suquet. Sur les équations de la plastiité : existene et regularité des solutions. J.
Méanique, 20(1) :339, 1981.
[SZ92℄ J. Sokolowski and J.P. Zolesio. Introdution to shape optimization. Springer-Verlag
Berlin/New York, 1992.
[TE74℄ R. Temam and I. Ekeland. Analyse onvexe et problemes variationnels. Dunod, 1974.
[TY08℄ T. Takeuhi and M. Yamamoto. Tikhonov regularization by a reproduing kernel
hilbert spae for the auhy problem for a ellipti equation. SIAM J. Si. Comput.,
31(1) :112142, 2008.

Méthodes de quasi-réversibilité et de lignes de niveau appliquées aux pro-
blèmes inverses elliptiques
Résumé : e travail s'intéresse à l'utilisation de la méthode de quasi-réversibilité pour la résolution
de problèmes inverses, un exemple typique étant le problème inverse de l'obstale. Nous proposons
pour e dernier une nouvelle approhe ouplant la méthode de quasi-réversibilité et une méthode de
lignes de niveau. Plus préisément, à partir d'un ouvert andidat !, nous résolvons un problème de
Cauhy à l'extérieur de !, puis nous mettons à jour et ouvert par la méthode de lignes de niveau.
La solution approhée du problème de Cauhy est obtenue en utilisant la méthode de quasi-
réversibilité, introduite par J.L. Lions et R. Lattès dans les années soixante. Nous proposons dié-
rentes formulations de ette méthode, ainsi que sa disrétisation par éléments nis non onformes
adaptés à l'espae de Sobolev H
2
, et nous prouvons la onvergene des éléments nis. En présene
d'une donnée bruitée, nous introduisons une nouvelle méthode basée sur la dualité en optimisation
et le prinipe de Morozov. Nous montrons que ette méthode fournit des données régularisées et un
hoix de paramètre de régularisation pertinent pour la quasi-réversibilité.
En e qui onerne la mise à jour de l'ouvert !, nous proposons deux méthodes de lignes de
niveau très diérentes : la première est basée sur une équation eikonale, la seonde sur une équation
de Poisson. Nous prouvons que es deux approhes assurent la onvergene vers l'obstale.
Finalement, nous présentons des résultats numériques pour ette approhe ouplant quasi-
réversibilité/lignes de niveau dans diérentes situations : problème inverse de l'obstale ave ondi-
tion de Dirihlet, détetion de défauts dans une struture élasto-plastique...
Mots lés : problème de Cauhy elliptique, problème inverse de l'obstale, méthode de quasi-
réversibilité, méthode de lignes de niveau.
Quasi-reversibility and level set methods applied to ellipti inverse prob-
lems
Abstrat: this work onsiders the quasi-reversibility method for solving some inverse problems,
a typial example being the inverse obstale problem. We propose for the latter a new approah
that ouples the quasi-reversibility method and a level set method. More preisely, from a andidate
open domain !, we solve a Cauhy problem outside !, and then update ! using the level set method.
The approximated solution of the Cauhy problem is obtained by using the quasi-reversibility
method introdued by J.L. Lions and R. Lattès in the sixties. We propose dierent formulations of
this method, as well as its disretization by nononforming nite elements adapted to the framework
of Sobolev spae H
2
, and we prove the onvergene of the nite elements. In the presene of noisy
data, we introdue a new method based on duality in optimization and the Morozov's disrepany
priniple. We establish a relationship between this method and the quasi-reversibility; in partiular,
we show that it provides regularized data and a relevant regularization parameter that inrease the
eieny of quasi-reversibility.
Regarding the update of the open domain !, we propose two very dierent level set approahes:
one is based on an eikonal equation, the other on a Poisson equation. We prove that this two
approahes guarantee onvergene to the obstale.
Finally, we present numerial results for this oupled quasi-reversibility/level set approah in
dierent situations: inverse obstale problem with Dirihlet ondition, detetion of some defets in
an elastoplasti struture...
Keywords: ellipti Cauhy problem, inverse obstale problem, quasi-reversibility method, level
set method.
