I. INTRODUCTION
Unlike linear stochastic systems, in which optimal filtering techniques were first developed by Kalman [1] for state estimation, approximations are needed to handle all nonlinearities. For implementation of sub-optimal Kalman methodologies for nonlinear stochastic systems, careful emphasis must be taken for linearization and management of the resulting errors. Two examples of these sub-optimal methodologies are the extended Kalman filter and the Unscented Kalman filter. Each methodology has advantages and disadvantages regarding accuracy, computational costs, ease of implementation, etc.
The extended Kalman filter (EKF) [2, 3] is an iterative method which linearizes about a trajectory in state space that is continuously updated with state estimates determined from measurements (when available). EKF implementation is not trivial in that many assumptions must be made. These assumptions include the identification and linearization of the system nonlinearities before applying the Kalman equations. This assumes that the nonlinear functions are differentiable so that the computation of the Taylor series around the current estimates can be conducted using the proper partial derivatives of the nonlinear process and/or measurement equations. Accuracy may suffer due to the fact that the Taylor series must be truncated to the first order. If higher order terms are significant (i.e. assumption of local linearity breaks down), the extended Kalman formulation can become unstable.
In order to address the approximation assumptions of the EKF, Julier and Uhlmann developed the Unscented Kalman filter (IJKF) [4, 5] . The UKF, through the Unscented Transformation, does not approximate the process and/or measurement equations, but approximates the state distribution using a set of computed test points which capture the true first two moments (under Gaussian assumption). When these test points are propagated through the "4true" nonlinear system, the posterior mean and covariance are captured accurately to the 2nd order (as compared to a Ist order Taylor series expansion in the EKF). Besides accuracy, another primary advantage of the UKF is that it is "derivativefree". The disadvantages of the UKF are that there are scaling parameters which need tuning to assist in accuracy and the condition of the error covariance matrix after nonlinear transformation [6] .
In this paper, we propose a conceptual use of fuzzy clustering techniques to develop a variant of the UKF which has the goal of eliminating the difficulties of the tuning parameters.
II. BACKGROUND IN FuzzY CLUSTERING
Techniques to solve the general pattern recognition problem can be classified into two broad categories: supervised and unsupervised techniques. Supervised algorithms use a dataset with known classifications, whereas, unsupervised algorithms do not use a given set of characteristics of a dataset. One of the best-known algorithms for implementing unsupervised clustering technique is Fuzzy C-means (FCM) algorithm [7] . Using a similar strategy but modifying the objective function, the Gustafson/Kessel (GK) derived algorithm [7, 8] looks for "hyper-ellipsoidal clusters" of varying sizes.
Let xk =1Rn, k = ,...,be the given set of data to be clustered; N being the number of data sets. Next, let vi = R , i = 1,...,c be centers of clusters to be detennined; c being the number of clusters. Each set of data xk, will associate itself with each center vi with a membership value uik which is a measure of the closeness of the data to the corresponding center. Generally, in an iterative manner, the centers vi, and uik, are determined from the minimization of
with constraints Zc_1 (uik ) = 1 and 0 < uik < where Ai = Vdet (Si ')(STi (2) yield a "cluster of interest". While maintaining the mean information of this cluster, a Gaussian fit may be made on the "cluster of interest" using a least squares approach which will appropriately give the covariance information as shown in (3) Fig. 1 (c) . Thus, using this approach, the first 2 (4) Consider the system, Si-= E Uilk (Xk-Vi)(Xk-i* (5) k=1
In addition, for GK, thefuzzy covariance can be defined as n E ui'k (xk -Vi))(Xk-Vi) Cfi k=1 (6) k=l Notice that for proper implementation of the GK technique, for each cluster, a matrix inversion and a determinant has to be calculated for each iteration.
III. FuzzY STATISTICAL TEST POINT (FSTP) KALMAN FILTER A. Fuzzy Variant ofthe Unscented Transformation
Using a similar strategy as in [4] , a fuzzy variant of the Unscented Transformation (general example shown in Fig. 1 ) needs to be discussed.
Referring to Fig. 1 , let x be a n-dimensional Gaussian random variable distribution with a mean x and covariance Px. Consider x to propagate through some nonlinear function, or y = g (x), with the goal of determining the first two statistical moments of y ( y and Pyy ). As in the original Unscented Transformation, a deterministic set of symmetric sampled test points containing the same general covariance information can be computed by takin the positive and negative "roots" from the columns of + (n+2) P , where A is an arbitrary chosen scaling parameter (representing the distribution "spread"). By adding x, the symmetric set of test points will also contain the mean information of the original distribution. This is shown in Fig. l(a) . This set of test points is then propagated through some nonlinear function and clustered using either the FCM or the GK algorithm, as depicted in Fig. l(b) . The fuzzy clustering process will also 
where,
and h(.) E RP . Now that the fuzzy variant of the Unscented Transformation has been described, it is straightforward to implement it into the basic Kalman methodology (Table I) with an assumed "spread" constant A. Table I , the function FuzzyCluster refers to the general method of fuzzy clustering and Gaussian statistical estimation of the "cluster of interest" with the given arguments. The direct method of clustering may be either FCM or GK, which will return centers and corresponding membership values to the specified number of clusters. If GK algorithm is selected, an additional structure (fuzzy covariance matrix) will be computed using (6) . A pseudo algorithm for the function FuzzyCluster is given in Table II. 
where i e= R'"P (index for np test points), x e-R"l of n dimension, x E IR"xl is the center of the "cluster of interest" of n dimension, (Umf ). (degrees of membership of the corresponding i"h test point of the "cluster of interest"), and H E Rnxn is the covariance matrix of the "cluster of interest". Step 2: Iterate through Fuzzy C-means or Gustafson-Kessel clustering algonithm.
Step 3: Find 'center of gravity' between all cluster centers. Determine the closest cluster to the 'center of gravity'. This is the 'cluster of interest'.
Step Before showing the results, lets examine some of the behavior of the FSTP Kalman filter algorithm for this example. Fig. 2 gives a "snap shot" of the propagation of the test point distribution representing the state uncertainty between iterations 10 and 20. The circle in Fig. 2 represents the mean (state estimate) of the test point distribution at that particular iteration. Fig. 3 shows an example of a weighted least squares Gaussian fit of the test points with comparison to the UKF. The circles are the test point membership values. Only 5 of the 7 are shown in Fig. 3 due to symmetry (test points may overlap). Notice that the Gaussian moments computed using the FSTP Kalman algorithm closely resemble the moments calculated by the UKF.
Results of two trials (since both the measurement and process noise sequences are randomly generated) are shown numerically in Table IV . Additionally, Fig. 4 shows the error variance of all four algorithms under comparison (for Trial 1 only). Referring to these results, the FSTP (FCM) Kalman filter generally performed as well as the original UKF. In both trials, the EKF didn't perform well which was expected due the errors introduced using Jacobian linearization. The FSTP (GK) Kalman filter didn't perform well in either trial due to errors introduced in the computation of error covariance estimation from (6) as evident in Fig. 4 . Variable and parameter initialization given in Table V . iteration. Referring to Fig. 5 and Fig. 6 , notice that there are a total of 2n +1 or 5 clusters and that the "cluster of interest" was determined as the closest cluster to the "center of gravity" within the test point space as required by the FSTP Kalman algorithm. Again, as in the previous example, some of the test points overlap in the plots, thus are not shown. The results of this single artificial neuron training example are illustrated in Fig. 7 and Fig. 8 . Training ended once the epoch mean squared error (eMSE) reached 0.025. An acceptable global solution was obtained in the determination of the weight and bias parameters of a single artificial neuron using the FSTP (FCM) Kalman algorithm. FSTP (GK) was attempted to derive the parameters but failed due to filter instability. This instability is believed to be the result of errors in the estimation of the necessary covariance terms (similar to the preceding example) computed using (6) . Recall that the test points to be used in the next iteration are computed form the current error covariance matrix (in general terms ±I ).
Hence, any errors in the error covariance estimation will directly affect the computation of the next iteration test points as revealed in Table I . future work will include an extensive look into the computational requirements ofthe FSTP algorithm. 
