We consider a channel with a binary input X being corrupted by a continuous-valued noise that results in a continuous-valued output Y . An optimal binary quantizer is used to quantize the continuousvalued output Y to the final binary output Z to maximize the mutual information I(X; Z). We show that when the ratio of the channel conditional density r(y) = P (Y =y|X=0) P (Y =y|X=1) is a strictly increasing/decreasing function of y, then a quantizer having a single threshold can maximize mutual information. Furthermore, we show that an optimal quantizer (possibly with multiple thresholds) is the one with the thresholding vector whose elements are all the solutions of r(y) = r * for some constant r * > 0. Interestingly, the optimal constant r * is unique. This uniqueness property allows for fast algorithmic implementation such as a bisection algorithm to find the optimal quantizer. Our results also confirm some previous results using alternative elementary proofs. We show some numerical examples of applying our results to channels with additive Gaussian noises.
I. INTRODUCTION
Quantization techniques play a vital role in signal processing, communication, and information theory. A classical quantization technique maps a given real number to an element in a given finite discrete set that minimizes/maximizes a certain objective. Vector quantization (VC) extends the classical quantization to allow the input to take on the real-valued vector [1] , [2] . In compression, quantization is often used to minimize the distortion (e.g. mean square error (MSE)) between the original data and its quantized version [3] , [4] . In graphics, color quantization is used to reduce the number of colors in the images for displays with various capabilities [5] . In communication, quantization is often used to minimize the decoding errors. Broadly, any conversion of a highresolution signal to a low-resolution signal requires quantization. In this paper, we consider the quantization in the context of a communication channel where the transmitted binary signal is corrupted by a continuous noise, resulting in a continuous-valued signal at the receiver. To recover the transmitted signal, the receiver performs a quantization algorithm that maps the received continuous-valued signal to the quantized signal such that the objective function between the input and the quantized output is maximized/minimized. There is a rich literature on quantizer design that minimizes various objectives. One popular objective is to minimize the average decoding error. Another fundamental objective is to maximize the mutual information between the discrete transmitted inputs and the quantized outputs. Equivalently, this objective minimizes the information loss between the inputs and the outputs, and is related to the capacity of the channel. Specifically, for a given discrete memoryless channel (DMC) specified by a channel matrix M, its capacity is found by maximizing the mutual information between the input and the output with respect to the input distribution p [6] , [7] . On the other hand, our work is focused on maximizing the mutual information with respect to the quantization parameters, i.e, it is equivalent to designing a channel matrix M for a fixed distribution p that maximizes the capacity. This situation often arises in real-world scenarios where the distribution of input is already given. In addition, many recent works have proposed to use quantization strategies that maximize the mutual information in the designs of low density parity check codes (LPDC) [8] , [9] and polar codes [10] .
We consider a channel with binary input X that is corrupted by a given continuous noise to produce continuous-valued output Y . An optimal binary quantizer is then used to quantize the continuous-valued output Y to the final binary output Z to maximize the mutual information I(X; Z). We show that when the ratio of the channel conditional density r(y) = P (Y =y|X=0)
is a strictly increasing/decreasing function of y, then a quantizer having a single threshold can maximize mutual information. Furthermore, we show that an optimal quantizer (possibly with multiple thresholds) is the one with the thresholding vector whose elements are all the solutions of r(y) = r * for some constant r * > 0. Interestingly, the optimal constant r * is unique. This uniqueness property allows for fast algorithmic implementation such as a bisection algorithm to find the optimal quantizer. Our results also confirm some previous results using alternative elementary proofs.
The outline of the paper is as follows. First, we discuss a few related works in Section II.
In Section III, we formulate the problem of designing the optimal quantizer that maximizes the mutual information. In Section IV, we describe the structure of optimal quantizers. In Section V, we show the existence of a unique optimal quantizer for a given number of thresholds, and provide an efficient algorithm for finding it. Finally, we provide examples and numerical results to verify our contributions in Section VI.
II. RELATED WORK
Research on quantization techniques has a long history, including many earliest works in 1960s [11] that aim to minimize the distortion between the original signal and the quantized signal.
From a communication perspective, designing the quantizers that maximize the information capacity for Gaussian channels have also been proposed in 1970s [12] . Recently, in constructing efficient codes such as LDPC and polar codes, a number of works have made use of quantizers that maximize the mutual information [8] , [9] , [10] . Many advanced quantization algorithms have also been proposed to maximize the mutual information between the input and the quantized output over the past decade [13] , [14] , [15] , [16] , [17] , [18] . In [13] , the channel is assumed to have discrete input and discrete output, and the optimal quantizers can be found efficiently using dynamic programming that has polynomial time complexity [19] . On the other hand, we study the channels with discrete binary inputs and continuous-valued outputs which are then quantized to binary outputs. The continuous-valued output is a direct result of the channel conditional density. We note that it is possible to first discretize the continuous-valued output, then use the existing quantization algorithms for the discrete input-discrete output channels [13] . However, in many scenarios, this may result in loss of efficiencies. In particular, many analytical and computational techniques for dealing with continuous-valued functions are more efficient than their discrete counterparts.
Our work is also related to the classification problem in learning theory. Brushtein et al.
gave the condition on the existence of an optimal quantizer which minimizes the impurity of partitions [20] . Because of the similarity between maximizing mutual information and minimizing conditional entropy function [13] , [21] , the result in [20] can be applied for finding the optimal quantizer. A similar result also can be found in [22] . In [23] , Zhang et al. show that finding an optimal quantizer is equivalent to finding an optimal clustering. Therefore, a locally optimal solution can be found using k-means algorithm with the Kullback-Leibler divergence as the distance metric. Recently, there have also been many works on approximating the optimal clustering that minimize the impurity function for high dimensional data [24] , [25] , [26] .
There are also works on designing quantizers that maximize the channel capacity by maximizing the mutual information over both quantization parameters and the input probability mass function (pmf). This problem remains to be a hard problem [14] , [21] , [27] , [28] , [29] , [30] .
Although the mutual information is a convex function in the input pmf, it is not a convex function in the quantization parameters. As such, many successful convex optimization techniques for finding the optimal solution are not applicable. In [27] , a heuristic near optimal quantization algorithm is proposed. However, the algorithm only works well when the SNR ratio is high.
In [14] , R. Mathar et al. investigate an optimal quantization strategy for binary input-multiple output channels using two support points. These results are only applicable to approximate the optimal point between two supporting points. On the other hand, Kurkoski et al. solve the optimal quantization for a discrete input-discrete output binary channel using a backward channel [21] .
This technique can find the optimal quantizer with the complexity O(N) using an exhaustive search, where N is the number of discretized levels. This work also shows that there exists an optimal quantizer using only a single threshold if the conditional noise density satisfies the log-likelihood condition. On the other hand, our work describes the generalized conditions for the existence of a single threshold optimal quantizer together with the uniqueness property that allows for designing fast algorithms to find an optimal quantizer.
III. PROBLEM DESCRIPTION
We consider the channel shown in Fig. 1 where the binary signals x ∈ X = {0, 1} are transmitted and corrupted by a continuous noise source to produce a continuous-valued output y ∈ R at the receiver. Specifically, y is specified by the a channel conditional density p(y|x). p(y|x) models the distortion caused by noise. The receiver recovers the original binary signal
x by decoding the received continuous-valued signal y to z ∈ Z = {0, 1} using a quantizer Q.
Since y ∈ R, the quantization parameters can be specified by a thresholding vector h = (h 1 , h 2 , . . . , h n ) ∈ R n , with h 1 < h 2 < · · · < h n−1 < h n , where n is assumed a finite number. Theoretically, it might be perceivably possible to construct the conditional densities p(y|x 0 ) and p(y|x 1 ) such that the optimal quantizer might consist an infinite number of thresholds. On the other hand, for The receiver attempts to recover X by quantizing Y into binary signal Z. a practical implementation, especially when the quantizer is implemented using a lookup table, then a finite number of thresholds must be used. To that end, the optimal quantizer in this paper refers to the best quantizer in the class of all quantizers with a finite number of thresholds.
In particular, h induces n + 1 disjoint partitions:
The receiver uses a quantizer Q : Y → Z to quantize Y to Z as:
(1)
Note that we can also switch the rule such that Q quantizes Y to Z = 1 if y ∈ H and quantizes Y to Z = 0 if y ∈H. The main point is that h divides R into n + 1 contiguous disjoint segments, each maps to either 0 or 1 alternatively. Our goal is to design an optimal quantizer Q * , specifically h * that maximizes the mutual information I(X; Z) between the input X and the quantized output Z:
We note that both the values of thresholds h i 's and the number of thresholds n are the optimization variables. The maximization in (2) assumes that the input probability mass function p(x) and the channel conditional density p(y|x) are given.
IV. OPTIMAL QUANTIZER STRUCTURE
For convenience, we use the following notations: 1) p = (p 0 , p 1 ) denotes the probability mass function for the input X, with p 0 = P (X = 0) and p 1 = P (X = 1).
2) q = (q 0 , q 1 ) denotes probability mass function for the output Z, with q 0 = P (Z = 0) and
3) φ 0 (y) = p(y|x = 0) and φ 1 (y) = p(y|x = 1) denote conditional density functions of the received signal Y given the input signal X = 0 and X = 1, respectively.
Furthermore, we make two following assumptions:
Assumptions:
will play a central role this paper. All the results in this paper assume that r(y) is a continuous function, and has a finite number of stationary points. Equivalently, r(y) = r ′ has a finite number of solutions for any constant r ′ > 0. Note that this assumption will hold for most φ 0 (y) and φ 1 (y).
2) Both φ 0 (y) and φ 1 (y) are differentiable everywhere.
Using the notations and the assumptions above, a 2×2 channel matrix A associated with a discrete memoryless channel (DMC) with input X and output Z is:
The simplest quantizer (decoding scheme) uses only a single threshold to quantize a continuous received signal into binary outputs. Specifically,
In general, this quantizer is not optimal, i.e., does not maximize the mutual information I(X; Z).
Using the results of Burnstein et al. [20] , Kurkoski et al. [21] showed a sufficient condition on p(y|x) for which the single threshold quantizer is indeed an optimal quantizer. Our first contribution is to show that the optimal binary quantizer with multiple thresholds, specified by
, must satisfy the conditions stated in the Theorem 1.
. . , h * n ) be a thresholding vector of an optimal quantizer Q * , then:
for ∀ i, j ∈ {1, 2, . . . , n} and some optimal constant r * > 0.
Proof: We note that using the optimal thresholding vector h * , the quantization mapping follows (1) . h * divides R into n + 1 contiguous disjoint segments, each maps to either 0 or 1 alternatively. The overall DMC in Fig. 1 has the channel matrix
and the mutual information can be written as a function of h as:
where for any w ∈ [0, 1],
This is an optimization problem that maximizes I(h). The theory of optimization requires that an optimal point must satisfy the KKT conditions [31] . In particular, define the Lagrangian DRAFT January 8, 2020 function as:
then the KKT conditions [31] states that, an optimal point h * and λ * = (λ * 1 , λ * 2 , . . . , λ * n−1 ) must satisfy:
Since the structure of the quantizer requires that h i < h i+1 , the second and the third conditions in (8) together imply that λ * i = 0, i = 1, 2, . . . , n − 1. Consequently, from (7) and the first condition in (8), we have:
The stationary points can be found by setting the partial derivatives with respect to each h i to zero:
with (9) (10), we have:
Since (11) holds for ∀ i, the RHS of (11) equals to some constant r * > 0 for a quantizer Q * , Theorem 1 follows.
Remark: An important of Theorem 1 is as follows. Suppose the optimal value r * is given and the equation r(y) = r * has m solutions: y 1 < y 2 < · · · < y m . Then, Theorem 1 says that the optimal quantizer must either have its thresholding vector be (y 1 , y 2 , . . . , y m ) or one of its ordered subsets, e.g., (h * 1 , h * 2 ) = (y 1 , y 3 ), or both. In Theorem 2 below, we will show that the quantizer whose thresholding vector is all the solutions of r(y) = r * , will be at least as good as any quantizer whose thresholding vector is a ordered subset of the set of all solutions. Moreover, we will show that r * is unique, and describe an efficient procedure for finding r * in Section V.
Theorem 2. Let y * 1 < y * 2 < · · · < y * n be the solutions of r(y) = r * for the optimal constant r * > 0. Let Q n r * be the quantizer whose thresholding vector is all the solutions, i.e., h * i = y * i , i = 1, 2, . . . , n, then for k < n, Q n r * is at least as good as any quantizer Q k r * whose thresholding vector is an ordered subset of the set of (h * 1 , h * 2 , . . . , h * n ).
be an optimal thresholding vector for all the quantizers having m thresholds (m ≤ n). Let (z * 1 , z * 2 , . . . , z * m−1 ) be an optimal thresholding vector for all quantizers having m − 1 thresholds. The mutual information can be written as a function of these quantizers as: I(h * 1 , h * 2 , . . . , h * m ) and I(z * 1 , z * 2 , . . . , z * m−1 ). We will first show that
, for any m > 0. This will be proved using contradiction.
Assume that I(h * 1 , h * 2 , . . . , h * m ) < I(z * 1 , z * 2 , . . . , z * m−1 ), then
where δ is a positive constant.
Since (h * 1 , h * 2 , . . . , h * m ) is optimal,
for any h i < h i+1 , i = 1, 2, . . . , m − 1.
Now replacing h i = z * i , for i = 1, 2, . . . , m − 1 into (14), we have:
Since
Consequently,
Equivalently, there exists an h m > N ǫ such that
for any ǫ > 0. Next, we pick a N ǫ such that ǫ < δ. Then,
where (16) is due to (12) and (15) . Since δ − ǫ > 0 by assumption, (16) indicates that
is strictly greater than itself which is a contradition. Thus,
Next, since (z * 1 , z * 2 , . . . , z * m−1 ) is an optimal thresholding vector for all quantizers having m−1
Consequently, by induction, Q n r * is at least as good as any quantizer Q k r * , ∀ k < n.
is a strictly increasing/decreasing function, then (a) the optimal quantizer consists of only a single threshold h * 1 and (b) it is unique.
Proof: To prove part (a) we note that since r(y) is a strictly increasing/decreasing function.
Therefore, r(y 1 ) = r(y 2 ) for y 1 = y 2 . Thus, (5) will not hold for h * 1 = h * 2 . Consequently, the optimal quantizer has only a single threshold.
The proof of part (b) will be shown in Section V.
We note that in a previous result [21] , an optimality condition for a single threshold quantizer is that:
is a monotonic function. If φ 0 (y) φ 1 (y) is a strictly monotonic function, then previous result is a consequence of Corollary 1 since log(.) is a strictly monotonic function, any strictly monotonic
results in a strictly monotonic function s(y).
and φ 0 (y) is a strictly log-concave or log-convex function, then using a single threshold quantizer is optimal.
Proof: Taking derivative of r(y), we have:
which is equivalent with:
Using (19), we have:
Now, a function f (x) is strictly log-convex if and only if
is a strictly increasing function [31] . Thus, if φ 0 (y) is strictly log-convex, then
Thus, r ′ (y) > 0 or r(y) is a strictly increasing function which satisfies the condition for having an optimal single threshold quantizer in Corollary 1. A similar proof can be established for log-concave functions.
Remark: An important channel model used extensively in communication is the AWGN model
Equivalently, φ 0 (y) and φ 1 (y) are the densities of normal distributions with means x 0 , x 1 , and variances σ 0 , σ 1 , respectively. If σ 0 = σ 1 , a single threshold quantizer is optimal due to Corollary 2. On the other hand, in the general case where σ 0 = σ 1 , using Theorem 2, there are two solutions and an optimal quantizer indeed uses two thresholds. Examples VI.1 and VI.2 in Section VI will illustrate this point in detail.
V. UNIQUENESS OF THE OPTIMAL QUANTIZER FOR A GIVEN NUMBER OF THRESHOLDS
In this section, we will show that r * is unique, i.e., there is a single value of r * that maximizes the mutual information. In Theorem 2, we define Q n r * be the quantizer whose thresholding vector is all the n solutions of r(y) = r * . Combining the result that r * is unique (to be shown shortly)
with Theorem 2, we can conclude that there is a unique optimal quantizer having n thresholds.
Note that this does not rule out the case that there is another optimal quantizer with k < n thresholds. However, since r * is unique, the set of k thresholds must be an ordered subset of the set of the n thresholds. Furthermore, we describe some efficient methods for finding r * . Once r * is determined, we can solve r(y) = r * to obtain the solutions which are the optimal thresholds.
For ease of analysis, we define a new variable a as:
where r = φ 0 (y) φ 1 (y) .
We note that a ∈ (0, 1). In addition, the mapping from r to a is a one-to-one mapping.
Furthermore, each value of a corresponds to a different value of r which in turn, corresponds to a quantizer in a set of possible quantizers that contains an optimal quantizer. As an example, Fig. 2 shows the conditional densities φ 0 (y) and φ 1 (y), and the corresponding r(y) and u(y) are shown in Fig. 3 and Fig. 4 , respectively. Now, the mutual information I(X; Z) can be re-written as a function of a, and is denoted as I(X; Z) a .
The gist of writing I(X; Z) as a function of a is as follows. While there are many stationary points of I(X; Z) with respect to h, i.e., many h's such that ∂I(X; Z) ∂h i = 0, we will show that I(X; Z) has one stationary point with respect to a, i.e., there is only a single a * for which dI(X; Z) a da | a=a * = 0. The significance of this result is that if a * is unique, then r * is unique since r relates to a through a one-to-one mapping. Furthermore, the optimal thresholds can be directly determined as the solutions to:
To prove this result, we need a number of smaller results stated in the Lemma 1 and Lemma 2 below.
First, let
For given a, define H a = {y : u(y) < a}, then
Similarly, letH a = {y : u(y) ≥ a}, then The sets H a andH a together specify a binary quantizer that maps y to z ∈ {0, 1}, depending on whether y belongs to H a orH a as shown in Fig. 4 .
Without the loss of generality, suppose we use the following quantizer: In this example, there exists a quantizer with 6 thresholds h1, h2, . . . , h6 that correspond to a specific value of a = 0.5.
then the channel matrix of the overall DMC is:
where f (a) △ = p(z = 0|x = 0) and g(a) △ = p(z = 1|x = 1). f (a) and g(a) can be written in terms of φ 0 (y) and φ 1 (y) as:
and
As an example, if (25) has two solutions (h 1 , h 2 ), then the entries f (a) and g(a) can be constructed as:
Lemmas 1 and 2 below provide the properties of f (a) and g(a) and the relationship with each other.
Lemma 1. Derivatives of f (a) and g(a) are related through the following equation:
Proof: Please see the proof in Appendix A.
Lemma 2. For ∀ a ∈ (0, 1),
(2) f (a) + g(a) ≥ 1.
Proof: Please see the proof in Appendix B.
We are now ready to show that there is a unique stationary point a * for I(X; Z) a .
Theorem 3. The mutual information I(X; Z) a has a unique stationary point a * , where dI(X; Z) a da a=a * = 0.
Proof: Using Lemma 1, setting derivative of I(X; Z) a to zero, we have:
) − log( p 0 f (a) + p 1 (1 − g(a)) p 0 (1 − f (a)) + p 1 g(a) )
where
).
Since f ′ (a) > 0 from Lemma 2 and p 0 > 0, the stationary points must occur at F (a) = 0. We will show that F (a) has exactly one solution, and thus I(X; Z) a has a single stationary point
With a bit of algebra, we can show that F ′ (a) = H(a) + G(a) where
Next, we will show that H(a) ≥ 0 and G(a) ≥ 0, therefore, F ′ (a) ≥ 0. To show that H(a) ≥ 0, we note that:
+ log p 0 f (a) + p 1 (1 − g(a)) p 0 (1 − f (a)) + p 1 g(a) (36) = p 2 1 p 2 0 a 2 log g(a)(p 0 f (a) + p 1 (1 − g(a))) (1 − g(a))(p 0 (1 − f (a)) + p 1 g(a)) (37) ≥ p 2 1 p 2 0 a 2 log g(a)(p 0 (1 − g(a)) + p 1 (1 − g(a))) (1 − g(a))(p 0 g(a) + p 1 g(a)) (38)
where (38) is obtained by using f (a)+g(a) ≥ 1 in Lemma 2, specifically by replacing f (a) with 1 − g(a) in the numerator and 1 − f (a) with g(a) in the denominator of (37). (39) is obtained by noting that p 0 + p 1 = 1, and (40) is obtained using 1 − f (a) ≤ g(a).
To show that G(a) ≥ 0, we have:
where (42) is due to Lemma 1, (43) is due to A ≥ B and B = p 0 f (a)(1−f (a))+p 1 g(a)(1−g(a)) (please see the detailed proof of A ≥ B in Appendix C), (44) is due to algebraic manipulation.
Uniqueness of the stationary point. Since H(a) ≥ 0 and G(a) ≥ 0, we have F ′ (a) ≥ 0.
Consequently, F (a) is a non-decreasing function. Thus, there are two possible cases: (1) F (a) = 0 has a single solution a * or (2) F (a) = 0 has uncountable number of solutions. In the case (2), F (a) must align with the x-axis starting from a * to a * + ǫ, for some a * and ǫ > 0. In Appendix D, we show that case (2) is impossible. Thus, the F (a) = 0 has a unique solution which implies that the stationary point of I(X; Z) a is unique.
Since a = 1
is a one-to-one mapping, the single optimal value a * maps to a single optimal r * = φ 0 (y) φ 1 (y) and finally maps to a unique optimal quantizer Q n r * . We note again that there might be other optimal quantizers Q k r * with k < n.
Proof of part (b) in Corollary 1:
In the special case where r(y) is strictly monotonic function, using Corollary 1 and the fact that r * is unique, we conclude that the optimal quantizer not only has one threshold but is also unique.
Algorithmic implication. We note that to find the maximum I(X; Z) a , from the analysis, one can either analytically solve for F (a * ) = 0 directly when possible (depending on the forms of f (a), g(a), etc.), or more likely numerically find a * through an algorithm when analytical form is not possible. In the latter, since F (a) is a strictly monotonic function, one can use a bisection algorithm [32] to find the single solution of F (a * ) = 0 quickly. In particular, if for some a 1 < a 2 and if F (a 1 ) < 0 and F (a 2 ) > 0, one can evaluate F ( a 1 +a 2 2 ) to determine whether it is larger or smaller than 0. If it is larger than 0, we repeat the process on the interval [a 1 , a 1 +a 2 2 ]. Otherwise, we repeat the process on the interval [ a 1 +a 2 2 , a 2 ]. The process repeats until the solution is found, i.e., within some ǫ away from zero. As seen, the algorithm is very efficient with O(log N) divisions where N ∼ O(1/ǫ). Once we find a * , we then solve for h * numerically. In Section VI, we use this approach to find the optimal quantizers.
VI. NUMERICAL RESULTS

A. Optimality of Single Threshold Quantizer
Example VI.1.
In this section, we consider a simple example to illustrate the optimality condition for singlethreshold quantizer. We consider a channel having p 0 = 0.5, p 1 = 0.5 and φ 0 (y) = N(µ = is decreasing, a(y) is increasing, and therefore, there is one unique optimal h * 1 for the optimal a * = 0.5 as indicated by the intersection of the horizontal red line and the blue curve in Fig. 6 .
The mutual information I(X; Z) as the function of a is numerically plotted in Fig. 7 . As seen, the optimal point is unique at a * = 0.5 which corresponds to h * 1 = 0 and I(X; Z) a * = 0.84339 bits which confirms our Theorems 3. Remark: We note that if p 0 = p 1 = 1/2 and φ 0 (y) and φ 1 (y) are symmetry uni-modal and i.i.d distributions, the optimal quantizer can be achieved using a single threshold h * which is the solution of φ 0 (y) = φ 1 (y). For example, φ 0 (y) = N(µ 1 , σ) and φ 1 (y) = N(µ 2 , σ) are two normal distributions having the same variance σ, the optimal quantizer can be achieved using a single threshold h * 1 =
. This is because h * 1 = µ 1 + µ 2 2 corresponding to a * = 0.5 and f (a * ) = g(a * ) which leads to F (a * ) = 0. Example VI.1 confirms our notation.
B. Unique Optimal Binary Quantizer
Example VI.2.
In this section, we show an example where the optimal quantizer requires more than one threshold. Consider a channel having p 0 = 0.5, p 1 = 0.5 and φ 0 (y) = N(µ 0 = −1, σ 0 = √ 5), φ 1 (y) = N(µ 1 = 1, σ 1 = 1). Effectively, this is the channel with two different Gaussian noises added to the inputs, depending whether the input X = x 0 = −1 or X = x 1 = 1. If X = x 0 = −1 then the noise is distributed as N(µ = 0, σ = √ 5). If X = x 1 = 1 then the noise is distributed as N(µ = 0, σ = 1). Mathematically,
where n 0 ∼ N(0, √ 5) and n 1 ∼ N(0, 1). Fig. 8 shows r(y) = φ 0 (y) φ 1 (y) as a function y. As seen, r(y) is not a monotonic function. Thus, an optimal quantizer might require multiple thresholds. Based on Theorem 3, by solving F (a * ) = 0
we obtain a * = 0.412. Since r(y) is not a monotonic function, a(y) is also not a monotonic function as shown in Fig. 9 . As a result, there are two thresholds (h * 1 = −0.5374, h * 2 = 3.5374)
correspond to the optimal a * = 0.412 as indicated by the two intersections of the horizontal red line with the curve in Fig. 9 . The mutual information I(X; Z) as the function of a is numerically plotted in Fig. 10 . As seen, the optimal point is unique at a * = 0.412 which corresponds I(X; Z) a * = 0.40093 bits.
VII. CONCLUSION
In this paper, we show that there is a unique optimal binary quantizer with a single threshold when the ratio of the channel conditional densities of the inputs r(y) = P (Y =y|X=0) P (Y =y|X=1) is a strictly increasing/decreasing function. Furthermore, we show that an optimal quantizer (possibly with multiple thresholds) is the one with the thresholding vector whose elements are all the solutions r * allows for fast algorithmic implementation such as a bisection algorithm to find the optimal quantizer. We show numerical results for applying the proposed quantizer design technique for channels with additive Gaussian noises.
APPENDIX
A. Proof for Lemma 1
From (24), we have: φ 1 (h i ) = ap 0 (1 − a)p 1 φ 0 (h i ), ∀i ∈ {1, 2, . . . , n}.
From (27) and (28) df (a) da = ∂f (a) ∂h ∂h ∂a = +φ 0 (h 1 )
dg(a) da = ∂g(a) ∂h
Combining Eqs. (46), (47) and (48), we have the desired proof. We note that f ′ (a) and g ′ (a) have the opposite sign. As a result, if f (a) increases, then g(a) decreases and vice-versa.
B. Proof for Lemma 2
(1) From (25) , f (a) represents the quantized bit "0" which is the area of u(y) where u(y) < a.
Therefore, if a is increasing, f (a) is obviously increasing. Thus, f ′ (a) > 0. A similar proof can be established for g(a) which corresponds to the area of u(y) where u(y) ≥ a.
(2) We note that f (a) and g(a) represent the quantized bits "0" and "1" which correspond to the areas of u(y) < a and u(y) ≥ a, respectively. Let H a = {y|u(y) < a} andH a = {y|u(y) ≥ a}.
From (25) ap 0 φ 0 (y) > (1 − a)p 1 φ 1 (y), ∀y ∈ H a ,
ap 0 φ 0 (y) ≤ (1 − a)p 1 φ 1 (y), ∀y ∈H a .
We consider two possible cases: a > p 1 and a ≤ p 1 . In both cases, we will show that f (a) + g(a) ≥ 1.
• If a ≤ p 1 then 1 −a ≥ 1 −p 1 = p 0 . Thus, from (49), φ 0 (y) ≥ φ 1 (y) for ∀ y ∈ H a . Therefore, 
Remark: From (53), we note that the inequality becomes equality if and only if a = p 1 and φ 0 (y) = φ 1 (y) for ∀ y ∈ H a .
C. Proof for A ≥ B
From the fact that (f (a) + g(a) − 1) 2 ≥ 0, with a bit of algebra, we have, f (a)g(a) + (1 − f (a))(1 − g(a)) ≥ f (a)(1 − f (a)) + g(a) (1 − g(a) ).
Thus, A = (p 0 f (a) + p 1 (1 − g(a) ))(p 0 (1 − f (a)) + p 1 g(a))
= p 2 0 f (a)(1 − f (a)) + p 2 1 g(a)(1 − g(a)) + p 0 p 1 (f (a)g(a) + (1 − f (a))(1 − g(a))) (58)
≥ p 2 0 f (a)(1 − f (a)) + p 2 1 g(a)(1 − g(a)) + p 0 p 1 (f (a)(1 − f (a)) + g(a)(1 − g(a))) (59) = p 0 (p 0 + p 1 )f (a)(1 − f (a)) + p 1 (p 0 + p 1 )g(a)(1 − g(a)) (60)
= p 0 f (a)(1 − f (a)) + p 1 g(a)(1 − g(a)) (61) = B. DRAFT January 8, 2020
