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1. Introduction 
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Allocation Criteria 
by 
Seymour Geisser* 
University of Minnesota 
We present several sample reuse criteria for selecting among 
alternative densities, or probability functions, those most appropriate 
for classifying or allocating new observations •. _In.~sta.udard mod~l selection 
problems, when densities are completely specified, the choice between models can 
appropriately be made to rest on a comparison of the alternative probability 
densities of the sample as determined by the models. Assume that there 
are two distinct populations rr1 and rr2 from which sets of values have been 
observed x1 = x1 and x2 = x2 respectively with designation for the joint 
set of random variables X = (x1 x2 ) and X. = (x. 1, ••• , X.N }, i = 1,2. , i 1 1 . 
1 
Then we need to determine the most appropriate density f (xlrr.), indexed by 
w i 
the double designator w, wen, which jointly specifies a pair of densities 
for rr1 and rr2 , where n represents the totality of such pairs of potential 
predicting densities under consideration. This is accomplished by 
obtaining that w which maximizes 
(1.1) 
w.r.t. w for p(w) the prior probability that w is the correct density 
pair. 
Of course, if we know the true w*, then the allocation or diagnosis 
of a new observation z = z should depend on the posterior odds ratio 
*This work was supported in part by a NIH-GMS research grant. 
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R(w*,z) = = 
where qi= Pr[rri] , the prior probability that z e rr. • 
]. 
(1.2) 
More generally, we can incorporate available probabilistic infor-
mation on w. Assuming qi is independent of w and noting that 
p(w)z) = f(z)w)p(w)/f(w), 
then we can calculate 
Pr[rr.)z] = E ] [Pr(rr. )z,w)] ex: q.E [f (z}rri)] ]. w z 1. 1. w w 
and 
R( z) = Pr [rr. ) z] /Pr [TT. J z] , 
1. 1. 
where the first expectation is over the conditional probability of w given 
z and the second is merely over the marginal probability function p(w). In 
practice w would usually range over a small finite number of discrete 
possibilities so that 
K 
Pr [rri) z] ex: qi I: f (z )TT. )p(wk) 
k=l ~ 1. 
would be a simple mixture of densities. Although, assuming 
we know p(w), there is no intrinsic difficulty in applying (l.3) directly 
for classification purposes, our goal is often a compromise ~n that we 
would b~th like to select a model and then use that model for classification. 
When this is the case we shall not average over w, as it were, but make the 
choice of w in keeping with our ultimate goal of classification. 
To further complicate the issue it is a fact that in most instances a 
designator w is a specification of the form of the density with values 
of the parameters unknown. Such cases then would require that prior 
distributions for the parameters be introduced and predictive (marginal) 
densities be calculated for X for each w. Maximization of 
(1.4) 
,,.. 
fl 
~ 
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w.r.t. w, where, assuming the X .. 's are independently distributed, 
l.J 
2 Ni 
f (x1,x2ITT1,TT2) =J TT TT f (x .. )a.,TT.)g (e)d9 (1.5) 
w . l . l w iJ i 1. w 1.= J= 
and g (e) is the prior density of the set of parameters specified by 
w 
w, TT1 and TT2 and 9 = e1 U e2 represents the set of distinct para-
meters, leads to a full Bayesian solution for the selection problem. But this 
slO,lution usually requires proper prior distributions with hyperparameters specified. 
As before, if a choice of model w = w* is made and one uses this 
for allocation, 
observation z, are 
the relevant·posterior odds used for assig~ing a new 
where 
and 
R(w*,z,x) = qlfw*(zlx,rrl) 
q2fw*(zl x,rr ) 2 
f .(zfx,Tri) =! f (z)9.,Tr.)dG (efx) w w ]. ]. w 
dG ( el x) ex g ( e) TT TT f (x .. I e. ,TT. )de • 
w w i j w l.J ]. ]. 
(1.6) 
(1.7) 
(1.8) 
If the complete Bayesian solution is to be used for classification in 
the presence of a prior probability function for w, then one needs to 
calculate 
Pr[TT1Jz,x,q1 ] ex q1Ewfw~zJx,TTi)fw(x1,x2 )TT1 ,TT2) (1.9) 
as the basis for assi~ing z, where the expectation is over the prior 
distribution of w. One can justify (l.9) in the following way: 
Since 
Pr[TTi)z,x,q1 ,w] = 
where 
qi f w ( z IX' TT i) 
fw{zlx) (1.10) 
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i.e. the expectation on the r.h.s. is w.r.t. the distribution of w 
conditional on Z = z and X = x • Now 
f (z]x)f (x)p(w) 
P (w 1 z 'x) = _w_f.,.( ~-,-x-) ~-(x_) __ 
fW(x) = s ~ ~ fW(x1jje1,rr1)dGW(8) = fW(x1 ,x2Jrr1 ,rr2) 
fw(x)p(w) fw(x1,x2lrr1,rr2)p(w) 
p(wlx) = f(x) = f{x) 
(1.11) 
(1.12) 
After evaluating (1.12), using the results of (i.13), we evaluate 
(1.11) and obtain (l.9). 
Full Bayesian solutions require a body of prior knowledge that is 
often unavailable. Also, even when presumed available, the analysis may 
be highly sensitive to some of the assumptions which, in fact, may have 
been grossly violated. 
For the aforementioned problem, data analytic solutions based on 
sample reuse techniques, in the spirit of Geisser and Eddy (1977), will 
be presented. We consider then the case of two distinct populations that 
have been sampled with respect to some set of p variables but there is 
some doubt as to the distributions which generated the samples. 
Hence, to the usual classification problem there is added the 
uncertainty of distributional assumptions regarding the two populations 
and a goal of the model selection procedure is to optimize classifica-
tion in some sense--i.e. select the single model which will do the best 
job of classifying future observations. 
....-
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2o Criteria for Model Selection 
Previously, Geisser and Eddy (1977) recommended for model selection 
geared to prediction, that a series of predicting densities fw(zfx,rri) be 
established from which to compute R(w*,z) of (1.6). One then maximizes the 
reused product of conditional predicting densities of this form to obtain w*. 
In this case, this would be equivalent to maximizing w.r.t. w, p(w)L(w) where 
2 Ni 
L = rr rr f (x .. }x(. ·)'TT.) 
W i=l j=l W 1J 1J 1 
the set of observations 
(2 .1) 
X = x with X •• = x .. 1J 1J 
deleted. but of the same form as fw(zlx,TT1). This is certainly a useful 
procedure for rather tight specifications when they are met. A variant 
of this procedure which tends more to emphasize the ultimate goal, classifi-
cation of a new observation, is maximization of p(w)O(w) where 
(2.2) 
and 
2 Ni 
L = TT TT f (x •. )x(i. ),TT3 1 ) w i=l j=l w 1J J -
This reflects more directly the posterior odds ratio for a given w 
Nl-N2 
which will be used to classify a new observation. Note that (q1/q2 ) 
is independent of w and therefore does not effect comparisons for various 
w • 
Both (2.1) and (2.2) depend on products--perhaps too much so to be 
usefully robust to the presence of .outliers, contaminants or inadvertantly 
• 
misclassified observations in the initial or training samples. This has 
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the effect that a single observation in a low density region has enormous 
influence on L(w) • Hence even if a particular w* were "true," the 
insinuation of a single wildly discrepant observation could so diminish 
L(w*) that other w could wrongly come to the fore. The effect of such 
an observation is mitigated by the use of O(w) if it is in a low density 
region for both specifications of w*, since the odds ratio for the dis-
crepant observation would minimally influence O(w*). Hence the effect of 
-a few discrepant observations of this type would be· largely diluted. On 
the other hand observations that were actually misclassified in a high 
density region of one of the pair and in a low density region of the 
other would have enormous effect on O(w) in the wrong direction--even 
more so than· on L 
w 
Hence both L(w) and O(w) are highly volatile 
criteria in that they tend to be somewhat oversensitive to aberrancies. 
Because of this we present a third sample reuse criterion which 
is far less sensitive to the type of eccentricities previously discussed--
in that an aberrant observation would have far less influence on the 
resolution of the appropriate w. 
Let 
(2.4) 
for j = 1, ••• , Ni; i = 1,2 • Thus x .. 1.J would be assigned to TT1 or 
TT2 as R .. (w) > 1 or< 1. Hence for each w , Rij (w) will correctly 1.J -
assign n. (w) of the I to TT. Optimization then requires that xij s . 1. 1. 
Q(w) may be multiplied by p(w), if a sensible p(w) exists for the 
4'. 
~ 
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alternative w, before maximizing. If q. is unknown but estimable by 
1. 
Ni/(N1 + N2 ) , then for constant p(w), we are maximizing 
n1 (w)+n2(w), the total number correctly classified by designator w. 
Note also that if there is an w such that n. (w*) > n. (w), i = 1,2, 
l. - 1 
then irrespective of q. and N. this w* is optimal. 
1. 1. 
Although with probability 1, unique solutions for w's specified 
by continuous densities can be guaranteed for (2.l) and (2.2), this is 
obviously not the case for (2.4). Hence if the maximum is achieved for· 
several w's using (2.4) these "ties" may be broken by use of (2.1) or 
(2.2) to discriminate amongst these w's • Further even when unique 
solutions exist in regard to any of the selection criterion they may 
not be distinguishable for classification purposes. For example, assume 
N1 = N2 = M and either 41 = ~ or 
I\ A 
41 = ~ and the possible models 
are:1)a pair of normal densities with differing unknown means but with 
the same but unknown variance that is estimated by insertion of the usual 
estimators in the normal densities, 
1 ( - )2 
- ~ z-x. 2s 1. 
e i = 1,2 (2.5) 
where 2 M M 
2 ( )-1 ( - )2 - -1 s = 2M - 2 I: I: xi . - x. , and x. = M E xi 
·1·1 J 1 1. .. 1 1.= J= 1.= 
or 2) a pair of t densities (which can also be considered Bayesian 
estimates of the underlying normal pair, Geisser (1971), Aitchison·(~975)), 
] 
l. 
. M 2 
£wt (z j1T i) = [rr(2ll-2) (M+l) 
r(½(2M-l)) M\z-x.)2 -½ 2M-1) 
1 + 1. ~ I - ( sf(½(2M-2)) (Mt1)(2M-2)s2] 0 (2,6) 
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It is then easy to demonstrate that i:Jr ea:y z, R(z,wq,) results in the 
same allocation as R(z,wt) since 
fw (zlrr1) 
R(z,wq,) = cp > 1 
fw (zlrr2) 
q, 
implies that 
R(z,wt) = 
fw (z 1rr 1) 
t > 1 
f (z 1rr2) 
wt 
or < 1 
or < 1 respectively. 
It is to be noted, however, that the value of the odds ratio itself 
varies for the two alternative forms so that a different cutoff point 
would result in differing allocations. This would occur if either for 
known q1 and q2 , q1 J q2 or if unknown and estimated q1 J ~2 • 
3. An Application to Multivariate Normal Populations 
Assume that under wl' ~l = (~11 , ••• , ~N1} and!_, 2 = (!, 21 , • ~ • ,. ! 2N} 
are respectively the observed values of independently distributed p-dimensional 
random variables which, respectively under rr1, arose from a N(~1,E), and 
under rr2, arose from a N(,1t 2 ,E). Under w2 similarly the set of observations 
!i and~ 2 are the observed sets of values which respectively arose as 
independent realizations of a N()Q_,E1) under rr1 and a N(~ 2 ,~2) under rr2 • 
For the classification of a future vector observation z = z, 
N N 
where Pr(rr1) = q1 , and q2 = Pr(rr2), q1 + q2 = 1 and convenient prior 
density; under w1 , 
gw1(J6J_,,11s 2,t-1) cc ltl(p+l)/2 
·~ 
.:;_. ..... 
Geisser {1964) obtained 
Pr (1T i l ~ wl) 
where 
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o: q.f (z1x.,S,N.,N,TT.) l. Wl ~ ""'I. l. 1. 
N / r(-) r N. (z~x.) S z-x; 
N-1., - , -1( )]-(N-1)/2 
i p2 2 11 1.N~ ,-..Jte.r 
= lrr(Ni-1) 1 r<NT1) ]{N-2)s 1*L + (Ni+1)(N-2) 
and N. N. ]. ]. 
i .. = N1-l I: x .. , (N.-1) S. = t (~.:J· - x. ){x .. - ,¾)" , """l. j=l NiJ ]. ]. j=l r-J,. ""1. 1"1,,1].J 
This predictive density (3.l), suggested by Geisser (1964, 1971) as a 
Bayesian estimate of the sampling density, was actually shown by Murray 
(1977) to be optimal in the frequency sense among all estima_tors of the 
sample density that are invariant under translations and non-singular 
linear transformations of the sample space using as a goodness of fit 
criterion the information measure of Kullback and Liebler (1951). 
Under w2 we assume a similar prior density 
and obtain 
Pr(1T. f z ,w2) ]. ,-.J o: ql..fW (,t)x.,S.,N1 ,TT.) 2 1"111. 1. ]. 
where N. 
(3.1) 
N 1?. r(.2:.) ( - Y ·-L -
f ( ... Ii S N 1T) - ( i )2 2 [ Ni t-~,Si\l,-~)]-N./2 
W ~ Ni ' i ' i ' i - 1T { N. + l) N -p 1 I 1. 
2 i r(_!_2 )J(N.-1)s.1½ (Ni+1)(Nc1) 
l. 1. 
- 10 -
To establish which of the two models, w1 or w2 , i~ more appropriate 
for classification, we can apply one or more of the following methods. 
Method I. Let 
k = 1,2 
where 
2 Ni 
TT. Tr f (x4 .li·(·)'S(. ·)'N.-1,N-1,Tri) i=l j=l wl ~J,,.;. J 1.J 1.-
2 Ni 
TT Tr f ~. . 1 i_, ( . ) , s i ( . ) , N. -1, TT1) i=l j=l w2 1.J ~~ J J 1. 
where f (•} and f (•)are defined as in (3.l) and (3.2) respectively and 
Wl W2 
- ( )-1 - ] x. (.) = N1-1 [Nx. - x .. l"IJ]. J NJ. NJ.J 
Select that wk which maximizes P(wk). 
Method II. 
Define 
2 Ni 
and 
L(wl) = Tr Tr f (x .. lx3 . ,s (i.) ,N3 i,N-1,rr.) i=l j=l Wl Nl.J N -J. J • ]. 
2 Ni 
L(w2 ) = Tr TT £ (-x •. )x3 • ,s3 i ,N3 • ,rr.) i=l j=l W2 ""'1.J N -J. - -1. 1. 
= L(Wit) • (ql)Nl-N2 
t(wk) 42 k = 1,2 
i = 1,2 
l 
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Method III. 
Define 
q1fw1(,s1jli1(j)'s(lj)'N1-l,N-1,rr1) 
Rl. (wl) = -------------
J ¾£w1<~1jlie,s(lj}'N2,N-1,rr2) 
qlfw1<~2jl~1,S(2j)'Nl,N-l,rrl) 
R2j(wl) = -
42fwl (~j )!2{j) ,s (2j) ,N2-l,N-l,TT 2) 
qlfw2<.?~,1jl!l_(j}'Sl(j)'Nl-l,rrl) 
R1j<w2) = 'l:2£w2<!1jl~,s2,N2,rr2) 
ql fw (~j 1!1 '81 ,Nl ,rr 1) 
R2j(w2) = 2 -
q2£w2 (~j l~(j) ,s2(j) ,N2·1,rr2) 
Now calculate 
where, in general, 
Ni . 
n. (w. ) = E 6 .. (w. ) 
l. --K j=l l.J -K 
and 
and incidentally N 
2 i 3 2· 
o(~) = rr rr [R •. (~) J - 1 
i=l j=l l.J 
(3.10) 
Further choose that '°le which maximizes p(<»ic)Q(Wi.c), or if qi= Ni/N 
and one is a priori indifferent to a choice between w1 and w2 , select 
that Wi.c which maximizes 
n(Wic) = n1(wk) + n2(~) (3.11) 
the total number of JSij's correctly classified using Rij(Wi.c} • 
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4. Sumnary 
The three sample reuse methods presented here approximately simulate 
different comparative measures. 
probability assuming the source, 
The first approximates the posterior 
rr., of the omitted observation is 
l. 
known, which heavily emp:1asizes selecting the best model. The second 
attempts to approximate the posterior odds ratio that each observation 
is correctly classified and uses as a measure the product of these odds 
ratios. 
The last initially treats the omitted observation as if its source 
were unknown and proceeds to simulate the classification scheme itself 
by assigning each omitted observation to rr1 or rr2 and then determines 
the number correctly classified for each wk. This permits each obser-
vation to contribute more equally to the selection measure. 
Actually for any particular problem, given the kind of computations 
to be made, it would appear that all three methods can be simultaneously 
calculated and their results compared before a final conclusion is reached 
as to the choice of w most suitable for allocating new observations. 
• 
D 
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