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Cybernetics is a successful meta-theory to model the regulation of complex systems from an abstract
information-theoretic viewpoint, regardless of the properties of the system under scrutiny. Fundamental lim-
its to the controllability of an open system can be formalized in terms of the law of requisite variety, which is
derived from the second law of thermodynamics and suggests that establishing correlations between the system
under scrutiny and a controller is beneficial. These concepts are briefly reviewed, and the chances, challenges
and potential gains arising from the generalisation of such a framework to the quantum domain are discussed.
In particular, recent findings in quantum information theory unveiled a new kind of quantum correlations called
quantum discord. We conjecture a quantitative link between quantum correlations and controllability, i.e. quan-
tum discord may be employed as a resource for controlling a physical system.
I. WHAT IS CYBERNETICS?
A. The problem
The word cybernetics (“The art of steersmanship”) was
coined by Norbert Wiener in 1948 [1] to define a cross-
disciplinary research field aimed at studying regulatory phe-
nomena in a broad range of contexts, from engineering to bi-
ology, from finance to cognitive and social sciences. “The art
of steersmanship [...] stands to the real machine – electronic,
mechanical, neural, or economic – much as geometry stands
to real object in our terrestrial space; offers a method for the
scientific treatment of the system in which complexity is out-
standing and too important to be ignored.”[2] This statement
by W. Ross Ashby highlights the trans-disciplinary vocation
of cybernetics, a meta-theory for describing common features
of complex systems.
One may wonder what exactly we mean by “complex”.
This is a term which enjoys many possible interpretations. We
refer the reader to a reference textbook [3] and an extended
analysis of the state-of-the-art in quantifying complexity [4].
To establish a solid ground for the discussion, let us state that
a complex system is an aggregate of many parts which in-
teract nontrivially with each other. By nontrivial interaction
we refer to correlations which allow the global system to be-
have in a qualitatively different way with respect to the parts
considered separately. In Aristotle’s poetic words, complexity
emerges when “The whole is other than the sum of its parts”.
The actual partition of the system is usually determined by
the problem particulars, for example the spatial separation be-
tween the components of the system, or the role they play in a
specific information processing protocol. Cybernetics focuses
mostly with the latter case.
The general problem we are investigating can be formalized
as depicted in Fig.1. A system is initially prepared in a state
S . An observer, or the system itself, wants to regulate the dy-
namics of the system in order to reach their expected outcome,
or goal, E. This entails to balance or counteract the typically
detrimental action of an external disturbance (e.g. the envi-
ronment or an adversarial agent) D by applying a control, or
regulation strategy, R (either by accessing an ancillary system,
or by internal mechanisms). The aim is to (self-)drive the sys-
tem into a desirable final state E, e.g. to send a living system
into a state in which it is still alive and healthy. In the context
of cybernetics, the specific nature of the information content
and the physical properties of the information carriers do not
have any relevance. The roles of system, regulator and dis-
turbance are dictated by the experimentalist or by constraints
inherent to the problem of interest.
Figure 1. (Colors online) Scheme of a regulatory process. An exper-
imentalist aims to drive the system S (red ball) into a desirable target
configuration E (yellow) out of all possible outcomes O (light gray).
The environmental noise is modelled by means of a second system
D (green) which disturbs S . A third system R (blue) is available in
the laboratory to correct the evolution of S D in order to drive S to
the target state E.
B. Quantum Cybernetics vs Quantum Control
One may notice that Fig.1 is nothing but a protocol where
information is processed in order to drive the system into a tar-
get state, i.e. towards an objective. Such a problem has been
widely discussed in the control theory, which has been proven
highly successful in the last decades, both in the classical and
in the quantum regimes [5, 6]. In particular, several feedback
control strategies, where information is obtained by a mea-
surement or a coherent interaction and then employed by the
controller to implemement the appropriate driving dynamics
to the system S , have been proposed and succesfully applied
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2[7–12]. However, they definitely departed from the cybernet-
ics approach, which tackles the problem from an information
theory viewpoint. The question is to set general prescriptions
to determine the minimal requirements for a successful regu-
lation and to explore the limits imposed by the fundamental
law of physics, in particular the second law of thermodynam-
ics. In fact, an information-theoretic analysis of classical state
regulation has been provided [13–15], but a full treatment in
the quantum mechanical scenario is missing. In a parlance
which is familiar to information theorists, we may then ask
what is the resource for quantum regulation. The peculiar
ability of quantum systems to store and process information
harnessing nonclassical features such as coherence and quan-
tum correlations (not limited to entanglement), suggests that
a quantum controller may be intrinsically more efficient than
a classical one in the regulation of open, quantum or classical
complex systems. In particular, we are interested in coop-
erative effects between the regulator and the disturbance, i.e.
when their interaction makes the difference between a hostile
and a helpful environment. We note that the protocol in Fig.
1 resembles information processing tasks as quantum telepor-
tation [16], remote state preparation [17], and quantum state
merging [18]. All these protocols can be rethought as state
driving problems under different constraints, and it is well
known that quantum correlations play a decisive role in their
optimal realisation [19–22]. Therefore it seems sound and in-
teresting to us to investigate if a more general statement about
the role of quantum correlations in quantum control is possi-
ble. The controllability of the system may be benchmarked
by how much correlations need to be created, i.e. what is the
optimal trade off between creation of correlations when infor-
mation goes from the system to the controller and correlation
consumption during the feedback step. Also, recent results in
quantum information theory led to refine the law of thermody-
namics for individual quantum systems [23, 24], thus calling
for shaping the limits to controllability in such a scenario. To
do that, a quantum cybernetics, i.e. an information-theoretic
study of quantum state driving, is required.
The paper is organized as follows. We will discuss the clas-
sical limitations to successful regulation in Section II, which
are summarized by the surprisingly simple law of requisite
variety, originally introduced by Ashby [2] and then redis-
covered and extended in more recent years [13–15, 25]. In
Section III, we comment on potential quantization strategies
for the regulation protocol of Fig. 1. It is then legit to ask if
Nature provides us with examples of optimal (quantum) regu-
lation, e.g. in the par excellence complex systems, i.e. the bi-
ological ones. We discuss the exploitability of an information
theory of classical and quantum control to self-regulating and
biological systems in Section IV. We draw our conclusions in
Section V.
II. REGULATION OF AN OPEN SYSTEM
In general, we consider a tripartite composite system, con-
sisting of the principal system S , an environment D, whose
action into the system provides the disturbance, and a regu-
lator R, whose interaction with the system (and possibly with
the environment) provides the regulation, see Fig. 2. As we
are only interested in the system S and the interaction with
the other two components, the setting is complex in the sense
that the relevant dynamics is largely determined by the cor-
relations between the subsystems. In particular the combined
action of both disturbance and regulation can drive the system
to goals which neither of the respective bipartite interactions
are able to achieve on their own, as has been shown, e.g. in
[26, 27]. However, a complexity measure based on the num-
ber of reachable states (with the focus on a possible increase
due to the tripartite interaction) misses out a crucial point of
control setting: Not the bare number of reachable states are
relevant, but whether the desirable states are reachable. It
then turns out that Fig. 1 is slightly misleading, as it suggests
a time-ordering and separating of disturbance and regulation
as well as implying basically an error correction mechanism.
In the most general case, in fact, for realistic open quantum
systems, it is reasonable to assume instead that disturbance
and regulation interact in parallel with the system. Or even,
when e.g. decoherence-free subspaces are employed for con-
trol tasks [28], that the regulation acts before (i.e. quicker
than) the disturbance. (Quantum) cybernetics is also not re-
stricted to control settings, where the task for the regulator
consists solely of inverting the disturbance. Nevertheless, for
the sake of clarity, we stick in the figures to this exemplary
setting.
Figure 2. (Colors online) Tripartite composite system, consisting of
the principal system S , an environment D and regulator R. The dy-
namics are governed by the interaction between the subsystems.
A. The law of requisite variety
The state of a (classical) system can be described by a set
of values of its relevant variables. Given a set S , the loga-
rithm (in base 2) of the number of distinguishable elements
in the set defines the variety VS of the set. For instance, the
set {a, a, b, c, a, c, b, b} has variety log2 3. Having in mind the
3prototype of Fig. 1, if we have a system S in a certain initial
state, a disturbance induces a set D = {d1, d2, . . .} of possible
undesired actions. The regulatory mechanism, in turn, is able
to produce a set R = {r1, r2, . . .} of responses. The final state
of the system is therefore determined by a payoff matrix of
possible outcomes O = (oi j), corresponding to each pair di, r j
(this was introduced in [29] for studying games and economic
strategies). For example, if we are driving our car, all kind of
disturbances can happen. If d1 is: “a person suddenly crosses
in front of us”, then a response r1: “do nothing” leads to o11:
“the person is ran over”, while a better regulation r2: “brake”
leads to o12: “safety”. Similarly, if d2 is “it starts raining” the
best regulatory action is to switch on the wipers, which leads
to “safety” once more; and so on. Eventually, the matrix O of
possible outcomes can be quite big if one considers all possi-
bilities for D and R. In typical complex phenomena, the de-
sired, or expected outcome E is only a small subset of all that
can happen. In our car we just want to drive safely and reach
our destination. If we define E = {“safety”} ⊂ O, then we will
be able to achieve our goal provided that, for every di, there
exists at least one action r j which leads to safety. Therefore,
the role of the regulator is to reduce the achievable variety in
the outcomes O. It is intuitive to see that, in order to do so,
the regulator itself has to have a sufficiently high variety. That
is, we need enough controls in our car to counteract the vari-
ous mishaps which might occur. The law of requisite variety
formalizes this quantitatively in a simple inequality [2]:
VO ≥ VD −VR . (1)
Thus, the entropy of the regulator must be bigger than a func-
tion of the entropies of the disturbing system and the po-
tential final states of the controlled system. A useless con-
troller, which always responds with the same regulatory ac-
tion (VR = 0) will result in an outcome with at least as much
variety as the one of the disturbance D. On the other hand, a
perfect controller is able to release a counteraction for every
disturbance (VR = VD) so that, ideally, the possible outcomes
are reduced to the expected goal, O = E, with minimal variety.
As it stands, the law of requisite variety is formulated at a
very general, abstract level. What is the connection with in-
formation theory? It comes naturally once we make a further
assumption, that the process under scrutiny can be repeated
n times, n → ∞. This has been the traditional setting for
communication theory. In this context, we can think of D, R,
and O as three random variables. The variety of a statistical
variable X, which can assume outcomes {xi}with probabilities
{pi}, can then be interpreted as its entropy
H(X) = −
∑
i
pi log2 pi (2)
as adopted by Shannon [30], which laid the mathematical
foundation for information theory in a probabilistic frame-
work. In such asymptotic scenario, if a message to be trans-
mitted consists of n independent and identically distributed
(i.i.d.) random variables X⊗n, then such a message can be
noiselessly encoded in a string of bits of length at least nH(X).
The bit, an entity which can take two values (0 or 1), physi-
cally represented e.g. by a coin or a light switch, is the fun-
damental unit of information. On this hand, Ashby’s law ap-
pears as a generalization of the Shannon equivocation theorem
(Th. 10 of [30]): In a typical communication setup, a sender
wants to transmit a message to a receiver, but the message is
sent down a noisy channel. A regulator would then be another
channel used as a corrective tool to filter out the undesired
randomness from the received message.
Using entropy to revisit the law in Eq. (1) for three random
variables D,R,O, we recall as previously noticed that, if the
regulator has a fixed realization, then all variety (entropy) of D
is retrieved at O. One can write, using conditional entropies,
H(O|R) = H(D|R). Exploiting the properties of the entropy
one can easily show that [2]
H(O) ≥ H(D) −H(R) +H(R|D) (3)
which is a restatement of the law of requisite variety (upon
observing that H(R|D) = 0 if the regulator has a determin-
istic action in response to a disturbance). This has been in-
dependently rederived in the contexts of control theory [13–
15] and computational mechanics [25]. In Eq. (3) the term
H(R) − H(R|D) is of course the mutual information between
regulation and disturbance, i.e. the information the regulator
can make use of, in order to drive the system to the desired
goal. In fact, as shown in [31], Ashby’s law of requisite vari-
ety is essentially a formulation of the second law of thermo-
dynamics. Nevertheless, it focuses on an important aspect, as
it tells us how much information the regulator must be able to
store for a successful regulation. In terms of resources, this is
also a question of complexity, or more specifically of correla-
tions between the three parties of the protocol. For a classical
system, as stated, the conditional entropy H(R|D) is in the
best case zero. This, however, does not hold in the quantum
case. It is then natural to wonder: Can quantum correlations
or other signatures of quantumness be exploited to improve
the performance of the regulator?
III. PERSPECTIVES FOR REQUISITE VARIETY IN THE
QUANTUM DOMAIN
We now discuss possible extensions to the quantum case of
the regulation protocol. These would set general limitations
on the controllability of a quantum system. Inspired by the
successes of quantum control and quantum information pro-
cessing, one would expect to find that quantum regulators are
more efficient than classical ones. The main issue to tackle is
how to define variety in the quantum domain.
A. Von Neumann entropies
The most obvious way to define variety is by replacing the
Shannon entropy H with the von Neumann entropy S and
the random variables replaced by the quantum states of the
systems involved in the regulatory process.Although appar-
ently innocent, such a step already features nontrivial sub-
tleties. First of all, the notion of conditional entropy has to
4be carefully defined. We have two possibilities for H(R|D)
in Eq. (3). One is to use formally the same expression as in
the classical case, S(R|D) = S(R,D) − S(D). However, this
quantity can be negative. This can happen in particular when
the quantized systems D and R are in an entangled state. The
negativity of the conditional quantum entropy has been oper-
ationally interpreted in the context of quantum state merging
[18], an important primitive of quantum Shannon theory [32],
and in quantum thermodynamics [23]. The other possibility
is to imagine that, in order to learn about the occurred distur-
bance, R performs a measurement {ΠDj } on D. The role of the
observer in the regulation, precisely the disturbance induced
by applying a general quantum map to a given state, can be
neglected in a classical scenario, but it plays a decisive role in
the quantum case.
In this picture, the conditional entropy, optimized over all
possible measurements (to single out the least disturbing one),
can be written as
S˜(R|D) = inf
{ΠDj }
S(R|{ΠDj }). (4)
The latter quantity is always nonnegative. It turns out that
the two quantities S(R|D) and S˜(R|D) coincide if and only
if D is effectively classical; when this does not happen, the
regulator and the disturbance display quantum correlations as
revealed by the so-called quantum discord [33, 34]. Quantum
discord and in general quantum correlations between R and
D are one strong element which can mark a departure from
the classical paradigm studied by Ashby. In particular, if D
and R share quantum correlations we can expect by looking
at Eq. (3)—rewritten with von Neumann entropies—that such
correlations constitute a further, genuinely quantum resource
to lessen the variety in the outcome O, in addition to the purity
of the regulator. This is especially true when R and D are
entangled, as S(R|D) can be negative as observed before.
B. Smooth Renyi entropies
Shannon and von Neumann entropies are meaningful fig-
ures of merit for asymptotic information theory, i.e., for er-
godic systems. However, Ashby himself recognized that er-
godicity is too often not a realistic feature of cooperative liv-
ing or social phenomena [2]. Much more recently, theorists in
classical and quantum information theory have also (indepen-
dently) recognized that the paradigm of i.i.d. messages is not
necessarily respondent to common practice. It is rather more
natural to consider one-shot scenarios: the sender encodes a
message in a single system, transmits it down a single channel,
possibly resorts to another single additional regulative chan-
nel, and the receiver receives and decodes the message in a
single run. If more trials of a process are repeated, it is equally
unrealistic to assume that they are completely independent. In
data transmission, as well as in biological processes, the dif-
ferent runs are typically correlated. In such a more general sit-
uation, the association between variety and the Shannon/von
Neumann entropies is not correct anymore, and we need to
resort to the primitive formulation of Ashby’s law as given by
Eq. (1).
Fortunately, a more general framework to define and quan-
tify information in the non-i.i.d. setting, in both classical
and quantum scenarios, is available and makes use of so-
called smooth Renyi entropies [35]. Therefore another, per-
haps more informative, avenue towards quantum cybernetics
suitable for quantum and nanoscale systems goes through an
alternative formulation of variety in terms of such entropies,
in particular the smooth min- and max-entropies, which have a
nice operational intepretation in one-shot information theory
and cryptography [36, 37]. Let us just recall that Renyi en-
tropies are a family of additive entropies defined as Sα(ρ) =
(1 − α)−1Tr[ρα]. Min-entropy corresponds to α → ∞ and
max-entropy to α → 1/2. Very recently, adopting the formal-
ism of smooth Renyi entropies, it has been shown that there
exists a set of many second laws in quantum thermodynamics
[24]. We can then expect to recover equivalently many laws
of requisite variety in the quantum domain. Let us note that
measures of quantum correlations can be defined in the case of
smooth Renyi entropies as well [38], which gives us in prin-
ciple all the necessary tools to quantify quantum advantages
and the role of nonclassical effects for enhanced regulation.
C. Cost functions
Finally, a remark is in order. The law of requisite variety
is essentially an inequality between probability distributions.
One may wonder if this minimal description is sufficient to
describe efficiently any regulation protocol. In general, even
if the goal is to achieve a pure state of the system (and this is
not always true), the focus on entropy reduction both in the
ergodic and non-ergodic case does not distinguish between
different pure states. Therefore, while focusing on entropy
reduction seems the standard approach to employ informa-
tion theory to control problems [13, 14, 39], this is arguably
not universally sufficient for control even in the classical case
[15, 40]. Optimal regulation should then be benchmarked by
the minimisation of an appropriate, experimentally appealing
cost function. For instance, for practical purposes, a fidelity
measure appropriate for the regulative task under investigation
appears to be a reasonable resort [41]. This will be the subject
of further investigation [42].
IV. CLASSICAL AND QUANTUM BIOLOGY IN THE
CYBERNETICS PARADIGM
The regulation of biological systems and their interplay
with the environment appear as the ideal testbeds for the law
of requisite variety. Plenty of examples can easily be con-
cocted which fit into this paradigm. In any living system, the
desired outcome is to stay alive and healthy, the disturbance
can be caused by toxins such as bacteria and viruses, and suit-
able anti-toxins act as the regulators. The question we raise is
if the law of requisite variety, or one of its declinations, may
serve as a general design principle for biological complexes.
5Here we consider two specific classes of problems which may
be interpreted as examples of regulation protocols.
The first case study is related to chemotaxis, i.e. the dynam-
ics of microscopic bacteria based on information about gradi-
ents of the concentration of specific chemical elements in the
environment (e.g. searching for food). Search algorithm in-
spired by chemotaxis for macroscopic devices (robots) work-
ing with incomplete information about the environment (in-
fotaxis) have been developed [43]. At the same time, an in-
formation theoretic analysis of chemotaxis as a self-regulation
protocol has been recently proposed [44]. It should be then of
great interest to determine if bacteria perform at the limits im-
posed by Ashby’s law, as well as to assess the performance of
bio-inspired devices against the information-theoretic limits
to controllability. If an optimal quantum controller can over-
come such limits, then quantum mechanics may find a surpris-
ing new functional role in robotics.
The other intriguing question is if biological systems ex-
ploit non-trivial quantum effects for their optimal regulation
and adaptation. Three main biological processes are cur-
rently under investigation by quantum physicists: the en-
ergy transport mechanisms regulating photosynthesis [45],
the magneto-reception system of birds [46] and the olfactory
sense [47]. Focusing in particular on the first two examples,
recent experimental evidence and theoretical modelling sug-
gest that coherence (in the case of light-harvesting organisms
such as the Fenna-Matthew-Olson complex [45]) and entan-
glement (in the case of the radical pair model for the avian
compass e.g. in the European robins [46]) are exploited by liv-
ing systems to optimize their biological processes in the pres-
ence of a decohering environment. These case studies have
triggered in the last decade the dawn of quantum biology as a
multidisciplinary research field [48].
Seen in the light of what presented in the previous section,
these are clear examples of regulatory phenomena: organisms
pursuing a physiological function, subject to external distur-
bance D, and responding with a (self)-regulatory action R so
that their outcome O is kept at sufficiently low variety, thus
ensuring that the expected goal E (e.g. transporting a pho-
ton from the photoreceptor to the reaction centre in the case
of photosynthetic complexes, or maintaining an accurate nav-
igation route for migratory purposes in the case of birds) is
achieved with the highest possible chance. What is remark-
able, is that we are dealing with undoubtedly complex macro-
scopic systems which would traditionally be ascribed to the
classical domain, and are certainly in contact with classical
environments. Yet, in a multibillion-year stint of evolution,
they appear to have developed effective quantum strategies for
their optimal regulation.
A current challenge is to understand the key principle(s)
underpinning such possible quantum effects in biology. In
particular, it is pivotal to identify the resource which enables
biological systems to control and exploit the interplay with
the environment. It is known that biological processes are op-
timized by intermediate levels of coherence, i.e. too much
coherence can be detrimental. Thus, we should search for a
more-elusive-than-coherence resource. The answer may be in
the structure, i.e. the degree of organisation of the system it-
self, which allows the complex to self-regulate its dynamics.
V. CONCLUSIONS
Control theory has a long and glorious history of successes
[5, 6], yet we have still incomplete knowledge about a general
design principle of optimal controllability in open quantum
systems. Combining the quantum control rationale and the
latest results in quantum information may lead to the estab-
lish the ultimate, general, quantitative limits to the controlla-
bility of quantum systems. An important finding of classical
cybernetics is the law of requisite variety: the purity of the
controller and the degree of correlations it can establish with
the system determines the controllability of the latter, inde-
pendently of its peculiar chemico-physical properties. Quan-
tum cybernetics (cf. [40]) will provide the framework for a
fundamental study of the role that quantum effects and quan-
tum correlations play in the regulation of open quantum and
classical systems. Furthermore, it will enable a rigorous treat-
ment of self-regulating quantum systems, where regulator and
environment are effectively the same physical object, whose
interaction with the principal system has different effects for
different timescales. As the framework in Fig.1 is independent
of the particulars of the considered problem, it is applicable to
a number of apparently unrelated phenomena as bacteria info-
taxis and photosynthesis.
The current technological advances in the manipulation of
single quantum systems demand for investigations on the ulti-
mate limits to the controllability of physical systems imposed
by quantum mechanics. When reading the original works of
Ashby and Wiener from half a century ago, one can be de-
lightfully surprised by the modern flavour of their insights:
their line of thinking resonates very closely with the state-
of-the-art research and challenges in contemporary quantum
information theory and technology.
With this article, we hope to have stimulated the interest
of the reader in the topic and to have proved it worthwhile of
attention. Once quantum cybernetics will be fully developed,
experimental proof-of-concepts of the ensuing limitations on
regulative processes may be in reach of current technological
possibilities. Also, firm answers to at least some of the fol-
lowing questions will be provided: How much I have to cor-
relate the controller to the system under investigation to ob-
tain a certain degree of controllability? Is the quantum treat-
ment of the problem significatively different from the classical
one? Does quantum discord, a recently discovered and very
debated quantum feature, help controlling a quantum system?
Do complex systems in Nature exploit this supposed quantum
advantage? Controllability is a task regulated by the law of
thermodynamics. How ”one shot” quantum control works?
Discovering the ultimate strategies to manipulate single
quanta may translate into the ability to control other kinds of
systems which are far removed from the nanoscale regime, i.e.
certain social systems [49], as an audacious mind precognized
almost a century ago [50].
6ACKNOWLEDGEMENTS
We acknowledge fruitful discussion with F. Carusela,
L. A. Correa, S. De Martino, S. Lee, P. Liuzzo Scorpo, and
S. Lloyd. This work was supported by the Foundational Ques-
tions Institute (Grant No. FQXi-RFP3-1317), the ERC StG
GQCOP (Grant No. 637352), the UK Engineering and Phys-
ical Sciences Research Council (Grant No. EP/L01405X/1)
and the Wolfson College, University of Oxford and The Uni-
versity of Nottingham Staff Travel Prize.
[1] N. Wiener, Cybernetics (MIT Press, Cambridge, 1948).
[2] W. R. Ashby, An Introduction to Cybernetics (Chapman & Hall,
London, 1956).
[3] R. Badii and A. Politi, Complexity: Hierarchical Structure and
Scaling in Physics (Cambridge University Press, Cambridge,
1997).
[4] L. C. Zuchowski, Entropy 14, 177 (2012).
[5] D. Dong and I. R. Petersen, IET Control Theory Appl. 4, 2651
(2010).
[6] H. Rabitz, New J. Phys 11, 105030 (2009).
[7] H. M. Wiseman and G. J. Milburn, Quantum Measurement and
Control (Cambridge University Press, 2014).
[8] J. Gough, Phys. Rev. E 90, 062109 (2014).
[9] L. Viola, S. Lloyd, and E. Knill, Phys. Rev. Lett. 83, 4888
(1999).
[10] S. Lloyd, Phys. Rev. A 62, 022108 (2000).
[11] R.-B. Wu, C. Brif, M. R. James, and H. Rabitz, Phys. Rev. A
91, 042327 (2015).
[12] J. Kerckhoff, H. I. Nurdin, D. S. Pavlichin, and H. Mabuchi,
Phys. Rev. Lett. 105, 040502 (2010).
[13] H. Touchette and S. Lloyd, Phys. Rev. Lett. 84, 1156 (2000).
[14] H. Touchette and S. Lloyd, Physica A 331, 140 (2004).
[15] S. Engell, International J. Control 41, 557 (1985).
[16] C. H. Bennett, G. Brassard, C. Crpeau, R. Jozsa, A. Peres, and
W. K. Wootters, Phys. Rev. Lett. 70, 1895 (1993).
[17] C. H. Bennett, Phys. Rev. Lett. 87, 077902 (2001).
[18] M. Horodecki, J. Oppenheim, and A. Winter, Nature 436, 673
(2005).
[19] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki,
Rev. Mod. Phys. 81, 865 (2009).
[20] B. Dakic et al., Nature Phys. 8, 666 (2012).
[21] T. Tufarelli, D. Girolami, R. Vasile, S. Bose, and G. Adesso,
Phys. Rev. A 86, 052326 (2012).
[22] V. Madhok, and A. Datta, Phys. Rev. A 83, 032323 (2011).
[23] L. del Rio, J. Aberg, R. Renner, O. Dahlsten, and V. Vedral,
Nature 474, 61 (2011).
[24] F.G.S.L. Brandao, M. Horodecki, N. H. Y. Ng, J. Op-
penheim, and S. Wehner, arXiv:1305.5278, PNAS
doi:10.1073/pnas.1411728112 (2015).
[25] C. R. Shalizi, Causal Architecture, Complexity and Self-
Organization in Time Series and Cellular Automata, PhD The-
sis (University of Wisconsin at Madison, Madison 2001).
[26] R. Schmidt, A. Negretti, J. Ankerhold, T. Calarco and
J.T. Stockburger, Phys. Rev. Lett. 107, 130404 (2011).
[27] R. Schmidt, J.T. Stockburger and J. Ankerhold, Phys. Rev. A
88, 052321 (2013).
[28] D. Lidar, Adv. Chem. Phys. 154, 295 (2014).
[29] J. von Neumann and O. Morgenstern, Theory of Games and
Economic Behaviour (Princeton University Press, Princeton,
1944).
[30] C. E. Shannon, Bell Syst. Tech. J. 27, 379 (1948).
[31] M. Zwick, Proceeding of the International Conference of Cy-
bernetics and Society (IEEE SMC, Tokyo/Kyoto, 1978).
[32] M. M. Wilde, Quantum Information Theory (Cambridge Uni-
versity Press, Cambridge, 2013).
[33] H. Ollivier and W. H. Zurek, Phys. Rev. Lett. 88, 017901
(2001); L. Henderson and V. Vedral, J. Phys. A 34, 6899 (2001);
K. Modi, A. Brodutch, H. Cable, T. Paterek, and V. Vedral, Rev.
Mod. Phys. 84, 1655 (2012).
[34] M. Piani, S. Gharibian, G. Adesso, J. Calsamiglia, P.
Horodecki, and A. Winter, Phys. Rev. Lett. 106, 220403 (2011);
D. Girolami, T. Tufarelli, and G. Adesso, Phys. Rev. Lett. 110,
240402 (2013).
[35] R. Renner and S. Wolf, Proc. Int. Symp. Inf. Theory, 233
(2004); N. Datta and R. Renner, IEEE Trans. Inf. Theory 55,
2807 (2009).
[36] R. Ko¨nig, R. Renner, and C. Schaffner, IEEE Trans. Info. Th.
55, 4337 (2009).
[37] N. Datta, J. M. Renes, R. Renner, and M. Wilde,
arXiv:1304.2336 (2013).
[38] A. Misra, A. Biswas, A. K. Pati, A. Sen De, and U. Sen,
arXiv:1406.5065 (2014); K. P. Seshadreesan, M. Berta, and M.
Wilde, arXiv:1410.1443 (2014).
[39] J. M. Horowitz and K. Jacobs, Phys. Rev. E 89, 042134 (2014).
[40] V. P. Belavkin, Preprint Instytut Fizyki 411, 3 (1979), quant-
ph/0208108; ibid, Proc. of 9th IFIP Conf. on Optimizat. Techn.
Notes in Control and Inform. Sci. 1 (Springer-Verlag, Warsaw,
1979); ibid, Theory of the Control of Observable Quantum Sys-
tems, Automatica and Remote Control 44, 178 (1983).
[41] A. C. Doherty, K. Jacobs, and G. Jungman, Phys. Rev. A 63,
062306 (2001).
[42] D. Girolami et al., in preparation.
[43] M. Vergassola, E. Villermaux, B. I. Shraiman, Nature 445, 406
(2007).
[44] G. Auletta, Entropy 15, 311 (2013).
[45] G. S. Engel et al., Nature 446, 782 (2007); E. Collini et al.,
Nature 463, 644 (2010); M. B. Plenio and S. F. Huelga, New J.
Phys. 10, 113019 (2008); M. Mohseni, P. Robentrost, S. Lloyd,
and A. Aspuru-Guzik, J. Chem. Phys. 129, 176106 (2008); A.
Ishizaki and G. R. Fleming, PNAS 106, 17255 (2009); G. D.
Scholes, G. R. Fleming, A. Olaya-Castro, and R. van Grondelle,
Nature Chem. 3, 763 (2011); M. Sarovar, A. Ishizaki, G. R.
Fleming, and K. B. Whaley, Nature Phys. 6, 462 (2010); Focus
Issue on “Quantum Effects and Noise in Biomolecules”, New J.
Phys. (2010–11).
[46] E. Gauger, E. Rieper, J. J. L. Morton, S. Benjamin, and V. Ve-
dral, Phys. Rev. Lett. 106, 040503 (2006); K. Maeda et al., Na-
ture 453, 387 (2008); J. Cai, G. G. Guerreschi, and H. Briegel,
Phys. Rev. Lett. 104, 220502 (2010); J. N. Bandyopadhyay, T.
Paterek, and D. Kaszlikowski, Phys. Rev. Lett. 109, 110502
(2012); J. Cai, F. Caruso, and M. B. Plenio, Phys. Rev. A 85,
040304(R) (2012).
[47] L. Turin, Chem. Senses 21, 773 (1996); M. I. Franco, L. Turin,
A. Mershin, and E. M. C. Skoulakis, PNAS 108, 3797 (2011).
[48] N. Lambert, Y.-N. Chen, Y.-C. Cheng, C.-M. Li, G.-Y. Chen,
and F. Nori, Nature Phys. 9, 10 (2013).
7[49] R. Toral and C.J. Tessone, Commun. Computat. Phys. 2, 177
(2007).
[50] G. F. Bassani (ed.), E. Majorana: Scientific Papers, (Springer,
Bologna, 2007).
