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This paper presents a complete algorithm for the evaluation and control of error in radiosity calculations. Pro-
viding such control is both extremely important for industrial applications and one of the most challenging issues
remaining in global illumination research.
In order to control the error, we need to estimate the accuracy of the calculation while computing the energy
exchanged between two objects. Having this information for each radiosity interaction allows to allocate more
resources to refine interactions with greater potential error, and to avoid spending more time to refine interactions
already represented with sufficient accuracy.
Until now, the accuracy of the computed energy exchange could only be approximated using heuristic algorithms.
This paper presents the first exhaustive algorithm to compute fully reliable upper and lower bounds on the energy
being exchanged in each interaction. This is accomplished by computing first and second derivatives of the ra-
diosity function where appropriate, and making use of two concavity conjectures. These bounds are then used in a
refinement criterion for hierarchical radiosity, resulting in a global illumination algorithm with complete control
of the error incurred.
Results are presented, demonstrating the possibility to create radiosity solutions with guaranteed precision. We
then extend our algorithm to consider linear bounding functions instead of constant functions, thus creating sim-
pler meshes in regions where the function is concave, without loss of precision.
Our experiments show that the computation of radiosity derivatives along with the radiosity values only requires
a modest extra cost, with the advantage of a much greater precision.
1. Introduction
Global illumination algorithms now have many applications.
One of the most promising fields is in urban and architectural
planning, where the use of a global illumination algorithm
allows to visualize a future building, and thus to check for
misconceptions. For example, it becomes possible to check
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the ergonomy of the workplace — is there enough light, or
too much? — or to ensure that the items in a museum are
properly lit.
In such applications, it is vital to be able to quantify the
light arriving on each point of the scene, in order to give the
user a precise range in which the illumination is guaranteed
to fall.
Global illumination algorithms generally have at least a
parameter that the user can manipulate, choosing either fast
computations or precise results. For Monte-Carlo ray tracing
algorithms, this parameter can be the number of rays. For
hierarchical radiosity algorithms, it can be the refinement
threshold, used to decide whether or not to refine a given
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interaction. Until recently, however, we had little knowledge
of the total precision of the result computed, or of the rela-
tion between the parameters and this precision. Even if it was
clear that spending more time on the simulation would pro-
duce more precise results, we could not quantify precisely
this increase.
In 1994, Lischinski1 proposed a refinement criterion for
hierarchical radiosity such that the error on the energy at
each point of the scene could be controlled by the refinement
threshold. Their algorithm used upper and lower bounds on
the point-to-area form factor for each interaction in order to
compute upper and lower bounds for the radiosity at each
point in the scene. However, they had no way to compute
reliable upper and lower bounds for the point-to-area form-
factor on a given interaction, and still resorted to sampling
— computing a set of values for the form-factor, and taking
the minimum and maximum of these values.
Although Lischinski’s method is easy to implement, it is
not totally reliable. In this paper, we present a method allow-
ing to compute fully reliable upper and lower bounds for the
point-to-area form-factor on any interaction. To achieve this
goal, we use our knowledge of the point-to-area form-factor
derivatives together with its concavity properties.
These concavity properties of the point-to-area form-
factor are described in section 3. They extend the unimodal-
ity conjecture proposed by Drettakis2, 3. Like the unimodal-
ity conjecture, they are only conjectures, and despite their
apparent simplicity, we have been unable to find a complete
demonstration for them. However, we also have been unable
to exhibit a counter-example.
As is explained in appendix B, we can compute exact val-
ues for the derivatives of the point-to-area form-factor; either
for the first derivative, the gradient vector, or for the second
derivative, the Hessian matrix. As we shall also see in ap-
pendix B, it is indeed faster to compute an exact value for the
form-factor derivative than computing approximate values
using several samples. Using our knowledge of the deriva-
tives along with the concavity properties of the point-to-area
form-factor, we show in section 4 how to derive bounds for
the point-to-area form-factor in any unoccluded interaction.
We also show an implementation of the refinement criterion
using these bounds.
When dealing with partially occluded interactions we can
not use the previous bounds, as the concavity conjectures do
not hold in this case. But we can exhibit two emitters that are
convex and bound the actual emitter, which we call the min-
imal and the maximal emitter. Using the previously defined
algorithm, we find an upper bound for the maximal emitter,
and a lower bound for the minimal emitter. The algorithm













Figure 1: Geometric notations for the radiosity equation.
2. Background
The radiosity method was introduced in the field of light
transfer in 1984 by Goral4. This method uses a simplification
in order to solve the global illumination problem: it assumes
that all the objects in the scene are ideal diffuse surfaces:
their bidirectional reflectance is uniform, and thus does not
depend on the outgoing direction.
In this case, the radiosity emitted at a given pointx can be
expressed as an integral equation:








In this equation,S is the set of all pointsy. r is the dis-
tance between pointx and pointy, θ1 andθ2 are the angles
between the−→xy vector and the normals to the surfaces at
pointx andy respectively (refer to figure 1 for the geomet-
ric notations).ρd(x) is the diffuse reflectance at pointx, and
V (x, y) expresses whether pointx is visible from pointy or
not.
In order to solve equation 1, Goral4 suggested to discretize
the scene into a set of patches[Pi], over which a constant
radiosity,Bi is assumed.















cos θ cos θ′
πr2
V (x, y)dy
is called the point-to-area form-factor at pointx from patch
i. It only depends on the respective positions of pointx and
patchi.
Since we assume a constant radiosity value within the
patch, we can compute this value as the average of all the
point values. This leads to a matrix equation:
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cos θ cos θ′
πr2
V (x, y)dxdy
is called the form-factor. Schr¨oder5 showed that there is a
closed form expression for the form-factor in the case of two
fully visible polygonal patches. In the general case, we do
not have access to the exact value of the form-factor, but
only to approximate values.
Equation 3 can be solved in an iterative manner, using
Jacobi or Gauss-Seidel iterative methods (see Cohen6). The
problem is that in order to compute one full bounce of light
across the surfaces in the scene, we have to compute the en-
tire form-factor matrix, which is quadratic with respect to
the number of patches.
A significant improvement over the classical radiosity
method is hierarchical radiosity. In “standard” radiosity, the
discretisation of one object into patches does not depend on
the objects with which it interacts. In order to model the in-
teraction between objects that are very close, and exchange
lots of energy, we need to subdivide them into many patches,
so as to get a precise modelling of the radiosity. On the other
hand, an interaction between two objects that are far away
could be modelled with fewer patches.
In hier-
archical radiosity, introduced in 1990 by Hanrahan7, each
object is subdivided into ahierarchyof patches, with each
node in the hierarchy carrying the average of the radiosity
of its children. Interaction between objects far away from
each other are modelled as interactions between nodes at a
high level in each hierarchy. On the other hand, interactions
between objects close to each other are modelled as interac-
tions between nodes at a lower level in the hierarchy, thereby
allowing more precision in the modelling of radiosity. Each
interaction between two nodes is modelled by alink, a data
structure carrying the identity of the sender and the receiver,
as well as the form-factor, and possibly other informations
on the respective visibility of both patches. This hierarchical
radiosity algorithm has later been extended using wavelets
(see Gortler8).
The most important step in the hierarchical radiosity
method is the decision whether or not to refine a given in-
teraction. This decision is deferred to arefinement criterion.
Early implementations of the hierarchical radiosity method
used crude approximations of the form-factor between two
patches. It was known that these form-factor estimates were
most imprecise when the result of the approximation was
large. Hence, interactions were refined as long as the form-
factor estimate was above a certain threshold (Hanrahan7).
This refinement criterion does not give the user a full con-
trol of the precision on the modelling of the radiosity func-
tion. In particular, it does not give anyguaranteethat it will
refine all problematic interactions, and it can also refine ex-
cessively in places where the solution has already attained a
correct level of precision (Holzschuch9).
Part of these problems can be addressed by using dis-
continuity meshing, where the patches are first subdivided
along the discontinuity lines of the radiosity function and its
derivatives (see Heckbert10, Lischinski11, 12 and Drettakis13).
These discontinuity lines can be computed using geometric
algorithms. However, as pointed out by Drettakis, these dis-
continuity lines are not of equal importance. Some of them
do not have a noticeable effect on the final radiosity solu-
tion. Hence it is not necessary to compute all the disconti-
nuity lines. Deciding which discontinuity lines are relevant
is done by a refinement oracle, using heuristic methods like
the one described above.
Many of the latest research results have dealt with giv-
ing the user a better control of the level of precision in the
modelling of radiosity in the hierarchical radiosity method.
In the most promising paper on the subject, Lischinski1,
suggested to compute for each interaction an upper and
lower bound for the point-to-patch form-factor between the
points of the receiving patch and the emitting patch, namely
Fmax andFmin, as well as an upper and lower bound for
the radiosity of the emitting patch, using information already
available in the hierarchy. We then know that the radiosity on
the receiving patch is betweenFmaxBmax andFminBmin.
Hence, the uncertainty on the radiosity on the receiving
patch, due to this particular interaction is:
δBreceiver = FmaxBmax − FminBmin
The inaccuracy on the energy of the receiving patch, due to
this particular interaction, is:
δEreceiver = Areceiver (FmaxBmax − FminBmin)
We can then decide to refine all interactions where this im-
precision on the transported energy is above a given thresh-
old. The most difficult part in this algorithm is finding re-
liable values for the bounds on the form-factor. Lischinski1
suggested computing exact values for the point-to-area form
factor at different sampling points on the receiver, and using
the maximum and minimum value at these sampling points
as the upper and lower bounds. Although this algorithm does
not give totally reliable bounds, it does provide a close ap-
proximation, and is quite easy to implement on top of an
existing hierarchical radiosity implementation.
In the following sections we show that it is possible to
compute reliable upper and lower bounds for the point-to-
area form factor. These bounds can then be used in the pre-
ceding algorithm, allowing the refinement of all interactions
where the inaccuracy on the transported energy is above the
threshold.
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Figure 2: Concavity for univariate functions.
3. The Concavity Conjectures
3.1. Definition of Concavity
Univariate functions are said to be concave at a point when
they lie entirely below their tangent at that point; conversely,
they are said to be convex when they lie above their tangent.
When the function crosses its tangent, the point is said to be
an inflection point (see figure 2). Classically, the concavity
of the function is linked to the sign of its second derivative: if
the second derivative is positive, then the function is convex.
If it is negative, then the function is concave. It is only when
the second derivative changes sign that we have an inflection
point.
Concavity is often used to find upper and lower bounds
for functions; if a function is concave on an interval, then
it is below all its tangents on this interval, and above all its
secants (see figure 3). Since concavity allows bounding by
affine functions (like tangents) instead of constants, it gener-
ally provides bounds that are closer to each other, and hence
a “better” range.
This notion of concavity extends naturally to bivariate





Figure 3: A function that remains concave across an inter-











Figure 4: A point where the function is concave: the function
liesbelow the tangent plane.
ate function is said to be concave at a point when it lies below
its tangent plane (see figure 4), convex when it lies above its
tangent plane and indefinite when the function crosses the
tangent plane (see figure 5). As with univariate functions,
concavity can be used to find upper and lower bounds: if a
function is concave over a triangular area, then on this area it
lies below all its tangent planes, and above the secant plane
defined by the three corners of the triangle.
A univariate function usually crosses its tangent at an iso-
lated point, the inflection point. Contrarily, the set of points
where a bivariate function crosses its tangent plane is a
whole region.
The second derivative of a bivariate function is a2 × 2
matrix, called theHessian matrix. As with univariate func-
tions, the concavity of the function is linked to its second
derivative: if the Hessian matrix is definite positive, then the
function is convex; if the Hessian matrix is definite negative,
then the function is concave; if the Hessian matrix is indef-
inite, then the function is indefinite. The Hessian can be ex-
c© The Eurographics Association 1998















Figure 5: A point where the concavity is indefinite: the func-
tion crosses its tangent plane.




















The Hessian is definite ifrt− s2 is positive. It is definite-
positive if rt − s2 is positive andr is positive, definite-
negative ifrt − s2 is positive andr is negative. Ifrt − s2
is negative or null, the Hessian is indefinite, and the function
crosses its tangent plane.
It must be noted that a function is necessarily concave
where it has a local maximum, and convex wherever it has
a local minimum. This property is true both for uni- and bi-
variate functions.
3.2. Concavity of the Point-To-Area Form Factor
3.2.1. Background
Let us single out an interaction between an emitting patch
and a receiving patch. We seek an upper and a lower bound
for the point-to-area form-factor across the receiver. These
upper and lower bounds can then be used by a refinement
oracle, as introduced by Lischinski1.
Using the algorithm described in appendix B, we have ac-
cess to the form-factor and to its derivatives at any point of
the receiver. However, these values are only valid at this spe-
cific point. Since we seek a result valid across the whole re-
ceiver, we must exhibit a property of the point-to-area form-
factor that is valid across the receiver.
A similar approach was used by Drettakis2, 3. In the case
of a finite convex emitter, with constant radiosity, and of an
infinite receiver, Drettakis made the following two conjec-
tures:
Conjecture U1Radiosity on the receiver has only one max-
imum.
Conjecture U2 Radiosity on any line on the receiver has
only one maximum.
These two conjectures are referred to below as theuni-
modality conjectures.
Figure 6: The C1 conjecture: the radiosity function has in-
definite concavity everywhere, except over a convex area
(hatched), where the radiosity function is concave.
3.2.2. Concavity Conjectures
Like Drettakis, we consider a finite convex emitter, with
constant radiosity, and we assume the receiver is an infinite
plane. We state the following two conjectures on the concav-
ity of the radiosity on the receiver:
Conjecture C1The Hessian matrix of the radiosity function
is indefinite everywhere, except over a bounded area. On this
area, the radiosity function is concave. Furthermore, the area
is convex.
Conjecture C2 On any line drawn on the receiver, radiosity
is concave over a bounded interval, and convex everywhere
else.
Figure 6 illustrates the C1 conjecture: the radiosity func-
tion is indefinite everywhere — and crosses its tangent plane
— except over a convex region (hatched).
Figure 7 illustrates the C2 conjecture: the radiosity func-
tion defined over a given line is convex across[−∞, a] and
across[b,+∞], and concave across[a, b].
Despite their apparent simplicity, these conjectures have
yet escaped demonstration. It is obvious that they are true in
the simplest case of a point light source sending light in all
directions. However, even for the case of a differential emit-
ter area instead of a point light source, it has not been possi-
ble so far to prove the concavity conjectures. Appendix A is
a detailed study of the differential emitter area.
3.2.3. Relationship between the conjectures
Our concavity conjectures are actually an extension of the
unimodality conjectures: that is, C1 implies U1, and C2 im-





Proof Assume U1 is false. Then there exists at least two
maxima for the radiosity function, M1 and M2. On the line
joining M1 and M2 there are two maxima, which is in con-
tradiction with U2.
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Figure 7: The C2 conjecture: the radiosity function on a line is concave only over a finite interval, [AB].
C2 =⇒ U2:
Proof The function is concave on the neighbourhood of each
local maximum. If there are two local maxima on a line,
there must be a local minimum between them. In the neigh-
bourhood of this local minimum, the function would have to
be convex, which is impossible because of C2.
C1 =⇒ U1:
Proof Assume U1 is false. Then there exists at least two lo-
cal maxima for the radiosity function. On the neighbourhood
of each maximum, the radiosity function is concave. But
between the two maxima, there must be a pass-like point,
where the concavity is indefinite. This is in contradiction
with C1.
No relationship between C1 and C2:An important point
is the independenceof our two concavity conjectures. C1
does not imply C2, and C2 does not imply C1.
4. Error Control for Unoccluded Interactions
In this section, we describe our algorithm for finding upper
and lower bounds for the point-to-area form-factor across the
receiver. These values are then used by a refinement oracle
like the oracle introduced by Lischinski1.
4.1. Computing Radiosity Derivatives
Let us callA2 the emitting patch,A1 the receiver andx a
point on the receiver (see figure 1). In this case, there is an
exact formula for the point-to-area form factor (Siegel and
Howell14):








where the integral is on∂A2, the contour ofA2, andd~̀2 is
the differential element of this contour.
Using this expression of the point-to-area form-factor, it is
possible to compute exact formulae for both its first and sec-
ond derivatives. These formulae for the derivatives are eas-
ily implemented, giving access to exact values for the func-
tion and its derivatives (see appendix B, and also Arvo15 or
Holzschuch16, 17).
If we compute simultaneously the point-to-area form-
factor and its derivatives, we can save computation time by
reusing some geometric quantities that appear in several for-
mulae. In this case, the overall cost of computing the deriva-
tives is reasonable: there is an increase of40% for com-
puting the gradient along with the form-factor, and an in-
crease of100% for computing both the gradient and the Hes-
c© The Eurographics Association 1998
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sian matrix (see appendix B and Holzschuch16, 17). This cost
must be balanced against what it would require to compute
approximate values for the derivatives using several form-
factor computations: in this case, the cost increase for the
gradient would be of100%, and that of the Hessian600%.
In our refinement phase, we compute the values of the
point-to-area form-factor and its derivatives at the vertices
of the receiving patch. These values can be reused in the
radiosity propagation phase to obtain the radiosity values at
the vertices.
4.2. Computing Bounds for the Point-to-Area
Form-Factor
We show here how our knowledge of the point-to-area form-
factor and its derivatives at the vertices of the receiving
patch, used jointly with our conjectures, gives us access:
• first, to thelocationof the maximum and the minimum of
the point-to-area form-factor,
• second, to an exact value for the minimum,
• third, to an upper bound for the maximum.
4.2.1. The Minimum is at one of the Vertices
An immediate consequence of the unimodality conjectures
(U1 and U2) is that the minimum for the point-to-area form-
factor is necessarily at one of the vertices of the receiver:
• If the minimum was inside the receiving patch, A1, then
there would exist several local maxima for the point-to-
area form-factor on the plane supporting A1 — this is
in contradiction with U1. Hence, the minimum across A1
must be on the contour of A1.
• The contour of A1 is made of polygonal edges. If on one
of these edges the minimum is inside the edge then on the
line supporting the edge the form-factor must have two
maxima — this is in contradiction with U2.
• Hence, the minimum can only be at one of the vertices of
A1.
4.2.2. An exact value for the minimum
Since we chose to compute the point-to-area form-factor at
the vertices of the receiving patch, A1, we do have access to
the exact value of the minimum across A1: it is the minimum
of our computed values for the point-to-area form-factor at
the vertices of A1.
4.2.3. Finding the Position of the Maximum
A consequence of U2 is that given a pointx, given the point-
to-area form-factorF (x) and its gradient at pointx,∇F (x),
for all pointsp such that−→xp · ∇F (x) < 0, we haveF (p) <
F (x).
Otherwise, there would be one local minimum betweenp
andx on the line passing throughp andx, and hence two









The maximum lies 
in this half-plane
All form-factor values
in this half-plane are 
smaller than F(x).
Figure 8: Knowledge of the gradient helps find the position
of the maximum.
Hence the maximum of the point-to-area form-factor can
only be in the half-plane defined by:−→xp · ∇F (x) ≥ 0 (see
figure 8.)
This property gives us an algorithm to determine whether
the maximum for the point-to-area form-factor across the re-
ceiving patch A1 can lieinsidethe patch, or if it must be at
one of the vertices (see figure 9):
• For each vertex, there is a half-plane (defined by the form-
factor gradient at this vertex) where the form-factor value
can be greater than the value at the vertex.
• The intersection of these half-planes is an area where the
point-to-area form-factor value can be greater than the
value at all the vertices. The intersection of this area with
the receiving patch is either empty or not empty.
• If this intersection with the patch is not empty, then there
exists an area inside the patch where the maximum can
be.
• If this intersection is empty, then the maximum for the
form-factor across the patch must be at one of the vertices.
4.2.4. If the Maximum is at one of the Vertices
If the above algorithm tells us that the maximum can only be
at one vertex of the receiving patch, then we know the exact
value of the maximum: it is the value of the point-to-area
form-factor at that vertex.
4.2.5. If the Maximum is Inside the Receiving Patch
If the above algorithm tells us there exists an area inside the
receiving patch A1 where the maximum can be, then we do
not have access to the exact value of the maximum of the
point-to-area form-factor across A1.
The only thing we know at this stage is that the value of
the maximum must be greater than the values computed at
the vertices of A1.
There are three kind of algorithms for finding an upper
bound for the point-to-area form-factor across A1:
c© The Eurographics Association 1998
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The maximum can be inside the polygon. The maximum is at one of the vertices.
Figure 9: Using the gradient to locate the maximum inside or outside the receiving patch.
Heuristic Algorithms: Compute another sample value for
the point-to-area form-factor inside patch A1. The posi-
tion of the sampling point can be arbitrary or can make
use of the information given by the form-factor gradient.
Concavity Algorithms: If the point-to-area form-factor
function on the receiving patch is concave, we use the tan-
gent planes to find an upper-bound.
Geometric Algorithms: Using geometric tools, build an
emitter that encloses the actual emitter for all the points of
the receiving patch, and for which we can find the value
of the maximum. This value is an upper-bound.
Heuristic algorithms include gradient descent algorithms,
as described by Arvo15 and Drettakis2, 3. Gradient descent
algorithms make use of the information provided by the gra-
dient to subdivide the receiving patch until convergence. The
gradient can either be approximated (Drettakis2, 3) or an ex-
act value (Arvo15).
In our implementation, we use concavity algorithms
wherever possible, and resort to geometric algorithms if the
point-to-area form-factor function is not concave.
4.2.5.1. Concavity Algorithms According to C1, the zone
where the point-to-area form-factor function is concave is a
convex one. As a consequence, if the form-factor Hessian is
definite negative at the vertices of the receiving patch, then
it stays definite negative across the receiving patch.
In this case, the form-factor function lies below all its tan-
gent planes at the vertices across the receiving patch. We
know these tangent planes since we know the form-factor
gradient at the vertices. Finding an upper bound for the
point-to-area form-factor is then equivalent to computing the
intersection of the tangent planes.
This is mainly a linear programming problem (see, for
example, Preparata18); the computational complexity of the
problem depends on the dimension of the problem — which
here is always two since we are dealing with bivariate func-
tions — and on the number of vertices in the receiving patch.
Usually, in hierarchical radiosity algorithms, we are restrict-
ing ourselves to triangular or quadrangular patches. If this
is the case, we can assume the complexity of computing the
intersection of the tangent planes is constant.
4.2.5.2. Geometric Algorithms If the form-factor Hessian
is not definite negative at all the vertices of the receiving
patch, then the point-to-area form-factor function is not con-
cave across the entire receiving patch. It is therefore not
possible to use concavity algorithms. In this case, we resort
to geometric algorithms: in a plane parallel to the plane of
the receiver, we construct an emitter with the following two
properties:
• From all the points of the receiver, it is seen as including
the original emitter.
• It has two axes of symmetry, so that we can find the max-
imum form-factor due to the emitter.
The reason for the second item lies in the symmetry prin-
ciple: if the emitter and the receiver are left unchanged by
a planar symmetry, then so is the point-to-area form-factor
function on the receiver; thus its maximum can only lie on
the intersection of the plane of the symmetry and of the plane
of the receiver. If there are two planes that leave the emitter
and the receiver un-changed, then the maximum can only be
at their intersection (see figure 24, in the color section).
To build this emitter:
• select a planeP parallel to the plane of the receiving
patch;
• for each vertexVi of the receiving patch, build the projec-
tion pi of the original emitter according to this vertex on
P (see figure 10);
• this projection is totally equivalent to the original emitter
for this particular vertex;
c© The Eurographics Association 1998
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• any convex region enclosing all thepi projections is seen
from all the points of the receiver as enclosing the original
emitter; as a consequence, the point-to-area form-factor
due to this convex region is greater than the point-to-area
form-factor due to the actual emitter;
• building a convex region enclosing thepi is a standard ge-
ometry problem (see, for example, Foleyet al.19, Kay20 or
Toth21). Constraining this convex region to have two axes
of symmetry can either be a consequence of the bounding
object used, like ellipses and rectangles, or be a property
we add afterward. Since our problem is a two dimensional
geometry problem — although we have a set of three di-
mensional data points — we start by projecting ourpi
onto one of the coordinates planes(x, y), (z, x) or (y, z).
Once we have built the result in this coordinate plane, we
will project it back onto the emitter plane.
• Several algorithms can be used, either giving a faster re-
sult, but a greater enclosing emitter, and hence a greater
upper-bound, or requiring more time, but giving an en-
closing emitter that is closer to thepi, and hence a smaller
upper-bound:
– Build the convex hull of thepi, then build a region
with two axes of symmetry enclosing the convex hull.
This gives the smaller enclosing emitter, but requires
more computation time
– Build a bounding rectangle enclosing thepi inside the
emitter plane, as in Toth21. This is one of the fastest
possible algorithm. Furthermore, it naturally gives an
enclosing emitter with two axes of symmetry, so there
is no construction time involved for building the sym-
metries.
– Build a bounding ellipse enclosing thepi inside the
emitter plane. This algorithm is slower, but it also
gives an enclosing emitter with two axes of symmetry,
so there is no construction time involved for building
the symmetries.
– A bounding rectangle using the(x, y, z) axes can give
an enclosing emitter much bigger than thepi, thus in-
ducing a greater upper bound. A simple improvement
is to useslabs, as suggested in Kay20. In this case, in
order to build an object with two axes of symmetry,
we have to restrict ourselves to two sets of orthogo-
nal slabs. This algorithm requires more computational
time than the previous algorithm, but can give a signif-
icantly smaller enclosing emitter.
– If ne is the number of vertices of the emitter, and
nr the number of vertices of the receiver, the to-
tal number of vertices for all thepi is nenr. In this
case, the complexity of the convex hull algorithm is
O(nenr log nenr), and the complexity of the other
three algorithms isO(nenr).












Figure 11: Building an enclosing emitter in order to find an
upper bound.
4.3. Implementation and Testing
4.3.1. Refinement Criterion
Once we have access, for each iteration, to the minimum and
maximum form-factor, it is possible to implement a refine-
ment criterion based on their difference. Following the algo-
rithm suggested by Lischinski1, we refine every interaction
such that:
Areceiver (BmaxFmax −BminFmin) > ε
This means that we refine an interaction whenever the un-
certainty on the incoming energy of the receiving patch is
above the thresholdε.
4.3.2. Resulting Mesh Simplification
In regions where the Hessian matrix of the form-factor
is definite-negative, we know that the form-factor can be
bounded between the tangent planes and the secant planes.
We can use these bounding planes to find tighter upper and
lower bounds for the form-factor.
The form-factor for all the points on the receiving patch
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lies below all the tangent planes for the point-to-area form
factor, and above the secant plane. Therefore, we can say
that our uncertainty on the point-to-area form-factor on the
receiver is equal to the maximum of the distance between
the secant plane and these tangent planes.
Computing this distance is again a linear programming
problem (see, for example, Preparata18). The complexity de-
pends on the number of vertices of the receiver,nr, which is
usually three or four. Let us denote byEFF this uncertainty
on the form-factor.EFF can be used in our expressions as a
replacement forFmax − Fmin. Using the fact that:
(BmaxFmax −BminFmin) =
Bmax(Fmax − Fmin) + Fmin(Bmax −Bmin)
we decide to refine a given interaction if
Areceiver (BmaxEFF + Fmin(Bmax −Bmin)) > ε
It must be noted that this new bounding of the form-factor
does not introduce any uncertainty. We are still bounding
the form-factor by fully reliable functions. However, since
these functions are affine instead of constants, they provide
much tighter bounds, and we can expect a simpler mesh in
the areas where the point-to-area form factor is concave.
Figure 25 (in the color section) shows the result of our re-
finement criterion on a simple box, with only direct illumi-
nation. Notice that the mesh produced is coarser in some ar-
eas with respect to the immediately neighbouring areas (the
disc-shaped area on the floor, and the drop-shaped areas on
the walls). These are the places where the Hessian is definite-
negative.
This refinement criterion extends, in some ways, the mesh
simplification found in previous work (Holzschuch9). The
shape of the mesh produced is quite similar between our new
algorithm and the algorithm in Holzschuch9. However, our
new refinement criterion, while keeping low memory costs,
also gives fully reliable upper and lower bounds on the ra-
diosity of each patch.
4.3.3. Dealing with Singularities
4.3.4. Relative Complexity of the Algorithm
Our algorithm requires the computation of the first two
derivatives of the point-to-area form-factor at the vertices of
the receiver. This implies a 100 % increase on the compu-
tation time for each vertex (see appendix B). That is to say,
computing the point-to-area form-factor and its derivatives
costs twice what it would cost to compute the point-to-area
form-factor alone.
Since vertices are shared by several patches, this over-
head cost is shared by several interactions. On the average,
we are only computing one point-to-area form-factor and its
derivatives for each patch. Thus, the cost of our algorithm
is approximately the cost of computing two point-to-area
form-factors for each patch, plus the time needed for the ex-
ploitation of the derivatives for computing upper and lower
bounds.
Existing heuristic refinement algorithms (see Lischinski1)
compute one form-factor sample for each of the receiver ver-
tices, plus one sample at the center of the receiving patch.
If we assume that the form-factor values at the vertices are
shared with the neighbouring patches, we are computing an
average of two point-to-area form-factors for each receiver.
Thus, the cost of the heuristic algorithm and the cost of
our algorithm are roughly similar. The main overhead of our
algorithm when compared with the heuristic algorithm is the
time needed for the actual computations for finding the posi-
tion of the maximum and for finding an upper bound for the
maximum, when necessary.
Hence, the relative costs of our refinement criterion are in
fact quite small and can be generally regarded as acceptable,
especially with respect to the complete control it gives on
the error carried by each interaction.
Also, our algorithm allows for a significant mesh sim-
plification (see figure 25, in the color section) which may,
depending on the scene considered, induce a smaller com-
putation time for the exhaustive refinement criterion when
compared to a heuristic refinement criterion.
5. Error Control for Partially Occluded Interactions
The above algorithm for finding upper and lower bounds
only works in the case of unoccluded interactions, and with
a convex emitter. This algorithm relies on the concavity and
unimodality conjectures, which do not hold if there are oc-
cluders between the emitter and the receiver.
However, it is possible to construct, using geometrical
tools, a minimal and a maximal emitter that have the fol-
lowing qualities:
• both are convex;
• any point of the minimal emitter is fully visible from the
receiver;
• the maximal emitter contains all the points of the emitter
that are visible from at least one point of the receiver;
Then at any given point on the receiver,
• the form-factor due to the minimal emitter is lesser or
equal to the actual form factor,
• and the form-factor due to the maximal emitter is greater
or equal to the actual form-factor.
We apply our previous algorithm to these emitters, and
find a lower bound using the minimal emitter, and an upper
bound using the maximal emitter.
Figure 26 (in the color section) shows an example of min-
imal and maximal emitters for a simple configuration with
only one occluder: the small red square on the ground is the
c© The Eurographics Association 1998








Figure 13: Computing the “umbra” and “penumbra” vol-
umes using the receiver as a light source.
receiver; the black square with a white border is the occluder,
and the bright red area is the minimal emitter — the part of
the emitter that is visible from all the points of the receiver.
The dark red area is the maximal emitter. The blue line is the
contour of the emitter as it is seen from one of the points of
the receiver.
5.1. Computing the minimal and maximal emitter
Our definition of minimal and maximal emitter bears a
strong resemblance with the definition of umbra and penum-
bra, except that the roles of the emitter and the receiver are
reversed.
A similar algorithm has been used by Teller to computer
the antipenumbra of an area light source22, and to solve the
visibility problem in a hierarchical radiosity algorithm23, and
by Drettakis13. Drettakis13 used a specific data structure, the
backprojection, which gives to the program the structure of
the projection of the occluders on the emitter plane, from any
point on the receiver.
Algorithms used for computing umbra and penumbra can
be quickly adapted in order to compute the minimal and
maximal emitter for each receiver. Let us consider a sin-
gle interaction, with one emitter, one receiver, and occluders
(see figure 12). We compute the umbra and the penumbra
volume using the receiver as a light source (see figure 13).
The intersection of these volumes with the emitter plane is a







Figure 14: The maximal emitter can be any convex including









Figure 15: Several possible candidates for the minimal emit-
ter.
5.1.1. Computing the maximal emitter using the
“umbra” volume
The intersection of the emitter with the “umbra” volume is
the set of points on the emitter that are totally invisible from
the receiver.
The complement of this intersection is the set of points
on the emitter that are visible from at least one point on the
receiver.
Since our criterion only works for convex emitters, we
have to build a convex emitter that includes this complement.
Our basic rule is that we must not under-estimate the point-
to-area form-factor, only possibly over-estimate it. Hence,
the maximal emitter must be any convex region including the
previously computed complement — for example the convex
hull of the complement, or the bounding-box of the comple-
ment (see figure 14).
5.1.2. Computing the minimal emitter using the
“penumbra” volume
Similarly, the intersection of the emitter with the “penum-
bra” volume is the set of points on the emitter that are at
least partially hidden from the receiver.
The complement of this intersection is the set of points on
the emitter that are visible all the points of the receiver.
Any convex region that is included in this complement is
a suitable candidate for the minimal emitter (see figure 15).
Depending on the position of the occluders, it is possible
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to have several candidates for the minimal emitter. Ideally,
we would like to pick the candidate that gives the largest esti-
mate for the minimum, since this would give tighter bounds,
and hence reduce the number of un-necessary refinements.
However, it is impossible to find this without computing
the point-to-area form-factor for all the candidates, which
would prove very time-consuming. In our implementation,
we choose the candidate with the largest area, since it is
likely to induce a larger form-factor.
5.2. Implementation and testing
We have implemented our algorithm for finding upper and
lower bounds for the point-to-area form-factor using the
maximal and minimal emitter.
Figure 27 (in the color section) shows the result of our
refinement criterion on a simple scene, with a single oc-
cluder. Notice that the algorithm detects the shadow bound-
aries and refines properly in order to model them. Outside
of the shadow, the mesh produced is identical to the mesh
produced without occluders.
5.3. Complexity of the Algorithm and Possible
Improvements
Our algorithm relies on computation of the umbra and
penumbra volumes for all the interactions. This computation
can be quite costly, if it is implemented in a naive way.
Previous work by Chin24 has shown that the use of a
BSP-tree can greatly improve the computation of umbra and
penumbra volumes. Teller22 showed that by extending the
data structure used to store the interaction between patches
to also store the possible occluders for this interaction, the
complexity of visibility computations could be greatly re-
duced. Both these improvements work with our algorithm.
Our algorithm can also be used in a combination with
standard discontinuity meshing, as described in Lischinski11.
A preliminary light-source discontinuity meshing will re-
duce the complexity of the minimal and maximal emitter
computations by providing occlusion information and reduc-
ing the number of patches where we have to compute these
emitters.
The backprojection algorithm described by Drettakis13, 3
gives for each patch created during the discontinuity mesh-
ing step the geometric structure of the emitter as seen
from this patch. Implementing our algorithm on top of a
backprojection algorithm should be a straightforward post-
processing step.
It has been shown (Lischinski11 and Drettakis13, 3) that the
boundary of the umbra volume can include a quadric sur-
face, and hence can be quite complex to model. However,
our algorithm does not require a complete computation of
the umbra and penumbra volumes for each interaction, but
only the computation of a surface included in the umbra vol-
ume, and of a surface enclosing the penumbra volume. Two
such surfaces can be computed in a straightforward way:
• For each occluder:
– For each receiver vertex, compute the projection of the
occluder onto the emitter supporting plane;
– The intersection of these projections is the umbra vol-
ume for this particular receiver;
– The convex hull of these projections is the penumbra
volume for this receiver.
• The union of the penumbra volumes for all occluders is
the penumbra volume for the entire interaction.
• The union of the umbra volumes for all occluders is not
equal to the umbra volume for the entire interaction. How-
ever, it is included into the actual umbra volume (see
Lischinski11). Hence, we can use it for building the maxi-
mal emitter.
The computation of the projection of the occluders onto
the emitter supporting plane, and the computation of the
union of these projections can be reused for computing the
exact value of the point-to-area form-factor in the radiosity
propagation phase.
The only extra cost of our refinement criterion is then
the computation of the minimal and maximal emitter know-
ing the projection of all the occluders on the emitter plane.
This is a two-dimensional problem, computing a convex re-
gion that contains the complement of the umbra volume,
and another convex region that is included into the comple-
ment of the penumbra volume. Note that we do not have to
explicitely construct the umbra and the penumbra volume,
only the two convex regions. We can use several methods
for computing these convex regions, as described in sec-
tion 4.2.5.2. The cost of our algorithm is the cost of finding
two convex regions enclosingnrn polygons, wheren is the
number of occluders, andnr is the number of vertices of the
receiver.
The heuristic algorithm described by Lischinski1 uses the
same computation of the exact values of the point-to-area
form-factor at the vertices of the receiver, which will be
reused in the radiosity propagation phase, plus the compu-
tation of the point-to-area form-factor at the center of the re-
ceiving patch, which implies the projection of the occluders
on the emitter supporting plane and the computation of the
union of these projections. Hence, the cost of the heuristic al-
gorithm isn projections and the union ofn two-dimensional
polygons.
6. Conclusions and Future Directions
We have introduced a new and reliable way of computing the
maximum and the minimum of the point form-factor on any
interaction. These bounds on the form-factor allow a con-
trol of the precision of the hierarchical radiosity algorithm,
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precision that can be required for certain applications of the
algorithm, such as architectural planning.
These bounds have been integrated in a new refinement
criterion for hierarchical radiosity. We have also presented
another refinement criterion that, while maintaining control
on the upper and lower bounds of the energy transported,
allows a coarser mesh to be constructed in some places, thus
reducing memory and computation costs.
This algorithm is a significant step in error-control for
global illumination methods. Although it has been devised
and implemented in a hierarchical radiosity framework,
nothing in the algorithm prevents the refinement criterion to
be implemented with progressive refinement radiosity, as de-
scribed by Cohen25.
Knowledge of the error produced in all the parts of the al-
gorithm allows global illumination programs to concentrate
their work on parts of the scene where the error is still large,
and to skip parts where it can be neglected. Thus, our algo-
rithm can be hoped to accelerate global illumination compu-
tations by reducing the amount of unnecessary refinement.
Our algorithm relies on several conjectures: the unimodal-
ity conjectures (U1 and U2) and the concavity conjectures
(C1), as well as on a knowledge of the radiosity derivatives.
Table 1 recalls, for each part of the algorithm, which conjec-
ture and which derivatives are being used.
The concavity and unimodality conjectures assume that
radiosity on the emitter is constant, that the receiver is dif-
fuse and that there is full visibility. An extension of our error-
control algorithm to cases where radiosity on the emitter is
not constant, or to reflectance functions that are not constant
would first require a careful study of to what extent do our
concavity or unimodality conjectures still hold. For exam-
ple, it is clear that they cannot hold for whatever distribution
of radiosity on the emitter, but only for specific cases. These
specific cases, once identified, can be used as a functional
basis for radiosity.
We have dealt with the partial visibility problem by com-
puting maximal and minimal emitter, thereby reducing the
problem to two full visibility problems. However, it is known
that it is possible to compute the radiosity gradient in pres-
ence of occluders (see Arvo15), and it seems possible to com-
pute the radiosity Hessian in presence of occluders as well
(see Holzschuch17). In this case, it would be possible to ex-
tend our refinement criterion to some partially visible inter-
actions without having to compute the maximum and mini-
mum emitter. Once again, this can be done only in specific
configurations where the concavity or unimodality conjec-
tures still hold. This is not the case for generic occluders (see
figure 28, in the color section), but only for certain specific,
simple occluders (see figure 29 in the color section).
Although the algorithm described in this paper makes use
of the U1, U2 and C1 conjectures, and of the form-factor
gradient and Hessian, table 1 shows that it is possible to build
a simpler algorithm to find upper and lower bounds by using
only U1, U2 and the form-factor gradient.
This algorithm would be very similar to the gradient-
descent algorithms described by Arvo15 and Drettakis2, 13.
The main difference would be the use of geometric tools, as
described in section 4.2.5.2 to find an upper bound. These
geometric tools will provide a fully reliable upper bound on
the receiving patch.
This simpler algorithm would not allow mesh simplifica-
tion as described in section 4.3.2; also, since this simpler
algorithm would only use geometric methods to find up-
per bounds it can be expected that it will give greater upper
bounds, and hence induce more refinement than our current
algorithm. On the other hand, this algorithm would not re-
quire the computation of the form-factor Hessian, thus sav-
ing computation time, and would probably be easier to ex-
tend to partial visibility cases, where C1 may not hold.
Future work will include an implementation of this sim-
pler algorithm, and timing and memory costs comparisons
between our full algorithm, the simpler algorithm and the
heuristic algorithm, as well as error measurements.
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iMAGIS/IMAG, Université Joseph Fourier, Grenoble,
France, (March 5th, 1996).
18. F. P. Preparata and M. I. Shamos,Computational Ge-
ometry – An Introduction. New York: Springer Verlag,
(1985).
19. J. D. Foley, A. van Dam, S. K. Feiner, and J. F. Hughes,
Computer Graphics, Principles and Practice, Second
Edition. Reading, Massachusetts: Addison-Wesley,
(1990).
20. T. L. Kay and J. T. Kajiya, “Ray tracing com-
plex scenes”,Computer Graphics, 20(4), pp. 269–276
(1986). Proceedings of SIGGRAPH ’86 in Dallas
(USA).
21. D. L. Toth, “On ray-tracing parametric surfaces”,Com-
puter Graphics, 19(3), pp. 171–179 (1985). Proceed-
ings SIGGRAPH ’85 in San Francisco (USA).
22. S. J. Teller, “Computing the antipenumbra of an
area light source”, inComputer Graphics (ACM SIG-
GRAPH ’92 Proceedings), vol. 26, pp. 139–148, (July
1992).
23. S. Teller and P. Hanrahan, “Global Visibility Algo-
rithms for Illumination Computations”, inComputer
Graphics Proceedings, Annual Conference Series,
c© The Eurographics Association 1998
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Appendix A: Concavity conjectures: case study of a
differential area emitter
Let us consider the case of an infinite receiving plane and
a single differential area for the emitter. In this case, due to
the symmetries shared by the emitter and the receiver, there
is only one parameter: the angle, calledθ, between the nor-
mal of the emitter and a line parallel to the receiver, (see
figure 16).
To express the position of a point on the receiver, we
choose a set of axes related to the emitter: the first axes
shares the direction of the projection of the normal of the
emitter on the receiver, and the second axes is orthogonal to
the first. The origin of our coordinate system is the projec-
tion of the emitting point. Using this set of coordinates, we
have a simple expression for the point-to-area form-factor at
any pointM(u, v) on the receiver (see figure 17 the aspect
of the surface):
F (u, v) =
dA
π
u cos(θ) + sin(θ)
(u2 + v2 + 1)2
This value is only foru cos(θ) + sin(θ) > 0. If u cos(θ) +
sin(θ) ≤ 0, then of courseF (u, v) = 0.
The C1 concavity conjecture
In this simple case, it is possible to explicitly compute the
derivatives of the point-to-area form-factor. An explicit com-





Figure 17: An example of the point-to-area form-factor









Figure 18: The areas where the point-to-area form-factor
function is concave for different values ofθ.
the expressionS(u, v, θ) is positive, whereS(u, v, θ) is:
S = −3u4 − 8 tan θu3 − 5 tan2 θu2 − 4u2v2 + 3u2
+4u tan θ − 8 tan θuv2
−5 tan2 θv2 − v2 − v4 + tan2 θ
Although it is impossible to find an explicit solution of
the equationS(u, v, θ) = 0, it is possible to plot these solu-
tions for different values ofθ. Figure 18 shows the contour
of the area whereS(u, v, θ) is positive for different values of
θ. Outside these areas,S(u, v, θ) is negative, and hence the
Hessian matrix is indefinite. Inside these areas,S is positive,
and the form-factor is concave.
An interesting point is the shape of the zones where the
point-to-area form factor is concave. Whenθ = π
2
, it is of
course a disc, due to the symmetries in the scene. Whenθ =
0, it is a shape like a drop, that tapers to a point in(0, 0). For
intermediate values ofθ, the zone has an intermediate shape
between the drop and the disc, but this shape always appears
to be convex.
The C2 concavity conjecture
If we now focus on the radiosity on a specific linev = au+
b on the receiving plane, we have, for the form-factor as a
c© The Eurographics Association 1998





u cos(θ) + sin(θ)
(u2 + (au+ b)2 + 1)2
The form-factor is equal tof(u) if u cos(θ)+sin(θ) > 0.
If u cos(θ) + sin(θ) ≤ 0, then the form-factor is null.
It must be noted thatf(u) goes to zero whenu goes to
±∞, and thatf(u) is equal to zero only foru = u0 =
− tan θ.
It is possible to compute the first and the second derivative
of f(u). The first derivative,f ′(u), is of the sign of a second
degree polynomial inu, and the second derivative,f ′′(u) is
of the sign of a third degree polynomial inu. As a conse-
quence,f ′(u) can change sign at most twice, andf ′′(u) at
most three times.
Since the functionf(u) goes to zero whenu goes to±∞,
it must have one maximum betweenu0 and+∞, and one
minimum betweenu0 and−∞. As a consequence,f ′(u)
must change sign exactly twice. Let us callu1 andu2 the
points where the first derivative changes sign (u1 < u0 <
u2).
f ′(u) also goes to zero whenu goes to±∞. As a con-
sequence, it must have one minimum betweenu2 and+∞,
and another between−∞ andu1, and it must have one max-
imum betweenu1 andu2. So the second derivative changes
sign exactly three times. One of the point where the second
derivative changes sign is smaller thanu1, which is smaller
thanu0, and one of them is greater thanu2, which is greater
thanu0.
Then the second derivative changes sign at least once and
at most twice on[u0,+∞]. Whenu goes to+∞, f is con-
vex, andf ′′ is positive. So we just proved thatf ′′ can be
negative only over a unique bounded segment on[u0,+∞].
The form-factor on the line is equal tof(u) for u > u0,
and null everywhere else. So the form-factor on a line is con-
cave only over a unique bounded segment. This proves the
C2 conjecture for a differential area emitter.
Figure 19 shows an example of such af(u) function,
along with its first and second derivatives. It can be noted
that this function is concave over a single segment, and con-
vex everywhere else.
Appendix B: Effective computation of the form-factor
derivatives
In this section, we show how it is possible to compute the
derivatives of the point-to-area form-factor with little addi-
tional computation expense.
In particular, it is shown that the computation of the ex-
act value of the form-factor derivatives is always cheaper
than the computation of an approximate value using several



















Figure 20: Notation when the emitter is a polygon.
F = 0
foreachedge[EiEi+1]
~ri = Ei − x
~ri+1 = Ei+1 − x









mixt = ~n1 · crossprod
F− = I1mixt
F∗ = 12π
Figure 21: Pseudo-Code for computing the form-factor.
form-factor gradient is 30 %, while computing an approx-
imate value of the gradient would require two form-factor
samples, thus increasing computation time by 100 %
The Point-to-Area Form-Factor
Let us recall that the point-to-area form-factor from a point
x on a patchA1 to a patchA2 (see figure 1) can be expressed
as a contour integral:







For the explicit derivation of this contour integral from the
equation 2, see Siegel and Howell14.
In the case where the emitter is a polygon, this expression








where~γi is the vector of normγi, and of direction the cross-
product~ri × ~ri+1 (see figure 20).
An example pseudo-code for computing the form-factor
using equation 6 can be found in figure 21. This pseudo-
code makes use of the standard 3D operations like addition,
cross-product and dot product.
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The first derivative of the radiosity function on
the line
The second derivative is negative only over a
segment.
Figure 19: The radiosity on any line on the receiving plane is concave only over a segment.
Form-Factor Gradient
The point-to-area form-factor gradient can be easily com-
puted by derivation of the previous formula (see Arvo15, or
Holzschuch17):





























− ~ei · ~ri
e2i
I2
The code in figure 21 for computing the form-factor can
be extended for computing the gradient. Figure 22 shows the
extension of the pseudo-code needed for computing simul-
taneously the point-to-area form-factor and its gradient (we
did not include the part of the code that is exactly identical).
As can be seen, most of the costly computations like inverse
trigonometric functions have been done for the form-factor,
and do not need to be redone for the gradient.


































~G+ = (~n1 × ~ei)I1 + 2mixt(~riI2 + ~eiJ2)
F∗ = 12π
~G∗ = − 12π
Figure 22: Pseudo-Code for computing the gradient of the
form-factor.
pends on the computer and on the compiler used. On an
R4000 SGI with the standard cc compiler, it is 30 % (see
Holzschuch16, 17).
What is fundamental is that it actually costs much less to
compute the exact value for the gradient than it would cost
to compute two radiosity values, and then to approximate the
gradient using these values.
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H+ = −mixtI2 I + Q(~riI2 + ~eiJ2, ~n1 × ~ei)
+2mixt(Q(~ri, ~ri)I3 + Q(~ei, ~ei)K3 + 2J3Q(~ei, ~ri))
F∗ = 12π
~G∗ = − 12π
H∗ = 1
π
Figure 23: Pseudo-Code for computing the first two deriva-
tives of the form-factor.
Hessian matrix for the point-to-area form-factor
The point-to-area form factor Hessian matrix can also be
computed by derivation of Equation 6 (see Holzschuch17):




Q(~n1 × ~ei, ~riI2 + ~eiJ2)
−~n1 · (~ri × ~ei)I2I
+2~n1 · (~ri × ~ei)(Q(~ri, ~ri)I3
+Q(~ei, ~ei)K3 + 2J3Q(~ri, ~ei))






























I2 − r2i I3 − 2(~ri · ~ei)J3
)
The code for computing the form-factor and the gradient
can be extended to compute the second derivative as well.
Figure 23 shows the extension of the pseudo-code needed
for computing simultaneously the point-to-area form-factor
and its first two derivatives (we did not include the part of
the code that is exactly identical). Once again, recycling ge-
ometric computations previously done reduces the cost of
computing the Hessian matrix, even if the cost is still high
since matrix operations are quite expensive: a single matrix
addition has the same cost as 9 standard additions.
The exact extra cost of computing the Hessian matrix de-
pends on the computer and on the compiler. On a R4000
SGI, with the standard cc compiler, it is 80 % of the cost of
the form-factor alone (see Holzschuch17), meaning that the
overall cost of computing the point-to-area form-factor and
its first two derivatives is2.1 times the cost of computing
the form-factor alone. Notice it is much faster to compute
the exact value than it would be to compute an approximate
Hessian matrix — which would require seven separate form-
factor computations.
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Location of the maximum
Figure 24: The symmetries of the scene can help find the location of the maximum.
Figure 25: Direct illumination with our refinement criterion, unoccluded scene.
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Figure 26: Minimal and maximal emitter for a simple configuration.
Figure 27: Direct illumination with our refinement criterion, with one occluder.
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Figure 28: With generic occluders, the unimodality conjectures do not hold.
Figure 29: With certain occluders, the unimodality conjectures still holds.
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