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A programming language is viewed as a language for expressing "instructions" 
for a computation tobe performed by a particular machine. A class of abstract machines 
(which includes universal machines) is defined. These machines are viewed as devices 
which execute "instructions" expressed in programming languages. Using this model 
and an appropriate definition of a programming language, it is shown that there is at 
least one system of logic which has the following properties for all machines inthis class. 
(1) For three concepts of the equivalence ofcomputations and of programs, this system 
can be used to show that two computations or programs are or are not equivalent. 
(2) Given a program and a finite number of functions, this system can be used to 
show that the program does or does not specify the computation of these functions. 
That is, it is shown that certain relations of equivalence among programs and the 
relation of a program to the functions whose computation it specifies probably obey 
the law of excluded middle in this system of logic. 
INTRODUCTION 
A number of writers have considered the problem of using various ystems of logic 
to make and prove statements about computations and programs. Two problems have 
received particular attention: The construction of systems of logic which can be used 
to prove that computations or programs are or are not equivalent. The construction of
systems of logic which can be used to prove that computations or programs are correct, 
i.e., to prove that certain given functions are computed. 
In this paper, three concepts of the equivalence of computations and of programs 
are introduced. It is shown that there is at least one system of logic which can be used 
to prove that computations and programs are or are not equivalent for each of these 
concepts of equivalence. These concepts of equivalence do not include all notions of 
equivalence but a similar argument is valid for other concepts of equivalence. 
In addition, aconcept of a machine computing a function and a concept of a program 
specifying the computation of a function are introduced. It is shown that there is at 
least one system of logic which can be used to prove that a machine does or does not 
compute given functions and to prove that a program does or does not specify the 
computation of given functions. 
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The results described above are obtained by showing that the appropriate relations 
have a complete representation i  Fitch's system K'  of extended basic logic [2]. 
The system K'  has the property that 'a v b' is provable just in the case that either 
'a' or 'b' is provable. Further, the law of excluded middle does not hold for all 
well-formed formulas. The statement that a relation has a complete representation in 
K '  is the formal counterpart of the informal statement that the system K'  can be used 
to prove that a relation does or does not hold for all objects. The system K'  is non- 
constructive. However, it has been shown to be consistent and it contains only enu- 
merable transfinite ordinals. 
The concepts of equivalence and correctness of computations and of programs 
examined here are based on a particular machine model. An informal description of 
this model is given in Section 1. A detailed efinition of the model is given in [4] and 
a summary of the definition is in the appendix. Section 2 contains a discussion of the 
equivalence and correctness of computations. 
The definition of the equivalence and correctness of programs is defined using a 
particular interpretation of the well-formed formulas of programming languages. 
This interpretation is outlined in Section 3. A detailed iscussion of this point of view 
is given in [5]. Section 4 contains a discussion of the equivalence and correctness of 
programs. 
1. Machines 
To a certain extent, the machine model which is used in a particular analysis 
depends on the personal prejudices of the author. The models which are used in this 
paper have certain features which are found in actual computing machines. These 
features were selected because they are useful when considering the equivalence and 
correctness of computations and of programs. 
The information storage of the machine model may be considered to be a set of v 
mail boxes. Each of the v boxes has a numeral, called its address painted on it. For a 
finite machine, each of these boxes contains a piece of paper which has one of/z 
different symbols, called words written on it. These symbols are the natural numerals 
'0', '1',..., '~ -=" 1'. On the other hand, in an infinite machine each sheet of paper 
may have any natural numeral written on it. That is, the contents of the storage cells 
are interpreted as symbols which denote natural numbers. Other interpretations are 
possible, but this one is convenient for the present analysis. The sequence of the 
words stored in the cells is called a state of the machine. States are written as v tuples 
of natural numbers. The first member is the contents of box 1, the second of box 2, 
and so forth. 's', with or without subscripts, is used to denote an arbitrary state. 
In addition to the information storage devices described above, the machines which 
are considered in this paper have a processor which operates on the information stored 
in the machine. The operation of the processor may be described in terms of the mail 
box analogy as follows. 
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Assume that there is a mail clerk who manipulates the pieces of paper in the mail 
boxes. This mail clerk is eq~aipped with a two column table. The first column contains 
numbers and the second column contains entries called instructions. The number 
which appears on the same line as an instruction is said to correspond to the instruc- 
tion. Each instruction is a set of directions for performing some operations on the 
pieces of paper in the mail boxes. An instruction may be described as follows: The 
mail clerk is instructed to copy the symbols written on pieces of paper in mail boxes 
onto a piece of scratch paper. He is to perform some computation using these symbols. 
The results of these computations may be used to refer to the addresses of additional 
mail boxes whose contents are also to be copied onto the scratch paper. This com- 
bination of copying and computing continues until a result of some specified kind is 
obtained. This result is written on one or more pieces of paper and they are placed in 
one or more mail boxes, replacing the piece(s) of paper which was (were) in the mail 
box(es). The use of this table is described below. 
In order to construct a mathematical model of such machines, it is necessary to 
isolate a set of functions which correspond to instructions. It is somewhat Complicated 
to define this set of functions directly. Therefore, the first step is to define a class of 
access functions. These access functions correspond to the copying of words from 
mailboxes and to the computations described above. Then, this set of access functions 
is used to build up the class of functions which correspond to instructions of machines; 
this class of functions is called the class of instructions. 
The operation of the processor may be described as follows. The mail boy is equipped 
with the table described above. In addition, he has a set of instructions for a specific 
computation (art access function). He begins by performing this computation. The 
result of this specific computation is a single number. He looks up the number in the 
table. He then performs the computation specified by this instruction. When he has 
completed the execution of this instruction, he repeats the above procedure. One of 
the possible entries in the table is a stop instruction. When he encounters the stop 
instruction, he does nothing further and the numbers written on the sheets of 
paper in the mail boxes are said to be the results of the computation which was 
performed. 
The operation of the processor is modeled in the following way. The specific com- 
putation performed by the mail boy corresponds to the sequencing function. Looking 
up a number in the table corresponds to the decoder function. The behavior of a 
machine is defined formally by saying that there is a function .~r (called the processor 
function) with the following properties: 
(1) If s is a state such that the next instruction to be executed is h (which is not 
the stop instruction), then J l(s) ~- ,r 
(2) If s is a state such that the next instruction to be executed is the stop instruction, 
then .~r = s. 
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This function describes a computation i  this way: Suppose the machine is started 
in some state, s I . The computation proceeds as follows: 
o,/t(s~) = , I t (s2)  
= ~t (s~)  
= .~(s , , )  
S n 9 
Of course, s~+t is obtained from s~ by executing one of the instructions which appears 
in the table of the machine. I f  the machine will never stop when started in state s~, 
then the above sequence continues indefinitely. 
Let 'c' denote the sequencing function of a machine and let 'd'  denote the decoder 
function of the same machine. The transition function, t, of the machine is defined 
to be As([d(c(s))](s)). 
DEFINITION. A computation of a machine M from a state sx is a (finite or infinite) 
sequence of states s~ ,...,s n ,... such that si+x is the successor of si, i.e., si+~ = t(sf). 
I f  a s, is a stop state, then the computation of M from Sl is said to be successful and 
the last state in this sequence, namely s, ,  is said to be the result; further, n is said to be 
the l~gth of the computation. A computation which is not successful is said to be 
unsuccessful. 
Remarks. (1) Obviously, all successful computations are of finite length. 
(2) A computation may be unsuccessful for two reasons: 
(a) it is of infinite length and contains no indeterminate state or 
(b) there is an i such that ti(s~) = s~+ x is an indeterminate state. 
Let '~o,~n~k(M, s)' denote the computation of M from s and le t 'S '  denote the set 
of states of M. 
DEFINITION. The length function {: S -~ N of a machine M is defined as follows: 
tn if ~o~(M,  s) is successful and there are n states in ~o~n~(M, s) 
/(s) = ~undefined, otherwise. 
DEFINITION. Let s 1 be a state of M such that ~,o%h(M, s) is successful and let 
sl ,..., sn be this computation. Let h, ---- [d o c](s,). The instruction specified by s x is 
defined to be [h,_x o h,_2 o "'" o hi]. The specification function of M, "D: S --~ S s is 
defined as follows: 
D(s) = t the instruction specified by s if ~o,/~fi(M, s) is successful 
~undefined, otherwise. 
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Note that [D(s)](s) = vg(s) for all s ~ S. However, [D(s)](s~) ~ .Al(s~) where s x ~ s. 
From the point of view of computation D is easier to compute than J /where  "easier" 
is defined using, for example, time or space complexity as the measure of easy. This 
statement can be established more formally but such a proof is not required here. 
2. Properties of Computations 
A. Equivalence of Computations 
In this section two intensional and one extensional concept of the equivalence of 
computations are examined. The two intensional concepts of equivalence are strict 
equivalence and operational equivalence; the extensional concept of equivalence is 
relative equivalence. 
Let f(x) ~ g(x) just in the case that f(x) is defined iff g(x) is defined, and if both 
functions are defined, then f(x) = g(x). 
Consider cga~/~(M1, h) and ~e/~(M2,  s~). fg~,/~(M~, h) is said to be strictly 
equivalent o cgz~/~(Mz, s2) if the sequence of instructions executed by Ms, when 
started in h ,  is identically the same as the sequence of instructions executed by M s , 
when started in s,. More precisely: 
D~ImTION. c~,~fi(2~ll, Sl) is said to be strictly equivalent o cgomfi(M,, s,) if 
the following conditions are satisfied. 
(1) fl(h) ~- d2(s,) where d 1 and d2, respectively, are the length functions of M 1 and 
21//2, and 
(2) I f  (3n)[4(Sl) = n] then for all i such that 0 ~ i < n, [d 1 o q](tx'(h)) = 
[d~ o c~](t~'(s~)). 
The relation of strict equivalence between computations i a rather restrictive 
relation. For example, if a given computation is modified so that a single instruction 
replaces two instructions, these two computations would not be strictly equivalent. 
Accordingly, a somewhat less restrictive relation of equivalence will now be defined. 
If the product of the instructions executed in ~(M~,  sl) is the same as the product 
of the instructions executed in c~n/~(M,, s,), then these two computations are said 
to be operationally equivalent. More precisely: 
DEF]mTION. cgo~/~(M1, Sl) is said to be operationally equivalent to cgocn/,(M~, s2) 
if the following conditions are satisfied. 
(1) cgo~(M1,  Sl) is successful iff cg~(Mz,  su) is successful. 
(2) Dl(s,) ~ D,(s2). 
Note that Dl(sl) ~ D,(s,) is not logically equivalent to ~/1(sl) ~ J[z(s,). 
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The contents of the storage cells before a machine is started may be viewed as the 
inputs and the contents of some of the storage cells when the machine stops may 
be viewed as the outputs of the computation which was performed. This way of 
viewing the states of a machine suggests the following relation of equivalence among 
computations: Two computations are said to be relatively equivalent for a (fixed) set 
of input cells and a set of output cells if the final contents of the output cells are the same 
for both computations when the initial contents of the input cells are the same. More 
precisely: 
Let A and F be finite subsets of the set of storage cells. A will be referred to as a 
set of input cells and F will be referred to as a set of output cells. 
DEFINITION. <ff~ $1) is said to be relatively equivalent o cr s2) 
with respect o A and F if 
(1) s~ is equivalent to s~ with respect o A. 
(2) c~o~,~.fi(Ma, sl) is successful iff c~,,~/~(M2, s~) is successful. 
(3) If  ~,,~/~(M1, sl) is successful, then dCl(sl) is equivalent to Jl~(s2) with respect 
to A. 
It is well-known that a set of natural numbers is hyperarithmetical if it can be ex- 
pressed in the form {y ](Vf)(3x) R(f, x, y)} and in the form {yl(3f)(Vx) R(f,  x, y)}, 
where f is a variable which ranges over all functions N -*  N, x is a variable which 
ranges over natural numbers and R is a recursive relation which contains no other 
quantifiers. 
Lorenzen and Myhill [3] have shown that a set of natural numbers is hyperarith- 
metical if[ it is completely represented in Fitch's system K '  of extended basic logic [2]. 
THEOREM. Let s 1 and s2, respectively, be states of M 1 and M 2 and let A and P be 
sets that A / '  _C v 1 and A,/~ _C v 2 . For each finite or infinite machine, there is a com- 
plete representation i  K '  for the binary relations r1 , r~, and rz, where: 
(1) The relation r 1 relates s 1 to s 2 if ~mf i (M1,  sl) is strictly equivalent to 
~ '~f i (M2,  s2). 
(2) The relation r 2 relates Sx to s 2 if c~f i (M 1 , Sl) is operationally equivalent o 
s2). 
(3) The relation r 3 relates sl to s2 if cg~/~(M1, Sl) is relatively equivalent o 
cr s2) with respect o A and F. 
Proof. It is straightforward toverify that the formulas which are the names of the, 
sets which are the graphs of the functions ~-, 5:, C, H, W, I, e, U, S, d, t, r ~, H, , ,  
as well as the formulas which name the sets determined by the concepts of a continuing 
state, a stop state, an indeterminate state, a computation, a successful computation, 
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and an unsuccessful computation can be written as formulas which contain only 
occurrences of quantifiers which range over natural numbers. Therefore, all of these 
sets are in the Kleene-Mostowski hierarchy. It is well-known that each set in this 
hierarchy is hyperarithmetical. Thus, by the theorem due to Lorenzen and Myhill 
cited above, each of these sets has a complete representation i  K' .  Further, r~ and r a 
are in the Kleene-Mostowski hierarchy and, thus, have a complete representation in K' .  
It remains to be shown that the set which is the graph of the function D and the 
relation r2 is hyperarithmetical. Recall that D: S ~ S s. It is straightforward to verify 
that the formulas which name the graph of D and r~ can be written both in Z'tl and 
//1 t form. Therefore, by definition, they are at most hyperarithmeticaL Therefore, D 
and r 2 have a complete representation i K '  by the result of Lorenzen and Myhill 
cited above. 
B. Computation of Functions 
In order to speak about a machine computing m functions of n arguments each, 
I want to be able to say that when the machine is started the first argument of these 
functions is in cell x~, the second argument is in cell x 2 , and so forth for each of the n 
arguments. Similarly, I want to be able to say that when the machine stops, the value 
of the first function is in cell y~, the value of the second function is in cell y~, and so 
forth for each of the m functions. Input and output vectors are introduced for this 
purpose. 
DEFINITION. If  A _C v is a class of input cells and if (xl ,..., xn) is an n tuple of 
members of v, then (x x ,..., x~) is an input vector for A iff the elements of (x 1 ,..., Xn) 
are the same as the members of A. A similar statement defines (Yx ..... y,~) as an 
output vector for F. 
DEFINITION. A machine M is said to compute m functions f l  .... ,f,,: W" --~ W 
for a state s, if the following two conditions hold. These conditions must hold for all 
states 1 which are equivalent to s with respect o the complement of A (denoted by 'z]-'). 
(1) The computation of M from s is unsuccessful if there is a functionfk (1 ~ k < m) 
such that fk (~(x l ,  s), ~r(x2, s),..., ~ ' (x , ,  s)) has no value. 
(2) For all k (1 ~< k ~< m), if ffo~n/t(M, s) is successful, then the result, s~, of this 
computation is such that .~-(k, si) = fk (~(x l ,  s),..., ~'(x=, s)). 
Note that condition (1) requires that the machine will stop when it has computed 
the values of the m functions and that if the computation ever stops, then one of 
the functions has no value. Condition (2) requires that the final contents of the output 
cells are the values of these functions for the initial contents of the input cells as 
arguments. 
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The following remarks indicate the power of the machines described here. Since 
they are not necessary for the remainder of the paper, proofs are omitted. 
(1) Given a finite initial segment of any function, there exists a finite machine 
which computes this initial segment. 
(2) Any infinite machine computes only partial recursive functions. 
(3) Given any partial recursive function, there exists at least one infinite machine 
which computes this function. 
THEOREM. For any machine M, there is a complete representation in K'  for the 
four-termed relations which relates: 
(1) a state, s, of M, 
(2) an input vector, (X 1 ,.. . ,  Xn) , for M, 
(3) an output vector, (Yl ,..., Ym), for M, and 
(4) an m tuple of partial recursive functions ( f l  ,...,fro) 
just in the case that M computes fl ,..-,fro: W" --~ W for the state s of M, the input 
vector (xa ,..., xn~, and the output vector (Yl ,..., Ym)- 
Proof. It is welt-known that the graph of any partial recursive function is in the 
Kleene-Mostowski h erarchy and is, therefore, hyperarithmetical. It has already been 
argued that the sets used in connection with machines are hyperarithmetical. Further, 
the class of hyperarithmetical sets is closed under the connectives used to define 
the computation of functions by a machine. Therefore, the relation described in the 
theorem is hyperarithmetical and, by the result of Lorenzen and Myhill, is completely 
represented in K'. 
3. Programming Languages 
Speaking informally, aprogramming language for a machine is viewed as a language 
for expressing "instructions" for a computation to be performed by a machine. An 
algorithmic language, on the other hand, is viewed as a language for describing com- 
putations in a more general sense. In this paper, I am considering programming 
languages rather than algorithmic languages. 
A language is taken to be a relation which relates well-formed sentences of the 
language to their meanings. Thus, the set of sentences of the languages i the domain 
of this relation and the set of meanings which can be expressed in the language is the 
converse domain of this relation. 
In order to develop atheory of programming languages based on this point of view, 
it is necessary to answer the question "What is the meaning of a program ?" Suppose 
we say that the meaning of a program is a sequence of operations to be performed by 
a machine. This amounts to saying that a programmer, when he is writing a program, 
57x/4/x-6 
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is ordering a computing machine to perform a particular computation. Although 
programmers often speak this way, and although it is, in some sense, true, it is in- 
correct from the present point of view. The initial state of a machine and the laws of 
physics determine the actions which will be taken by the machine. It is, therefore, 
more accurate to say that a programmer, when he is writing a program, is specifying 
the initial state of a machine. In selecting the state in which he wishes to have the 
machine started, he uses the description of the machine for which he is writing the 
program. 
A program of a programming language is said to specify an initial state of a machine, 
that is, the state in which the machine will be started when this program is entered. 
It is not possible to say that a program specifies a unique initial state. This is because 
this initial state depends on a prior state, namely the state of the machine before the 
program is placed in the machine. Therefore, a program is said to specify a state with 
respect to another state. More precisely: 
DEFINITION. An S language is a recursively enumerable set of strings over a finite 
alphabet. 
DEFINITION. The set of S programs of an S language is the set of ordered n tuples 
of members of the S language such that n >/ 1. 
DEFImTION. Aprogramming language 3 for a machine M is a three-termed recursive 
relation which relates: 
(1) a state s: of M (the state before the program is placed in the machine), 
(2) an S program p, and 
(3) a state s 2 of M (the initial state) 
in that order in such a way that for a particular state, s:, and an S program, p, there 
is a unique state, s2, such that S(h ,p, s2). I f3(s x ,p, s~), then we say thatp deter- 
mines s~ withrespect to s I . 
The following theorems will be used in Section 4. The first two are a direct con- 
sequence of the statement (established by Fitch [2]) that each recursively enumerable 
relation has a complete representation in K'.  
THEOm~M. Each S language has a complete representation in K'. 
THEOREM. For each S language, the class of S programs of this S language has 
a complete representation in K'. 
THEOREM. Each programming language has a complete representation in K'. 
Proof. It has already been shown that the set of states of each machine has a 
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complete representation in K' .  By the previous theorem, each set of programs has a 
complete representation. Fitch [4] has shown that each recursively enumerable 
relation among members of sets which have complete representations i  K '  also have 
complete representations. Therefore, each programming language has a complete 
representation. 
4. Properties of Programs 
A. Equivalence of Programs 
The equivalence ofprograms i approximately described in terms of the equivalence 
of the computations from states determined by the program. In this section, concepts 
of program equivalence closely related to the concepts of computation equivalence 
discussed in Section 2A, above, are introduced. These relations relate two syntactical 
objects (S programs). However, it is important to note that semantical considerations 
determine which syntactical objects are related by this relation. 
Suppose 31 and 3z, respectively, are programming languages for machines M 1 and 
M 2 and that 31(Sl  , Pl,  Sz) and 32(s2, P2, s4). I f  I simply say that S program Pt is 
strictly equivalent to S program P2 just in the case that c~o~h(M1, s3) is strictly 
equivalent to c6%~/~(M 2 , s4), then I encounter the following difficulty: The contents 
of all ceils in s s may not be determined by Pt; the contents of some of the ceils in s a 
might be determined by s 1 . A similar remark applies to P2, s~, and s a . It may be the 
case that ~m/~(M 1 , s3) is strictly equivalent to ~m/~(M 2 , sa) and that this is true 
because of the contents of cells in sz and s 4 which are determined, respectively, by s 1 
and s 2 . Thus, Pl and P2 would be interchangable (in this sense) only if M I is in state 
sa and M2 is in state s2 when these programs are placed in the machines. In order to 
avoid this difficulty, the equivalence of programs is defined as follows: 
DEFINITION. If 31 and 33 are, respectively, programming languages for machines 
M 1 and M2, if Pt and P2 are programs, respectively, of 31 and 3z,  then if for all 
states s x and s a of 3//1, and all states s 2 and s 4 of M 2 such that 31(sl, P l ,  ss) and 
32(sz ,P2, s4), if ~ocn~(M1, sa) is strictly equivalent (operationally equivalent, 
equivalent with respect o a set d of input cells and a set F of output cells) to 
c~o~/~(M2, s4) , then Pl is strictly equivalent (operationally equivalent, equivalent with 
respect o a set d of input cells and a set F of output cells) to Pz . 
THEOREM. For all machines M 1 and M2, all programming languages S 1 for M 1 , 
all programming languages S~ for M2, all sets A of input cells for M 1 and M 2 , and 
all sets F of output cells for M 1 and M 2 , there is a complete representation i  K '  
for the following three relations which relate a program Pl of 31 to a program p~ of 3 2 . 
(1) The relation W1 which relatespl top2 just in the case that pl is strictly equivalent 
to P2 9 
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(2) The relation ~v 2 which relates Pl to P2 just in the case that Pl is operationally 
equivalent to P2 9 
(3) The relation ~3 which relates Pl to P2 just in the case that Pt/is relatively equi- 
valent to P2 with respect o the set A of input cells and the set F of output cells. 
Proof. Let 'St', '$2', '~1', '~2', respectively, be the U expressions which 
completely represent in K '  the set of states of M 1 , the set of states of M2, the pro- 
gramming language 31, the programming language 32 . 
Let 'rl' , 'r2', and 'r3' , respectively, be the U expressions which completely 
represent in K '  the relations r1 , r~, and r a described in Section 2. It has been shown 
above that there are such U expressions. 
Let '~b i' be an abbreviation for the U expression 
'Azplp2(sl, s2, s3, s4)[[ SlSl & $1s3 & $2s2 & $2s4 & ~islPxS3 & ~2s2p2s4] D r~s3s~]' 
where i = 1, 2, or 3. It is straightforward to verify that '~b i' completely represents in 
K '  the relation ~, .  
B. Computation of Functions 
In order to speak about the functions which a program causes a machine to compute, 
I will use the input and output vectors introduced in Section B, above. In order to 
provide a formal replacement for the informal statement that a program causes a 
machine to compute certain functions, I introduce, by definition, the concept of the 
functions whose computations are specified by a program. In particular: 
DEFINITION. I f f t  ..... fm are n-ary partial recursive functions, i fp  is a program of 
a programming language E for a machine M, and i fp determines a state s 2 with respect 
to a state Sl, then conditions (1) and (2) below are the conditions under which p 
is said to specify the computation o f f  x .... ,fro with respect o the state s 1 for the input 
vector (x I ,..., xn) and output vector (YI ,..., Ym). The conditions must hold for all 
states s which are equivalent o s 2 with respect o the complement z]- of the set A of 
input cells. (Recall that A = {x t ,..., xn}. )
(1) c~]~(M,  s) is unsuccessful iff there is a function fk (1 ~ k ~ m) such that 
fk(~-(Xl , S),..., ~(Xn, S)) has no value. 
(2) For all k (1 ~< k ~< m), if ~o~a26(m , s) is successful, then the result, s3, of this 
computation is such that ~-(y~,  s3) = fk(#-(xl,  s),..., #'(x~, s)). 
DEFINITION. The functional semantics I-I, of a programming language S for a 
machine M is a five-termed relation which relates: 
(1) a state s of M 
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(2) an input vector (x 1 ,..., xn) for M 
(3) an output vector (Yl ,...,Ym) for M 
(4) a program p of 3, and 
(5) an m-tuple of partial recursive functions, ( f l  .... ,fro) 
just in the case that p specifies the computation offx ..... fm with respect o state s for 
input vector (xl .... , x~) and output vector (Yl ,..., Y,~). 
THEOREM. For each machine M and for each programming language S for M, 
there is a U expression 'Tr' which completely represents in K '  the functional semantics 
H of the language. 
Proof. It is straightforward to verify that the sets which are used in the definition 
of the functional semantics of a programming language are named by formulas which 
are in the Kleene-Mostowski hierarchy. Therefore, by the result of Lorenzen and 
Myhill cited in Section 2, above, for each machine M and for each programming 
language 3 for M, there is a U expression %/ which completely represents in K '  
the functional semantics H of the language. 
APPENDIX 
Definition of the Machine Model 
Let 'N '  denote the set of natural numbers. Let 'o~' denote a function such that 
for al l i ( l  ~ i~n) ,  
o~(i, (x 1 ..... xn)) = x~ 
for all x 1 ,..., xn, where Xl ,..., x. are members of some constructively defined set. 
Let '~9 ~' denote a function such that for all i (1 ~ i ~ n), 
,9~(y, i, (x l  .... , xn ) )  = (X l  . . . .  , xi -1,  y,  xi+l ..... xn) 
for all x 1 ,..., xn, and y, where y, x~ .... , xn are members of some constructively defined 
set. A constructive definition of ~- and ~9 ~ is given in [4], and the reader is referred to 
this paper for the details of the definition. 
Let '/~' denote the least number operator of recursive function theory which has the 
following property: If f ( (x  I ,..., Xn)) = I~y[g((Xl ,..., Xn, y))  ---- 0] then: 
(1) The value o f f  for the n-tuple of natural numbers (x 1 ,..., x.) as argument is 
the least natural number y such that g((x  1 ,..., x,~, y ) )  = O, provided such a number 
exists and for every z less thany, g((x  I ,..., x,, ,  z ) )  ~ 0 andg((x I ,..., x~, z)) is defined. 
(2) f has no value otherwise. 
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DEFINITION. The set C of access functions is defined inductively as follows: 
(1) The following functions are in c: 
(a) As(O) 
(b) As[,~(l, s) + 1] 
(c) ,~s[,~'(I, s) + o~(2, s)] 
(d) ,~s[,~'(1, s) 9 ,~-(2, s)] 
(e) As[oar(l, s) - -  o~(2, s)]. 
(2) I f  a ~ N, then As(o~'(a, s)) ~ C. 
(3) I f  c, Cl .. . .  , c n ~ C, then As(c((cxs,... , cnsS) ~ C. 
(4) I f  c, q ,..., c. 6 C, then )ts(l~y[c((qs,... , c~s, y))  = 0]) E C. 
(5) The only functions which are in C are those which can be shown to be in C by 
virtue of (1) to (4). 
THEOREM. A function c: N"  --+ N is partial recursive iff c ~ C. (Proof omitted. 
Note that this theorem asserts that the definition of C represents a (trivial) change in 
notation from the definition of partial recursive functions given by Davis [1]). 
DEFINITION. The set V of functions N ~ • N ~ --~ N"  is defined inductively as 
follows: 
(1) I f  c ~ C and a ~ N, then A2slsa(Sa(c(si), a, s2) ) E V 
(2) I f  Vx, v 2 ~ V, then ,~2slsg(vl(Sx, vz(sl ,  s2))) ~ V. 
(3) The only functions which are in V are those which can be shown to be in V by 
virtue of (1) and (2). 
DEFINITION. A function h: N ~ --~ N"  is defined to be in the class H of instructions 
if there exists a v ~ V such that h = As(v(s, s)). 
DEFINITION. A function f: N ~ ~ N ~ is said to be partial recursive if there exist 
partial recursive functionsg 1 .... , gn which map N"  ~ N such that 
. f ( (x l  ,..., x , ) )  = ( g i ( (x l  .... , x,)),. . . ,  g,((x~ , .... x , ) ) ) .  
THEOREM. A function h: N ~ ~ N'* is partial reeursive iff h ~ H. (Proof omitted.) 
DEFINITION. A (finite) machine M is defined to be a 5-tuple (W,  v, L c, U)  where: 
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W is a (finite) set such that W C N and if n E W and 0 ~< i ~< n, then i ~ W 
(the set of words) 
v is a positive integer (the size of the memory) 
c ~ C (the sequencing function) 
I is an ordered j - tuple of members of H where j is a positive integer (the atomic 
instruction array) 
U C {x [ x ~ N and 1 <~ x <~ m} (the set of stop codes). 
The set S of states of M is defined to be the set of v tuples of members of W. 
The function d: {x l l -<. x <~ j} --+ {h l h ~ H and (3 i ) [ iEN and ~( i ,  I) = h} 
defined by d = Ai(~-(i, I)) is the decoder function of M. 
The function t: S -+ S defined by t = As([d(c(s))](s)) is the transition function of M. 
The following definitions concerning states will be used below. 
(1) A state sof M is said to be a continuing state if: (a) c(s) is defined, (b) c(s) r U, 
and (c) t(s) = [d(c(s))](s) is defined. 
(2) A state s of M is said to be a stop state of M if (a) c(s) is defined and (b) 
c(s) e U. 
(3) A state s of M is said to be an indeterminate state if (a) e(s) is undefined or 
(b) c(s) is defined, c(s) g U, and t(s) is undefined. 
It is trivial to verify that for each s ~ S, s is a continuing state, a stop state, or an 
indeterminate state. 
(4) If s is a continuing state, then the successor of s is the state t(s). 
(5) If s is a stop state, then s does not have a successor state and M is said to 
stop in state s. 
(6) If s is an indeterminate state, then s does not have a successor state and the 
successor of s is undefined. 
Note that a finite machine differs from an autonomous finite state machine in the 
following way: An autonomous finite state machine has the  property that each state 
is either a stop state or a continuing state. Of course, there are no autonomous finite 
state machines which correspond to infinite machines. Also, note that the factorization 
of the transition function t into the sequencing function c and the decoder function d 
will be used below. 
DEFINITION. The processor function ~[ of a machine M is the partial function 
de': S --~ S such that for each s E S 
it"(s) if n is the smallest natural number such that c(P-l(s)) c U 
rid(s) = ~undefined if no such n exists. 
It has been shown [4] that d / / i s  constructively definable in terms of c, d, and the 
characteristic function of the proposition x e U. 
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