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Nous montrons que I’ensemble des codes cycliques etendus primitifs, d’une longueur 
don&e, invariants sous le groupe affine (codes affines-invariants), peut etre identifi6 a 
I’ensemble des antichaines d’un certain produit de chaines. Nous proposons ainsi une 
classification de ce corpus de codes dont I’inttret principal est qu’une antichaine donnCe 
permet d’obtenir de nombreuses propriCtCs sur le code qu’elle d&nit. Notamment nous 
obtenons ainsi une description de chaque code affine-invariant consid& comme un idtal d’une 
atgebre modulaire. Nous montrons aussi qu’un resultat recent sur les ensembles partiehement 
ordonnts, du a Griggs [12], s’applique immtdiatement dans ce contexte. 
We show that the set of primitive extended cyclic codes, with a given length, which are 
invariant under the affine group (affine-invariant codes) can be identified with the set of 
antichains in a product of chains. We then propose a classification of affine-invariant codes the 
main interest of which is that a given antichain permits to obtain many properties of the defined 
code. Particularly we give a description of each affine-invariant code considered as ideal in a 
modular algebra. In the same time, we show that a recent result over posets, due to Griggs 
[12], is here immediately applicable. 
1. Introduction 
Les codes CtudiCs ici sont des codes cycliques primitifs, Ctendus dans une 
alg&bre modulaire de p-groupe abklien ClCmentaire. Aussi leur definition fait-elle 
intervenir deux alg8bres de polynhmes: l’algbbre des codes cycliques, que nous 
notons R, et I’alg&bre modulaire dans laquelle les codes de R sont ttendus, que 
nous notons A. Nous supposons connues les propriCtCs de base des codes 
lirkaires, en particulier des codes cycliques, dkvellop6es dans plusieurs ouvrages 
classiques [X,20]. D’autre part les codes de A ont maintenant fait I’objet d’un 
certain nombre de publications, suite h I’article de Berman, qui identifie les codes 
de Reed et Muller binaires avec les puissances du radical de A [4,5,17]. Nous 
supposons done acquises certaines dCfinitions ou propriCk% pour lesquelles nous 
donnerons des rtfkences dans le texte. 
Quand nous parlons de distance, il s’agit toujours de la distance de Hamming. 
Tous les codes sont ici des codes linhaires; nous adoptons done la terminologie 
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des espaces vectoriels finis; notamment, un mot de code est un vecteur identifie a 
l’ensemble de ses composantes. 
Soit p un nombre premier; les codes cycliques de longueur pm - 1, definis sur 
un corps de caracteristique p, dont l’extension est un code invariant sous le 
groupe affine, ont CtC caracterises par Kasami, Lin et Peterson; ces auteurs 
mettent en evidence, dans [13], une propriete de type combinatoire de l’ensemble 
des zeros des codes cycliques ainsi definis. Nous notons K(p, m) ce corpus de 
codes. Tout code de K(p, m) a pour extension un ideal de l’algebre modulaire A 
dans laquelle s’effectue l’extension. Ce sont ces ideaux particuliers que nous 
appelons codes afines-invariants. Nous rappelons leur definition dans le para- 
graphe 2; les codes de Bose-Chaudhuri-Hocquenguem primitifs Ctendus (codes 
BCH), les codes de Reed et Muller GCnCralisCs (codes GRM) et les codes de 
Reed-Solomon Ctendus (codes RS) sont des codes affines-invariants. Nous 
proposons une nouvelle formulation du Theo&me de Kasami et al. (Theorbme 
l), utilisant le fait que l’intervalle S = [0, n] peut Ctre muni dune relation d’ordre 
partiel, notee << . Soit S, l’ensemble partiellement ordonne ainsi obtenu. Dans 
la terminologie usuelle, l’ensemble S, est un produit de chines de tuille p [12]. 
Nous montrons, dans le paragraphe 3, que l’ensemble des codes affines-invariants 
de longueur pm s’identifie a l’ensemble des antichaines du produit de chaines S,. 
De plus, une antichaine don&e fournit d’autres elements de definition du code, 
ainsi son corps de base, son dual on sa borne-BCH. Dans les paragraphes 4 et 5, 
nous Ctudions les codes affines-invariants dans l’ensemble des ideaux de l’algebre 
modulaire A. Nous prouvons que, la aussi, l’etude des antichaines de S, fournit 
des outils de definition ou de description. Ainsi le cardinal d’une antichaine 
donnee F est une parambtre descriptif du code U qu’elle definit, appele tuille de 
U. La taille d’un ideal de A est le cardinal de ses systemes minimaux de 
generateurs. Le Theo&me 3 montre comment, connaissant F, on peut construire 
effectivement un systeme minimal de generateurs de 17. Ceci permet de 
caracttriser, par une propriete des antichaines, les ideaux affines-invariants dits h 
type de profondeur comtunte (Theo&me 4). Nous montrons comment calculer 
explicitement la taille des codes RS et la taille des codes GRM p-aires. Un 
resultat recent de J.R. Griggs sur les ensembles partiellement ordonnes permet 
d’affirmer que, pour une longueur de code donnee, ce sont certains codes GRM 
p-aires qui ont la plus grande taille. 
2. DCfinition des codes affines-invariants 
Dans la suite de Particle, K et G designent deux corps de caracteristique p : G 
est le corps de Galois GF(p”) et K est un sous-corps de G. Chaque choix de K, 
en tant que sous-corps de G, permet de definir l’algebre quotient R = 
K[Z]/(Z” - l), oti II =p”’ - 1, et l’algbbre modulaire A = K[G]. L’algbbre A est 
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l’ensemble des polynomes formels 
x = c xgxg, xg E K 
gsG 
(1) 
muni des operations usuelles d’addition et de multiplication des polynomes: 
a 2 xgXg + b c ygXg = c (ax, + byg)Xg 
gsG gee gsG 
aXgbXh = abXg+h 
avec aEK, bEK, XEA, yeA, gcG, hEG. Nous appelons code de A un 
K-sous-espace vectoriel de A. 
Un code cyclique de longueur n sur K est un ideal principal de l’algbbre R. 
Nous dirons que c’est un code de R ; un tel code, soit C, est dtfini par son 
polynome generateur 
g(Z) = n (2 - ak), 
keT 
T c [0, n[. (2) 
oii (Y est une racine primitive du corps G. 
On peut dire aussi que la don&e de l’ensemble T definit le code C. Nous 
dirons que T est l’ensemble de d@%zition du code C, et nous supposons desormais 
que 0 $ T. Avec cette hypothese, on peut Ctendre le code C en un code lineaire 
C, de longueur pm, en ajoutant a chaque mot de C un symbole dit “de parite”: 
n-1 
c E c, c = (co, . . . ) c,-*)+ c’ E c,, c’ = -2 ci, co, * * . 9 &-I) 
( (3) 
Dans l’extension definie par (3), on indice chaque symbole Ci du mot etendu par 
l’element d’ du corps G; le symbole de parite est Ctiquete par l’eltment 0. On 
obtient ainsi la transformation polynomiale 
2 CiZ' E C* (-5’ Ci)X' + 5’ CiX” E C,, 
i=O i=O 
(4) 
et done la definition du code C,: 
C,={XEA~$I~(X)=O,V~ET,}. (5) 
oh #s(x) = &GXg& et T, = T U (0). Nous dirons que l’ensemble T, = T U (0) 
est l’ensemble de dkjinition du code C,. 
Remarque. Si s f 0 alors $Jx) = CgeG* xggS. D’autre part, @o(x) = &,Gxg. 
Le groupe des permutations afines de G est l’ensemble des applications: 
PU.V :g+ ug + v, u E G, v E G, u #O. 
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DHinition 1. Un code de A, soit U, est afine-invariant si et seulement s’ii est 
invariant sous le groupe des permutations affines de G, c’est-a-dire s’il verifie: 
2 x&g E u+ 2 xgxpu,V(g) E u u E G, v E G, u #O. (6) 
g=G gsc 
Proposition 1. Une code de A a&e-invariant est un code cyclique primitif ktendu 
dans A qui est un idial de A. 
Preuve. Soit U un code de A soit x un Clement de U. Nous notons p&c) l’image 
de x par Pi.,, telle qu’elle est d&rite par (6). Nous avons: 
PI&“(X) = gTo %X ug+v = X” c xgxug. 
txo 
On en deduit que U est un ideal de A si et seulement s’il est invariant par les 
applications pl,“, v E G; d’autre part U est un code cyclique Ctendu si et 
seulement s’il est invariant par les applications pll,@ El 
A l’ensemble K(p, m) correspond bijectivement l’ensemble des codes affine- 
invariants, c’est-a-dire, d’aprb la Proposition 1, l’ensemble des codes cycliques 
ktendus qui sent des idtfaux d’une algtbre modulaire de type K[G] oli K est un 
sous-corps de G. Mais ceci est I’aspect algebrique de la definition; la definition 
“arithmetique” des codes affine-invariants fait intervenir les ensembles de 
definition des codes, et eux seuls (cf. (5)), c’est-a-dire les sous-ensembles de 
l’intervalle S. Le Theo&me de Kasami et al. pet-met de determiner si un 
sous-ensemble de S est l’ensemble de definition d’un code affine-invariant. Sa 
demonstration - et notamment l’utilisation du Theoreme de Lucas - fait claire- 
ment intervenir un ordre partiel sur les elements de S. La Definition 2 precise 
ci-aprbs la structure de l’ensemble S; la terminologie est empruntee a Griggs [12]. 
Le Theo&me 1 est une nouvelle formulation du ThCoreme de Kasami et al.; 
nous ne donnons pas ici sa demonstration que le lecteur pourra consulter dans [5] 
ou [13]. 
DChition 2. S = [0, n] oti n =p”’ - 1. Chaque Clement s de S est identifie a sa 
representation dans la base p: 
m-l 
s=(so* ’ ‘Sm-1) Oti S = C Sipi, Si E lo* P - ll* . 
i=O 
On designe par 5, l’ensemble S muni de la relation d’ordre partiel ci-dessous 
dtfinie: 
S << t * Si s ti 
Lx rang de s est la quantite 
taille p. Lorsque s << t nous 
i E [0, m - 11. 
Cz;’ si. L’ensemble S,, est un produit de chaines de 
dirons que s est un descendant de t ou que t est un 
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majorant de s pour la relation << . Les ClCments et t sont dits irrelutt!s lorsque s 
n’est pas un descendant de t et que t n’est pas un descendant de s. Une antichaine 
de S, est un ensemble d’C1Cments de S irrelatCs. 
On note A l’application qui, & toute partie Z de S, fait correspondre l’ensemble 
des descendants des Clkments de Z dans S: 
A : Z c [0, n]-+ A(Z) = ; {s E S 1 s << t} = 2 A(t) (7) 
oii A({t}) est note A(t). 
ThkorGme 1. Soit U un code cyclique ktendu qui est un code d’une algtbre de type 
A; soit Z l’ensemble de dkjinition de U. Alors U est afine-invariant si et seulement 
si Z est un pointjixe de l’application A (i.e. A(Z) = I). 
Exemple 1. On montre facilement que les codes BCH et les codes GRM sont 
affines-invariants [13]. A titre d’exemple nous donnons ci-aprCs l’ensemble de 
definition Z du code BCH binaire, de longueur 16 et de distance construite 5; Z est 
l’ensemble des classes cyclotomiques de 2 modulo 15 qui ont un reprksentant 
dans [0,5[ : Z = (0, 1, 2, 4, 8, 3, 6, 9, 12}, c’est-g-dire 
0 0 
( (0 O), (1 O), (0 O), 
0 0 1 0 
(0 
0 1 
I= O), (0 
0 0 
1) (1 1 0 O), (0 1 1 O), (1 0 0 l), (0 0 1 1) 1. 
11 est clair tout Clement de Z a ses descendants dans Z : Z est un point fixe de A. 
3. Codes alfines-invariants et antichaines de S,, 
Le ThCortime 1 prouve que l’ensemble des codes affines-invariants de longueur 
pm est en bijection avec l’ensemble des points fixes de A. Nous allons voir 
maintenant que chaque point fixe de A est dCfini par une antichaine de S,. 
Difinition 3. Soit Z un sous-ensemble de S. Nous appelons frontitre de I, et nous 
notons F(Z), l’ensemble des t%?ments minimaux du complkmentaire de Z dans S. 
En d’autres termes, la front&e de Z est l’ensemble suivant: 
F(Z) = {s E S 1 s 4 Z et A(s) - {s} c Z}. (8) 
Proposition 2. La front&e d’un sous-ensemble Z de S est une antichaine de S,. 
Preuve. Si deux ClCments de S, sont des ClCments minimaux d’un mCme 
sous-ensemble de S alors ils sont irrelatks. 0 
A chaque sous-ensemble Z de S, correspond une antichaine de S,: sa front&e 
F(Z). Cependant plusieurs sous-ensembles de S peuvent avoir la mCme front&e. 
Nous allons voir maintenant qu’a une antichaine correspond un et un seul point 
fixe de A (i.e. un et un seul code affine-invariant). 
Proposition 3. Soit f E S; on note N(f) I’ensemble des non-majorants de f duns S: 
N(f)=*{seS-~}~s<<fousetfsontirrelates}. (9) 
Soit F une antichaine du produit de chaines S,. Alors I’ensemble 
z =fnFw) 
E 
00) 
est un point Jixe de A et Z est le seul point jixe de A de frontike F. 
Preuve. Soient s E Z et t E A(s). Supposons que t $ I, c’est-a-dire qu’il existe f E F 
tel que t soit un majorant de f; on a alors f << t << s ce qui est contradictoire avec 
s E I. Done A(s) c I: Z est un point fixe de A. 
Soit I’ le complementaire de Z dans S; I’ est l’ensemble des majorants des 
elements de F: 
z’=fUJSES~f <<s} 
E (11) 
Par definition de I’, un Clement minimal de I’ est un Clement de F; d’autre part, 
un Clement f de F est irrelate avec tous les autres elements de F, car F est une 
antichaine; done il ne peut Ctre que minimal dans I’. L’antichaine F est done 
l’ensemble des elements minimaux de I’, c’est-a-dire, par definition, la front&e 
de 1. 
Enfin supposons qu’il existe un autre point fixe de A, soit .Z, dont la front&e 
est aussi F. Alors .Z c Z car .Z ne peux contenir un Clement de I’. D’autre part 
supposons qu’il existe s E Z\.Z. Cela signifie que la front&e de .Z contient un 
descendant de s. C’est impossible car s E I. Done .Z = I. 0 
Th6orBme 2. S = [0, n] et A est d6j%zie par (7). Zl existe une bijection entre 
I’ensemble des points fixes de A et l’ensemble des antichaines du produit de 
chaines S,,. En d’autres termes, chaque code a&e-invariant de longueur pm est 
determine’ d’une man&e unique par une antichaine de S,, cette antichaine &ant la 
front&e du code concern6 
Preuve. Le ThCorBme 1 prouve qu’il existe une bijection entre les codes de 
K(p, m) et les points fixes de A. La Proposition 3 prouve qu’il existe une 
bijection entre les points fixes de A et les antichaines de S,: dune part, chaque 
point fixe possede une front&e qui est une antichsine et d’autre part chaque 
antichaine definit un et un seul point fixe dont elle est la frontiere (cf. (8) et 
(10)). 0 
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Nous appelons frontitre d’un code afjke-invariant, ou du code cyclique 
correspondant dans K(p, m), l’antichaine qui definit ce code. Le calcul de la 
front&e necessite en general l’emploi d’un calculateur. On peut dans certains cas 
obtenir une formule explicite: nous Ctudions plus loin le cas des codes RS et des 
codes GRM p-aires. Dans 1’Exemple 1, la frontiere du code BCH Ctudie est 
l’ensemble { 5, lo}. 
Nous avons montre qu’il suffit de connaitre la front&e d’un code affine- 
invariant pour connaitre le code lui-meme. C’est done une simplification, une 
facon plus Cconomique de voir l’ensemble K(p, m), que nous proposons. Dans la 
suite de cet article, nous voulons prouver qu’en outre, la front&e foumit de 
nombreux renseignements ur le code qu’elle d&nit. Ainsi les resultats present& 
dans les propositions suivantes montrent que la donnee dune antichaine 
determine un code avec son corps de base, son dual et sa borne-BCH. 
Soit C E K(p, m); soit L un sous-corps de G. Nous dirons que C est un code sur 
L si les coefficients du polynome generateur de C sont dans L. Toutefois, si C est 
un code sur L, on peut considerer l’extension de C dans toute algebre K[G] oii K 
est un sur-corps de L. Soit 4 l’ordre de L; C est un code sur L si et seulement si 
son ensemble de definition est une reunion de classe cyclotomiques de 4 modulo 
It. La proposition suivante montre que cette propritte est une propriete de la 
front&e de C. 
Proposition 4. Soit q =p’ 02 s divise m. Soit F une antichaine de S,. Alors F 
d&it un code afine-invariant sur GF(q) si et seulement si F est une reunion de 
classes cyclotomiques de q modulo n. 
Preuve. Soit Z le point fixe de A defini par F. L’ensemble Z est defini par (10) et 
l’ensemble I’ par (11). Nous devons montrer que Z est invariant par la 
transformation u : i + qi si et seulement si F Pest. Or par definition de << , 
f<<s * qf <<qs 
oti qf et qs sont calcules modulo II. 
(12) 
Supposons que Z est stable par a; alors I’ Pest aussi. Si f est un Clement 
minimal de I’, il est clair que qf Pest aussi et done F est stable par u. 
Inversement, si F est une reunion de classes cyclotomiques, on applique (12): 
l’ensemble des majorants de qf est l’ensemble des qs 06 s est un majorant 
def. 0 
Proposition 5. Soit une antichaine F et soit C, le code afine-invariant dejmi par F. 
Soit d le plus petit element de F. Alors la borne-BCH du code C, est egale a d; la 
distance minimale de C, est au moms &gale d d + 1. 
Preuve. Par borne-BCH du code C,, nous entendons borne-BCH du code 
cyclique C dont C, est l’extension. Si d est la borne-BCH de C, alors la distance 
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minimale de C est au moins Cgale 5 d. Si le code C, est affine-invariant, sa 
distance minimale est au moins Cgale 5 d + 1 [16]. Pour montrer que d est la 
borne-BCH de C,, il suffit de montrer que l’intervalle [0, d[ est contenu dans 
I’ensemble de definition Z du code C,. 
Soit s E [0, d[; s ne peut pas majorer un element f de F car sinon on aurait 
f G s < d ce qui contredirait le fait que d est le plus petit Clement de F. D’aprCs 
(lo), on en deduit que s E I. Cl 
Proposition 6. Soit F une antichaine de S,; soient U le code afine-invariant defini 
par F et soit Z l’ensemble de definition de U. Alors l’antichaine n - F dt!finit le dual 
fi de U; en effet l’ensemble n - F est l’ensemble des elements maximaux de 
l’ensemble de definition Z de 0: 
i=fuF{sES Is<<n-f}. (13) E 
Preuve. 11 est clair que n - F est une antichaine puisque F est une antichalne. 
Un code et son dual ont le mCme groupe d’automorphismes; done 0 est un code 
affine-invariant, et on peut parler de son ensemble de definition. On sait que 
l’ensemble de definition de 0 est: 
f={sESIn--S$Z}. (14) 
D’aprbs (10) et (ll), on obtient (13) car 
s~jon-s$Zo3f;n-s>>fc*Yf;s<<n-f 
Done, tout Clement de n -F est Clement maximal de 1. D’autre part, tout 
Clement maximal de Z est dans n - F car sinon il serait major6 par un Clement de 
n-F. Cl 
Corollaire 1. Les notations sont celles de la Proposition 6. Soit F(i) la frontiere de 
l’ensemble Z. Alors 
F(ZJ = {n - s 1 s est un element maximal de Z}. 
Preuve. C’est clair si l’on applique les resultats precedents au dual de 0 qui est 
justement le code U. •i 
Remarque. La formule (14) est un resultat classique. On peut la prouver 
directement dans l’algebre A [lo]. En effet, tout code de A afine-invariant est le 
dual de son annulateur. On montre que 0, defini par (14), est tel que l’ideal 
produit ZJo est reduit a (0). 
Exemple 2. p = 3, n = 33 - 1, S = [0, 261. Soit l’antichaine F qui est une classe 
cyclotomique de 3 modulo 26: 
F = (4, 10, 12) = ((1 1 O)(l 0 l)(O 1 1)). 
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Elle d&nit le code affine-invariant U, code de K[G] oti K = GF(3) et 
G = GF(33), d’ensemble de definition I; I est l’ensemble des elements de S qui ne 
majorent pas 4, 10 ou 12: 
I = ((0 0 O)(l 0 0)(2 0 O)(O 1 O)(O 2 O)(O 0 l)(O 0 2)) 
= (0, 1, 2, 3, 6, 9, 18) 
Le code U est le code BCH etendu de longueur 27 et de distance construite 4 sur 
GF(3). 
Le dual de U est entierement defini par I’antichaine 
&f = {n -f ]f E F} = (22, 16, 14) = ((1 1 2)(1 2 1)(2 1 1)). 
Son ensemble de definition est 
i={s~S~~<<22ous<<16ous<<14} 
= (0, 1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15, 16, 18, 19, 21, 22) 
& est l’ensemble des elements maximaux de i. On peut obtenir la frontiere de 1, 
soit F(j), avec l’ensemble M des elements maximaux de I: 
M = ((2 0 0)(0 2 0)(0 0 2)) = {2,6, 18) 
d’ou 
F(f) = {n -k ( k EM} = {24,20,8}. 
4. IdCaux affines-invariants 
Nous considerons maintenant les codes affines-invariants comme des ideaux 
particuliers dune algbbre de type A. Notre but est de montrer que, dans ce 
contexte aussi, la donnee de la frontike est fondamentale: elle induit une 
description du code qu’elle definit et done certaines propriCk% structurelles. 
Tout ideal U de A est une somme d’ideaux principaux de A. Or, de tout 
systbme de generateurs de U, on peut extraire un systbme minimal dont le 
cardinal est une constante, un parambtre de l’ideal U: 
D&&ion 4. Soit U un ideal de A et soit x = {x1, . . . , xk} un sous-ensemble de 
U. On dit que x est un sysdme de gt%rateurs de I’idkal U lorsque 
U=xIA+---+qA. (15) 
Dans ce cas, x est un systsme minimal de ghufrateurs de U, (un SMG de U), si 
tout systeme de gerkrateurs de U a un cardinal superieur ou Cgal a k. Nous 
dirons alors que k est la taille de I’ideal U. 
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L’algbbre A n’etant pas semi-simple, possede un radical non reduit a (0). Soit 
P le radical de A; P est le seul ideal maximal de A et est aussi l’ensemble des 
elements nilpotents de A : 
P=(xEA I?ox*=O]. (16) 
On peut dire aussi que P est le code de A affine-invariant dont l’ensemble de 
definition est reduit a (0). 
La Proposition 7 montre que le radical de A intervient de fason decisive d&s 
que l’on veut exhiber un SMG d’un ideal U. Le lecteur trouvera une preuve de 
cette propriete dans [15]; l’idtal produit PU est l’ideal engendre par les elements 
xyouxEPetyEU. 
Proposition 7. Soit U un idkal de A. Etant don& y E U, on note y l’image de y 
dans l’espace-vectoriel quotient UlPU. Alors les assertions suivantes sont 
f?quivalentes : 
(i) x = {x1, . . . , xk} est un SMG de U. 
(ii) i = {X1, . . . , &} est une base de UIPU. 
On suppose que le code U est affine-invariant. Soit F l’antichaine qui definit le 
code U (i.e. sa front&e). Nous allons voir maintenant que la seule donnee de F 
permet de construire un SMG de U. En effet, la proposition suivante montre 
qu’avec F on peut definir le code PU et ainsi utiliser la Proposition 7; le 
ThCoreme 3 montre que l’on peut effectivement definir un SMG de U, sur la 
donnee de F et du corps de base du code U - c’est-a-dire de l’algbbre A dans 
laquelle on se place. 
Proposition 8. Soient U un code de A afine-invariant, Z son ensemble de dkfinition 
et F sa frontihe. Alors l’idkal produit PU est un code de A a&e-invariant et son 
ensemble de dc;finition est: 
I=ZUF. (17) 
Preuve. L’ideal PU est un code affine-invariant si et seulement s’il est invariant 
par les applications pu,o definies par (6). Or les pu,o sont clairement des 
automorphismes de A et les codes P et U sont eux-mCme invariants par les P”,~. 
Alors, pour tout x E P et y E U: 
Pu,o(XY 1 = Pu,o(~lPu,oc_Y) d’oa Pu,o(XY) E pu. 
L’ideal PU, puisqu’il est engendre par les p,,,(xy), est done affine-invariant et on 
peut parler de son ensemble de definition. Soit J cet ensemble; nous allons 
montrer que J = 1, 1 Ctant don& par (17). 
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Le code P est l’ideal de A engendre par les elements du type Xg - 1. Done J 
est l’ensemble des elements s de S tels que: 
4%((Xg - l)Y) = 0, g E G, y E u. (18) 
Alors: 
i#s 
car 
oti, d’apres le Theo&me de Lucas, (S) = 0 (modp) c*i <<s [l]. 
Si l’on fixe y dans U, l’expression ci-dessus est nulle pour tout g si et seulement 
si les &(y) sont nuls. Done (18) Cquivaut 2: 
@icV) = O7 i<ts, ifs, Y E u, 
ce qui est v&if% si et seulement si s appartient P Z ou s appartient a la front&e de 
I. On en deduit que J = 1. 0 
Ttkor&me 3. Soit C, un code de A afine-invariant, C, &ant I’extension d’un code 
C de K(p, m). Soit t le cardinal de la front&e de C,. On dkfinit un ensemble y de 
z mots de C, y = {yO, . . . , Y~.-~}, de la faGon suivante: 
y,, est le polynome ghakrateur du code cyclique C. 
,Yi = z’y,, i >O. (19) 
Soit y, = {y& . . . , Y:_~} l’extension de y dans A (i.e. l’ensemble des mats yi 
6tendu.s). Alors la taille de l’idkal C, est igale ri t et l’ensemble ye est un SMG du 
code C,. 
Preuve. Les yi sont K-lineairement independants dans l’algbbre R en tant 
qu’elements d’une base de C, la base usuelle des codes cycliques. Les y; 
eux-memes ont done K-lineairement independants dans A. 
Soit t le degre du polynome yo; soient z une combinaison K-lineaire des yi et z, 
l’extension de z. Par definition de l’extension 
r-l r-l 
Z = 2 Aiyi++Ze = z A#:* 
i=O i=O 
Alors, d’apres (19): 
r-1 
z=yox A,Z’etdoncdegz=%t+(r-1). 
i=O 
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Soit V le code de K dont l’extension est le code PC, et soit v(Z) le polynome 
generateur de V. On deduit de la Proposition 8 que: 
degv=degy,+t=t+r. 
Done le polynome z, qui a un degre inferieur a celui de Y, ne peut Ctre un 
Clement de V et, de ce fait, z, ne peut etre un Clement du code PC,. Nous avons 
ainsi montre que toute combinaison K-lineaire et non identiquement nulle des yi 
est dans l’ensemble C,\PC,. C’est dire que les classes des yl, modulo PC,, 
constituent un systeme libre du K-espace vectoriel quotient CJPC,; il s’agit 
mCme d’une base de cet espace, car, d’aprk la Proposition 8: dim C, = 
dim PC, + 2. On applique alors la Proposition 7: y, est un SMG de l’ideal C,. 0 
Remarque. En fait, yj est l’image de yt, par l’automorphisme ~a,~ ((u &ant une 
racine primitive du corps G). On obtient ainsi une formulation precise dans A: 
Soit x l’extension du polynbme gh?rateur du code C. Alors l’ensemble 
{x9 P,.&)> . * * 9 P&,O(X)~ 
est un SMG du code C,. 
(20) 
Exemple 3. K = G = GF(2’). Le code C est le code de Reed-Solomon 
(255,223,33); le code C, est done un code (256,223,34) d’ensemble de definition 
T, = [0, 33[. Nous montrons plus loin comment calculer la front&e d’un code RS 
Ctendu (cf. Theo&me 5 et Exemple 4); ici nous avons: 
F( T,) = { 33 = 25 + 1, 25 + 2, 25 + 22, 25 + 23, 25 + 24,26,27}. 
La taille de C, est Cgale B 7 - C, = Ayh + . . . + Ay; - et l’on construit les yi avec 
le polynbme generateur de C: y. = IIk.t1,33t (2 - crk). 
Soient, yo = $ UjZ’ et u = -2 Uja Alors: 
j=O j=O 
yi = 9 ajzi+j et yi = ax0 + 5 a,X&+‘. 
j=O j=O 
Un ideal de A qui n’a qu’un seul generateur est un ideal principal. D’ou: 
Corolhire 2. Un code de A a&e-invariant est un idkal principal si et seulement si 
sa taille est &gale h 1. 
Nous allons maintenant Ctudier un ensemble d’ideaux de A dont la structure 
est une generalisation de la structure d’ideal principal. Pour cela, nous devons 
rappeler certaines propriCk% des ideaux de A; pour plus de details, le lecteur 
peut consulter [5, Ch. 1 a 31. Soit Pi la puissance j-i&me du radical P de A. 
L’index de nilpotence de P est Cgal a m(p - 1). La suite des Pj, j E [l, mO, - l)], 
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realise une filtration de l’ideal P; chaque Clement x et chaque ideal U de A est 
situ6 dans cette filtration par un parambtre appele profondeur: 
prof(x) = j-x E Pi et x $ Pi” 
prof(U)=jc*UcP’et U+Pj+’ 
La definition du parambtre “profondeur” induit une classification interessante 
des ideaux de A (cf. [5] et [17]). S ‘a g issant des codes affines-invariants, cet interet 
est renforce par le fait que les Pi sont eux-memes des codes affines-invariants 
importants: Pi est le code de Reed et Muller p-aire d’ordre m -j [2], [6]. Sa 
front&e est facilement obtenue, &ant donnee la forme de son ensemble de 
definition. Soit ?; cet ensemble; on le construit avec les differents rangs des 
elements de S. Le rang de s E S (cf. Definition 2), est couramment appele p-Poidr 
de s en ThCorie des Codes et note e+,(s). 
1;. = {s e S 1 e+(s) <j}. (21) 
Proposition 9. Soient j E [l, m(p - l)] et soit l’antichaine de S,: 
I$ = {s E S 1 a+(s) = j}. (22) 
Alors 4 est la front&e du code GRM p-aire d’ordre m -j, c’est-h-dire de I’ideal 
Pi. La taille de Pi est @ale au nombre d’elements de S ayant un p-poids egal a j. 
Preuve. Elle se deduit immediatement de la definition de la front&e d’un code: 
un Clement de 4 est un Clement s tel que op(s) 2 j et dont tous les descendants 
ont un p-poids strictement inferieur a j. Cl 
Soit (x), l’ideal principal de A engendre par l’element X. Un generateur de (x) 
est un Clement AX oti A est une unite de A (i.e. A $ P). Les generateurs de (x) sont 
les elements de (x) qui ont la m&me profondeur que x. Soit maintenant un ideal U 
quelconque de A. On peut toujours construire un SMG de U dont les elements 
ont tous la mCme profondeur, celle de U (cf. Theo&me 3 pour les codes 
affines-invariants). Mais certains ideaux sont tels que tous leurs SMG ont cette 
proprietb. Ces ideaux sont dits ci type de profondeur constante (ideaux tpc) [15]. 
La structure d’ideal tpc est, comme le montre la Proposition 10, determinCe par 
une propriete de l’ideal PU; mais, dans le cas des codes affines-invariants, il s’agit 
d’une propriete de l’antichaine definissant le code (cf. Theorbme 4). En fait, c’est 
le cardinal seul de la front&e qui intervient dans le Theo&me 3; mais la 
frontiere nous renseigne aussi sur la situation du code dans la filtration Pi: elle 
permet d’abord de connaitre la profondeur du code qu’elle definit: 
Lemme 1. Soit F une antichaine de S, et soit U le code qu’elle definit. Alors 
prof(U) = min{o,(s) 1 s E F}. (23) 
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Preuve. Soit j la profondeur de U et soit Z I’ensernble de definition de U. Par 
definition de la profondeur et TJ Ctant donne par (21), nous avons: 
prof(l/)=joqcZet Tj+‘1#1. 
Done, si prof(U) = j, tout Clement de F a un p-poids superieur ou egal a j, car 
F t# I; d’autre part, il existe s 4 Z tel que u+,(s) = j. Or s E F car tous les 
descendants de 6 ont un poids strictement inferieur h j et sont done dans I: (23) 
est v&-if& Cl 
Proposition 10. Soit U un idial de A de profondeur j. Alors U est un ideal h type 
de profondeur constant si et seulement si 
PU = Pj’l n u. (24) 
Preuve. Soit x = {x1, . . . , xk} un SMG de U. Les xi n’appartiennent pas a l’idtal 
PU, d’aprb la Proposition 7. Si (24) est verifiee, les Xi ont done la mCme 
profondeur. Inversement supposons que tout SMG x de U est compose 
d’elements de mCme profondeur j. Alors toute base du K-espace U/PU est 
composee de classes d’elements de A de profondeur j. Ceci implique que tout 
Clement de l’ensemble U\PU est de profondeur j. Cl 
Thitorbme 4. Soit U un code afine-invariant, soit j = prof( U) et soit F la front&e 
de U. Alors U est un idkal d type de profondeur constant (un ideal tpc) si et 
seulement si tous les e%?ments de F ont un p-poids kgal b j. 
Preuve. Soit Z l’ensemble de definition de U. Le code U n Pi” est affine- 
invariant puisque les codes U et P j+’ le sont aussi; son ensemble de definition est: 
J = Z U {s E S\Z 1 0+(s) = j}. (25) 
En effet, le polynome generateur de l’intersection de deux codes cycliques est le 
plus petit commun multiple des polynomes generateurs des codes concern&. On 
en deduit que l’ensemble de definition du code U n Pj’l est Cgale a Z U q+1. Mais 
U est de profondeur j, d’ou q c I. Done, les seuls elements rajoutes a Z sont ceux 
dont le p-poids est Cgal B j. 
Supposons d’abord que tous les elements de F ont le mCme p-poids Cgal a j. 
Soit s E S tel que u+,(s) = j. Si s $ F alors s est irrelate avec chacun des elements 
de F, ayant le mCme poids qu’eux; done s E I. On en dtduit l’egalite f = J ou .Z est 
don& par (25) et Z par (17). Done les codes PU et Pi+’ r7 U, ayant le mCme 
ensemble de definition, sont Cgaux. D’aprCs la Proposition 10, U est tpc. 
Inversement, supposons que Z = .Z c’est-a-dire que 
ZUF=ZU{SES(~,(~)=~}. 
Si s E F alors s $ Z et done w,,(s) = j. 0 
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d Front&e 
1 
3 
5 
7 
9 
11 
13 
15 
21 
23 
27 
31 
1 2 4 8 16 32 
3 5 6 9 10 12 17 18 20 24 33 34 36 40 48 
5 9 10 17 18 20 34 36 40 
7 9 14 18 21 28 35 36 42 49 56 
9 18 21 36 42 
11 13 19 21 22 25 26 37 38 41 42 44 50 52 
13 19 21 26 38 41 42 52 
15 21 27 30 39 42 45 51 54 57 60 
21 27 42 45 54 
23 27 29 43 45 46 53 54 58 
27 45 54 
31 47 55 59 61 62 
PC 
'PC 
*PC 
tPc 
‘PC 
‘PC 
tPc 
tPc 
Fig. 1. Front&es des codes BCH binaires de longueur 64 et de distance construite d. Cew qui ont 
pour extension un idtal tpc sent signal&. 
Dans le contexte de cet article, 1’intCrCt premier des idCaux fpc est que de 
nombreux codes affines-invariants sont tpc. Nous avons CnumCrC dans [9] les 
codes de Reed-Solomon tpc; nous avons aussi caractCrisC les param&res des 
codes affines-invariants principaux [8]; la Fig. 1 donne une exemple des rCsultats 
‘obtenus avec un calculateur: plusieurs codes BCH sont fpc dans chaque classe 
CtudiCe. Enfin, la Proposition 9 montre que les codes GRM p-aires sont fpc; les 
codes rpc sont dCfinis par des antichaines particulibres dites de rung constant. I1 
est clair que l’antichaine formCe de tous les ClCments de S ayant un mCme 
p-poids est maximale et done: 
Corollaire 3. Les codes GRM p-aires sont dt;jinis par les antichaines maximales de 
rang constant. 
5. La taille des codes afiines-invariants: le th&or$me de Griggs 
Nous avons montrC qu’une antichaine F a pour cardinal la taille de l’idkal 
qu’elle d&nit; on cherche done t&s naturellement A classifier les codes 
affines-invariants suivant leur taille en utilisant certaines propriMs des 
antichaines de S,. Une illustration simple de cette dCmarche est obtenue lorsque 
l’on s’intkresse aux codes affines-invariants de l’algbbre A = K[G] oil K = GF(p) 
et G = GF(p”), m premier. L’ensemble de ces codes et l’ensemble des 
antichaines de S <<, qui sont une reunion de classe cyclotomiques de p, sont en 
bijection. On en dCduit done, du fait que m est premier, que chaque code de A 
afine-invariant a pour taille un multiple de m (mis 2 part l’idCa1 Pm@-l), seul ideal 
minimal de A, qui a une taille Cgale 9 1). 
Les rkultats que nous donnons maintenant utilisent les calculs explicites des 
front&es des codes RS (ThCorbme 5) et des codes GRM p-aires pour Cbaucher 
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une evaluation globale de la taille des codes affines-invariants. Nous faisons 
apparaitre que les codes RS necessitent peu de generateurs, alors que certains des 
codes GRM sur GF(p) ( i.e. certains codes P’) ont les plus grands SMG. La 
demonstration s’appuie sur les travaux de Griggs, eux-mCmes fond& sur les 
travaux de Sperner et de De Bruijn [ll, 121; nous obtenons ainsi la valeur 
maximale que peut prendre le cardinal d’un SMG dun code affine-invariant dune 
longueur don&e. 
Th6orBme 5. n =pm - 1 et S = [0, n]; soit d E S, d = (d,, . . . , d,_,). Soit 
v=min{kE[O,m-l]Idk#O}. (26) 
Soient aussi 
m-l 
d(k) = (dk + l)pk + c dip’, k E [0, m - l[ 
i=k+l 
d(m - 1) = (d,_I + l)pm-l. (27) 
Alors la frontit?re de I’intervalle [0, d[, c’est-h-dire de l’extension du code de 
Reed-Solomon de distance d et de longueur n, est: 
F(d) = {d} U {d(k) 1 k E]Y, m - 11, dk <p - l}. (28) 
Preuve. D’abord les elements de F(d) sont superieurs a d et croissants suivant la 
valeur de k car 
k-l 
d(k) -d =pk - 2 p’d/ et d(k + 1) -d(k) =pk+’ -pk. 
I=0 
Done F(d) c [d, n] et tout majorant d’un Clement de F(d) est dans [d, n]. Soient 
d(k) E F(d) et d(j) E F(d) avec k <j. Nous avons: 
d = (0, . . . 7 d,, . . . 9 dk, . . . 9 dj, . . . 9 dm-1) 
d(k) = (0, . . . , 0, . . . ) dk + 1, . . a 9 dj, . . . 9 d,_1) 
dO’)=(O ,... ,O ,..., 0 ,... ,d,+l,. . . ,d,,,_J 
Clairement ces trois elements sont deux B deux irrelates, car, a l’indice Y, le 
coefficient de d est strictement superieur aux autres, alors qu’a l’indice k, ou j, 
c’est le coefficient de d(k), ou de d(j), qui est strictement superieur aux autres. 
On en deduit que F(d) est une antichaine. 
Pour montrer que F(d) est la front&e de [0, d[ il reste a prouver que tout 
Clement de [d, n] majore un Clement de F(d). 
Soit s > d, s = (so, . . . , s,_~). Soit k le plus grand indice tel que Sk > d,; 
l’indice k existe bien, car s est strictement superieur a d et, pour cette mCme 
raison, tous les sj suivants sont Cgaux aux dj correspondants: 
S = (So, . . . , Sk, &+I, . . . , dm-1). 
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On en deduit immediatement: 
si k G Y, alors s majore d 
si k > Y, alors s majore d(k). 
Done s est un majorant d’un Clement de F(d) et, avec ce qui precede, nous avons 
prouve que [0, d[ est l’ensemble des non majorants de F(d). 0 
Ainsi l’ecriture de d dans la base p nous fournit immediatement la front&e de 
[0, d[ et, done, le nombre de generateurs necessaires pour le code RS de distance 
d; I’exemple suivant montre comment s’effectue le calcul. Le Theoreme 5 prouve 
aussi que la taille d’un RS-code Ctendu est rtduite: 
Corollaire 4. La taille d’un code de Reed-Solomon etendu de longueur pm est 
inferieure ou egale a m. 
Exemple 4. Nous reprenons le calcul de la front&e du code de Reed-Solomon 
(255,223,33) de 1’Exemple 3 - on peut remarquer qu’il s’agit d’un code RS tpc. 
Nous avons: 
d = 33 = (1 0 0 0 0 1 0 0). 
Ici Y est le premier indice, l’indice 0; comme c’est toujours le cas en 
caracteristique 2, le nombre d’elements-frontiere st egal au nombre de 0 a droite 
a partir de Y augment6 de 1. On obtient les 7 elements annoncb, c’est-a-dire en 
plus de d: 
d(1) =(0 1 0 0 0 1 0 0)=34 
d(2) =(0 0 1 0 0 1 0 0) =36 
d(3)=(0 0 0 1 0 1 0 0) =40 
d(4) = (0 0 0 0 1 1 0 0) = 48 
d(6) = (0 0 0 0 0 0 1 0) = 64 
d(7) = (0 0 0 0 0 0 0 1) = 128. 
Thi5orStme 6. Soit U un code de A afine-invariant et soit t(U) la taille de U. On 
designe par u le rang moyen (ou le p-poids moyen) dans S: 
u=[m$-I)]. 
On designe par I$, j E [l, m(P - l)], l’antichaine maximale de rang constant j de 
S,,. Alors les deux proprietes suivantes sont v&fees : 
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(9 t(u) c IF,I. 
(ii) Sit(U) = 141 I a ors le code U est un code GRM d&ermine’ comme suit: 
m(p-l)estpair+U=P@ 
m(p-l)estimpair-*U=P~ou U=P”+‘. 
Preuve. Ce resultat est un Corollaire d’un Theo&me de J.R. Griggs caracterisant 
les antichaines d’un produit de chaines quelconque dont le cardinal est le plus 
Clew5 . 
(i) La taille de U est Cgale a la taille d’une antichaine contenue dans S. 
D’apres le ThCorbme de Griggs, elle est majoree par la taille de F,; si m(p - 1) 
est pair, Fp est la seule antichaine dans S dont la taille est maximale; lorsque 
m(p - 1) est impair, deux antichaines ont la taille maximale: Fp et F,,,. 
(ii) La taille de U est la taille de la front&e de U; d’apres la Proposition 9, les 
antichaines Fp et F,+l sont justement les frontieres respectives des codes P” et 
Pr+‘; chaque antichaine est la front&e d’un et un seul code affine-invariant; un 
code qui a la taille maximale est done le code GRM dtfini par Fv (si m(p - 1) est 
pair) ou par Fe ou F,,, (si m(p - 1) est impair). Cl 
La Fig. 2 donne la taille de S, W(S) = IF,I, lorsque les codes consider& ont un 
longueur inferieure a 5000. Le calcul de W(S) est un Clement du calcul de la 
dimension des codes GRM, pour lequel on trouve un algorithme dans [5] ou [14]. 
Signalons toutefois un cas oti le calcul est particulierement simple: lorsque m = 2, 
W(S) est Cgal au nombre de couples (i, j) tels que i + j =p - 1 c’est-a-dire a p. 
Lorsque p = 2 et m est impair, le code Pr+’ est le code de Reed et Muller 
autodual de longueur 2”. 
P m N W(S) P m N W(S) 
2 2 4 2 3 6 729 141 
2 3 8 3 3 7 2187 393 
2 4 16 6 5 2 2.5 5 
2 5 32 10 5 3 125 19 
2 6 64 20 5 4 625 85 
2 7 128 35 5 5 3125 381 
2 8 256 70 7 2 49 7 
2 9 512 126 7 3 343 37 
2 10 1024 252 7 4 2401 231 
2 11 2048 462 11 2 121 11 
2 12 4096 924 11 3 1331 91 
3 2 9 3 13 2 169 13 
3 3 27 7 13 3 2197 127 
3 4 81 19 17 2 289 17 
3 5 243 51 17 3 4913 217 
Fig. 2. La taille maximale, W(S), des codes affines-invariants de longueur N =pm (pour N < 5000). 
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Les resultats don& dans la Fig. 2 montrent que la taille W(S) est en general 
bien plus elevee que m, c’est-a-dire que, si l’on interprbte le Corollaire 4, la taille 
d’un code RS est trbs reduite par rapport a la taille maximale. 
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