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We study the spin relaxation in graphene due to magnetic moments induced by defects. We
propose and employ in our studies a microscopic model that describes magnetic impurity scattering
processes mediated by charge puddles. This model incorporates the spin texture related to the
defect-induced state. We calibrate our model parameters using experimentally-inferred values. The
results we obtain for the spin relaxation times are in very good agreement with experimental findings.
Our study leads to a comprehensive explanation for the short spin relaxation times reported in
the experimental literature. We also propose a new interpretation for the puzzling experimental
observation of enhanced spin relaxation times in hydrogenated graphene samples in terms of a
combined effect due to disorder configurations that lead to an increased coupling to the magnetic
moments and the tunability of the defect-induced pi-like magnetism in graphene.
I. INTRODUCTION
The spin properties of graphene1–4 are one of the
many fascinating aspects of this material. The combi-
nation of carbon’s low atomic number and the planar
structure of graphene’s lattice entails a very low intrin-
sic spin-orbit coupling, in the range of 1 µeV1–3, and
negligible hyperfine interactions. As a consequence, pio-
neering theoretical studies predicted that electrons could
travel for long distances and long times in graphene
without spin flipping1–3. This property would make
graphene a very interesting candidate for passive spin-
tronics devices1,5,6. However, since the first successful ex-
perimental demonstration of injection of a spin-polarized
current in graphene7, the measured spin relaxation times
have been found to be orders of magnitude smaller than
the theoretical predictions1,2,4. The small relaxation
times observed in Ref. 7 were confirmed by other experi-
ments with different setups8–14. A large theoretical effort
has been devoted to unravel this puzzle4,15–27 and differ-
ent mechanisms have been proposed for the enhanced
spin relaxation, such as charge puddles15,23,24, impurity-
induced enhancement of spin orbit interaction17–20 and
magnetic impurities4,21–23.
Light adatoms such as hydrogen and lattice defects (va-
cancies) have been proposed to give rise to pi−like mag-
netism in graphene28,29. The origin of this kind of mag-
netism relies on the bipartite character of the lattice29,30
and on electron-electron interactions31. Whenever an im-
balance between sublattices A and B occurs N = |NA −
NB | 6= 0 zero modes appear32,33, and upon the presence
of electron-electron interactions the ground state of the
system is magnetic with total spin S = N/229,31. For
the case of a single impurity, it has been shown theo-
retically that the magnetism is associated with the wave
function of the zero mode, which extends over many lat-
tice sites21,29,30,34–36. This magnetism is unusual since,
ordinarily, magnetism is related to atoms with d and f
unfilled shells and is very localized around such atoms.
pi−like induced magnetism due to hydrogen adatoms37
or vacancies38 were reported recently in scanning tun-
neling microscopy experiments and the magnetic texture
confirmed37.
Kochan and collaborators21 proposed that magnetic
impurities in graphene act as hot spots, flipping the
spins of the electrons as they are scattered by these im-
purities. Small spin relaxation times have been mea-
sured in hydrogenated8,11,13 samples and in graphene
with vacancies13. Although other mechanisms such as
spin-orbit coupling are predicted to arise in hydrogenated
graphene11,39,40 and compete with the magnetic-induced
spin flipping for fast spin relaxation, several studies
point to the latter as the dominant mechanism in these
systems4,19,22.
It is difficult to capture the spatial texture of the
impurity-induced magnetism in graphene with an ef-
fective impurity Hamiltonian. Previous studies made
use of ab initio calculations to evaluate the microscopic
structure of the system and extract the parameters of
an effective impurity tight-binding Hamiltonian4,21,26,40.
The pioneering approach developed by Kochan and
collaborators21 indicate that the largest contribution to
spin-flip processes comes from the exchange term at the
hydrogen site, justifying neglecting the contribution com-
ing from farther sites. Although this simplification allows
for an elegant analytical solution of the problem, it is not
clear what are the effects of disregarding the extended
character of the induced magnetism. The authors of Ref.
21 needed to perform an ad hoc convolution to treat the
effect of electron-hole puddles when fitting their theory
to the experimental data21.
A very recent study23 has shown that close to the Dirac
point the energy dependence of the spin relaxation time
has a strong reliance on the range of the magnetic impu-
rities. This result points to the relevance of considering
the extended nature of the magnetism induced by va-
cancies or hydrogen adatoms in graphene. Recently, two
studies4,23 have proposed different models to treat spin-
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2flip process due to magnetic impurities; however, the spa-
tial range and modulation of the magnetic profile in these
models was chosen arbitrarily.
In this paper we address the issue of spin relaxation in
graphene due to magnetic moments induced by defects.
We derive a comprehensive microscopic formalism that
accounts for the interplay between local chemical poten-
tial fluctuations, which give rise to charge puddles, and
magnetic impurities, and hence incorporates the spin tex-
ture related to the defect-induced state. In our model,
the local chemical potential fluctuations not only mod-
ify the density of states close to the charge neutrality
point, but also play a key role in the spin flip scatter-
ing mechanism. Our study leads to a novel, alternative
explanation for the short spin relaxation times reported
in experimental literature and sheds some light on the
dominant mechanism of spin relaxation in hydrogenated
graphene.
The paper is organized as follows: In Sec. II we in-
troduce the tight-binding Hamiltonians we use to model
vacancies and adatoms in graphene in the presence of
disorder-induced charge puddles. Further, we present a
microscopic derivation of the Anderson single impurity
model and the spin relaxation times within this setting.
In Sec. III we show the results of our simulations and
analyze how the spin relaxation time τs depends on the
model parameters. The technical details of the numerical
procedure are discussed in the Appendix. We conclude in
Sec. IV with a discussion of different scenarios to inter-
pret the experimental results within realistic parameter
choices.
II. THEORETICAL APPROACH
We study spin relaxation due to two kinds of defects
that have been shown to induce magnetism in graphene,
namely, vacancies and hydrogen adatoms. A single tight-
binding model is usually employed to address both types
of defects4,28,41. Here we treat the two cases separately,
analyzing their similarities and differences.
Taking into account electron-electron interaction and
long-range disorder, we map the model defect tight-
binding Hamiltonian onto the single impurity Anderson
model.
A. Mapping onto the Anderson Hamiltonian
To represent a vacancy, we adopt the standard pi-band
nearest-neighbor tight-binding Hamiltonian to describe
the low-energy electronic properties of a graphene sheet,
Hvac = −t
∑
〈i,j〉
|i〉〈j|+ t
∑
〈v,i〉
|v〉〈i|+ H.c., (1)
where 〈· · · 〉 restricts the sum over nearest-neighbor
atomic sites and t = 2.8 eV is the hopping matrix element
between nearest neighbors. Notice that the second term
on the right-hand side of Eq. (1) removes the defective
(v site) from the honeycomb lattice.
Ab initio calculations have suggested that the effect of
a hydrogen adatom bonded on top of a carbon site can
be modeled as40,42,43
Had =− t
∑
〈i,j〉
(|i〉〈j|+ |j〉〈i|)
+ H |ad〉〈ad|+ Tad−C (|v〉〈ad|+ |ad〉〈v|) , (2)
where H denotes the adatom on-site energy and Tad−C is
the hopping between the adatom and the v-th carbon site
to which the adatom binds. There are different estimates
for these parameters40,42,43. We take H = 0.16 eV and
Tad−C = 7.5 eV, which provide the best fit to the ab
initio-calculated band structures40.
The models represented by Eqs. (1) and (2) give rise to
midgap states pinned at (or close to) the Dirac point and
localized around the defective site29,32–36,40,42. More ex-
plicitly, the eigenvalue problem associate to these model
systems can be cast as
Hdef |ν〉 = εν |ν〉, (3)
where the superscript “def” stands for “vac” (vacancy)
or “ad” (adatom), with
|ν〉 =
{ {|φ〉}, for εν 6= εm,
|0〉, for εν = εm . (4)
The energy of the midgap state m = 0 for the vacancy
32
and m ≈ 10 meV for the adatom40. Notice that the
states {|φ〉} and |0〉 form a complete basis, where the
former are extended states and the latter is a ’quasilocal-
ized’ one32.
We use this complete eigenbasis to define the projec-
tion operators,
P =
∑
φ 6=0
|φ〉〈φ| and Q = |0〉〈0|, (5)
where P + Q = 1 by construction. Since the |0〉 and
|φ〉 states are orthonormal, the coupling terms are zero,
HdefPQ = H
def
QP = 0. As a consequence, in this scenario
there is no spin-flip scattering of the band states by the
impurity state. This picture changes if long-range dis-
order is included in the model, as it has been studied
to explain the Kondo effect in defective graphene44 and
Fano resonances in Lieb-like optical lattices45.
Long-range disorder is ubiquitous in graphene samples.
Its main sources are puddles, i.e., inhomogeneous real-
space fluctuations of the chemical potential that arise
mainly due to charge transfer between graphene and
its substrate or trapped impurities reminiscent from the
sample preparation process46–49. To account for such an
effect we add to Hdef the onsite terms
Vdis =
∑
i
|i〉Vi〈i|, (6)
3where Vi is given by
49,50
Vi ≡ Vdis(ri) =
NG∑
j=1
Wj e
−
(ri −Rj)2
2ξ2 . (7)
Vi corresponds to the local potential at the site i due
to NG long-range Gaussian potentials randomly placed
at positions Rj . The parameter ξ denotes the disorder
potential range and Wj follows a Gaussian distribution
with
〈Wi〉 = 0 and 〈WiWj〉 = (δW )2δij , (8)
where δW defines the disorder strength.
The typical disordered charge puddle patterns ob-
served experimentally46,47 are reproduced by the model
defined above by taking ξ = 10 nm, δW = 56 meV, and
NG/Ntot & 0.04% for silicon dioxide (SiO2) substrates
and ξ = 30 nm, δW = 5.5 meV, and NG/Ntot & 0.004%
for hexagonal boron nitride (hBN) ones24,51, where Ntot
denotes the number of carbon atoms in the sample.
Employing the projectors algebra for the full Hamil-
tonian incremented by the long-range term potential in
Eq. (6), we find
H = Hdef + Vdis = HPP +HPQ +HQP +HQQ, (9)
The terms in Eq. (9) split into three types: a localized
“impurity” contribution,
HQQ = QHQ = (εm + ε
′
0)|0〉〈0| ≡ εr|0〉〈0|, (10)
where ε′0 = 〈0|Vdis|0〉 gives the energy shift of the midgap
state due to puddle disorder; a coupling contribution,
HPQ =
∑
φ6=0
|φ〉〈φ|Vdis|0〉〈0| (11)
and a “band” contribution,
HPP =
∑
φ6=0
|φ〉εφ〈φ|+
∑
φ6=0
∑
φ′ 6=0
|φ〉〈φ|Vdis|φ′〉〈φ′|. (12)
In general, 〈φ|Vdis|φ′〉 6= 0, implying that HPP is not
diagonal in the {|φ〉} basis. To map our model onto the
single-impurity Anderson model (SIAM), we introduce
a new {|β〉} basis where the ’band’ term of the SIAM
is diagonal. The β states are obtained by diagonalizing
HPP in Eq. (12), namely,
HP ′P ′ |β〉 = εβ |β〉, (13)
where |β〉 and |φ〉 are related via |β〉 = ∑φ |φ〉〈φ|β〉 and
the projector P ′ for the |β〉 subspace reads
P ′ =
∑
β
|β〉〈β|. (14)
In this basis the coupling term becomes
HP ′Q =
∑
β
|β〉〈β|Vdis|0〉〈0| ≡
∑
β
|β〉tβ0〈0|, (15)
where the hopping coefficients tβ0 ≡ 〈β|Vdis|0〉 fluctuate
with |β〉 and disorder realization.
Ab initio calculations suggest more involved tight-
binding models for vacancies and adatoms35,52, that take
into account local lattice deformations. We do not inves-
tigate such models here, but the approach we have put
forward can be easily generalized to incorporate lattice
reconstruction effects. We do not expect this additional
source of disorder to qualitatively change the results we
obtain with our simple model.
Equations (10), (13), (15) combined give the single-
particle contribution to our SIAM model. The remaining
term to complete the mapping is the interaction contri-
bution, embodied by the charging energy U . A recent
work30 showed how to calculate the charging energy of a
vacancy-induced state within the tight-binding formalism
and studied U as a function of the system size. There has
been a long debate in the literature35,36,52,53 on whether
defect-induced pi−like magnetism in graphene due to va-
cancies is relevant for realistic samples sizes. The the-
oretical results presented in Refs. 30 and 52 and recent
STM experiments on hydrogenated graphene37 and on
graphene with vacancies38 give strong support to the
magnetic scenario. However, there is still some discrep-
ancy between the theoretical estimates for U30 and the
values inferred from experiments37,38. The origin of this
discrepancy is still not clear. For instance, it has been
speculated that screening effects54 due the environment
to which graphene is submitted should be taken into
account for the theoretical modeling to yield estimates
closer to the experiment.
For these reasons, in this work we choose to leave U as
a free parameter and study its influence on τs estimates.
We stress that the typical values used here are consistent
with the experimental scenario37,38.
B. Schrieffer-Wolff transformation
We write our model in second quantization as
HSIAM =
∑
β,σ
εβ c
†
βσcβσ +
∑
β
(
tβ0 c
†
βσc0σ + H.c.
)
+
∑
σ
εr c
†
0σc0σ + Un0↑n0↓, (16)
where σ =↑, ↓ denotes the spin degree of freedom. The
linear density of states and the bipartite character of the
graphene lattice are incorporated in the model by the
extended states |β〉. The SIAM allows for both charge
and spin fluctuations55,56 since the impurity state can
assume the empty, single, or double occupation config-
urations. Since we are interested in impurity-induced
spin-flip scattering processes, we focus on the magnetic
singly-occupied regime.
We use a Schrieffer and Wolff transformation57 to keep
only the magnetic subspace of the model. By doing so
we treat the hopping between the impurity and the band
4states as a “perturbation”58 and write the SIAM Hamil-
tonian as
HSIAM = H0 +H1, (17)
where
H0 =
∑
β 6=0,σ
εβ c
†
βσcβσ +
∑
σ
εr c
†
0σc0σ + Un0↑n0↓. (18)
and
H1 =
∑
β 6=0,σ
(
tβ0 c
†
βσc0σ + H.c.
)
. (19)
The hopping term can be eliminated up to first order in
the coupling by the similarity transformation57
H˜SIAM = e
S HSIAM e
−S , (20)
where S is such that [H0, S] = H1. This conditions is
satisfied for57
S =
∑
β 6=0,σ
tβ0
[
n0,−σ
β − 0 − U
+
1− n0,−σ
β − 0
]
c†βσc0σ −H.c.
(21)
Schrieffer and Wolff restricted their analysis of the re-
sulting Hamiltonian to the case where a magnetic mo-
ment is most probable to develop in a metallic substrate,
i.e, 0+U > 0 and 0 < 0
57. For graphene, the scenario is
much richer and magnetism can develop also for 0 > 0
59.
The low energy effective Hamiltonian now reads,
H˜SIAM = H˜0 +Hxc, (22)
where H˜0 accounts for single-particle terms that result
from the canonical transformation in Eq. (20) and which
can be incorporated into the Hamiltonian H0 with a suit-
able energy renormalization57,60. The termHxc is the one
we are interested since it is responsible for the spin-flip
scattering. It can be written as57
Hxc = −
∑
β 6=0
β′ 6=0
Jββ′
∑
σ,σ′
c†βσSσσ′cβ′σ′ ·
∑
σ′′,σ′′′
c†0σ′′Sσ′′σ′′′c0σ′′′ .
(23)
Here, S = σ/2, where the Cartesian components of σ
are Pauli matrices, and the exchange coupling reads57
Jββ′ = tβ0t
∗
β′0
[
1
εβ − εr − U
− 1
εβ − εr
+
1
εβ′ − εr − U
− 1
εβ′ − εr
]
. (24)
The Hamiltonian in Eq. (23) is the well-known s-d or
Kondo Hamiltonian56,61.
C. Spin relaxation times
With the spin-flip term Hxc in hands, we are now in
a position to obtain the spin relaxation time. By using
Fermi’s golden rule to define the transition probability
rate to go from a state β and spin σ to a state β′ and
spin σ′ due to the magnetic-induced state |0〉, we get
Wσ,σ′;mβ,β′ =
2pi
~
∣∣∣Tσ,σ′;mβ,β′ ∣∣∣2 δ(εmβ − εmβ′), (25)
where the transition probabilities read
Tσ,σ
′;m
β,β′ = 〈β′, σ′|Hmxc|β, σ〉. (26)
The superindex m has been added in Eqs. (25) and (26)
to denote that these terms are specific to a given disorder
realization m.
Taking Hxc from Eq. (23) and inserting into Eq. (26)
one gets
Tσ,σ
′;m
β,β′ =
∑
β′′ 6=0
∑
β′′′ 6=0
Jmβ′′,β′′′S0
·
∑
σ1,σ2
〈β′, σ′|c†β′′,σ1Sσ1σ2cβ′′′,σ2 |β, σ〉
= Jmβ,β′S0 · Sσσ′ , (27)
where the operator S0 ≡
∑
σ′′σ′′′ c
†
0,σ′′Sσ′′σ′′′c0,σ′′′ ac-
counts for the spin operator acting on the impurity spin.
Within this formalism, the relaxation rate for a given
state |β〉 is defined as
1
τmσ,σ′ ;β
=
∑
β′ 6=0
Wσ,σ′;mβ,β′ , (28)
and by inserting Eqs. (26) and (27) into Eq. (28), we
obtain
1
τmσ,σ′ ;β
=
2pi
~
|S0 · Sσσ′ |2
∑
β′ 6=0
|Jmβ,β′ |2δ(εmβ − εmβ′).(29)
Since the total spin of the system is conserved, the spin
prefactor in Eq. (29) can be straightforwardly computed:
|S0 · S↑↑|2 = |S0 · S↓↓|2 = |S0z|2 = 1/4, (30)
|S0 · S↑↓|2 = |S0x − iS0y|2 = 1/2, (31)
and
|S0 · S↓↑|2 = |S0x + iS0x|2 = 1/2. (32)
Spin flipping is associated to the terms 1/τ↓↑ and 1/τ↑↓
and the spin relaxation rate reads 1/τs = 1/τ↓↑ + 1/τ↑↓.
The spin-conserving term leads to the momentum relax-
ation rate 1/τp = 1/τ↑↑ + 1/τ↓↓. In view of Eqs. (29)–
(32), the spin flipping rates reads
1
τms;β
=
2pi
~
∑
β′ 6=0
|Jmβ,β′ |2δ(εmβ − εmβ′). (33)
5Since we are only interested in the spin relaxation rate
at a given energy ε = εF , we can define
1
τms (ε)
=
∑
β′ 6=0
1
τm
s;β′
δ(ε− εmβ′)∑
β′ 6=0 δ(ε− εmβ′)
=
1
%(ε)
∑
β′ 6=0
1
τms;β′
δ(ε− εmβ′), (34)
where %(ε) is the density of states of the disordered
graphene (β-space states) at the reference energy ε. Av-
eraging over disorder realizations yields
1
τs (ε)
=
〈
1
τms (ε)
〉
=
1
N
∑
m′
1
τms (ε)
, (35)
where N is the number of disorder realizations.
III. RESULTS
To model bulk effects, we consider disordered graphene
rectangular superlattices with periodic boundary condi-
tions. The supercells have dimensions of N ×M  1,
where M is the number of sites along the zigzag crystal-
lographic direction and N is the number of zigzag chains
in the cell. We consider only k = 0 states, since for
large enough supercells any point is representative of the
first Brillouin zone62. The defect (vacancy or adatom) is
placed in the central lattice site.
The use of periodic boundary conditions implies in a
“selective” dilution of defects in a single sublattice. It
has been found32 that the creation of vacancies with an
unbalanced sublattice concentration affects the peak at
ε = 0, causes a broadening of the Van Hove singulari-
ties and a gap opening, with the latter scaling as ∼ x1/2,
where x is the vacancy concentration. This finding is
in line with the large gaps (of the order of 1eV) ob-
tained by ab initio band structure calculations of hy-
drogenated graphene4,21,26,40. Due to the computation
cost, the supercells used in those calculations are small
(∼ 100 sites), with corresponding dilution concentra-
tions of x ∼ 1%, hence, generating large gap energies.
These sizable gaps are neither observed in spin relax-
ation measurements in graphene with vacancies nor in
hydrogenated graphene8,11,13, where the typical defect
concentrations are 0.01− 0.2%8,13,63.
To overcome this problem, we consider systems with
Ntot = 256 × 256 sites, corresponding to a defect con-
centration of ∼ 15 ppm, in line with previous theoret-
ical studies4,26. This concentration is about one order
of magnitude smaller than the estimated concentration
in experiments where defects are deliberately introduced
in graphene8,13,63. We choose to use a smaller concen-
tration because we expect the defects concentrations to
be considerably lower in samples where defects are not
deliberately created. We further justify our choice by
recalling that there is a degree of uncertainty in the es-
timation of the defects concentrations63,64, and that in
real experiments the defects tend to distribute over the
two sublattices and to form other structures, such as di-
vacancies, that induce defect states around ε = 0 (see,
for instance, Ref. 32). Our supercell size choice leads to
an energy gap ∼ 10 meV which is in very good agreement
with the one observed in a recent experiment (see, Fig. 2
in Ref. 21).
The system sizes we use also ensure that interaction
effects between different impurities are negligible and
the system is in the paramagnetic limit of isolated mag-
netic defects, as found experimentally63 and pointed out
theoretically28,36,41. The results presented in this section
correspond to averages over 103 realizations of puddle
disorder.
A. Vacancies
Figure 1 shows the spin relaxation times τs due to
vacancy-induced magnetism as a function of the Fermi
energy ε for graphene on SiO2 and on hBN. We find that
the mean values are strongly influenced by extreme val-
ues (outliers). We check this statement by computing τs
using also the median, which is a central-tendency mea-
sure that is robust against outliers.
Figure 1 also shows that τs (obtained by the mean
value) is relatively low at energies close to the charge
neutrality point or low doping and increases by orders
of magnitude at large doping values. This behavior is
similar for both the mean and median curves, showing
that it is not dictated by outliers.
In order to shed some light onto the origin of the be-
havior seen for τs in Fig. 1, we study the coupling matrix
elements tβ0, which is a key element for the calculation
of Jββ′ . Figure 2 shows |tβ0| for a representative single-
disorder realization. The coupling matrix elements |tβ0|
show strong fluctuations and an exponential average de-
crease for large |ε|. The coupling magnitudes for hBN,
Fig. 2a, are smaller than that for SiO2, Fig. 2b, which
is in agreement with the behavior of τs in Fig. 1.
We note that magnetic textures observed in STM
experiments37,38,65 in defective graphene extend up to
a radius of about 2 nm around the defect and, hence,
are much more localized than the defect-induced state
|0〉 we obtain in our model. This observation motivates
us to introduce a cutoff radius R to the localized wave
function66 and study τs as a function of R.
In Fig. 3 we plot the results obtained when R ≈ 1 A˚,
i.e., when the wave function is roughly restricted to the
nearest neighbors of the defect and R ≈ 2 nm, which is
the radius determined in experiments37,38,65. Remark-
ably, Fig. 3 shows that the exponential energy depen-
dence of the hoppings |tβ0| vanishes and only a random
pattern is left.
The influence of the extension of the quasilocalized
state |0〉R on τs is shown in Fig. 4 for R = 1 A˚ and
R = 2 nm for graphene on SiO2. The values of τs at low
doping (ε close to the Dirac point) is similar to those of
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FIG. 1. Spin relaxation time as a function of the Fermi energy
for hBN (a) and SiO2 (b) substrates. Black diamonds are
mean-generated values while red circles are median-generated.
the extended midgap state |0〉, Fig. 1. In contrast, the
exponential dependence of τs observed for larger values of
|ε| in the |0〉 case is strongly suppressed when considering
|0〉R-states. This is in line with the above discussion of
the coupling matrix tβ0. We note that the dependence on
R is also weak. A comparison between the curves for the
mean and median shows that some outliers still push the
mean estimates down compared to the median estimates
and leads to larger fluctuations. These results are in very
good agreement with experimental measurements8,11,13.
For hBN, our simulations (not shown here), when using
δW = 5.5 meV, give τs values larger (by a factor 10 to 100
times) than those reported in the literature8,11,13,14. This
observation suggests that the effect of outliers is less influ-
ent for cleaner samples. However, experiments show that
the disorder strength δW can increase as one approaches
the charge neutrality point54 and hence a more detailed
experimental characterization of the puddles strength is
necessary before ruling out the spin relaxation due to
magnetic impurities in hBN.
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FIG. 2. Energy dependence of |tβ0| for a single disorder re-
alization of the local potential fluctuations due to hBN (a)
and SiO2 (b) substrates. The magnitude |tβ0| is character-
ized by large fluctuations and an average exponential decay
with increasing |ε|.
The peak structure, such as the median τs values for
ε ≈ 0 in Fig. 4, has been reported in previous theoretical
studies4,21,26. In Refs. 4 and 21, this peak is attributed
to an enhanced spin-flip resonant scattering process due
the presence of two resonance states, singlet and triplet,
with opposite energies close to ε = 0, combined with
graphene’s vanishing density of states as ε→ 0. Since our
model deals with the magnetic regime of the Anderson
model, we interpret such behavior as simply due to the
lack of conduction electron states around ε = 0. Also,
we show that long-ranged disorder does not quench the
peak, unless the outliers are present in the system, as
seen by comparing the median and mean value estimates
for τs in Fig. 4.
In Fig. 5, we study the influence of the midgap states
energies in the calculation of τs. As we discussed earlier,
in graphene a localized magnetic impurity remains mag-
netic even when εr > 0
59 and the presence of such mag-
netic states have a great impact on the τs estimates being
7
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FIG. 3. Energy dependence of |tβ0| for a single disorder real-
ization of hBN considering the impurity state confined within
a radius (a) R = 1 A˚ and (b) R = 2 nm around the defective
site. Correlations are quenched and only a random pattern
is seen. The same change is obtained for the SiO2 case (not
shown).
responsible for the approximately particle-hole symmet-
ric behavior of τs seen in Fig. 5 for the unrestricted curve.
The simulations imposing εr < 0 show a huge particle-
hole asymmetry, namely, the values of τs for ε > 0 are
orders of magnitude larger than those calculated in the
unrestricted case. Such findings show that an unbalance
between εr > 0 and εr < 0 states can be the origin of
the asymmetric gate voltage dependence of τs observed
in a recent experiment14. Such electron-hole asymmetry
in spin relaxation rates has also been reported for flu-
orinated graphene19 where the resonance energy lies at
−0.2 eV, in agreement with our discussion.
In the simulations shown so far, we have used U =
0.01eV, a value inferred from experiments Ref. 37 and 38.
However, it is expected that changes in the impurity en-
vironment lead to a different screening of the impurity67,
and hence different U values. In Fig. 6 we study the mean
value τs dependence on U . Since Fig. 5 indicates that τs
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FIG. 4. Relaxation times τs for graphene on SiO2 obtained
by considering a radial cutoff in the impurity wave functions
|0〉R, for R = 1 A˚ (diamonds) and R = 2 nm (circles). Black-
and red-colored symbols denote mean-generated values while
blue- and cyan-colored symbols denote median-generated.
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FIG. 5. Comparison between τs for r < 0 only and the
unrestricted (r ≶ 0) case. Black- and red-colored symbols
denote mean-generated values while blue- and cyan-colored
symbols denote median-generated.
is weakly dependent on R, we use |0〉R with R = 1 A˚.
Figure 6 shows that for 0.01 < U < 0.1 eV changing U
roughly leads to a rigid shift of the τs curves. This range
of U values is c nsis e t with what is reported by STM
experiments for hydrogenated graphene37 and graphene
with vacancies38. Interestingly, increasing U implies in
faster spin relaxation times, showing that screening is an
important ingredient in the computation of the spin re-
laxation, a feature that has not been explored in previous
studies4,21,23,26. We also find that the dependence of τs
on U becomes negligible for U & 1 eV,
8
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FIG. 6. The dependence of τs on the charging energy U .
Mean value estimates obtained for the |0〉R impurity state for
R = 1 A˚ in graphene on a SiO2 substrate. Data presented
for U = 0.01 eV (diamonds), U = 0.05 eV (circles), U = 1 eV
(squares), and U = 10 eV (triangles).
B. Adatom
In this section we analyze the spin relaxation occurring
due to the magnetism induced by hydrogen adatoms in
graphene. In Fig. 7, we plot τs as a function of energy
for different impurity states |0〉R, with R = 0, 1A˚, and 2
nm for SiO2.
The configuration with R = 0 corresponds to the
case where the magnetism is restricted to the hydrogen
adatom site. This case has no counterpart in the vacancy-
induced magnetism discussed in the previous section.
Figure 7a shows that, apart from fluctuations, the mean
τs(ε) is approximately the same for the R = 0, R = 1
A˚, and R = 2 nm magnetic configurations. On the other
hand, a significant departure between the R = 0 and the
remaining configurations is observed in the median τs(ε)
curves, see Fig. 7b. For ε away from the Dirac point the
τs(ε) median values for the |0〉R=0 state are roughly an
order of magnitude larger than the R = 1 A˚ and R = 2
nm configurations.
Our results indicate that τs is very insensitive to the
extent R of the impurity state, which explains why mod-
els with different kinds of impurity-states find τs(ε) spin
relaxation times in the same range4,21,23,26. Whereas the
median τs(ε) in Fig. 7 shows a strong dependence on R,
the experimentally observed τs(ε)
8,11,13 and the τs(ε) ob-
tained by different theoretical models4,21,23,26 is the one
dictated by the mean and ruled by the “outliers”, which
have same magnitude regardless of the impurity-induced
states R for the cases where R < 2 nm, the one reported
experimentally38. Our findings justifies the use of models
with very localized impurity states, as in Ref. 21 for the
τs calculation, although the use of such models might
become inadequate for the case where the influence of
outliers is not relevant.
8/6/2017 plots_paper
file:///Users/caio/Dropbox/projeto_relax_spin/notas/figures/plotspaperfinal.html 13/31
So os conjuntos dos adat nviz=0, 1, 20: media 
(a)
" [eV]
10-15
10-7
101
⌧ s
[s
]
-0.4 -0.2 0.0 0.2 0.4
Figure 6a
10-3
10-11
" [eV]
10-7
102
10-1
⌧ s
[s
]
-0.4 -0.2 0.0 0.2 0.4
Figure 6b
10-4
8/6/2017 plots_paper
file:///Users/caio/Dropbox/projeto_relax_spin/notas/figures/plotspaperfinal.html 14/31
So os conjuntos dos adat nviz=0, 1, 20: mediana 
Median-genaretad curves for adatom,  ( ),  and
for vacancy for .
(b)
FIG. 7. The τs dependence on energy of different impurity-
induced states for the adatom model: (a) mean and (b) me-
dian τs values for SiO2 substrates. The impurity states |0〉R
considered are R = 0, R = 1A˚, and R = 2 nm.
IV. DISCUSSION AND CONCLUSIONS
In this work we studied the problem of spin relaxation
due to defect-induced magnetism in graphene. In our ap-
proach we developed a microscopic modeling that allows
the incorporation of the effect of charge puddles and its
interplay with the defect-induced magnetic texture. We
showed that the puddles play a key role in the spin re-
laxation, as it allows for the coupling between the con-
duction electrons and the impurity-induced state which
is responsible for the spin flipping scattering process.
Our microscopic derivation consolidates and improves
the previous theoretical approaches4,21,23,26, since the
9systematic study of the model parameters unraveled how
the spin relaxation is influenced by different aspects, such
as the quality of the substrate, represented by the dis-
order parameters, the extent of the magnetic texture,
the resonances position, and the charging energy U . We
stress that the parameters we use in our model are in
good agreement with the values reported in the experi-
mental literature.
Figure 8 summarizes our findings, both for vacancy
and adatom-induced spin relaxation in graphene. Using
experimentally-inferred parameter models, we obtained
τs as a function of the Fermi energy ε in the presence
of the impurity state |0〉R, with R = 1 A˚, and found
that both spin-relaxation mechanisms show a remarkable
agreement. These results are also in agreement with the
experiment reported in Ref. 13, which observed a similar
spin relaxation behavior for graphene with adatoms or
vacancies.
These results strongly support the picture that spin
relaxation in hydrogenated graphene is dominated by in-
duced magnetism, and not by induced spin-orbit cou-
pling, contradicting the argument presented in Ref. 11.
This is in agreement with a recent experiment68 that
found no evidence of a spin-lifetime anisotropy, thus
ruling out the spin-orbit coupling as a source of ul-
trafast spin relaxation. Our findings also falsify the
conjecture26 that discrepancies in τs(ε) calculated by dif-
ferent groups could be due to the defect model choice,
namely, adatom21,26 or vacancy4.
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FIG. 8. Spin relaxation time τs as a function of the Fermi en-
ergy: comparison between the vacancy and the adatom mod-
els for graphene on SiO2 and |0〉R, with R = 1 A˚.
Our study also sheds light onto other controversial is-
sues. One of the main puzzles associated to spin relax-
ation related to magnetic-induced defects in graphene is
whether the spin relaxation is dominated by the Elliot-
Yaff t (EY) or th Dy konov-Perel (DP) mechanism4.
Enhancement of τs(ε) after intentional introduction of
defects in graphene has been reported in Refs. 8 and 13,
suggesting the DP mechanism is responsible for the re-
laxation process. However, the DP mechanism should be
related to random, induced magnetic fields due the impu-
rities. In this regard, experimental results diverge and a
conflicting scenario about the random magnetic-induced
field interpretation has been questioned8,13.
Here, we propose a new alternative explanation for
such a controversy. As has been proposed theoretically29
and recently confirmed by STM experiments37, the pi-
like magnetism induced by defects in graphene relies on
an unbalance between the number of sites in graphene’s
sublattices. As a consequence, such magnetism can be
turned on/off by placing defects in graphene in a unbal-
anced/balanced manner37 among the sublattices.
As we have shown in our study, the main cause of the
spin relaxation is the pi-like magnetism and is essentially
independent from the source of this magnetism, as can
be observed in Fig. 8 for the case of vacancies and hydro-
gen adatoms. We note that other adatom or molecular
species have been proposed to cause a similar pi-like mag-
netism in graphene, such as methyl69 and fluor35. The
fact that different sources may lead to a similar mech-
anism makes more plausible that pi-like magnetism is
present in different experimental scenarios, even when
the defects are not intentionally created.
As has been shown in a recent quantum-interference
experiment70, localized spinfull scatterers are present in
graphene on SiC and are responsible for a fast spin relax-
ation in such system. Magnetic-induced spin relaxation
has also been observed in quantum interference experi-
ments in graphene on SiO2
71. Although a detailed char-
acterization of the source of such magnetic scatterers is
still lacking, such similar findings in different scenarios
reinforce our arguments.
We speculate that one or some of the species that can
induce pi−like magnetism in graphene are present in the
samples of Refs. 8 and 13 before the hydrogenation pro-
cess and some outliers dominate τs(ε) prior to the defect
exposition. After the hydrogenation, the magnetic tex-
ture due to some of these outliers can be turned off due
to the placement of a hydrogen or vacancy in the oppo-
site sublattice with respect to the one that contained the
magnetic outlier impurity already in the system. As a re-
sult, two spinless scatterers are added, which can reduce
the diffusion in the system but cannot flip the conduc-
tion electrons spin they scatter. Hence, τs(ε) increases
(due to the outlier turn off) and the diffusion coefficient
D decreases (due the extra scattering centers after hy-
drogenation), in agreement with the behavior reported
in Ref. 8.
This kind of effect seems to be a unique feature of the
unusual defect induced pi-like magnetism in graphene,
as shown in a recent study10 of a graphene spin valve
device with cobalt porphyrin (CoPP) molecules. These
molecules possess a magnetic moment, which is extrin-
sic to graphene. In these systems, no enhancement of
τs(ε) is observed after the introduction of the magnetic
10
molecules. In fact, the findings in Ref. 10 enforce the
conjecture that outlying magnetic pi-like scatterers rule
the spin relaxation process since the effect of the intro-
duction of CoPP on τs(ε) is reported to only be signif-
icant in the better quality samples, and unnoticible for
the low-quality ones, which are the ones with a higher
chance for having pi−like spin scatterers be dominating
the relaxation process.
A detailed study of the conditions that lead to the
appearance of outliers ruling τs(ε) is necessary to clarify
such conjectures and will be addressed in a future work.
Since we show that the energy position of the reso-
nances introduced by defects are essential for the mag-
nitude and symmetry of the τs(ε) curves, our results
also allow us to interpret the asymmetric gate-voltage
dependence of τs(ε) seen in Ref.
14 as an unbalance
between resonances with opposite signs. As different
species with different on-site energies ε0 can lead to pi-
like magnetism30,40,63,69 and the shift in ε0 is smaller for
systems with lower disorder [see Eq. (10)], the asymme-
try seen in ultraclean graphene hBN systems can be due
to the predominance of resonances of a given sign.
Finally, our findings suggest an interesting opportunity
to control τs(ε) and hence build spintronic devices via a
functionalization process of graphene with adatoms as
the one recently reported for the precise manipulation of
hydrogen adatoms on graphene via a STM apparatus37.
By changing the substrate, the defect species giving rise
to the induced magnetism, and the relative position
among the defects in the graphene lattice, a plethora of
possibilities become available for building devices with
different spin properties.
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Appendix: Numerical details
In this Appendix we provide a detailed description of
the numerical analysis used in this work. We focus on two
aspects: (i) approximate diagonalization scheme and (ii)
histogram binning.
Approximate diagonalization scheme: The computa-
tion of τs, as outlined in Sec. II, requires two steps: First,
the diagonalization of Hdef , which gives the {|φ〉} and
|0〉 basis states. Second, a basis change from the {|φ〉}
to the {|β〉} subspace. The latter step requires one to
build and diagonalize HPP , which is a dense matrix. As
a consequence, considering that disorder averaging is nec-
essary, the approach becomes prohibitive already for rel-
ative small lattice sizes around 103 sites.
To access large system sizes, we introduce a subtle
change in the approach summarized above. We bypass
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FIG. 9. Comparison between the direct (diamonds) and full
(circles) diagonalization approaches for a lattice with Ntot =
40 × 40 for δW = 0.002t, corresponding to a hBN substrate.
Estimates are obtained using the median (black and red) and
mean (blue and cyan).
the basis transformation {|φ〉} → {|β〉} and directly di-
agonalize Hdef + Vdis, which involves dealing only with
sparse matrices. As a result, for every disorder realiza-
tion we compute a set of orthogonal extended states {|β˜〉}
and a quasilocalized state |0˜〉. We replace the |0˜〉 state by
|0〉, the midgap state defined in Eq. (4), and take β → β˜
and tβ0 → tβ˜0. Figure 9 shows that the full and the di-
rect diagonalization schemes are in very good agreement,
since β ≈ β˜ and tβ0 ≈ tβ˜0.
Notice that the approximation scheme also requires
two diagonalization steps. However, the diagonalization
of Hdef to obtain |0〉 is done only once and the diagonal-
ization of Hdef+Vdis involves only sparse matrices, which
leads to a huge memory saving and allows for an efficient
use of the Lanczos algorithm to obtain the eigenstates |β˜〉
in a small energy window around ε = 0, in accordance
with experimental values.72
Histogram approach to calculate τs: The Fermi golden
rule, Eq. (25), enforces elastic scattering by a Dirac delta
function in energy. In any practical calculation, the lat-
ter needs to be smoothen. Our strategy is to use a “his-
togram approach”: For each disorder realization we con-
struct a histogram of the energies εβ . We label the mid-
point of each bin of the histogram as εi. Within each
histogram bin we evaluate the spin relaxation time per
eigenstate, according to Eq. (33). Averaging τms;β inside
each interval leads to the τms (ε), where the energies are
given by the set of the histogram midpoints.
The bin size choice is such that it is not large enough
to overcome the gap and small enough to reproduce the
low energy density of states of graphene. In this paper
we take bin widths of 20 meV.
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