This study examines verbs of conversation, from two directions, bottom-up and top-down, e.g. jiao1 tan2 'talk', shang1 liang2 'discuss', chao3 jai4 'quarrel', and liao2 tian1 'chat' etc. In addition to the inductive bottom-up method, inducing generalization on the semantic properties of a lexical item by identifying its syntactic behavior and collocations, the deductive top-down approach, deducing semantic attributes from domain ontology is found to be helpful in systematically accounting for the linguistic phenomena.
Introduction
There are two common strategies used to determine truth from facts, induction and deduction. Studying lexical semantics is no exception. Linguists also probe lexicons from bottom-up or top-down perspectives.
Bottom-up approach: from lexical items to semantic fields
By following this approach, linguists may study from either a single lexical item (e.g.
Fillmore and Atkins 1992), a pair or a set of near synonyms (e.g. Tsai et al 1996 , 1998 , Chief et al 2000 , Liu et al 2000 , Wu and Liu 2001 , Liu 2000 , 2002a , 2002b , or a class of lexical items (Chang et al 2000b , Lien 2001 in order to capture the generalization of semantic components, constraints and rules for a semantic field, thereby constructing their theories. Generalizations may be derived from an observation of syntactic behavior and collocations of the items. The linguistic data may be collected from linguists' own intuition, informants' judgment, dictionaries, or from electronic thesauri e.g. WordNet (http://www.cogsci.princeton.edu/~wn/index.shtml/), and corpora such as British National Corpus (BNC) at http://www.hcu.ox.ac.uk/BNC/, and Sinica Corpus at http://www.sinica.edu.tw/ftms-bin/kiwi.sh/.
(SUMO at http://ontology.teknowledge.com/) are two of the online representatives. They contain a nearly complete hierarchy for Chinese and English words respectively. VerbNet (http://www.cis.upenn.edu/verbnet/) based on Levin (1993) and FrameNet I (http://www.icsi.berkeley.edu/~framenet/) are two of the other less exhausted cases. In Levin (1993) , there are forty-eight verb classes grouped by a variety of syntactic alternations, but these classes are not structured by other upper classes. Though the concept of domains is obliterated in FrameNet II, FrameNet I contains fourteen domains with subordinate frames and lemmas, but these domains are not subsumed to other superior classes.
The problem of the bottom-up approach is that the semantic properties of each lexical item may be extracted and the overt syntactic behavior may be accounted for, but the inheritance relationship, with its parent and ancestor classes, remains opaque. In contrast, the problem surrounding the top-down approach is that the inheritance relationship among the different levels may be clear enough to account for the covert syntactic behavior, but the detailed semantic attributes may be missed. To compensate for this drawback, SUMO combines its ontology with WordNet synsets. (Pease et al 2002) , and researchers are now pursuing a multi-lingual semantic network (Huang et al 2002) . A prototype of the Chinese-English bilingual interface of general and domain-specific ontologies, constructed by the Chinese Knowledge Information Processing Group (CKIP), is now also available at http://godel.iis.sinica.edu.tw/CKIP/ontology/.
This study aims to provide a bidirectional approach, incorporating the above two methods in order to explore a detailed analysis of the finer semantic distinctions of conversation verbs.
Conversation verbs
To extract Chinese conversation verbs, several resources were consulted. Firstly, Conversation is one of the fourteen frames of the Communication domain in FrameNet I, and there are both Chinese and English words, as well as definitions, in HowNet. By retrieving the corresponding Chinese words and definitions of the English lemmas subsumed to the Conversation frame in FrameNet, a set of possible Chinese candidates is obtained. Secondly, the resultant set of candidates was checked with the lexical items in CKIP's Chinese-English bilingual ontologies. Any items that are used only in mainland China were temporarily ruled out. Thirdly, dictionaries, thesauri, and the intuition of native speakers were consulted. Finally, entries and their frequency in Sinica Corpus were taken into consideration. In this way, a set of target Chinese conversation verbs was obtained, e.g. jiao1 tan2, tan2 hua4, hui4 tan2 'talk', xian2 liao2 'gab' and liao2 tian1 'chat', jiao1 liu2, and gou1 tong1 'communicate', shang1 liang2, tao3 lun4, and shang1 tao3
'discuss', chao3 jia4 'quarrel' and zheng1 bian4 'debate', etc.
After setting the target items, their syntactic behavior and collocations were probed. In addition, their upper class, the domain of communication was also investigated. In what follows, we will first illustrate how the near synonyms were analyzed from a bottom-up approach and then elaborate on a top-down method.
Analysis of near synonyms
In this section, we will use three verbs of 'talk/converse' as an example to illustrate the bottom-up approach: jiao1 tan2, tan2 hua4 and hui4 tan2, literally meaning 'talk to each other', 'talk words' and 'meet and talk' respectively.
Grammatical function distribution
As shown in table 1 below, sixty percent of the jiao1 tan2 tokens function as a predicate, the main verb of a clause. In contrast, the majority of the tokens of tan2 hua4 and hui4 tan2 are used as a head noun. 
Collocation
All three verbs can be modified by a duration, e.g. Ta1 men jiao1 tan2/hui4 tan2 le shi2 fen1 zhong1 and Ta1 men tan2 le shi2 fen1 zhong1 de hua4 'They have talked for ten minutes'. The three verbs can all collocate with the progressive ( zheng4) zai4 and the experiential guo4, e.g. Ta1 men zheng4 zai4 jiao1 tan2/tan2 hua4/ hui4 tan2 'They are talking to each other,' and Ta1 men jiao1 tan2 guo4 /tan2 guo4 hua4/hui4 tan2 guo4 'They have talked to each other.' In addition, they can all be followed by the inchoative particle le, e.g. Ta1 men (kai1 shi3) jiao1 tan2/tan2 hua4/hui4 tan2 le! 'They start to talk!' From the above facts, and by following the methodology used by Chang et al (2000a) , we can induce the generalization that these verbs are bounded process verbs. However, these verbs contrast with 'discuss' verbs such as shang1 liang2 and tao3 lun4 in that they do not take a Topic directly, e.g. '*jiao1 tan2/*tan2 hua4/*hui4 tan2/shang1 liang2/tao3 lun4 shi4 qing2 '*converse/discuss about something'. Furthermore, they do not take a Message in the same manner as other saying verbs, e.g. 'Ta1 men *jiao1 tan2/*tan2 hua4/*hui4 tan2/shuo1 ta1 men mei2 you3 qian2 'They *conversed/*talked/said they had no money.'
In addition, the subject agent, the Speaker, of the three verbs must be plural, e.g. Yu3 and the covert linker connect forty-six and fifteen pairs of speakers respectively. he2/han4 links nine, but gen1 combines only one. This shows that hui4 tan2 is a formal conversation event.
Lexical Distinctions Redefined as the MARVS Representation
The above generalizations can be represented by the Module-Attribute Representation of Verbal Semantics (MARVS) proposed by Huang and Ahrens (1999) and Huang et al (2000) . Thirdly, jiao1 tan2 is inclined to take a language Medium whereas tan2 hua4 and hui4 tan2
do not. In addition, we know that the 'talk/converse' verbs do not collocate with a Topic as with the 'discuss' verbs, nor do they co-occur with a Message as with the 'say' verbs.
However, as we cannot adequately account for them so far, we will attempt an alternate approach in the next section.
From a domain, frames, to subframes
In this section, we will take a top-down perspective to investigate the verbs of conversation. In FrameNet, there are fourteen frames within the domain of Communication.
To capture the conceptual structure for understanding events in the domain of communication, Liu and Wu (2003) propose a schematic representation as shown in Fig. 2 below:
Encoding Decoding From this point of view, the collocation of a Topic with 'discuss' verbs, as well as other highlighted participant roles in the subframes, may also be systematically accounted for.
Conclusion
The conversation verbs studied here serve to illustrate a hybrid approach to lexical semantics. The bottom-up approach provides a detailed generalization from studying specific lexical items. The top-down approach, aided by the domain schema, provides an overall outlook of the properties of the whole domain, helping to offer a systematic account for the linguistic phenomena. Although each of the methods has both positive and negative aspects, by incorporating the two approaches, detailed semantic features and outlined semantic properties can be expected. Lakoff and Johnson (1980) have proposed that metaphors are understood through the mapping from the concrete domain, i.e. the source domain, to the abstract domain, i.e. the target domain. For instance, the linguistic expression "You are wasting my time" is understood via mapping the MONEY domain to the TIME domain.
Introduction
However, the mapping principles between domains are not clearly defined. They do not explain how the mapping principles are generated and what constraints are governed.
Ahrens (2002) has proposed Conceptual Mapping Model to supplement the limit of Lakoff (1993) Contemporary Theory of Metaphors. She analyzes the lexical correspondences existing between a source and target domain in terms of "entities", "qualities" and "functions". Within this model, the underlying reasons for mapping can be generated based on the real linguistic data, so-called Mapping Principles.
One of the advantages is that her model can clearly point out that the inference exists between the source and target domains (Ahrens 2002: 275) . The mapping principles are generated at the linguistic level by analyzing the expressions of conventional metaphors in a systematic method. In particular, she collects the metaphor examples from the native speakers' intuition, groups the metaphors into the source domains, analyzes them in terms of entity, quality and function based on the real world knowledge, and finally analyzes the mapping principles between the source and target domains. For instance, this model generates the mapping principle for IDEA IS BUILDING as "idea is understood as building because buildings involve a physical structure and ideas involve an abstract structure".
Another advantage is that this model proposes a Mapping Principle Constraint to explain why a target domain selects different source domains (Ahrens 2002: 279 This study follows the same methodology of Ahrens et al (2003) to examine zhengzhi "politics" in Mandarin.
In particular, this study uses a quantitative method to explore the Mapping Principles. Instead of the linguistic expressions generated from native speakers' intuition, we use a corpus approach to collect linguistic materials. We analyze the mapping principles between the target domain POLITICS and the different source domains by extracting the metaphorical expressions in politics from the Academic Sinica Balanced Corpus, which can provide huge data of real language usages. In addition, based on the quantitative information, we can observe what are the salient and frequent mapping principles and determine what the potential mapping principle are generated. Section two will discuss how we adopt the corpus-based method to investigate the mapping principles of metaphors in politics.
Corpora Data
We collect data from Academic Sinica Balanced Corpus (1995), a tagged corpus of over 5 million words of modern Mandarin usage in Taiwan (http://www.sinica.edu.tw/SinicaCorpus/). First, we use zheng4zhi4 "politics"
as the searching keyword, and get the 1964 pieces of sentences containing the word zheng4zhi4 "politics" from the Only the source-target domain pairings which has more than ten instances are examined in this paper.
In this study, we focus on the five metaphors: POLITICS IS BUILDING, POLITICS IS A JOURNEY, POLITICS IS A PLAY, POLITICS IS A COMPETITION, and POLITICS IS SPORT. In Tables 1-5 we show the numbers of sentences of each metaphor, the number of lexical tokens in the source domain for each metaphor in terms of "entity", "quality" and "function", as well as the postulated mapping principles.
For POLITICS IS BUILDING, we can see that all these correspondences between the source domain BUILDING and target domain POLITICS (Table 1) are related to the concept of "structure". A "structure" of a 4 building should associate with a base/foundation, a stable structure and formation. "Politics" uses the source domain "building" to conceptualize the notion "structure". A building doesn't fall down since it has a good foundation and a well-built/stable structure. Likewise, politics develops well if it has good structure and foundation.
It is worth noting that major of mappings (16 instances out of 19 ones) in the metaphor "politics is building" are related to "entities" of building, instead of "qualities" and "functions". Lakoff and Johnson (1980) mentioned the "ontological metaphors are ways of viewing events, activities, emotions, ideas etc., as entities and substances.
Ontological metaphors serve various purposes, and the various kinds of metaphors there are reflect the kinds of purposes served." (Lakoff and Johnson 1980: 25-26) . Thus, ontological metaphors can refer to the entity, qualify it, identify a particular aspect of it, see it as a cause, and act with respect to it. However, from the frequencies shown in Table 1 , we can observe that all purposes ontological metaphors serve are not equally distributive. In the case, the metaphor POLITICS IS BUILDING puts emphasis on "referring to the structures/ model of building", instead of qualifying the stability of politics, or identifying the concept how to construct politics. Thus, we can generate the mapping principle as (1). M e t a p h o r F r e q u e n c y Entities chu2xing2 "a small model" 1 ji1chu3 "base/foundation" 1 jie2gou4 "structure" 11 gou4tu2 "composition" 2 Qualities wen3ding4 "stable" 1 Functions jian4gou4 "to establish" 1 xing2cheng2 "to form 2
(1) Mapping principle for POLITICS IS BUILDING
Politics is understood as building because building involves a physical structure and politics involve an abstract structure.
For POLITICS IS A JOURNEY, we can observe that all correspondences between the source and target domains (Table 2 ) are related to the concept of "traveling through roads/routes". In other words, the trip has starting and ending points; the travelers can stride or retreat on the route; they may encounter obstacles on the way of their trip; the roads can be bumpy. Likewise, "politics" can be conceptualized as a journey because the career of a politician has starting and ending points or because the road to democracy should be bumpy.
5
The metaphor POLITICS IS A JOURNEY, different from POLITICS IS BUILDING, puts emphasis both on entity (6 instances out of 17 ones) and function (10 instances out of 17 ones). In this case, viewing politics as a journey allow people not only to refer politics to "crossroad", "milestones", "target", "obstacles", etc., but also to point out (motivating) actions "retreat" and "stride" in politics, which are associated with events took place through traveling. Thus, we can generate the mapping principle as (2). M e t a p h o r F r e q u e n c y Entities shi2zi4lu4kou3 "a crossroad" 1 mu4biao1 "target" 1 li3cheng2bei1 "milestone" 1 zhang4ai4 "obstacles" 1 zou3xiang4 "trend" 1 dao4lu4 "road" 1 Qualities kan3ke1 "bumpy" 1 Functions zou3shang4 "go up" 2 bu4ru4 "go into" 1 dao4tui4 "retreat" 3 mai4xiang4 " stride" 2 qi4bu4 "start to walk" 1 shang4gui3dao4 " "on the track" 1
(2) Mapping Principle for POLITICS IS A JOURNEY
Politics is understood as a journey because a journey takes a traveler through physical roads/routes and politics takes a party/country/politician through abstract routes.
For POLITICS IS A PLAY, we can observe that all the correspondences between the source and target domains (Table 3 ) are related to "performance to the public". A play must have players, scripts and platforms. The purpose of a play is to provide performance/shows to entertain audience. Politics can be conceptualized as a play because in politics, politicians as players perform political shows to entertain (serve) their voters/citizens. M e t a p h o r F r e q u e n c y Entities wu3tai2 "platform" 10 zheng4zhi4 xiu4 "political show" 1 yao4jiao3 "leading character" 1 jue2se4 "role" 4 Functions biao3yan3 "performance" 1
All frequencies of mappings are related to the entities in play (16 instances out of 17 ones), suggesting that 6 the metaphor POLITICS IS A PLAY allows people to conceive politics as a play and make people to refer to "platform" and "role" in play. People are interest in what a role a politician in the political platform. This case does not put emphasis on qualifying politics as a tragedy and comedy or identifying the entertainment functions a play can provide. Thus, we can generate the mapping principle as (3).
(3) Mapping Principle for POLITICS IS A PLAY
Politics is understood as a play because a play involves players' performance on the platform to the audience and politics involves politicians' performance to the public.
For POLITICS IS A COMPETITION, we can observe that the correspondences in the source-target domain pairings (Table 4) are associated with the concepts of "conflict" and "competition". "Politics" is treated as a competition which is full of fights and conflicts. M e t a p h o r F r e q u e n c y Qualities
The distributions of frequencies show that both qualifies and functions for a competition (both 9 instances out of 18 ones) are emphasized to describe politics. The proportion of mappings suggests that a competition is mapped to politics via qualifying to the property "conflict" and identify to the aspect "competing" involving in politics.
Thus, we can postulate the Mapping Principle as (4),
(4) Mapping Principle for POLITICS IS A COMPETITION
Politics is understood as a competition because a competition is full of physical conflicts and politics is full of political/abstract conflicts.
For POLITICS IS SPORT, we can see that the correspondences in the source-target domain pairings are associated with the notion of "exercising". "Sport" involves physical exercise. "Politics" borrow this notion for being conceptualized as "mental exercising". In terms of frequencies of each group, the metaphor POLITICS IS SPORT focuses on the mappings related to the "functions" in sport. In other words, this case does not pay attention on qualifying to the "competing" aspect or referring to "golf or tennis", "win/loses", and "rules". Instead, this metaphor emphasizes the conception of "exercising" of political power. Thus, the Mapping Principle can be as (5),
(5) Mapping Principle for POLITICS IS SPORT
Politics is understood as sport because sport involves physical exercising and politics involves mental exercising.
Through investigating the mapping principles of the five metaphors, we can say that this corpus-based method is better than the original one (Ahrens 2002) in generating mapping principles of metaphors because only this method is able to provide the quantitative information of the correspondence between the source and target domains as well as to determine the salient and significant mappings for each conceptual metaphor.
Conclusion
This study uses a more convincing and quantitative method to explore how to generate Mapping Principles between source and target domains. Even though Ahrens' (2002) Conceptual Mapping Model has systematic ways to generate Mapping Principles, it is generated from native speakers' intuition, which lacks empirical evidence to support whether it truthfully reflects the correspondences existing between source and target domains in metaphorical expressions. Alternatively, this corpus-based method can provide quantitative way to generate Mapping Principle existing in real usages of metaphorical expressions.
Our method is supported by five metaphor analyses: POLITICS IS BUILDING, POLITICS IS A JOURNEY, POLITICS IS A PLAY, POLITICS IS A COMPETITION and POLITICS IS SPORT. The corpora data show that
the underlying reason the target domain of "politics" selects the source domain of "building" to emphasize the concept of "structure"; it selects the source domain of "journey" to emphasize the notion of "traveling through roads/routes"; it selects the source domain to borrow conceptualization of "performance to the public"; it selects "competition" for emphasizing the notion "conflict"; it selects "sport" as a source domain to emphasize the concept of "exercising".
In the future, we will follow Ahrens et al's (2003) proposal to integrate the Mapping principles with SUMO (i.e. Suggested Upper Merged Ontology) to restrict these mapping principles. In particular, we would like to check the inference rules of the source domains "competition", "war" and "sport" or "business" and "risk" in the political metaphors and try to figure out what mapping principles can be merged or subsumed under particular superordinate domains.
Extracting Verb-Noun Collocations from Text 1 Introduction
Collocations are recurrent combinations of words that co-occur more often than chance. Collocations like terminology tend to be lexicalized and have a somehow more restricted meaning than the surface form suggested (Justerson and Katz 1994). The words in a collocation may be appearing next to each other (rigid collocation) or otherwise (flexible/elastic collocations). On the other hand, collocations can be classified into lexical and grammatical collocations (Benson, Benson, Ilson, 1986) . Lexical collocations are formed between content words, while the grammatical collocation has to do with a content word with a function word or a syntactic structure.
Collocations are pervasive in all types of writing and can be found in phrases, chunks, proper names, idioms, and terminology.
Automatic extraction of monolingual and bilingual collocations are important for many applications, including Computer Assisted Language Learning, natural language generation, word sense disambiguation, machine translation, lexicography, and cross language information retrieval. Hank and Church (1990) pointed out the usefulness of pointwise mutual information for identifying collocations in lexicography. Justeson and Katz (1995) proposed to identify technical terminology based on preferred linguistic patterns and discourse property of repetition. Among many general methods presented in Manning and Schutze (1999) , the best method is filtering based on both linguistic and statistical constraints. Smadja (1993) presented a program called XTRACT, based on mean and variance of the distance between two words that is capable of computing flexible collocations. Kupiec (1992) proposed to extract bilingual noun phrases using statitistical analysis of coocurrance of phrases. Smadja, McKeown, and Hatzivassiloglou (1996) extended the EXTRACT approach to handling of bilingual collocation based mainly on the statistical measures of Dice coefficient. Dunning (1993) pointed out the weakness of mutual information and showed that log likelihood ratios are more effective in identifying monolingual collocations especially when the occurrence count is very low.
Smadja's XTRACT is the seminal work on extracting collocation types. XTRACT invloves three different statistical measures related to how likely a pair of words is part of a collocation type. It is complicated to set different thresholds for each of these statistical measures. We decided to research and develop a new and simpler method for extracting monolingual collocations. We describe the experiments and evaluation in Section 3. The limitations and related issues will be taken up in Section 4. We conclude and give future direction in Section 5.
The algorithm
We used Sinorama Corpus to develop methods for extracting monolingual collocations. A number of necessary preprocessing steps were carried out. Those preprocessing steps include:
1. Part of speech tagging for English and Chinese test 2. N-gram construction 3. Logarithmic likelihood ratio (LLR) computation
Extraction of English VN collocations
In our research, we discovered some problems about XTRACT. The problems with XTRACT include:
1. XTRACT produce a list of collocation types rather than instances. 2. XTRACT is complicated because it requires thresholds for three statistical measures.
3. There is no systematic way of setting thresholds for a certain level of confidence. 4. XTRACT is based on the author's intuition about collocation. 5. XTRACT does not provide explicitly types of collocation.
For the above reasons, we decided to research and explore new methods for extracting monolingual collocations.
Step1: Computing such VN types with high counts
The method has an element of snowballing in it. Initially, one identifies a pattern that will produce a large portion of VN collocation. We started with the following pattern(1):
By extracting such VN types with high counts, we got a list of highly likely collocation types. In addition, we also take the passive form(2) of VN into consideration:
ART or POSS N be Ved (the passive VN) (2)
The list is further filtered for higher precision: the pairs with LLR lower than 7.88 (confidence level 95%) are removed from consideration.
Step2: Extracting VN patterns from corpus
After obtaining the list, we gather all the instances where the VN appears in the corpus. From the instances, we compute the following patterns(3) for extracting VN collocations:
POS preceding V POS sequence between V and O (3) POS following O
and we also consequently consider the passive form and its context:
Log-likelihood ratio : LLR(x;y)
k 1 : # of pairs that contain x and y simultaneously. k 2 : # of pairs that contain x but do not contain y. n 1 : # of pairs that contain y n 2 : # of pairs that does not contain y p 1 =k 1 /n 1, p 2 = k 2 /n 2 , p = (k 1 +k 2 )/(n 1 +n 2 ) POS preceding O POS sequence between O and V (4) POS following V 2.1.3 Step3: Manipulating the correct structure statistics of VN patterns
We eliminated patterns that appear less than three times. These patterns are much more stringent than pattern we started out with. These patterns help us get rid of unlikely VN instances such as "make film" in "make a leap into TV and film," since the POS sequence of "a leap into TV and" has a low count in the initial batch of "likely" collocations. On the other hand, "make film" in "make my first film" would be kept as a legistimate instance of VN, since the pos sequence of "my first" has rather high count in the initial batch of "likely" collocations.
Actually, the POS sequences of intervening words has a skew distribution concentrating on a dozen of short phrases(see Table1) : These patterns can be coupled with other constraints for best results:
1. No punctuation marks should come between V and O 2. The noun closest to the verb takes precedence
For now, we only consider verbs with two obligatory arguments of subject and object. Therefore, we exclude instance like (make, choice) in "make entertainment at home a choice." We plan to extract VN in three-argument proposition separately.
The other issue has to do with data sparseness. For collocation types with low count, the estimation of LLR is not as reliable. In the future, we will also experiment with using search engine such as Google to estimate word counts and VN instance count for more reliable estimation of LLR.
XTRACT does not touch on the issue of identify VN collocation instances in (6) and exclude that in (5). In our research, we explored the identification of collocation instances and attempt to avoid cases that maybe a correct collocation type but not a correct collocation instance.
… make a leap into TV and film… (5) … made great efforts to promote documentary film… (6)
Example
To extract VN collocations, we first run part of speech tagging on sentences. For instance, we get the results of tagging below :
He/pps defines/vbz success/nn for/in a/at paper/nn as/cs not/* needing/vbg to/to exert/vb political/jj influence/nn or/cc obtain/vb financial/jj subsidies/nns ,/, but/cc rather/rb being/beg able/jj to/to rely/vb wholly/rb on/in content/nn to/to attract/vb readers/nns that/cs in/in turn/nn attract/vb advertisers/nns ,/, and/cc thus/rb keep/vb afloat/rb by/in its/pp$ own/jj efforts/nns ./.
After tagging English sentences, we construct N-gram extracted likely VN types with high count from bigram, trigram and fourgram. We then obtained got a list of highly likely collocation types ( Table 2 ). The pairs with LLR lower then 7.88 are eliminated from Table 2 . If the pair appeared less than once. we also eliminated the pair.
After obtaining likely collocation types, we gathered all instances where the VN appears in the corpus. The distance between the verb and the object is at most five words. Both of the words before the verb and after the object are recorded. Table 3 shows those patterns of VN instances. Table 2 A list of highly likely collocation types Table 3 Extracting VN collocation from corpus 
Experiment and evaluation
We worked with around 50,000 aligned sentences from the Sinorama parallel Corpus in our experiments with an implementation of the proposed method. The average English sentence had 43.95 words. From the experimental data, we have extracted 17,298 VN collocation types. Then, we could obtain 45,080 VN instances for these VN types. See Table 3 for some examples for the verb "influence."
We select 100 sentences from the parallel corpus of Sinorama magazine to evaluate the performance. A human judge majoring in English identified the VN collocations in these sentences. The manual VN collocations are compared with the instances extracted from the corpus and the result is showed in the Appendix. The evaluation indicates an average recall rate of 74.47% and precision of 66.67 %. It is very difficult to evaluation the experimental results. There were obvious and clear-cut collocations and non collocation, but there were a lot of cases such as "improve environment" and "share housework" that were difficult to judge and may be evaluated differently by different people. There is room for improvement as far as recall and precision ratios are concerned. Nevertheless, the extracted VNs are very diverse and useful for language learning purpose.
Discussion
The proposed approach offers a simple algorithm for automatic acquisition of the VN instances from a corpus. The method is particularly interested in following ways:
i.
We use a data-driven approach to extract monolingual collocations.
ii. The algorithm is applicable to elastic collocations.
iii. Systematic way of setting thresholds for a certain level of confidence iv. We could obtained instances of VN collocation through the simple statistical information.
While Xtract extracts VN types, we focus on the VN instances. It is understandable that we would get slightly lower recall and precision rates.
Conclusion & Future work
In this paper, we describe an algorithm that employs statistical analyses to extract instance of VN collocations from a corpus. The algorithm is applicable to elastic collocations. The main difference between our algorithm and Xtract lies in that we extract the instances from the sentence instead of extracting the VN types directly.
Moreover, in our research we observe other types related to VN such as VP (ie. verb + preposition) and VNP (ie. verb + noun + preposition). In the future, we will further take these two patterns into consideration to extract more types of verb-related collocations. we do more than hard matching of punctuation and take into consideration of intrinsic sequencing of punctuation in ordered comparison.
Punctuation and Sentence Alignment
We will show that punctuations in Chinese and English mark texts with similar semantic properties, therefore, it is very effective to use them to measure the likelihood of mutual translation for a pair of texts.
Punctuation Translation probability
Punctuation Fertility probability In order to explore the relationship between the punctuations in pairs of Chinese and English sentences that are mutual translations, we selected a small set of manually aligned texts and investigated the characteristics and the associated statistics between the punctuations. Following next a list of the number of counts and the probability relating the Chinese punctuation and the English punctuation was tallied. The information was then used to bootstrap on a larger corpus where an unsupervised EM algorithm and Dynamic programming are used to optimize the punctuation correspondence between a text and its translation counterpart. The EM algorithm converges quickly after the second round of training.
Some of the results of the EM training are shown in the above tables.
The probability of the one-to-one match type is about 0.65, which implies that there is a large discrepancy of the punctuation mappings between Chinese and English. The punctuation compatibility is measured by using a relatively larger corpus - 
P(j, k) = probability of j punctuations in L1 translating into punctuation in L2.
We observed that in most cases the links of punctuations do not cross each other much like the situation with sentence alignment. Therefore, it is possible to use the dynamic programming procedure to soft match the punctuations across languages, finding the Viterbi path as long as we have the punctuation translation function P( k p , k ) and the fertility function P(j, k).
Not like the way Simard et al. (1992) handled cognates, we model the compatibility of punctuations across two languages using Binomial distribution. We model the problem as each punctuation appearing in one language either has a
counterpart across translation or not. And for each punctuation, the probability of having a translation counterpart is independent with a fixed value of p.
We differ from Simard approach in the following interesting ways. First, we use the accumulative value of Binomial distribution, while Simard et al. used a likelihood ratio.Second, we go beyond mere hard matching and allow a punctuation mark in one language to match up with a number of compatible punctuations. The compatibility is modeled based on the lexical translation probability proposed by Brown et al. (1991) .Finally, we take into consideration of intrinsic sequencing of punctuation in ordered comparison, the flexible and ordered comparison of punctuation is carried out via dynamic programming.
Following Gale and Church (1991) , we appeal to Bayes Theorem to estimate the likelihood of aligning two text blocks E and C by calculating P(E, C) P(match).We adopt the same dynamic programming method, but use punctuations to measure the likelihood of mutual translation instead of lengths. For that we define the probability P(E, C) that two text blocks E and C are mutual translation as follows: Given two blocks of text E and C, we first strip off non-punctuations therein to get the punctuations strings i E and j C and find out the maximum number of punctuations n.
Subsequently, the dynamic programming procedure mentioned before is carried out to find out the value of r, the number of compatible punctuations in ordered comparison of punctuations across languages. Therefore we have: From the data, we have found that about two third of the times, a sentence in one language matches exactly one sentence in the other language (1-1). Other additional possibilities are also considered: 1-0 (including 0-1), and many-1 (including 1-many).
Chinese-English parallel corpora are considerably noisier, reflecting from wider possibilities of match types. Here we used the same probabilistic figures as proposed in Chuang and Chang (2002 
First Experiment and Evaluation
In the first experiment, we assessed the performance of punctuation-based sentence alignment, we have randomly selected five bilingual articles from three different bilingual corpora to test out to an implementation of the proposed method. Evaluation of the experiment results were made by native Chinese college students with good knowledge in English. Some experimental results of sentence alignment based on length and punctuation are shown in Appendix (Table A) . Shaded parts indicate imprecision in alignment results. We calculated the precision rates by dividing the number of un-shaded sentences (counting both English and Chinese sentences) by total number of sentences proposed. Since we did not exclude aligned pair using a threshold, the recall rate should be the same as the precision rate. The experimental results indicate that when non 1-1 matches next to each other tend to fail the length-based aligner. However, the punctuation-based aligner appears to handle such cases more successfully. 
Precision Evaluation using punctuations

Second Experiment and Evaluation
In the second experiment, we evaluated our method testing on a larger range of corpus data. We used all the English and Chinese articles of Scientific American 21 Wang Mang, who usurped the throne in 9 AD, named his daughter Jie ("nimble and quick"). The daughter of the emperor Huan Di (132-167 AD) was named Jian ("solid and resolute") while her mother, the empress Deng, had the even more emphatic name of Mengnu, which means "fierce woman"! , , ( " " ) . ( ) ( " " ) , , , " " ! 11 Says Liu, "These names show that society at that time had not yet come to hold the two sexes to such very different standards." , " . "
