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Effective Disorder Strength and Fractal Dimension of Biologically Relevant
Systems

Abstract
Many biological tissues and cellular samples display mass density variations with selfsimilar mass structures in a range of length scales resulting in a fractal nature of the samples. The
fractal dimension of biological samples varies with changes in their pathophysiological
properties, e.g., cellular and extracellular changes during carcinogenesis. Thus, fractal
dimensions have been used to characterize cancerous states of tissues/cells using different types
of scattering probes, such as electron microscopy probes. It is also known that fractality, or selfsimilar density variations, in a sample is also associated with the loss of density/scattering points.
This effective degree of disorder in biological masses is rather understudied.
In this thesis, therefore, in order to properly relate the competition between fractal
dimension of a system to its optical scattering properties, and to find the fractal dimension for
which maximum scattering occurs, we have performed a systematic characterization of the
disorder properties of fractal biological samples with a wide range of fractal dimensions. As
cells/tissues are dielectric media, we have indirectly characterize the effective disorder of the
fractal media based on their eigenvalues/eigenfunction in a closed-boundary condition using
optical waves. We observed a non-monotonous behavior due to the competition between decreases
in fractality verses increasing scattering centers.

3

Contents
1. Introduction ...............................................................................................................................1
1.1 Study Rational and Overview ........................................................................................1
1.2 Problem of Work............................................................................................................2
1.3 Impact and Merit ............................................................................................................3
4

2. Fractals and Fractal Dimension ..............................................................................................4
2.1 Fractals ...........................................................................................................................4
2.2 Fractal Dimension ..........................................................................................................5
2.3 Box Counting Method....................................................................................................6
2.4 Fractals and Cancer ........................................................................................................8
3. Light Localization .....................................................................................................................9
3.1 Anderson Localization ..................................................................................................9
3.2 Tight Binding Model....................................................................................................10
3.3 Inverse Participation Ratio...........................................................................................12
4. Simulations Methods ...............................................................................................................13
4.1 RC Generation ............................................................................................................13
4.2 DLA Generation...........................................................................................................14
4.3 Methodology ................................................................................................................15
5. 2D Simulation Results..............................................................................................................17
5.1 RC Method ...................................................................................................................17
5.2 DLA Method ................................................................................................................21
5.3 Length Scales ...............................................................................................................23
6. 3D Simulation Results..............................................................................................................25
6.1 RC Method ...................................................................................................................25
6.2 DLA Method ................................................................................................................27
6.3 Length Scales ...............................................................................................................28
7. Conclusion ................................................................................................................................30
8.1 Future Work .................................................................................................................30
Bibliography ................................................................................................................................31

5

List of Figures
2.1 Sierpinski Carpet and Sierpinski Triangle fractals ....................................................................5
2.2 Box counting method applied to a fern fractal..........................................................................7
2.3 Linear regression of box counting method ...............................................................................7

3.1 One dimensional diagonalized tight binding Hamiltonian .....................................................11

4.1 2D RC fractals with increasing fractal dimensions .................................................................13
4.2 2D DLA fractals with increasing fractal dimensions ..............................................................15

5.1 IPR Fd plot for 2D RC fractals................................................................................................18
5.2 R Q plots for 2D RC fractals...................................................................................................19
5.3 R Fd plots for 2D RC fractals .................................................................................................19
5.4 ε/t Ft plots for 2D RC fractals .................................................................................................20
6

5.5 R Fd plots for 2D DLA fractals ..............................................................................................22
5.6 ε/t Ft plots for 2D DLA fractals ..............................................................................................22
5.7 IPR Length scale plots for 2D RC fractals..............................................................................23

6.1 R Fd plots for 3D RC fractals..................................................................................................25
6.2 R Q plots for 3D RC fractals...................................................................................................26
6.3 ε/t Ft plots for 3D RC fractals .................................................................................................26
6.4 R Fd plots for 3D DLA fractals ..............................................................................................27
6.5 ε/t Ft plots for 3D DLA fractals ..............................................................................................28

Acknowledgment
I would like to thank Dr. Prahdan, Peeyush Sahay, Shiva Bhandari, and Huda Almabadi
for helping with this research, without whom I would be floundering in a sea of doubt. And the
thesis committee, who has shown infinite patients with me. Also to my parents, who love me so.

7

Chapter 1

Introduction
1.1 Study Rational and Overview
Cancer, one of the leading causes of death in the world, is a rapidly advancing area of study
for all fields of science, in particular the detection, curing, and treatment of it. Despite the
advancements in modern technology, medicine, and our understanding of biomolecular mechanics
of carcinogenesis, cancer diagnostics are still mostly done by rather crude direct visual comparison
of images, cells, etc. Our study, and indeed our overall purpose, is to obtain a correct
characterization of tissues undergoing carcinogenesis by a comprehensive understanding of
cellular disorder and their fractal characteristics.
The architecture of cancerous material is often seen as chaotic and messy compared to the
healthy infrastructure of normal tissues, and is thus poorly described by Euclidian geometry
(Indeed, most biological material is rather poorly described by Euclidian geometry). It has not
been until the last few decades, in tandem to the rise of, that the geometry of fractals, characterized
by the so called fractal dimension, has been used to describe, characterize, and even analysis the
morphological characteristics of carcinogenesis and general diseased tissues [1-10]. It has been
demonstrated that the natural fractal dimension of biological samples changes with changes in
their pathophysiological properties, e.g. cellular and extracellular matrix disturbances during
carcinogenesis [1, 2, 11-19]. This fractal analysis and the description of tissues as fractals is
1

possible because of their mass density variation and scaling of such tissue: changes in cellular
internal structure results in changes to their mass density variation and fractality, or self-similar
density variations. This combined effect makes the effective disorder or scattering properties of
some fractal system behave nonmonotonous with the changes in its fractal dimension.
Unfortunately, effective disorder strengths of biological materials, particular cells and tissues, is
understudied and has not led to a satisfactory understanding of the degree of disorder in biological
material in terms of their fractal characteristics.

1.2 Problem of the Work
In order to properly relate the competition between fractal dimension of a system to its
optical scattering properties, and to find the fractal dimension for which maximum scattering
occurs, we perform a systematic characterization of the disorder properties of fractal biological
systems by carrying out stochastic numerical simulations of different types of statistical fractal
generating models to simulate biologically relevant fractal systems. As tissues and cells are
dielectric media, we can characterize the effective disorder of the fractal samples by analyzing
their eigenvalues and eigenfunction in a closed-boundary condition using optical waves. Based on
the universal nature of eigenfunction and their spatial distribution and localization properties, we
can describe and compare the disorder properties of the fractal systems in a Gaussian disorder
model. Fractal dimensions of the systems are calculated by use of the box counting method.

1.2 Impact and Merit
Although it is rather difficult to underestimate the intellectual merit when dealing with such
a universal and grave issue as cancer, this study is only the beginning in what will enable
2

researchers working in the physical sciences, particular biology and mathematics, to understand
the nature of disorder and their relationship to fractal dimensions. Indeed, by providing a
conclusive link between the competition between fractal dimension and disorder, the success of
this study, and the overall project to which it pertains to, will lay the foundation for more accurate
cancer detection.
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Chapter 2

Fractals and Fractal Dimension
2.1 Fractals
Fractals, a term that probably everyone has at some point come across of and/or have
witnessed the rather beautiful artistic renderings of, are one of the most fascinating and
increasingly useful objects in mathematics. Though mathematicians still disagree about the precise
definition of a fractal, the general consensus is that fractals are infinitely self-similar, iterated,
detailed mathematical constructs that can be characterized by the so called fractal dimensions.
Even though the concept of fractals are a rather recent creation, the notion of recursive
patterns have been found in published works dating back to the 17th century. It wasn’t until the
19th century, however, that serious treatment of the concept occurred with the study of continuous
but not differentiable functions. During the mid to late 20th century, the modern lexicon of the
fractal became wide spread, in part thanks to the use of computers being able to solve rather simple
equations for many iterations and to aid in the visualization of the complicated patterns. The term
“fractal” itself was coined in 1975 by mathematician Benoit Mandelbrot, a word derived from the
Latin fractus meaning fractured, who sought to extend the Euclidian geometry of polygons and
curves to the irregular patterns found in nature. Mandelbrot defined “A fractal is by definition a
set for which the Hausdorff-Besicovitch dimension strictly exceeds the topological dimension.”
[20]. Thus, fractals have, usually, non-integer ‘fractal’ dimensions that exceed its topological
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dimension. The concept of dimension here takes on a rather different quality than the heuristic
approach to it only being an integer.

2.2 Fractal Dimension
Intuitively, the dimension for some geometric object is the number of parameters needed
to describe a particular location in that object. It can be been shown, however, that since the
cardinality of the real line is equal to that of the real plane, any point on the plane can be mapped
to only one point on the real line, for example, by a space filling curve, although such a treatment
does not have a continuous inverse as one cannot map the line back to the plane in a smooth way.
In this respect, the topological dimension (also called the Lebesgue covering dimension), is rather
mathematically crude for our purpose: a fractal, or any structure, can only have an integer
topological dimension, although it can behave as if it is a higher dimensional object.

Figure 2.1: (a) Sierpinski Carpet and (b) Sierpinski Triangle are both classic examples of deterministic
fractals. For the Sierpinski triangle, doubling its side creates 3 identical copies of itself. Thus the Sierpinski
triangle has a fractal dimension of 𝐷𝐷 = 𝑙𝑙𝑙𝑙𝑙𝑙(2) / 𝑙𝑙𝑙𝑙𝑙𝑙(3) ≈ 1.585, which follows from solving 2𝐷𝐷 = 3 for D.
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To define dimension more rigorously, and to help come to the concept of a fractal
dimension, let us introduce the concept of scaling in terms of mass density (area, volume, etc.).
Consider a square of side length one. If we scale up the square by a factor of two, we notice that
this scaled up square is comprised of four squares each with a side length of 1. We can write the
relationship between this scaling and dimension as [21,22]:
𝑁𝑁 ∝ 𝜖𝜖 𝐷𝐷

(𝟏𝟏)

where N is the number of self-similar copies, 𝜖𝜖 is the scaling factor, and 𝐷𝐷 is the dimension.
Solving for D gives

log 𝜖𝜖 𝑁𝑁 = 𝐷𝐷 =

log 𝑁𝑁
log 𝜖𝜖

(𝟐𝟐)

If we solve for the above square case, we can see that 4 = 22 as scaling the square by 2

creates four copies of the original square. The so called Hausdorff dimension follows this universal
power law. Consider N balls with radius r required to cover some geometric object. If r is small
enough, N grows with 1/r. The Hausdorff dimension D is thus
𝑁𝑁 ∝ lim 𝑟𝑟 𝐷𝐷
𝑟𝑟→0

(𝟑𝟑)

2.3 Box Counting Method
This relationship also defines the Minkowski–Bouligand dimension, or box-counting
dimension, the more widely used method to determine fractal dimension. We will refer to the boxcounting dimension as simply the fractal dimension Df , as that is the primary method we used to
6

calculate the fractal dimension of fractal samples. For the box-counting method, if a space
containing a specific fractal structure is partitioned with a number of N-boxes [N(r)] with side
length r, then the N-box counting fractal dimension is defined as:
− ln 𝑁𝑁(𝑟𝑟)
𝑟𝑟→ 0
ln(𝑟𝑟)

𝐷𝐷𝑓𝑓 = lim

(𝟒𝟒)

By counting the number of N-box of different size (r), the fractal dimension can be estimated by
the slope of the linear fit of {ln (1/r), ln N(r)} as seen in Figure. 2. This method is quite powerful
for determining an objects fractal dimensional characteristics as witnessing how many self-similar
copies are present at certain scales can be very laborious. The N-box sizes were simulated by
powers of two with r = 1, 2, 4… 2W, where W is the smallest integer such that the size of the
simulated fractal system L is less than or equal to 2W. This method gave an accuracy of ±0.05

12
10 y = 1.78*x + 10.3
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Figure 2.2: Box counting method applied to a simple fern
fractal. The length r of the boxes decreases as the number

Figure 2.3: Box counting fractal dimension
estimated by taking the slope of the linear
regression of the natural logs of the box size to

of boxes N grows.

number of boxes. Fractal dimension = 1.78.
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when tested against fractals of known dimensions such as Sierpinski's Carpet and Sierpinski's
Triangle.
The fractal dimension itself is not to be taken as having physical meaning in the sense that
topological dimensions do, but rather a mathematical tool to help characterize the mass-density
scaling properties of materials, and as we shall see, can be related to an object ‘roughness’, or
disorder.

2.4 Fractals and Carcinogenesis
Many biological structures, such as tissues and cells, show mass density variations that
express self-similar properties at different length scales resulting in a fractal characteristic
described by a fractional dimension. It is the fractal nature of tissues and biological materials that
make their characteristics mathematically complicated. It is known that during carcinogenesis,
changes in biological samples pathophysiological properties results in changes in their fractal
dimension, and as such, the fractal dimension have been used by researchers to characterize disease
states of tissue using a variety of scattering probe techniques, such as electron microscopy [1-7].
In physical terms, the fractality, or self-similar density variations, in a system is associated with
the loss of scattering centers. Therefore, the effective degree of disorder in such a fractal medium
is dependent on two competing parameters: the increase in density variations, and the loss of
scattering centers.
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Chapter 3

Light Localization
The other main pillar of this study is wave localization, in particular, light localization of
disordered material. As cells/tissues are dielectric media, we can indirectly characterize the
effective disorder of the simulated cellular fractal media based on their eigenvalues/eigenfunction
in a closed-boundary condition using optical waves, and have used these light localization
properties to determine the optimal scattering. The disorder can be calculated using the Inverse
Participation Ratio (IPR) of the eigenvalue functions of the Anderson tight binding wave
Hamiltonian in the media with closed boundary conditions.

3.1 Anderson Localization
Optical (or anything of a wave nature) localization traces its beginnings to wave scattering
and interfering between scattering paths. P. W. Anderson postulated in the late 70s that, as a
quantum object, an electron would become completely localized (total absence of diffusion) in a
lattice potential of sufficient disorder, such as a doped semiconductor with impurities [23]. To
understand how, consider the random walk of an electron in a disordered potential lattice,
scattering off the impurities in a diffusive manner from point A to point B. The probability for the
electron to move from point A to B is the probabilities of each diffusive path, the classical terms,
9

plus the products of the quantum amplitudes, the interference terms. Consider that the electron
travels in a loop from A to B then back to A in a clockwise and anticlockwise manner. The two
self-crossing pathways constructively interfere; the probability of an electron returning to its
starting point has doubled. This coherent backscattering (weak localization) diminishes the
conductivity of the material by increasing the probability of the electron returning, its mean free
path has shorten. Anderson postulated that, in a sufficiently disorder crystal tight binding media,
these short lived electrons (in fact most of the electrons) with low mean free paths can be viewed,
at sufficiently large times, as standing waves; the dynamic freezes and the wave packet takes on
the characteristic decay exponential shape from some point r0 in space:

where l is the localization length.

|𝜓𝜓|2 ∝ 𝑒𝑒

−|𝑟𝑟−𝑟𝑟0 |
𝑙𝑙

(𝟓𝟓)

3.2 Tight Binding Model
To understand and construct the appropriate mathematical model of the tight binding
approximation, let’s first consider, like any quantum system, the Schrödinger equation:
𝐻𝐻ψ = 𝐸𝐸𝜓𝜓

(𝟔𝟔)

where H is the Hamiltonian, E is the energy eigenvalues, and 𝜓𝜓 is the eigenfunction or wave
function. In order to construct the Hamiltonian let’s first define some identities: Let the wave

function centered on an atom or particle i be 𝜓𝜓(𝒓𝒓 − 𝑹𝑹𝒊𝒊 ) where Rj is the position of the
atom/particle. Using Dirac’s notation, we have:

𝜓𝜓�𝒓𝒓 − 𝑹𝑹𝒋𝒋 � = ⟨𝒓𝒓|𝑗𝑗⟩
10

(𝟓𝟓)

and
� 𝑑𝑑 3 𝑟𝑟 𝜓𝜓 ∗ �𝒓𝒓 − 𝑹𝑹𝒋𝒋 �𝜓𝜓(𝒓𝒓 − 𝑹𝑹𝒊𝒊 ) = ⟨𝑖𝑖|𝑗𝑗⟩

(𝟗𝟗)

⟨𝑖𝑖|𝑗𝑗⟩ = 𝛿𝛿𝑖𝑖𝑖𝑖 ; ⟨𝑖𝑖|𝐻𝐻|𝑗𝑗⟩ = 𝑡𝑡𝛿𝛿𝑖𝑖𝑖𝑖 ; ⟨𝑖𝑖|𝐻𝐻|𝑖𝑖⟩ = 𝜀𝜀

(𝟖𝟖)

By making a few assumptions:

where 𝛿𝛿𝑖𝑖𝑖𝑖 is a delta function, we consider one optical state of one photon per lattice site, and the
interlattice site hopping’s are restricted to the nearest neighbors only. Such a Hamiltonian can be
written as [24-26]:
𝐻𝐻 = � 𝜀𝜀𝑖𝑖 |𝑖𝑖⟩ ⟨𝑖𝑖| + 𝑡𝑡 �{|𝑖𝑖⟩⟨𝑗𝑗| + |𝑗𝑗⟩⟨𝑖𝑖|}
𝑖𝑖

〈𝑖𝑖𝑖𝑖〉

(𝟕𝟕)

where 〈𝑖𝑖, 𝑗𝑗〉 is the sum over the nearest neighbor sites, 𝑡𝑡 is the hopping parameter, and 𝜀𝜀𝑖𝑖 is the

onsite potential. We set the energy scale by taking t = 1, and let 𝜀𝜀𝑖𝑖 be constant throughout a

particular fractal lattice (fractal lattice generation is discussed in Chapter 4). The energy eigenvalue
of the system can be obtained by the diagonalization of the Hamiltonian and calculating the
corresponding eigenfunctions. The diagonalization of the Hamiltonian results in the operator
matrix H with all diagonal elements being 𝜀𝜀𝑖𝑖 , and all non-diagonal, non-zero elements being t.
ε t 0 0  0 
t ε t 0
 

0 t 

H =

ε t 0
0 0

t ε t


0 t ε 
0 

Fig 3.1. A one dimensional diagonalized tight binding Hamiltonian.
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3.3 Inverse Participation Ratio
From the eigenfunctions of H, we can calculate the Inverse Participation Ratio (IPR) to
characterize the effective disorder properties of the fractal sample. We define the average IPR
value over a sample (〈𝐼𝐼𝐼𝐼𝐼𝐼〉) for a lattice square of size L containing N=L2 lattice sites

(N=L3 for 3D) as [27-31]:

𝑁𝑁

𝐿𝐿 𝐿𝐿
1
〈𝐼𝐼𝐼𝐼𝐼𝐼(𝐿𝐿)〉 = � � � Ψ𝑖𝑖4 (𝑥𝑥, 𝑦𝑦)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑁𝑁
0 0

(𝟖𝟖)

2
𝐿𝐿
𝑁𝑁 = �
�
𝑎𝑎 = 𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑

(𝟗𝟗)

𝑖𝑖=1

with

Ψ𝒊𝒊 being the 𝑖𝑖 𝑡𝑡ℎ eigenfunction of the Hamiltonian. The IPR is a measurement of the inverse of

the number of sites that “participate” in the eigenstates. The higher the IPR, the more localized the
system is, the more disordered is present to cause the localization. One can recognize that the
above equation is a fourth moment distribution of density, sometimes referred to the arcane term
kurtosis. The advantage of the eigenfunction analyses of the fractal systems is that given two
arbitrary fractal samples with different statistics, it may be difficult to compare their disorder
properties from simply viewing their complex structural properties and is therefore more
appropriate to solve disorder problems in an eigenvalue/ eigenfunction manner.
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Chapter 4

Simulation Methods
We used two fractal generating algorithms to create the biological relevant fractal media;
the first being a control pseudofractal, termed Random Cuts (RC) that places particles at random
lattice points, and the second being the well know Diffusion Limited Aggregation (DLA) method.
A large number of each type of fractals were generated, both in 2D and 3D, and were analyzed for
both its fractal dimension and its average IPR value.

4.1 RC Generation
The first method is the control stochastic random pseudofractal RC, and is generated
simply enough by taking a two or three dimensional square/cubic matric array with particles at
every lattice point, and removing a predetermined amount of particles randomly as shown in Figure

Figure 4.1: 2D RC fractals with decreasing cuts, and increasing fractal dimension and Q value, from left to right.

4.1. This method does not generate a true fractal in the technical sense, but rather a homogenous
static whose disorder is better understood by the ratio of occupied lattice sites to total lattice site,
13

a volume occupied ratio Q = (Occupied Lattice Points) / (Total Lattice Points), which is a simple
measurement of how “full” the system is, rather than the calculated fractal dimension. Indeed the
fractal dimension, and Q, can be directly controlled by simply how many particles are present in
the lattice potential.

4.2 DLA Generation
Diffusion Limited Aggregation, DLA, is perhaps the most used stochastic random model
for statistical fractal generation. DLA is the process whereby particles undergo a random walk due
to Brownian motion and eventually cluster together to form aggregates [32]. DLA aggregate
models have wide application, and can be observed in many physical systems such as
electrodeposition, mineral deposits, corral formation, and, for our purpose, changes in mass growth
in carcinogenensis in tissues. Indeed, this model produces biologically relevant fractal numerical
tissue samples and is therefore an important model for generation and characterization of cellular
and tissues structures [33-37].
Unlike The RC method, creating a DLA fractal of an arbitrary fractal dimension is tricky
as no parameter directly corresponds to it. The controllable parameters of DLA fractals are the
number of particles simulated, and the probability that these particles will ‘stick’ to each other, the
latter aptly called the stickiness, and can range from 1, meaning particles will always stick when
in contact, to 0, meaning particles will diffuse forever. Lower stickiness values allows particles to
‘fall’ into the center of the fractal creating more dense systems and thus higher fractal dimensions

14

Figure 4.2. 2D DLA fractals with increasing sticky probability values, stickiness, from left to right. Lower
stickiness ‘collapses’ the fractal into a higher density state with a corresponding higher fractal dimension.

as seen in Figure 4.2, but too low and computation time become extremely unreasonable. A
stickiness of 1 creates fractals of a certain fractal dimension (1.7 in 2D), so in order to cover the
entire range of fractal dimension (0-2 in 2D) fewer and fewer particles are simulated.

4.3 Methodology
With an understanding of fractals, fractal dimension, optical localization and disorder, and
the generation of fractal media, we now can compare the changes in scattering centers with the
changes in fractality. The process is simple: first we simulate a fractal by one of the generating
algorithms, calculate its fractal dimension, calculate its IPR value, and plot the fractal system’s
IPR as a function of its fractal dimension. This allows use to directly visualize the relationship
between the fractal’s fractality and its disorder. The formalism can be illustrated schematically as
follow:

15

a) Fractal
generation
of system

b) Determine fractal
dimension of system using
box counting method

c) Determine IPR of system by
analyses of eigenfunction

d) Plot fractal system’s IPR as a
function of its fractal dimension

Because the fractal dimension and IPR are both just positive real numbers, we simulate many
fractal systems with a wide range of fractal dimension to visualize the relationship between the
fractal dimension and the IPR. The resulting curve behaves in an expected manner in that the
competition between fractality and scattering centers are clearly seen: the graph displays a large
peak indicating that there is a maximum localization, IPR in terms of the systems fractal dimension
as shown in Figure 5.1 (Chapter 5).
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Chapter 5

2D Simulation Results
5.1 RC Method
We start with perhaps the simplest system, and indeed use it as an example for all
subsequent comparisons, the two dimensional Random Cut simulation. Again, the RC method
gives a random static of a predetermined number of points as shown in Figure 4.1 We simulate
four sizes of two dimensional RC square fractal systems of length L = [8, 16, 32, 64] with a
Hamiltonian band matrix size LH = [64, 256, 1024, 4096] respectively. Although length scale, after
a sufficiently high enough resolution, does influence both mean IPR and fractal dimension, it does
not alter the resulting plot of IPR with the fractal dimension Fd. (Length scale will be discussed
later). Figure 5.1 shows the IPR vs. Fd plot of the 2D RC fractal of length size L=64. Each data
point represents one particular two dimension fractal system generated by the RC method with a
corresponding fractal dimension and IPR value. We set the energy scale of the fractal systems by
taking t = 1, and let ε be constant throughout a particular fractal lattice. In the case for Figure 5.1,
ε=1 and thus the energy ratio of ε/t =1. As expected, a clear maximum averaged IPR value occurs,
meaning the competition between loss of scattering centers and increase in fractal dimension is
well defined. For Figure 5.1 (a), the fractal dimension Fd, where the maximum averaged IPR

17
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Fd

Fd

Figure 5.1. (a) The IPR vs. Fd plot for 2D RC fractal of length L= 64 with ratio ε/t=1. The
turning point Ft = 1.86 ± 0.05. (b) The result of many (a) plots averaged together; the dashed
red line indicates Ft.

occurs, known as the turning point, or Ft, is approximately 1.88 ± 0.05. We create an average

curve by simulating 20 different Fd and IPR graphs and averaging them together. Let 𝑅𝑅 =

𝐼𝐼𝐼𝐼𝐼𝐼/𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 where IPRmax is the maximum IPR attended, and plot R vs. Fd as seen in Figure 5.1
(b). This R value allows us to observe the relative strengths of the maximum IPR compared to all
other IPR values.
As said before, the RC method does not generate a true fractal in the technical sense, but
rather a homogenous static whose disorder is better understood by the ratio of occupied lattice sites
to total lattice site, a volume occupied ratio Q = Occupied Lattice Points / Total Lattice Points,
which is a simple measurement of how “full” the system is. Therefore, we plotted IPR in terms of
Q, as shown Figure 5.2 (a). As expected for the RC method and fractals generated by it, the
averaged IPR maximizes at a Q value of 0.5 or 50% of the lattice sites filled. This is because in a
stochastic static with no clumping biases, a lattice with roughly half of the lattice sites filled will,
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Figure 5.2: IPR vs. Q value for 2D RC fractals with L=64 for (a) ε/t=2 and (b) ε/t=4. Turning points
for (a) occur at Q = 0.5, and for (b) Q = 0.33 and 0.66. Notice how (b), with its higher ratio, has a
much larger differences in R values compared to (a).
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Figure 5.3. R vs. Fd for 2D RC fractals of length L=64 with (a) ε/t=2 and (b) ε/t=4, the later displaying
two tuning points. Notice how (b) has large differences in R value than (a).

more or less, have the maximum boundary between empty lattice sites and full lattice sites allowing
larger localization.
As from before, we set the energy scale of the fractal systems by taking t = 1, and let ε be
constant throughout a particular fractal lattice. The last example held ε=1, so ε/t = 1. However, we
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Figure 5.4. All 2D RC fractal turning point Ft vs. ε/t ratios. For ratios between [0,3] and [8,∞], the
turning points occurs at roughly fractal dimension 1.86±0.05, while for ratios between [3,8], a variety
of double turning points occur roughly reaching maximum separation at ratio 4 with turning points at
fractal dimension 1.75 and 1.92 ± 0.05.

observe that changing the ε/t ratio changes the turning point as seen in Figure 5.3. For 2D RC
fractals, the IPR vs. Fd graph ‘bifurcates’, display two turning points for ε/t ratios roughly between
3 and 8. In terms of Q values, the double turning points are symmetrical around Q=0.5, occurring
at Q=0.2 and Q=0.8 for ε/t=0.4 as shown in Figure 5.2 (b). In fact, all double turning points are
symmetrical around 0.5. This is not unusual; by having the two distinct turning points symmetrical
around Q=0.5, it signals that the optical localization cannot distinguish between a system that is
30% full and 70% full. Indeed this is only expect to occur for homogenous systems such as though
produces by the RC method; the inverse of a system that is 30% occupied is indistinguishable from
those that are 80% occupied.
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The differences in R value increases as the ε/t ratio grows. This is because the larger the
onsite potential compared to the hopping parameter, the larger the strength in localization can
occur. Indeed, ε/t ratio values much less than one produce unstable results, as the hopping
parameter t over comes the onsite potential ε and no noticeable localization occurs. Figure 5.4
shows a complete graph of turning points Ft vs ε/t ratio values for all 2D RC fractals.

5.2 DLA Method
The process is similar to the RC method. We simulate four sizes of two dimensional DLA
square fractal systems of length L = [8, 16, 32, 64] with a Hamiltonian band matrix size LH = [64,
256, 1024, 4096] respectively. Unlike the RC method, however, changing the fractal dimension of
a DLA system cannot be done directly, only indirectly through varying the stickiness value for the
fractal: the lower the stickiness the higher the fractal dimension. The maximum stickiness value
of one produces DLA fractals with fractal dimension of around 1.7±0.05. While this is within the
turning point, to simulate a full range of fractals with fractal dimension from 0 to 2, DLA fractals
with stickiness of one were simulated with fewer and fewer particles. This, in a way, forced the
lowering of fractal dimension all the way to zero, which behaved smoothly. The IPR Fd graphs
create the characteristic peak and, again by adjusting the ε/t ratio, the turning point is adjusted as
shown in Figure 5.6. Unlike the RC method, however, no more than one turning point is ever
present for DLA fractals. This is because that, also unlike the RC systems, DLA systems are not a
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Figure 5.5. R vs. Fd for 2D DLA fractal of length L=64 with (a) ε/t=1 and (b) ε/t =5. (a) displays a turning
point of Ft=1.86±0.05 while (b) Ft=1.94±0.05.
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Figure 5.6. Turning points Ft vs. ε/t ratios for 2D DLA fractals. Unlike RC method, no double turning
points occur. The turning points starts at roughly 1.83 before climbing to 1.93 as ε/t ratio increases
indefinitely.

homogenous static: the inverse of a DLA fractal where 20% of the lattice sites are occupied is not
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indistinguishable from a DLA system with 80% occupied. Figure 5.7 shows a complete graph of
turning points Ft vs ε/t ratio values for all 2D DLA fractals.

5.3 Length Scales
Both fractal dimension and IPR changes with system size, though fractal dimension
saturates at a sufficient system resolution given that the linear regression of the box counting
method contains enough regression points to be sufficient. IPR values does increase continuously,
however, as system size becomes larger because the units of IPR are inverse of an area squared (or
volume in 3d), as the system size increase. This does not affect the overall outcome of IPR-Df plots
as illustrated in Figure 5.8: as the side length L of the fractal system grows, so does the IPR. By
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Figure 5.7. Averaged IPR vs. length scale L for 2D RC fractals with varying values of Q. ε/t = 2. Notice
that Q=0.8 overlaps with 0.2, Q = 1 overlaps with 0.
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analyzing five different Q values for 2D RC fractals with ε/t =2, we are able to see that the
maximum IPR always occurs for a Q value of 0.5, Q values of 0.8 and 0.2 overlap, and values of
0 and 1 overlap and show, after an initial increase, display no dependence on L. Indeed this pattern
continues and remains consistent regardless of the ε/t ratio, or the fractal generation method, either
RC or DLA. This means that increasing the system size length L only stretches the IPR (or R) vs.
Df (or Q) plots in the vertical direction for both RC and DLA fractals. Because our main focus is
to witness the turning point Ft, this reshaping of the graph is not too important.
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Chapter 6

3D Simulation Results
6.1 RC Method
We again start off with the 3D RC method, simulating three sizes of three dimensional RC
cubed fractal systems of length L = [4, 8, 16] with a Hamiltonian band matrix size LH = [64, 512,
4096] respectively. As before, the length scale it does not alter the resulting plot of IPR with the
fractal dimension Fd, and changes to the ε/t ratio does indeed change the turning point Ft. Figure
6.1 displays two R vs. Fd (recall that R = <IPR/IPRmax>) graphs for 3D RC fractals with different
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Figure 6.1. R vs. Fd for 3D RC fractals of L=16 with (a) ε/t=2 and (b) ε/t=5. (a) displays a turning point
Ft=2.80±0.05 while (b) Ft=2.23 and 2.96 ±0.05.

ε/t ratios, while Figure 6.2 display two R vs. Q graphs with different ratios. As before with our 2D
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Figure 6.2. R vs. Q for 3D RC fractals of L=16 with (a) ε/t=2 and (b) ε/t =5. Turning point (a) occurs at Q =
0.5 while (b) occurs at 0.14 and 0.86.

counterpart, a bifurcation happens that results in two turning points, both symmetrically around
Q=0.5, occurring at a ε/t ratio of approximately 3. Unlike the 2D method, these two turning points
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Figure 6.3. Turning points Ft vs. ε/t ratios for 3D RC fractals. Turning points initially
begin at Ft = 2.80±0.05 before splitting into two that settles into Ft =2.23 and 2.96±0.05
indefinite of how large ε/t ratio becomes.
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remain at arbitrarily large ratio values. Figure 6.3 maps all ε/t ratios to turning points Ft for 3D RC
fractals. Ratios lower than 1 do not display any noticeable IPR maximum and thus are not plotted.

6.2 DLA Method
We simulate three sizes of three dimensional DLA cubed fractal systems of length L = [4,
8, 16] with a Hamiltonian band matrix size LH = [64, 512, 4096] respectively, and, as before,
observe the turning point to be scale independent. Similar to the 2D DLA fractal system, there is
only ever one turning point present at all ε/t ratios. Figure 6.4 displays two R vs. Fd graphs for 3D
DLA fractals with different ε/t ratios. Despite only ever having one turning point (a fractal
dimension corresponding to a maximum IPR value), for ε/t ratios larger than 3, a local maximum
occurs as seen in Figure 6.4 (b). This local maximum, occurring at a fractal dimension of 2.28
roughly corresponds to the first of the double turning point for 3D RC fractals with ratios over 3
seen in Figure 6.1 (b). This is rather interesting; the DLA fractals are not inverse symmetric like
their RC counterparts (20% of lattice sites occupied in RC fractals are identical the inverse of 80%
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Figure 6.4. R vs. Fd for 3D DLA fractals of L=16 with (a) ε/t=2 and (b) ε/t=5. (a) displays a turning point
Ft=2.80±0.05 while (b) Ft= 2.96 ±0.05.
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3

occupied.), but in three dimensions there is enough ‘space’ in the DLA fractals that a local weak
localization can occur.

6.3 Length Scale
Like the 2D system, both fractal dimension and IPR changes with system size, though, as
before, fractal dimension saturates at a sufficient system resolution given that the linear regression
of the box counting method contains enough regression points to be sufficient. IPR values does
not, however, increase continuously in three dimensions as illustrated in Figure 6.4. By analyzing
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Figure 6.4. Averaged IPR vs. length scale L for 3D RC fractals with varying values of Q. ε/t = 2. Notice that
Q=0.8 overlaps with 0.2, Q = 1 overlaps with 0.

five different Q values for 3D RC fractals with ε/t =2, we are able to see that the maximum IPR
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always occurs for Q value of 0.5. Q values of 0.8 and 0.2 overlap, and values of 0 and 1 overlap.
Indeed this pattern continues and remains consistent regardless of the ε/t ratio, or the fractal
generation method, either RC or DLA. Because our main focus is to witness the turning point Ft,
this initial reshaping of the graph is not too important.
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Chapter 7
Conclusion
Although for simulation, Ft showed dependence ε/t ratio, all systems reached attracting
points. For 2D simulation systems, maximum scattering occurred at fractal dimensions of 1.88 ±
0.05 or 1.75 and 1.95 ± 0.05, the later during double turning points between ε/t values of
approximately 3 and 8. For 3D simulation systems, maximum scattering occurred at fractal
dimensions of 2.75 ± 0.05 or 2.25 and 2.95±0.05, the later during double turning points above ε/t
values of approximately 2.

7.1 Future Work
In order to assess whether or not these simulation and theoretical reasonings are useful,
experimentations are needed, asserting that cells undergoing carcinogenesis display more
subcellular disorder and higher fractal dimension. Such conformation can help improve cancer
detection as well as establish a mathematical frame work for relating fractal dimension with
disordered systems.

30

Bibliography
[1] C. E. Priebe, J. L. Solka, "The Application of Fractal Analysis to Mammographic Tissue
Classification," Cancer Lett 77, 183-189 (1994).
[2] G. A. Losa, and T. F. Nonnenmacher, "Self similarity and fractal irregularity in pathologic
tissues," Modern Pathol 9, 174-182 (1996).
[3] J. M. Schmitt, and G. Kumar, "Turbulent nature of refractive-index variations in
biologicaltissue," Opt Lett 21, 1310-1312 (1996).
[4] S. Havlin, S. V. Buldyrev, "Fractals in Biology and Medicine," Chaos Soliton Fract 6, 171201 (1995).
[5] C. L. Benhamou, E. Lespessailles, and G. Jacquet, "Fractals - a New Scientific Tool
inBiology and Medicine," Presse Med 23, 1281-1283 (1994).
[6] J. W. Baish, and R. K. Jain, "Fractals and cancer," Cancer Res 60, 3683-3688 (2000).
[7] F. Pansera, "Fractals and Cancer," Med Hypotheses 42, 400-400 (1994).
[8] S. Dinicola, F. D'Anselmi, “A Systems Biology Approach to Cancer: Fractals, Attractors, and
Nonlinear Dynamics," Omics 15, 93-104 (2011).
[9] S. Iannaccone, Y. Zhou, D. Walterhouse, G. Taborn, G. Landini, and P. Lannaccone, "Three
Dimensional Visualization and Fractal Analysis of Mosaic Patches in Rat Chimeras:
CellAssortment in Liver, Adrenal Cortex and Cornea," Plos One 7, (2012).
[10] T. Sethi, R. C. Rintoul, "Extracellular matrix proteins protect small cell lung cancer cells
against apoptosis: A mechanism for small cell lung cancer growth and drug resistance in vivo,"
Nat Med 5, 662-668 (1999).
[11] L. E. George, and K. H. Sager, "Breast Cancer Diagnosis Using Multi-Fractal Dimension
Spectra," Icspc: 2007 Ieee International Conference on Signal Processing and Communications,
Vols 1-3, Proceedings, 592-595 (2007).
31

[12] A. Wax, C. H. Yang, "In situ detection of neoplastic transformation and chemopreventive
effects in rat esophagus epithelium using angle-resolved low-coherence interferometry," Cancer
Res 63, 3556-3559 (2003).
[13] M. Hunter, V. Backman, "Tissue self-affinity and polarized light scattering in the Born
approximation: A new model for precancer detection," Phys Rev Lett 97, (2006).
[14] M. Bizzarri, A. Giuliani, "Fractal analysis in a systems biology approach to cancer," Semin
Cancer Biol 21, 175-182 (2011).
[15] G. Jayalalitha, and R. Uthayakumar, "Fractal Approach to Identify the Grade of Cervical
Cancer," Fractals 19, 125-139 (2011).
[16] G. Gavriloaia, A. Hurduc, "Improvement Thyroid Cancer Early Diagnosis by Using Fractal
Dimension Analysis of IR Signature," Ifmbe Proc 25, 293-295 (2009).
[17] G. Taverna, P. Colombo, "Fractal analysis of two-dimensional vascularity in primary
prostate cancer and surrounding non-tumoral parenchyma," Pathol Res Pract 205, 438-444
(2009).
[18] P. Dey, "Basic principles and applications of fractal geometry in pathology - A review,"
Anal Quant Cytol 27, 284-290 (2005).
[19] A. N. Esgiar, and P. K. Chakravorty, "Fractal based classification of colon cancer tissue
images," 2007 9th International Symposium on Signal Processing and Its Applications, Vols 1-3,
21-24 (2007).
[20] Mandelbrot, Benoît B. (1983). The fractal geometry of nature. Macmillan. ISBN 978-07167-1186-5.
[21] J. Li, Q. Du, and C. X. Sun, "An improved box-counting method for image fractal
dimension estimation," Pattern Recogn 42, 2460-2469 (2009).
[22] J. Li, C. X. Sun, and Q. Du, "A new box-counting method for estimation of image fractal
dimension," 2006 IEEE International Conference on Image Processing, ICIP 2006, Proceedings,
3029-3032 (2006).
[23] Anderson, P. W. "Absence of Diffusion in Certain Random Lattices". Phys. Rev. 109 (1958)
32

[24] J. M. Schmitt, and G. Kumar, "Turbulent nature of refractive-index variations in biological
tissue," Opt Lett 21, 1310-1312 (1996).
[25] P. A. Lee, and T. V. Ramakrishnan, "Disordered electronic systems," Reviews of Modern
Physics 57, 287-337 (1985).
[26] P. Pradhan, and S. Sridhar, "Correlations due to localization in quantum eigenfunctions of
disordered microwave cavities," Phys Rev Lett 85, 2360-2363 (2000).
[27] P. Pradhan, and S. Sridhar, "From chaos to disorder: Statistics of the eigenfunctions of
microwave cavities," Pramana-J Phys 58, 333-341 (2002).
[28] V. N. Prigodin, and B. L. Altshuler, "Long-range spatial correlations of eigenfunctions in
quantum disordered systems," Phys Rev Lett 80, 1944-1947 (1998).
[29] S. C. Hagness, A. Taflove, and J. E. Bridges, "FDTD analysis of a pulsed microwave
confocal system for breast cancer detection," Proceedings of the 19th Annual International
Conference of the Ieee Engineering in Medicine and Biology Society, Vol 19, Pts 1-6 19, 25062508 (1997).
[30] J. J. Simpson, and A. Taflove, "A review of progress in FDTD Maxwell's equations
modeling of impulsive subionospheric propagation below 300 kHz," Ieee T Antenn Propag 55
1582-1590 (2007).
[31] A. Taflove, "A perspective on the 40-year history of FDTD computational
electrodynamics," Appl Comput Electrom 22, 1-21 (2007).
[32] T. A. Witten, and L. M. Sander, "Diffusion-Limited Aggregation," Phys Rev B 27, 5686
5697 (1983).
[33] Y. Kantor, T. A. Witten, and R. C. Ball, "Quasi-Continuum Variants of Diffusion-Limited
Aggregation," Phys Rev A 33, 3341-3351 (1986).
[34] P. Meakin, "Formation of Fractal Clusters and Networks by Irreversible Diffusion-Limited
Aggregation," Phys Rev Lett 51, 1119-1122 (1983).
[35] J. Kertesz, and T. Vicsek, "Diffusion-Limited Aggregation and Regular PatternsFluctuations Versus Anisotropy," J Phys a-Math Gen 19, L257-L262 (1986).
33

[36] M. Tokuyama, and K. Kawasaki, "Fractal Dimensions for Diffusion-Limited Aggregation,"
Phys Lett A 100, 337-340 (1984).
[37] J. Parkinson, K. E. Kadler, and A. Brass, "Simple Physical Model of Collagen
Fibrillogenesis Based on Diffusion-Limited Aggregation," J Mol Biol 247, 823-831 (1995).
[38] Subramanian, H., P. Pradhan, V. Backman. 2008. Optical methodology for detecting
histologically unapparent nanoscale consequences of genetic alterations in biological cells. Proc.
Natl. Acad. Sci. USA. 105:20118–20123.
[39] Subramanian, H., P. Pradhan, V. Backman. 2009. Partial-wave microscopic spectroscopy
detects subwavelength refractive index fluctuations: an application to cancer diagnosis. Opt. Lett.
34:518–520.

34

