We analyze the precision of the characteristic polynomial χ M of an n×n p-adic matrix M using differential precision methods developed previously. When M is an integral matrix whose entries are all given at the same precision O(p N ), we give a criterion (checkable within O˜(n ω ) operations in F p ) for the existence of a coefficient of χ M with more accuracy than O(p N ). In general, we provide two algorithms for determining the optimal precision of the coefficients of χ M and of M's eigenvalues. We provide evidence showing that classical algorithms do not reach this optimal precision in general.
INTRODUCTION
The characteristic polynomial is a fundamental invariant of a matrix: its roots give the eigenvalues, and the trace and determinant can be extracted from its coefficients. In fact, the best known divisionfree algorithm for computing determinants over arbitrary rings [11] does so using the characteristic polynomial. Over p-adic fields, computing the characteristic polynomial is a key ingredient in algorithms for counting points of varieties over finite fields (see [7, 8, 12] ).
When computing with p-adic matrices, entries may only be approximated at some finite precision O(p N ). As a consequence, in designing algorithms for such matrices one must analyze not only the running time of the algorithm but also the accuracy of the result.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ISSAC '17, July 25-28, 2017, Kaiserslautern, Germany Let M ∈ M n (Q p ), with every entry given at precision O(p N ). The simplest approach for computing the characteristic polynomial of M is to compute det(X −M) either using recursive row expansion or various division free algorithms [10, 16] . There are two issues with these methods. First, they are slower than alternatives that allow division, requiring O((n + 1)!), O˜(n 5 ) and O˜(n 3+ω/2 ) operations in K. Second, while the lack of division implies that the result is accurate modulo p N as long as M ∈ M n (Z p ), they still do not yield the optimal precision.
A faster approach over a field is to compute the Frobenius normal form of M, which is achievable in running time O˜(n ω ) [13, 15] . However, the use of division frequently leads to catastrophic losses of precision. In many examples, no precision remains at the end of the calculation.
Instead, we separate the computation of the precision of χ M from the computation of an approximation to χ M . Given some precision on M, we use the theory developed in [3] to find the best possible precision for χ M . The analysis of this precision is the subject of much of this paper. With this precision known, the actual calculation of χ M may proceed by lifting M to a temporarily higher precision and then using a sufficiently stable algorithm (see Remark 
5.3).
Previous contributions. Since the description of Kedlaya's algorithm in [12] , the computation of characteristic polynomials over p-adic numbers has become a crucial ingredient in many countingpoints algorithms. For example, [7, 8] use p-adic cohomology and the characteristic polynomial of Frobenius to compute zeta functions of hyperelliptic curves.
In most of these papers, the precision analysis usually dwells on how to obtain the matrices (e.g. of action of Frobenius) that are involved in the point-counting schemes. However, the computation of their characteristic polynomials attracts less attention: some refer to fast algorithms (using division), while others apply division-free algorithms.
In [4] , the authors have begun the application of the theory of differential precision of [3] to the stable computation of characteristic polynomials. They describe the optimal precision for the characteristic polynomial, but do not give practical algorithms to compute this optimal precision.
The contribution of this paper. This paper provides a theoretical and concrete study of the propagation of the precision during the computation of the characteristic polynomial of matrix defined over the p-adics. Thanks to the application of the general framework of differential precision developed in [3, 4] , we know that the optimal precision of the characteristic polynomial χ M of a matrix M ∈ M n (Q p ) is controled by the adjugate Adj(X −M). In this article, we provide:
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(1) Proposition 2.7: a short representation of the adjugate matrix Adj(X −M) whose size is O(n 2 ) elements of the base field (instead of O(n 3 ) for a dense representation); (2) two algorithms to compute Adj(X −M): the first one is division-free and performs O˜(n 3 ) operations in Z p while the second one may perform divisions and has complexity O˜(n ω );
and deduce from this the following applications to the question we are interested in:
(3) Corollary 2.4: a simple criterion to decide whether χ M is defined at precision higher than the precision of M (when M lies in M n (Z p ) and all its entries are given at the same precision); (4) two algorithms to compute the optimal precision on each coefficient of the characteristic polynomial of a matrix M ∈ M n (Q p ) (whose entries may be given at different precision): the first one is division-free and has complexity O˜(n 3 ) (operations in Z p ) while the second one may perform divisions but has complexity O˜(n ω ); (5) Proposition 5.5: a O˜(n ω ) algorithm to compute the optimal precision on each eigenvalue of M.
Moreover, we provide evidence showing that classical algorithms for computing the characteristic polynomials do not reach the optimal precision in many contexts. Note that we focus on computing the precision of χ M : we do not give a stable algorithm for computing the characteristic polynomial itself.
Organization of the article. In Section 2, we review the differential theory of precision developed in [3] and apply it to the specific case of the characteristic polynomial. We also describe when the characteristic polynomial will have a higher precision than the input matrix and give a compact description of Adj(X − M), the main ingredient in the differential. In Section 3, we develop O˜(n 3 ) algorithms to approximate the Hessenberg form of M, and through it to find Adj(X − M) and thus find the precision of the characteristic polynomial of M. In Section 4, we give a O˜(n ω ) algorithm to compute the compact description of Adj(X − M).
Finally, we propose in Section 5 algorithms to compute the optimal coefficient-wise precision for the characteristic polynomial. We also give the results of some experiments demonstrating that these methods can lead to dramatic gains in precision over standard interval arithmetic. We close by describing the precision associated to eigenvalues of a matrix.
Notations. Throughout the paper, K will refer to a complete, discrete valuation field, val : K ↠ Z ∪ {+∞} to its valuation, O K its ring of integers and π a uniformizer. We will write that f (n) = O˜(д(n)) if there exists some k ∈ N such that f (n) = O(д(n) log(n) k ). We will write M for an n × n matrix over K, and χ the characteristic polynomial map, χ M ∈ K[X ] for the characteristic polynomial of M and d χ M for the differential of χ at M, as a linear map from M n (K) to the space of polynomials of degree less than n. We fix an ω ∈ R such that the multiplication of two matrices over a ring is in O(n ω ) operations in the ring. Currently, the smallest known ω is less than 2.3728639 thanks to [14] . We will denote by I n the identity matrix of rank n in M n (K). When there is no ambiguity, we will drop this I n for scalar matrices, e.g. for λ ∈ K and M ∈ M n (K), λ − M denotes λI n − M. We write σ 1 (M), . . . , σ n (M) for the elementary divisors of M, sorted in increasing order of valuation. Finally, given a polynomial χ (X ) = a 0 + a 1 X + · · · + a n−1 X n−1 + X n , the companion matrix C associated to χ is
2 THEORETICAL STUDY 2.1 The theory of p-adic precision
We recall some of the definitions and results of [3] as a foundation for our discussion of the precision for the characteristic polynomial of a matrix. We will be concerned with two spaces in what follows: the space M n (K) of n × n matrices with entries in K and the space K n [X ] of monic degree n polynomials over K. We also define
as the space of polynomials over K (resp. over O K ) of degree strictly less than n.
One cannot represent matrices M ∈ M n (K) exactly, but instead must specify an approximation together with a measure of the approximation's accuracy; there are several ways to do so. When using jagged precision, one gives a precision on each entry, representing the (i, j) entry as a i, j + O(π N i, j ). The integer N i, j is called the absolute precision and may depend on (i, j). When the N i, j are all equal, we say that the precision datum is flat.
We may also model precision more flexibly by using lattices. We recall that a lattice H in M n (K) is the O K -span of a vector space basis, or equivalently the image of
, cosets of the form M + H are special neighborhoods of M; we will use them for modeling precision on M. Given a family of integers N = (N i, j ) i, j the lattice
corresponds to the jagged precision introduced above. The benefit of working with lattices is that they behave well under differentiable maps [3, Lemma 3.4 ], but they require more space and time to compute. Jagged, flat and lattice precision is defined similarly for monic polynomials, taking care that no precision is specified for the leading coefficient which must be exactly 1. The underlying vector space is now K <n [X ] and we define a lattice in it as the image of
be the characteristic polynomial map and d χ M for its differential at M. Our analysis of the precision behavior of χ rests upon the computation of its derivative d χ , using [3, Lemma 3.4] Let Adj(M) denote the adjugate 1 
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When d χ M is surjective and H is sufficiently "small" and "regular, " we may give the precision of χ M precisely as
The equality in (3) justifies our use of the phrase optimal precision to denote the lattice precision d χ M (H ). To make the conditions on H under which (3) holds more precise, let σ 1 (M), . . . , σ n (M) denote the elementary divisors of M.
Proposition 2.1. Let M ∈ M n (K) and assume that d χ M is surjective. Let:
Proof. Recall [4, Definition 3.3] that the precision polygon of M is the lower convex hull of the Newton polygons of the entries of Adj(X − M). By [4, Proposition 3.4] , the endpoints of the precision polygon occur at height 0 and
Since the coefficients of 
Several facts about the differential of χ
We may rephrase the condition that d χ M is surjective using more familiar invariants attached to M. Proposition 2.2. For M ∈ M n (K), the following conditions are equivalent:
(i) the differential d χ M is surjective (ii) the matrix M has a cyclic vector (i.e. M is similar to a companion matrix) (iii) the eigenspaces of M over the algebraic closureK of K all have dimension 1 (iv) the characteristic polynomial of M is equal to the minimal polynomial of M.
Proof. The equivalence of (ii), (iii), and (iv) is standard; see e.g.
For any P ∈ GL n (K), the image of d χ at M will be the same as the image of d χ at PMP −1 , so we may assume that M is a companion matrix. For a companion matrix, the last column of Adj(X −M) consists of 1, X , X 2 , . . . , X n−1 so d χ M is surjective. Now suppose that M has an eigenvalue λ overK occurring in multiple Jordan blocks. After conjugating into Jordan normal form overK, the entries of Adj(X −M) will also be block diagonal, and divisible within each block by the product of (X − µ) d µ , where µ, d µ ranges over the eigenvalues and dimensions of the other Jordan blocks. Since λ occurs in two Jordan blocks, X − λ will divide every entry of Adj(X −M) and d χ M will not be surjective. □
We also have an integral analogue of Proposition 2.2.
(ii) the reduction of M modulo π has a cyclic vector. Note that this criterion is checkable using O˜(n ω ) operations in the residue field [17] .
Stability under multiplication by X . By definition, the codomain
Proof. Let A = Adj(X −M) and f ∈ R. By (2), Λ is given by the O K -span of the entries of A. Using the fact that the product of a matrix with its adjugate is the determinant, (X −M) · A = χ M and thus f (X )·A ≡ f (M)·A (mod χ M (X )). The span of the entries of the left hand side is precisely f (X )·Λ, while the span of the entries of the right hand side is contained within
Compact form of d χ M . Let C be the companion matrix associated to χ M as in (1) . Assume one of the equivalent conditions of Proposition 2.2, giving a matrix P ∈ GL n (K) such that M = PC P −1 . Then Proposition 2.2 also holds for M T , yielding an invertible matrix Q ∈ GL n (K) with M T = QC Q −1 . Proposition 2.7. We keep the previous notations and assumptions. Let Y be the row vector (1, X , . . . , X n−1 ). Then
. Therefore each column of P −1 A lies in the right kernel of X −C modulo χ M . On the other hand, a direct computation shows that every column vector W lying in the right kernel of X −C modulo χ M can be written as
for some row vector B. Applying the same reasoning with M T , we Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany find that B can be written B = αYQ T for some α ∈ K[X ]/χ M and we are done. □ Proposition 2.7 shows that Adj(X −M) can be encoded by the datum of the quadruple (α, P, Q, χ M ) whose total size stays within O(n 2 ): the polynomials α and χ M are determined by 2n coefficients while we need 2n 2 entries to write down the matrices P and Q. We shall see moreover in Section 4 that interesting information can be read off of this short form (α, P, Q, χ M ).
Remark 2.8. With the previous notation, if U ∈ GL n (K), the quadruple for U MU −1 is (α, U P, (U T ) −1 Q, χ M ), which can be computed in O(n ω ) operations in K . This is faster than computing U Adj(X − M)U −1 using the dense representation, which requires O˜(n ω+1 ) operations in K .
HESSENBERG FORM
In this section, we combine the computation of a Hessenberg form of a matrix and the computation of the inverse through the Smith normal form (SNF) over a complete discrete valuation field (CDVF) to compute Adj(X −M) and
In what follows, we will count operations in K (regardless to precision) for expressing our complexities. This choice makes sense because we will not usually need much precision on the entries of Adj(X −M) (roughly only their valuations matter).
Hessenberg form
We begin with the computation of an approximate Hessenberg form.
Definition 3.2.
A Hessenberg matrix is a matrix M ∈ M n (K) with
Given integers n i, j , an approximate Hessenberg matrix is a matrix M ∈ M n (K) with
If M ∈ M n (K) and H ∈ M n (K) is an (approximate) Hessenberg matrix similar to M, we say that H is an (approximate) Hessenberg form of M.
It is not hard to prove that every matrix over a field admits a Hessenberg form. We prove here that we may compute an approximate Hessenberg form for any matrix known at finite jagged precision over K. Moreover, we provide an exact change of basis matrix.
0. P := I n . H := M. 1. for j = 1, . . . , n − 1 do 2. swap the row j + 1 with a row i min (i min ≥ 2) s.t. val(H i min , j ) is minimal. 3. for i = j + 2, . . . , n do 4. Eliminate the significant digits of H i, j by pivoting with row j + 1 using a matrix T .
Note that we use the notation of matrix multiplication in line 5, but actual updating of H and P uses row and column operations (individually using O(n) operations in K). 
Computation of the inverse
In this section, we prove that to compute the inverse of a matrix over K, the Smith normal form is precision-wise optimal in the flatprecision case. We first recall the differential of matrix inversion.
We then have the following result about the loss in precision when computing the inverse. Proof. The smallest valuation of an entry of M −1 is − cond(M). Consequently, N − 2 cond(M) can be obtained as the valuation of an entry of du M (dM), and it is the smallest that can be achieved this way for dM in a flat precision lattice. Hence the optimality of the bound given for large N [3, Lemma 3.4] . Now, the computation of the Smith normal form was described in [18] . From M known at flat precision O(π N ), we can obtain an exact ∆, and P and Q known at precision at least O(π N −cond(M ) ), with coefficients in O K and determinant in O × K realizing an Smith normal form of M. There is no loss in precision when computing P −1 and Q −1 . Since the smallest valuation occurring in ∆ −1 is − cond(M), we see that M −1 = Q −1 ∆ −1 P −1 is known at precision at least O(π N −2 cond(M ) ), which concludes the proof. □
The adjugate of X −H
In this section, we compute Adj(X − H ) for a Hessenberg matrix H using the Smith normal form computation of the previous section. The entries of Adj(X − H ) lie in K[X ], which is not a complete discrete valuation field, so we may not directly apply the methods of the previous section. However, we may relate Adj(X − H ) to Adj(1 − X H ), whose entries lie in K((X )). In this way, we compute Adj(X − H ) using an SNF method, with no division in K.
We begin by relating adjugates of similar matrices:
The second ingredient we need is reciprocal polynomials. We extend its definition to matrices of polynomials. We then have the following result : Lemma 3.9. Let M ∈ M n (K). Then:
Proof. For any matrix
) of polynomials of degree at most 1, we have det(F rec,1 ) = det(F ) rec,d . This result directly implies the second part of the lemma; the first part follows from the fact that the entries of Adj(X − M) and of Adj(1 − X M) are determinants of size n − 1. □
This lemma allows us to compute Adj(1−X M) instead of Adj(X − M). This has a remarkable advantage: the pivots during the computation of the SNF of Adj
) and are known in advance to be on the diagonal. This leads to a very smooth precision and complexity behavior when M ∈ M n (O K ).
0. U := 1 − X H . U 0 := 1 − X H . 1. While updating U , track P and Q so that U 0 = PU Q is always satisfied. 2. for i = 1, . . . , n − 1 do 3. Eliminate, modulo X n+1 the coefficients U i, j , for j ≥ i + 1 using the invertible pivot
Theorem 3.10. Let H ∈ M n (O K ) be an approximate Hessenberg matrix with flat precision O(π N ). Then, using Algorithm 2, one can compute Adj(X −H ) and χ H in O˜(n 3 ) operations in O K at precision O(π N ).
Proof. First, the operations of the lines 2 and 3 use O˜(n 3 ) operations in O K at precision O(π N ). Indeed, since H is an approximate Heisenberg matrix, when we use U i,i as pivot the only other nonzero coefficient in its column is U i+1,i . As a consequence, when performing this column-pivoting, only two rows (i and i + 1) lead to operations in O K [[X ]] other than checking precision. Hence, line 3 costs O˜(n 2 ) for the computation of U . Following line 1, the computation of Q is done by operations on rows, starting from the identity matrix. The order in which the entries of U are cleared implies that Q is just filled in as an upper triangular matrix: no additional operations in O K [[X ]] are required. Thus the total cost for lines 2 and 3 is indeed O˜(n 3 ) operations.
For lines 4 and 5, there are only n−1 eliminations, resulting in a O˜(n 2 ) cost for the computation of U . Rather than actually constructing P, we just track the eliminations performed in order to do the corresponding row operations on Q, since we only need the product P × Q.
Line 6 is in O˜(n 2 ) and line 7 in O˜(n 3 ). Thanks to the fact that the P only corresponds to the product of n−1 shear matrices, the product on line 8 is in O˜(n 3 ). We emphasize that no division has been done. Line 9 is costless, and the result is proven. □
we may apply Algorithms 1 and 2 to
operations in O K , and then divide the coefficient of X k in the resulting polynomial by p kv .
We will see in Section 5 that for an entry matrix with coefficients known at flat precision, Algorithms 1 and 2 are enough to know the optimal jagged precision on χ M .
The adjugate of X −M
In this section, we combine Proposition 2.7 with Algorithm 2 to compute the adjugate of X −M when χ M is squarefree. Note that, under the assumption that d χ M is surjective, χ M is squarefree if and only if M is diagonalizable. The result is the following O˜(n 3 ) algorithm, where the only divisions are for gcd and modular inverse computations.
3. Similarily compute C := S −1 BS for S ∈ GL n (O K ) corresponding to adding a random linear combination of the columns of index j ≥ 2 to the first column of B. Proof. As we have already seen, completing Steps 0 and 1 is in O˜(n 3 ). Multiplying by T or S or their inverse corresponds to n operations on rows or columns over a matrix with coefficients in O K [X ] of degree at most n. Thus, it is in O˜(n 3 ).
Step 5 is in O˜(n),
Step 6 in O˜(n 2 ) and Step 7 in O˜(n 3 ). We need only prove that the set of P and S to avoid is of dimension at most n − 1.
The idea is to work modulo X − λ for λ a root of χ M (in an algebraic closure) and then apply Chinese Remainder Theorem. The goal of the Step 2 is to ensure the first row of B contains an invertible entry modulo χ M . Since A(λ) is of rank one, the µ i 's have to avoid an affine hyperplane so that row(B, 1) mod (X − λ) is a non-zero vector. Hence we need only avoid a finite union of affine hyperplanes in order for row(B, 1) mod χ (M) to contain an invertible coefficient.
Similarly, the goal of Step 3 is make C 1,1 invertible modulo χ M . Again, only a finite union of affine hyperplane need be avoided. Thus, almost any choice of µ i leads to a matrix C passing Step 4, concluding the proof. □ Remark 3.13. As in the previous section, it is possible to scale M ∈ M n (K) so as to get coefficients in O K and apply the previous algorithm.
Remark 3.14. We refer to [1] for the handling of the precision of gcd and modular inverse computations. In this article, ways to tame the loss of precision coming from divisions are explored, following the methods of [3] .
FROBENIUS FORM
The algorithm designed in the previous section computes the differential d χ M of χ at a given matrix M ∈ M n (K) for a cost of O˜(n 3 ) operations in K. This seems to be optimal given that the (naive) size of the d χ M is n 3 : it is a matrix of size n×n 2 . It turns out however that improvements are still possible! Indeed, thanks to Proposition 2.7, the matrix of d χ M admits a compact form which can be encoded using only O(n 2 ) coefficients. The aim of this short section is to design a fast algorithm (with complexity O˜(n ω ) operations in K) for computing this short form. The price to pay is that divisions in K appear, which can be an issue regarding to precision in particular cases. In this section, we only estimate the number of operations in K and not their behavior on precision. We now fix a matrix M ∈ M n (K) for which d χ M is surjective. Let (α, P, Q, χ M ) be the quadruple encoding the short form of d χ M ; we recall that they are related by the relations:
We may approximate χ M in O˜(n ω ) operations in K by approximating the Frobenius normal form of M [17] . The matrix P can be computed as follows. Pick c ∈ K n . Define c i = M i c for all i ≥ 1. The c i 's can be computed in O˜(n ω ) operations in K, e.g. using the first algorithm of [13] . Let P inv be the n × n matrix whose rows are the c i 's for 1 ≤ i ≤ n. Remark that P inv is invertible if and only if (c 0 , c 1 , . . . , c n−1 ) is a basis of K n if and only if c is a cyclic vector. Moreover after base change to the basis (c 0 , . . . , c n−1 ), the matrix M takes the shape (1). In other words, if P inv is invertible, then P = P −1 inv is a solution of M = PC P −1 , where C is the companion matrix similar to M. Moreover, observe that the condition "P inv is invertible" is open for the Zariski topology. It then happens with high probability as soon as it is not empty, that is as soon as M admits a cyclic vector, which holds by assumption.
The characteristic polynomial χ M can be recovered thanks to the relation a 0 c 0 + a 1 c 1 + · · · + a n−1 c n−1 = −c n−1 · P. Now, instead of directly computing Q, we first compute a matrix R with the property that C T = RC R −1 . To do so, we apply the same strategy as above except that we start with the vector e = (1, 0, . . . , 0) (and not with a random vector). A simple computation shows that, for 1 ≤ i ≤ n−1, the vector C i e has the shape:
with n−i starting zeros. Therefore the C i e's form a basis of K n , i.e. e is always a cyclic vector of C . We may then let R have columns e, C e, . . . , C n−1 e and recover Q using the relation Q = P T inv R. It remains to compute the scaling factor α. We write
by multiplying Eq. (4) on the left by P −1 and on the right by P. We observe moreover that the first row of R is (1, 0, . . . , 0). Evaluating the top left entry of Eq. (5), we end up with the relation:
No further computation are then needed to derive the value of α. We summarize this section with the following theorem:
OPTIMAL JAGGED PRECISION
In the previous Sections, 3 and 4, we have proposed algorithms to obtain the adjugate of X −M. Our motivation for these computations is to then be able to understand what is the optimal precision on χ M . In this section, we provide some answers to this question, along with numerical evidence. We also show that it is then possible to derive optimal precision of eigenvalues of M.
On the characteristic polynomial
For 0 ≤ k < n, let β k : K[X ] → K be the mapping taking a polynomial to its coefficients in X k . By applying [3, Lemma 3.4 ] to the composite β k • χ M , one can figure out the optimal precision on the k-th coefficient of the characteristic polynomial of M (at least if M is given at enough precision).
Let us consider more precisely the case where M is given at jagged precision: the (i, j) entry of M is given at precision O(π N i, j ) for some integers N i, j . Lemma 3.4 of [3] then shows that the optimal precision on the k-th coefficient of
is given by the formula:
where A i, j is the (i, j) entry of the adjugate Adj(X −M).
is given at (high enough) jagged precision, then we can compute the optimal jagged precision on χ M in O˜(n 3 ) operations in K.
Proof. We have seen in §3 and §4 that the computation of the matrix A = Adj(X −M) can be carried out within O˜(n 3 ) operations in K (either with the Hessenberg method or the Frobenius method). We conclude by applying Eq. (6) which requires no further operation in K (but n 3 evaluations of valuations and n 3 manipulations of integers). □
is given at (high enough) flat precision, then we can avoid the final base change step in the Hessenberg and thus any division by a non-invertible. Indeed, observe that, thanks to Lemma 3.7, we can write:
where P lies in GL n (O K ). Moreover, the latter condition implies that P −1 dMP runs over M n (O K ) when P runs over M n (O K ). As a consequence, the integer N ′ k giving the optimal precision on the k-th coefficient of M is also equal to N + min 1≤i, j ≤n val(β k (A H i, j )) where A H i, j is the (i, j) entry of Adj(X −H ), where H is the Hessenberg form of M. Numerical experiments. We have made numerical experiments in SageMath [6] in order to compare the optimal precision obtained with the methods explained above with the actual precision obtained by the software. For doing so, we picked a sample of 1000 matrices M in M 9 (Q 2 ) where all the entries are chosen randomly as follows. We fix an integer N , the relative precision, and generate elements of Q p of the shape
where v is an integer generated according to the distribution:
for |n| ≥ 1 and a is an integer in the range [0, p N ), selected uniformly at random. This distribution is chosen merely because it is the default in SageMath.
Once this sample has been generated, we computed, for each k ∈ {0, 1, . . . , 8}, the three following quantities:
• the optimal precision on the k-th coefficient of the characteristic polynomial of M given by Eq. (6 Results for a sample of 1000 instances Figure 1 : Average precision loss on the characteristic polynomial of a random 9 × 9 matrix over Q 2
• in the capped relative mode (each coefficient carries its own precision which is updated after each elementary arithmetic operation), the precision on the k-th coefficient of the characteristic polynomial of M is computed via the call: M.charpoly(algorithm="df").
Note that the precision behavior described persists when using algorithms other than the division-free method. • in the model of floating-point arithmetic (see [2, §2.3] ), the number of correct digits of the k-th coefficient of the characteristic polynomial of M.
The table of Figure 1 We observe that the loss of relative accuracy stays under control in the "Optimal" column whereas it has very erratic behavior in Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany the two other columns, demonstrating the utility of the methods developed in this paper.
On eigenvalues
Let M ∈ M n (K) and λ ∈ K be a simple 3 eigenvalue of M. We are interesting in quantifying the optimal precision on λ when M is given with some uncertainty.
To do so, we fix an approximation M app ∈ M n (K) of M and suppose that the uncertainty of M is jagged: each entry of M is given at some precision O(π N i, j ). Let λ app be the relevant eigenvalue of M app . We remark that it is possible to follow the eigenvalue λ app on a small neighborhood U of M. More precisely, there exists a unique continuous function f : U → K such that f (M app ) = λ app , and f (M ′ ) is an eigenvalue of M ′ for all M ′ ∈ U.
Lemma 5.4. The function f is strictly differentiable on a neighborhood of M app , with differential at M the map
, where χ ′ M is the usual derivative of χ M .
Proof. The first assertion follows from the implicit function theorem, the second from differentiating χ M (λ) = 0, which gives χ ′ M (λ) · dλ + Tr(Adj(X − M) · dM)(λ) = 0. 
where P i denotes the i-th row of P and, similarly, Q j denotes the j-th row of Q. Note moreover that Y (λ) is the row vector (1, λ, . . . , λ n−1 ). By the discussion of §4, the exact value of N ′ can be determined for a cost of O˜(n ω ) operations in K and O(n 2 ) operations on integers. When M is given at flat precision, i.e. the N i, j 's are all equal to some N , the formula for N ′ may be rewritten:
and can therefore now be evaluated for a cost of O˜(n ω ) operations in K and only O(n) operations with integers.
To conclude, let us briefly discuss the situation where we want to figure out the optimal jagged precision on a tuple (λ 1 , . . . , λ s ) of simple eigenvalues. Applying (7), we find that the optimal precision on λ k is
3 the corresponding generalized eigenspace has dimension 1 Proposition 5.5. The N ′ k 's can be all computed in O˜(n ω ) operations in K and O(n 2 s) operations with integers.
If the N i, j 's are all equal, the above complexity can be lowered to O˜(n ω ) operations in K and O(ns) operations with integers.
Proof. The α(λ k )'s and the χ ′ M (λ k )'s can be computed for a cost of O˜(ns) operations in K using fast multipoint evaluation methods (see §10.7 of [19] ). On the other hand, we observe that P i Y (λ k ) T is the (i, k) entry of the matrix: The latter product can be computed in O˜(n 2 ) operations in K. Indeed, the right factor is a truncated Vandermonde matrix, so that computing the above product reduces to evaluating a polynomial at the points λ 1 , . . . , λ s . Therefore all the P i Y (λ k ) T 's (for i and k varying) can be determined with the same complexity. Similarly all the Y (λ)Q T j are computed for the same cost. The first assertion of Proposition 5.5 follows. The second assertion is now proved similarly to the case of a unique eigenvalue.
□
