We present the perturbative renormalization group functions of O(n)-symmetric φ 4 theory in 4 − 2ε dimensions to the sixth loop order in the minimal subtraction scheme. In addition, we estimate diagrams without subdivergences up to 11 loops and compare these results with the asymptotic behaviour of the beta function. Furthermore we perform a resummation to obtain estimates for critical exponents in three and two dimensions.
I. INTRODUCTION
The field-theoretic renormalization group approach [96, 151, 162] has a long and successful history in the study of critical phenomena, going back to the famous ε-expansion [159] . In particular, it predicts critical exponents of second order phase transitions with high accuracy [103] when combined with resummation methods [104] . More specifically, one can extract approximate exponents for three dimensional O(n) universality classes from the renormalization group functions of φ 4 theory in 4 − 2ε dimensions. 1 Considerable effort has thus been invested in the calculation of the latter to increasingly high orders in perturbation theory.
After the results [24, 158] for three and four loops, the computation [43, 47, 86] of the fifth order yielded highly accurate critical exponents [105] . The subsequent correction [92] of the perturbative result, which only very recently was confirmed by numeric methods [1] , affected the resummed exponents only marginally [76] .
For many years, the renormalization group method in 3 dimensions provided the most accurate theoretical predictions for critical exponents, consistent with the only slightly less precise results from the fifth order ε-expansion [76] . However, considerable progress of other techniques has by now produced a multitude of much more refined results. Among those, we like to point out the particularly astonishing performance of the conformal bootstrap program [40, 101] and Monte Carlo methods [53, 54] , which reached unprecedented accuracy in some cases.
It was therefore overdue to improve on the ε-expansion, which had been stuck at five loops for 25 years. Finally, the 6-loop result for the field anomalous dimension was published in [11] , and we provided the complete set of renormalization group functions for φ 4 theory (n = 1) in [100] . These were obtained in a Feynman diagram computation, that became feasible through the automatization of new techniques [30, 32, 130] to calculate Feynman integrals, very briefly summarized in section III.
Here, we present the six loop renormalization group functions for arbitrary values of n, in the minimal subtraction scheme. The exact (and slightly unwieldy) expressions are given in section IV, together with tables of numeric values for the most interesting cases n ∈ {0, 1, 2, 3, 4}. We then discuss numerous checks of our result and like to stress in particular the confirmation of the beta function and the field anomalous dimension, at n = 1, by Oliver Schnetz [140] . Furthermore, we compare the coefficients of the beta function, supplemented by estimates up to 11 loops, with the expected asymptotic behaviour. This analysis confirms the known fact that the convergence is rather slow in absolute terms, but it also shows that the qualitative trend is correct and we observe a striking pattern of zeros in the dependence on n, in agreement with the asymptotic prediction.
In section V, we give the ε-expansions for the critical exponents and recall the Borel resummation method with conformal mapping, which was employed to great effect in [105, 158] . Since this basic idea can be implemented in many different ways and incorporates several arbitrary parameters, we include a rather detailed discussion of its characteristics. Our resummation algorithm is accurately defined in section V C, followed by a discussion of how we estimate the errors.
Finally, our resummed results for the critical exponents in three and two dimensions are summarized and discussed in sections VI and VII. The reader only interested in these results will find them in tables XI and XII. In short, we find increased accuracy (in comparison to the five loop resummation) and good agreement with results from other methods. While the record precision for η and ν in the cases n = 0 and n = 1 from bootstrap and Monte Carlo methods is clearly out of reach, the ε-expansion seems superior for the correction to scaling exponent ω and is on par for the Fisher exponent η when n ≥ 2. Values for ν tend to be low in comparison with simulations in 3 dimensions and the theoretical predictions in 2 dimensions.
In our conclusion VIII, we anticipate that the upcoming 7-loop renormalization [140] is very likely to result in estimates with smaller uncertainties, which will provide even stronger tests of the compatibility of different theoretical approaches.
We hope that our results will be useful for further analyses. In particular, it would be interesting to compare our critical exponents with other resummation methods applied to the six loop series. Another application might be to probe the asymptotic behaviour of the renormalization group functions, as in [143, 144] . Also, the ε-expansions and Z-factor contributions of individual diagrams should suffice to study other universality classes like the O(n) model with cubic anisotropy [94, 121] or even more complicated cases like [35, 85] .
Therefore we provide an extensive set of data with this article as described in Appendix A and available under DOI 10.5287/bodleian:pvx4nMyQr. We added the computed Feynman integrals to the Loopedia [17] .
II. FIELD THEORY AND RENORMALIZATION
We consider the theory of n scalar fields φ = (φ 1 , . . . , φ n ) with an O(n) symmetric interaction φ 4 := (φ 2 ) 2 = (φ 2 1 + · · · + φ 2 n ) 2 . In D = 4 − 2ε Euclidean dimensions, the corresponding renormalized Lagrangian is
and contains an arbitrary mass scale µ, such that g stays dimensionless. The Z-factors relate the renormalized field φ, mass m and coupling g to the bare field φ 0 , bare mass m 0 and bare coupling g 0 via
In dimensional regularization [150] and minimal subtraction, these Z-factors depend only on ε and g and admit expansions into formal Laurent series
where each Z i,k (g) is a formal power series in the coupling g. The renormalization group (RG) functions can be read off from the residues (at ε = 0) of the Z-factors [56, 149] . In particular, the beta function can be computed as β(g, ε) := µ ∂g ∂µ g 0 = −2ε ∂ log(gZ g ) ∂g
whereas the anomalous dimensions for the field and mass are given by
These RG functions are formal power series in the coupling g. The first terms β(g, ε) = −2εg + n + 8 3
show that, at least for small ε > 0, the beta function admits a non-trivial zero g (ε) = 6 n + 8 ε + O ε 2 such that β(g (ε), ε) = 0.
This critical coupling is a formal power series in ε and determines a fixed point of the renormalization group flow. This fixed point is IR-attractive, meaning that the correction to scaling exponent ω(ε) := β (g (ε), ε) = ∂ ∂g g=g (ε) β(g, ε) = 2ε + O ε 2
is positive. The anomalous dimensions at the critical point define the critical exponents η(ε) := 2γ φ (g (ε)) and ν(ε) := [2 + γ m 2 (g (ε))]
which we compute as formal power series in ε. According to the leading terms
the first terms of their ε-expansions are
We note that there are more critical exponents, but those are related to η and ν via the following scaling 2 relations [96] , which, for the purpose of this paper, we simply take as definitions of α, β, γ and δ:
The critical exponents and the correction to scaling exponent ω are independent of the renormalization scheme and they conjecturally describe phase transitions of numerous physical systems in several universality classes. In section V we describe how we resummed the ε-expansions to arrive at the estimates for these quantities in D = 3 and D = 2 dimensions as presented in sections VI and VII.
III. CALCULATIONAL TECHNIQUES
We compute the Z-factors (2) as the counterterms for the one-particle irreducible correlation functions Γ N of N = 2 and N = 4 fields, by expanding them as Feynman diagrams. The ultraviolet (UV) subdivergences are subtracted with the Bogoliubov-Parasiuk R -operation [18, 19] , such that
,
and
In the minimal subtraction (MS) scheme, the form (3) of the Z-factors is obtained by projecting onto the pole part with respect to the regulator ε = (4 − D)/2,
We use standard techniques [96, 151, 162] to simplify the computation:
3 Relations that explicitly involve the dimension D are often distinguished and called hyperscaling relations. For simplicity, we will refer to all of (10) just as scaling relations.
• Acting with −∂ m 2 squares a propagator, which is equivalent to a 4-point graph with two vanishing external momenta. This way, Z 1 can be expressed in terms of a subset of the graphs contributing to Z 4 [96, section 11.7] .
• Using infrared rearrangement (IRR) [45, 157] , we can set all internal masses to zero and nullify some external momenta such that only massless propagators remain to be computed.
These express all Z-factors in terms of p-integrals (massless propagators) without infrared divergences, and our task is thus reduced to the computation of the ε-expansion of these integrals. The number of φ 4 Feynman graphs contributing to Γ 2 and Γ 4 is summarized in table I. 4 A few of them are primitive (free of subdivergences) and those were computed, up to ≤ 6 loops, already long ago in [25] . 5 In fact, the partial results [29, 138] at higher loop orders have recently been augmented significantly, including in particular the complete set of primitive φ 4 Feynman integrals with 7 loops [131] . In order to calculate the missing integrals with (UV) subdivergences, which was the main technical challenge, we construct auxiliary counterterms using the R operation of the BPHZ-like one-scale scheme introduced in [32] . The resulting linear combinations of integrals are convergent in D = 4 dimensions and can thus be computed exactly, term-by-term after expanding in ε, with the program HyperInt [130] based on the algorithm proposed in [30] .
We gave a detailed account of this new method in [100] . The entire computation is automated with programs written in Maple TM and Python, using the GraphState/Graphine library to manipulate Feynman graphs [8, 10] , which will be published separately. 6 The only addition to be made to the exposition in [100] , is that each Feynman graph G is now not only weighted with the usual combinatorial symmetry factor 1/ |Aut(G)|, but also with an additional O(n)-group factor C G which is a polynomial in n. It equals the number of ways one can assign a component 1 ≤ i e ≤ n of the field φ to each of the edges e of the graph, in such a way that at each vertex v, the flavours of the four edges v [1] , . . . , v [4] meeting at v can be grouped into two equal pairs-according to the interaction term (φ 2 ) 2 . Hence,
gives the group factor for vacuum (i.e. 4-regular) graphs, with
For a propagator (2-point) graph G, let G denote the vacuum graph obtained by gluing the external legs together, and for a vertex (4-point) graph G, let G denote the graph obtained by attaching all external legs to an additional vertex (this is known as the completed graph [138] ). Then it is easy to check that
if G is a propagator graph, and
4 The φ 4 graphs with ≤ 6 loops were already enumerated and tabulated in [122] . Asymptotically, the number of graphs grows factorially with the number of loops and precise higher order expansions were recently presented in [22] . 5 Some of the results in [25] in terms of zeta values were based on numeric techniques, and one value in particular was only later identified in [29] as the double zeta value (17) . Analytic proofs of these 6-loop periods were later given in [128, 137, 139] . 6 Maple is a trademark of Waterloo Maple Inc. We now present our results for the 6-loop renormalization group functions, computed in the minimal subtraction (MS) scheme in D = 4 − 2ε dimensions. Among those, the anomalous dimension of the field takes the simplest form, because it only involves Riemann zeta values 
Note that this result was already obtained in [11] with different methods; so our computation provides a non-trivial check. Numeric values for n ∈ {0, 1, 2, 3, 4} are given in table II. The following results contain also the double zeta value
which (conjecturally) cannot be written as a polynomial in Riemann zeta values with rational coefficients [25, 26] . Our new results are the coefficient of g 6 in the anomalous dimension of the (18) and the coefficient of g 7 in the beta function (19) with numeric values given in table IV. The expansions (16) , (18) and (19) are available in computer readable form in the attached files (see Appendix A).
A. Checks
Our computation exactly reproduced the full 5-loop results [43, 47, 86, 92] and the 6-loop field anomalous dimension [11] , which in turn is consistent with the first three terms in the large n expansion of the critical exponent η from [152] [153] [154] . The leading and subleading terms in the large n expansion of the 6-loop beta function, computed almost 20 years ago in [28, 71] , provided a further successful check.
In addition, we confirmed David Broadhurst's results for the MS-renormalized 5-loop propagator, obtained in 1993. In fact, in [27] he obtained the ε-expansions of all 5-loop propagator integrals with ≤ 5 loops, including the finite parts. 7 These results agree perfectly with our ε-expansions for those graphs.
A particularly strong check of our results is due to Oliver Schnetz [140] , who computed β and γ φ to 6 loops for the case n = 1, using completely different techniques including single-valued integration and graphical functions [139] .
Also, we initially computed all necessary integrals with a combination of:
• integration by parts (IBP) [49] ,
• ε-expansions of 4-loop massless propagators [4, 106, 145] ,
• infrared rearrangement (IRR) extended by the R * -operation [9, 42, 44, 48, 50] and Together with our more recent strategy [100] of parametric integration with the one-scale scheme, we have in fact computed all diagrams with at least two different exact methods ourselves. In addition, the most complicated diagrams were also checked numerically using sector decomposition [15] to at least 3 significant digits, using a computer program by the first author. We furthermore cross-checked our generation of the Feynman graphs and their symmetry factors with GraphState by comparison with the output of the program feyngen from [20] . Our numbers of 2-and 4-point graphs in table I agree with the lists in [122] (after discarding the tadpole contributions). The O(n) group factors were confirmed independently by evaluating (13) with a simple Form [156] program. Also, we verified that, after explicitly expanding β(g, ε) = −2ε/[∂ g log(gZ g )] from (4) and (5) as series in g, all poles in ε cancel and the results indeed coincide with the final expressions in (4) and (5) in terms of the residues Z i, 1 . This shows that all higher order poles of the Z-factors are consistent with the first order poles as dictated by the renormalization group.
Finally, we find our results for the 6-loop coefficients of the RG functions to be in good agreement with various past predictions based on the ≤ 5-loop coefficients. For example, β MS 7 ≈ 34400 [43] and β MS 7 ≈ 34393 [99] for the case n = 1 are very close to our value 34776, where β MS = k (−g) k β MS k . Even more interestingly, asymptotic Padé-approximant predictions (APAPs) were provided for various values of n in [51, 66] , as summarized in table V. In the case of the beta function, we see indeed only very small deviations ( 2%) from our exact results. It seems plausible to expect that the APAP method might provide potentially even more accurate predictions for the 7 loop coefficient. For the anomalous dimensions, the APAP forecasts are still reasonable though significantly less precise, as was already noted and discussed in [51] at the five loop level. 8 In this context let us point out that a qualitatively similar situation occurs for predictions based on the conformal Borel technique: the 5-and 6-loop predictions [99] (at n = 1) for the beta function are good within 1%, whereas the error of the predictions [11] for η increases from 0.5% for 6 loops to 2.5% for 7 loops (according to the 7-loop result for η given in [140] ).
In the following, we discuss the dependence of the RG function coefficients on the perturbative order and on the internal degrees of freedom. We will see that our results are consistent with the expected behaviour.
B. Asymptotics
It has long been known that the renormalization group functions are asymptotic series in the coupling g, with factorially growing coefficients [23, 108] . For the minimal subtraction scheme, the precise leading asymptotic behaviour was first computed in [118] using 4 − 2ε dimensional instantons [117] . Namely, if we denote the coefficients of the beta function by
where C β is a constant that only depends on the number n of field components:
In this expression, γ E = −Γ (1) ≈ 0.577 denotes the Euler-Mascheroni constant and A ≈ 1.282 is the Glaisher-Kinkelin constant defined by
It is well-known that the perturbative coefficients reach their asymptotics rather slowly in the 8 The outlyingly large deviations in γ m 2 for n = 4 and n = 5 at six loops are caused by a pole of the Padé approximant at n ≈ 4.7; the agreement becomes much better again for n = 6 and n = 7. We are grateful to the authors of [51] for their correspondence and investigation of this matter. In conclusion, the discrepancy at n = 5 is very likely an artifact of the Padé method than an indicator of an error in our result for γ φ 4 model [61, 89] , which is illustrated in figure 1 and table VI. We see that, even at 6 loops, the ratio β MS 7 /β 7 ≈ 0.31 is still far from one. One also should bear in mind that, at such low perturbative orders, this kind of ratio depends significantly on the function used to model the asymptotic behaviour [89, Fig. 4 ]. For illustration, we include in figure 1 
which is another reasonable function with the same asymptotics as (20) . In order to probe the asymptotic regime further, we studied the primitive contributions β prim k to β MS k , that is, the sum of the contributions of all 4-point φ 4 graphs that are free of subdivergences. These dominate the leading asymptotics of β MS k as k → ∞, according to [118, page 1865 
In the context of high-order estimates in the perturbative series, we interpret the extra pole in ε as the one produced by the totally irreducible diagrams at high orders. These diagrams are known to be the dominant ones at Kth order for K large for d < 4 and moreover diverge only like 1/ε. Indeed, the last row of table VI shows how the primitive graphs become more and more relevant as the loop number increases. 10 At 6 loops, the primitive graphs β prim 7 already constitute 69% of the coefficient β MS 7 . The primitive contributions at 7 loops are known exactly [131] and included in figure 1 .
Furthermore, we were able to obtain accurate numeric estimates for all primitive graphs with up to 11 loops, using a new method (based on the so-called Hepp bound ) recently introduced by the second author. A brief sketch of this technique is provided in Appendix B. We see in figure 1 that even at 11 loops, the primitive contributions (which are expected to be close to the full β MS 12 ) reach merely about half of the value predicted by the asymptotic formula (20) . Details are given in table XIII.
We conclude that it is not clear how the knowledge of the leading asymptotic behavior of the perturbative coefficients might be used to accurately predict perturbative coefficients at higher orders. It is thus interesting to note that, in principle, corrections to the leading asymptotic behaviour of the form
can indeed be calculated. In fact, the first correction a 1 was computed long ago in [102] for the MOM scheme and much more recently in [97] for the MS scheme, using a method developed in [98] . Unfortunately, these results need to be adjusted 11 and we therefore cannot presently discuss if the term a 1 /k narrows the gap between the exactly known low-order coefficients β MS k and the asymptotic predictions. This correction could also inflate the gap, because the expansion (24) is itself only asymptotic [109, 148] and as such only guarantees an improved fit for very large perturbative orders k.
In particular, we like to stress that the idea to truncate (24) , fit the coefficients a j to make this polynomial in 1/k match the known low order perturbative terms and then use this polynomial to predict (extrapolate) higher order perturbative coefficients, is not justified. 12 For a detailed discussion and criticism of such a procedure, see [87] and [88] .
C. Dependence on n
The coefficients β MS k = β MS k (n) are functions of the number n of fields, because the contribution of each Feynman graph is multiplied with a corresponding group factor (15) . More precisely, β MS k (n) is a polynomial in n for each order k, as seen in (19) . Once normalized by the asymptotic growth k!·k 3+n/2 from (20), these coefficients approach C β in the limit k → ∞. Since this limit is dominated by the primitive graphs, our estimates for β prim k should exhibit the same behaviour. Figure 2 shows that these expectations are indeed fulfilled. First, we note that the observation (from figure 1 at n = 1), that even the 11th perturbative order is far from the asymptotic regime, extends to all n −3. However, all curves share a zero at n ≈ −4, and the primitive contributions 10 Such a comparison was already made in evaluation of the four loop calculation, see [89] . 11 In particular, in both of these papers, the value of Ureg needs to be corrected to n+8 6 (γE + 5/3 + ln π), as was kindly pointed out to us by M. Nalimov. Note that, with this correction, the result for the leading asymptotics computed in [97] coincides with (20) and (21) from [118] . 12 Because (24) is asymptotic, it should be expected that longer truncations with the correct values of aj yield increasingly worse predictions for the low order perturbative coefficients. Hence, forcing these to be matched requires the fitted aj to deviate from their exact values, so there is no reason why those should result in good predictions for higher orders k. with 11 loops vanish also near to the next zero of C β at n = −6. We note that the asymptotic coefficient C β is approximated rather well by the primitive contributions β prim 12
in the intermediate region where −6 < n < −4.
This phenomenon of zeros at certain values of n was observed in [134] and follows simply from the factor Γ(2 + n/2) in the denominator of (21), since it implies that C β , which governs the asymptotic behaviour of β MS k according to (20) , vanishes at even values of n ≤ −4. Indeed, the zero of β MS +1 (n) that is closest to the origin converges rapidly towards −4 as increases, which was checked for ≤ 5 loops in [134] . In table VII, we see that this trend continues at = 6 loops and, with an impressive rate of convergence, the same phenomenon continues in our estimates of the primitive contributions β prim +1 up to = 11 loops. Furthermore, at these higher loop orders, we can see the convergence of the next zeros to the expected values n = −6 and n = −8.
Note that the group factors C G can be negative for such values of n, and in fact only because of these opposite signs is the cancellation of β prim +1 (n) possible at all. As a collective phenomenon, sensitive to all Feynman periods at loop order , we thus interpret the convergence of zeros in table VII towards even values of n ≤ −4 as a strong consistency check of our exact 6-loop results and also of our estimates for the primitive contributions up to 11 loops.
V. RESUMMATION OF CRITICAL EXPONENTS
From the renormalization group functions γ φ , γ m 2 and β in section IV, it is straightforward to work out the ε-expansions of critical exponents. We focus on η, ν −1 and ω, for which (8) and (7) yield the results shown in tables VIII-X.
The ε-expansion f (ε) = ∞ k=0 f k (−2ε) k of a critical exponent f around D = 4 − 2ε dimensions is a formal power series with factorially growing coefficients
In fact, this leading asymptotic behaviour is completely determined by the asymptotics (20) of the beta function, the leading terms (9) of the perturbation series and the defining equations (6), (7) and (8). 13 In particular, all the coefficients C f can be expressed as multiples of C β from (21) and were all computed in [118] . The values of a and the exponents b f were already obtained in [23] :
In order to obtain estimates for the critical exponents in D = 3 dimensions, we must resum the divergent series f (ε) at ε = 1/2. This problem of resummation is a huge subject, see for example the review [36] , and many different approaches have been put forward. Unfortunately, no consensus has so far been reached on the optimal method to resum ε-expansions. We therefore think that a careful comparison of the various methods, based on the 6-loop perturbation series presented here, would be very valuable. In particular in view of the potential for further higher order perturbative computations in the near future, like the 7-loop ε-expansions in the φ 4 model [140] , such further insight into the resummation problem is very desirable.
However, such an extensive analysis would exceed the scope of this article and we decided to discuss only the method of Borel resummation with conformal mapping. It would be very interesting to see how other approaches, including order-dependent mapping [142, 163] , large-coupling expansions [90, 91, 95] and self-similar factor approximants [161] , fare with the 6-loop perturbative input.
A. Borel resummation with conformal mapping
We will describe the method introduced first in [89] for the resummation of series in the coupling g and then also applied to ε-expansions [158] . This technique has a successful history in the resummation of critical exponents [70, 76, 104, 105] and is explained in detail for example in [96, chapter 16] .
To begin with, we denote the
According to (25) , it defines an analytic function in the domain |x| < 1/a with a singularity at x = −1/a of the form (1 + ax) b−b f −1 . We assume 14 that f is Borel summable, which means that B b f (x) admits an analytic continuation to the positive real axis x > 0 and also includes that the Borel sumf
converges and gives the correct value of the critical exponent at ε = 1/2, which is our case of interest (D = 3). By construction, this Borel sumf (ε) has the perturbative expansion f (ε) as required. In order to compute the integral (28), we must analytically continue the Borel transform B b f (x) from the circle |x| < 1/a of convergence to the positive real line. This is achieved with the conformal transformation
as it maps the integration domain x ∈ (0, ∞) to the interval w ∈ (0, 1). Assuming that all singularities of B b f (x) lie on the cut (−∞, −1/a], which is mapped onto the unit circle |w| = 1, the expansion of the Borel transform B b f (x(w)) into a series in w converges in the full integration domain and thus provides the sought-after analytic continuation.
Because we only know the first few expansion coefficients f k with k ≤ 6, we can only approximate the Borel transform. Following [89, 158] , we introduce a second parameter λ and the truncation order to write it as
The coefficients B
f,k would always approach a constant value at x → ∞. This appears to model the Borel transform only very poorly, and a careful choice of λ is essential to significantly improve the quality of the resummation [70, 99, 158] .
Our approximate result for the Borel sum (28) is then given bỹ
Finally, a third parameter was introduced in [105] to improve the results even further. Namely, we consider a homographic transformation
to re-expand the original ε-expansions as series in ε (for q = 0, nothing changes). We then proceed as above, taking this new series as input:
The motivation for (32) is that it allows us to map potential singularities of critical exponents as functions of ε further away from the point ε = 1/2, in order to diminish their possibly detrimental influence on the resummation [105] . In closing, let us stress that there are several aspects in which this basic scheme might be adjusted. For example, we could choose other conformal mappings than (29) , replace (32) by a different transformation and instead of (30) we could use another class of functions to approximate the Borel transform. 15 
B. Dependence on resummation parameters
Our resummation procedure is formulated in terms of three parameters: b, λ and q. If we knew the full perturbation series of a critical exponent f (ε), the resummed valuef (ε) = lim →∞f b,λ,q (ε) would not depend on these choices. But since we only have the first few terms of the ε-expansions at hand, we are forced to consider the truncationsf b,λ,q (ε) with ≤ 6. These do depend on the parameters, which therefore have to be chosen carefully. Let us first comment on b. The asymptotic behaviour of the coefficients of our approximations of the Borel transform, B b,λ, f (x) from (30), is given by
It was noted in [89] that we can therefore match the leading asymptotics (25) of the perturbation series and our model for the Borel transform by setting b = b f + 3/2, according to (27) and
This fixed value was indeed used in [11, 70, 89, 99, 158] , with the idea that it incorporates the contributions from very high order perturbation theory. We do not follow this strategy, for the following reasons:
1. For an exact resummation of the high order contributions, we would actually also have to enforce a precise matching of the constant 16
2. In section IV B we saw that even six loops remain far away from the asymptotic regime ( figure 1 ). The contribution of the resummed asymptotic higher orders is thus likely outweighed by the deviation of the 7-loop contribution from its asymptotic estimate (25).
3. Variation of the parameter b, as first suggested in [103] , can improve the resummation and also provides a hint towards the uncertainty of the result.
Instead, let us investigate how the resummation depends on b. According to (27) , the Taylor coefficients of the Borel transform become smaller with increasing b. Since the non-truncated Borel sum does not depend on b, this implies that the dominant contribution to the integral (28) must come from larger values of x. Hence, with increasing b, our model for the large-x behaviour of the Borel transform (encoded in the parameter λ) should become more relevant. First note that, as expected, in each case the dependence on b decreases if we take more terms of the ε-expansion into account (it will disappear completely only in the limit → ∞). Furthermore, the choice of λ has a strong influence on the b-dependence of the resummation. In fact, for most λ's, the dependence on b is very strong. However, we find that for a rather small range of λ, the 5-and 6-loop resummations become almost insensitive to b as illustrated by the plateau in the second plot of figure 3. This stability (with respect to b) deteriorates quickly if we resum fewer terms of the ε-expansion. As expected from our discussion earlier, we also see that for larger values of b, the resummation depends more strongly on the tuning of λ. Finally note that with (26) , the value b = b η + 3/2 = 5 chosen in [70, 158] seems too small and misses the plateaus.
In conclusion, we take the sensitivity with respect to b both as an indicator of the uncertainty of the resummation and as a criterion to choose λ and q. This is a common approach in general, and the existence of wide plateaus in this case was for example pointed out in [121] . 17 The power of studying the sensitivity with respect to the resummation parameters was also demonstrated in [59] , and indeed we will also apply this criterion with respect to variations of λ.
In figure 4 we see the dependence of the resummation on λ for various b. As we expect from figure 3, very small values like b = 5 give a very unstable picture. For suitable larger values like b = 15 we find λ-intervals where the six loop resummationη 6 (and to a lesser degree also the 5-loop resummationη 5 ) varies only very little. If we further increase b, the curves become more sensitive to λ again. However, even in the plot for b = 25, the value at the near-optimal λ = 2.5 from figure 3 remains essentially unchanged.
Finally, it is important to stress the role of the homographic transformation, indexed by q. The re-expansion in ε after the substitution (32) adjusts the coefficients in a non-trivial way and thereby has a potential to alter the apparent convergence of the resummation procedure. In figure 5 we show the dependence on b for various choices of q, where in each case λ was tuned to minimize the sensitivity to b.
The wide plateau existent for q = 0.2 (already shown in figure 3 ) gets shorter for larger q and the dependence on b becomes much stronger away from a short range of q near 0.2. Also note that the level of the (shortened) plateaus shifts with q (in figure 5 , the plateau moves down when q is raised above 0.2). Clearly, such a strong correlation of the resummation result with a free parameter is not desirable. But we see that the stability criterion with respect to b nevertheless clearly singles out a preferred range of q. The same qualitative observation applies to the dependence on λ, that is, for q far from 0.2, the dependence on λ (as in the plots like the ones shown in figure 4 ) becomes stronger.
In summary, we confirm the observation of [105] that the homographic transformation (32) , with a suitable choice of q, can significantly improve the apparent stability of the resummation with respect to variations in b and λ. Incidentally, note that the nearly optimal choice (with respect to these stabilities) of setting (b, λ, q) to (15, 2.5, 0.2) yields a result ofη b,λ,q 6 ≈ 0.03611, which agrees well with earlier resummations and estimates from other methods (see table XI). Without the homographic transformation, that is q = 0, the stability and the agreement with other results would be much worse (see the left-most plot in figure 5 ).
C. Resummation algorithm
In order to quantify the sensitivity of a function F (x) with respect to a resummation parameter x, we pick a scale ∆ x and define
as the minimum spread of the values F (x ) around F (x) inside an interval x ∈ [a, a + ∆ x ] of width ∆ x that contains x (so a runs from x − ∆ x to x). A smaller value of this quantity corresponds to an increasingly flat plateau (of width ∆ x ) in the kind of plots we show above. Following our discussion in section V B, we want to pick the resummation parameters such that these spreads, and in particular Var b (f b,λ,q ), become as small as possible. But this is not the only desirable criterion.
A further indicator for the uncertainty of the resummation is given by the size of the corrections going from one loop order to the next. In fact, in [70, 158] , λ was determined exclusively by minimizing the relative differences
of the last few loop orders. Pictorially, this amounts to searching for intersections of the curves labelled ε ≤6 , ε ≤5 and ε ≤4 in the plots as shown in figures 3 and 4.
These two very general approaches are called principle of minimum sensitivity (PMS) [147] and principle of fastest apparent convergence (PFAC) [75] . In our context of critical exponents, they are discussed for example in [59] , and they can be applied in many different ways. In fact, we found that several works on resummations leave out some of the details of the employed procedure, making it difficult to reproduce the results. 18 Therefore, let us state our method precisely.
We combine both, the PMS and the PFAC, into the error estimate
The first term accounts for the uncertainty due to the unknown corrections from higher perturbative orders (estimated by the differences of the largest two loop orders), whereas the spreads in the second line take care of the arbitrariness in the choice of the parameters b, λ and q. We pick the scales as follows:
• ∆ b = 20, because we indeed find such strikingly wide plateaus (with only minute variations of the resummation result), as seen in figure 3 and noticed in [121] , for all critical exponents and values of n that we considered.
• ∆ λ = 1, since the dependence on λ is stronger and even at six loops the plateaus do not grow much longer (see figure 4 ).
• ∆ q = 0.02, as the dependence on q is very strong (for fixed λ); higher values of ∆ q would yield unrealistically high error estimates.
Our resummation of a critical exponent f at order then proceeds as follows:
1. Samplef b,λ,q as defined in (33) for parameters in the cube
where b runs over half-integers and λ and q are probed in steps of 0.02.
2.
For each such point (b, λ, q), compute the error estimate (36).
3. Find the (global) minimum E f of these values for E f (b, λ, q).
For the example of η (in the 3-dimensional Ising case n = 1), the "apparently best" resummation, according to our error estimate, occurs at (b, λ, q) = (11, 2.56, 0.2) and yields E A comment is due on our choice for the function E f (b, λ, q), which we use as a quantitative measure for the "quality" of a resummation. Obviously, there are many different reasonable definitions of such a measure. 19 And even if we stay with our definition (36) , it still depends on the somewhat arbitrary parameters ∆ b , ∆ λ and ∆ q . However, we tested numerous such variations and found that their effect on the selection of the "apparently best" resummation parameters (b, λ, q) only results in very small shifts of the critical exponents. David Broadhurst attributes a fitting quote to Jean Zinn-Justin (paraphrased):
In work on resummation, there is always an undeclared parameter: the number of methods tried and rejected before the paper was written.
We stopped counting. In the first case, the "best" resummation is rather sharply localized, whereas the second plot reveals a wide spread among the resummations with small error estimates. The dashed vertical line shows the weighted average.
D. Error estimates
The estimation of resummation errors is a notoriously difficult undertaking, for mainly two reasons:
• We do not know the perturbative coefficients of the next loop order.
• The free parameters (in our case: b, λ and q) can in principle be tuned to reproduce any value for the critical exponents.
Therefore, we can only hope to get a good guess of the error if we assume:
(A) The next perturbative correction is not much larger than the last known correction.
(B) The exact critical exponent is close to the resummed critical exponentf b,λ,q when the parameters (b, λ, q) are chosen in order to minimize E f (b, λ, q).
We chose the widths ∆ b , ∆ λ and ∆ q as given above such that E f (b, λ, q) from (36) should be considered as a lower bound on the error that is inherent to the resummationf b,λ,q . To verify that this guess of the error is self-consistent, we consider plots as shown in figure 6 , i.e. the critical exponent η of the 3-dimensional Ising model (n = 1). Each point (η θ 6 , E η 6 (θ)) represents a set θ = (b, λ, q) of resummation parameters with an error estimate ≤ 0.0006 ≈ 3E η 6 . We notice that the optimal resummation (Ẽ η 6 ≈ 0.0002) is rather sharply localized. The spread of the resummation results around this optimum increases in line with the error estimate-this means that our error estimates are indeed consistent with the actual spread.
But there are also cases, like the critical exponent ν in the O(4) model as illustrated in the right plot of figure 6 , where there exist many resummation parameters that yield a close to minimal error estimate, but which produce results that are spread much more widely than the error estimate suggests. In such a situation, we do not pick the "apparently best" resummation (like we do for η), but instead we choose a mean value (e.g. 1.351 in the O(4) example) as a more faithful representation of the distribution of resummations. This is how we compiled our resummation data in table XI in the next section. Similar plots are provided for all exponents in an ancillary file (see appendix A).
In order to take the actual spreads of the best resummations (like shown in figure 6 ) into account, all errors reported in the following section consist of the minimum error estimate E f , plus an figure 7 , we see indeed only very small fluctuations of the 5-loop resummation when b and λ are varied. Furthermore, the 3-, 4-and 5-loop resummations essentially coincide at θ; in other words, the 4-and 5-loop corrections almost vanish at this point. Nonetheless, we see that the 6-loop correction is significant and much larger than the fluctuations of the 5-loop result. This kind of behaviour appears to be linked with large spreads of the best resummations as shown in the right plot of figure 6 , and explains why, in some rare cases, our error estimates for the 6-loop resummations quoted in table XI actually exceed the error estimates for the resummations of the 5-loop series.
In such a case one could say that the 5-loop result seemed converged, but towards an erroneous value. This phenomenon is particularly well-known to occur in two dimensions, where it was called "anomalous apparent convergence" in [59] . Here we also like to stress that the large x behaviour of the Borel transform B b,λ, f (x) of critical exponents f is still unknown. Hence the power law model (30) is only justified because it seems to work very well in practice, but it remains unclear if λ can actually be interpreted as the exponent of a power law asymptotic behaviour of f (ε) for large ε. If the exact large x behaviour is of a different form, then the PMS might miss the correct value [91, Appendix A].
VI. ESTIMATES FOR CRITICAL EXPONENTS IN 3 DIMENSIONS
The critical phenomena of many interesting physical systems are described by the O(n) universality classes. We refer to [132] for a comprehensive discussion, and only recall some of the most interesting examples: Table XI . Estimates for critical exponents in D = 3 dimensions of the O(n) vector model. Results from the conformal bootstrap and Monte Carlo techniques are listed first (we tried to collect the most accurate predictions in each case). Our estimates from the 5-and 6-loop ε-expansions are shown next. For comparison of the resummation methods, we display the 5-loop results (from ε-expansion without D = 2 boundary conditions) according to [76] .
.036298(2) [101] 0.0381(2) [38] 0.0378(3) [79] 0.0360 ( [13] and ν = 0.5875970(4) in [54] . e These are the results given as ∆ S = 3 + ω in [40, Table 2 ]. n = 0 (self-avoiding walks): polymers [58] , n = 1 (Ising universality class): liquid-vapour transitions, uniaxial magnets, n = 2 (XY universality class): superfluid λ-transition of helium [107] , n = 3 (Heisenberg universality class): isotropic ferromagnets, n = 4: finite temperature QCD with two light flavours [133] .
These are the systems that we consider below; larger values of n were discussed for example in [2, 33, 82] . The critical behaviour of each universality class is governed by the critical exponents α, β, γ, δ, η and ν. However, in our field theoretic approach, only two of them are independent and determine all others through the scaling relations (10). So, while discussing agreement with other theoretical methods, we will only consider the critical exponents η, ν and the correction to scaling exponent ω.
In table XI, we present the summary of our results for the six loop resummation of these exponents, in D = 3 dimensions for 0 ≤ n ≤ 4. For comparison of the resummation methods, we also show the outcome of applying our resummation procedure to the five-loop ε-expansions, in comparison with the results given in [76] for the summation of the same series. It should be noted that we do not consider the renormalization in fixed dimension D ∈ {2, 3}, where the resummation problem is slightly different and has been approached, for example, with the pseudo-ε expansion [124, 146] going back to Nickel [104, reference 19] .
The table furthermore includes a tiny selection of estimates obtained with other theoretical approaches (in particular Monte Carlo and the conformal bootstrap), which by no means can represent the vast literature on this subject. We merely tried to pick the most recent results of the highest apparent accuracy, in order to compare them against our field theoretic method.
Let us first state the following general observations:
1. When we apply our resummation algorithm to the five loop ε-expansions, we obtain values for the critical exponents that are compatible with the resummation of [76] . This indicates that our resummation procedure is consistent with their method, though it differs from ours. 20 2. Our error estimates (at 5 loops) are smaller than those given in [76] .
3. The 6-loop resummation results are consistent with the 5-loop results (within the quoted errors), and in most cases the apparent errors of the 6-loop results are significantly reduced compared to 5 loops.
4. Overall the agreement of the 6-loop resummation with predictions from other theoretical approaches is very good, in particular for η.
The largest apparent discrepancies between our 6-loop resummation and other estimates occur for ω at n = 0 and the exponent ν when n ≥ 1. In fact, the trend that renormalization group based predictions for ν tend to be lower than results from statistical approaches has been observed long ago. Our six loop results narrow this gap only slightly, but due to the large error estimates in those cases we do not attach any significance to these differences yet. Once the 7 loop perturbative results become available, it will be interesting to revisit these cases.
We will now briefly discuss the universality classes one-by-one and, for completeness, show the full set of critical exponents as obtained via the scaling relations (10) from our resummation results for η and ν. However, these derived exponents might be determined more accurately via direct resummations of the individual series, as in [76] , or other resummation techniques.
Note that we resum the ε-expansions as explained in section V, without enforcing any boundary values of exactly known critical exponents in two dimensions. The latter technique is often used to improve the resummation results for three dimensions [72, 76, 105] . However, the exact boundary values are not known in all cases, and it seems difficult to quantify the effect of this procedure on the error estimates. We therefore do not enforce any two-dimensional boundary values; instead, we test our method in section VII by comparing our resummation results in two dimensions with exact predictions.
A. Self-avoiding walks (n = 0) Over the last decade, successive improvements of Monte Carlo methods significantly diminished the uncertainty of critical exponents [52] [53] [54] [55] . The latest and most accurate estimates are γ = 1.156953(1) [53] and ν = 0.5875970(4) [54] . In contrast, the value ων = ∆ = 0.531(3), computed long ago in [13] and confirmed by the very recent result 0.528(8) of [54] , remains the most precise determination of the correction to scaling. In conclusion, we derive
Applying the resummation procedure described in section V to the six loop ε-expansions of η, ν and ω (tables VIII-X) yields η = 0.0310(7), ν = 0.5874(3) and ω = 0.841 (13) .
The values of η and ν are in good agreement with (37) , but the correction to scaling exponent ω differs by ≈ 7%. Note that our error estimate for ω increases from 5 to 6 loops, which hints towards a badly convergent situation. For completeness, we compute the other critical exponents via the scaling relations (10) from (38): α = 0.2378(9), β = 0.3028(4), γ = 1.1566(10), δ = 4.820 (4) .
B. Ising universality class (n = 1)
Experimental measurements in Ising systems, as discussed for example in [113, 132, 141] , have rather larger uncertainties. Theoretical predictions are more accurate, like the Monte Carlo simulations [78] with η = 0.03627(10), ν = 0.63002(10), ω = 0.832 (6) .
The most accurate values were obtained with the conformal bootstrap [65, 101] :
Our resummations for η, ν and ω and the other exponents derived via (10) 
C. XY universality class (n = 2)
Famous for the very precise measurement α = −0.0127(3) in the microgravity experiment at the λ-transition of liquid helium [107] , this universality class also describes planar Heisenberg magnets. Theoretical predictions from a combination of Monte Carlo simulations and High-Temperature expansions in [38] 
The conformal bootstrap [40] provides a correction to scaling exponent ω = ∆ S − 3 = 0.811 (10) .
Resumming the six loop ε-expansions, we obtain η = 0.0380(6), ν = 0.6690(10), ω = 0.804(3),
where the values in the second row are calculated with the scaling relations (10) . The accuracy for α = 2 − 3ν is so small due to the vicinity of ν and 2/3, and serves another motivation for the seven loop calculation of the ε-expansion.
D. Heisenberg universality class (n = 3)
For experimental results, we refer to [68] . The most precise theoretical predictions stem from Monte Carlo simulations [79] : [105] , our results for the resummation of the same series and also for six loops. The first row for the exponents η and ν shows the exact values for the Ising model (column n = 1) due to Onsager [125] and the conjectures of Nienhuis [123] in the cases n = −1 and n = 0. We also report theoretical expectations for the correction to scaling exponent ω. Monte Carlo combined with High-Temperature expansion [37] : 
E. The case n = 4
The Monte Carlo results η = 0.0360(3), ν = 0.750(2) from [79] and η = 0.0365(10), ν = 0.749(2) given in [77] are consistent with each other and also with the values η = 0.0360(4), ν = 0.7477 (8) obtained via y t = 1/ν and y h = (5 − η)/2 from the results in [60] . The correction to scaling exponent is ω = ∆ S − 3 = 0.817 (30) according to the conformal bootstrap [40] .
Our resummation results and the scaling relations (10) 
VII. CRITICAL EXPONENTS IN TWO DIMENSIONS
In two dimensions, the resummation of critical exponents is known to be much less accurate, most likely due to non-analyticities in the beta function at the critical point [34] . 21 Indeed, our errors (determined automatically by the procedure from section V D) reflect this expectation.
The results shown in table XII are again compatible with the 5-loop resummations from [105] . Furthermore, we can compare them with the following predictions:
The exact critical exponents η = 1/4 and ν = 1 of the Ising model were computed by Onsager [125] . The convergence of our perturbative results seems slow, and in particular ν seems to stabilize at a value slightly lower than expected. This phenomenon of "anomalous apparent convergence" was already discussed in detail in [59] at the 5-loop level, and seems to persist at 6 loops.
The correction to scaling, however, is in good agreement with the prediction ω = 1.75 from [34, equation (21)]. n = 0 Our results are compatible with η = 5/24, ν = 3/4 and ω = 2 as already conjectured by Nienhuis [123] , though ν again seems slightly too small and the uncertainty of ω is large. The value of ω has been subject to extensive debate [39] , so increased accuracy from the 7-loop ε-expansion would be particularly desirable here.
The value of η is roughly consistent with Nienhuis' η = 3/20, but for ν the prediction of 5/8 is very far from our result (almost 10 times our error estimate).
VIII. SUMMARY AND OUTLOOK
After many years of work, new mathematical insights into the structure of Feynman integrals have matured into practically applicable techniques that overcome limitations of traditional approaches so far as to enable progress with the perturbative computation of renormalization group functions. Finally, after 25 years, we were thus able to improve on the five-loop results [92] of the O(n)-symmetric φ 4 model. We like to point out that the primitive graphs relevant to this computation have been essentially known for 30 years [25] . So the challenge was not in unknown transcendental numbers beyond zeta values, but the complexity introduced through subdivergences.
Our approach rests on a significantly improved understanding of the parametric representation of Feynman integrals [30, 31] , symbolic integration algorithms based on hyperlogarithms [130] and the Hopf algebra [57] of renormalization underlying the BPHZ scheme [32] . But also other techniques, like graphical functions and single-valued integration [69, 139] , can be used for this kind of calculations, as demonstrated by the impressive, independent work of Oliver Schnetz [140] . In fact, these methods are so powerful that even the 7 loop computation seems now not only feasible but is already underway [140] . Note that the contributions from 7-loop graphs without subdivergences were investigated numerically long ago [29, 138] and are by now already known exactly [131] .
We are optimistic that these tools will also have further applications. They should be particularly amenable to φ 3 theories, whose renormalization only very recently reached the 4-loop level [72, 73] . Fermions and gauge fields provide additional technical difficulties, but even in this very challenging domain, significant progress was achieved recently. Let us just mention the Gross-Neveu model [74] and the particularly impressive 5-loop renormalization of QCD [6, 110, 136] and generalizations [5, 81, 111] . Those computations drew on yet another set of recently improved methods, e.g. [3, 80, 112, 135] .
It is our hope that explicit longer perturbation series, like the ones presented here, will lead to an improved understanding of how they approach their asymptotic behaviour, and provide a sufficiently robust and precise testing ground to evaluate and compare the myriad of resummation methods that have been proposed over time, which usually make various unproven assumptions. Such an analysis is an important task in order to turn a finite number of perturbative coefficients reliably into very precise estimates for physical quantities and necessary to harvest the predictive power of increasingly high order perturbation series. Ultimately, we hope that the deep theory of resurgence and trans-series [62, 63] , in combination with the structure of Dyson-Schwinger equations [12] , will provide superior tools for this task; but so far, its explicit practical lessons seem to restrict to the well-known insight that the analytic continuation of the Borel transform should be tailored to have the expected branch cuts [41] .
As an application, we resummed the 6-loop ε-expansions for the critical exponents in 3 dimensions and found that, in many cases, the resulting reduction of their error estimates renders the renormalization group method again competitive in comparison with recently advanced bootstrap and Monte Carlo techniques. We expect that the 7-loop renormalization will provide critical exponents with even higher accuracies and allow for a more stringent analysis of the compatibility of these very different methods. This is an important task in order to check various assumptions that might be inherent to a particular approach. For example, recent bootstrap results assume that the O(n) models are realized at a "kink" on the boundary of the domain of allowed operator dimensions [40, 65] .
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Appendix A] for Z 2 . Each entry is of the form
and indexed by the loop number and an integer j. A graph G is specified by its Nickel index NI (G) as defined in [122, section II], see also [8] . This is an intuitive notation for an adjacency list with respect to a certain labelling of the vertices, illustrated in figure 8 . Note that we consider graphs without fixed external labels ("non-leg-fixed" in the terminology of [20] ), i.e. the symmetry factor is Sym (G) = (E G )!/ Aut(G) where E G ∈ {2, 4} denotes the number of external legs and the automorphisms are allowed to permute them. Furthermore, the list contains the O(n) group factor C G from (15) and the actual counterterm contribution z G , which, according to (11) , equals ∂ p 2 KR G for Z 2 and KR G for Z 4 . The counterterm Z 1 is expressed as a linear combination of a subset of graphs contributing to Z 4 , as explained in section III. For example, the entry Z4 [6, 458] in Z.mpl corresponds to the graph G depicted in figure 8 with NI (G) = ee12|345|346|45|5|6|ee|. After minimal subtraction of subdivergences in the G-scheme (A2), its pole part is
Multiplied with the symmetry and group factors Sym (G) = 3/2 and C G = (5n + 22)(3n 2 + 22n + 56)/2187, this gives a contribution to Z 4 . The counterterm (A1) also contributes to Z 1 , but with symmetry factor −1/2 and group factor (n + 2) 2 (5n + 22)/243, as dictated by entry Z1 [6, 473] in Z.mpl. Note that this data can also be looked up in [122] , where the graph is called 603-U7. Figure 1 ibid. also provides drawings of all relevant graphs. The full Z-factor is obtained by summing (−g) Sym (G) C G z G over all entries of the corresponding list. The file rg.mpl demonstrates this computation and furthermore generates the expansions of RG functions and critical exponents from these Z-factors (it outputs the contents of expanded.mpl mentioned earlier).
ε-expansions of massless propagators
We obtained the counterterms from massless propagators, which are also called "p-integrals" [49] , via the intermediate use of the BPHZ-like one-scale scheme [32] as explained in detail in [100] . Since these p-integrals might be valuable for other applications, we include our results for their ε-expansions in the files p_int_gi.mpl, where i ∈ {2, 4}. In the case i = 2, we list all 1PI propagator graphs of φ 4 theory, whereas the p-integrals given for i = 4 arose from nullifying some external momenta and rerouting external legs of some subdivergences, according to [32, 100] , in order to make those subdivergences single-scale. In particular, this means that the p-integrals listed for i = 4 are usually not Feynman graphs of φ 4 theory, due to vertices of valency greater than four.
The ε-expansions are given for external momentum squared p 2 = 1 in the G-scheme [45] : each integration over a loop momentum k carries the measure
which in particular normalizes the bubble NI = e11|e|, which is the first entry pInt[1, 1] in p_int_4.mpl, to be exactly 1/ε. For example, the entry pInt [6, 163] In the discussion of the asymptotic behaviour in section IV B, we included the contributions of primitive (subdivergence free) graphs to the β function with up to 11 loops in figure 1. These graphs had been enumerated in [138] , but exact results are currently complete only up to 7 loops [131] . The Feynman integral of such a primitive 4-point graph G with loops (and + 1 vertices) has a simple pole P (G) /( ε) and thus contributes −(−g) P (G) / to Z 4 and Z g . Taking the symmetry factors into account, the resulting contributions β prim (g) = k β prim k (−g) k to the beta function defined in (4) are
The residue P (G) is known as the Feynman period [16] and can be written in Schwinger parameters x e (one for each edge e ∈ E(G) of the graph) as
Here, the Symanzik polynomial ψ G is given by a sum over spanning trees T of G,
Beyond 7 loops, not all Feynman periods are currently known [131] . Standard numerical techniques for the evaluation of (B2) are based on sector decomposition and Monte Carlo integration [15] . Unfortunately, these methods are not applicable in practice to graphs as complicated as the φ 4 graphs with 11 loops that we are facing here. However, we find that a decent numerical estimate for the integrals (B2) can be obtained from a rather simple graph invariant, constructed by approximating the Symanzik polynomial (B3) with its dominant (maximal) monomial. ∈ Q.
Note that H (G) ≥ P (G) is indeed an upper bound. It is much easier to compute than the actual period (B2); in particular, it is just a rational number and the calculation of the Hepp bounds for all primitive graphs with up to 11 loops is possible without much difficulty. The Hepp bound has many more interesting properties and will be explored in detail in a paper by the second author [127] . What is relevant for our purposes here is that, surprisingly, these easily obtainable numbers correlate strongly with the complicated Feynman period. For example, figure 9 shows the period P (G) as a function of the Hepp bound H (G) at 7 loops, where all periods are known exactly due to [131] .
This relationship between P (G) and H (G) is well approximated by a power law, and even better when we allow for one further parameter as in
We fit the parameters a , b and c to the known periods at loop order . The resulting coefficients are given in table XIII and the plots of f are shown in figure 9 for = 7 and = 11 loops. In all cases, the approximation by the very simple fit curves (B5) reproduces the known periods within 2% accuracy. 23 We note though that, with growing loop number, only very few periods are known exactly, as current integration techniques only apply to graphs with certain special combinatorial structures [131] . Our fits are thus biased-however, for the purpose of our discussion here, we expect this systematic error to be negligible. To estimate the primitive contributions β prim +1 to β MS +1 at loop order , we substitute f (H (G)) for P (G) in (B1). The calculation can be economized due to the fact that primitive graphs G with the same completion F (the completion is the 4-regular graph obtained by adding a vertex v and connecting it to the external legs, such that G = F \ v) have equal periods [138] and Hepp bounds. Therefore, H (F ) := H (F \ v) is independent of the choice of the vertex v. Table XIII summarizes the number of (isomorphism classes of) such completions, which were given also in [138, Table 1 ]. We used nauty [119] to generate these graphs and to count their automorphisms.
Using the orbit-stabilizer theorem, |Aut(F \ v)| = Stab Aut(F ) (v) = |Aut(F )| / |Aut(F ) · v|, we can express the primitive contributions (B1) as a sum over the completed graphs as 24 β prim +1 (n) ≈ 2 · 4! · ( + 2) × primitive F , loops, 4-reg.
where we also made the group factor C F from (13) explicit, using (15) . In table XIII we show the results for n = 1 and see, for example, that at 11 loops, the primitive contributions amount to 51.5% of the asymptotic prediction β exactly, we expect our estimates for β prim +1 to be accurate within 1% . 
