Subspace based estimates, i.e. estimates obtained by exploiting the orthogonality between a sample subspace and a parameter-dependent subspace have proved useful in many applications, including array processing and system identification. The purpose of this contribution is to complement the already available theoretical results generally obtained in specific contexts.
Introduction
The common strand behind subspace estimation is to exploit the geometrical property of a certain matrix-valued statistics for estimating unknown parameters. The best known example of these techniques may be the so-called Pisarenko's method [2] , which makes use of the eigen-subspace of a certain covariance matrix to estimate the frequencies of sine waves in white noise. These methods have gained much popularity in the signal processing community in the last decade, and have been applied successfully to a variety of problems, such as the estimation of direction-of-arrivals in narrow-band array processing (Stoica and Nehorai [3] , Ottersten, Viberg et al. [1, 4, 5] ), and in linear system identification (see, among many others, Van Overshee and De Moor [6] , Moulines et al. [7] , Viberg [8] ).
The paper offers generic asymptotic results about subspace-based estimates, with emphasis on 'invariance' properties. In section 2, subspace fitting techniques for parameter estimation in the Single-Input Multiple Output Moving-Average (SIMO-MA) system are presented as a motivating and illustrating example for this study. Section 3 gives some general results about subspace estimation. In particular, the existence of a lower bound for the asymptotic covariance of the estimates is established. In section 4, this lower bound is shown to depend only upon 'subspace quantities', but not on any particular choice of vectors whose span are used to represent subspaces. This key property, referred to as the invariance of subspace fitting estimate is central to our contribution. In section 5, the links between subspace fitting and the methods of moments are evidenced. Section 6 outlines how these results are adapted when the unknown subspace parameters are further subject to constraints. Section 7 serves to illustrate our findings for subspace estimation in the SIMO-FIR model.
Motivating example
The problem of blind identification of noisy single-input multiple output FIR systems has recently attracted considerable interest [9, 7] . It will serve here as a simple example to illustrate both the subspace-fitting methodology and the optimality issues addressed in the paper. We consider the following q-dimensional linear process {y(n)} :
Here, θ = [θ(0) T , . . . , θ(M ) T ] T is the q(M + 1) × 1 vector of unknown system parameters, {v(n)} is the (unobserved) scalar input sequence and {b(n)} is a measurement noise. Model equation (1) can be more compactly rewritten as:
by stacking, for P ≥ M , successive samples according to 
By analogy with the standard terminology in array processing, the range space of S(θ) is called the signal subspace and its ortho-complement is called the noise subspace. A key feature of matrix S(θ) is that, under mild assumptions (see sec 7) , it is (essentially) uniquely determined by its range space i.e. Span(S(θ )) = Span(S(θ)) only if θ is proportional to θ [10, 12] . Based on this property, several subspace-based identification algorithms may be devised because Span(S(θ)) can easily be estimated from observed data. Some possible approaches to subspace-based blind identification are now reviewed. Denote Π S (θ) the orthogonal projector onto the signal subspace i.e. onto Span(S(θ)) and Π N (θ) the orthogonal projector onto the noise subspace: Π S (θ) + Π N (θ) = I, where I is the identity matrix. Then the proportionality of θ and θ is also implied by the condition Π S (θ ) = Π S (θ), by Π N (θ ) = Π N (θ) or by Π N (θ )S(θ) = 0. Finally, if G(θ ) is some matrix-valued function such that Span(G(θ )) is the orthogonal complement of Span(S(θ )) (see Gurelli and Nikias [13, 14] for a very simple example of such a function), the condition Π S (θ)G(θ ) = 0 also implies the proportionality of θ and θ .
These conditions can be turned into identification criteria, as follows. DenoteΠ S and Π N some estimates of Π S (θ) and Π N (θ) respectively (typically obtained from an eigendecomposition of the sample covariance matrix of Y (n)) and consider the following functions:
where we have defined A T W Vec(A) for a m × n matrix A and a mn × mn symmetric non-negative 1 matrix W and where Vec() operator unstacks the columns of a matrix into a column vector.
Estimates of θ can be obtained asθ i = arg min |θ |=1 c i (θ ) for i = 1, . . . , 6. Estimatesθ 1 andθ 2 will be referred to as 'subspace matching' estimates. They belong to a more general class of 'statistic matching' estimates where parameter estimation is obtained by minimizing a quadratic form in the difference between sample and ensemble-averaged values of a vector of statistics (see Porat [15] for applications in system identification). Estimatesθ 3 toθ 6 are more specific to the subspace approach because they explicitly rely on an orthogonality property. They will be referred to as 'subspace fitting' estimates. Both classes are related by the nature of the statistic involved in the estimation. There is an even closer relation when W = I, in which case · W is the Frobenius matrix norm. Using M 
showing that estimatesθ 1 toθ 4 are identical in this particular norm. This contribution, however, does not consider specifically the Frobenius norm: emphasis rather is on 'optimal' estimates, obtained by choosing the best possible weighting W , which is not in general a constant matrix but depends on the unknown value of the parameters to be estimated. As a matter of fact, we do not focus on the particular example outlined above, but on the general framework of subspace estimation, as described below.
A particular class of subspace techniques estimates unknown parameters by 'subspace fitting'. Fitting techniques rely on a pair of matrices: an r × q matrix-valued statisticN n and an r × p matrix-valued function S(θ) depending on the parameters of interest. An estimateθ is obtained as the value of θ minimizing a criterion like c(θ) = S T (θ)N n 2 W . measuring the orthogonality between the columns ofN n and those of S(θ), This paper contains the following results. Section 3, gives 'generic results' on subspacefitting estimates. In particular, the asymptotic covariance matrix C W of the estimates for a given weight W is given and shown to be lower bounded as C W ≥ (J (S,N ) ) −1 . The lower bound is attained for a family of optimal weights. In section 4, we investigate the properties of J (S,N ) . We first establish the invariance w.r.t. S(θ), meaning that
whenever the column space of S(θ) and of S (θ) are identical for all θ. In particular, one has J (S,N ) = J (P S ,N ) where P S (θ) is the orthogonal projector onto Span(S(θ)). Next, we establish invariance w.r.t. the statistic, i.e. J (S,N ) = J (S,N ) when Span(N n ) and Span(N n ) are statistically equivalent in a sense defined in Th. 6. In particular, J (S,N ) = J (S,P N ) . Merging these two invariance properties yields J (S,N ) = J (P S ,P N ) showing that the lower bound ultimately depends only on intrinsic subspace properties and not on particular choices of matrices S(θ) andN n spanning these subspaces. We conclude by studying the relationships between subspace fitting and subspace matching estimation.
Subspace fitting estimation
This section is concerned with general properties of subspace fitting estimates [1, 16, 5] . Relevant assumptions and notations are first given. Inference about a vector parameter of interest θ ∈ Θ ⊂ R l is based on a matrix-valued statisticN n ∈ R r×q . Actually, we make no assumption on the distribution of the observations themselves, but only on the asymptotic distribution ofN n :
This assumption uses the following convention: a sequence {X n } of random r × q matrices is said to be asymptotically normal with asymptotic mean X and asymptotic covariance matrix C, or in short '{X n } is AN (X, C)' if the rq × 1 random vector √ n(Vec(X n ) − Vec(X)) converges in distribution to a normal random vector with zero mean and covariance matrix C. Whenever a sequence {X n } is AN (X, C), we note for short C = Cov(X).
Subspace fitting estimation is relevant when the limit N (θ) of the statisticN n is a rank deficient matrix and when it exists a matrix-valued function S(θ) : Θ → R r×p , depending only on the parameter of interest and satisfying the following assumption.
Hence the basic mechanism of subspace fitting which consists in obtaining an estimateθ of θ such that the columns S(θ) are 'as orthogonal as possible' to the columns ofN n . Note that we do not require that Span(S(θ)) and Span(N (θ)) are orthogonal complements.
The following notational conventions hold throughout. Bold face letters denote values of functions of θ taken at the 'true value' of the parameters. In particular, we denote
Partial derivatives with respect to the components of θ = (θ 1 , · · · , θ l ) are denoted :
and similarly for other differentiable functions on Θ. It is often needed to collect all the derivatives into a unique larger matrix. We will typically denote:
[
and similarly for other matrix-valued differentiable functions on Θ. Since matrix S(θ) has size r × p, matrix [Ṡ] has size rp × l. This study being restricted to 'regular' models, we assume:
Assumption 3 (Regularity) Θ is a compact set. The functions θ → S(θ) and θ → N (θ) are continuous and differentiable on the interior int(Θ) of Θ. Moreover, rank(S(θ)) is constant on Θ and
The meaning of the technical condition (9) will become apparent later. The previous assumptions define the admissibility:
is said to be admissible for subspace fitting estimation if it satisfies assumptions 1, 2 and 3.
Definition 2
The saturation condition is: ∀θ ∈ Θ Span(S(θ)) + Span(N (θ)) = R r .
Before proceeding, we stress that 'saturation' is not assumed in the following unless explicitly mentioned, neither do we assume that N or S have full column rank. If saturation holds, however, additional properties can be obtained (see section 4.4).
A subspace fitting estimateθ W n is obtained as the minimizer of an orthogonality criterion:
where W is a (possibly rank deficient) symmetric non-negative matrix. For a given admissible pair (S(·),N n ), the weight matrix W must be chosen to preserve identifiability:
Definition 3 A matrix W is said to be admissible for the value θ of the parameter if it preserves identifiability, i.e.
Any fixed positive definite matrix W is admissible for any value of θ, the most straightforward choice being the identity matrix. As shown below, 'optimal' weighting matrices for subspace fitting may be rank deficient and the null space of the weighting matrix will generally depend on θ. As when dealing with generalized moment estimates [15] , the weight W in (10) can be replaced by a consistent estimateŴ n (such estimates can be obtained in many cases of interest). We omit the proof of the following theorem which can be easily adapted 2 from Porat (Section 3 of [15] ).
Theorem 1 Assume that (S(·),N n ) is an admissible pair and that matrix W is admissible at point θ ∈ int(Θ) for this pair. LetŴ n a consistent sequence of estimates of W . Then,
and the sequence {θ W n } is AN (θ, C W ) with asymptotic covariance matrix:
The covariance matrix C W depends on the weighting matrix W . This raises the issue of optimal weighting, i.e. the existence of a matrix W such that C W ≤ C W for all admissible W , this inequality being understood in terms of the partial ordering of the Hermitian matrices.
Lemma 1 Let Q and Γ be two matrices with the same number of rows, Q T Q being invertible and Γ being non negative symmetric. If Span(Q) ⊂ Span(Γ), then for any symmetric matrix W such that Q T W Q is invertible, it holds that
Above, as in the following, the superscript # denotes the Moore-Penrose pseudo-inverse of a matrix. When matrix Γ is full-rank, this inequality holds unconditionally. However, our purpose requires to deal with possibly singular matrices Γ; lemma 1 shows that the inequality still holds, provided the range of Γ satisfies an additional assumption. Straightforward application of lemma 1 with Γ = Cov(S TN n ) and Q = [Ṡ T N] yields the following optimality theorem.
Theorem 2 For an admissible pair (S(·),N n ) and any admissible weighting matrix
and this lower bound to the asymptotic covariance is attained for W = Cov
This result obviously parallels the theory of maximum likelihood estimation with J (S,N )
playing the role of the Fisher information matrix. Next section shows in particular that this lower bound does not actually depend on S andN n but only on 'subspace quantities'. In the general setting under consideration, it does not seem possible to establish that W is necessarily admissible because admissibility is a global property while our results are asymptotic and thus essentially local. Therefore, it is generally needed to assume the following:
Assumption 4 (Admissibility of the optimal weight) The optimal weight W = Cov
It must be stressed that many different weighting matrices attaining the lower bound may exist. In other words, C W = C W does not necessarily imply that W = W . In such cases, the best weighting matrix may be chosen based on implementation concerns among all these matrices which are asymptotically efficient.
Invariance of subspace fitting estimates
This section is devoted to establishing two invariance properties related to optimal subspace fitting. The basic intuition is that optimal procedures often enjoy invariance properties. For instance, estimation based on optimal matching of a statistic is invariant under invertible transformations of the statistic. Since subspace fitting estimation is ultimately based on orthogonality between spaces, it may be expected that the behavior of optimal estimates is governed only by 'subspace quantities'. Actually, we show below an invariance under non-invertible transformations: replacing a matrix by its column space.
Pseudo-scores
Our approach is based on first-order stochastic expansions of estimates.
Definition 4 If a sequence {θ n } of estimates of a parameter θ can be written aŝ
where {u n } is AN (0, Γ u ), then {u n } is said to be a sequence of pseudo-scores for {θ n }.
Note that if a sequence {θ n } of estimators admits a sequence {u n } of pseudo-scores which is
n } and {θ (2) n } be two sequences of estimates respectively admitting the pseudo-scores {u (1) n } and {u
In the following, we shall establish invariance properties by comparing pseudo-scores. Pseudo-scores of optimally weighted subspace fitting estimates based on the pair (S(·),N n ) have the following characteristic form:
obtained by rewriting (11) with the expression of the optimal weight given in th. 2. This form of the pseudo-score suggests that matrix S may factor out, leaving an expression not depending explicitly on function S(·). As a matter of fact, invariance of pseudo-scores (hence of the corresponding estimates) may be established via the following lemma.
Lemma 2 Let {v n } denote an asymptotically normal sequence: {v n } ∼ AN (0, Cov(v)). For two matrices A and B with compatible dimensions, the two sequences {u (1) n } and {u (2) n }:
are equivalent, i.e. u
(1)
, if the following two conditions hold:
Invariance with respect to the test function
We start by proving invariance with respect to the test function S(·). Denote P S (η) the orthogonal projector onto Span(S(η)) and denote P S its value at the true parameter η = θ:
We wish to compare estimates based on (S(·),N n ) to estimates based on (P S (·),N n ).
Theorem 3 If a pair (S(·),N n ) is admissible, so is the pair (P S (·),N n ).
Thus by using eq. (16), a pseudo-score associated to the pair (P S (·),N n ) is:
This pseudo-score u ]. However, the following relations hold:
These equalities are easily seen to stem from the basic property Vec(ABC) = (C T ⊗A)Vec(B) and from P S S = S. Inserting identities (22) and (23) 
which would be identical to expression (21) of u (P S ,N ) n if matrix I ⊗ S cancelled out in (24). That such a cancelation occurs is not a priori granted because matrix I ⊗ S is not invertible. However, one may prove that Lemma 3 For an admissible pair (S(·),N n ), it holds that
Thus the technical conditions required to apply lemma 2 are fulfilled (actually eq. (25) holds regardless of admissibility) : matrix I ⊗ S does cancel out in (24) and we can conclude with this theorem.
Theorem 4 (Invariance w.r.t. test function) Optimally weighted subspace fitting estimates based on the pairs (S(·),N n ) and (P S (·),N n ) have equivalent pseudo-scores, i.e.
Invariance with respect to the statistic
We turn to invariance w.r.t. the statistic. Similar to eq. (20) , define
Since the rank ofN n is not assumed to be equal to the rank of P N , the 'sample projector' P N must be defined via a singular value decomposition as the orthogonal projector onto the space spanned by the ρ N most significant left singular vectors ofN n where ρ N is the rank of N. Without strengthening our assumptions, we can establish admissibility of the pair (S(·),P N ).
Theorem 5 If a pair (S(·),N n ) is admissible, so is the pair (S(·),P N ).
Again, by using eq. (16), the pseudo-score u (S,P N ) n associated to the pair (S(·),P N ) for the optimal weight is: u
Contrary to invariance w.r.t. S(·) which was established in previous section, an additional 'rank condition' is required to actually obtain invariance w.r.t.N n .
Definition 5
The rank condition is said to be fulfilled when
This condition may be shown to be automatically satisfied when N is full-column rank, or when matrixN n has the same rank as its limiting value N.
Lemma 4 The mapping η → P N (η) is differentiable at η = θ. Under the rank condition,
Inserting relations (30) and (31) into the pseudo-score (16) yields
(32) which reduces to (28) if matrix N⊗I cancels out in (32). We first prove the following lemma.
Lemma 5 For an admissible pair (S(·),N n ), under the rank condition:
Thus the technical conditions required to apply lemma 2 are satisfied: matrix N ⊗ I does cancel out in (32) and we can conclude with this theorem.
Theorem 6 Under the rank condition, optimally weighted subspace fitting estimates based on the pairs (S(·),N n ) and (S(·),P N ) have equivalent pseudo-scores: u
Discussion
This section discusses some of the previous results assuming that (S(.),N n ) is an admissible pair and satisfies the rank condition.
Full invariance and subspace fitting information. Consider the optimally weighted estimateθ (S,N ) n based on an admissible pair satisfying the rank condition. By theorem 3, the pair (P S (.),N n ) also is admissible. In addition, according to theorem 4, the estimateθ (S,N ) n is asymptotically equivalent to the optimally weighted estimateθ (P S ,N ) n based on (P S (.),N n ) . Then, theorem 5 shows that (P S (·),P N ) is admissible, since (P S (.),N n ) is admissible. Finally, we conclude by Th. 6 that the optimally weighted estimateθ
is asymptotically equivalent toθ
. We thus define an (invariant) subspace fitting information matrix:
which is such that
summarizing the invariance properties associated to a particular pair (S, N ). We recall that the invariance does not only hold in terms of the covariance matrices, as expressed by identities (36) but also in term of the pseudo-scores. The associated invariant subspace fitting score is u
Saturation. Of special interest is the situation where the range of the two matrices S(θ) and N (θ) taken altogether span the whole space: P N (θ) + P S (θ) = I. Then, the knowledge of the signal subspace is equivalent to the knowledge of the noise subspace. In particular, if P N is an estimate of P N (θ), thenP S = I −P N is an estimate of P S (θ) andP N +P S = I. Differentiating P N (θ) + P S (θ) = I respect to θ yieldsṖ S +Ṗ N = 0 which implies that:
Similarly,P N +P S = I implies Cov(P SPN ) = Cov(P SPS ). One can then express pseudo-scores and information matrices in terms of quantities pertaining only to one of the two (complementary) subspaces. For instance:
5 Subspace matching and subspace fitting
We consider optimal estimation based onP N (subspace matching) and its relationship to subspace fitting estimates studied in previous sections. The saturation condition is assumed to hold throughout this section because no relationships between the two kinds of estimates can be expected to be found otherwise.
Subspace matching
Statistic matching is a standard estimation procedure (see for example Porat [15] , chapter 3.6). It consists in minimizing with respect to the unknown parameters a quadratic form in the difference between sample and ensemble-averaged values of a vector of statistics. Herein, we consider projector matching. Identifiability then amounts to check that the range space of the noise projector allows to identify the unknown parameters, i.e. P N (θ) = P N (θ ) only if θ = θ . It is easily seen that this condition is met if the pair (P S (.),P N ) is admissible. Applying the statistic matching method toP N leads to the following estimatẽ
As in the subspace fitting method, the weighting matrix V must preserve identifiability. A matrix V is said to be admissible for the subspace matching estimate at point θ if P N (θ ) − P N (θ) V = 0 occurs only for θ = θ . Note that, under the saturation condition, it is equivalent to match the noise and/or the signal projector. Based on theorem 3.16 of Porat [15] , the following version of theorem 1 for subspace matching estimates is easily established.
Theorem 7 Let (P S (.),P N ) be an admissible pair and let the weighting matrix V be admissible at point θ. LetV n a consistent sequence of estimates of V . Then,θV
The sequence {θ V n } is AN (θ,C V ) with asymptotic covariance matrix:
The asymptotic covariance of the subspace matching estimateθ V n obviously depends upon the choice of the weighting matrix V . Similar to theorem 2 (see lemma 3.1 in Porat [15] ), C V is bounded from below by the inverse of matrix J M :
and this lower bound is achieved by the subspace matching estimate associated with an optimal weighting matrix V :
One must check that V is admissible for the subspace matching procedure at θ.
Equivalence of subspace matching and subspace fitting estimation
We examine the equivalence between subspace matching and subspace fitting estimation. In particular, we generalize equivalence results obtained in the context of DOA estimation [17] .
Fitting to matching. Let W be an admissible weighting matrix at θ and denoteθ W n the subspace fitting estimate based on (P s (.),P N ). Applying theorem 1 with S = P S and N = P N , the behavior of the subspace fitting estimate is described at first-order by:
Differentiating the relation P S P N = 0 gives ∂ i P S P N = −P S ∂ i P N and thus
Using again P S P N = 0, we also have
Inserting these two relations into (44) yields:
which is identical to (40) if we set
In addition, it is easily checked that, for this choice of V ,
showing that the weighting matrix V given by (47) is admissible at θ for the matching procedure. We have thus demonstrated the following property:
Theorem 8 Let W be an admissible weighting matrix for subspace fitting at θ and denotê θ W n the subspace fitting estimate for (P S (.),P N ). Thenθ T W (I ⊗ P S ).
Since any fitting procedure is asymptotically equivalent to a matching procedure, the lower bound for subspace matching estimates (42) is smaller than the lower bound for subspace fitting estimates (38), i.e. J −1
Matching to fitting. An arbitrary weighting matrix V cannot -in general-be put in the form given in Th. 8 since matrix I ⊗ P S is not invertible. Hence the converse theorem is not as straightforward as Th. 8. In order to prove it, we introduce the following definitions. The algebraic manifold (in the Euclidean space of r × r real matrices) of orthogonal projectors with the same rank as P N is denoted M. It is defined by the following equations:
The tangent space to M at P N is the linear matrix space characterized by:
The orthogonal projector T : R r×r → R r×r onto this tangent space operates as:
For convenience, the same symbol T also denotes the r 2 × r 2 matrix such that:
By definition, for any orthogonal projector P : R r → R r with Tr(P ) = Tr(P N ), we have:
This relation can in particular be applied to the estimated noise projectorP N . We also have
In addition, the following relations also hold:
This property can be checked by applying T (P N ⊗ P S )T on an arbitrary r × r matrix.
With these properties, and setting C def = P N ⊗ P S for simplicity, it comes:
justified as follows. Equality 1 is a copy of eq. (40). Equality 2 is by using eqs (48) and (49): we can insert T without effect at these places. Equality 3 is by insertion of eq. (50) and cancelation of the 1/2 factors. Equality 4 is by using eq. (49) again. Equality 5 is by (45) and (46). Equality 6 is by identification with eq. (44). The subspace matching estimate with weighting matrix V thus is asymptotically equivalent to a subspace fitting estimate with a weighting matrix W = T V T . This weighting matrix is not automatically admissible at θ but only 'locally' admissible, in the sense that definition 3 holds only for η in a neighborhood of θ but not necessarily for all η ∈ Θ. However, it is easily found that
showing that the admissibility of W = T V T for the subspace fitting procedure is guaranteed under the stronger condition that T V T is admissible at θ for the subspace matching procedure. Gathering these results, we obtain the following theorem: Theorem 9 Assume that the pair (P S (.),P N ) is admissible and that the saturation condition P S (θ) + P N (θ) = I is satisfied. Let V be an admissible weighting matrix for the subspace matching procedure at θ and denoteθ V n the subspace matching estimate. Then,θ V n is asymptotically equivalent to the subspace fitting estimateθ W n with the weighting matrix W = T V T . If, in addition, T V T is admissible for the subspace matching procedure, then W is admissible for the subspace fitting procedure.
Equivalence of the lower bounds. The optimal weighting matrix for the subspace matching procedure given by eq. (43) satisfies T V T = V because T Vec(P N − P N ) = P N − P N + o P (n −1/2 ) as seen from eq. (48). If V is admissible for subspace matching, so is T V T = V for subspace fitting. This shows that the lower bound for the subspace matching procedure is greater than the lower bound for the subspace fitting procedure J −1
Theorem 10 If (P S (.),P N ) is admissible and P S (θ) + P N (θ) = I, the subspace fitting lower bound and the subspace matching lower bound are identical:
This shows optimal subspace fitting procedures exploit (at least asymptotically) all the statistical information contained inP N for θ.
We can gain a better understanding of the relationships between the weights V and W appearing in theorems 8 and 9 by recalling that different weights may correspond to asymptotically equivalent estimates. If V is a weight for the subspace matching estimate (39), then the restriction of the weight to the span of Cov(P SPN ) has no effect on the asymptotic distribution of the estimateũ V . We note that this span is included in the span of T thus the weights V and T V T correspond to asymptotically equivalent matching estimates. In this sense, it is natural to restrict matching weights to the tangent plane, in other words, to consider only these weights V that satisfy V = T V T . For these 'naturally restricted' weights, the relation between V and W given in theorem 9 boils down to the identity. The same considerations apply to theorem 8 where the projector of interest is not T but P N ⊗P S .
Subspace estimation under parameter restriction
In some statistical models, the parameter of interest is subject to restrictions. This is in particular the case for the SIMO-FIR estimation problem (see section 7). We outline how the constrained case relates to the unconstrained case by discussing the adaptation of theorem 1; other properties can be adapted along the same lines.
To obtain a useful theory, we consider parameter restrictions such that Θ is an mdimensional differentiable sub-manifold of R l . Then, for every point θ ∈ Θ, there is an open neighborhood W θ ⊂ R l of θ and a diffeomorphism G(·) such that θ = G(0) and W θ ∩ Θ = G(B) where B = {α ∈ R m ; α < 1} [18] . This diffeomorphism defines a local parameterization of the manifold Θ in a neighborhood of θ. Minimization under restriction on θ becomes unconstrained with respect to α. Thus, re-parameterization allows to apply the results of previous sections (the choice of a particular parameterization is arbitrary). Actually, we show below that the effect of restriction on θ can be expressed using only unconstrained derivatives w.r.t. θ and the orthogonal projector onto the tangent space of Θ at θ. This projector is denoted P; it is given by P = ∂G(∂G T ∂G) −1 ∂G T where ∂G denotes the l × m Jacobian matrix of G at 0; it does not depend upon the choice of the local parameterization G.
Define on B the functionS(α) = S(G(α)) and assume that S is differentiable on a neighborhood of θ; thenS is differentiable on B. By the chain rule of derivation, we have
. It follows that assumption 3 can be expressed in terms of projector P and of unconstrained derivatives as
which is invariant by reparameterization. Similarly, by theorem 1, the (unconstrained) minimizer of S (α) TN n W admits a stochastic expansion:
The corresponding expansion ofθ
which, again, can be expressed independently of the parameterization G aŝ
for any q(M + 1) × 1 vector θ , if Span(S(θ )) = Span(S(θ)), then θ is proportional to θ. Inference is based on the covariance R of the 'stacked' process Y (n) defined by eq. (2). With the above assumptions, R = σ 
The range space of E S is the signal subspace; it coincides with Span(S(θ)). Its orthogonal complement, spanned by E N , is the noise subspace. We denote Π N the orthogonal projector onto the noise subspace, and Π S = I − Π N . LetR n denote the sample estimate of R:
T . Because {Y (n)} is a m-dependent stationary process and have finite fourth-order moments,R n is AN (R, Cov(R)). The asymptotic covariance Cov(R) can easily be deduced from Bartlett's formula (see [19] , theorem 7.2.1); this is omitted for brevity. Asymptotically normal estimatesΠ S (resp.Π N ) of Π S (resp. Π N ) can be obtained from the eigen-decomposition ofR n . Their asymptotic covariance is
with
# (see e.g. [20] ). SettingN n =Π N corresponds to the method developed in [12] . As seen above, assumption 1 is satisfied. Assumption 2 holds, as discussed above. We finally need to check the constrained version of assumption 3, i.e. condition (53). From (55) and using that S(θ) T Π N = 0, we obtain:
From this we get, denoting
where the first equality stems from (56) because Cov(R) is full rank and the second equality holds because S(θ) is full-rank (its row space spans R d ). On the other hand, by its mere definition, matrix [Ṡ T Π N ] takes the following form:
where
TΠ N )): assumption 3 is satisfied. The pair (S(θ),Π N ) is admissible, and the weighted subspace parameter estimates based on this pair are thus asymptotically normal with covariance given by theorem 1. An optimal weight is W = Cov # (S(θ) TΠ N ). Invariance with respect to the test function (theorem 4) shows that the optimally weighted subspace fitting estimates based on (S(·),Π N ) and (Π S (·),Π N ) are equivalent (note however that S(θ) is linear in θ, whereas Π S (θ) is not). Finally, since S(θ) spans the whole signal subspace, the saturation condition holds, and the optimally weighted subspace fitting estimate is equivalent to the optimal matching estimate based on the noise projector (Π N (·),Π N ) or on the signal projector (Π S (·),Π N ). In summary, the optimally weighted subspace fitting estimate based on (S(·),Π N ) reaches the lower bound on the asymptotic covariance among the asymptotically normal estimates of θ based onΠ N .
Conclusion
Some general properties of subspace-based estimators have been reviewed. The focus was on the asymptotic invariance of optimally weighted subspace fitting estimates with respect to the test function and to the statistics. In this context, invariance means that the asymptotic behavior of the estimates depends only on the subspaces spanned by these quantities. We have also established the equivalence of subspace fitting and the optimal subspace matching.
Proofs
The following lemmas will be useful to establish our results. They can obtained by elementary algebraic manipulations and are stated here without proof.
Lemma 6 Let G be a symmetric matrix and let Π denote the orthogonal projector onto Span(G). If a matrix B satisfies rank(
Lemma 7
If Span(A) ⊂ Span(B) and B T = B, then for any matrix C with compatible dimensions, Span(CA) ⊂ Span(CBC T ).
Lemma 8 If B is a symmetric matrix: B = B T , then for any A of compatible dimensions, rank(AB) = rank(ABA T ) = rank(BA T ).
Lemma 9
For matrices A and B with compatible dimensions, rank(AB) = rank(A # AB).
Proof of lemma 1. Denote Γ 1/2 the symmetric square root of Γ and Γ #/2 the pseudoinverse of Γ 1/2 and define the matrices
Note that Γ 1/2 Γ #/2 is the orthogonal projection matrix onto the span of Γ. Since by assumption Span(Q) ⊂ Span(Γ), it holds that Γ 1/2 Γ #/2 Q = Q. Thus:
as was to be proved. Proof of lemma 2. Denote Π the orthogonal projector onto Span(Cov(v)). Note that:
We also have by assumption rank(B T Cov(v)) = rank(Cov(v)). Thus, according to lemma 6,
Proof of theorem 3. For any η ∈ Θ, the condition P S (η)N (θ) = 0 implies S T (η)N (θ) = 0 since P S (η) is the projector onto the span of S(η). This shows that assumption 2 holds for (P S (·),N n ). Since rank(S(η)) is constant on Θ, the map η → P S (η) is differentiable on int(Θ). Finally, condition 3 for the pair (P S (·),N n ) is proved by:
Equality (63) 
Equality (69) is by application of lemma 9. Equality (70) acknowledges that S T # S T = P S . Equality (71) is by application of lemma 8. Equality (72) stems from (I ⊗ P S )Vec(P SNn ) = Vec(P SNn ) and completes the proof of (25). Eq. (26) is established by the following sequence.
Property (73) [22] show thatP
where P ⊥ N = I − P N . Since, by assumption,N n is AN (N, Cov(N n )), o(N n − N) = o P (n −1/2 ) andP N is AN (P N , Σ) for some matrix Σ. Multiplying both sides of (76) by S T shows that 
We can then unfold the following sequence to establish eq. 
Equation (96) is by differentiation of P N = NN # . Equation (97) stems from S T N = 0. Equations (98),(100) are by application of basic Kronecker product properties. Equation (99) is by application of lemma 7, given that Span([S TṄ ]) ⊂ Span(Cov(S TN n )) by assumption. Equation (101) uses eqs (87) and (88). This concludes the proof. Q.E.D.
