Abstract-This paper presents a method for the design of reduced-order observers for a class of linear time-delay systems of the neutral-type. Conditions for the existence of reducedorder observers that are capable of asymptotically estimating any given function of the state vector are derived. A step-bystep design procedure is given for the determination of the observer parameters. A numerical example is given to illustrate the design procedure.
I. INTRODUCTION
In the control literature, there has been considerable attention focusing on the stabilization and state estimation of a class of time-delay systems commonly referred to as neutral systems [1] - [5] . As defined in [6] , neutral systems are time-delay systems that have the same highest derivation order for some components of the state vector, ) (t x , at both time t and past time(s) t t p < . The presence of a retarded argument in the state derivatives increases mathematical complexity and makes the investigation of such equations more complicated than equations with delays only in the states [5] - [6] .
The control and stabilization of neutral systems is often based on the assumption that the entire state vector is available for state feedback control. As discussed in [5] , observer design for neutral-type delay systems has not yet been fully investigated in the literature and remains to be important. In [5] , by using a Lyapunov functional approach, exponential stability of a class of neutral systems was examined and a sufficient stability condition, expressed in terms of an algebraic matrix equation was presented. Observers can then be constructed based on the existence of a solution to an algebraic matrix equation. The observers derived in [5] are full-order observers and include delayed state (estimated) derivatives. This paper considers the design of reduced-order observers for a class of linear time-delay systems of the neutral-type. Conditions for the existence of reduced-order observers that are capable of asymptotically estimating any given function of the state vector are derived. Then, based on the derived existence conditions, a step-by-step design procedure is given for the determination of the observer parameters. Comparing to the existing work in the literature [4]- [5] , the main features of this paper can be summarized as follows: (i) the class of observer proposed in this paper is of low-order and without internal delay; (ii) the proposed functional observers do not include a delayed state (estimated) derivatives and thus make them more attractive from the implementation point of view; (iii) there is no restriction imposed on the matrix associated with the delayed state derivatives and the system is allowed to be singular.
The organization of this paper is as follows. Section 2 presents a problem statement. The main results are given in Section 3. Section 4 illustrates a numerical example. Section 5 concludes the paper. Appendix A provides a proof of the main results. Appendix B provides simulation results.
II. PROBLEM STATEMENT
Consider the following class of linear delay systems of the neutral-type [5] 
and
is a given constant matrix. Without loss of generality, it is assumed that q L rank = ) ( and 
. Let us consider the following observer structure of order q for the system (1) 
III. MAIN RESULTS
In order to deal with the term )
in (1) and also for the convenience of design, let us transform the system (1) into the following descriptor form
where
and define error vectors
The following theorem provides a sufficient condition ensuring that ) ( t z converges asymptotically to ) (t z .
Theorem 1:
There exists an observer of the form (2) for system (3) 
provided that the following matrix equations hold.
Proof: From (4a), (2) and (3), the following error dynamics equation is obtained
From (4b), (2c) and (4a), the error vector ) (t e can be expressed as
From (9) and (10)
Thus, in order to design a linear functional observer (2), it is necessary to solve the matrix equations (5) 
A Design Procedure
Step 1: Obtain matrices 1 N and 2 N from (A15).
Step 2: Use (A14) to derive the matrix gain Z and hence a stable matrix N .
Step 3:
Step 4: From (A4), obtain matrix J , where
Step 5: Finally, obtain matrix H from (8).
IV. A NUMERICAL EXAMPLE
In this section, an example is presented to demonstrate the results of this paper. Let us consider the linear differentialdelay system (1) with
For this example, the assumption that 1
does not hold and therefore their design procedure can not be applied.
Let us now use the results of this paper to design a firstorder observer (2) Step 3:
Steps 4&5:
It is easy to confirm the satisfaction of equations (5)- (8) 
The following simulation study was carried out with the control input signal ) (t u is as shown in figure (1) . Figure (2) shows the simulated responses of ) (
. The initial conditions for the system and observer were taken to be 0
Figure (2) clearly shows that the state estimation error converges to zero. Appendix B shows the simulation results.
V. CONCLUSION
This paper has presented a method for the design of reduced-order observers for a class of linear time-delay systems of the neutral-type. Sufficient conditions for the existence of reduced-order observers that are capable of asymptotically estimating any given function of the state vector have been derived. A step-by-step design procedure for the determination of the observer parameters has been given. A numerical example has been given to illustrate the design procedure. then matrix Ã can be expressed as
Substituting (A2) and (7) into (5), the following equation is obtained
Post-multiply both sides of (A3) by the following full-row rank matrix
( + L denotes the generalized matrix inverse of L ) yields the following two equations
Equations (A7), (6) and (7) can be written in an augmented matrix equation as follows
where 
Therefore upon the satisfaction of (11), a general solution to
is an arbitrary matrix.
Substituting (A13) into (A3) yields 2 1 
In (A14), matrix N is Hurwitz if and only if the pair ) , (
In the following, we will show that that the following condition
is equivalent to the condition (A16). First, post-multiply the RHS of (A17) by a full row-rank matrix 
The LHS of (A17) can be expressed as follows 
It is clear from (A18) and (A19) that (A17) is equivalent to (A16).
Finally, and again, by substituting (A1), 
