Abstract. We observe that the well-known recurrence relation pn+x(z) -(z -a")pn(z) -bñp"_l(z) for orthogonal polynomials admits a "minimal solution" if z is outside the spectrum of the mass distribution ds(t) with respect to which the polynomials are orthogonal and if the moment problem for this distribution is determined. The minimal solution, indeed is f"(z) m //>"(/) ds(t)/(z -t), and can be computed accurately by means of the author's continued fraction algorithm. An application is made to special Gauss-type quadrature formulas.
1. Introduction. Minimal solutions of three-term recurrence relations, and their computational implications, are discussed systematically in [7] . Effective algorithms for computing minimal solutions have been developed in [7] , [16] , [17] and continue to be the subject of further study (see, e.g., [14] , [26] , [5] , [2] , [24] , [25] , [3] ). With these powerful algorithms at hand, it seems desirable to delineate large classes of recurrence relations for which the presence of minimal solutions can be ascertained and the minimal solution itself identified. Even more desirable is an understanding of the deeper reasons for the occurrence of minimal solutions, in terms of intrinsic features of the subject area in which they arise.
Few attempts have been made along these lines. The work of Thacher [22] , [23] on power series solution of linear differential equations with polynomial coefficients may be considered a beginning, inasmuch as the presence of minimal solutions (of the recurrence relation satisfied by the expansion coefficients) is conjectured to be related in a specified way to the type of singularities in the differential equation. Here we wish to consider the recurrence relation *"+i -iz -aH)yn -V.-i. n = 1,2,3,..., bn>0, associated with the moment sequence of a mass distribution ds{t) on the real line. We make the simple observation, apparently overlooked so far, that for any z outside the spectrum of ds(t) the recurrence relation (1.1) possesses a {readily identifiable) minimal solution whenever the moment problem for ds(t) is determined (Section 3). If the spectrum of ds(t) is bounded (i.e., there is zero mass outside some finite interval), then the moment problem is always determined; hence a minimal solution always exists.
Our observation opens up a large class of recurrence relations to which the algorithms mentioned above can be usefully applied. One such application (to special Gaussian quadrature rules) will be discussed in Section 4, and an appropriate algorithm in Section 5.
In the case of the Jacobi distribution on [-1, 1], the existence of a minimal solution (when z £ [-1, 1]) can easily be inferred from the asymptotic theory of difference equations [7, Theorem 2.3] . This is no longer the case for distributions on infinite intervals, such as the generalized Laguerre, or Hermite, distribution.
2. Orthogonal Polynomials and Associated Polynomials. Let ds(t) be a mass distribution on the finite or infinite interval [a, b] (i.e., s{t) a nondecreasing function with infinitely many points of increase), and let ds(t) admit finite moments of all orders, (2.1) mn = f " t" ds(t), n = 0, 1, 2, ... .
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Let (pn{z)} be the (monic) polynomials orthogonal on [a, b] with respect to ds(t), (2.2) [ bpn(t)pm(t) ds(t) = 0, n*m.
Ja
As is well known, they satisfy a three-term recurrence relation of the form
where an are real, and bn > 0, all n. {b0 is arbitrary, but will be set equal to m0.)
The polynomials
are called the polynomials associated with the orthogonal polynomials pn. It is easily seen (and well known) that they also satisfy the recurrence relation (2.3), at least for n > 1. Indeed, by (2.3),
hence, dividing by z -/ and integrating, «,+iW -f PAO ds(t) + (z-a")q"(z) -b"q"_x(z), n = 0, 1, 2, ...,
•'a q_x(z) = 0, q0(z) = 0.
By orthogonality, the integral on the right of (2.5) vanishes if n > 0, and equals m0, if n = 0. Consequently, (26) Í q"+1^ = iz ~ a*)4niz)-hln-\(z\ n = 1, 2, 3, ..., I %(z) = 0> 1\(z) = mo-((2.6) also holds for n = 0, if we redefine q_t{z) = -1 and assume b0 = m0.) Since pQ{z) = l,px(z) = z -a0, hence the Wronskian of pn, qn is equal to m0 at n = 0, we see that [p"{z)} and {q"{z)} are two linearly independent solutions of the recurrence relation (1.1).
3. Minimal Solutions and the Moment Problem. A solution /" of the recurrence relation (1.1) is said to be minimal [7] if there exists a linearly independent solution, g", of the same recurrence relation such that
We show that the existence of a minimal solution is closely related to the determinacy of the moment problem for ds{t).
It is known [18, Satz 4.1] that the integral (3.2) has an "associated continued fraction"
where an, b" are the same coefficients as those appearing in the recurrence relation (1.1). Furthermore, the nth convergent of the continued fraction in (3.3) is equal to q"/p", wherepn, qn are defined in (2.3) and (2.6), respectively,
We are interested in the case in which the continued fraction in (3.3) converges to the integral F{z),
is a minimal solution of (1.1). This follows at once by observing that (3.5) implies
In view of (2.4) and (3.2), we can write f" in the alternative form
If we define (see the parenthetic remark after (2.6)) bQ = w0, q_x{z) =-1, then/n in (3.6) satisfies (1.1) not only for n > I, but also for n = 0, and we obtain the convenient starting value (3-9) /_,(z) = 1. Given the recurrence relation (2.3) for the orthogonal polynomials {/>"} associated with ds{t) we are interested in constructing the (monic) orthogonal polynomials {■nn} with respect to da(t), and the corresponding Gaussian quadrature rules, all of which clearly exists uniquely. A good general procedure for accomplishing our task consists in first determining the coefficients an, ß" for the desired polynomials,
in terms of the coefficients an, bn of the given orthogonal polynomials and in terms of the "modified moments" of do(t), (a i\ fb PA*) ds(t) (4. 3) vn=ja |x_,¡ , « = 0,1,2,..., and then to compute the eigenvalues and first components of the corresponding eigenvectors of the tridiagonal symmetric Jacobi matrix (with elements an, n = 0, 1, 2, . . . , on the main diagonal, and elements \f ßn , n = 1,2,3, ... , on the side diagonals), using the implicit QL algorithm. For details see [8, Section 5] , [10] , [9] . Although this approach may not be the best possible, in terms of efficiency (for more direct methods, see [11] , [19] ), it has the distinct advantage of numerical stability, particularly when the interval [a, b] is finite. Essential for the success of this approach, however, is the accurate determination of the modified moments in (4.3). These are seen to be identical with f"(x) (or -f"(x), if x < a) in (3.8)-a minimal solution of the recurrence relation (1.1), if the moment problem for ds{t) is determined. An effective algorithm for the computation of this minimal solution will be discussed in Section 5. A similar application can be made to weight distributions of the type (cf. also [12] ) 5. An Algorithm for Calculating the Minimal Solution fn(z). A number of algorithms are known for computing minimal solutions of a three-term recurrence relation: Miller's backward recurrence algorithm [1, p. xvii], the author's algorithm based on continued fractions [7] , Olver's algorithm [16] , and an economic reformulation of Olver's algorithm due to Van der Cruyssen [24] . Our experience with these algorithms, when applied to some typical minimal solutions f"{z), has been mixed. (4.4) . The algorithms converge very slowly in these cases. We have tried to combat overflow in Olver's algorithm by rewriting it in terms of appropriate ratios, but were not entirely successful. (An alternative way of dealing with the overflow problem, at the expense of approximately doubling the work, is to use extended-range arithmetic packages, as in [21] , [13] .) On the other hand, our own algorithm in [7] , although not subject to overflow conditions, requires good estimates of the starting index (for backward recurrence) to remain competitive with the other algorithms. Fortunately, such estimates can be derived for the most common distributions ds{t) occurring in practice. For this reason, in the present context, we tend to prefer the continued fraction algorithm of [7] over the other algorithms mentioned. As "normalizing condition" we use the simple condition (3.9), which obviates the need of computing/0(z) separately.
Suppose, then, that we wish to compute f"{z) for n = 0, I, 2, . . . , N. Let v > N, and let quantities rff* and/"(,,) be generated according to For this algorithm to be effective, it is imperative that realistic estimates be available for the initial value of the index v, given N and the error tolerance e. Such estimates can be derived from known asymptotic results [6] concerning the behavior of /"(z) and/?"(z) for large n.
To begin with, we recall from [7, (3.18) ] that the relative errors can be approxi- The contours in (5.6), i.e., the lines of constant \z + Vz2 -1 | = p > 1, are ellipses with foci at ± 1 and sum of semiaxes equal to p; cf. [4, p. 19] .
In the case of generalized Laguerre distributions ds{t) = t"e~' dt on [0, oo], where a > 0, we apply Eq. (A.6) in [6] and combine this with the well-known asymptotic formulas [15, 9.7.1 and 9.7.2] for modified Bessel functions, to obtain,
Here, z is assumed fixed in the complex plane cut along the positive real axis, and 0 < arg z < 27T. For our maximum error in (5.4) to be less than e, it suffices to choose v such that The contours in (5.8), i.e., the lines of constant V \z\ cos \{<p -it) = Vp , are now parabolas with focus at the origin and vertex at (-p, 0).
Finally, the case of Hermite distribution ds(t) = e~^ dt on (-oo, oo) can be reduced to the case a = ± z\ of the generalized Laguerre distribution by observing that H2n(z) = L("-x/2\z2), H2n + X(z) = zlfx,2\z2), hence, for z nonreal, /:
« e^H^dt z -t = 8n(z)f Jo e-'t^'2l\tU^(t) dt where + or -holds, depending on whether n is odd or even, and where Sn(z) = 1 for n odd, and 8"{z) = z for n even. Proceeding as before, we now find for v the estimate <"> -(vf + l^)!' •<• -Z <1T.
The contours in (5.9) are straight lines parallel to the real axis.
Numerical experience has shown the estimates (5.6), (5.8), (5.9) to be quite realistic. In the majority of cases examined, one repetition of the algorithm (5.1) (with v incremented by 5) suffices to confirm the desired accuracy. Occasionally, two repetitions are required, and only rarely three (and this only when v is quite large). On the other hand, when lowered by 5, the estimates, with few exceptions, proved inadequate to achieve the desired accuracy.
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