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Re´sume´ – La classification de graphes s’appuie ge´ne´ralement sur une mesure de similarite´ entre graphes utilise´e ensuite par un
classifieur. Nous proposons ici l’utilisation des me´thodes a` noyaux pour une application de reconnaissance de formes repre´sente´es
a` l’aide de graphes. Nous introduisons tout d’abord la notion de noyau de graphe que nous e´tendons en proposant des noyaux
entre des sacs de chemins. Nos premiers re´sultats montrent l’inte´reˆt de cette approche par rapport aux approches classiques de
comparaison de graphes.
Abstract – A common approach for classifying shock graphs is to use a dissimilarity measure on graphs and a distance based
classifier. In this paper, we propose the use of kernel functions for data mining problems on shock graphs. The first contribution
of the paper is to extend the class of graph kernel by proposing kernels based on bag of paths. Then, we propose a methodology
for using these kernels for shock graphs retrieval. Our experimental results show that our approach is very competitive compared
to graph matching approaches and is rather robust.
1 Introduction
La reconnaissance de formes a` l’aide d’images a fait
l’objet de nombreux travaux lors de ces dernie`res anne´es.
Parmi les nombreuses proble´matiques implique´es dans ce
processus, une des principales consiste a` extraire des ca-
racte´ristiques les plus pertinentes possibles afin d’extraire
les donne´es les plus repre´sentatives a` partir des signaux .
Les caracte´ristiques sont ge´ne´ralement extraites a` par-
tir des donne´es brutes du signal. Cette information reste
donc fide`le aux donne´es mais relativement de bas niveau.
L’ide´e consiste alors a` structurer les donne´es entre elles
afin d’extraire une information de plus haut niveau. Une
manie`re de re´pondre a` cette alternative repose sur l’utili-
sation de graphes. Un graphe permet en effet de structurer
diffe´rentes composantes (les nœuds) a` l’aide d’arcs en ap-
portant une information supple´mentaire a` propos de la
structures des composantes. Dans le cas de la reconnais-
sance d’objets, les graphes sont une repre´sentation com-
pacte et structure´e des formes des objets.
De nombreuses approches proposent ainsi d’utiliser des
graphes pour la reconnaissance d’objets [8, 2, 1]. La pro-
ble´matique consiste alors a` comparer les graphes entre
eux. Des solutions existent, comme par exemple la mesure
edit-distance ou la recherche du plus grand sous graphe
commun. Nous proposons d’e´largir la notion de comparai-
son de graphes a` l’aide d’un noyau de graphe, c’est a` dire
un produit scalaire entre graphes. La de´finition d’un noyau
de graphe permet e´galement de be´ne´ficier de la the´orie
sousjacente des me´thodes a` noyau.
Le calcul d’un noyau de graphe est compose´ de deux
e´tapes principales. Tout d’abord, les graphes sont de´com-
pose´s en des ensembles de chemins puis le noyau final est
obtenu en comparant ces ensembles de chemins. La com-
paraison de deux structures est ainsi ramene´e a` la compa-
raison d’ensembles des composantes de ces structures.
Apre`s avoir rede´fini brie´vement la construction des en-
sembles de chemins (section 2), nous montrerons que les
formulations de noyau de graphes peuvent s’e´crire comme
des noyaux sur des ensembles (section 3). Enfin, nous ap-
pliquerons finalement cette approche de noyai de graphe
comme mesure de similarite´ pour la reconnaissance d’ob-
jets (section 4).
2 Sac de chemins
Nous allons tout d’abord de´finir la repre´sentation par
graphe et la notion de sac de chemins.
2.1 Repre´sentation par graphe
Soit N un ensemble fini de nœuds et A un ensemble fini
d’arcs tel que A ∈ N × N . Un graphe G est ainsi de´fini
par un ensemble de nœuds et d’arcs tel que G = (N,A).
Lors de ces travaux, nous avons suivi la me´thode pro-
pose´e par Diruberto et al. [6] afin d’extraire des graphes a`
partir d’images d’objets dont nous connaissons leur masque
binaire, c’est a` dire la re´gion exacte occupe´e par l’objet
dans l’image. A partir de cette image binaire, nous extra-
yons le squelette morphologique qui est ensuite transforme´
en graphe (voir figure 1). Les nœuds du graphe sont les
intersections ou les terminaisons des branches du sque-
lette. Le graphe est obtenu en reliant les nœuds a` l’aide
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des branches du squelette.
Comme le graphe n’est qu’une structure, il convient
d’apporter de l’information caracte´ristique de la forme re-
pre´sente´e par l’interme´diaire d’e´tiquettes. Le graphe est
donc e´tiquete´ en apportant diverses informations concer-
nant la topologie de l’objet relatives a` la position des
nœuds, l’orientation et la longueur des arcs, la consistance
de l’objet aux emplacement des nœuds ou des arcs. Une
fonction ℓ est utilise´e pour attribuer des e´tiquettes aux
nœuds et arcs du graphe G.
2.2 Constitution d’un sac de chemin
Un chemin h peut eˆtre de´fini comme une succession
de p nœuds adjacents appartenant au graphe G : h =
{n1, n2, ..., np}. Il s’agit donc d’un sous graphe de G.
Les chemins peuvent eˆtre ge´ne´re´s en parcourant ale´atoi-
rement les graphes comme le propose Kashima et al. [5]
ou bien en conside´rant les chemins les plus courts entre
chaque nœud a` l’aide d’un algorithme de type Dijkstra afin
d’e´viter la redondance d’information et les phe´nome`nes
d’aller et retour dans le graphe.
Un graphe peut alors eˆtre de´compose´ en un ensemble
de chemins P = {h1, h2, ...}. Nous conservons ainsi un en-
semble de chemins qui contiennent une partie de l’informa-
tion structurelle du graphe, tout en e´tant moins complexe.
Nous pouvons ainsi de´composer le graphe, objet complexe,
en un ensemble d’objets plus basiques. Ne´anmoins, cette
approche ne permet pas de conserver l’information globale
sur la structure du graphe.
Nous apportons ici une contrainte sur la de´finition des
chemins. Il est en effet possible de de´finir un seuil sur p
de fac¸on a` limiter la longueur des chemins. L’inte´reˆt de
cet apport revient a` e´tudier la pertinence de la consti-
tution de chemins de grande longueur. Les chemins plus
longs semblent a priori contenir davantage d’information
structurelle, mais sont par conse´quent une source de re-
dondance car ils contiennent ne´cessairement des chemins
plus courts. Nous pourrons ainsi e´valuer la ne´cessite de ne
prendre en compte la totalite´ ou non des chemins extraits.
Lors de la constitution du sac de chemins, nous ne rete-
nons ainsi que les chemins du graphe dont la longueur est
infe´rieure ou e´gale au seuil fixe´.
Enfin, la comparaison de deux chemins h et h′ de meˆme
longueur p est effectue´e a` l’aide de la fonction KL.
KL(h, h
′) = Kn(ℓ(n1), ℓ(n
′
1))×
p∏
i=2
Ka(ℓ(ni−1, ni), ℓ(n
′
i−1, n
′
i))Kn(ℓ(vi), ℓ(v
′
i))
(1)
Cette comparaison revient a` comparer les nœuds et les
arcs pre´sents sur les chemins h et h′. Cela revient ainsi a`
comparer les valeurs des e´tiquettes pre´sentes. Cette com-
paraison est effectue´e a` l’aide de fonctions noyau Kn et
Ka qui de´pendent ainsi des types de donne´es pre´sentes
dans les e´tiquettes. Dans notre cas, les e´tiquettes sont des
vecteurs de scalaires et peuvent faire appel a` un noyau
line´aire ou un noyau gaussien, mais nous pouvons faci-
lement imaginer d’appliquer des e´tiquettes structure´es et
par conse´quent d’utiliser des fonctions noyaux diffe´rentes.
Il suffit pour cela de rede´finir les fonctions Kn et Ka.
3 Noyau de graphe
Un graphe peut donc eˆtre repre´sente´ par un sac de che-
mins. La de´finition d’un noyau de graphe revient donc a`
de´finir un noyau entre des ensembles. Wallraven et al. [10]
propose ainsi de construire un noyau a` partir d’une com-
binaison de noyaux mineurs, c’est a` dire de combiner des
noyaux entre sacs de chemins tel que
K(G1, G2) = K(P1, P2)
Kashima propose d’effectuer la somme des comparai-
sons [5] en les ponde´rant par les probabilite´s p1 et p2 de
ge´ne´rer les chemins puisqu’il de´finit les parcours de graphe
de fac¸on ale´aoire :
K(G1, G2) =
∑
h1,h2∈P1,P2
p1(h1)p2(h2)KL(h1, h2) (2)
Nous proposons maintenant de nouvelles formulations
de noyau de graphe. La premie`re appele´e k-mean calcule
la moyenne de toutes les comparaisons de chemins :
K(G1, G2) =
1
|P1|
1
|P2|
∑
i:hi∈P1
∑
j:hj∈P2
KL(hi, hj) (3)
Comme tous les chemins sont pris en compte, certaines
mesures peuvent eˆtre masque´es par des mesures moins
importantes. Pour reme´dier a` cet inconve´nient, nous pro-
posons de ne retenir que les meilleures valeurs de compa-
raisons pour chaque chemin. Nous aboutissons ainsi a` une
deuxie`me formulation intitule´e max matching kernel :
K(G1, G2) =
1
2
[Kˆ(P1, P2) + Kˆ(P2, P1)] (4)
avec Kˆ(P1, P2) =
1
|P1|
∑
i:hi∈P1
max
j:hj∈P2
KL(hi, hj) qui per-
met de ne retenir que la meilleure mise en correspondance
pour chaque chemin. Comme cette formulation n’est pas
de´finie positive en the´orie, nous proposons d’utiliser une
approximation de ce noyau qui soit de´finie positive.
En effet, nous utilisons l’approximation [4] :
max
j:hj∈P2
KL(hi, hj) ≈
∑
j:hj∈P2
KdL(hi, hj)
le noyau KdL(h1, h2) = exp
(
−dL(h1,h2)
2
2σ2
)
, dL e´tant la
distance induite par le noyau KL, est de´fini positif pour
σ > 0. La formulation matching kernel est donne´e par :
Kˆ(P1, P2) =
1
|P1|
1
|P2|
∑
i:hi∈P1
∑
j:hj∈P2
KdL(hi, hj) (5)
Une dernie`re approche est inspire´e des travaux de Deso-
bry et al. [3]. Elle consiste a` e´valuer si les chemins contenus
dans les ensembles occupent la meˆme re´gion dans l’espace
des caracte´ristiques. D’apre`s Desobry, cela revient a` com-
parer les distributions de probabilite´ de chaque ensemble
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de chemins. Un SVM one-class est ainsi utilise´ pour esti-
mer les distributions en re´solvant le proble`me d’optimisa-
tion suivant :
min
f∈H,b
1
2
‖f‖2H +
1
νn
∑
i
max(0, b− f(xi))− b
avec H l’espace de Hilbert ge´ne´re´ par le noyau KL, ν ∈
[0, 1] un parame`tre de re´gularisation [7]. La distribution
d’un ensemble de chemins Sn est de´termine´e en calculant
le contour de Sn telle que :
fPn(h) =
∑
i
αPni KL(hi, h)− bPn
Ainsi la formulation path level set de´finie positive du
produit scalaire entre deux ensembles est formule´e par :
K(G1, G2) = K(P1, P2)
= 〈bP1 , bP2〉 ·
∑
i:hi∈P1
∑
j:hj∈P2
αP1i α
P2
j KL(hi, hj) (6)
4 Re´sultats
Nous avons applique´ ces formulations de noyau de graphe
a` de la reconnaissance d’objet sur la base Rudgers Tool
qui contient 25 objets re´partis en 8 classes (figure 3), re´-
parties selon des classes outils ou des formes biologiques.
Cette base a de´ja` fait l’objet de travaux sur la mise en
correspondance de graphes [9, 2, 8].
Fig. 1 – Exemple d’images et leur graphe associe´
Le test de reconnaissance utilise chaque objet de la base
comme une requeˆte dont le re´sultat est le classement des
24 objets classe´s par valeur de´croissante de leur simila-
rite´. La similarite´ est donne´e par la valeur du noyau de
graphe. En effet, lorsque le noyau est normalise´, il est pos-
sible d’assimiler sa valeur a` une norme, utilisable comme
mesure de similarite´. Le classement est correct si l’objet
appartenant a` une classe contenant n objets pre´sente un
classement dont les n − 1 objets restant de la classe sont
les premiers objets classe´s.
Les nœuds sont e´tiquete´s par la distance au plus proche
point de contour et la distance au centre de l’objet. Les
arcs sont e´tiquete´s par leur longueur. Toutes les e´tiquettes
sont normalise´es afin d’appartenir a` l’intervalle [0, 1]. Cette
normalisation est effectue´e inde´pendamment sur chaque
objet. La longueur des arcs est, par exemple, normalise´e
par rapport a` la longueur de la plus petite ellipse conte-
nant l’objet.
Diffe´rents parame`tres interviennent lors du calcul des
noyaux mineurs Ka et Kn. Nous avons effectue´ diffe´rents
tests au pre´alable afin de fixer ces parame`tres et avons re-
tenu un noyau gaussien avec une largeur de bande de 0.1
pour tous les noyaux.
Nous pre´sentons maintenant les re´sultats obtenus pour
e´valuer l’efficacite´ de la mesure de similarite´ par noyau de
graphe. Dans un premier temps, nous avons e´tudie´ l’e´vo-
lution des performances lorsque le seuil de la longueur des
chemins varie. Ce test nous permet ainsi de ve´rifier la per-
tinence de la de´finition des chemins afin, d’une part, de
valider le gain apporte´ par la pre´sence d’une information
de structure, et d’autre part, d’e´tudier la ne´cessite´ de limi-
ter ou non la longueur des chemins extraits des graphes.
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Fig. 2 – Taux de reconnaissance selon la longueur maxi-
male des chemins pour diffe´rents noyaux
Nous avons ainsi reporte´ les re´sultats obtenus sur la fi-
gure 2 lorsque nous faisons varier la longueur maximale
possible des chemins ge´ne´re´s pour les diffe´rentes formula-
tions que nous avons pre´sente´es pre´ce´demment. Par rap-
port a` l’e´tat de l’art existant sur cette meˆme base d’images,
Sebastian [8] et Demirci [2] ont chacun rapporte´ 1 erreur,
soit 96% de bonne classification.
Pour un seuil de 0, les chemins conside´re´s ne contiennent
qu’un seul nœud, ce qui peut s’apparenter a` une approche
de sac de vecteurs ou` aucune information structurelle n’est
pre´sente concernant l’agencement des nœuds. Ici, le noyau
max matching kernel (eq.4) obtient les meilleures perfor-
mances avec 96% de bonne reconnaissance, tandis que les
autres formulations obtiennent moins de 90%. Nous pou-
vons observer que le taux de reconnaissance augmente par
la suite lorsque le seuil sur la longueur maximale augmente
puis de´croit. Ce re´sultat peut s’expliquer par le fait qu’a`
partir d’une longueur de 1, les sac de chemins contiennent
une information sur la structure entre les nœuds, ce qui
permet d’ame´liorer les performances. Ensuite, l’informa-
tion devient trop redondante, ce qui nuit aux performances.
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Fig. 3 – Re´sultat des premiers classements obtenus pour chaque image requeˆte de la premie`re ligne.
Pour cette application, une longueur optimale semble eˆtre
de 2 ou 3.
Il faut e´galement noter que les e´tiquettes restent rela-
tivement simples mais les formulations path level-set (eq.
6) et max matching kernel (eq.4) ne commettent aucune
erreur sur l’ensemble des requeˆtes, en particulier lorsque
le seuil varie de 1 a` 4 pour le noyau path level-set.
Enfin, nous remarquons que les formulations matching
kernel (eq. 5) et mean kernel (eq. 3) sont moins perfor-
mantes que la formulation max matching kernel (eq. 4)
qu’elles approximent. Malgre´ la positivite´ assure´e the´ori-
quement, elles se re´ve`lent donc moins performantes qu’une
formulation non de´finie positive. Cela est peut eˆtre du e´ga-
lement a` de mauvais parame`tres des noyaux, ou bien une
insuffisance d’e´tiquettes.
La figure 3 montre un exemple de requeˆte pour une
longueur maximale de 2 avec le noyau path level-set. Les
objets mieux classe´s correspondent a` la bonne classe, ce-
pendant quelques erreurs apparaissent dans les classement
suivant, principalement pour les classes ”brosse” et ”tour-
nevis”qui peuvent eˆtre confondus. En effet, les graphes ex-
traits des formes de ces objets restent relativement proches.
Les e´tiquettes choisies sont peut eˆtre insuffisamment dis-
crimantes pour ces classes-ci qui ne´cessiteraient peut eˆtre
des donne´es plus locales, telles que la texture ou une in-
formation sur les contours.
5 Conclusion
Ces travaux nous ont permis d’introduire le noyau de
graphe comme alternative a` la mise en correspondance
de graphe pour mesurer la similarite´ entre graphes. Nous
avons ainsi montre´ qu’un graphe peut eˆtre repre´sente´ par
un sac de chemins a` partir duquel le noyau est calcule´.
Cette approche nous a ainsi permis d’e´tudier de nouvelles
formulations de noyau de graphes a` l’aide de l’approche
kernel on set.
Nous avons ensuite compare´ ces formulations pour un
proble`me de reconnaissance d’objets et les re´sultats obte-
nus sont tre`s prometteurs.
Nous pre´voyons par la suite d’apporter de nouvelles in-
formations dans les e´tiquettes du graphe, par exemple des
histogrammes d’orientation de gradient pour les nœuds
ou des caracte´ristiques de texture sur les arcs. Durant nos
expe´riences, nous nous sommes aperc¸us que la construc-
tion du graphe est e´galement de´pendante de la qualite´ du
squelette. Un squelette trop bruite´ conduit en effet a` des
graphes trop complexes. Une dernie`re perspective consiste
ainsi a` e´tudier de nouvelles me´thodes de construction de
graphes, par exemple a` partir de points d’inte´reˆt ou d’une
segmentation re´gion, moins sensible au bruit.
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