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Summary
Travelling ionospheric disturbances, or TIDs, are wavelike features propagating in the
ionosphere. TIDs are studied for many reasons, such as their effects on GNSS navigation
and their connection to natural disasters like earthquakes and tsunamis. Sensitive
instruments and reliable techniques are required to accurately image and detect the
ionospheric perturbations. The primary purpose of this thesis is to evaluate and advance
the capabilities of tomographic methods to image TIDs for scientific purposes, which
also has a potential application to GNSS positioning in the presence of TIDs. This thesis
therefore also quantifies the potential impact of TIDs on state-of-the-art ionospheric
correction services, for e.g. Network Real-Time Kinematic (N-RTK) positioning, that
occur when the corrections are interpolated for an approximate rover position. Building
on these results, a novel TID-mitigation strategy is also tested. Simulations with
different methods of interpolation for N-RTK ionospheric corrections show that TIDs
can induce errors large enough to merit attention. For positioning in the presence of
TIDs, a weighted least-squares interpolation technique is modified to adapt to estimated
TID directions and wavelengths. The new methods are shown, in simulation tests and
a case study, to decrease the number of large interpolation errors that may impede
fast integer ambiguity resolution. Electron density maps generated by ionospheric
tomography can also provide an alternative approach to TID mitigation. The MIDAS
(Multi-Instrument Data Analysis System) tomography algorithm is therefore tested to
determine its suitability for TID imaging. As an initial test, a case study is presented a
where MIDAS is used to image a large-scale TID over North America occurring during
a geomagnetic storm. The resulting images are verified with in-orbit measurements and
ionosonde soundings. Further tests are conducted with simulated data generated with
varying TIDs characteristics and satellite geometries, including geostationary orbits.
The results show that most TIDs are reconstructed well by MIDAS, with the smaller
MSTIDs a possible exception. Electron density images generated from these results can
be used for TID mitigation in positioning, and also aid studies into TID and gravity wave
generation mechanisms. Together, the results from studies emphasise the importance of
satellite and receiver geometry in TID observation and mitigation. The simulation-based
tomography results show the benefits of including geostationary satellite geometry in
ionospheric tomography, while results from the LSTID case study and interpolation
simulations illustrate the importance of a well distributed ground receiver network.
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Introduction
State of the art navigation is today provided by several Global Navigation Satellite
Systems (GNSS), whose key element - the satellites - orbit the Earth around twenty
thousand kilometres away. GNSS have, since the inception of GPS and GLONASS in
the 1980s, become increasingly ubiquitous to activities on Earth. Highly accurate and
precise positioning, navigation and timing made available by modern GNSS techniques
and used in different industries are required to be not only exact, but also reliable and
fast in different situations, environments and conditions. The inherent variability and
unpredictability of disturbances in the ionosphere make ionospheric studies central to
these endeavours.
The most prevalent perturbations in the ionosphere are Travelling Ionospheric Disturb-
ances (TIDs), and these are of interest both for their effects on positioning and for our
understanding of the interconnections between the surface of the earth, the atmosphere
and space. TIDs are observable as wave-like signatures in the ionospheric electron
density and can be initiated by processes in the Earth’s magnetosphere as well as in the
neutral atmosphere below.
Activity below the ionosphere can interface with ionospheric plasma through Atmospheric
Gravity Waves (AGWs), buoyancy waves in the neutral atmosphere. If an AGW reaches
the ionosphere it can set the ionospheric ions in motion and be detectable as a TID
(Hines, 1960). Such waves are relevant not only as a potential issue for high accuracy
GNSS, but also as a mechanism of energy- and momentum transfer between different
layers of the atmosphere. This is of particular interest for developers of modern climate
models, for which the correct inclusion of AGWs is important (e.g. Garcia et al., 2017).
While some AGWs begin in the troposphere by weather systems, sharp temperature
gradients or interactions between winds and topography (e.g. Nappo, 2013, and references
therein), they can also be initiated under more dramatic circumstances. Recently the
potential to use TIDs as a proxy to detect acoustic-gravity waves originating from
v
Tsunamis (Kherani et al., 2016; Savastano et al., 2017) and earthquakes (Kherani et al.,
2016; Yang et al., 2017) have been explored in order to develop new early warning
systems. Other events like volcano eruptions (Shults et al., 2016), rocket launches (Noble,
1990) and nuclear explosions (Hines, 1967; Breitling et al., 1967) have also been known
to cause similar perturbations in the ionosphere, and the generation mechanisms of TIDs
on Earth and in space are widely studied in their own right.
Other TIDs have their origin above the neutral atmosphere. Geomagnetic storms, results
of space weather, cause large currents in the polar regions of the Earth. These currents
are hypothesised to drive the generation of large TIDs that propagate from the poles
toward the equator (Borries et al., 2017). Space weather, which is intimately connected
to solar activity, is not the only way in which the Sun causes TIDs on Earth; the heat
gradients created by the passage of the solar terminator also generates local AGWs and
TIDs(Hernández-Pajares, Juan and Sanz, 2006).
Advances in our knowledge of topics such as the ionosphere and space weather can
benefit GNSS technology by enabling the development of new ionospheric models. In
return, developments in GNSS has been a consistent driver and enabler of space- and
atmospheric research. Because the received GNSS signals are affected by atmospheric
delays, receivers with a known position can be used to recover information about the
medium the signal has passed through. Typically, state of the art real-time high accuracy
GNSS positioning algorithms use networks of reference receivers. These provide the
necessary corrections used to position a roving receiver quickly and accurately. The
large geographic areas covered by these networks provide opportunities to study the
ionosphere and troposphere. This research lies at this intersection, where the monitoring,
imaging and detection of ionospheric disturbances meet the mitigation of their effects
on high-accuracy GNSS positioning.
The potential errors arising from TIDs in real-time kinematic positioning algorithms are
investigated in Chapter 5. In order to improve the application of ionospheric corrections
in the presence of TIDs, a modified interpolation technique is also tested and compared
to existing methods. While effective, some errors remain, especially for sparser networks.
An alternative to interpolation of ionospheric corrections is considered in the subsequent
chapters 6 and 7: ionospheric tomography.
The development of denser receiver networks has made imaging tools like tomography
increasingly powerful for detecting TIDs. Tomography, as an ionospheric monitoring
method, is described in Chapter 3. Chapters 6 and 7 implement and evaluate ionospheric
GNSS tomography on varying scales of TIDs in different circumstances.
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Chapters 5 – 7 are collected in part II, which contains the main research of the thesis.
Some concepts that are essential to what is discussed in part II are introduced in part
I. This part includes the fundamentals of GNSS, the ionosphere, tomography and the
current state of TID monitoring. The final part of the thesis, part III, concludes the
analysis in a discussion of the methods and results. The focus of part III lies in what
this means for the future of TID-studies with – and for the benefit of – GNSS.
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1 | The ionosphere
The ionosphere can be found in the upper part of the atmosphere where neutral molecules
are ionised to form a plasma. It is located between approximately 80 km and 1000 km
in altitude above the surface of the Earth. This means that the overwhelming majority
of the ionosphere is above the Kármán line (100 km in altitude) in what is classified as
outer space, and the study of the ionosphere is part of the field of space physics.
Although the ionosphere has been visible since pre-historical times in the form of the
aurora borealis and the aurora australis, scientific study of the ionosphere took off with
the advent of wireless radio technology. The existence of the ionosphere was evidenced
by Marconi’s famous transmission over the Atlantic Ocean in 1901, which was made
possible by the radio waves being reflected off of the ionosphere. However, this was only
proven a quarter of a decade later in 1924, independently by Appleton and Barnett
in the UK, and Breit and Tuve in the USA. Another major leap in the field of space
physics came with the beginning of the space age, when humankind for the first time
could make in situ measurements of the properties of space using rockets and satellites.
In fact, the earliest rocket capable of reaching space, the German V2, was used as a
sounding rocket as early as March 1944 to measure atmospheric pressure, ultraviolet
radiation and take air samples (Seibert, 2007).
This chapter aims to give a short introduction to the fundamental concepts and general
characteristics of the ionosphere, as well as the effects on radio wave transmissions in
the ionosphere. The textbooks by Hargreaves (1992) and Prölss (2004) were consulted
during the preparation of this chapter.
1.1 Structure and formation of the ionosphere
The ions and free electrons in the ionospheric plasma are largely created by ionisation
in the ionosphere. There is therefore an approximately equal number of ions and free
2
electrons in a given volume, so that the ion and electron densities fulfil the relation
Ni ≈ Ne. (1)
This means that the ionospheric plasma is quasi-neutral, and that the electric fields
from the positive and negative charges of the ions and electrons cancel out, making
the plasma neutrally charged on average. The spatial scale where this approximation
holds is related to the Debye length. This is the maximum charge separation between
inhomogeneities arising from thermal movement of electrons with temperature Te. With






where ε0 is the permittivity of free space, kB is the Boltzmann constant and qe is the
elementary charge. In the ionosphere, λD varies from a few mm in the F region to
around a cm in the D region.
There is a large part of the atmosphere that is neutral also at ionospheric heights and
these neutral atoms and molecules serve as the source of the charged electrons and ions.
This generally happens through photoionisation, where an amount of extreme ultraviolet
(EUV) or X-Ray radiation hf from the Sun detaches an electron e− from the neutral
atom X:
X + hf → e− +X+. (3)
EUV radiation is more intense at higher altitudes, where very little of it has been
absorbed. The neutral atmosphere decreases in density with height, so there are fewer
neutral atoms available to be ionised as the altitude increases. In contrast, at lower
altitudes where the neutral density is higher, less radiation is available due to absorption
by the atmosphere it has already passed through. This creates a layer of maximum
ionisation at some height where there is a balance between ionising radiation and density
of neutral molecules in the atmosphere. Since there are several different species of neutral
gases in the atmosphere, and the Sun emits radiation in a spectrum, the ionosphere can
consist of up to four different such layers. These are the D, E, F1 and F2 layers illustrated
by the ionospheric profiles in Figure 1. This basic structure of the ionosphere was first
described by Chapman (1931), and the mathematical formulation of an individual layer
following his work is called a Chapman layer.
Given that solar radiation is the main source of ionisation, after the Sun sets the rate of
photoionisation drops and most of the ions are lost due to recombination. Recombination
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Figure 1: Mid-latitude ionospheric electron density variations by height. Solid lines
correspond to solar maximum, and hatched lines solar minimum. Reproduced from the
textbook by Hargreaves (1992).
is a reaction between a positively charged ion and a negatively charged free electron
that produces a neutral atom or molecule. The most important type of recombination
is dissociative recombination, which happens in two stages as a positive ion X+ first
interacts with a neutral molecule Y2 before recombining with an electron:
X+ + Y2 → YX+ + Y (4)
YX+ + e− → Y +X (5)
The rate of the process described in (4) is dependent on both the availability of ions
X+ and neutrals Y2. At high altitudes neutral molecules become scarcer, and in the F2
layer this is the limiting reaction that determines the rate of dissociative recombination.
At the F1 layer, in contrast, the neutral density is such that the process in (5) is the
limiting reaction. With the approximation that the electron and ion densities are equal,
the rate of (5) depends linearly on the electron density and (4) on the squared electron
density. Recombination is therefore slower in the F2 layer, and it typically stays ionised
throughout the night when the F1 peak loses its ionisation due to recombination.
As the level of photoionisation of the dayside ionosphere is dependent on the amount
of ionising radiation from the Sun, it follows the solar cycle. The solar cycle is an
4
approximately 11-year periodic cycle in solar activity, and during the peak of a cycle
the levels of ionisation in the ionosphere are higher than during low solar activity, as
illustrated in Figure 1. A common indicator of solar activity is the number of sunspots,
which appear as visually dark spots on the Sun and are indicative of increased magnetic
flux on the Sun. During periods of high solar activity, it is more likely that activity from
solar flares occurring on the Sun cause increased ionisation in the ionosphere termed
a sudden ionospheric disturbance. Another phenomenon linked with solar flares are
Coronal Mass Ejections (CMEs), which are expulsions of plasma from the Sun’s own
atmosphere, or corona. If a CME hits the Earth, it can have significant effects on the
Earth’s magnetosphere, ionosphere and current systems, resulting in what are known as
geomagnetic storms.
The Earth’s magnetic field can be roughly approximated as a dipole with a moment
slightly off-axis from the Earth’s axis of rotation. While the magnetic field lines at mid-
and low-latitude are closed, the magnetic field lines near the magnetic poles are open
and coupled with the interplanetary magnetic field of the solar wind. The solar wind is
the ever present and variable stream of plasma emanating from the Sun in all directions,
and it carries with it magnetic field lines originating from the Sun. The solar wind
plasma consists of electrons, protons and alpha particles, but the ratio between alpha
particles and protons remains uncertain (Borovsky, 2020). These energetic particles can
travel from the solar wind and enter the Earth’s atmosphere along coupled open field
lines of the geomagnetic field and become an important source of ionisation in the polar
atmosphere. Photons emitted from interactions between these energetic particles and
the neutral molecules of the atmosphere are responsible for the aurorae visible in the
polar regions.
1.2 Travelling ionospheric disturbances
Travelling Ionospheric Disturbances (TIDs) are wave-like perturbations in the local
electron density of the ionosphere. They originate from buoyancy waves in the neutral
atmosphere called Atmospheric Gravity Waves (AGWs), or simply gravity waves. In this
work, these terms are used interchangeably. This section includes a basic description of
gravity waves, and how they relate to TIDs.
It is well known that sound propagates in the atmosphere. Sound waves, however, are
only a special case of the more general acoustic-gravity waves present in the atmosphere.
They can be understood as the result of a restoring buoyancy force acting upon a
displacement of gas in the atmosphere. The initial displacement can be caused by
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external factors such as particle precipitation, and internal processes such as weather
systems causing pressure and temperature gradients. An example of a gravity wave at
low altitude is shown in Figure 2, where the low temperature nodes of the wave are
made visible by condensation in the cold nodes of the wave.
Figure 2: Atmospheric gravity wave made visible by condensation. Image credit:
NASA/GSFC/MODIS Land Rapid Response Team and Jeff Schmaltz https://www.
nasa.gov/multimedia/imagegallery/image_feature_484.html
The dispersion relation for acoustic-gravity waves was first described by Hines (1960) as
ω4 − ω2s2k2 + ω2bs2k2h − ω2ω2a = 0 (6)
where s is the sound velocity, ω is the angular frequency, k is the wave vector, and kh is
the horizontal component of the wave vector. The acoustic cut-off angular frequency ωa
and the isothermal Brunt-Väisälä angular frequency (or buoyancy frequency) ωb can be
written
ωa = γg/2s (7)
ωb = (γ − 1)
1
2 g/s, (8)
where γ is the heat capacity ratio of the air and g is the acceleration due to gravity. The
purely acoustic case is found when the effect of gravity is neglected so that ω  ωa > ωb















which describes a pure gravity wave. Waves with angular frequency ω < ωb are sometimes
called internal gravity waves.
As gravity waves reach ionospheric heights, motions in the neutral atmosphere interact
with the ionosphere. The most significant effect of this interaction is that of neutral
particles conveying their motion to ions by collision. Since the ions are charged their
movements will follow the geomagnetic field lines. The resulting perturbations manifest
as waves in the ionosphere, i.e. TIDs. The TID perturbation in electron density can
range from tenths of a percent to several percent, and AGWs have periods of minutes
to hours, and wavelengths from tens to thousands of km. TIDs are typically classified
as either Large Scale (LSTID), Medium Scale (MSTID) or Small Scale (SSTID) TIDs.
While LSTIDs and MSTIDs are caused by AGWs, SSTIDs are linked with acoustic
waves and are outside the scope of the work in this thesis. Typical values for different
classifications of TIDs can be found in Table 1. More information on the research into
TIDs can be found in the reviews by Yeh and Liu (1974), Hunsucker (1982) and Hocke
and Schlegel (1996).
Nomenclature Velocity vϕ,h (m/s) Period T (min) Wavelength λh (km)
LSTID 400–1000 30–180 ≥1000
MSTID 100–250 15–60 100–1000
SSTID 300–3000 2–5
Table 1: Typical horizontal phase velocities (vϕ,h), periods (T ) and horizontal
wavelengths (λh) of TIDs, adapted from the review by Hunsucker (1982).
1.3 Ionospheric radio propagation
An important effect of the free electrons in the ionosphere is that they interact with
propagating electromagnetic waves. The propagation of electromagnetic waves is charac-










where ω = 2πf is the angular wave frequency and k = 2π/λ is the wave number.










where c is the speed of light in vacuum and nϕ and ng are the phase and group refractive
indices, respectively. These indices can be found using the Appleton-Hartree Equation
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and the relation (15) between group and phase refractive indices, derived from the





In Equation 14, ν is the electron collision frequency; θ is the angle between the background





is the electron gyrofrequency characterising the rotation of an electron (with mass me






is the electron plasma frequency, the resonant frequency of a plasma with electron density
Ne; and ε0 is the permittivity of free space.
The somewhat unwieldy expression given in (14) can be simplified to give a better
understanding of ionospheric radio propagation if the effects of absorption and magnetic






















≈ 40.3 [Hz2m3]. (20)
The approximation (19) holds for L-band (1-2 GHz) signals propagating the ionosphere,
where typically ω2p/ω2 ≈ 10−2.
The index of refraction for the group velocity, from equations (15) and (19) now becomes




It is evident from these equations that the ionospheric index of refraction depends on
the frequency of the incoming wave. Media with this property are called dispersive.
The difference in sign between equations (19) and (21) means that while the phase
velocity of an electromagnetic wave is increased in the ionosphere, the group velocity of
the wave is decreased. To illustrate this effect, one can consider the time τ it takes for a






































If the apparent distance were to be estimated using the time measurement as ρest = cτ ,
the ionosphere would add an additional term ± κ
f2
∫
Nedl. The sign of this term depends
on whether the distance is calculated using the group or phase measurements. The
factor
∫
Nedl is called the Total Electron Content (TEC), and is typically given in TEC
units (1 TECu = 1016 electrons per m2).
Just like light in the visible spectrum, when an electromagnetic wave in the radio-
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frequency domain reaches a sharp boundary between media with different refractive
indices, it can be either refracted or reflected. For a HF-radio signal broadcast from
Earth, the gradual increase in ionospheric electron density with altitude results in a
similar effect. The ray is gradually changing direction as a result of refraction, as it
propagates further up in the ionosphere, until it has reversed direction and exits the
ionosphere back towards Earth or passes through the ionosphere. Reflection can happen
when the used frequency is below the maximum plasma frequency (or critical frequency)
of the ionosphere. Signals in the L-band, however, are far above the typical ionospheric
plasma frequency and experience minimal ray bending.
1.4 Summary
In this chapter, the ionosphere has been introduced as the ionised part of the Earth’s
atmosphere. The ionosphere is created primarily through photoionisation by radiation
and particle precipitation form the Sun. It is intimately connected to the geomagnetic
field and solar wind, which connects eruptions on the Sun to geomagnetic storms and
other disturbances in the ionosphere.
The ionosphere can also be perturbed by sources in the neutral atmosphere. TIDs,
a common type of ionospheric disturbance, are caused by atmospheric gravity waves
reaching the ionospheric. They can be observed as propagating wave-like perturbations
in the electron density and span a wide range of spatial and temporal scales.
The ionosphere has a profound impact on electromagnetic waves by slowing down the
group velocity, increasing the phase velocity and bending ray-paths as they propagate
the region. Since the ionosphere is dispersive, these effects depend on the frequency of
the incident wave as well as the ionospheric electron density.
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2 | Global navigation satellite
systems
Global Navigation Satellite Systems (GNSS) are systems of orbiting satellite constel-
lations with accompanying ground segments that are designed to provide an accurate
global positioning service. The most widely known GNSS is undoubtedly the Global
Positioning System, or GPS. It was the first of several satellite-based navigation systems
like the GLObal NAvigation Satellite System (GLONASS) and the more recent BeiDou
navigation satellite System (BDS) and Galileo system. These GNSS share many general
characteristics, and this chapter aims to outline the basics of GNSS in terms of navigation
and ionospheric monitoring. The textbook by Teunissen and Montenbruck (2017) was
consulted in preparing this chapter.
2.1 GNSS segments
Each GNSS has a space segment, a control segment, and a user segment. The core of
the space segment of a given GNSS is a constellation of satellites in Medium Earth
Orbit (MEO), at approximately 20,000 km in altitude, designed to enable at least four
satellites to be in view of the user anywhere on Earth. For GPS, Galileo and BDS,
these orbits have approximate inclinations of 55◦ with respect to the equatorial plane.
GLONASS has a different inclination, 64.8◦, which results in higher satellite elevations
at high latitudes. The GPS space segment currently consists of 31 available in-orbit
satellites, while GLONASS has 24 and Galileo 22 active navigation satellites. In addition
to 27 operational MEO satellites, BDS has 6 satellites in Geostationary Earth Orbit
(GEO) and 10 in Inclined Geosynchronous Orbit (IGSO).
A satellite broadcasts signals on two to four separate frequencies within the L-band,
carrying Pseudo-Random Noise (PRN) codes, unique to the satellite and making it
possible to identify the satellite from which the signal is broadcast and its time of
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transmission.
Apart from the PRN, the signals carry additional information needed for basic po-
sitioning, including clock corrections, the approximate orbit and basic atmospheric
parameters. The PRN is generated by high quality on-board oscillators, which are core
components of any GNSS. The other parameters are calculated in the control segment
using observations from its global monitoring stations and uploaded to the satellites
from a central monitoring station.
Figure 3: Illustration of the standard information flow between parts of the space, control
and user segments of GNSS. The ground segment collects and computes the corrections,
which are uploaded (green, dotted line) to the GNSS satellites, whose broadcasts (red,
dashed line) are picked up by GNSS receivers of the user segment.
Lastly, the user segment consists of GNSS receivers used for positioning and navigation.
These vary in quality, from the multi-frequency high-quality receivers with calibrated
antennas used in research and professional surveying, to low-cost single frequency chips
found in mass-market products. The user segment receives data from the MEO GNSS
satellites, as illustrated in Figure 3, but can also obtain supporting information from
Satellite-Based Augmentation Systems (SBAS) satellites in Geosynchronous Orbits
(GSO), Ground-Based Augmentation Systems (GBAS), or via an internet connection.
This information typically includes detailed or regional corrections that are not suitable
for transmission from the global MEO satellites. Examples of advanced positioning
techniques that rely on accurate supporting information are Precise Point Positioning
(PPP) and Real-Time Kinematic (RTK) positioning. The basics of RTK is covered in
section 2.4. The user receiver in these cases are commonly called the roving receiver, or
rover, to distinguish it from reference stations receivers used to gather corrections.
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2.2 Basic positioning
The basic idea of GNSS is to use estimates of the range from satellites to receiver to
determine the receiver position. It is, however, not the distance that is measured, but
the travel time of the signal between satellite and receiver. The apparent range P can
then be inferred from the travel time τ by
P = cτ (25)
where c is the speed of light. In order to measure the signal delay τ , the PRN code of
the GNSS signal used. This is a repeating binary sequence that is encoded onto the
signal, and which is unique to each satellite. A receiver replicates these codes, uses
auto-correlation of the replicated code and the received code to determine τ in Equation
25.
The unknown receiver position has three degrees of freedom in space, so three known
ranges and satellite positions can in theory be used to determine the receiver position
by trilateration, illustrated in Figure 4. However, the time measurements used to obtain
the ranges rely on highly accurate clocks in both receiver and satellite, and while GNSS
satellites have high accuracy atomic clocks, receivers generally do not. To compensate, a
fourth satellite measurement is needed to determine the extra degree of freedom arising
from the unknown receiver clock error.
ρ
Figure 4: Illustration of the geometric range ρ between three satellites and one re-
ceiver. Three known distances can be used to determine the location of the receiver by
trilateration.
In reality, the distance measured this way is not the true geometric distance, due to
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many other errors, the most important of which are introduced in section 2.3. Therefore,
P is known as the pseudorange to separate it from the geometrical range, ρ. These
errors can, to varying degrees, be modelled or treated as part of receiver or satellite
biases. Modelled solutions for these biases can be uploaded to satellites by the control
segment and broadcast together with the satellite position as a navigation message,
which is modulated on the carrier wave of the satellite signal.
2.3 GNSS observables
The primary measurement in GNSS is the pseudorange, which can be derived from code
observations. In order to relate the pseudorange (P ) and the geometric distance (ρ),
clock, orbit, atmospheric, and other errors in the received signal must be accounted for:
P = ρ+ c(dtr − dts + δtrel) + c(dr − ds) + I + T + ε. (26)
Equation 26 is called the pseudorange observation equation, and contains the terms for
receiver and satellite clock errors dtr, dts, the corrections due to special and general
relativity δtrel, the instrument delays dr, ds, the tropospheric delay T , the combined




TEC (see section 1.3). (27)
In basic single-frequency code-based positioning, parameters used to determine the TEC,
as well as dts and T are usually taken from the navigation message while dtr is estimated
alongside the position from the pseudorange measurements.
Another important observable is the carrier-phase, ϕ, of the transmitted signal, which
has a similar observation equation:
ϕ = ρ+ c(dtr − dts + δtrel) + c(dr,ϕ − ds,ϕ)− I + T + λN + εϕ (28)
where the additional term λN represents the unknown number of full carrier phase
cycles at the start of phase tracking. N is known as the integer ambiguity. If the
integer ambiguity is resolved, positioning derived from carrier phase measurements have
a much higher accuracy than code-based positioning. Note that the ionospheric term I
is negative in the carrier-phase observation equation. This is because the carrier-phase
is not delayed but advanced in the ionosphere (as discussed in section 1.3).
While positioning is possible using single-frequency code or carrier-phase measurements
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directly, observables are often combined in different linear combinations to suit specific
applications. One such linear combination is called the geometry-free combination.
It can be used to estimate ionospheric TEC and is defined as the difference between
carrier-phase observations of two different frequencies:
ϕ1,2 , ϕ1 − ϕ2 , (29)
which by (28) expands to the expression
ϕ1,2 = c(dr,1 − dr,2)− c(ds,1 − ds,2)− I1 + I2 + (λ1N1 − λ2N2) + ε1,2 (30)
with the notation ε1,2 , ε1−ε2. If the biases and ambiguities are resolved, (30) simplifies
to
ϕ1,2 = I2 − I1 + ε1,2 . (31)









TEC + ε1,2 . (32)
The integer ambiguities can be solved using, for example, the Least-squares AMBiguity
Decorrelation Adjustment (LAMBDA) method (Teunissen, 1994). The inter-frequency
biases, on the other hand, can be solved for using a least-squares approach and ionospheric
models or images (e.g. Dear and Mitchell, 2006; Bruno et al., 2020).
While absolute TEC is needed for positioning corrections, the change in TEC with time is
often of interest for ionospheric studies. If this is the parameter of interest, it is possible
to largely remove the biases and ambiguities in (30) without integer ambiguity resolution
by taking the difference between consecutive observations, under the assumption that
the biases remain time-independent:







∆TEC + ∆ε1,2 (33)
2.4 Real-time kinematic positioning
Real-Time Kinematic (RTK) positioning is the use of carrier phase measurements
following the resolution of the integer ambiguities to achieve real time high accuracy
(mm to cm) positioning relative to a reference station. Standard RTK uses double-
differenced observables, which are pseudorange and carrier phase observations that have
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been differenced relative to a reference satellite and relative to a reference receiver
station:
P ddi = Pi − P
ref
i − (P0 − P
ref
0 ) (34)
ϕddi = ϕi − ϕ
ref
i − (ϕ0 − ϕ
ref
0 ) (35)
where the subscript i = 0 indicates the satellite selected as reference, and the superscript
ref indicates a measurement at the reference receiver station. This procedure eliminates
most of the additional terms in the observation equations (26) and (28), provided the
receiver station is close enough to approximate the atmospheric delays I and T at the
rover with the delays at the reference location. This leaves the integer ambiguity Nλ
and stochastic error ε as the additional terms, and it is the successful resolution of
integer ambiguities that results in the high accuracy of RTK.
In order to successfully resolve integer ambiguities, however, the distance between the
rover and the reference station is required to be short, ideally less than 10-20 km. The
problem can be solved at larger distances from the reference station by waiting for
changing satellite geometry, which provides more independent observations. This takes
time, however, and is therefore impractical for many applications.
A faster method to resolve ambiguities for roving receivers further away from the reference
station is to use separate estimations of the ionospheric and tropospheric delays and
satellite biases to speed up the ambiguity resolution. To make such estimations over
a select region, a network of reference stations with GNSS receivers is needed. This
approach is known as Network-RTK (N-RTK). N-RTK reference networks are typically
required to have reference stations every 100-200 km to effectively provide corrections
to receivers in the region covered by the network. As will be seen in Chapter 5, this
makes N-RTK vulnerable to local changes in the ionosphere and troposphere, as the
values estimated by the network need to be interpolated to the approximate position of
the roving receiver before they can be applied to estimate the exact position.
2.5 Summary
This chapter describes the basic concept of GNSS - global satellite systems designed for
positioning and navigation. Biases from many different sources need to be accounted
for when employing GNSS for positioning. Importantly for this thesis, GNSS signals
experience signal delay and phase advance in the ionosphere, which need to be accounted
for to enable accurate positioning. However, the same effects on the signal can also
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be used for ionospheric monitoring by retrieving TEC from the geometry-free linear
combination of carrier phase observations on two separate frequencies.
High accuracy GNSS positioning can be attained in real time by using RTK or N-RTK,
among other techniques. The methods covered here use the carrier phase and integer
ambiguity resolution to accurately determine a position by using one or more reference
stations at known locations.
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3 | Ionospheric tomography
Computerised tomography, first introduced for the ionosphere by Austen et al. (1988),
is a mathematical procedure used to image the interiors of objects using non-invasive
measurements. This is called solving the inverse problem, defined in opposition to the
forward problem, which determines the outcome of a process, e.g. light being diffracted
by a lens, knowing the properties of the medium (lens) and initial conditions (angle of
incidence). In the inverse problem, the outcome (in our example, the angle of diffraction)
is known by measurements but the properties of the medium are to some degree unknown.
Solving the inverse problem in tomography means imaging the interior properties of a
medium by way of non-invasive measurements.
As described in section 1.3, the ionospheric medium has a profound effect on radio waves
that propagate through it. The group delay and phase advance on trans-ionospheric
signals are related to the TEC, and by measuring the TEC it is possible to estimate
the ionospheric electron density on which these effects depend. Section 2.3 showed
how the geometry-free combination of GNSS carrier phase measurements can be used
to estimate the ionospheric TEC. More generally, a network of GNSS receivers with
enough simultaneous observations can be used to estimate the ionospheric electron
density distribution over a region and time period. This is usually termed Computerised
Ionospheric Tomography (CIT), or ionospheric Radio Tomography (RT). Examples
of tomography in other fields of research include seismic wave tomography, X-ray
tomography and magnetic resonance imaging.
While it is now common practice to use GNSS observations in CIT, the technique was
originally developed for TEC measurements from Low Earth Orbiting (LEO) ionospheric
monitoring and navigation satellite systems like the American TRANSIT and Russian
CICADA systems. Other data sources, such as GNSS occultation (e.g. Rius et al., 1997),
airglow images (e.g. Kamalabadi et al., 2002) and ionosonde observations (e.g. Chartier
et al., 2012) and has also since been used as inputs to CIT. A historical review of CIT
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and ionospheric imaging can be found in the article by Bust and Mitchell (2008).
3.1 Solving the inverse problem
Ionospheric tomography takes integrated electron density measurements, TEC, as input
and uses these to estimate the distribution of the ionospheric electron density. Solving
the inverse problem in this case essentially means determining the distribution through
which the TEC has been integrated, by only knowing the geometry of the ray and the
TEC values.
In order to do this computationally the geometry of the problem needs to be discretised. A
matrix A ∈ Rm×n represents them ray-paths between receivers and satellites, discretised
in n latitude-longitude-altitude voxels through which the rays connecting satellites and
receivers pass. Each element aij of A is the length of the ith ray within the jth voxel.
This matrix contains the geometry of the problem and is sometimes called the kernel
matrix of the inverse problem. The TEC measurements associated with each ray-path
are stored in a data vector b ∈ Rm, which is related to the discretised electron density
x ∈ Rn by
Ax = b. (36)
This relation represents the discrete integration of the electron density along the ray-paths
described by A.
Solving Equation 36 for the electron density x means solving the inverse problem. In
this case this gives an image of electron density based on the information in the TEC
measurements b, with the resolution depending on the number of voxels in A. A
simplified CIT geometry is shown in Figure 5.
Equation 36 can be written as a set of m equations to account for each ray-path
n∑
j=1
aijxj = bi. (37)
When m 6= n, i.e. there are unequal amounts of equations and unknowns, the equations
cannot be solved for xj analytically. A common approach instead is to select the solution
which minimises the square of the residual,
f(x,b) = ||Ax− b||2, (38)
where f is called the cost function. This is the least-squares approach, and it is useful
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Figure 5: Simplified illustration of the geometry in a tomographic problem. The
ionosphere is represented by latitude-longitude-altitude voxels through which passes the
rays connecting satellites and receivers, each with an associated TEC value.
when there are more measurements than there are unknowns, i.e. m < n, and the
problem is overdetermined. Underdetermined problems can instead be solved by selecting
a cost function that minimises the norm,
f(x) = ||x||. (39)
The minimum-norm solution is designed to minimise the complexity of the solution,
rather than the misfit with regards to the data. Methods also exist that compromise
between minimising the squared residual and the complexity. This is useful when
problems are ill-conditioned, so that small errors in input can lead to large errors in
output if the solution is not constrained, or regularised. Examples of such methods are
Tikhonov regularisation (Tikhonov and Arsenin, 1977) and Truncated Singular Value
Decomposition (TSVD) (Hansen, 1987).
As a useful notation, solutions to the inverse problem (36) can be written in the formalism
of generalised, or pseudoinverses, (·)−g,
x̂ = A−gb. (40)
where x̂ denotes the estimated solution. These are used because the regular inverse (·)−1
is not available for singular matrices A. For example, the pseudoinverse following the
least-squares approach can be found by minimising the cost function (38) with regards
to x, and becomes
A−g = (AᵀA)−1Aᵀ, (41)
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where Aᵀ is the transpose of A.
3.1.1 Tikhonov regularisation
In the Tikhonov regularisation approach, the cost function is selected to combine the
residual and model norm as
f(x,b) = ||Ax− b||2 + %||Rx||2, (42)
where the choice of % determines the trade-off between the relative importance of the
model norm and residual terms, andR is selected according to the choice of regularisation.
For example, if R = I, where I is the identity matrix, this term becomes the regular
norm used in the minimum-norm approach. Other common choices are the Jacobian
R = ∇ and Hessian R = ∇2 matrices, which if coupled with large % force a smoother
solution by minimising the first or second order gradients. By minimising x in (42), the
Tikhonov regularisation pseudoinverse becomes
A−g = (AᵀA + %RᵀR)−1Aᵀ. (43)
3.1.2 The Moore-Penrose pseudoinverse and TSVD
The Moore-Penrose pseudoinverse, often designated by (·)†, is calculated using Singular





The matrices on the right-hand side of (44) are given by the SVD of A and fulfil
A = USVᵀ (45)
where the square orthonormal matrices U and V span the data and model spaces
respectively, and the diagonal matrix S contains the singular values si ≥ 0 of A.
A stable solution can be achieved by truncating S so as to remove very small singular
values, e.g. si < s1 · 10−7. These singular values close to zero correspond to the model
and data null spaces. Vectors in the data null space cannot be fitted to, and vectors in
the model null space cannot be detected by the data. For example, a voxel pierced by
no rays would fall into the model null space. Eliminating the data and model null spaces
therefore results in a more well-posed inverse problem, and this constitutes the TSVD
approach. In TSVD, the selection of the truncation threshold (in the example above
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s1 · 10−7) adjusts the regularisation akin to the choice of % in Tikhonov regularisation.
3.2 Challenges in CIT
The ionosphere can be discretised in different ways, yielding different matrices A for
the reconstruction. The simplest geometry is representing the ionosphere with a single
thin shell that the electron density is mapped onto. When using this discretisation,
the TEC of each ray is mapped to a single point on the ionospheric shell as vertical
TEC (vTEC). To approximate the effect of the incident angle on how far the ray passes
through the actual ionosphere, a vTEC mapping function is used. While the single thin
shell approach leaves fewer unknowns as each pixel in the resulting estimate contains the
vTEC of that location, electron density information along the altitude dimension is lost.
This limitation of the thin-shell approximation can be addressed using a more detailed
representation of the ionosphere in three dimensions discretised as voxels, or multiple
shells, instead of a single layer of pixels. This increases the number of unknowns in x
without increasing the number of data points in b, which is still equal to the number of
receiver-satellite pairs. This results in inverse problems that are more underdetermined
and may benefit from additional data.
An evenly distributed GNSS ground receiver network and rays that pierce the ionosphere
more or less vertically give the data a good horizontal distribution, but a very poor
vertical distribution. Measurements from low elevation angles suffer from multipath and
propagate through a large part of the atmosphere, and thereby being subject to high
noise levels are often discarded. To address this issue, three-dimensional ionospheric
tomography methods sometimes use a-priori knowledge in the form of models to provide
additional vertical structure. This information can be used, for example, as basis
functions in a change of basis (see section 3.3, as an initial guess in an iterative algorithm.
A modelled electron density distribution can also be used in a regularised solution by
exchanging the minimum norm ||x|| for ||x− x0||, thereby tending the solution towards
the modelled distribution x0 instead of the zero vector.
Another potential challenge for ionospheric tomography is the calibration of slant TEC
observations. Instrumental biases (see section 2.3) are present in the phase observations,
and these biases propagate to the TEC determined by the geometry-free combination.
Equation 36 can be written to explicitly include these, as well as the undetermined
integer ambiguities, as
Ax = b + β, (46)
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where the term








incorporates the collected instrument biases Σds,r and integer ambiguity terms for each
receiver-satellite link. It is possible to rewrite equation 46 in order to solve for this term
as an additional unknown, although this leads to a more ill-conditioned inverse problem.
3.3 MIDAS
The Multi-Instrument Data Analysis System (MIDAS) is set of algorithms for tomography
developed at the University of Bath that is capable of 2D (space) to 4D (time and
3D-space) tomographic imaging of the ionosphere and is also used for other media such as
medical imaging. Here, the focus is on the ionospheric use. The MIDAS time-dependant
inversion algorithm is described by Mitchell and Spencer (2003) and enables the use of
differential inputs as an alternative to using bias-corrected measurements, or solving
for biases as part of the inversion. The problem is instead formulated using the change
in ray path geometry and the change in TEC recorded over a time window. This is
done by taking the time difference (denoted by the ∆t operator) of Equation 46 between
consecutive time steps, giving
∆t(Ax) = ∆t(b + β) (48)
which expands to
(∆tA)x + A(∆tx) = ∆tb + ∆tβ. (49)
The ionosphere and the biases are assumed to not change significantly between time
steps, so that
(∆tA)x + A
*0∆tx = ∆tb +
*0∆tβ (50)
Using the definitions
D , ∆tA (51)
c , ∆tb (52)
the resulting equation can now be written in the same form as Equation 36:
Dx = c. (53)
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A centrally-weighted subset of measurements within a time window is used for the
reconstruction. This increases the number of measurements, in order to counteract the
underdeterminedness of the problem. Equation 53 can then be solved using data from
time windows surrounding each time step, with each inversion giving estimated electron
density distributions x̂.
Before inverting the problem, the electron density distribution x is mapped onto hori-
zontal basis functions in the form of empirical orthogonal functions (EOFs) using the
mapping matrix X. This is done in order to further decrease the degrees of freedom and
reduce underdeterminedness. The EOFs introduce a-priori information on the expected
shapes of the electron density distribution and can be defined in both the horizontal
and vertical dimensions. EOFs are basis functions generated from sets of normalised
distributions, which can be based on ionospheric models or actual measurements. Spher-
ical harmonic functions are sometimes used in the same way, especially in the horizontal
dimension.
The mapping matrix contains the basis functions, and maps the scaling parameters w
to the electron density by
Xw = x. (54)
Because they can be mapped to the electron density, only the EOF scaling parameters
w need to be determined directly. Using (54), the left side of (53) can be formulated as
follows:
Dx = D(Xw) = (DX)w (55)
so that the inverse problem can, with the notation
G , DX, (56)
be written as
Gw = c. (57)
Equation 57, in place of (53), is then inverted in two steps using Tikhonov regularisation
(see section 3.1.1), with R = ∇2, as
ŵ = G−gc (58)
x̂ = Xŵ. (59)




Computerised ionospheric tomography, or CIT, is a powerful tool used to image and
study the ionosphere. CIT uses integrated measurements from instruments such as
GNSS ground receiver networks and LEO satellites to reconstruct time-varying 2D or
3D images of ionospheric electron density. In order to solve the problem computationally
the problem is discretised in voxels or layers of pixels, which in turn can be mapped to
other basis functions to simplify the problem using a-priori information.
Tomography is at its core an inverse problem, and many techniques for solving inverse
problems exist. In CIT it is often necessary to use some type of regularisation, such as
Tikhonov regularisation or Truncated SVD. MIDAS, the algorithm used in this thesis,
is implemented using Tikhonov regularisation and vertical EOFs as basis functions.
MIDAS solves the inverse problem using sets of time-differenced input measurements in
order to eliminate the need for bias estimation and integer ambiguity resolution.
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4 | Detecting TIDs
Ever since the mid-20th century, a wide range of ionospheric instruments and techniques
have been used to observe TIDs. Propagating wave features of TIDs were first detected by
ionosondes in Australia by Munro (1948), who noticed wavelike perturbations appearing
with time delays at separate ionospheric sounding locations. This led to studies using
three-station triangulation to determine velocity and direction of the TIDs (Munro,
1950). Heisler, 1958, also in Australia, continued the work on TID observation using
ionosondes and noted diurnal and seasonal patterns from a data-set spanning 1952-1955.
Another ground-based technique, the Incoherent Scatter Radar (ISR), was used by Thome
(1964) to detect LSTIDs over Puerto Rico. Although ISRs are powerful instruments,
they are complicated to build and expensive to run and therefore are only available in
select locations. As more ISRs were constructed over the world this technique would,
however, remain important to the study of TIDs, just like ionosondes.
Breitling et al. (1967) used 54 ionosondes worldwide to detect TID-induced perturbations
in the F2-layer critical frequency attributed to high-altitude nuclear tests over Johnston
Island in 1962. Hines (1967) also detected TID patterns in F2-layer critical frequency
following the 1961 low-altitude Novaya Zemlya nuclear explosion.
Before GNSS, TEC could be measured using the Faraday rotation angle from satellites
in orbit. Davis and Rosa (1969) used TEC observations from a geostationary satellite to
detect LSTIDs and correlated them with geomagnetic activity. Using the same type of
technology, Davis and Da Rosa (1970) observed TIDs in connection with the March 1970
solar eclipse. Lerfald et al. (1972) observed the same phenomenon with five ionospheric
sounders but argued that there was not a strong case for a connection between the
eclipse and the detected TIDs.
TEC from GNSS reference receiver networks became increasingly important to TID
studies with the establishment of dense networks like the Japanese GPS Earth Obser-
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vation Network (GEONET) used by e.g. A. Saito et al. (1998) and Yang et al. (2017).
The emergence of GNSS has not only provided new tools to monitor TIDs but has also
increased the interest in TID detection due to the demands for accurate ionospheric
corrections in precise GNSS-based positioning.
A recently completed (July 2020) EU project, TechTIDE (http://www.tech-tide.eu/)
focused on the real time detection of TIDs in Europe and southern Africa. The project
uses eight different methodologies relying on networks of instruments like ionosondes
and GNSS receivers to identify LSTIDs, MSTIDs and to indicate the level of ionospheric
disturbances (Altadill et al., 2020).
This chapter introduces some important ionospheric observation instruments and their
use in TID monitoring: ionosondes, ISRs, airglow imagers and GNSS, including the
application of GNSS tomography for TID imaging.
4.1 Ionosondes
Ionosondes are radio wave instruments operating at HF that sound the ionosphere to
profile the ionospheric electron density up to the local peak density. Ionosondes vertically
transmit a series of signals at increasing frequencies and receive the reflections from the
ionosphere. The travel time of a given signal indicates the height at which that frequency
is being reflected. Reflection at vertical incidence occurs at the local plasma frequency,







where ωp = 2πfp is the angular plasma frequency, ε0 the permittivity of free space and
qe and me are the electron charge and mass. Thus, the ionospheric electron density
Ne can be related to the signal travel time by the ionosonde, and therefore also to
an altitude. No reflection happens at negative density gradients, so ionosondes can
only detect electron density distributions that increase with height. This means that
ionospheric layers have separate curves in ionograms (plots of the reflected frequencies
against altitude) and that the decaying topside profile cannot be directly profiled and
has to be inferred from models or other measurements.
An ionosonde station can measure TID signatures in the F-layer as fluctuations in the
peak ionospheric electron density (e.g. Hajkowicz and Hunsucker, 1987). An example of
a TID observation using the Roquetes ionosonde by Reinisch et al., 2018 is shown in
Figure 6.
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Figure 6: TID observed in hmF2 by an ionosonde in Roquetes, Spain (40.80◦N, 0.50◦E).
Figure adapted from Reinisch et al. (2018).
Ionosonde-based TID-detection techniques are still improving and are often used in
conjunction with other instruments. For example, Habarulema et al. (2018) combined
ionosonde measurements with GNSS and satellite measurements to study LSTIDs. A
new technique for TID detection that uses a network of ionosondes was introduced by X.
Huang et al. (2016) which uses signals sent between different stations in a synchronised
ionosonde network instead of vertical sounding. The method uses temporal variations
in Doppler frequency and angle of arrival of received signals to estimate amplitude,
wavelength, phase velocity and propagation direction of TIDs between the two locations.
4.2 Incoherent scatter radars
ISRs, first proposed by (Gordon, 1958), are powerful radars operating in the HF-UHF
range able to use the incoherent backscatter from free electrons to determine electron
density, electron and ion temperatures, and plasma velocity as functions of range (or
altitude). The width of the measured incoherent backscatter spectrum is related to the
thermal motion of the plasma as the scattered frequencies are Doppler shifted due to
its motion. The power of the scattered signal is related to the scattering cross-section
per unit volume and is therefore used to determine electron density. This backscatter
is very weak, however, and requires a high-powered transmitter, a large antenna and
a sensitive receiver. These requirements mean that ISRs are large-scale installations,
and often set up as international collaborations in order to offset high construction and
operation costs.
Examples of ISRs that have been used to study TIDs are The European Incoherent
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Scatter Scientific Association (EISCAT) ISRs (e.g. Kirchengast et al., 1995; Vlasov et al.,
2011; Van De Kamp et al., 2014; Nygrén et al., 2015) in Scandinavia and Svalbard, the
Poker Flat ISR (PFISR) (Nicolls and Heinselman, 2007) in Alaska and the Arecibo ISR
(Nicolls, Kelley et al., 2004) in Puerto Rico.
4.3 Airglow imagers
Another method employed to detect TIDs is the use of 630.0 nm band All-Sky Cameras
(ASCs) that capture TID-induced perturbations in the airglow (e.g. Ogawa et al., 2002;
Stefanello et al., 2015; Unewisse et al., 2015; F. Huang et al., 2018). Airglow is a faint
emission of light in the upper atmosphere, which occurs as photons are released during
recombination of ionised gas. It can therefore act as a tracer of the perturbations induced
by TIDs. ASCs are however limited to nighttime operation and are sensitive to clouds
blocking the field of view. In addition to the ground-based ASCs, there are examples of
airglow imagers mounted on satellites used for observing TIDs, e.g. Rajesh et al. (2016).
A series of airglow images showing several TID wavefronts from the study by F. Huang
et al. (2018) are reproduced in Figure 7.
Figure 7: Series of 630 nm airglow images of a TID over Mengcheng, China (33.4◦N,
116.5◦E) on 7 July 2016. The colour denotes the deviation from a 1-h running average.
Figure reproduced from F. Huang et al. (2018).
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4.4 GNSS
Ionosondes and other ground-based instruments have nowhere near the geographic
coverage of GNSS reference receiver networks, which has resulted in GNSS-derived TEC
measurements being widely used for TID detection. Several different methods exploiting
GNSS to map and detect TIDs have been used within the last decade, including GNSS
tomography.
One of the first works to use GNSS to study TIDs over a large area was done by A. Saito
et al. (1998), who used receivers in the dense GEONET reference network to construct
2D vTEC maps over Japan. These were de-trended by subtracting a 2 h running average
to study nighttime TIDs. The study found that the method could discern TIDs, but
the authors argued that complementary instruments like ISRs, airglow imagers and
ionosondes would be needed to clarify the vertical ionospheric structure.
Hernández-Pajares, Juan and Sanz (2006) used a high-pass filter to de-trend TEC data
and enable the detection of MSTIDs using cross-correlation. In order to estimate the
spatial parameters, a system of equations was formulated for a network of receivers:
(∆ripp + vipp∆t) · s = ∆t, (60)
where s is the inverse of the velocity, or the slowness, of the TID wavefronts; ripp and
vipp are the location and velocity of the IPP and ∆t is the time travelled by the TID
between two receivers determined by the maximum cross-correlation. Solving this system
for s using, for example, the least squares method gives an estimate of the horizontal
phase velocity and direction of the TID. An estimate of the period was also found
by cross-correlation, using the time-lags for maximum (∆tmax) and minimum (∆tmin)
correlation
T = 2|∆tmin −∆tmax|(1− s · vipp). (61)
This cross-correlation approach was replaced by subtraction of the complex phase of the
dominant Fourier transform terms in later work by Hernández-Pajares, Juan, Sanz and
Aragón-Àngel (2012).
Spectral methods have been used by several other authors. For example, Katamzi et al.
(2012), used the Fast Fourier Transform (FFT) algorithm on de-trended TEC to estimate
TID periods from geostationary Faraday rotation observations. The de-trending chosen
for this study was the subtraction a 6th order polynomial fit from the observed TEC.
The authors also used a wavelet transform as an alternative method which, in addition
to information on the wave period, indicates when specific periods are present in the
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data.
Other works include Valladares et al. (2009), who used a de-trending technique similar
to that in Katamzi et al. (2012), and imaged LSTIDs in TEC de-trended by subtraction
of a 4th degree polynomial fit. The fact that TIDs produce large density gradients can
be used to map large scale TIDs, and Borries et al. (2017) used plots of spatial and
temporal TEC gradients taken from vTEC maps in order to identify LSTIDs during
geomagnetic storm periods. In a recent thesis, Yang (2019) presented, tested and applied
a multi-TID detection algorithm termed Atomic Decomposition Detector of Travelling
Ionospheric Disturbance (ADDTID). In this approach, a predefined set of planar waves
are used as a basis to find a best fit to de-trended vTEC maps. This allows the method
to identify simultaneous - and even superposed - TIDs with different characteristics over
dense GNSS receiver networks.
GNSS-based methods have also been developed to study TIDs in 3D. A method proposed
by Kutiev et al. (2016) combines ionosonde and GNSS measurements by interpolating
between full ionosonde profiles in order to construct a 3D electron density map for TID
detection. The interpolated density profiles at each location are scaled by values from
GNSS vTEC maps to provide a realistic spatial electron density distribution. This
approach is similar to GNSS CIT in that it also produces 3D electron density maps from
measurements.
4.4.1 TID imaging using GNSS CIT
Imaging TIDs using CIT is challenging due to some limitations inherent in common
GNSS tomography methods. Most important is the lack of horizontal data paths. This
deficiency is sometimes addressed by using some a-priori knowledge, such as using a
basis set of EOFs seeded from ionosonde profiles or Chapman functions. The vertical
structure of a TID, however, is not always well represented by Chapman functions, which
may result in not having sufficient flexibility to accurately reproduce the TID-perturbed
ionosphere.
This problem can be partly addressed by increasing the number of EOFs. Ssessanga et al.
(2015) used three EOFs based on a modified version of IRI-2012 and a Multiplicative
Algebraic Reconstruction Algorithm (MART) (Raymund et al., 1990) to image two
TIDs over the dense GEONET receiver network in Japan. The results showed TIDs
in 3D images with vTEC variations of ca 1 TEC. It was notable that certain specific
wave shapes distinct to TIDs were visible in the reconstruction after de-trending by
subtraction of a 1 h running average to isolate the perturbations in the images.
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A different approach used by Chen et al. (2016) applied a varying regularisation constraint
to force small gradients in the horizontal direction, but to allow large gradients near the
F2-peak. Additionally, this method did not use an initial guess to iterate from, which is
otherwise sometimes used to initialise an iterative solution (see e.g. Ssessanga et al.,
2015; Raymund et al., 1990). The authors showed that the method was able to resolve
a modelled MSTID with a 40 min period using simulated TEC measurements from
GEONET.
4.5 Summary
TIDs can be detected using a variety of techniques. The most common are radio- and
optics-based. The radio-based methods include ground-based techniques where radio
signals are sent from ground and the measured response is used to characterise the
ionosphere – ionosondes and ISRs – and the space based GNSS techniques. GNSS,
when employed to study the ionosphere, exploits the dispersive effects imparted by the
ionosphere on radio transmissions broadcast from GNSS satellites to receivers on the
ground. Owing to dense networks of reference receivers, these have become one of the
most useful instruments to image TIDs today. Some successful attempts have also been
made to image TIDs using GNSS-Tomography over dense GNSS receiver networks. The
optics-based instruments are called airglow imagers, and these are either mounted on
spacecraft or on ground installations. Instead of using the interactions between the
ionosphere and radio waves, these use the light emitted from the atmosphere in the
form of airglow. TIDs perturb the atmosphere and leave traces in the airglow, which
make them detectable by these instruments. This range of different instruments that
are available provide good opportunities for verifying new methods of TID imaging and




5 | MSTID effects on interpolation
of ionospheric corrections
Commentary
This chapter examines the potential effects of TIDs on state-of-the-art ionospheric cor-
rection systems, and test certain improvements specifically designed for TID mitigation.
Ionospheric corrections are commonly interpolated from values at reference stations, and
this can introduce additional errors in the presence of TIDs and other sharp gradients.
The state-space representation GNSS correction framework used here was provided by
Geo++ GmbH and the majority of the work was conducted during a secondment to
Geo++ in Garbsen, Germany, in close collaboration with Francesco Darugna. A paper
titled "Mitigation of Severe Weather Events and TID Impact on the Interpolation of SSR
Atmospheric Parameters" by Darugna, Bolmgren et al. based partially on these results
is currently under review, and this chapter reproduces figures from the same paper.
Simulations of TIDs approximated by simple harmonic waves were used to quantify the
interpolation error as a function of wave amplitude and the receiver network density. This
was done for a range of common interpolation methods, including several novel methods
which take estimated TID parameters into account in order to reduce error. Following the
simulations, the same methods were then applied to a TID scenario with a real data-set.
The results showed that, in general, the application of TID-specific interpolation methods
improve the interpolation when the network baselines are otherwise not sufficiently small.
An alternative solution is to forgo the interpolation entirely, and to instead calculate
the corrections directly from a model of the ionosphere. Chapters 6-7 explore how




Various corrections are used in GNSS to get an accurate estimate of be observable
pseudorange and carrier phase. While some navigation algorithms can be used inde-
pendently of such corrections, rapid high-accuracy positioning commonly use corrections
in order to obtain the fastest and most effective resolution of the phase ambiguity. As
an example, using ionospheric corrections to improve ambiguity resolution is the main
difference between traditional Precise Point Positioning (PPP) (Zumberge et al., 1997)
(which uses the ionospheric free combination) and PPP–RTK (Wübbena, Schmitz et al.,
2005). Ideally, TID-induced perturbations in the ionosphere should be included in the
ionospheric corrections.
Pseudorange and carrier-phase corrections are sometimes supplied to the user either as
observations from a nearby reference receiver, and such corrections are said to be in
observation space representation. The other option is to provide separate corrections for
each process affecting the observation, essentially one for each term in the observation
equations. This paradigm is called state space representation (SSR).
This chapter concerns methods such as Network RTK (Wübbena, Bagge et al., 2001)
(see section 2.4) that use reference network corrections in SSR. In N-RTK, ionospheric
corrections are normally calculated for a network of reference stations and interpolated
for the approximate user position. At the interpolation stage spatially small gradients
in TEC, such as those induced by MSTIDs, can introduce additional errors on the
order of the TID amplitude even if the TID should be accurately represented by the
corrections estimated for each reference receiver. The potential interpolation errors for
different interpolation methods and simulation scenarios are explored in section 5.3. In
section 5.2 the interpolation methods are introduced, including methods adjusted to
mitigate TID-induced interpolation errors. The results of each interpolation method for
simulated TID scenarios are presented in section 5.3 and the results for a real data-set
are presented in section 5.5. section 5.5 contains a discussion of the results and concludes
the chapter.
5.2 Interpolation methods
The interpolation considered here is two-dimensional spatial interpolation. Three
commonly used techniques were selected: Inverse Distance Weighted average (IDW), Or-
dinary Kriging (OK) and a Weighted Least Squares (WLS) fit of a planar surface. Wang
et al. (2020) recently conducted a comprehensive study comparing several interpolation
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techniques for PPP–RTK. The study found that, out of the tested techniques, a WLS fit
of a low-order surface with distance dependent weights had the best adaptability. The
WLS approach has therefore been selected for modification in order to better adapt it
to TID mitigation, and these are tested addition to the established techniques.
5.2.1 Inverse distance weighted average
The IDW interpolation approach is a weighted average over the sample measurements,
with the weights of the values decreasing with the distance from the query point. This
weighting makes the method a natural approach to interpolation of GNSS corrections,
since the distance dependant errors in GNSS have been shown to grow linearly with the
length of the baseline (Beutler et al., 1988; Brunner, 1994; Schön, 2007). Mathematically,





where f(xi) are measured values, which in this case are the SSR ionospheric corrections







where di = ||xi − x?||2 denotes the Euclidean distance between locations xi and x?.
The summation in the denominator ensures that
∑n
i=1wi = 1, so that the estimation is
unbiased.
5.2.2 Ordinary kriging
Kriging is a stochastic method of interpolation, which was originally developed for
use on geological features in the field of geostatistics and is therefore well suited for
spatial interpolation. OK is one of many kriging methods and is distinguished by the
assumption of an unknown mean only in the neighbourhood of the query point. Like
IDW, OK can be written as a weighted average on the form of Equation 62. In OK,
however, the weights wi are determined using semivariograms γ(d) fulfilling
2γ(d) = var(f(x + d)− f(x)) (64)
where d is the distance vector between two points and var(·) denotes the stochastic
variance. Semivariograms are used to express the different expected values for pairs of
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points dependent only on the distance between them, rather than their locations. The
functional form of the semivariograms is selected specifically for the dataset, and here
an exponential semivariogram model was chosen:
γ(d) = αdβ (65)
where α is determined by least-squares fitting over each pair of data points. The exponent
was set to β = 1.5 after some initial testing.
5.2.3 Weighted least squares planar fit
The WLS interpolation approach fits a planar surface to the measurement points, with
weights proportional to the inverse distance from the interpolation location, to the
negative power of p. The plane can be described mathematically by the equation
f(xi) = ax1,i + bx2,i + f(x
?) + εi (66)
where the a, b and f(x?) are the unknowns defining the plane and εi is the residual
between the plane and the measurement at xi = (x1,i, x2,i). The three unknowns are
estimated from a minimum of three measurements using weighted least squares with
a diagonal weight matrix with elements d−pi for a selected power p, computed from
the distances di between the measurement points and the query point. This ensures a
de-weighting for values far away from the query point. The value of p determines the
power of the weighting, with p = 2 being typical in GNSS applications. In this work, we
also try p = 4 in order to examine the effects of a more aggressive weighting.
5.2.4 WLS with TID direction
The first modification of WLS to include TID information uses the direction of the TID,
and we denote it WLSD. This rests on the idea that locations in the ionosphere that
are affected by the same TID wavefront, i.e. are in phase, for example on the same
wave-crest, are more similar than locations that are out of phase. With the assumption
that the TID can be reasonably well described by a plane wave, the wavefront is a plane
of equal phase perpendicular to the direction of propagation.
The WLS weighting is adjusted to give larger weights to measurements in areas perpen-
dicular to the direction of propagation θ. This is implemented by replacing the distance
d with a modified distance d̃
d̃ = d
√
1 + cos2 θ. (67)
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The difference between using d and d̃ is visible when plotting isolines of the inverse
distance weights. This is shown in Figure 8, where the yellow isolines corresponding to d
form circles the while the blue isolines corresponding to d̃ form ellipses with semi-minor
axis parallel with the TID direction of propagation. As in the implementation of regular









Figure 8: Weighting isolines. The green arrow indicates the direction of propagation of
the TID. Reproduced from Darugna et al. (2020).
5.2.5 WLS with TID wavelength
The spatial scale of passing TIDs, in relation to the receiver density of the reference net-
work, is important for determining the potential effect on the interpolation performance.
In theory, the denser the network (or, the larger the wavelength,) the less need to apply
additional weighting (as will be shown in section 5.3). To ensure stronger weighting for
relatively small wavelengths, the power p can be made dependent on the ratio between






over p̃ = pλ/b in order to have a better behaviour for very small ratios. When this
method is applied on its own, we denote it WLSL (p = 1). Both modifications, p̃ and d̃,
can also be applied simultaneously, in which case we denote the technique WLSDL.
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5.3 Interpolation of simulated data
5.3.1 Simulations
In order to evaluate the performance of the interpolation techniques with respect to
TIDs, a simulated data set was generated. A simple plane harmonic wave was used to
represent the passage of a TID and was injected into the ionospheric corrections before
interpolation. The simulation is run through one cycle and is set to propagate in a
westward direction. Real GPS satellite orbits were used, and both artificial and real
reference station networks were used.
The artificial networks were constructed for two geometries: a circular and a square grid.
The two artificial network geometries are shown in Figure 9, where the query point is
shown as a red point in the centre of the networks. Three real network geometries were
























Figure 9: Two artificial reference receiver networks used for the interpolation simulations.
The red point shows the location of the query point. Reproduced from Darugna et al.
(2020).
added to give a more realistic picture of potential interpolation errors. These networks
are subsets of the Netherlands Positioning Service (NETPOS) network, the Landesamt
für Geoinformation und Landesvermessung Niedersachsen (LGLN) network in Germany
and GNSS Earth Observation Network System (GEONET) network in Japan. The
GEONET subset is centred on the prefecture of Okinawa, while the NETPOS and
LGLN subsets cover the majority of the Netherlands and Lower Saxony respectively.
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The respective subsets are plotted in Figure 10.
Figure 10: Real reference receiver networks used for the interpolation simulations. The
red points show the locations of the receivers chosen as query points. Reproduced from
Darugna et al. (2020).
5.3.2 Simulation results
For each network–TID combination, the simulation was run for one wave cycle and
the maximum error at the query point throughout the cycle was selected. The ratio
between this error and the modelled TID amplitude, A, is plotted on the y-axis in figures
11–15 against the wavelength/baseline ratio λ/b on the x-axis. Figures 11–12 show the
artificial grid results, and figures 13–15 show the results from the three real network
geometries. The numbers in the method abbreviations in these figures denote the value
of p. For example, WLS2 implies p = 2.
Figure 11: Square grid network simulation results. Reproduced from Darugna et al.
(2020).
It is evident form each figure that smaller baselines, or larger wavelengths, in general
decrease the interpolation errors for all methods. For λ/b . 2, however, the behaviour
of some curves appears to break that trend. This behaviour, including maximum error
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Figure 12: Circular network geometry simulation results. Reproduced from Darugna
et al. (2020).
values at or close to zero, happen because of the regular geometry of the artificial
networks. For example, the errors are zero in the square grid results (Figure 11) when
the wavelength and baseline are equal, so that the values on all data points match the
value at the query point exactly. When they are completely out of phase, however, the
error increases beyond the TID amplitude.
By comparing the WLS2 (dashed green) to WLS2D (cyan), and WKL4 (dashed blue)
to WLS4D (magenta) in the artificial network results, it is evident that the use of d̃
leads to smaller interpolation errors for both of the artificial networks. In these cases,
the stronger power, p = 4, also shows smaller interpolation errors than p = 2. The use
of p̃, however, does not show any improvement when not coupled with a directional
approach. WLSL results in larger errors than WLS4 (p = 4), but when used with the
directional methods (WLS2DL and WLS4DL), the error is below that of WLS2D and
WLS4D. Out of the other reference methods, OK (dashed red) performs well for dense
artificial networks (λ/b & 3), while IDW (dashed black) performs on par with WLS2.
Figure 13: NETPOS subset network simulation results. Reproduced from Darugna et al.
(2020).
The real network results generally follow the same pattern as the results for the artificial
network. For λ/b > 3, OK performs best for both the NETPOS and LGLN networks,
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Figure 14: LGLN subset network simulation results. Reproduced from Darugna et al.
(2020).
Figure 15: GEONET subset network simulation results. Reproduced from Darugna
et al. (2020).
as in the circular network. The method including both d̃ and p̃ with p = 4, WLS4DL,
on the other hand performs best for the GEONET subset, as in the results from the
square grid.
5.4 Interpolation of real data
To verify the simulation results in real ionospheric conditions, an additional test with real
SSR corrections was performed with the GEONET subset receiver network (see Figure
10). Ionospheric corrections were generated using GNSMART (http://www.geopp.de/
gnsmart/) for a sample day, 14 May 2019, when TIDs were detected. Data from GPS,
Galileo, GLONASS, and QZSS were processed in the generation of the corrections.
A particularly clear MSTID was detected in the TEC between 09:30-10:30, and this time
period was selected for a case study. The TID direction and wavelength were estimated
using a technique based on that developed by Hernández-Pajares et al. (2006), outlined
in section 4.4 of Chapter 4. Instead of using a band-pass type filtering for the TEC
series, the ionospheric model residuals were used as de-trended TEC, shown in Figure
16. These residuals are the measured TEC at the reference stations subtracted by the
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spatial ionospheric model estimated in the GNSMART processing, at each time step.
The ionospheric model has two parts – a global model and a satellite specific regional
correction. The global model is a spherical harmonic expansion, while the regional model
is a polynomial expansion. These residuals are also part of the ionospheric corrections
and form the third part of the ionospheric corrections delivered to the rover.
Figure 16: TEC values of the ionospheric grid residual for satellite E31 during the TID
interval. Each line shows the perturbation around zero in TEC units, centred around
the location of the receiver in degrees latitude (top) and degrees longitude (bottom).
Reproduced from Darugna et al. (2020).
The estimated TID parameters are:
θ TID ≈ 22◦ (N-E),
λ TID ≈ 140 km,
T TID ≈ 20 min,
A TID ≈ 0.25 TECu.
The average baseline in the network is b = 32 km, giving an estimated wavelength-
baseline ratio of λ/b ≈ 4.4. With these parameters, the results in section 5.3 suggest
that the proposed modifications to the WLS technique should be able to improve the
interpolation.
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To test this, the performance of the WLS2DL and WLS2 techniques were used to
interpolate the ionospheric corrections with one receiver excluded from the processing
and used as query point. This was done for each station in the network, and the ratio
between the average interpolation errors of the two methods for Galileo satellite E31
is plotted in Figure 17. In this figure, 9 out of 14 receivers show a ratio above one,
indicating an improvement over the standard WLS2 method.
Figure 17: Ratios between average WLS2 and WLS2DL interpolation error (right)
for each receiver location (left) of the Okinawa GEONET network. Reproduced from
Darugna et al. (2020).
One test was also conducted for all methods considered in the simulation tests, for the
same query point and reference used in the simulation test in section 5.3. The cumulative
errors from this test are shown in Figure 18. Here, WLS2DL and OK performs the best,
while WLS4DL performs the worst. WLS2, WLSL and IDW perform slightly better
than WLS4, indicating that p < 4 is ideal in this case, contrary to the simulation results
in section 5.3. WLS2D, WLS4D improve upon WLS2 and WLS4 respectively. For
example, the number of absolute errors below 0.2 TECU changes from 75% with WLS2
to 90% with WLS2D. Using p̃ as well as d̃ improves this a further 6%, with WLS2DL.
5.5 Discussion and Conclusions
Large interpolation errors in ionospheric corrections can potentially hamper integer
ambiguity resolution in N-RTK and PPP-RTK applications. Smaller interpolation
errors, consequently, can decrease the time required for AR. TIDs pose a potentially
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Figure 18: Cumulative error for satellite E31 interpolated for station 0741 (see left panel
of Fig. 17). Reproduced from Darugna et al. (2020).
challenging interpolation problem, and this chapter presented simulations and a case
study to compare the performance of different interpolation methods. These methods
were inverse distance weighted average, ordinary kriging, and variants of a weighted least
squares planar surface fit. Standard WLS was tested for exponential inverse weighting
powers of p = 2 and p = 4. These two variants were in turn modified to take the
direction of the TID, and the TID wavelength into account.
The simulation tests were conducted for five different geometries - two artificial networks
and three real networks in Europe and Japan. The results showed that, as expected,
a higher wavelength-network baseline ratio decreased the interpolation errors in all
methods for λ/b & 2. In the simulations, WLS with a weighting power p = 4 performed
better than with p = 2. The use of directional information (d̃) led to smaller errors, as
did the use of wavelength information (p̃) when combined with d̃. Wavelength-adjusted
weighting power did not lead to significant improvements in the simulations when applied
on its own.
A similar test was performed on a data set from an isolated subset of the Japanese
GEONET network on 14 May 2019. A MSTID was detected, and its parameters were
estimated using cross-correlation. Individual receivers were in turn used as rovers for
the interpolation, and the use of both d̃ and p̃ improved the performance in 9 out of 14
locations.
These results show that using the estimated characteristics of TIDs in the interpolation
of ionospheric corrections can help decrease interpolation errors. This has the potential
to improve the reliability of ambiguity resolution for algorithms such as N-RTK and
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PPP-RTK when TIDs are present. Estimated TID information (direction, wavelength,
amplitude and average network baseline) could therefore be broadcast together with the
SSR corrections in order to let the user adapt their interpolation strategy.
The directional interpolation method presented here has also been applied to counter
sharp gradients in tropospheric signal delay during severe weather events. The direction
of the gradient is then estimated using numerical weather models. More details on the
tropospheric application can be found in Darugna et al. (2020).
In conclusion, this chapter has shown a potential use for estimated TID parameters
in improving GNSS high accuracy positioning. Other estimation methods for TID
parameters, or other base interpolation methods (e.g. IDW instead of WLS) could also
be used. The generality of SSR corrections mean that these methods can be applied to
different GNSS algorithms, not only N-RTK. It may also be possible to use external
information from other atmospheric disturbances, not only TIDs, to achieve similar
improvements in interpolation of GNSS corrections.
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6 | LSTID imaging by GPS
tomography
Commentary
Our selected approach to detect and image TIDs was to use MIDAS – an established
ionospheric tomography algorithm developed at the University of Bath. In order to
examine if MIDAS GNSS tomography has potential for TID imaging, an initial study
was conducted using the standard MIDAS configuration with GPS data. The scenario
consisted of a TID with spatial features on the smaller end of the LSTID wavelength
spectrum (λ ≈ 700 km) but with large absolute amplitudes, surpassing one TEC unit.
The LSTID occurred over North America on 31 October 2003 during the recovery phase
of the 2003 Halloween Storm. The ionosphere was disturbed by the geomagnetic storm,
making identification of TIDs among other perturbations potentially more challenging.
The available GPS receiver network was also relatively sparse, which added to the
difficulty of the inversion and made this an interesting initial test for MIDAS.
The analysis showed that, even in these challenging conditions, MIDAS was able to
reconstruct the LSTID well enough for it to be identified using a sparse GPS TEC
network. The results were compared to in situ electron density observations from the
CHAMP satellite planar Langmuir probe, as well as peak height and cutoff frequency
from the Dyess ionosonde. Both instruments suggested the presence of a TID. However,
only three of the network receivers were located south of the Dyess station, and in this
area the TID wave-pattern was not visible in the inversion, even if effects from the
TID were visible in the CHAMP and ionosonde data in this region. This highlights
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Tomographic Imaging of a Large Scale TID during the Hal-
loween Storm of 2003
Abstract
The most intense ionospheric storm observed in recent times occurred between 29-31
October 2003. The disturbances to the high-latitude regions set off several Large-
Scale Travelling Ionospheric Disturbances (LSTIDs), wavelike perturbations in the
ionospheric electron density. This paper investigates one particular Travelling Ionospheric
Disturbance (TID) on 31 October 2003 using North American Global Positioning System
(GPS) receiver network data and a tomographic imaging technique. The TID has an
estimated period of 30 min, an estimated horizontal wavelength of 700 km and propagates
South-Westward over North America. The tomographic reconstruction of the wave is
validated using a simulation of the observations and with independent observations from
ionosondes and the CHAMP Planar Langmuir Probe. The results are discussed in the
context of the magnetic and ionospheric conditions that may have contributed to the
launch of the wave. Large-scale TIDs are challenging to study over large regions of
the Earth, and the GPS network here is shown to offer a unique perspective on the
spatial and temporal variation of the TID. The experimental results are backed up by
simulations that show a denser network of receivers, as is available in more recent years,
would produce improved accuracy in the TID imaging.
6.1 Introduction
Travelling Ionospheric Disturbances (TIDs) are ionospheric manifestations of Atmo-
spheric Gravity Waves (AGWs) occurring in the neutral atmosphere (Hines, 1960).
AGWs are buoyancy waves in the atmosphere and can be observed as TIDs when they
transfer momentum to ions in the ionosphere by collision. Large Scale TIDs (LSTIDs) are
a common occurrence during geomagnetic storms. LSTIDs are wavelike perturbations in
the ionospheric electron density with typical wavelengths over 1000 km, periods between
0.5-3 h (Hocke and Schlegel, 1996) and typically travelling equatorwards from the auroral
regions (Davis and Rosa, 1969). LSTIDs perturb the electron density and hence the
Total Electron Content (TEC), the number of free electrons along a path through the
ionosphere, on scales up to several TEC units (1 TECu = 1016 free electrons per m2).
TEC is proportional to the first order ionospheric delay of transionospheric radio waves
propagating in the ionosphere and is therefore a crucial parameter for Global Navigation
Satellite Systems (GNSS).
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Between 29-31 October 2003 a series of Coronal Mass Ejections (CMEs) – expulsions of
plasma from the solar corona – reached the magnetosphere of the Earth, causing strong
geomagnetic storms. These are often referred to as the Halloween Storm(s) of 2003. The
CMEs caused two sudden storm onsets on 29 October 2003 and 30 October 2003 (e.g.
Mannucci et al., 2005; Horvath and Lovell, 2010). The planetary K-index (Kp) peaked at
9 on 29 and 30 October 2003, and 8 on 31 October. Kp remained above 4 throughout 31
October, which, although still disturbed, constituted the recovery phase corresponding
to the second sudden onset. The Auroral Electrojet index (AE) reached a maximum
of 1827 nT at 06:31 UTC on 31 October, which is plotted in Figure 19. Change in AE
is related to auroral ionospheric current activity, which has been correlated with the
appearance of TIDs at mid-latitudes (Hajkowicz, 1991; Hunsucker, 1982; Hocke and
Schlegel, 1996; Lewis et al., 1996). These TIDs are thought to be launched by Joule
heating of the atmosphere caused by increased ionospheric currents. High variability in
AE occurred several times throughout 31 October, as seen in Figure 19. This variability
in AE provides evidence for a potential TID generation mechanism being present.












Figure 19: The AE index at 1 min intervals on 31 October 2003.
LSTIDs during the first two days of the October 2003 ionospheric storms have been
studied extensively (e.g. Afraimovich et al., 2006; Ding et al., 2007; Perevalova et al.,
2008; Valladares et al., 2009; Borries et al., 2009; Horvath and Lovell, 2010). This study
focuses on the less intense third day of the storms, 31 October 2003, and specifically on
a high-amplitude TID observed over North America in the local morning hours (16-20
UTC).
Section 6.2 covers the data instrumentation used for the study of the TID and shows
examples of the GNSS slant TEC (sTEC) observed. In section 6.3.1, observations from
different instruments and techniques - GPS tomography, an ionosonde and a space-borne
Planar Langmuir Probe (PLP) are compared. To investigate the effects of using a sparse
network of GPS receivers, an additional tomographic inversion using simulated data
is performed in section 6.4. Section 6.5 contains a short discussion on the results and
generation of the TID and final conclusions.
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6.2 Data and instrumentation
The primary data used in this study were sTEC measurements derived from phase delay
observations by a network of ground-based dual-frequency GPS receivers. In addition to
the GPS sTEC used to image the TID, independent ionosonde data and measurements
from the Challenging Minisatellite Payload (CHAMP) PLP were used to confirm the
presence of a TID.
6.2.1 GPS TEC
The GPS receiver network is shown in Figure 20 and includes 40 stations in North
America (listed in Table 2) which are part of the International GNSS Service (IGS) and
UNAVCO networks.










































Table 2: North American GPS receiver stations used for the tomographic inversion.
Slant TEC values were calculated using the geometry-free combination. It should be
noted that MIDAS (section 6.2.1) uses time-differenced sTEC measurements, so satellite-
and receiver biases which change slowly over time have no effect on the accuracy of the
inversion (Mitchell and Spencer, 2003).
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Figure 20: Network of GPS receivers used (circles) and the location of the Dyess and
Millstone Hill ionosondes (triangles).
Figure 21 shows an example of pseudorange-calibrated sTEC observations from one
receiver station, tono, where wavelike perturbations can be seen in the sTEC of several
satellites. The satellites with the clearest TID signatures, PRNs 3 and 31, had Ionospheric
Pierce Points (IPPs) moving north. It should be noted that the movement of the satellites
relative to a TID may result in distortions to the apparent TID, as it introduces a
Doppler-like shift in the apparent period of the TID perturbations (e.g. Wan et al.,
1997; Hernández-Pajares et al., 2006; Penney and Jackson-Booth, 2015). Bolmgren
et al. (2020) showed, using simulations, that MIDAS has the capacity to correctly image
LSTIDs without explicitly taking this effect into account.
Figure 21: Biased sTEC from GPS receiver station tono on 31 October 2003.
MIDAS
Computerised ionospheric tomography is a method that can estimate the 2D or 3D
ionospheric electron density over an area using integrated electron density measurements,
such as TEC. In general, ionospheric tomography can be described as solving an inverse
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problem formulated by the relationship between the geometry, the observations and the
discretised electron density distribution. For a historical review of different methods of
ionospheric tomography see Bust and Mitchell (2008).
In this study, the electron density was imaged using the Multi-Instrument Data Analysis
Software (MIDAS) tomography algorithm (Mitchell and Spencer, 2003). MIDAS uses
differential phase observations from a network of ground-based geodetic GNSS receivers
and solves for an estimate of the ionospheric electron density. Empirical Orthogonal
Functions (EOFs) are used as a change of basis in the height dimension; this constrains
the problem by decreasing the degrees of freedom and by providing a basic structure to
the variation of electron density with height. MIDAS has previously been tested as a
TID imaging algorithm using a simulation approach in Bolmgren et al. (2020), which
established that the algorithm can successfully reproduce LSTIDs using GNSS data. In
this study we will show that this is possible with real data even in relatively challenging
conditions.
6.2.2 Ionosondes
The first scientific observations of TIDs were made using ionosondes (Munro, 1948).
Ionosondes are ground based radio instruments that characterise the bottomside electron
density of the ionosphere. Ionosondes work by generating signal pulses that sweep
through a span of frequencies. The pulses reflected back to the Earth from close to the
zenith are used to estimate the height distribution of the plasma frequency, which is
proportional to the square root of the electron density, directly above the ionosonde.
The highest plasma frequency is usually found in the F2 layer and is denoted foF2.
Since electromagnetic waves with frequencies above foF2 pass through the ionosphere,
ionosondes provide no information on the electron density above the height of the F2
layer (referred to as hmF2).
Ionosondes at Dyess (32.4◦N, 99.8◦W) and Millstone Hill (42.6◦N, 71.5◦W) were both
active on 31 October 2003. Figure 20 indicates the locations of these two ionosondes.
The Millstone Hill ionosonde is used as a reference when setting up the MIDAS EOFs,
while measurements from the Dyess ionosonde are used in section 6.3.2.
6.2.3 CHAMP planar Langmuir probe
The CHAMP satellite was active for ten years between 2000 and 2010 and was equipped
with atmospheric and ionospheric observation instruments. CHAMP has a near circular
polar orbit and had an altitude around 390 km at the time of the storm, which usually
54
would be in the topside of the ionospheric F layer. This study makes use of electron
density data from the CHAMP PLP, a planar Langmuir probe which was used to measure
in situ electron temperature as well as electron density in the front of the spacecraft
every 15 s. Details on the CHAMP PLP can be found in McNamara et al. (2007).
6.3 Results
Sections 6.3.1, 6.3.2 and 6.3.3 present the results in terms of the tomographic GPS
inversion, foF2 and hmF2 from the Dyess ionosonde, and CHAMP PLP in situ electron
density respectively.
6.3.1 Tomographic inversion
Differential phase observations from the GPS receiver network were used with MIDAS
to estimate the ionospheric electron density distribution on 31 October 2003. The
reconstructions in MIDAS used voxels of 2◦ × 2◦ × 10 km in latitude, longitude and
height respectively, and time steps of 10 minutes. Two EOFs were generated using a set
of Chapman profiles (Chapman, 1931), adjusted to fit the vertical profiles observed by
the Millstone Hill ionosonde.
Figure 22: Series of vTEC from the MIDAS GPS inversion. Each frame is separated by
10 minutes. Arrows have been added to indicate identified wave-crests.
Figure 22 shows six consecutive time frames between 17:10-18:00 of the inversion results,
with electron density integrated vertically to give vTEC. Between two and four wave
fronts aligned NW-SE can be observed in the figure, spanning latitudes between 45◦
55
and 30◦. These features are also visible in the electron density viewed as a cross section
spanning 100-1200 km in altitude along the direction of travel, shown in Figure 23. The
wave-like perturbations are presumed to be the result of a passing TID.
Figure 23: (Right) NE-SW cross-section of the full inverted electron density, and (left)
the path of the placement of the cross-section in the vTEC map.
Using consecutive tomographic images from MIDAS, the TID parameters were estimated
as follows: horizontal wavelength λh ≈ 700 km, phase velocity vϕ ≈ 390 m/s, and
direction of travel ≈ 195◦ S-W . The period T was estimated as T = λh/vϕ ≈ 30 min.
These parameters would qualify the TID as medium scale, following the definitions in
Hunsucker (1982). However, considering the high amplitude, geomagnetic conditions
and equatorward direction of travel we will consider it a LSTID.
6.3.2 Ionosonde observations
The Dyess ionosonde is located within the area that was visibly affected by the TID
in the MIDAS images. There is an indication of a periodical signature in the F2 layer
critical frequency (foF2) with a 30 min period between 18:00 and 19:30 UTC, which
may be related to the TID visible in the GPS data. However, the 15 min sampling
makes it impossible to detect potential shorter period perturbations. In Figure 24, foF2
and hmF2 from the Dyess ionosonde are plotted against the equivalent parameters
calculated from the MIDAS result. In Table 4 of Bruno et al. (2020), MIDAS results
were compared against ionosonde data, and for a setup close to what is used here Bruno
et al. (2020) found errors of 0.55 MHz in foF2 and 40 km in hmF2. The discrepancies
in Figure 24 are on the same order. The other ionosonde with data readily available
during this period, Millstone Hill (42.6◦N, 71.5◦W), does not show a similar indication
of TID passage. This is expected, since it is located outside of the area visibly affected
by the TID in the tomographic inversions.
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Figure 24: foF2 (top) and hmF2 (bottom) observations for the Dyess ionosonde (32.4◦N,
99.8◦W) and MIDAS equivalent sampled at the same location on 31 October 2003.
6.3.3 CHAMP PLP observations
The CHAMP satellite had one north-to-south pass over North America between 17:00
UTC and 19:00 on 31 October 2003, when the TID was visible in the GPS TEC. The
in situ electron density measured by the PLP at altitudes between 391-395 km for
this pass over North America is plotted in Figure 25. At 17:43 UTC, CHAMP passes
North America at longitude 76◦W, i.e. East of the area where the TID is visible in the
tomographic images. Two dips in electron density separated by an apparent latitudinal
wavelength of around 700-825 km are visible in Figure 25 between latitudes 15◦N and
30◦N.
The dotted line in Figure 25 shows the electron density estimated by MIDAS at 17:40
UTC, sampled at the location of CHAMP. Apart from not displaying the same wave
perturbations, the electron density at this altitude is overestimated by approximately
3×1011 electrons per m3. This is the result of a mismatch between the in situ observation
and integrated estimate of the vertical density distribution in this area.
The perturbations in Figure 25 may indeed be caused by the passage of the TID seen
further west in the tomographic images, but poor receiver coverage in the region may
explain why the wavefronts do not appear to reach 76◦W in the tomography result. The
effect of possible poor data coverage is further examined by testing the tomography
procedure on simulated data in section 6.4.
57
Figure 25: in situ electron density (top) measured by the CHAMP Planar Langmuir
Probe (line) and the electron density sampled from the MIDAS inversion (dotted line)
for 31 October 2003. Corresponding CHAMP satellite track is plotted on top of the
MIDAS vTEC result for 17:40 UTC (bottom).
6.4 Method verification by simulation
The Dyess ionosonde and CHAMP PLP electron density both suggest the presence of a
TID, but the wave-like features observed by these instruments are not clearly translated
onto the same spatial and temporal coordinates in the MIDAS inversion results. The
ionosonde suggests the presence of a TID with a period similar to that in the GPS
inversion, but it appears later than it does in the inversion. The CHAMP satellite
measurements suggest wave-like perturbations can affect the electron density as high
up as 390 km in a region where the wave is not visible in the tomographic inversion. It
is possible that these features are not visible in the tomographic images due to poor
receiver coverage below 30 ◦latitude.
To investigate the effect of data-coverage and geometry used for the tomographic
inversion, simulated TEC from a model ionosphere was inverted with MIDAS under
the same geometric conditions (satellite geometry and receiver coverage) as the original
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inversion. Any discrepancies between the model and simulated inversion results can
be used to identify where there may be issues in the results presented in section 6.3.1.
A second inversion of the simulated data, using a denser, fictional network is used to
identify the effect of receiver geometry.
The TID parameters estimated in section 6.3.1 were used together with the Hooke (1968)
TID model and the International Reference Ionosphere, IRI2016 (Bilitza et al., 2017),
to generate a model ionosphere with TID, through which sTEC measurements were
integrated (following Bolmgren et al. (2020)). A single frame of the model ionosphere is
shown in Figure 26a.
The resulting inversion shows that the while the reconstruction with the regular network
(Figure 26b) is able to conserve the main morphology of the TID, it does not correctly
replicate the perturbations of the wave East of 105◦W and South of 30◦N. In addition, the
wavefronts in Figure 26b appear skewed when compared to the model in Figure 26a. In
all panels of Figure 26, a 1 h running mean was subtracted from each voxel post-inversion
to minimise the background ionosphere and to better see the TEC perturbations caused
by the modelled TID.
The wave is more accurately reproduced if a denser network of GPS receivers than was
available in 2003 is used. Figure 26c shows the improved simulation result, which uses a
larger number of receivers. The simulated receiver network is marked by points in the
same sub-figure. This inversion more accurately reproduces the perturbations in Figure
26a, including the direction of the wavefronts.
Figure 26: The modelled LSTID vTEC (a) and inversions from the simulated data (b)
and (c) with a 1 h running mean background subtracted. Panel c uses a denser network
than the real inversion, where the receiver locations of the network are indicated with
black markers.
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6.5 Discussion and conclusions
In this paper, we have used GPS tomography to reconstruct the ionospheric electron
density over North America for 31 October 2003, the third day of the Halloween storm of
2003, and to identify a LSTID. The presence of a large-scale TID was evidenced by other
instrumentation. A potential discrepancy in the TID morphology was observed between
the measurements of two other instruments and the large-scale MIDAS reconstructions.
While indications of the TID was captured by the Dyess ionosonde and CHAMP PLP, this
was in areas where the MIDAS reconstruction showed no clear wave pattern. However,
this was identified from computer end-to-end simulation to be the result of poor receiver
coverage available for the MIDAS inversion, as discussed in section 6.5. The receiver
network used has an approximate receiver density of 1 per 10◦ × 10◦, compared to
approximately 6 per 10◦ × 10◦ for the denser synthetic network shown in Figure 26c.
For comparison, the modern North American network used by Bruno et al. (2020) has
an average receiver density close to 15 per 10◦ × 10◦.
The observed TID had an estimated phase velocity of 390 m/s, an estimated period of 30
min, horizontal wavelength of 700 km and a southwesterly direction, suggesting a source
in the auroral region. The high variability in AE occurring between 11:00 UTC and 14:00
UTC (Figure 19) may indicate a possible time of launch of the observed LSTID, if it were
launched by Joule heating resulting from variations in the auroral electrojets. Another
possible source mechanism may have been heating by auroral particle precipitation. The
auroral oval was centred at latitude 63◦N at this time with the region experiencing strong
energetic particle precipitation at 14:30 UTC, as estimated by OVATION Prime 2013
(Newell et al., 2014) as shown in Figure 27. The highest levels of precipitation around
the presumed launch time of the LSTID occurred between 08:00-10:00 Magnetic Local
Time (MLT), which coincides with northern North America at the presumed launch time
of the LSTID (11:00-14:00 UTC) and with the increased levels of AE activity around the
same time. However, further analysis of additional datasets would be needed to obtain a
detailed understanding of the generation mechanisms responsible for this LSTID. Since
TIDs are effectively relative changes in the background electron density, the enhanced
storm density likely contributed to the high perturbation amplitudes.
The work discussed in this paper built on that of Bolmgren et al. (2020), where
MIDAS was demonstrated to be capable to image certain TIDs, and has shown that
the tomographic algorithm is capable of imaging LSTIDs with relatively small spatial
dimensions, provided that a sufficiently dense ground receiver network is available.
Tomographic maps like the ones produced here could be used in practical navigation
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Figure 27: OVATION Prime 2013 particle flux for 31 October 2003 at 14:30 UTC.
systems to provide ionospheric delay corrections for GNSS positioning during LSTID
activity, which may otherwise induce unmodelled TEC fluctuations impairing the quality
of the solution.
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7 | TID imaging by tomography:
method verification by simula-
tion
Commentary
The standard mode of running MIDAS involves using GNSS relative TEC observations as
an input in order to produce 3D images of the ionospheric electron density by tomography.
Chapter 6 indicated that MIDAS can be used with GPS to image LSTIDs. To build on
these results, it is interesting to see how well this method can be used to image TIDs of
varying temporal and spatial scales. The analysis used synthetic TEC measurements
generated from a modelled ionosphere. The modelled ionosphere was made up of a
background, represented by IRI, and a foreground containing modelled TIDs, which
were generated for sets of input parameters such as wavelength and wave period, ranging
from MSTIDs to very large LSTIDs.
MIDAS is typically used with data from GNSS satellites in medium earth orbit. Due
to the relative movement of these satellites and the TIDs, it may be beneficial to use
satellites that appear stationary from Earth to avoid Doppler-shifted TID estimates, and
satellites in GEO were therefore included in the analysis. It was shown that incorporating
TEC data from geostationary satellites improved the results, specifically in the case of
MSTIDs. LSTIDs were generally possible to image with data from regular GNSS orbits.
Using only geostationary measurements in the standard inversion approach resulted in
images which showed only relative changes, while still reconstructing the TIDs. While
this is an interesting and useful outcome, in practice, GEO satellites which can provide
high-quality TEC estimations are not currently available in many parts of the globe
(Kunitsyn et al., 2016).
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Tomographic Imaging of Travelling Ionospheric Disturbances
Using GNSS and Geostationary Satellite Observations
Abstract
Travelling Ionospheric Disturbances (TIDs) are the manifestations of atmospheric gravity
waves in the ionosphere. These disturbances have practical importance because they
affect satellite navigation technologies such as Global Navigational Satellite System
(GNSS), causing degradation in precise positioning applications. They also have scientific
significance as their generation mechanisms and propagation are not fully understood.
While there are specific instruments that can measure TIDs in certain locations there is
a need for wide-area observations across extended geographical regions to continuously
monitor their onset and spatial and temporal characteristics. This paper evaluates
the use of observations from ground-based geodetic GNSS receivers to image TIDs
using ionospheric tomography and data assimilation. Certain GNSS receivers also
monitor signals from satellites in Geostationary Earth Orbit (GEO), which provide a
unique perspective on the TID. The advantage of using the GEO data is investigated.
A computerised simulation of GNSS observations is used for evaluation of the Multi-
Instrument Data Analysis System (MIDAS) with GEO and regular GNSS geometry.
The simulated observations are generated by integrating the electron density through
a modelled TID-perturbed dynamic ionosphere between actual receiver and satellite
positions. The output 3D electron density image series generated from the synthetic data
by the MIDAS ionospheric tomography and data assimilation algorithm are compared
with the input model ionosphere. Results show that GEO geometry improves the
reconstruction of Medium Scale TIDs (MSTIDs) and smaller LSTIDs in cases where
the movement of regular GNSS satellites in Medium Earth Orbit (MEO) may otherwise
introduce distortions to the observations.
7.1 Introduction
The ionosphere, the ionised region of the upper atmosphere, has a significant effect on
radio signals at frequencies up to several GHz. Radio transmissions are delayed and
refracted when they encounter the electrically charged ionospheric plasma. This makes
understanding the spatial and temporal distribution of the ionosphere important for
radio communications.
Perturbations in the ionospheric electron density can have a significant impact on
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precise positioning algorithms using Global Navigational Satellite Systems (GNSS)
(Hernández-Pajares et al., 2006a; Hernández-Pajares et al., 2006b). Travelling Iono-
spheric Disturbances (TIDs) are a common type of ionospheric disturbance present at
most latitudes. TIDs are the ionospheric signatures of Atmospheric Gravity Waves
(AGWs), and manifest as propagating wave-like perturbations in ionospheric plasma
density, velocity and temperature. The changes in plasma density are important for
radio propagation. The amplitude, period, and spatial wavelength of TIDs vary, and
they are typically categorised as either medium scale or large scale. Medium-Scale TIDs
(MSTIDs) have periods below 1 h and horizontal wavelengths between 100 km and
1000 km, while large-scale TIDs (LSTIDs) have typical periods between 0.5 h and 3 h,
and wavelengths above 1000 km (Hocke and Schlegel, 1996). TIDs can be initiated
by processes in the troposphere as well as the ionosphere. An important source of
MSTIDs is the solar terminator (Hernández-Pajares et al., 2006a; Nygrén et al., 2015).
LSTIDs, on the other hand, are commonly associated with geomagnetically perturbed
conditions and tend to travel equatorwards from auroral latitudes (Davis and Rosa,
1969). Although TIDs have been investigated for many years, interesting outstanding
questions remain about the source mechanisms and it is still not possible to include
them in ionospheric forecasting models.
TIDs have been observed by various ionospheric instruments. The first observations
of TIDs where made by ionosondes in Australia, and were described by Munro (1950).
Other commonly used instruments for TID observation include incoherent scatter
radars, airglow imagers and dual frequency GNSS receivers. GNSS receiver networks,
in particular, are important tools for studying TIDs over large spatial scales. Several
studies have produced 2D maps of TID-induced perturbations in Vertical Total Electron
Content (vTEC) over such networks, as was first done by Saito et al. (1998). However,
GNSS observations of TIDs are subject to distortion due to the movement of the satellites
relative to the TID, which must be taken into account in many cases (Wan et al., 1997;
Van De Kamp et al., 2014; Penney and Jackson-Booth, 2015).
Each of these instruments has difficulty capturing the full spatial characteristics of TIDs
without additional information. For example, Van De Kamp et al. (2014) used incoherent
scatter radar observations to provide vertical information in order to complement the
horizontal information provided by GPS observations. Incoherent scatter radars are,
however, only available in a few locations worldwide, and in areas without complementing
instruments like these it is still possible to infer horizontal information by using radio
tomography methods.
Ionospheric radio tomography, introduced by Austen et al. (1988), is a method used to
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image the ionospheric free electron number density N(x, t) distribution in 2D, 3D or
4D using sets of total electron content (TEC) data. TEC measured using GNSS is the





N(x, t) dl, (69)
and is inferred from the phase advance and code delay observed by the receiver in the
radio signals transmitted from the GNSS satellite.
Methods for ionospheric tomography were initially developed for low earth orbiting
(LEO) satellites such as those part of the CICADA and TRANSIT constellations. These
methods were successful in imaging MSTIDs along strings of ground receivers thanks to
the fast LEO satellite passes (Pryse et al., 1995; Cook and Close, 1995; Kunitake et al.,
1995). Increasing GNSS ground receiver coverage has since shifted focus towards GNSS
satellites in medium earth orbit (MEO). A review of ionospheric tomography can be
found in Bust and Mitchell (2008). GNSS tomography has also been applied in efforts
to observe TIDs (as evidenced in Yizengaw et al., 2005; Lee et al., 2008; Ssessanga et al.,
2015; Chen et al., 2016; Tang et al., 2016; Yin et al., 2017).
The movement of a GNSS satellite over a time period introduces a movement of the ray
between satellite and receiver, and thus the integration path through the ionosphere Rij
in Equation 69. The movement of an ionospheric pierce point (IPP), a point where the
ray intersects the ionosphere at a specified height, may reach velocities close to those
of the TIDs themselves, which introduces distortions in the wave parameters observed
in the TEC time series (Wan et al., 1997; Van De Kamp et al., 2014; Penney and
Jackson-Booth, 2015).
A way to avoid these distortions is to eliminate the relative movement of satellite-receiver
ray and TID by using observations from satellites in Geostationary Earth Orbit (GEO).
Ground observations of Faraday rotation of signals sent from satellites in GEO have
previously been used to study TIDs (e.g. Davis and Rosa, 1969). The advantage of
using GEO has been recognised by recent work: for example, Huang et al. (2018) who
compared observations of nighttime MSTIDs from GPS TEC, BeiDou GEO TEC and
airglow observations over central China. They concluded that although the different
observations generally agreed, GEO TEC and airglow were in closest agreement. They
attributed this to distortion effects from GPS satellite movement.
In areas such as Europe and North America, which are outside the coverage of BeiDou
satellites in GEO, satellites in the Satellite Based Augmentation System (SBAS) constel-
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lations WAAS and EGNOS may be used instead. Kunitsyn et al. (2016) showed that the
use of SBAS GNSS signals leads to a significantly higher TEC error when compared to
signals from BeiDou satellites in GEO. However, Cooper et al. (2019) recently introduced
a new method to calculate relative TEC from SBAS single frequency signals broadcast
from GEO, improving the viability of using GEO TEC with ionospheric tomography
in areas covered by SBAS. In summary, there are a number of GEO signals available
that could be used in ionospheric tomography and have the potential to improve the
resulting images in a range of geographical regions.
This simulation study examines the possible improvement in TID imaging from the
addition of GEO TEC observations to the Multi-Instrument Data Analysis System
(MIDAS) tomographic algorithm (Mitchell and Spencer, 2003). The simulation approach
is outlined in Figure 28. The main steps are described in section 7.2. In section 7.2.1
an ionospheric electron density model is constructed as the ground truth. Section 7.2.2
explains how the model is used to generate synthetic TEC observations from satellites in
GEO, and GNSS satellites in MEO. These are used by the MIDAS algorithm, described
and referenced in section 7.2.3, to reconstruct the 4D electron density spatial and
temporal distribution. In section 7.3 the MIDAS inversion results are compared to the
modelled electron density in order to evaluate the inversion method and examine the
effects of using observations from different satellite orbits to provide TEC.









Figure 28: Flowchart of the method validation procedure. The Hooke TID model uses
both AGW parameters and an IRI background NIRI to produce the simulated test
ionosphere Nsim. Receiver and satellite (GEO, GNSS-MEO or both) geometries are
added first to integrate through Nsim to produce the synthetic TEC data TECsim,
and then to the MIDAS algorithm for the reconstruction. Finally, the output Nest is




A modelled ionosphere is used to evaluate the MIDAS algorithm for TID imaging by
providing test data and a ground truth. The first part of the model is the unperturbed
electron density, or background. This background is generated using the International
Reference Ionosphere 2016 (IRI) (Bilitza et al., 2017). The TID-induced modulation
of the background is calculated from AGW parameters using the physics-based Hooke
(1968) model. In this model the electron density is given by
Nsim(x, t) = N0(x, t) + δN(x, t), (70)






















where ∂zN0 is the vertical density gradient of the background, Ub is the neutral velocity
in the direction parallel to the geomagnetic field at a reference height z0, ω is the angular
AGW frequency, Ib is the geomagnetic inclination, kbr is the real part of the wave vector
k parallel to the geomagnetic field and kzi is the imaginary part of k, which is only
nonzero in the vertical direction. The values for the geomagnetic field are taken from
the International Geomagnetic Reference Field (IGRF) (Thébault et al., 2015).
This type of model has been implemented to model TIDs in several recent studies
(Cervera and Harris, 2014; Nickisch et al., 2016; Mitchell, Rankov et al., 2017), and
the model itself was tested by Morgan and Calderón (1978) who found relatively good
agreement with measurements. The main drawbacks of this model are that there is no
viscosity effect to damp out the wave at higher altitudes, and that the scale height is
constant with altitude.
Here, following Hooke (1968), the assumption is made that there is no dissipation in
order to get a simple estimate of the imaginary part of wave vector (kzi = 1/2H). The
horizontal and vertical wavelengths are related to each other and the angular frequency
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where ωb = (γ−1)g/(γH) is the Brunt-Väisälä frequency and ωa = c/2H is the acoustic
cutoff frequency. In these expressions, c is the speed of sound and γ the specific heat
ratio. For simplicity, constant values H= 50 km, γ= 1.4 and c =
√
γgH = 829 m/s are
used.
The model Equation 72 was derived using a linearised perturbation treatment, and
the physical approximations are valid only in the bottomside ionospheric F region. An
additional exponential dampening is therefore applied above the F2 peak and below the
upper F1 region when calculating the perturbation field δN(x, t). This approach may
lead to an unrealistic response of the top-side ionosphere, where the effects of the TID
are diminished.
7.2.2 Simulated TEC observations
The ionosphere simulation outlined in Figure 28 uses synthetic TEC observations TECsim
generated from six different simulated ionospheric electron density structures Nsim(x, t).
These model ionospheres are constructed as described in section 7.2.1, and only differ
by AGW/TID parameter inputs to Equation 72, which are listed in Table 3. The
background ionospheres were generated with IRI every 5 minutes, and interpolated
linearly in time every 30 seconds, between 6 and 18 UT for 27 Sept 2016, a time with
moderate geomagnetic conditions (Kp between 4 and 6) towards the end of the 24th solar
cycle (monthly smoothed sunspot number of 33.2). The simulated TEC observations
are integrated along each satellite-receiver ray path every 30 s according to Equation 69,
with N equal to the modelled electron density, Nsim.
Table 3: TID wave parameters used to generate the six test ionospheres Nsim. T = 2π/ω
is the wave period and λ = 2π/kh is the horizontal wavelength. All TIDs are directed
North-South.
TID no. 1 2 3 4 5 6
T (min) 90 75 60 45 30 20
λ (km) 3000 2000 1500 1000 500 300
The 30 s interval is chosen as this is the usual rate at which GNSS data are collected
and stored on ground-based geodetic receivers. It is assumed that the bending of the
ray path due to refraction is negligible, which simplifies the ray paths to straight lines
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between satellites and receivers. The coordinates of 191 receiver stations belonging to
the International GNSS Service (IGS) and UNAVCO networks in North America, and
real GPS and GLONASS precise satellite orbits provided by IGS are used to provide the
geometry for the synthetic TEC observations. The positions of three satellites in the
WAAS SBAS constellation: Inmarsat 4-F3 (98◦ W, PRN 133), Intelsat Galaxy 15 (133◦
W, PRN 135) and TeleSat Anik F1R (107.3◦ W, PRN 138) represent the geostationary
satellite geometry. Any observation with elevation below 10◦ is discarded from the
simulated synthetic observations. No Inter-Frequency Biases (IFBs) are added to the
synthetic observations, as they have no effect on the regular MIDAS inversion (Dear
and Mitchell, 2006; Bruno et al., 2020).
7.2.3 MIDAS tomography algorithm
The tomography method used in this study is the University of Bath MIDAS time-
dependent inversion algorithm. In the ionospheric mode, MIDAS can take in any
observation that is related to electron density. The standard mode for MIDAS to
use GNSS is to take in dual frequency carrier-phase measurements to image the time
varying ionospheric free electron distribution in three spatial dimensions. For these
inversions Empirical Orthogonal Functions (EOFs) seeded with a set of Chapman
functions (Chapman, 1931) provide the vertical electron density structure and reduce
the complexity of the inverse problem. TEC observations, sampled from a time window
weighted centrally around the current inversion time step, are used for the inversion.
MIDAS can use either un-calibrated TEC that is ray-differenced for the inversion, as
first done by Andreeva et al. (1992), or pre-calibrated TEC observations that have been
corrected for biases. Ray-differenced TEC means the difference between consecutive 30 s
TEC samples over the same satellite-receiver link. When pre-calibrated measurements
are used, they must first be corrected for IFBs in both satellites and receivers. However,
the calibration of IFBs can be problematic for real-time operations and hence MIDAS
usually inputs only phase observations. The ray-differencing procedure is integrated into
MIDAS, so the same data set can be used with either setting.
For this study 3D images of the electron density are reconstructed at 5-minute intervals.
The data time window is 1 h wide and the voxels for the model and inversion are 25 km
by 0.5◦ by 2◦ in height, latitude and longitude, respectively. The latitude-longitude grid
is set to balance the capability to resolve TIDs while not creating too many unknowns
to solve in the inverse problem. The data time window of 1 h was selected to provide
enough data to be able to solve the inverse problem with this relatively high latitudinal
resolution. This presents a trade-off between the size of the time-window and the spatial
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resolution. A large time window lets more data be used for each inversion, but can
cause other problems when the movement of the satellite and TID are involved. The
height resolution is only used to map between the EOF representation of the height
distribution and the voxel representation. This means that the height resolution can be
chosen freely without affecting the number of unknowns in the inverse problem.
7.3 Results
Simulated line-integrated TEC observations were generated for the six different modelled
TIDs in Table 3, generated as described in section 7.2.2, with two types of geometry: one
using only GPS and GLONASS satellites in MEO, and a second using three satellites
in GEO. It is important to stress here that the models are dynamic – they represent a
propagating TID, and each integration to produce TEC is at the relevant time in the
TID’s movement. This is to make the simulated observations as realistic as possible.
These TEC observations were then inverted using MIDAS to produce electron density
structures Nest(x, t) for GEO satellite geometry, GNSS-MEO satellite geometry and
a combined geometry and each of these for calibrated TEC and ray-differenced TEC
input.
7.3.1 Modelling results
The modelling procedure described in section 7.2.1 was used to generate six TID-
perturbed ionospheric electron density structures, Nsim, over North America. Figure 29
shows an example, with AGW/TID parameters from TID 4 in Table 3, of the two parts
of the model: the background (figures 29a and 29b) and the perturbation (figures 29c
and 29d). The full structure with background and TID combined is given in (figures 29e
and 29f). The three top plots show slices through the three-dimensional electron density
structures and the bottom plots show the same models integrated vertically to obtain
vTEC.
7.3.2 Synthetic data results
TEC data were simulated for each model ionosphere, and all satellite geometries. Ex-
amples of simulated TEC observations from one receiver and six selected satellites
(from a time-dependent ionosphere, a single frame from which is shown in Figure 29)
are plotted in Figure 30 together with estimated wave periods T . Caution should
be exercised here as the apparent wave periods when interpreted from this graph are
dependent on the direction of movement of the satellite relative to the TID direction of
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Figure 29: a and b show the background model ionosphere NIRI as a cross section at
98o W and as vertical TEC respectively. c-d show the modelled perturbation δN as
generated by using Equation 72 with N0 = NIRI and wave parameters corresponding to
TID 4 in Table 3. When added, the background and perturbation form the simulated
electron density Nsim shown in e-f.
Figure 30: Simulated TEC measurements (TECsim) generated from a southward trav-
elling TID (TID 4) with period 45 min and horizontal wavelength 1000 km for five
selected GNSS-MEO satellites and one geostationary satellite (PRN 133) as seen from
receiver amc2 (38.8◦ N, 104.5◦ W). The apparent periods T vary with the direction of
satellite movement, shown in Figure 31
travel. This can be viewed alongside Figure 31 which shows IPP tracks at an altitude
of 300 km. This altitude was chosen to coincide with the height where the modelled
TID affects the largest effect on the ionosphere. For example, the satellite identified
by pseudo-random-noise code (PRN) 41 moves against the TID propagation direction
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Figure 31: Tracks of satellite IPPs, at a height of 300 km, corresponding to the TEC time
series in Figure 30. The last satellite positions as seen from the receiver are indicated by
asterisks. The IPP of PRN 133 is shown only as an asterisk, as it appears stationary
relative to the surface of the Earth. Black dots represent locations of receivers used in
the inversion, and the location of amc2 is indicated by a circled dot.
and shows an apparent wave period shorter than in the simulation. PRN 60, on the
other hand, moving more in the TID direction, displays a larger apparent period. The
geostationary PRN 133 TECsim TEC series most closely reproduces the simulated TID
period (45 minutes). It is clear from these examples that satellite movement can have a
large impact on the apparent wave periods of the TEC. This shows that the observations
themselves can exhibit distortion of the actual wave parameters.
7.3.3 Inversion results using pre-calibrated TEC
The first stage of evaluating the inversions is now to determine the difference between
the simulated ionosphere and the MIDAS tomography electron density output when
treating the synthetic TEC observations as ’perfect’ (i.e. pre-calibrated) TEC input data.
This means that no ray-differencing of the TEC is performed as part of the inversion.
The MIDAS inversion results using GNSS-MEO and GEO geometry for the TIDs in
Table 3 are shown in figures 32 and 33 as electron density cross section snapshots in
height and latitude. The modelled wave perturbations are especially clear in the GEO
inversion, and less evident in the GNSS results, where the waves are somewhat obscured
by smaller artefacts. However, examination of the vTEC sampled at one point in the
middle of the reconstruction grid, as plotted in Figure 34 reveals that the modelled TIDs
are also present in the GNSS inversion.
In Figure 34 the modelled perturbations δN and the difference between the reconstruction
and the modelled background (Nest−N0) are compared in order to get a clearer view of
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Figure 32: modelled electron density Nsim (a, d, g) and inversion results Nest (m−3) (b,
c, e, f, h, i) for TIDs 1-3 when treating the input data as pre-calibrated, i.e. without
ray-differencing. b, e and h show GNSS-MEO results, and c, f and i show GEO-only
results.
the wave-like behaviour. Figures 34a-f show the sampled vTEC as time series, and 34g-l
show vTEC for all latitudes at one time step. Figures 34d-f and 34j-l illustrate how
the GNSS inversion has trouble with smaller TIDs, while the GEO inversion vTEC is
reasonably accurate for all but the smallest modelled TID (34f and 34l). It should also
be noted that the background N0 would not be known a-priori in a real data scenario
and must be estimated by image filtering.
Some spatial artefacts smaller than the modelled TIDs appear in all GNSS inversions,
as evident in Figure 34. For TIDs 1-2 they appear as small variations below 0.1 TECu
in amplitude around an otherwise well estimated vTEC. They are more apparent for
TIDs 3-6 in figures 34i-l, where the artefacts reach amplitudes around 0.2 TECu. It is
interesting that the GNSS reconstructions tend to overshoot the TID wave amplitudes
for the smallest TIDs by as much as approximately 5 times the amplitude, as is the case
for one wave crest in Figure 34e.
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Figure 33: modelled electron density Nsim (a, d, g) and inversion results Nest (m−3) (b,
c, e, f, h, i) for TIDs 4-6 when treating the input data as pre-calibrated, i.e. without
ray-differencing. b, e and h show GNSS-MEO results, and c, f and i show GEO-only
results.
7.3.4 Inversion results using ray-differenced TEC
If no reliable IFB estimates are available, the MIDAS algorithm can run in a ray-
difference mode, where the inversion algorithm inverts for changes in electron density
rather than absolute values.
For slowly changing electron density Nsim the simulated ray-differenced TEC values
become very small when using GEO satellite geometry, which makes this inversion
configuration less sensitive to slow, large scale changes like those present in IRI. This
means that GEO with MIDAS in ray-difference mode is much more sensitive to the
sharp density gradients in the perturbation δN caused by the modelled TIDs than to
the background N0. This sometimes gives us a clear view of the modelled TIDs as
displayed in Figure 36, which shows the TEC inversion results for TIDs 4-6. For the
larger TIDs 1-3 in Figure 35, the structures are faint compared to the modelled density
perturbations. This effect is also seen in the vTEC of Figure 37, where larger TIDs yield




















































































































































































































Figure 34: Pre-calibrated TEC inversion results (vTECGNSS−MEOest − vTEC0) and
(vTECGEOest − vTEC0) plotted against the model δTEC.
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Figure 35: modelled Nsim and inversion results Nest (m−1) for TIDs 1-3 using ray-
differenced TEC. b, e and h show GNSS-MEO results, and c, f and i show GEO-only
results.
The results from the ray-differenced GNSS-MEO inversions are similar to the absolute
inversions, apart from a small shift in overall background vTEC for some of the inversions.
These arise from the need to calibrate the absolute values within the reconstruction
algorithm. The artefacts seen in the pre-calibrated results are equally apparent in
figures 37e-f and 37j-l (TIDs 4-6), and the amplitudes are again occasionally over-
estimated when using GNSS.
7.3.5 Comparing GEO-only and GNSS-MEO results
When using calibrated TEC, both GEO and GNSS-MEO data produce inversions with
TIDs clearly visible for all but the smallest TID. The largest error in vTEC between the
model and the GEO reconstruction is around 0.25 TECu, after the modelled background
N0 has been removed.
The clearest difference between the GEO and GNSS results is apparent in the ray-
differenced TEC results. Unlike the GNSS case, the GEO inversion is essentially
insensitive to the slowly changing background N0, and therefore well suited to image
80
Figure 36: modelled Nsim and inversion results Nest (m−1) for TIDs 4-6 using ray-
differenced TEC. b, e and h show GNSS-MEO results, and c, f and i show GEO-only
results.
MSTIDs which more often induce changes in TEC between sequential rays. It is also
poorer in reconstructing the larger LSTIDs 1-3 for the same reason. These results
indicate that the two satellite geometries are complementary. As the GEO rays are
stationary, changes in TEC over 30 s caused by the temporal gradient in N0 (IRI) are
very small in comparison to the changes caused by a TID. Therefore, the GEO-only
inversion essentially has no information on the TEC contribution from N0, and solves
only for the more rapid perturbations. For moving satellites, on the other hand, the
change in TEC over 30 s is more substantial, as it is also affected by the spatial gradient
in N0.
7.3.6 Comparing LSTID and MSTID results
The results show that the scale of the modelled TID has a large impact on the recon-
struction results. The smallest TIDs (5-6) are especially difficult to reconstruct using
GNSS-MEO geometry, with exaggerated amplitudes and noisy spatial artefacts in vTEC


























































































































































































































Figure 37: Ray-differenced inversion results (vTECGNSS−MEOest − vTEC0) and
vTECGEOest plotted against the model δTEC.
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due to satellite motion detailed in section 7.1, which become prominent when the data
time window of 1 h is comparable to the TID wave period, and produces seemingly
inconsistent TEC data. These distortions are not present in the GEO data, making it
better suited for imaging MSTIDs.
At the other end of the spectrum, large LSTIDs are imaged slightly better using GNSS
than GEO for pre-calibrated TEC inversions. This could be because GNSS simply has
a higher number of visible satellites, or due to the limited viewing angles of the GEO
satellites, which may introduce some latitudinal dependence in the wave amplitude.
GNSS is also better for cases using ray-differenced TEC since the GEO ray-differenced
inversion has difficulty detecting these large structures.
It is clear from figures 35, 36, 32 and 33 that all inversions overestimate the peak height
of the model. This is a result of the pre-defined Chapman profiles used to seed the
EOFs, which provide the vertical structure for the inversion. These are the same for all
inversions, and consequently the F-layer peak is consistently overestimated.
7.3.7 Combining GEO and GNSS-MEO geometry
Having now established that the two types of orbits have different effects on the resulting
inversion, the next step is to examine the performance of both GEO and GNSS-MEO
data together. The results in the above sections suggest that it could be beneficial to
combine the GNSS and GEO in order to have a single method to more reliably detect
TIDs of all scales. The simplest way to combine both satellite geometries is to use both
the GEO and GNSS data sets simultaneously in one inversion without any weighting
scheme.
The combined reconstruction is very similar to the GNSS-only reconstruction, as seen in
Figure 38. A reason for this could be that there are generally more GNSS data available
than GEO data, and that the moving GNSS rays can cover areas of the inversion grid
that the stationary GEO rays do not, giving the GNSS data precedence. Essentially,
the benefit of using the GEO signals is not realised when combined together with the
GNSS data in this way.
7.3.8 Summary of section 7.3
The results of this section have shown that the MIDAS tomography algorithm is able
to reconstruct TID-perturbed ionospheres using standard GNSS satellite geometry and
GEO geometry. When used separately, there were distinct advantages seen with the
different satellite geometries. Tables 4 and 5 summarise the results as root mean square
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Figure 38: Inversion using pre-calibrated GEO and GNSS-MEO data combined for TID
3.
errors (RMSE) of vTEC sampled at a point in the centre of the grid (40o N 98o W) for
all sets of TID parameters in Table 3. Table 4 shows the RMSEs using pre-calibrated
TEC, which are generally smaller than the errors from ray-differenced MIDAS results in
Table 5. In general, both tables show an overall decreasing error with smaller TIDs for
GEO-only results, and the opposite trend for GNSS-only and combined results. The
combined results have equal or slightly lower RMSE than the GNSS-only inversions for
all but the two smallest TIDs, where the distortions from satellite movement are largest.
Table 4: Root mean square errors (TECu) between estimated vertical TEC perturba-
tion (δvTECest for GEO, δvTECest − vTECIRI for GNSS-MEO and combined) from
calibrated TEC inversions and perturbed vTEC of the input model (δvTECsim). These
correspond to a-f in Figure 34.
Pre-calib. TID1 TID2 TID3 TID4 TID5 TID6
T (min) 90 75 60 45 30 20
λ (km) 3000 2000 1500 1000 500 300
GEO 0.09 0.09 0.10 0.10 0.10 0.16
GNSS 0.04 0.06 0.10 0.15 0.27 0.18
Combined 0.03 0.06 0.09 0.15 0.26 0.21
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Table 5: Root mean square errors (TECu) between estimated vertical TEC perturbation
(δvTECest for GEO, δvTECest − vTECIRI for GNSS-MEO and combined) from ray-
differenced TEC inversions and perturbed vTEC of the input model (δvTECsim). These
correspond to a-f in Figure 37.
Ray-diff. TID1 TID2 TID3 TID4 TID5 TID6
T (min) 90 75 60 45 30 20
λ (km) 3000 2000 1500 1000 500 300
GEO 0.18 0.12 0.07 0.10 0.10 0.13
GNSS 0.20 0.20 0.23 0.26 0.29 0.31
Combined 0.17 0.19 0.20 0.25 0.32 0.30
7.4 Discussion and conclusions
In this paper, we have used simulated TEC data-sets to investigate the performance
of the MIDAS ionospheric tomography algorithm in relation to TID imaging. These
data-sets are generated from different stationary and moving satellite geometries through
modelled TIDs. The results suggest that GNSS-MEO satellite geometry is preferred
for LSTIDs with wave periods above one hour. GEO geometry performs better for
medium-scale TIDs.
For GNSS-MEO, there is a clear effect of satellite movement introducing distortions of
the TID perturbed TEC, as shown by Wan et al. (1997), and this can have a subsequent
effect on the tomographic images produced by MIDAS by distorting the input TEC
data. This effect appears to be most prominent for MSTIDs.
When using MIDAS in ray-differenced mode with GEO TEC, the TID structures are
reproduced separated from the background ionosphere, even for medium-scale TIDs.
Using MIDAS in pre-calibrated mode with GEO TEC produced full inversions including
the background ionosphere, and showed improvement over GNSS-only TEC for MSTIDs.
This study did not find that inversion using a direct combination of both GNSS and GEO
data offered any major advantages when imaging TIDs. A possible future development
of the reconstruction method could use a weighting scheme giving GEO observations
precedence during the inversion. This could improve imaging of MSTIDs, while still
making use of the full GNSS geometry.
An inherent difference between the GEO and GNSS geometries is the limited viewing
angle of a GEO satellite, all of which are positioned over the equator. If the geometry is
such that the ray does not cut through the trough and crest of the wave, it can even
be the case that the ray intersects two or more wavefronts. In this case an increase in
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density where the ray intersects one wavefront is compensated for by a depletion where
the ray intersects another wavefront. This is described as the phase-cancellation effect
by Georges and Hooke (1970). For this reason, there are only a certain range of latitudes
where the viewing geometry from a ground-based receiver will be favourable for GEO
TID observations.
This study used purely simulated observations from a modelled ionosphere. It still
remains to apply these methods on real data known to contain TIDs and to verify
against independent observations. When using real GNSS signal observations, there are
several considerations to be taken into account. Firstly, the real ionosphere will of course
differ from the models used here, and will often be much more dynamic, and not as well
behaved. For example, in addition to TIDs there may be other large-scale perturbations
present that could obscure the TID signatures. There may also be several TIDs present
at once, and the method presented here does not include a strategy for separating them
out. The Hooke TID model used here considers TIDs as relative perturbations, so the
wave amplitudes scale with the local level of ionisation. This means that for these results,
a stronger or weaker ionosphere would not make the TIDs more or less difficult to image.
In a real case however, a weaker ionosphere makes the TID TEC perturbations smaller
in absolute terms, and so are more difficult to discern in the presence of noise. Secondly,
if using un-calibrated real TEC with MIDAS, the MIDAS calibration accuracy can be
expected at around 1 TECu (Dear, 2007) and could thus limit reliable detection of TIDs
to those with amplitudes larger than 1 TECu. Achieving GNSS IFB calibration to a level
better than 1 TECu is challenging, as equipment limitations (temperature variations)
are fundamental to the calibration and would have to be modelled into the process to
increase the accuracy of the instantaneous IFB estimation. Finally, the number and
type of geostationary navigation satellites in view varies geographically. Here, it is
assumed that all GNSS receivers receive the signals from three SBAS GEO satellites. In
practice some SBAS satellites transmit only one frequency, thus requiring an additional
step of processing as described by Cooper et al. (2019). Geostationary satellites that
broadcast a full GNSS signal, such as BeiDou GEO satellites, can be used for direct
TEC measurements (Kunitsyn et al., 2016) in areas where they provide coverage.
The methods presented in this paper can be applied to GNSS observations over different
regions of the world to investigate the spatial and temporal characteristics of TIDs
from a statistical viewpoint. These can then be related to proposed mechanisms of TID
generation to uncover which mechanisms are prevalent for different TID observations and
classes. Interesting outstanding questions about TIDs include the source mechanisms
such as thunderstorms and other meteorological disturbances (Azeem and Barlage, 2018),
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geomagnetic storms and auroral energy deposition. Other more unusual anthropogenic
causes could also be considered, such as those investigated by Scott and Major (2018).
These types of investigations require TID tracking over large areas to infer not only the
spatial and temporal wave characteristics locally, but also the TID direction and hence
the source region. The potential to use distributed GNSS and GEO observations for
these types of ionospheric studies is very promising.
Taking into account the challenges that still remain, the geostationary orbit offers a
unique vantage point for observing travelling ionospheric disturbances, where the motion
of the satellite does not produce frequency shifts to oscillations in TEC, and will provide
a valuable input into ionospheric tomography and data assimilation algorithms concerned
with TID imaging in the future.
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8 | Conclusions and outlook
Summary of conclusions
Part I introduced the fundamentals of GNSS, the ionosphere, ionospheric tomography
and TID monitoring. This aimed to give the necessary theoretical background, and to
illustrate the importance of monitoring TIDs in order to mitigate their impact on precise
real-time kinematic GNSS positioning and to understand more about their origin and
behaviour. To tackle these problems, MIDAS, a well-established tool for ionospheric
data assimilation and tomography, was also described in this part of the thesis.
In part II, Chapter 5 first quantified the impact that TIDs can have on network-generated
ionospheric corrections for N-RTK, and showed that TID-induced errors can be large
enough to pose a problem, especially for sparse networks. These errors appeared in
the interpolation of the ionospheric corrections, and several interpolation methods were
therefore tested and compared. As a potential solution, interpolation techniques were
also modified to include TID information in order to better interpolate with TIDs present.
This required TID information to be extracted from measurements as a first step. Several
methods to extract TID information from GNSS that work directly with TEC time-series
have been developed by other researchers, and one such method (Hernández-Pajares,
Juan and Sanz, 2006) was applied in this chapter. Using the estimated TID direction and
wavelength to change the weighting scheme for a WLS low-order surface interpolation
was shown to decrease the number of large interpolation errors during the passage of
TIDs.
An alternative approach to TID mitigation is to use ionospheric electron density maps,
such as those generated by ionospheric tomography. TID imaging using the MIDAS
tomography algorithm was therefore tested under different circumstances, the first being
a case study of a TID occurring on 31 October 2003 during the recovery phase of the 2003
Halloween Storm. MIDAS was run with data from a relatively sparse North-American
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network with only GPS available. The resulting tomographic images showed a large-
amplitude TID propagating towards the equator, as is typical for LSTIDs launched in
the auroral oval during geomagnetic storms.The results were compared with ionosonde
soundings and in situ measurements from the LEO CHAMP satellite. The comparisons
showed that in the regions with the poorest receiver coverage, perturbations from the
TID were missing in the MIDAS results. However, it was shown that a modern network
would have shown the TID accurately in the same areas.
Chapter 7 builds on the initial results to examine to which extent MIDAS is able to
image TIDs of different scales. The modern network used for the simulation in Chapter
6 was now used with simulated data from GPS, GLONASS and three satellites in GEO.
In these scenarios, it is concluded that large-scale TIDs are well reconstructed using
GPS and GLONASS, and that the imaging of medium-scale TIDs is improved by using
geostationary orbits. A purely stationary geometry was also shown to have the added
benefit of isolating the perturbations in the images. If the tomography simulation results
are compared to the interpolation simulation results from Chapter 5, it is evident that
for λ/b ratios above 2 the MIDAS pre-calibrated results perform on par with most
interpolation techniques in terms of TID-induced errors. The RMSE of the modelled
TIDs in Tables 4 and 5 from Chapter 7 are plotted in the style of Figure 11 in Figure 39.



















Figure 39: RMSE of the simulated tomography results in Chapter 7. Filled lines
represent pre-calibrated mode and dashed lines ray-differenced mode.
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Outlook
The central role of receiver geometry when observing TIDs is a recurring theme through-
out part II, and the continued construction of dense networks throughout the world
makes TID observation using GNSS increasingly effective. The wavelength-network
baseline ratio, a proxy for receiver density, was shown in Chapter 5 to be the most
important factor affecting the severity of the interpolation error caused by simulated
TIDs. The modified interpolation techniques tackled this problem by introducing a
variable weighting, allocating higher weights to nearby receivers when the distances
between receivers is large in comparison to the TID wavelength. As expected, the
network density also had a profound effect on the MIDAS reconstructions. The network
used in the simulations of Chapter 7 was sufficient to image simulated waves, while the
LSTID imaged in Chapter 6 was reasonably well reconstructed over the denser parts of
the network, poor performance was noted in areas with few receivers. An interesting
technique to address this issue has been used by e.g. S. Saito et al. (2017), who used
large voxels (5◦ × 5◦) at the edges of the network, and progressively smaller voxels
towards the denser centre of the network (2◦ × 2◦ and 1◦ × 1◦). The implementation of
adaptive, receiver-density dependent voxel size would therefore be a possible next step
in the development of MIDAS.
One key to improving not only the capabilities of MIDAS, but also that of many
other ionospheric monitoring techniques is the incorporation of TEC observations from
geostationary orbit, as exemplified in Chapter 7. Geostationary satellites have the
benefit over MEO satellites that there are no movement-induced distortions to the
apparent TID period, which allows for a more straightforward interpretation of the data.
Kunitsyn et al. (2016) measured TEC from available multi-frequency GEO satellites in
the BeiDou GNSS system and the European (EGNOS), American (WAAS) and Indian
(GAGAN) SBAS systems. They concluded that the BeiDou noise levels in the TEC
estimated from the BeiDou satellites were one order smaller than those of the SBAS
systems. The BeiDou GEO satellites, however, do not have global coverage as they are
located between 58.5◦E and 160◦E. The possible addition of satellites in GEO that can
enable TEC estimates with GNSS-level accuracy to Galileo, GPS and GLONASS are
therefore an important consideration, as these can cover over other parts of the world.
An alternative is to use single-frequency signals, as done by Cooper et al. (2019) who
introduced a method to estimate TEC from single-frequency signals from GEO satellites.
They were able to get reliable TEC estimations from the EGNOS SES-5 satellite with
three European ground receivers. To enable widespread use of this technique more
high-quality receivers need to be made available, since not all receivers are able to
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provide quality measurements using this technique.
Currently, BeiDou provides the best available combination of available ground receiver
networks and satellites for TID studies using GEO TEC. For example, reference networks
in China and Australia provide interesting opportunities for larger statistical studies of
TIDs using GEO-TEC, using the tomographic methods of Chapter 7 or frequency-domain
methods like those of Katamzi et al. (2012). Such studies would offer an opportunity
to study TIDs and other ionospheric perturbations and to improve the understanding
of TID generation and climatology throughout the region. Ionospheric perturbations
in BeiDou GEO TEC from a receiver in the Auscope reference network in Australia is
plotted in Figure 40, as an example of what data is available. Such data from a dense
network could potentially be used with MIDAS to image the perturbations in isolation,
following the work in Chapter 7.
Figure 40: Ionospheric perturbations in un-calibrated TEC from two BeiDou GEO
satellites seen from the Auscope Arubiddy reference station (31.8◦S, 125.9◦E).
Interesting avenues for future research can also be found in development of the TID ima-
ging and mitigation algorithms themselves. Although they are presented as alternative
methods in this thesis, the interpolation techniques of Chapter 5 and the tomography
approach used in chapters 6 –7 could potentially be combined in two interesting ways.
Firstly, the 3D tomographic images of TIDs presented in this work could potentially be
used to automatically estimate TID wave parameters. This could technically be done
from by applying 3D spectral methods, e.g. the Stockwell transform (Stockwell et al.,
1996) which was successfully applied to detect and characterise gravity waves in satellite
data from the Atmospheric Infrared Sounder (AIRS) by Hindley et al. (2019). If this
were implemented, it could potentially be used in place of the TEC time-series based
method used in Chapter 5. Secondly, instead of interpolating between the reference
receiver locations, as done in Chapter 5, it is possible to use the same interpolation
techniques between individual pixels in a vTEC map. The results in chapters 7-6 have
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shown that TIDs can be reconstructed by MIDAS, so a tomography-generated vTEC
map could be sampled more accurately for the approximate user position.
This thesis has shown that MIDAS in its current configuration can be used directly to
image LSTIDs and some MSTIDs. This also means that their effect on positioning using
ionospheric corrections based on tomographic electron density maps can potentially
include TIDs, and therefore mitigate potential effects on high-accuracy positioning. The
use of denser networks, multi-GNSS and, in particular, geostationary measurements
could make the tomographic imaging of smaller MSTIDs more reliable. When this is
not available, the modified interpolation methods tested in this thesis are an alternative
solution. However, these require a reliable estimation of TID parameters which adds an
additional processing step, which is also affected by receiver-satellite geometry.
In practice, the TID-induced errors studied in this thesis are only part of the total
ionospheric delay, and the remaining differences between the unperturbed true ionosphere
and the tomographic models or images may be even larger. A wealth of information
on the performance of MIDAS with this aspect in focus can be found in (Bruno, 2020).
Fortunately, the ways to improve TID imaging using tomography, i.e. improved receiver-
satellite geometry, are also ways to improve the imaging of the background ionosphere.
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