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Abstract
Motivated by the recent developments in artificial intelligence, we introduce linear quadratic deep structured
teams in this paper. Two notions of equivariant and partially equivariant systems are defined, and it is shown that
such systems can be partitioned into a few sub-populations of decision makers, where every decision maker in each
sub-population is coupled in both dynamics and cost function through a set of linear regressions of the states and
actions of all decision makers. Two non-classical information structures are considered: deep-state sharing and partial
deep-state sharing, where deep state refers to the linear regression of the states of the decision makers in each
sub-population. For a risk-sensitive cost function with deep-state sharing structure, a closed-form low-complexity
representation of the globally optimal strategy is obtained, whose computational complexity is independent of the
number of decision makers in each sub-population. In addition, it is shown that the risk-sensitive solution converges
to the risk-neutral one as the number of decision makers increases to infinity. Moreover, two sub-optimal sequential
strategies under partial deep-state sharing information structure are proposed by introducing two Kalman-like filters,
one based on the finite-population model and the other one based on the infinite-population model. It is proved that
the prices of information associated with the above sub-optimal solutions converge to zero as the number of decision
makers goes to infinity. Furthermore, a class of feed-forward deep neural networks with multiple layers of weighted
sums and products is introduced wherein the optimal weights and biases are explicitly obtained. A supply-chain
management example is presented to demonstrate the efficacy of the obtained results.
Index Terms
Networked systems, large-scale systems, stochastic control, risk-sensitive cost function, control applications.
I. INTRODUCTION
Recently, there has been a surge of interest in complex networked systems such as Internet of Things, social
networks, and smart grids. Such systems often consist of a large number of interconnected decision makers wherein
a single decision maker (microscopic entity) has the potential to alter the behaviour of the entire (macroscopic)
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2system; a phenomenon known as butterfly effect. To avoid chaotic situations in such applications, a social welfare
cost function is often defined as a common cost for all the decision makers in order to enforce the desired behavior
of the system. In real-world applications, it is also important to take into account practical constraints such as the
privacy of decision makers, limited computational power of processors, and limited capacity of communications.
Under these constraints, the minimization of the above-mentioned cost function becomes a huge non-convex non-
Bayesian optimization problem, whose exploration space grows exponentially with the control horizon and the
number of decision makers (which is intractable). As a result, it is of vital importance to devise a systematic
approach to modify the classical results in such a way that they can be efficiently applied to modern control
systems consisting of many interconnected decision makers.
Inspired by new architectural developments in deep neural networks that have shown a remarkable performance
in analyzing big data [1], [2], we strive to provide an analogous framework in optimal control theory in order
to solve problems with a large number of decision makers. Recently, the authors have introduced deep structured
teams in [3] to study a class of large Markov decision processes with discrete state and action spaces. In this paper,
we propose a deep structured team with continuous state and action spaces. We call such systems deep structured
because the decision makers interact with each other through a number of linear regressions (weighted averages) of
the states and actions, which resembles the interactions between the neurons of a deep feed-forward neural network.
In particular, we consider a class of decentralized control systems that consist of multiple sub-populations of
decision makers, where each decision maker is coupled to other decision makers in dynamics and cost function
through a few linear regressions of the states and actions of all decision makers. Such systems often arise in practical
applications wherein the interaction between the decision makers is modelled by a set of linear regressions, serving
as an approximation for some highly complex couplings. Similar to [3], two non-classical information structures
are considered: deep-state sharing and partial deep-state sharing, where deep state refers to the linear regression of
states. In the former information structure, every decision maker observes its local state and the joint deep state
while in the latter structure, the deep states of a subset (possibly all) of sub-populations are not observed. By
using a gauge transformation and proposing a carefully constructed ansatz, we find a low-dimensional solution for
the Hamilton-Jacobi-Bellman (HJB) equation in terms of a Riccati equation (that consists of several local Riccati
equations and one global Riccati equation). The salient feature of the Riccati equation is that its dimension is
independent of the number of decision makers in each sub-population, and hence, the optimal solution is scalable.
It is to be noted that the solution itself depends on the number of decision makers. In addition, we propose two
Kalman-like filters to compute two sub-optimal solutions, one based on the finite-population model and one based
on the infinite-population one. Furthermore, we show that the prices of robustness and information converge to
zero, as the number of decision makers tends to infinity. The main results of this work are also extended to the
infinite-horizon case.
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3The remainder of the paper is organized as follows. In Section II, two notions of equivariant and partial equivariant
systems are defined, and in Section III, the problem of linear quadratic deep structured teams is formulated. In
Section IV, the optimal solution under deep-state sharing information structure is obtained, and an explicit connection
with a deep feed-forward neural network is presented. In Section V, two sub-optimal solutions under partial deep-
state sharing structure are proposed. In Section VI, the main results are generalized to the infinite-horizon cost
function. A supply-chain management example is provided in Section VII, and some concluding remarks are given
in Section VIII.
Notation
In this paper, the sets of real and natural numbers are, respectively, denoted by R and N. For any vectors x, y
and z, vec(x, y, z) denotes the vector [xᵀ, yᵀ, zᵀ]ᵀ, and for any matrices A,B and C with the same number of
columns, row(A,B,C) denotes the matrix [Aᵀ, Bᵀ, Cᵀ]ᵀ. For any n ∈ N, Nn is the set {1, . . . , n}. Given any
square matrices Λ1, Λ2 and Λ3, diag(Λ1,Λ2,Λ3) denotes the block diagonal matrix with matrices Λ1, Λ2 and Λ3.
Moreover, diag(A)n is a block diagonal matrix with n ∈ N copies of the square matrix A on its main diagonal.
In addition, Tr(·) is the trace of a matrix, E[·] is the expectation of an event, var(·) is the variance of a random
variable, and 1(·) is the indicator function of a set. Furthermore, identity matrix is denoted by I, and a matrix with
all zero (one) entries is represented by the notation 0 (1), respectively. For vectors x and y, proj(x, y) = 〈x|y〉〈y|y〉y is
the projection of x into y, where 〈·|·〉 is the standard inner product in the complex space. In addition, for vector x
and Hermitian positive semi-definite matrix Q, ‖x‖Q = 〈x|Qx〉. The notation ⊗ denotes the Kronecker product.
II. EQUIVARIANT AND PARTIALLY EQUIVARIANT SYSTEMS
Many natural systems possess some form of invariant features that remain unchanged under certain types of
transformations. For example, the outcome of an election does not depend on the order in which votes are registered;
Newton’s laws are invariant to translations and rotations; the spectrum of an adjacency matrix of a graph is invariant
to particular drawings or labels of vertices, and the presence of an object in an image is invariant to spatial
transformation. Motivated by invariant theory in mathematics [4] and invariance mechanics in physics [5], which
play a key role in describing natural processes, we study an equivariant linear quadratic system, where features
have linear dynamics and quadratic cost functions.
Consider a simple linear quadratic system consisting of n agents (decision makers). Let dx ∈ N and du ∈ N
denote the dimension of the local state and local action of each agent, respectively. The dynamics of the joint
state at time t ∈ [0,∞) is described by: x˙t = Atxt + Btut, where xt = vec(x1t , . . . , xnt ) ∈ Rndx and ut =
vec(u1t , . . . , u
n
t ) ∈ Rndu . The cost function is given by: ‖xT ‖QT +
∫ T
0
(‖xt‖Qt + ‖ut‖Rt)dt, where T ∈ [0,∞).
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4Denote by F = F (1) ◦ F (2) . . . ◦ F (Y ) ∈ Rn×n the composition (concatenation) of Y different transformations
(filters) F (y), y ∈ NY . Let Fx := F ⊗ Idx×dx and Fu := F ⊗ Idu×du . Define ct(F ) := vec(c1t (F ), . . . , cnt (F )) as
a vector of cost functions, where cit(F ) := ‖Fxxt‖Qt + ‖Fuut‖Rt , i ∈ Nn.
Definition 1 (Equivariant linear quadratic system). A linear quadratic system is said to be equivariant to transfor-
mation F if the following conditions hold at any time t ∈ [0,∞):
• Equivariant dynamics: Fxx˙t = AtFxxt +BtFuut.
• Equivariant cost function: F ᵀFct(In×n) = ct(F ). Alternatively, Tr(F ᵀxFxQtxtx
ᵀ
t ) + Tr(F
ᵀ
uFuRtutu
ᵀ
t ) =
‖Fxxt‖Qt + ‖Fuut‖Rt .
Remark 1. The notion of equivariance is more general than that of invariance. In particular, a function g is
invariant under the transformation group F with domain X if ∀x ∈ X and ∀f ∈ F , g(x) = g(f(x)). On the other
hand, a function g is equivariant if f(g(x)) = g(f(x)). Note that the output also changes, which is in contrast to
the invariant case.
Definition 2 (Polynomial family). A linear quadratic system is said to be polynomial in F if its corresponding
matrices are polynomial functions of matrix F . In particular, at any time t ∈ [0,∞), At =
∑Ha
ha=0
at(h)F
ha
x ,
Bt =
∑Hb
hb=0
bt(h)F
hb
u , Qt =
∑Hq
hq=0
qt(h)F
hq
x and Rt =
∑Hr
hr=0
rt(h)F
hr
u , where at(h), bt(h), qt(h), rt(h) ∈ R
and Ha, Hb, Hq, Hr ∈ N ∪ {0}.1
Proposition 1. Any linear quadratic system that is polynomial in F is equivariant to F .
Proof. The proof is provided in Appendix A. 
Definition 3 (Partially equivariant linear quadratic system). A linear quadratic system is said to be partially
equivariant if it can be partitioned into S ∈ N distinct sub-populations, where the dynamics and cost of agents in
each sub-population are equivariant to some transformations.
In what follows, we present some equivariant linear quadratic systems, where agents are coupled through a set
of linear regressions of the states and actions of agents.
A. Some structural results
To simplify the analysis, we consider scalar variables in this subsection, where dx = du = 1. Let λj and vj ,
j ∈ Nn, denote the j-th eigenvalue and eigenvector of F , respectively.
1If F is invertible, the polynomial functions can be extended to Laurent polynomial functions including both F and F−1.
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5Proposition 2 (Normal transformation). Suppose F is a real-valued normal matrix, where F ᵀF = FF ᵀ. The
instantaneous cost of the transformed system is proportional to that of the original system along each eigenvector
of matrix F such that ‖Fxt‖Qt + ‖Fut‖Rt =
∑n
j=1〈λj |λj〉(‖proj(xt, vj)‖Qt + ‖ proj(ut, vj)‖Rt).
Proof. The proof is presented in Appendix B. 
For real-valued matrices, symmetric, skew-symmetric and orthogonal matrices are normal.
Proposition 3 (Symmetric transformation). Given any real-valued symmetric transformation F , let x¯jt := 1n
∑n
i=1 α
i,jxit
and u¯jt :=
1
n
∑n
i=1 α
i,juit, where α
i,j ∈ R is the i-th element of the vector √nvj , i, j ∈ Nn. For every agent i ∈ Nn
at any time t ∈ [0, T ], the following linear quadratic system:
x˙it = atx
i
t + btu
i
t +
∑n
j=1 α
i,j(a¯jt x¯
j
t + a¯
j
t u¯
j
t ),
cit =
∑n
j=1(
∫ T
0
(‖x¯jt‖q¯jt + ‖u¯t‖r¯jt )dt) +
∑n
i=1(
∫ T
0
(‖xit‖qt + ‖uit‖rt)dt),
is equivariant to transformation F , where at := at(0), a¯
j
t :=
∑Ha
h=1 λ
h
j at(h), bt := bt(0), b¯
j
t :=
∑Hb
h=1 λ
h
j bt(h),
qt := qt(0), q¯
j
t :=
∑Hq
h=1 λ
h
j qt(h), rt := rt(0), and r¯
j
t :=
∑Hr
h=1 λ
h
j rt(h).
Proof. The proof is presented in Appendix C. 
According to Proposition 3, each eigenvector represents a specific feature of the transformation F , where for
example, x¯jt denotes the aggregate state of agents associated with the feature identified by the eigenvector vj ,
j ∈ Nn. In real-world applications, it is often useful to restrict attention to only a small subset of dominant features
corresponding to the largest eigenvalues. For the case of an arbitrary permutation matrix F (which is generally
not a symmetric matrix, and hence may admit complex eigenvalues), we show that all features become equally
important, resulting in an aggregate feature represented by the empirical (unweighted) average.
Proposition 4 (Arbitrary permutation). Let x¯t := 1n
∑n
i=1 x
i
t and u¯t :=
1
n
∑n
i=1 u
i
t, i ∈ Nn. For every agent i ∈ Nn
at any time t ∈ [0, T ], the following linear quadratic system:
x˙it = atx
i
t + btu
i
t + a¯tx¯t + b¯tu¯t,
cit =
∫ T
0
(‖x¯t‖q¯t + ‖u¯t‖r¯t)dt) +
∑n
i=1(
∫ T
0
(‖xit‖qt + ‖uit‖rt)dt),
is equivariant to every permutation matrix F , where At =: atIn×n + a¯t1n×n, Bt =: btIn×n + b¯t1n×n, Qt =:
qtIn×n + q¯t1n×n, and Rt =: rtIn×n + r¯t1n×n.
Proof. The proof is presented in Appendix D. 
Remark 2. Note that the above matrices can depend on n.
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6Inspired from the structural results obtained in Propositions 3 and 4, we consider a more general model in this
paper wherein agents are partitioned into a few heterogeneous sub-populations and are coupled through a set of
linear regressions of the states and actions with multivariate parameters.
III. PROBLEM FORMULATION
Consider a stochastic dynamic control system consisting of n ∈ N agents. The agents are partitioned into S ∈ N
sub-populations wherein each sub-population s ∈ NS contains n(s) ∈ N agents, i.e.,
∑S
s=1 n(s) = n. Let x
i
t ∈ Rd
s
x
and uit ∈ Rd
s
u , respectively, denote the state and action of agent i in sub-population s ∈ NS at time t ∈ [0,∞),
where dsx, d
s
u ∈ N. Let αi,j(s) ∈ R be the influence factor of agent i ∈ Nn(s) associated with the j-th feature of
sub-population s, j ∈ Nf(s), f(s) ∈ N. The influence factors are orthogonal vectors in the feature space such that
1
n(s)
n(s)∑
i=1
αi,j(s)αi,j
′
(s) = 1(j = j′), j, j′ ∈ Nf(s). (1)
For any feature j ∈ Nf(s) of sub-population s ∈ NS at time t ∈ [0,∞), define the following linear regressions
(weighted averages) of the states and actions of agents:
x¯jt (s) :=
1
n(s)
n(s)∑
i=1
αi,j(s)xit, u¯
j
t (s) :=
1
n(s)
n(s)∑
i=1
αi,j(s)uit. (2)
In the sequel, we refer to x¯jt (s) and u¯
j
t (s) as the j-th deep state and deep action of sub-population s, respectively.
For every s ∈ NS , let x¯t(s) := vec(x¯1t (s), . . . , x¯f(s)t (s)) and u¯t(s) := vec(u¯1t (s), . . . , u¯f(s)t (s)). Let also x¯t :=
vec(x¯t(1), . . . , x¯t(S)) and u¯t := vec(u¯t(1), . . . , u¯t(S)). The dynamics of agent i in sub-population s is affected
by other agents through the deep states and deep actions of all sub-populations as follows:
d(xit) =
(
At(s)x
i
t +Bt(s)u
i
t +
f(s)∑
j=1
αi,j(s)(A¯jt (s)x¯t + B¯
j
t (s)u¯t)
)
dt+ Ct(s)dw
i
t, (3)
where At(s), Bt(s), A¯
j
t (s), B¯
j
t (s) and Ct(s) are time-varying matrices of appropriate dimensions, and {wit ∈
Rd
s
x |t ∈ [0,∞)} is an dsx-dimensional standard Brownian motion. Let Σwt (s) := Ct(s)(Ct(s))ᵀ for every agent
i ∈ Nn(s) in sub-population s ∈ NS at time t ∈ [0,∞).
Denote by xt, ut and wt, the joint state, joint action and joint noise of all agents at time t ∈ [0, T ], respectively.
Let (Ω,F ,P;Ft) be a filtered probability space, where Ft is an increasing sigma-algebra generated by random
variables {x0,wt; t ∈ [0, T ]}. It is assumed that {x0,wt; t ∈ [0, T ]} are mutually independent across time horizon.
In addition, local noises are mutually independent across agents. It is to be noted that the initial states can be
arbitrarily correlated across agents.
Let rit ∈ Rd
s
x be the desired operating point of agent i in sub-population s at time t ∈ [0,∞). The cost of agent
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Fig. 1. To visualize the complexity of the interaction between agents, the roles of influence factor, feature, and sub-population are displayed by
the size, color and shape of the agents, respectively. In plot (a), agents have homogeneous weights with single feature and single sub-population.
In plot (b), agents have heterogeneous weights with single feature and single sub-population. In plot (c), agents have heterogeneous weights with
multiple features and single sub-population. In plot (d), agents have heterogeneous weights with multiple features and multiple sub-populations.
i in sub-population s ∈ NS over the the finite horizon specified by T is defined as:
J iT = ‖xiT − riT ‖QT (s) + ‖x¯T ‖Q¯T (s) +
∫ T
0
(‖xit − rit‖Qt(s) + ‖uit‖Rt(s) + ‖x¯t‖Q¯t(s) + ‖u¯t‖R¯t(s))dt, (4)
where matrices Qt(s), Rt(s), Q¯t(s) and R¯t(s), t ∈ [0, T ], are symmetric with appropriate dimensions. To have
a well-posed problem, it is assumed that the expectation and covariance matrices of initial states as well as local
noises are uniformly bounded in time and number of agents, and that the set of admissible control actions are
adapted to the filtration Ft and square integrable for all agents, i.e. E[
∑T
t=1(u
i
t)
ᵀuit] <∞, ∀i ∈ Nn(s), ∀s ∈ NS .
Let µ(s) ∈ (0,∞) denote the influence factor of sub-population s ∈ NS among all sub-populations. As an
example, the influence factor of sub-population s may be defined based on its size in a population or its topological
configuration in a network. In the sequel, we refer to αi,j(s) as the microscopic influence factor (that determines
the influence of an individual agent i in sub-population s) and to µ(s) as the macroscopic influence factor (that
indicates the influence of sub-population s on the entire population). Let
J¯nT :=
S∑
s=1
µ(s)
n(s)
n(s)∑
i=1
J iT , (5)
where superscript n refers to the dependency with respect to the number of agents.
Definition 4 (Weakly coupled agents). The agents are said to be weakly coupled in dynamics if the coupling
term in (3) at time t ∈ [0, T ] reduces to the following form: ∑f(s)j=1 αi,j(s)(A¯jt (s)x¯jt (s) + B¯jt (s)u¯jt (s)). Similarly,
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8Layer t Layer t+ δt
Sub-population s
...
...
...
...
x1t
u1t
xit
uit
x
n(s)
t
u
n(s)
t
x1t+δt = x
1
t +
∫ t+δt
t
φsτ (x
1
τ , u
1
τ , {x¯1τ (s), . . . , x¯f(s)τ (s)}Ss=1, {u¯1τ (s), . . . , u¯f(s)τ (s)}Ss=1)δτ +
∫ t+δt
t
dw1τ ,
u1t+δt = g
1
t+δt(I
1
t+δt),
xit+δt = x
i
t +
∫ t+δt
t
φsτ (x
i
τ , u
i
τ , {x¯1τ (s), . . . , x¯f(s)τ (s)}Ss=1, {u¯1τ (s), . . . , u¯f(s)τ (s)}Ss=1)δτ +
∫ t+δt
t
dwiτ ,
uit+δt = g
i
t+δt(I
i
t+δt),
x
n(s)
t+δt = x
n(s)
t +
∫ t+δt
t
φsτ (x
n(s)
τ , u
n(s)
τ , {x¯1τ (s), . . . , x¯f(s)τ (s)}Ss=1, {u¯1τ (s), . . . , u¯f(s)τ (s)}Ss=1)δτ +
∫ t+δt
t
dw
n(s)
τ ,
u
n(s)
t+δt = g
n(s)
t+δt(I
n(s)
t+δt).
Fig. 2. The interaction between agents in a deep structured teams is similar to that between the neurons in a deep feed-forward neural network,
where φst is an affine function in this article, and I
i
t denotes the information set of agent i ∈ Nn(s) in sub-population s ∈ NS at time t ∈ [0, T ].
the agents are said to be weakly coupled in cost function if the coupling term in (5) at time t ∈ [0, T ] is:∑S
s=1 µ(s)
∑f(s)
j=1
(‖x¯jt (s)‖Q¯jt(s) + ‖u¯jt (s)‖R¯jt (s)).
The weakly coupled agents emerge in various applications such as those with equivalent structure in Propositions 3
and 4.
Remark 3 (Partially exchangeable systems). It is shown in [6, Chapter 2] that any partially exchangeable LQ
system2 can be equivalently represented as an LQ deep structured system, where the number of orthogonal features
in each sub-population is one and the agents are equally important within their own sub-populations, i.e. αi,j = 1n(s) ,
∀i ∈ Nn(s), j = 1).
A. Information structure
Similar to [3], in this paper, we consider two non-classical information structures. The first one is called deep-
state sharing (DSS), where any agent i ∈ Nn(s) of sub-population s ∈ NS observes its local state xit as well as the
joint deep state x¯t, i.e.,
uit = g
i
t(x
i
t, x¯t), (DSS)
where git is called the control law of agent i at time t ∈ [0, T ], which is a measurable function adapted to the
σ-algebra generated by {xi0, x¯0, wit, w¯t; t ∈ [0, T ]}. In practice, deep states can be shared among agents in various
ways. For example, in a stock market, the total amount of shares, sales and trades are often announced publicly,
and hence are available to buyers, sellers and traders. Another example is cloud-based applications, where a central
2A system (population) is said to be partially exchangeable if exchanging any pair of agents in each sub-population does not affect the
dynamics and cost function of the entire system.
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9server collects and shares the deep states. Alternatively, the deep states can be computed in a distributed manner
by local communications among agents using a consensus algorithms under some assumptions, e.g. in a swarm of
robots, where the control process is often slower than the communication process. The second information structure
is called partial deep-state sharing (PDSS), where each agent i at time t ∈ [0, T ] observes its local state as well
as a subset O ⊆ NS of the deep states, i.e.,
uit = g
i
t(x
i
t, (x¯t(s))s∈O), (PDSS)
where git is a measurable function adapted to the σ-algebra generated by {xi0, (x¯0(s))s∈O, wit, (w¯t(s))s∈O; t ∈
[0, T ]}. When a sub-population is large, collecting its deep states and sharing them with other agents may be
infeasible. In this case, PDSS structure is desirable as it does not contain the deep states of large sub-populations.
Note that deep-state sharing and no-sharing information structures are special cases of PDSS, associated with
O = NS and O = ∅, respectively. It is worth highlighting that the privacy of agents are respected under the above
structures because their local states are not shared with others. In the sequel, we refer to g := {{{git}n(s)i=1 }Ss=1; t ∈
[0, T ]} as the strategy of the system, which is the collection of control laws across control horizon.
B. Problem statement
For any risk parameter λ ∈ (0,∞), define the following risk-sensitive cost function:
J˜nT (g) :=
1
λ
logE[eλJT ], (6)
where argument g refers to the dependency of the right-hand side of (6) to the strategy of the system. By twice
using the Taylor series expansion and keeping the first two dominant terms, it is shown in [7], [8] that for small λ,
J˜nT ≈ E[J¯nT ] + λ2 var(J¯nT ). Therefore, the risk-sensitive cost function converges to the risk-neutral one as λ goes
to zero, i.e., limλ→0 J˜nT = E[J¯
n
T ]. An immediate implication of the above approximation is that the risk-factor λ
balances the trade off between optimality (where λ → 0) and robustness (where robustness is defined in terms of
minimum variance). In other words, the risk-sensitive cost function takes into account not only the optimality but
also the robustness of the design.
The problems investigated in this paper are defined below.
Problem 1. For deep-state sharing information structure, find an optimal strategy g∗ s.t. J˜nT (g∗) ≤ J˜nT (g), ∀g.
Remark 4. For the special case of single sub-population (i.e. S = 1), single agent (i.e. n(s) = 1, s ∈ NS) and
single feature (i.e. f(s) = 1, s ∈ NS), Problem 1 reduces to the classical control problem in [7], [8], [9]. In this
light, deep structured teams with DSS structure may be viewed as a generalization of the single-agent (classical)
control problems.
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Let n? be the smallest sub-population whose deep state is not shared, i.e. n? := mins/∈O n(s).
Problem 2. For partial deep-state sharing information structure, find a sub-optimal strategy gˆ such that J˜nT (gˆ) ≤
J˜nT (g) + ε(n
∗), ∀g, where limn∗→∞ ε(n∗) = 0.
C. Main challenges and contributions
There are two main challenges in order to solve Problems 1 and 2. The first one is the curse of dimensionality
because the coupling between agents in dynamics (3) and cost function (6) are fully dense with no sparsity, where
computational complexity increases with the number of agents (i.e., intractable for large-scale problems). The second
challenge is the non-classical (decentralized) nature of the information structure, where the resultant optimization
is non-convex [10] and the dynamic programming decomposition is not applicable due to the fact that the agents
cannot find a sufficient statistic for sequential decomposition. The above challenges are exacerbated upon noting
that the certainty equivalence principle does not hold for the risk-sensitive cost function. The main contributions of
this article are outlined below.
1) We study the notions of equivariance and partial equivariance in linear quadratic models, and inspired by the
obtained structural results (Propositions 1–4) as well as recent architectural developments in deep learning, we
introduce LQ deep structured teams. We propose a gauge transformation technique to identify a closed-form
tractable representation of the optimal solution for any arbitrary number of agents under DSS structure, where
the feedback gains are computed by a deep Riccati equation whose dimension is independent of the number
of agents in each sub-population (Theorem 1).
2) We show that the effect of the risk factor has a reverse relationship with the number of agents, implying
that the risk-sensitive solution converges to the risk-neutral one as the number of agents goes to infinity
(Corollary 2). In addition, we introduce extra optimization factors for the risk-neutral case (Corollary 3).
3) We establish an explicit connection with a deep feed-forward neural network and demonstrate its usefulness
in advancing our knowledge of deep learning methods as well as designing more efficient networks.
4) We propose two asymptotically optimal strategies under PDSS structure by introducing two Kalman-like
filters, one based on the finite-population model and one based on the infinite-population one (Theorem 2).
Furthermore, we extend our main results to the infinite-horizon cost function (Theorem 3).
IV. MAIN RESULTS WITH DEEP-STATE SHARING
Define the following matrices for every sub-population s ∈ NS at any time t ∈ [0, T ]:
A¯t(s) := [0f(s)dsx×f(1)d1x , . . . , A˜t(s), . . . ,0f(s)dsx×f(S)dSx ] + row(A¯
1
t (s), . . . , A¯
f(s)
t (s)),
B¯t(s) := [0f(s)dsu×f(1)d1u , . . . , B˜t(s), . . . ,0f(s)dsu×f(S)dSu ] + row(B¯
1
t (s), . . . , B¯
f(s)
t (s)),
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where
A˜t(s) := diag(At(s))f(s), Q¯t(s) := diag(Qt(s))f(s),
B˜t(s) := diag(Bt(s))f(s), R¯t(s) := diag(Rt(s))f(s),
C¯t(s) := diag(Ct(s))f(s), Σ¯
w
t (s) := diag(Σ
w
t (s))f(s).
In addition, define the followings for the entire population:
A¯t := row(A¯t(1), . . . , A¯t(S)), B¯t := row(B¯t(1), . . . , B¯t(S)),
Q¯t := diag(µ(1)Q¯t(1), . . . , µ(S)Q¯t(S)) +
S∑
s=1
µ(s)Q¯t(s),
R¯t := diag(µ(1)R¯t(1), . . . , µ(S)R¯t(S)) +
S∑
s=1
µ(s)R¯t(s),
Σ¯wt := diag(
1
n(1)
Σ¯wt (1), . . . ,
1
n(S)
Σ¯wt (S)),
C¯t := diag(C¯t(1), . . . , C¯t(S)). (7)
To derive our main results, we make the following standard assumption on the model.
Assumption 1. For any t ∈ [0, T ] and s ∈ NS ,
(a) Qt(s) and Q¯t are positive semi-definite, and Rt(s) and R¯t are positive definite,
(b) Bt(s)(Rt(s))−1Bt(s)ᵀ − 2λµ(s)n(s)Σwt (s) and B¯tR¯−1t B¯ᵀt − 2λΣ¯wt are positive definite.
Remark 5. Assumption 1.(a) is a standard convexity condition to ensure that the optimal solution exists and
is unique. Assumption 1.(b) is also a standard positive-definiteness condition arising in the risk-sensitive linear
quadratic problems. It is worth highlighting that when matrices in the dynamics (3) and cost functions (4) are
independent of the size of sub-populations, n(s), s ∈ NS , the positive-definiteness condition in Assumption 1.(b)
gets relaxed as λ→ 0 and/or n(s)→∞,∀s ∈ NS , where the negative terms vanish asymptotically.
A. Gauge transformation and HJB equation
In invariant mechanics, a gauge transformation, upon existence, is a powerful tool for the analysis of invariant
systems. In simple words, a gauge transformation manipulates the degrees of freedom of an invariant system without
changing its structure [11]. In this paper, we use a gauge transformation introduced in [6, Appendix A.2] to simplify
our analysis. Define the following auxiliary variables for any agent i ∈ Nn(s) in sub-population s ∈ NS at time
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t ∈ [0, T ]:
∆xit := x
i
t −
f(s)∑
j=1
αi,j(s)x¯jt (s), ∆u
i
t := u
i
t −
f(s)∑
j=1
αi,j(s)u¯jt (s),
∆wit := w
i
t −
f(s)∑
j=1
αi,j(s)w¯jt (s), ∆r
i
t := r
i
t −
f(s)∑
j=1
αi,j(s)r¯jt (s), (8)
where
w¯jt (s) :=
1
n(s)
n(s)∑
i=1
αi,j(s)wit, r¯
j
t (s) :=
1
n(s)
n(s)∑
i=1
αi,j(s)rit.
For every s ∈ NS , let w¯t(s) := vec(w¯1t (s), . . . , w¯f(s)t (s)) and r¯t(s) := vec(r¯1t (s), . . . , r¯f(s)t (s)). Let also w¯t :=
vec(w¯t(1), . . . , w¯t(S)) and r¯t := vec(r¯t(1), . . . , r¯t(S)).
Lemma 1. The gauge transformation introduces the following linear dependencies for any j ∈ Nf(s), s ∈
NS and t ∈ [0, T ]:
∑n(s)
i=1 α
i,j(s)∆xit = 0dsx×1,
∑n(s)
i=1 α
i,j(s)∆uit = 0dsu×1,
∑n(s)
i=1 α
i,j(s)∆wit = 0dsx×1,∑n(s)
i=1 α
i,j(s)∆rit = 0dsx×1.
Proof. The proof follows directly from (1), (2) and (8). 
Lemma 2. The gauge transformation imposes the following orthogonal relations for any j ∈ Nf(s), s ∈ NS and
t ∈ [0, T ]: ∑n(s)i=1 αi,j(s)(∆xit −∆rit)ᵀQt(s)(x¯jt (s)− r¯jt (s)) = 0 and ∑n(s)i=1 αi,j(s)(∆uit)ᵀRt(s)u¯jt (s) = 0.
Proof. The proof follows directly from (1), (2) and (8). 
Lemma 3. Given any sub-population s ∈ NS , the gauge transformation induces the following correlations
for any i, i′ ∈ Nn(s), j, j′ ∈ Nf(s) and t ∈ [0, T ]: E[∆wit)(∆wit)ᵀ] = t(1 − 1n(s)
∑f(s)
j=1 (α
i,j(s))2)Idsx×dsx ,
E[∆wit(w¯
j
t (s))
ᵀ] = 0dsx×dsx , E[w¯
j
t (s)(w¯
j
t (s))
ᵀ] = tn(s)Idsx×dsx , E[w¯
j
t (s)(w¯
j′
t (s))
ᵀ] = 0dsx×dsx , and E[∆w
i
t(∆w
i′
t )
ᵀ] =
t 1n(s)
∑f(s)
j=1 α
i,j(s)αi
′,j(s)Idsx×dsx .
Proof. The proof follows from equations (1), (2) and (8), and the fact that (a) local noises are i.i.d. dsx-dimensional
standard Brownian motions in each sub-population s ∈ NS ; (b) the covariance matrix of a summation of independent
random vectors is equal to the summation of their covariance matrices, and (c) local noises have zero mean. 
From Lemma 1 and equations (2), (3), (7) and (8), the dynamics of the transformed variables can be described
by:
d(
∆xit
x¯t
) = ( diag(At(s), A¯t)
∆xit
x¯t
+ diag(Bt(s), B¯t)
∆uit
u¯t
)dt+ diag(Ct(s), C¯t)d(
∆wit
w¯t
).
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From Lemma 2 and after some algebraic manipulations, cost function (5) from time t up to T can be expressed by
J¯nt:T :=
∫ T
τ=t
(L¯τ +
S∑
s=1
µ(s)
n(s)
n(s)∑
i=1
∆Liτ )dτ, (9)
where ∆Lit := ‖∆xit−∆rit‖Qt(s)+‖∆uit‖Rt(s) and Lt := ‖x¯t−r¯t‖diag(µ(1)Qt(1),...,µ(S)Qt(S))+‖x¯t‖∑Ss=1 µ(s)Q¯t(s)+
‖u¯t‖R¯t . Denote by yt := vec(vec(vec(∆xit)n(s)i=1 )Ss=1, x¯t) and vt := vec(vec(vec(∆uit)n(s)i=1 )Ss=1, u¯t) the centralized
state and action of the transformed system at time t ∈ [0, T ], respectively. Suppose for now that yt is known to all
agents. It will be shown later that the optimal centralized solution can be implemented under DSS structure. Define
a real-valued function ψt at time t ∈ [0, T ] such that
ψt(y) := E[e
λJ¯nt:T | yt = y], (10)
where J˜nT =
1
λE[logψ0(y0)] according to (6), (9) and (10). Since
1
λE[log(·)] is a strictly increasing function, any
strategy that minimizes ψ0 will also minimize J˜nT . Therefore, we write the HJB equation for the cost function (10)
as follows:
− ∂ψt(yt)
∂t
= inf
vt
[
λψt(yt)(Lt +
S∑
s=1
µ(s)
n(s)
n(s)∑
i=1
∆Lit) +
S∑
s=1
n(s)∑
i=1
∇∆xitψt(yt)ᵀ(At(s)∆xit +Bt(s)∆uit)
+∇x¯tψt(yt)ᵀ(A¯tx¯t + B¯tu¯t) +
1
2
Tr
( S∑
s=1
{ n(s)∑
i=1
n(s)∑
i′=1
∇∆xit∆xi′t ψt(yt)Σ
w
t (s)(
d
dt
(E[(∆wit)
ᵀ∆wi
′
t ]))
+ 2
n(s)∑
i=1
f(s)∑
j=1
∇∆xitx¯jt(s)ψt(yt)Σ
w
t (s)(
d
dt
(E[(∆wit)
ᵀw¯jt (s)])) +
f(s)∑
j=1
∇x¯jt(s)x¯jt(s)ψt(yt)Σ
w
t (s)(
d
dt
(E[(w¯jt (s))
ᵀw¯jt (s)])))
})]
,
(11)
where the cross terms associated with E[(w¯jt )
ᵀw¯j
′
t ] = 0, j ∈ Nf(s), j′ ∈ Nf(s′), s, s′ ∈ NS do not appear in (11).
We propose the following ansatz at any time t ∈ [0, T ]:
ψt(yt) =: ψ¯t(x¯t)
∏S
s=1
∏n(s)
i=1 ψ
i
t(s)(∆x
i
t),
ψ¯t(x¯t) =: ηte
λ(‖x¯t‖P¯t+ht),
ψit(s)(∆x
i
t) =: ηt(s)e
λ(‖∆xit‖Pt(s)+hit),
(12)
where ηt(s), ηt, {{hit}n(s)i=1 }Ss=1 and ht are scalars, and Pt(s) and P¯t are symmetric matrices with appropriate
dimensions, s ∈ NS . We now establish a property of the above anastz.
Lemma 4. The following relationship holds for any sub-population s ∈ NS at any time t ∈ [0, T ],
Tr
( n(s)∑
i=1
n(s)∑
i′=1
∇∆xit∆xi′t ψt(yt)Σ
w
t (s)
( d
dt
E[(∆wit)
ᵀ∆wi
′
t ]
))
= Tr
( n(s)∑
i=1
∇∆xit∆xitψt(yt)Σwt (s)
)
.
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Proof. From (12), it results that for any sub-population s ∈ NS at time t ∈ [0, T ], one has:
Tr
( n(s)∑
i=1
n(s)∑
i′=1
∇∆xit∆xi′t ψt(yt)Σ
w
t (s)
( d
dt
E[(∆wit)
ᵀ∆wi
′
t ]
))
= Tr
( n(s)∑
i=1
n(s)∑
i′=1
∇∆xitψt(s)(∆xit)(∇∆xi′t ψt(s)(∆x
i′
t ))
ᵀ
ψt(s)(∆xit)ψt(s)(∆x
i′
t )
ψt(yt)
× Σwt (s)(
d
dt
E[(∆wit)
ᵀ∆wi
′
t ])
)
= Tr
(
ψt(yt)
n(s)∑
i=1
n(s)∑
i′=1
∇∆xitψt(s)(∆xit)(∇∆xi′t ψt(s)(∆x
i′
t ))
ᵀ
ψt(s)(∆xit)ψt(s)(∆x
i′
t )
Σwt (s)
× ( d
dt
E[(∆wit)
ᵀ∆wi
′
t ]
))
(a)
= Tr
(
ψt(yt)
n(s)∑
i=1
n(s)∑
i′=1
∇∆xitψt(s)(∆xit)(∇∆xi′t ψt(s)(∆x
i′
t ))
ᵀ
ψt(s)(∆xit)ψt(s)(∆x
i′
t )
× (−
f(s)∑
j=1
αi,j(s)αi
′,j(s)
n(s)
Σwt (s)
)
+ Tr
(
ψt(yt)
n(s)∑
i=1
∇∆xitψt(s)(∆xit)(∇∆xitψt(s)(∆xit))ᵀ
ψt(s)(∆xit)ψt(s)(∆x
i
t)
Σwt (s)
)
(b)
= Tr
( n(s)∑
i=1
∇∆xitψt(s)(∆xit)(∇∆xitψt(s)(∆xit))ᵀ
ψt(s)(∆xit)ψt(s)(∆x
i
t)
ψt(yt)Σ
w
t (s)
)
(c)
= Tr
( n(s)∑
i=1
∇∆xit∆xitψt(yt)Σwt (s)
)
,
where (a) follows from Lemmas 1 and 3; (b) follows from the fact that the first term of the left-hand side is zero
due to the linear dependency in Lemma 1 and
∇
∆xit
ψt(s)(∆x
i
t)
ψt(s)(∆xit)
= 2λPt(s)∆x
i
t, and (c) follows from (12). 
B. Solution of Problem 1
For any time t ∈ [0, T ), define the following backward equations:
−P˙t(s) = Qt(s) + Pt(s)At(s) +At(s)ᵀPt(s)− Pt(s)
(
Bt(s)(Rt(s))
−1Bt(s)
ᵀ − 2λµ(s)n(s)Σwt (s)
)
Pt(s), s ∈ NS ,
− ˙¯Pt = Q¯t + P¯tA¯t + A¯ᵀt P¯t − P¯t
(
B¯tR¯
−1
t B¯
ᵀ
t − 2λΣ¯wt
)
P¯t,
(13)
with boundary conditions PT (s) = QT (s) and P¯T = Q¯T .
In the sequel, we refer to (13) as (risk-sensitive) deep Riccati equation (DRE), which identifies a scalable solution
for the large-scale optimization problems described in Subsection III-B. It is to be noted that the dimensions of the
matrices in DRE do not depend on the number of agents n(s), ∀s ∈ NS . Interestingly, DRE in team setting consists
of S local Riccati equations and one global Riccati equation whereas such decomposition does not generally hold
for the game setting [12]. For the special case of weakly coupled agents in Definition 4, DRE decomposes further
into S +
∑f(s)
s=1 smaller equations, where P¯t = diag(µ(s) diag(P¯
j
t (s))
f(s)
j=1 )
S
s=1 such that for every j ∈ Nf(s) and
s ∈ NS ,
− ˙¯P jt (s) = Qt(s) + Q¯jt (s) + P¯ jt (s)(At(s) + A¯jt (s)) + (At(s) + A¯jt (s))
ᵀ
P¯ jt (s)− P¯ jt (s)
(
(Bt(s) + B¯
j
t (s))(Rt(s)
+R¯jt (s))
−1(Bt(s) + B¯
j
t (s))
ᵀ − 2λµ(s)n(s)Σwt (s)
)
P¯ jt (s).
Remark 6 (Computational complexity). The space complexity of DRE is independent of the number of agents
n(s), s ∈ NS , and is quadratic with respect to the number of features and sub-populations, i.e. O((
∑S
s=1 f(s))
2).
For the special case of weakly coupled agents, the complexity reduces to linear order with respect to the number
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of features and sub-populations, i.e. O((∑Ss=1 f(s)). When f(s)  n(s), the above complexity reductions are
significant. Notice that it is always possible to consider a larger number of features and sub-populations in order to
model more complex couplings; however, this is a trade-off between under-fitting and over-fitting of a model and
between cheap and expensive (numerical) implementation of an algorithm.
For any agent i ∈ Nn(s), sub-population s ∈ NS and time t ∈ [0, T ), define the followings from the solution of
DRE: 
−ξ˙it :=
(
At(s)−Bt(s)Rt(s)−1Bt(s)ᵀPt(s)
+2λµ(s)n(s)Σ
w
t (s)Pt(s)
)ᵀ
ξit −Qt(s)(rit −
∑f(s)
j=1 α
i,j(s)r¯jt (s)),
−ξ˙t :=
(
A¯t − B¯tR¯−1t B¯ᵀt P¯t + 2λΣ¯wt P¯t
)ᵀ
ξt
−diag(µ(1)Q¯t(1), . . . , µ(S)Q¯t(S))r¯t,
θnt (s) := −(Rt(s))−1(Bt(s))ᵀPt(s),
ρn,it := −(Rt(s))−1(Bt(s))ᵀξit,
row(θ¯nt (1), . . . , θ¯
n
t (S)) := θ¯
n
t = −R¯−1t B¯ᵀt P¯t,
vec(ρ¯nt (1), . . . , ρ¯
n
t (S)) := ρ¯
n
t = −R¯−1t B¯ᵀt ξt,
row(θ¯n,1t (s), . . . , θ¯
n,f(s)
t (s)) := θ¯
n
t (s),
vec(ρ¯n,1t (s), . . . , ρ¯
n,f(s)
t (s)) := ρ¯
n
t (s),
(14)
where ξiT = QT (s)(r
i
T −
∑f(s)
j=1 α
i,j(s)r¯Tt (s)) and ξT := diag(µ(1)Q¯T (1), . . . , µ(S)Q¯T (S))r¯T .
Theorem 1. Let Assumption 1 hold. The optimal solution of Problem 1 is described as follows. For any agent
i ∈ Nn(s) in sub-population s ∈ NS at any time t ∈ [0, T ],
ui,∗t = θ
n
t (s)x
i
t −
f(s)∑
j=1
αi,j(s)θnt (s)x¯
j
t (s) + ρ
n,i
t +
f(s)∑
j=1
αi,j(s)θ¯n,jt (s)x¯t +
f(s)∑
j=1
αi,j(s)ρ¯n,jt (s), (15)
where the above gains and corrections terms are given by (14).
Proof. From Lemma 3, it is observed that for any i ∈ Nn(s) j ∈ Nf(s), s ∈ NS and t ∈ [0, T ], E[(∆wit)ᵀw¯jt (s)] =
E[(w¯jt (s))
ᵀ∆wit] = 0. Therefore, the following holds:
Tr
(n(s)∑
i=1
f(s)∑
j=1
∇∆xitx¯jt(s)ψt(yt)Σ
w
t (s)
( d
dt
E[(∆wit)
ᵀw¯jt (s)]
))
=0. (16)
According to Lemma 4 and equation (16), the HJB equation (11) can be decomposed into smaller equations
as follows. For any agent i ∈ Nn(s) in sub-population s ∈ NS , there is an HJB equation similar to a linear
exponential quadratic problem with the state ∆xit, action ∆u
i
t, the dynamics characterized by matrices At(s) and
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Bt(s), a zero-mean noise with the covariance matrix (µ(s)/n(s))Σwt (s), and a tracking signal ∆r
i
t, where the
optimal action is given by: ∆ui,∗t = −(Rt(s))−1Bt(s)ᵀPt(s)∆xit − (Rt(s))−1(Bt(s))ᵀξit , where Pt(s) and ξit
are presented in (13) and (14), respectively. In addition, the corresponding parameters of the ansatz (12) can be
computed as: −η˙t(s) = λµ(s)n(s)ηt(s) Tr(Pt(s)Σwt (s)) and hit =
∫ T
τ=t
(‖∆riτ‖Qτ (s) − ‖ξiτ‖Q˜τ (s))dτ , where ηT (s) =
1 and Q˜τ (s) := Bτ (s)(Rτ (s))−1Bτ (s)
ᵀ − 2λµ(s)n(s)Σwτ (s). Furthermore, there is a global HJB equation similar
to a linear exponential quadratic problem with state x¯t, action u¯t, the dynamics characterized by matrices A¯t
and B¯t, a zero-mean noise with the covariance matrix Σ¯wt , and a tracking signal r¯t, where the optimal action
is expressed by: u¯∗t = −R¯−1t B¯ᵀt P¯tx¯t − R¯−1t B¯ᵀt ξt, where P¯t and ξit are given by (13) and (14), respectively.
Also, the corresponding parameters of the ansatz (12) can be described as: −η˙t = ληt Tr(P¯tΣ¯wt ), and ht =∫ T
τ=t
(‖r¯τ‖diag(µ(1)Q¯τ (1),...,µ(S)Q¯τ (S)) − ‖ξτ‖Q˜τ )dτ , where ηT = 1 and Q˜τ := B¯τ R¯−1τ B¯ᵀτ − 2λΣ¯wτ .
Finally, we describe the solution in terms of the original variables according to (8), i.e., the optimal solution of
agent i in sub-population s at time t can be expressed as: ui,∗t = ∆u
i,∗
t +
∑f(s)
j=1 α
i,j(s)u¯j,∗t (s). Since the optimal
centralized strategy is implementable under DSS, it means that it is also the optimal DSS strategy. 
Prior to the operation of the system, any agent i ∈ Nn(s) in sub-population s ∈ NS can independently solve two
Riccati equations: a local one (i.e. Pt(s)) and a global one (i.e. P¯t) for any time t ∈ [0, T ]. During the control
process, any agent i in sub-population s coordinates itself within its sub-population at any time t ∈ [0, T ) based on
several factors: (a) the solution of local Riccati equation Pt(s); (b) local (private) information {xit, rit, {αi,j(s)}f(s)j=1},
and (c) global (public) information {x¯t(s), r¯t(s), λ,Σwt (s), µ(s), n(s)}. At the same time, agent i coordinates itself
within the population based on other factors: (d) the solution of global Riccati equation P¯t and (e) public information
{x¯t, r¯t, {µ(s),Σwt (s), n(s)}Ss=1}. It is to be noted that the only piece of information that needs to be shared at any
time t is the joint deep state x¯t, whose size is independent of the number of agents in each sub-population.
Corollary 1. Suppose the agents are weakly coupled according to Definition 4.
• There is no gain of optimality in distributing the deep states of other sub-populations among agents. In
particular, at any time t ∈ [0, T ), every agent needs only to know its local state and deep states of its
sub-population, where ui,∗t = θ
n
t (s)x
i
t +
∑f(s)
j=1 α
i,j(s)(θnt (s) − θ¯n,jt (s))x¯jt (s) + ρn,it +
∑f(s)
j=1 α
i,j(s)ρ¯n,jt (s),
∀i ∈ Nn(s),∀s ∈ NS .
• For the special case of risk-neural cost function, where λ → 0, the optimal solution (15) is independent of
macroscopic influence factors µ(s), s ∈ NS .
• The second condition in Assumption 1.(b) simplifies to (Bt(s) + B¯
j
t (s))(R¯t(s) + R¯
j
t (s))
−1(Bt(s) + B¯
j
t (s))
ᵀ−
2λµ(s)n(s)Σ
w
t (s), j ∈ Nf(s), s ∈ NS , being positive definite.
A salient property of the risk-neutral case is the fact that certainty equivalence theorem holds. In particular, when
the risk factor in Theorem 1 is set to zero, the solution of Theorem 1 reduces to the solution of the risk-neutral
2020/09/01 DRAFT
17
problem, where the optimal strategy is independent of the number of agents in each sub-population n(s), s ∈ NS ,
as well as the probability distribution of driving noises (e.g., correlated and non-Gaussian) which is not the case
for the risk-sensitive optimal strategy in Theorem 1. To further emphasize the complexity of the risk-sensitive
case compared to the risk-neutral one, consider a case wherein the local noises are correlated. In this case, key
properties described in Lemma 4 and equation (16) do not necessarily hold, and hence the decomposition proposed
in Theorem 1 will not hold either.
C. Risk-neutral case
In this subsection, we show that the risk-sensitive solution converges to the risk-neutral one as the number of
agents increases. In addition, we introduce (extra) optimization factors for the risk-neutral cost function.
1) Price of robustness: The following assumption is imposed to ensure that the state dynamics and cost function
remain bounded as the number of agents goes to infinity.
Assumption 2. All matrices in the dynamics (3) and cost functions (4), including covariance matrices of initial
states and local noises, are independent of n(s), ∀s ∈ NS .
Definition 5 (Price of Robustness). The price of robustness (PoR) is defined to quantify the loss of performance
by taking the robustness into account, i.e. PoR(λ) := J˜n,λ(g∗)− limλ′→0 J˜n,λ′(g∗), where superscripts λ and λ′
refer to the dependency of (6) to the risk parameter.
Corollary 2. Let Assumptions 1 and 2 hold. From Theorem 1 and equations (13) and (14), it follows that the price
of robustness converges to zero as n(s)→∞, ∀s ∈ NS .
2) Optimization factors: Let βi(s) ∈ (0,∞) be an optimization factor for every agent i ∈ Nn(s) in sub-population
s ∈ NS , where the cost function (5) is generalized to
J¯nT :=
S∑
s=1
µ(s)
n(s)
n(s)∑
i=1
βi(s)J iT . (17)
To simplify the presentation, without loss of generality, it is assumed that influence and optimization factors are
normalized as follows: 1n(s)
∑n(s)
i=1
αi,j(s)√
βi(s)
αi,j
′
(s)√
βi(s)
= 1(j = j′), j, j′ ∈ Nf(s), s ∈ NS . We modify the gauge
transformation (8) such that ∆xit := x
i
t −
∑f(s)
j=1
αi,j(s)
βi(s) x¯
j
t (s), ∆u
i
t := u
i
t −
∑f(s)
j=1
αi,j(s)
βi(s) u¯
j
t (s), ∆w
i
t := w
i
t −∑f(s)
j=1
αi,j(s)
βi(s) w¯
j
t (s), ∆r
i
t := r
i
t −
∑f(s)
j=1
αi,j(s)
βi(s) r¯
j
t (s).
Assumption 3. The agents are dynamically decoupled, i.e., A¯jt (s) and B¯
j
t (s), s ∈ NS , t ∈ [0, T ], are zero.
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Corollary 3. Let Assumption 1.(a) and Assumption 3 hold. For cost function (17), the optimal solution is given by:
ui,∗t = θt(s)x
i
t −
f(s)∑
j=1
αi,j(s)
βi(s)
θt(s)x¯
j
t (s) + ρ
n,i
t +
f(s)∑
j=1
αi,j(s)
βi(s)
θ¯jt (s)x¯t +
f(s)∑
j=1
αi,j(s)
βi(s)
ρ¯n,jt (s).
Proof. The proof is similar to that of Theorem 1, where the certainty equivalence theorem and modified gauge
transformation under Assumption 3 leads to the decomposition of the centralized HJB equation. For more details,
see [6][Chapter 3] that uses a similar argument. 
Remark 7. The extension to optimization factors does not generally hold for coupled dynamics and/or risk-sensitive
case.
D. Connection to deep neural networks
The mathematics of deep neural networks can be traced back to the seminal work of Gauss [13] in regression
theory and its application to the study of the cat’s visual cortex in physiology [14], [15]. Despite the recent progresses
in deep learning [1], [2], there are still many fundamental challenges that need to be addressed such as performance
guarantee and interpretability, high number of parameters and tunability, troubleshooting, prior knowledge and small
data.
In what follows, we highlight some aspects of deep structured teams that can be useful for deep learning, and
more importantly, for deep reinforcement learning. For simplicity of presentation, consider a special case of one
sub-population with dynamically decoupled agents that is discretized with a sampling time ∆t and zero-order hold
such that t = k∆t, where variables are indexed by a non-negative integer k. Therefore, the dynamics (3) can be
expressed as: xik+1 = (I+Ak∆t)x
i
k + (Bk∆t)u
i
k +w
i
k, where w
i
k ∼ N (0,Σwk ∆t). From Theorem 1, the dynamics
of agent i ∈ Nn under the optimal strategy is described by:
xik+1 =
n∑
m=1
W i,mk (λ,α)x
m
k + b
i
k(λ,α) + w
i
k, (18)
where the optimal weight matrix and bias term are as follows: for every i,m ∈ Nn, i 6= m,
W i,ik (λ,α) := I +Ak∆t+Bk∆t
(
(1− 1n
∑f
j=1(α
i,j)2)θnk +
1
n
∑f
j=1
∑f
j′=1 α
i,jαi,j
′
θ¯n,j,j
′
k
)
,
W i,mk (λ,α) := −Bk∆t
(
1
n
∑f
j=1 α
i,jαm,jθnk +
1
n
∑f
j=1
∑f
j′=1 α
i,jαm,j
′
θ¯n,j,j
′
k )
)
,
bik(λ,α) := Bk∆t(ρ
n,i
t +
∑f
j=1 α
i,jρ¯n,jk ).
A salient property of the structure (18) is that it is interpretable, i.e., it provides a one-to-one relationship between
the parameters of a deep neural network and those of the control system presented in Section III. In addition, since
weight initialization is a key step in training a deep neural network, it is possible to use the above optimal weight
matrix for computing initial conditions (using a deep Riccati equation for a network consisting of n neurons with
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Layer k Layer k + 1
...
...
...
...
x1k
u1k
xik
uik
xnk
unk
x1k+1 = φ(
∑n
m=1 W
1,m
k (λ,α)x
m
k + b
1
k(λ,α) + w
1
k)
x2k+1 = φ(
∑n
m=1 W
2,m
k (λ,α)x
m
k + b
2
k(λ,α) + w
2
k)
xnk+1 = φ(
∑n
m=1W
n,m
k (λ,α)x
m
k + b
n
k(λ,α) + w
n
k )
Fig. 3. The optimal solution of a deep structured team resembles a deep feed-forward neural network, where optimal gains and biases are
obtained analytically while taking into account regularization, scalability, uncertainty and robustness of the design. Such an explicit representation
can be useful in formulating more complex deep neural networks.
depth T/∆t, where each neuron has its own influence factor and nominal operating point). Moreover, to efficiently
incorporate a certain design, it is sometimes necessary to simultaneously adjust the weights at all layers in a
consistent manner. For example, the robustness parameter λ can automatically tune the weights in such a way that
the resultant design is resilient to uncertainties. Also, using large penalty functions on control actions can promote
sparsity. Such design specifications are important in ensuring that the network is not over-fitted (i.e., there is room for
uncertainties) or it does not contain excessive number of coefficients. Furthermore, the above results can be extended
to constrained deep structured teams, where quadratic programming and MPC techniques can be utilized to tackle the
control problem. For instance, rectified linear unit (ReLU) activation function can be viewed as a sufficient condition
to impose an inequality constraint (i.e. xik ≥ 0, i ∈ Nn) such that: xik+1 = φ(
∑n
m=1W
i,m
k (λ,α)x
m
k + b
i
k(λ,α)),
where φ(·) := max(0, ·). This perspective is consistent with the fact that ReLU activation function has been
successfully used in classification problems, e.g., image processing, where the states of interest are in the form of
probability (frequency) of the occurrence of a feature (which is a non-negative number). Thus, ReLU function may
be interpreted as a sufficient condition to ensure that the feasible states are non-negative.
V. MAIN RESULTS WITH PARTIAL DEEP-STATE SHARING
In this section, we propose two sub-optimal solutions for PDSS structure under Assumption 2 and the following
standard assumption on the initial states.
Assumption 4. The initial states of each sub-population s /∈ O are mutually independent with identical mean such
that E[xi0] = E[x
i′
0 ], ∀i, i′ ∈ Nn(s), ∀s /∈ O.
To quantify the performance of each sub-optimal solution, we define the price of information.
Definition 6 (Price of Information). The price of information (PoI) of a PDSS strategy gˆ is defined as the
performance gap between strategy gˆ and optimal DSS strategy g∗, i.e., ∆J˜nT (gˆ) := J˜
n
T (gˆ)− J˜nT (g∗).
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To distinguish the proposed sub-optimal solutions from the optimal one, let xˆit and uˆ
i
t denote the state and action
of agent i ∈ Nn(s) in sub-population s ∈ NS under the sub-optimal strategy gˆ at any time t ∈ [0, T ]. For any feature
j ∈ Nf(s) in sub-population s ∈ NS , define ˆ¯xjt (s) := 1n(s)
∑n(s)
i=1 α
i,j(s)xˆit and ˆ¯u
j
t (s) :=
1
n(s)
∑n(s)
i=1 α
i,j(s)uˆit.
Let znt := vec(vec(z
n,1
t (s), . . . , z
n,f(s)
t (s)))
S
s=1 be an estimate of x¯t such that z
n
1 (s) := x¯1(s), s ∈ O, zn1 (s) :=
E[x¯1(s)], s /∈ O, and for any t ∈ (0, T ],
znt (s) = x¯t(s), s ∈ O,
z˙nt (s) = (A¯t(s) + B¯t(s)θ¯
n
t )z
n
t + B¯t(s)ρ¯
n
t , s /∈ O.
(19)
Based on the finite-population estimate in (19), we propose a PDSS strategy such that the action of any agent
i ∈ Nn(s) in sub-population s ∈ NS at any time t ∈ [0, T ] is given by:
uˆit = θ
n
t (s)x
i
t −
∑f(s)
j=1 α
i,j(s)θnt (s)z
n,j
t (s) + ρ
n,i
t +
∑f(s)
j=1 α
i,j(s)θ¯n,jt (s)z
n
t +
∑f(s)
j=1 α
i,j(s)ρ¯n,jt (s),
z˙nt (s) = (A¯t(s) + B¯t(s)θ¯
n
t )z
n
t + B¯t(s)ρ¯
n
t +H(s)( ˙¯xt(s)− (A¯t(s) + B¯t(s)θ¯nt )znt − B¯t(s)ρ¯nt ),
(20)
where the update rule of the estimate in (19) is expressed in a Kalman-like fashion such that the observer gain
H(s) = 0 if s /∈ O and H(s) = 1 if s ∈ O. Although this estimator resembles a Kalman filter, it is fundamentally
different from the standard Kalman filter and it is not necessarily the best possible estimate. On the other hand,
it provides a measurable estimate znt with respect to a non-classical PDSS information structure. The interested
reader is referred to [16, Theorem 7] for more details on the above Kalman-like filter that emerges in the trade-off
between data collection and data estimation.
Alternatively, it is possible to ignore the number of agents as well as the covariance matrices of sub-populations
s /∈ O and propose a Kalman-like filter similar to (20) based on the infinite-population model such that the action
of agent i ∈ Nn(s), s ∈ NS , at time t ∈ [0, T ] is described by:
uˆit = θ
∞
t (s)x
i
t −
∑f(s)
j=1 α
i,j(s)θ∞t (s)z
∞,j
t (s) + ρ
∞,i
t +
∑f(s)
j=1 α
i,j(s)θ¯∞,jt (s)z
∞
t +
∑f(s)
j=1 α
i,j(s)ρ¯∞,jt (s),
z˙∞t (s) = (A¯t(s) + B¯t(s)θ¯
∞
t )z
∞
t + B¯t(s)ρ¯
∞
t +H(s)( ˙¯xt(s)− (A¯t(s) + B¯t(s)θ¯∞t )z∞t − B¯t(s)ρ¯∞t ),
(21)
where the above matrices, drifts and estimates are computed based on an infinite-population model, where n(s) is
set to infinity for every sub-population s /∈ O. Let gˆn and gˆ∞ denote the PDSS strategies (20) and (21), respectively.
Theorem 2. Let Assumptions 1, 2 and 4 hold. For Problem 2, PDSS strategies (20) and (21) provide two
different solutions, where their corresponding prices of information converge to zero as n∗ goes to infinity, i.e.,
limn∗→∞∆JnT (gˆ
n) = 0 and limn∗→∞∆JnT (gˆ
∞) = 0.
Proof. Define a relative error between the deep states of sub-population s ∈ NS at time t ∈ [0, T ] under the optimal
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strategy (15), i.e. x¯t(s), and their estimates under the sub-optimal strategy (20), i.e. znt (s), such that
et(s) := x¯t(s)− znt (s). (22)
Similarly, define a relative error between the deep states of sub-population s ∈ NS at time t under under the
sub-optimal strategy (20), i.e. ˆ¯xt(s), and the estimate znt (s), i.e.,
ξt(s) := ˆ¯xt(s)− znt (s). (23)
By definition, e0(s) = ξ0(s) = 0, s ∈ O. Let et = vec(et(1), . . . , et(S)) and ξt = vec(ξt(1), . . . , ξt(S)). From
Theorem 1, the dynamics of deep states in sub-population s ∈ NS under the optimal strategy is given by:
d(x¯t(s))=(A¯t(s)+B¯t(s)θ¯
n
t )x¯tdt+B¯t(s)ρ¯
n
t (s)+C¯t(s)d(w¯t(s)). (24)
Hence, from equations (2), (3), (7), (15), (20), (22), (23) and (24), and after some algebraic manipulations, it follows
that for any sub-population s /∈ O at time t ∈ (0, T ),
d(et(s)) = (A¯t(s) + B¯t(s)θ¯
n
t )etdt+ C¯t(s)d(w¯t(s)),
d(ξt(s)) = (A¯t(s) + B¯t(s)θ
n
t )ξtdt+ C¯t(s)d(w¯t(s)),
(25)
where θnt := diag(diag(θ
n
t (s))f(s))
S
s=1 and for any s ∈ O,
e˙t(s) = (A¯t(s) + B¯t(s)θ¯
n
t )et − (A¯t(s) + B¯t(s)θnt )ξt,
ξt(s) = 0f(s)dsx×f(s)dsx .
(26)
It can be concluded that the three sample paths x¯t, ˆ¯xt and znt , t ∈ [0, T ], converge to the same path with probability
one, as n∗ → ∞. This is due the fact that (a) the relative errors (22) and (23) have linear dynamics according
to (25) and (26); (b) matrices A¯t(s) and B¯t(s) are independent of n(s), s /∈ O, from Assumption 2; (c) initial
states and local noises are mutually independent with covariances matrices independent of n(s); (d) limn∗→∞ θnt (s)
and limn∗→∞ θ¯nt (s) exist because (13) and (14) are uniformly bounded and continuous in n(s), and (e) from the
strong law of large numbers, the following limits exist with probability one for every s /∈ O: limn∗→∞ x¯0(s) =
limn∗→∞ ˆ¯x0(s) = limn∗→∞ zn0 (s) and limn∗→∞ w¯t(s) = 0, where limn∗→∞ e0(s) = limn∗→∞ ξ0(s) = 0.
Subsequently, the two sample paths {{xit, uit}n(s)i=1 }Ss=1, governed by the DSS strategy (15), and {{xˆit, uˆit}n(s)i=1 }Ss=1,
by the PDSS strategy (20), will converge to the same path with probability one, as n∗ → ∞. On the other hand,
the cost function (4) is a continuous function in states and actions, and matrices Q¯t and R¯t are independent of
n(s), s ∈ NS . Consequently, the price of information of strategy (20) converges to zero, as n∗ →∞.
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The convergence proof for strategy (21) follows a similar argument, where from the triangle inequality, one has:
∆J˜nT (gˆ
∞) ≤ ∆J˜nT (gˆn) + |J˜nT (gˆ∞)− J˜nT (gˆn)|. (27)
The first term of the right-hand side of (27) converges to zero, as shown above, and the second term of the
right-hand side of (27) converges to zero because J˜nT is continuous and uniformly bounded with respect to the
number of agents, and strategy gˆn converges to gˆ∞ with probability one, as n∗ →∞, because limn∗→∞ znt = z∞t ,
limn∗→∞ θnt = θ
∞
t and limn∗→∞ θ¯
n
t = θ¯
∞
t . 
Remark 8. Although both finite- and infinite-model PDSS strategies (20) and (21) converge to the same unique
solution as n? → ∞, they have subtle differences. For example, strategy (20) takes the number of agents and
covariance matrices into account while the strategy (21) ignores such information, which potentially leads to smaller
price of information. On the other hand, strategy (21) is simpler for analysis because the influence factor of an
individual agent is asymptotically vanishing in the infinite-population model.
VI. INFINITE-HORIZON COST FUNCTION
In this section, we extend the results of Theorems 1 and 2 to the infinite-horizon case. Suppose that the model
is time-homogeneous, and that the cost function is given by:
J˜n∞(g) := lim sup
T→∞
1
T
J˜nT (g). (28)
The following stability assumption is imposed on the model.
Assumption 5. Let (A(s), B(s)) and (A¯, B¯) be stablizable, and (A(s), (Q(s))1/2) and (A¯, Q¯1/2) be detectable,
∀s ∈ NS . In addition, there are positive definite matrices P (s), ∀s ∈ NS , and P¯ that solve the algebraic counterpart
of the generalized Riccati equations (13).
Theorem 3. Let Assumptions 1 and 5 hold.
• Theorem 1 extends to the infinite-horizon cost function (28) wherein the strategy (15) becomes stationary.
• Let also Assumptions 2 and 4 hold. Theorem 2 extends to the infinite-horizon cost function (28) under an
additional condition that matrix A¯ + B¯ diag(diag(θn(s))f(s))Ss=1 is Hurwitz. For the special case presented
in Assumption 3, the additional condition is automatically satisfied.
Proof. The proof of the first part follows directly from the standard stability and detectability conditions in [9],
where the algebraic forms of the Riccati equations in (13) admit positive bounded solutions. The proof of the
second part, however, follows from an additional condition to guarantee that the relative errors in (22) and (23)
will remain bounded as T →∞. If A¯ + B¯ diag(diag(θn(s))f(s))Ss=1 is Hurwitz, the dynamics of the errors in (25)
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and (26) become stable, implying that their limits exist. Moreover, when the dynamics of agents are decoupled
(i.e., A = diag(diag(A(s))f(s))Ss=1 and B = diag(diag(B(s))f(s))
S
s=1), A¯+B¯ diag(diag(θ
n(s))f(s))
S
s=1 becomes
Hurwitz due to the fact that A(s) + B(s)θnt (s) is Hurwitz for any s ∈ NS (which is a stabilizing solution of the
Riccati equations (13) under Assumption 5). 
VII. A SUPPLY CHAIN MANAGEMENT EXAMPLE
Consider a supplier that provides a particular product to its consumers (e.g., the bandwidth provided by a
telecommunication company). The product is distributed to the consumers through a number of distributors (hubs),
each of which has its own operating capacity. The objective is to find a risk-sensitive solution for the supplier
and distributors such that the delivered product is as close as possible to the supplier’s production level while the
distributors’ demands are fulfilled.
To this end, let the supplier be the only agent in the first sub-population, i.e. n(1) = 1. Denote by x1t and u
1
t ,
respectively, the production level and control output of the supplier at time t ∈ [0, T ], normalized with respect to
the number of distributors. Let w1t be the uncertainty of the market at time t. The state evolution of the supplier
in (3) is described by: A(1) = 0.4, B(1) = 0.8 and C(1) = 0.6. The second sub-population is comprised
of n(2) distributors, where xit, u
i
t and w
i
t denote the state, action and uncertainty of distributor i ∈ Nn(2) at
time t ∈ [0, T ], respectively. The dynamics of each distributor in (3) is expressed by A(2) = 2, B(2) = 1
and C(2) = 1. Let ri denote the desired operating point of distributor i, which is uniformly chosen from the
interval [0, 1], ∀i ∈ Nn(2). In addition, denote by αi the influence factor of distributor i ∈ Nn(2), indicating its
contribution in delivering the product such that x¯t(2) = 1n(2)
∑n(2)
i=1 α
ixit, where n(2)x¯t(2) is the total distributed
(delivered) products to consumers. We add a penalty function to the supplier’s cost function for the mismatch
between the production level n(2)x1t and distributed products n(2)x¯t(2) such that the cost function of the supplier
is J1T := (x
1
T )
2 + 0.5n(2)(x1T − x¯T (2))2 +
∫ T
0
(
(x1t )
2 + 0.5n(2)(x1t − x¯t(2))2 + (u1t )2
)
dt. The cost function of
distributor i ∈ Nn(2) is J iT = (xiT − ri)2 +
∫ T
0
((xit − ri)2 + 0.1(uit)2)dt. From Theorem 1, DSS strategy (15)
minimizes the cost function (6), given risk factor λ = 1, µ(1) = n(1)n(1)+n(2) , µ(2) =
n(2)
n(1)+n(2) .
Since the complexity of the proposed strategy in (15) is independent of the number of distributors, we choose a
relatively small n(2) in our simulations for ease of display. We use n(2) = 20, terminal time T = 10, and sampling
time 0.01. Figure 4(a) demonstrates the case where the distribution is primarily performed by one distributor. In
Figure 4(b), on the other hand, it is assumed that two distributors are more actively involved in the distribution
function. Figure 4(c) demonstrates the case where half of the distributors are equally more active in the process,
and Figure 4(d) the case where the distribution is carried out by all distributors homogeneously.
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Fig. 4. The trajectories of the states of the supplier and distributors are depicted, where the dashed-blue curve is the trajectory of the normalized
production level of the supplier x1t = x¯t(1), the dashed-black curve is the normalized distributed product x¯t(2), and the remaining curves are
the trajectories of the distributors. (a) The influence factor of one distributor is 4.45 and all others 0.1; (b) influence factors of two distributors
are 3.14 and all others are 0.1; (c) half of the distributors have the influence factor 0.1 and the other half 1.41, and (d) all distributors have
the same influence factor.
VIII. CONCLUSIONS
Inspired by deep learning in big data analysis that provides a data-driven model for complex systems, we
introduced the notion of deep structured linear quadratic control problem in this paper. It was shown how this
notion can be used in the control of complex systems with a large number of decision makers, using a low-
dimensional deep Riccati equation. In particular, two non-classical information structures were studied, namely,
deep-state sharing and partial deep-state sharing, where the optimal solution for the former information structure
and two sub-optimal solutions for the latter one were obtained. The main results were also extended to infinite-
horizon case. In addition, the potential impact of the obtained results in enhancing our understanding of deep neural
networks was demonstrated. To illustrate the efficacy of the proposed results, a supply-chain management example
was provided. An interesting future work is to use reinforcement learning methods to learn how to control such
complex networked systems for the case when the model is not completely known.
2020/09/01 DRAFT
25
REFERENCES
[1] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521, no. 7553, pp. 436–444, 2015.
[2] J. Schmidhuber, “Deep learning in neural networks: An overview,” Neural networks, vol. 61, pp. 85–117, 2015.
[3] J. Arabneydi and A. G. Aghdam, “Deep teams: Decentralized decision making with finite and infinite number of agents,” IEEE Transactions
on Automatic Control, DOI: 10.1109/TAC.2020.2966035, 2020.
[4] J. A. Dieudonne´ and J. B. Carrell, “Invariant theory, old and new,” Advances in mathematics, vol. 4, no. 1, pp. 1–80, 1970.
[5] E. Noether, “Invariant variation problems,” Transport Theory and Statistical Physics, vol. 1, no. 3, pp. 186–207, 1971.
[6] J. Arabneydi, “New concepts in team theory: Mean field teams and reinforcement learning,” Ph.D. dissertation, Electrical and Computer
Engineering department, McGill University, Montreal, Canada, 2016.
[7] D. Jacobson, “Optimal stochastic linear systems with exponential performance criteria and their relation to deterministic differential games,”
IEEE Transactions on Automatic control, vol. 18, no. 2, pp. 124–131, 1973.
[8] P. Whittle, “Risk-sensitive linear/quadratic/Gaussian control,” Advances in Applied Probability, vol. 13, no. 4, pp. 764–777, 1981.
[9] T. Bas¸ar and P. Bernhard, H-infinity optimal control and related minimax design problems: A dynamic game approach. Birkhau¨ser Basel,
2008.
[10] H. Witsenhausen, “A counterexample in stochastic optimum control,” SIAM Journal on Control and Optimization, vol. 6, pp. 131–147,
Dec. 1968.
[11] K. Moriyasu, An elementary primer for gauge theory. World Scientific, 1983.
[12] J. Arabneydi, A. G. Aghdam, and R. P. Malhame´, “Explicit sequential equilibria in LQ deep structured games and weighted mean-field
games,” conditionally accepted in Automatica, 2020.
[13] C. F. Gauss, Theoria motus corporum coelestium in sectionibus conicis solem ambientium. Perthes et Besser, 1809, vol. 7.
[14] D. H. Hubel and T. N. Wiesel, “Receptive fields of single neurones in the cat’s striate cortex,” The Journal of physiology, vol. 148, no. 3,
pp. 574–591, 1959.
[15] ——, “Receptive fields, binocular interaction and functional architecture in the cat’s visual cortex,” The Journal of physiology, vol. 160,
no. 1, pp. 106–154, 1962.
[16] J. Arabneydi and A. G. Aghdam, “Data collection versus data estimation: A fundamental trade-off in dynamic networks,” to appear in
IEEE Transactions on Network Science and Engineering, DOI: 10.1109/TNSE.2020.2966504, 2020.
APPENDIX A
PROOF OF PROPOSITION 1
Since every polynomial function of F is invariant to right and left multiplication of matrix F , it results that
FxAt = AtFx and FuBt = BtFu, satisfying the equivariant dynamics condition. Similarly, Tr(F ᵀxFxQtxtx
ᵀ
t ) =
Tr(xᵀt F
ᵀ
xQtFxxt) and Tr(F
ᵀ
xFxQtxtx
ᵀ
t ) = Tr(x
ᵀ
t F
ᵀ
xQtFxxt), meeting the equivariant cost condition.
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APPENDIX B
PROOF OF PROPOSITION 2
From the spectral theorem, matrices F and F ᵀ can be expressed in terms of their eigenvalues and eigenvectors
such that F =
∑n
j=1 λjvjv
∗
j and F
ᵀ =
∑n
j=1 λ
∗
jvjv
∗
j , where 〈vj |vj〉 = v∗j vj = 1 and 〈vj |vj′〉 = 0, ∀j 6= j′. Then,
‖Fxt‖Qt = Tr(xᵀt F ᵀQtFxt) = Tr(QtFxtxᵀt F ᵀ)
= Tr(Qt(
n∑
j=1
λjvjv
∗
jxt)(
n∑
j=1
λ∗jx
ᵀ
t vjv
∗
j ))
= Tr(Qt(
n∑
j=1
λjvjv
∗
jxtv
∗
j vj)(
n∑
j=1
λ∗jx
ᵀ
t vjv
∗
j ))
= Tr(Qt(
n∑
j=1
〈λj |λj〉proj(xt, vj) proj(xt, vj)∗))
=
n∑
j=1
〈λj |λj〉‖proj(xt, vj)‖Qt .
Similar relationship holds for the actions, i.e., ‖Fut‖Rt =
∑n
j=1〈λj |λj〉(‖ proj(xt, vj)‖Rt .
APPENDIX C
PROOF OF PROPOSITION 3
Since F is a symmetric real-valued matrix, there exists a spectral decomposition F = ZΛZᵀ, where the orthogonal
matrix Z and diagonal matrix Λ contain the eigenvectors and eigenvalues of F , respectively. From Proposition 1,
one set of solutions is polynomial functions of F , where for any set of coefficients at(h) ∈ R, h ∈ NH ∪ {0},
H ∈ N: At =
∑H
h=0 at(h)F
h =
∑H
h=0 at(h)ZΛ
hZᵀ =
∑H
h=0 at(h)(
∑n
j=1 λ
h
j vjv
ᵀ
j ) = atIn×n +
∑n
j=1 a¯
j
tvjv
ᵀ
j ,
where at := at(0) and a¯
j
t :=
∑H
h=1 λ
h
j at(h), j ∈ Nn. A similar argument holds for Bt, Qt and Rt. The proof is
completed on noting that vᵀj xt =
√
nx¯jt and v
ᵀ
j ut =
√
nu¯jt .
APPENDIX D
PROOF OF PROPOSITION 4
The conditions of equivariant dynamics and cost function in Definition 1 reduce to those of exchangeable dynamics
and cost in [6, Definition 2.1] for every permutation matrix. It is shown in [6, Proposition 2.1] that any exchangeable
LQ model can be expressed as an LQ model wherein the agents are coupled through the mean (unweighed average)
of the states and actions. To find a set of polynomial families that are equivariant to any permutation matrix F ,
one must have AtF = FAt, BtF = FBt, Qt = F ᵀQtF and Rt = F ᵀRtF . Therefore, matrices At, Bt, Qt and
Rt must be in the following form: ctIn×n + c¯t1n×n, ct, c¯t ∈ R. Note that F ᵀF = In×n and 〈λj |λj〉 = 1, j ∈ Nn
for every permutation matrix F , implying that all features are equally important.
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