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Abstract: 
Compressed sensing (CS) is a new technique for simultaneous data sampling and compression. In this 
paper, we propose a new video coding algorithm based on Distributed Compressive Sampling(DCS) 
principles, where almost all computation burdens can be shifted to the decoder, resulting in a very low-
complexity encoder. At the decoder, compressed video can be efficiently reconstructed. Our algorithm 
can be useful in those video applications that require very low complex encoders. Simulation results show 
that our scheme compares favorably with existing schemes at a much lower implementation cost. 
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1. Introduction 
Low-complexity video encoding has been applicable to several emerging applications, such as 
wireless video comers, wireless low-power surveillance and wireless visual sensor networks (WVSN). 
Since the low-complexity restriction for a video device, efficient video compression is challenging. 
Recently, Distributed Video Coding (DVC) is a new coding paradigm for those applications where the 
coding resources are more limited at the encoder than at the decoder [1].Unlike other source coding 
technologies, DVC is the compression of multiple correlated information sources that do not 
communicate with each other at the decoder, and joint reconstruct signals with side information at the 
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decoder. In this way, the major encoding computation burden can be shifted to the decoder, which is a 
suitable solution approach to low-complexity video encoding. 
However, DVC is required to capture huge amounts of raw image data first, followed by performing 
some transformation operator, which is also computation-intensive. Recently, with the advent of a single-
pixel camera, compressive sensing (CS) has been applicable to directly capture compressed image data 
efficiently [2-3]. The compressed image can be reconstructed using some CS reconstruction algorithms at 
the decoder. Similar to DVC, the computation burden can be shifted to the decoder. This property justifies 
the use of the resources limited case. 
Based on CS theory, distributed compressed sensing (DCS) which exploit both intra- and inter-signal 
correlation structures are proposed [4]. The DCS theory rests on a new concept that the joint sparsity of a 
signal ensemble is termed. DCS is immediately applicable to a range of problems in sensor networks and 
arrays. 
In this paper, we propose a video coding framework based on distributed compressed sensing 
principles. At the encoder, the video sequence is divided into two parts, which are key frame and CS 
frame. The key frame is coded by frame-based measurement acquisition, while CS frame is compressed 
using block-based CS random measurement with rate location from the feedback channel. At the decoder, 
firstly, key frame is decoded ; secondly, CS frame are predicted by image interpolation (as SI estimator); 
thirdly, given measurement and the prediction, we use projection onto convex set to reconstruction the 
key frame based on video sparse prior; finally, the whole image is decoded completely. 
The rest of this paper is organized as follows. In section II compared our distributed video compressed 
sensing (DVCS) scheme with other video encodings be analyzed. The background knowledge and 
notations are presented in section III. In section IV we describe the proposed scheme. Simulation results 
are showed in Section V. Some concluding remarks are given in Section VI. 
2. Related works 
2.1 Distributed video coding 
In distributed video coding (DVC), the statistical dependency between a frame W and its side 
information I is modelled as a virtual correlation channel, where  I can be viewed as a noisy version of W. 
At the encoder, without performing motion estimation, the compression of W can be achieved by 
transmitting only part of the parity bits derived from the channel-encoded version of  W. The decoder 
uses the received parity bits and the side information  I derived from previous decoded frames to perform 
channel decoding to correct some “errors” in I for the reconstruction of W. In our DCVS, the side 
information for a CS frame is incorporated in training dictionary (basis) for this frame. 
2.2 Compressing sensing 
Assume that the object of interest N⊂х    is a K -sparsity signal based on an orthonormal basis 
matrix (or dictionary) Ψ . That is, x can be represented as θ= Ψx  and θ with length N can be well 
approximated using only  K N<<  non-zero entries. With the measurement 
matrix ( )M N N M×Φ ⊂  >>  , the measurements M= Φ ⊂y x   are taken by project x  to M -
dimensional space. According to the compressive sensing theory (CS), it is really only take 
( log )M k Nο= measurements to get an accurate reconstruction of by solving a convex program 
                 
0
min Tsubject toθ θ        = ΦΨy  .                                                                        (1) 
It is a basic framework of many recent CS reconstruction algorithms [2, 3].  
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2.3 Distributed compressing sensing 
Distributed compressive sensing (DCS) [4], which exploits both intra-signal and inter-signal 
correlation structures, establishes an information theory framework, similar to Slepian-Wolf (SW) and 
Wyner-Ziv (WZ) theorems [5,6]. In order to bring up the concept of “joint sparse”, three kinds of sparsity 
models (JSM-1, JSM-2, JSM-3) are establish. Consider a sensor network scenario, several sensors 
measure signals that are each individually sparse in a certain basis and also correlated among sensors. In 
DCS, each signal is independently measured via a CS technique and jointly reconstructed at a collection 
point collecting measurements from multiple sensors, which is suitable for distributed video encoding. 
Hence, to exploit both intra-signal and inter-signal correlation among successive frames, combined with 
the characteristics of video sequence and JSM sparsity model, JSM-VC joint sparsity model in our DCVS 
can be described as follows. 
Assume two successive frames, tx and 1tx + , in the same scene are visually similar, where t is the 
time instant. Conceptually, the two frames can be expressed as: 
t c tx z z= + ,                                              (2) 
t 1 c t 1x z z+ += + ,      (3) 
where cz  is the similar portion between tx  and 1tx + , t 1z + and tz are the unique portion of tx and 
1tx + ,respectively. By treating tx as a reference frame for 1tx + , the reconstruction of 1tx + can be achieved 
by tx  and t 1z + .Assume a sparse basis matrix Ψ can be expressed as sparse portions of tx  and t 1z + , 
respectively, as: 
 t tx θ= Ψ  , (4)
1 1t tz θ+ += Ψ  , (5)
where tθ and 1tθ + are the spares representations of tx  and t 1z + , respectively; tk  and 1tk +  is the number 
of sparse coefficient, 1t tk k +≥ .Usually, more sparse the difference value between video sequences tk  and 
1tk +  is, less measurement numbers is needed in the processing of CS sample, that is tM and 
1tM + , 1t tM M +≥ . However, in the video encoding structure based on DVC, due to the limitation of 
encoding complexity in the encoder, it is impossible to know the residuals signal t 1z + at the encoder. 
Therefore, in our DCVS, reference frame and CS frame are compressive sampled respectively in the 
coder without performing motion estimation while the decoder uses the received measurement value and 
the side information of CS frame which generated by the decoded reference frame to jointly decode CS 
frame.
3. Video encoding structure based on DCS 
The proposed DVCS framework is illustrated in Fig.1 and described in this section. A video sequence 
consists of several GOPs (group of pictures), which consists of a key frame followed by some CS frame. 
3.1 Encoding 
Firstly, frame of a video sequences are divided into key frame tx and non-key frame 1tx + , 
respectively, called K-frame and CS-frame. Meanwhile, the K-frame is compressed via frame-based 
random projection with high sample rate, forming the compressed version of tx , which will be 
transmitted to the decoder. Here, the measurement matrix Φ is the scrambled block Hadamard (SBHE) 
matrix [7]. On the contrary, each CS frame 1tx +  consisting of non-overlapping blocks is compressed via 
block-based random projection with low sample rate, forming the compressed version of 1tx + , and then 
restore these data which have been quantified. Similar to key frame, measurement matrix Φ is the SBHE 
matrix. 















3.2 Joint Decoding 
For K-frame, it is reconstructed via Gradient projection for sparse reconstruction (GPSR) [8] with 
default setting in the public GPSR code included in the “Fast CS us SRM” tool.Side information (SI) 
which is the predicate of CS-frame using reconstructed K-frame is generated, afterwards, calculate the 
PSNR.  If  PSNR is greater than setting value, the side information would be output indirectly, which 
would be regarded as the output of CS-frame. Otherwise, CS-frame would be reconstructed with making 
use of side information and the current measurement value of CS-frame based on the method which has 
been introduced following. We exploit SI and K-SVD dictionary training algorithm [9] to obtain the 
optimal dictionary optD . CS-frame x will be jointly reconstructed using optD and my% which is received 
by inverse quantization. Then, the reconstructed block is obtained though Tx D θ= %% . Finally, all the 
recovered blocks of the frame are put together providing the decoded CS-frame. 
4. Simulation results 
In order to test the scheme's performance, a simulated test would be made for system as following: 
In this paper, several QCIF video sequences with GOP size=2 and different measurement rates were 
employed to evaluate the proposed DVCS with feedback channel. We compares the performance between 
our proposed scheme and that of the baseline CS-based scheme of intraframe-coding and intraframe-
decoding, which simply recovers frame from its block-based measurements independently without 
exploiting temporal correlation among frames. In both scheme, we use the method of Structurally 
Random Matrices (SRMs) [10] for acquiring measurements. At the decoder, the GPSR algorithm is used 
in both our proposed scheme and the baseline scheme. Baseline scheme is used Daubechies wavelet 9/7 
as their spatially sparsely matrices as the decoder. Our proposed scheme is used optimal dictionary as the 
sparest representation. Fig. 2 and Fig. 3 are performance comparison between the proposed DVCS 
framework and the baseline scheme of these two sequences Foreman and News in the first 100 frames, 
respectively. The numerical values on the x-axis denote the percentage of measurements while those on 
the y-axis represent the average reconstruction quality of CS-frames. Even block-based prediction frames 



























Fig.1.Block diagram of our DSC-based video codec 
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5. Conclusions and future works 
In this paper, a Video Coding framework based on distributed compressed sensing principles is 
proposed to simultaneously capture and compress videos at the low-complexity encoder and efficiently 
reconstructed videos at the decoder. For future works, main challenge is to study the sparsest 
representation for video sequences and the effects of quantization on the random measurements. 
 
Fig.2. Rate-distortion performance with foreman Fig.3. Rate-distortion performance with news 
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