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Introduction
Technological change directed towards more efficient and eco-friendly technologies is a priority for both developed and developing countries. Insights on past trends and determinants of energy innovation, including political economy factors and non-financial drivers, are important to set the basis for cost-effective climate and energy policies in the coming years. Issues such as the role of institutions, as enabling or inhibiting factors, and of lobbying as a barrier to clean energy transitions, are important factors that have been only marginally examined by the existing literature. A thorough investigation of these questions often proves difficult due to the fact that defining energy innovation is challenging: innovation per se encompasses several important phases, from idea development to full commercialization. Furthermore, clearly defining which innovations improve the use of energy in an economy is very challenging, while comprehensive statistics on energy-related innovation are also not readily available. The Organisation for Economic Cooperation and Development (OECD) countries provide information on public energy Research and Development (R&D) budget and industrial R&D investments. Conversely, neither private investment data nor public R&D data for non-OECD countries are collected in a systematic manner . The broader geographic and temporal coverage of patent statistics, which can be classified in several energy-and climate-related technology fields, spurred a wealth of contributions on the topic, most of which focus on the inducement effect of environmental policy (Carraro et al. 2010; Popp et al. 2010 ).
The contribution of this paper is twofold. First, we provide an overview of the different proxies for energy-related innovation, which we define as innovation aimed at improving energy efficiency and/or at reducing carbon intensity of energy, such as renewables and more efficient power-generating technologies. We compile information on two of the commonly used indicators of innovation, namely energy industrial R&D, which measure innovation inputs, and energy patents, which measure innovation outputs. 1 We describe their dynamics using a panel dataset of 20 countries over the years [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . When focussing on industrial R&D, we provide both a lower and an upper bound estimate of investments. Second, we use the collected data to examine the influence of political economy factors on energy-related innovations using econometric analysis. This methodology allows us to assess the impact of one of these factors conditional on all other aspects considered.
Political economy factors can be broadly defined as those concerning the interactions and tensions between de jure and de facto power, including the distribution of resources, the rules for the exercise of power and the enforcement of contracts, the procedures and institutions for settling conflicts over these rules, or the physical and organizational infrastructure supporting economic activities, transactions, and collective actions.
2 In this paper, we focus on four aspects: the types and stringency of government support to energy innovation (e.g. the various policy instruments implemented to this end such as environmental and R&D policies); the quality of governance (e.g. government effectiveness); the political orientation of the government; and the distribution of resources across interest groups.
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The role of these factors in relation to energy innovation dynamics, the energy transition, and sustainable development has been acknowledged by several contributions both in the policy and in the economics realms (Anadón 2012; Friedrichs and Inderwildi 2013; Hughes and Lipscy 2013; IPCC 2014; IEA 2015a) . More than other sectors, energy can be dominated by large incumbent companies and utilities, which often seek to influence policy. Their investments, especially in new technologies are shaped by the incentives and regulations set by policy makers (Lockwood 2013a) . Moreover, the actual impact of regulations and government policies is affected by the broader institutional settings (Stavins 2004 ). Good governance is particularly important as many of the government interventions are economic policies (Lockwood 2013a) and bureaucrats are the actors ultimately implementing these policies (Lockwood 2013b ).
However, the empirical literature on energy innovation has not explored the inducement effect of the abovementioned factors jointly. In the specific domain of energy and the environment, the role of public policies as drivers of innovation has received more attention than institutions and political economy factors. The existing literature shows that both market-based and nonmarket-based instruments along with innovation policies supporting cleaner technologies, affect the rate and direction of technological change (Carraro et al. 2010; Popp et al. 2010) . 3 The multiple sources of market failures that characterize the energy sector and the recent debate regarding the actions governments should undertake to curb rising greenhouse gas emissions partly explains the focus of the current literature on the role of environmental, energy, and innovation policies. In the energy-environmental realm, state intervention is motivated by the presence of environmental externalities (a gap between private and social returns to pollution control), as well as of innovation externalities (a gap between private and social returns to innovation). Moreover, in comparison to other sectors, energy R&D often entails large-scale projects, which need public support (Anadón 2012) . Conversely, the role of governance quality, political orientation of the government, and distribution of resources across interest groups have received only marginal attention in the contributions focussing on the determinants of energy technology innovation.
We contribute to the literature by addressing this gap, namely by jointly assessing the influence of environmental and R&D policies, governance quality, political orientation, and distribution of resources to energy intensive industries on energy innovation. Our results suggest that all institutional and political economy factors affect the incentives to devote resources to energy R&D and to create newer clean and energy efficient technologies. Political economy factors can influence R&D and innovation even in the presence of stringent environmental policies. This implies that in order to induce changes towards a greener economy countries should combine environmental policy with a general strengthening of institutional quality, and consider the influence of government's political orientation on environmental policy and of the size of energy intensive sectors, which can affect both the lobbying structure and the demand for energy innovations.
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The rest of the paper is organized as follows. Section 2 presents a discussion of our measures of energy innovation and describes energy innovation trends in our sample. Section 3 provides a framework to set up the main hypotheses explored in the empirical analysis and presents descriptive statistics. Section 4 discusses the results, while Section 5 concludes highlighting policy implications and future research needs.
Measuring energy innovation trends
Studying innovation systems and dynamics using an empirical approach is challenging, as innovation comprises both tangible and intangible outputs (e.g. new technologies, machines, products, patents but also ideas, process innovation, managerial, and organizational innovation).
Following a large empirical innovation economics literature, we study the more tangible and measurable aspects of the innovation process. While these constitute only a part of the innovation output relevant for the energy system and sector, they nonetheless provide important insights that can complement those from qualitative and bottom-up case studies, focussing on more intangible and less measureable aspects such as organizational innovation.
We focus on R&D expenditures and patent counts. The former informs on the inputs of the innovation process, while the latter is a proxy of innovation outputs. Both indicators suffer from some specific shortcomings; R&D investments provide insights on innovation effort but not on innovation quality. Conversely, while patent statistics can be weighted using information on several indicators to control for quality such as citations or the type of route chosen to protect the innovation, they nonetheless provide a partial measure as not all innovations are patented (Griliches 1990 ). Furthermore, patents may increase due to changes in patent law or strategic reasons to signal in which companies to invest in, regardless of innovative activity (Mazzucato 2013 ).
In the case of energy innovation, matters are further complicated by the fact that it is unclear how clean innovation or even energy innovation are defined (Gallagher et al. 2011) . A number of studies focus specifically on the energy supply sector (Salies 2010; Sterlacchini, 2012; CostaCampi et al. 2014) but energy-saving R&D and innovation are pervasive. Energy is an input for nearly all sectors in the economy and the way in which energy is produced, transformed, and distributed depends on innovative activities well beyond the energy supply sector itself. All R&D expenditures are inputs into complex processes that ultimately lead to innovations that may or may not be clean. Upstill and Hall (2006) state that the R&D expenditure by the mineral industry underestimates the actual total innovative effort of that sector as a significant fraction of the R&D value is embodied in the capital goods and materials acquired and used by the extractive industry but not performed within the sector. Some of these input sectors (e.g. machinery and equipment) are very R&D-intensive and not accounting for the R&D embedded in other sectors is likely to result in severe underestimation.
In order to proxy for industrial R&D investments in energy, we rely on the Analytical Business Enterprise Research and Development (ANBERD) database (OECD 2016) , which provides information on the R&D expenditures at the sectoral level for 30 countries for the years 1990-2013 4 (for more details on the content of ANBERD see Appendix A1). We define energy R&D investments in two ways. First, we focus on R&D spending in the 'Electricity, water and gas distribution industry', which represents the downstream sector for energy production (power 4 R&D). Second, we define energy investments as a combination of R&D expenditures from 'Electricity, water and gas distribution industry' and 'Mining', which capture the combined R&D effort in the upstream and downstream energy supply sector (energy R&D).
These measures arguably represent a lower bound estimate of energy-related innovation (Upstill and Hall 2006) , as they only include the R&D directly performed by the energy supply sectors. Indeed, non-energy sectors indirectly contribute to energy-related innovation. For instance, improvements in the manufacturing of chemicals and chemical products, and in computer and electronics, contribute to the development of energy system technologies, such as solar power or smart grids. These are 'embedded' in the capital that is supplied to the energy supply sector. The sum of the direct and 'embedded' R&D can be considered an estimate of the upper bound of industrial energy-related R&D in a given country.
To provide an estimate of energy-related R&D expenditures, which include research performed in the other economic sectors that are embedded in the capital purchased by the electricity and the mining sectors, we use input-output data from the World Input-Output Database (WIOD) (Timmer et al. 2015) .
5 Specifically, we calculate a weight, , , , , representing the average share of production that the manufacturing sector m of country i performed in the energy sector e (i.e. electricity and mining) of country j (including the case i=j) between the years 1995 and 2009:
where , , , is the value of trade between the manufacturing sector of country i (m, i) to the energy sector in country j (e, j) and ∑ , , is the sum of all exports from the manufacturing sector of country i to all other sectors (including energy) and countries (including i=j).
We then use
, , , to apply weights to the annual R&D expenditures in the manufacturing sector (m) of country i. ( , , , * & , , ) thus represents the share of R&D expenditures in the manufacturing sector (m, i) from which sector (e, j) benefits through trade of goods and capital. 6 The sum of direct and embedded R&D expenditures provides an upper-bound estimate of industrial energy-related innovation effort, R&D_UP:
5 The World Input-Output Database (WIOD) provides time-series of world input-output tables for 40 countries worldwide, covering the period from 1995 to 2011. Data is available from www.wiod.org.
6 Using ( , , , * , ) as proxy of the R&D carried out in sector manufacturing sector (m,i) and embedded on the trade with sector (e, j) is equivalent to assuming that R&D intensity of sector (m, i) is constant across products and years. While this is a restrictive assumption, which in our framework cannot be tested, we still believe our proxy is informative insofar as it provides some understanding of embedded R&D investments. Figure 1 shows both the lower (grey boxes) and the upper bound (black boxes) of energy & , for the two definitions of power and energy R&D for the years 1995-2010. The comparison of these two variables is important to understand to what extent the estimates of energy-related R&D change when considering direct investment by the power sector or the R&D investments from manufacturing embedded in the capital goods acquired by the energy sector. Indeed, the correlation between the lower and upper bound estimate of R&D is rather high, 0.95 in the power sector and 0.71 in the energy sector. The energy-related R&D embedded in the manufacturing inputs in the energy sector, measured as the ratio between upper and lower R&D, varies between 1.04 (mining in Australia) and as high as 50 in Poland, and it is generally larger in the power sector. R&D intensity, defined as energy R&D expenditure over the total value added to the economy, is also larger when considering the embedded R&D. Although the definition of energy R&D significantly affects the magnitude of R&D, the ranking of top innovators do not vary substantially. Accounting for the embedded R&D introduces more heterogeneity across countries, for example, Germany and Spain have similar R&D expenditure levels in the power sector in case of lower bound, but when accounting for the embedded R&D, Germany spends almost twice as much as Spain does.
While providing insights on the extent of energy innovation efforts, the ANBERD statistics have some shortcomings. For instance, they report R&D expenditure by sector of performance expenditure, regardless of whether funds were provided by the private or by the public sector. This means that industrial R&D reported by ANBERD statistics might include a fraction of R&D expenditure funded by the government and therefore reported in the government budget outlays as well. For this reason, we refer to the R&D reported in the ANBERD statistics as industrial rather than private R&D. 
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Another widely used proxy for innovation is patent counts, which is an indicator of the output of the industrial R&D process (Griliches 1990) . 8 The temporal and country coverage of patent data is often broader than that of R&D statistics and makes it an attractive empirical proxy. In the specific case of energy-related innovation, a further advantage of using patent data is the possibility of assigning patents to specific energy technology classes in the energy sector, which also include renewables (Johnstone et al. 2010 ) and efficient fossil-based technologies for electricity generation (Lanzi et al. 2011) . We collect patent statistics from the OECD Patent Statistics Database (OECD 2015) and count applications through the Patent Cooperation Treaty (PCT) by the inventor country and priority date. By filing one international patent application under the PCT, applicants can simultaneously seek protection for an invention in 148 countries throughout the world. PCT applications are more expensive than national applications and usually, cover innovation of higher values than those protected by national patent offices (OECD 2009 Figure 2 shows the count of power and environmental patents for the countries in our sample, where we define environmental patents as the sum of power and green patents. Top innovator countries are the United States, Japan, and Germany, though patent intensity, defined as the count of patents over the total value added of the economy is larger in smaller countries, such as Finland and Austria, especially when considering power and green patents together. 
Empirical model and research framework
Combining the data sources on our variables of interest described in sub-Section 3.2, we build an unbalanced panel of 20 countries for the years 1995 to 2010 (see Tables A1-A4 in the Appendix A2) . We use an econometric approach to evaluate hypotheses regarding the role of four key political economy factors in the context of energy innovation. The literature has used alternative methods to examine the role of political economy in the context of energy technology choices and in the context of innovation, such socio-technical transition studies (see Johnstone and Stirling (2015) for an example of such approach and Turnheim et al. (2015) for a review of the approach). Socio-technical transition studies can analyse multiple dimensions of change, including economic, political, and socio-cultural aspects at different levels and temporalities. Econometric analysis, specifically panel regression analysis, can complement this approach and isolate the influence of environmental policy, institutional quality, political orientation, and resource distribution conditional on each of the other factors, controlling for country-invariant and time-invariant characteristics. The next section introduces the empirical models hypotheses.
Empirical model
We use our data to estimate the following general reduced form equation:
where the subscripts i and t indicate respectively the country and the year and:
 is a variable measuring the energy innovation intensity of the economy. Specifically, we define as the share of one of our innovation proxies discussed in Section 2 (i.e. industrial energy R&D, power R&D, power patents, or environmental patents) over total value added.
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We scale all innovation proxies relative to the total value added to account for the heterogeneity in the countries included in our sample. This is in line with the general literature on this topic (see, for instance, Popp 2002) . Note that R&D investments are measured in millions of dollars, while patents are measured in fractional counts (OECD 2009 ). Within our sample, power R&D intensity varies between 0.00007 and 0.08, with an average of 0.01, whereas power patent intensity varies between 0 and 0.46, with an average of 0.05 (see also Table 1 reporting the descriptive statistics).  is a vector of policy stringency measures, discussed in detail in the next subsection and includes both Market-Based (MB) and Non-Market-Based (NMB) instruments directly targeting the environmental externality, such as taxes or standards, as well as government R&D investments in energy innovation targeting the knowledge externality.  is a proxy for institutional quality, measured either by government effectiveness or by an aggregate indicator of governance quality discussed in the next section.  is a proxy of the political orientation of the government.  is a proxy of the distribution of resources to the energy sector relative to the rest of the economy, which in our framework inform on two different aspects, market-size effect and the power of the energy lobby within each country.  Z it is a vector of other relevant control variables influencing innovation investments, including an index for industrial energy prices and trade openness. Higher energy prices are expected to increase innovation incentives, net of any political economy consideration (Popp 2002) , whereas trade openness can have an ambiguous effect.  α i and γ t are country and year fixed effects, while is a random error term. Country fixed effects control for time-invariant factors, including persistent institutional factors, such as the democratic/autocratic characteristics and system of government of countries. While these factors may influence incentives to invest in energy-related innovation, they do not vary significantly over time. The time fixed effects control for inter-temporal trends that are uniform across countries, such as the economic cycle.
The expectations about the roles of the variables of interest, , , , , is detailed in the research hypotheses presented in sub-Section 3.2. The regressions are estimated using fixed effect linear models as both R&D and patent data 12 are continuous variables. Due to the different nature of R&D 10 investments and patents, we use a different lag structure in the specifications. Specifically, we assume that R&D investments react faster to environmental policies than patents. This is due to the fact that patents measure the output of the innovation process. Applying for patent requires first to put the R&D investment to work and then develop and test new ideas. For this reason, the R&D specifications consider a one-year time lag, while the patent equation considers a two-year time lag. 
Research hypotheses
We use the model presented above to test a set of hypotheses inspired by the existing literature. The four hypotheses of interest are discussed below.
Hypothesis 1 (H1): Environmental policy stringency ( ) results in dynamic efficiency gains. Stringent regulations provide long-term incentives for innovation in energy-saving and pollution-reducing technologies.
Overcoming environmental issues requires addressing two market failures. Since pollution is not priced appropriately, private firms tend to over-pollute with respect to the social optimum. The environmental externality can be directly targeted by using two different policy instruments: market-based policies, such as a tax on pollution, feed-in tariffs, or trading schemes, and non-market based policies, such as standards or incentives for R&D investments in cleaner energy. Both instruments have been widely used in the countries in our sample.
As argued in the introduction, in the specific domain of energy and the environment, the role of government and public policies as drivers of innovation has recently attracted much attention (Carraro et al. 2010; Newell 2010; Popp et al. 2010) . Key questions in this respect relate to the effectiveness of such policy approaches and on their costs and implications for the economy. The available literature provides evidence on both market-based and non-market-based instruments, together with innovation policies, supporting cleaner technologies, and affecting the rate and direction of technological change (Jaffe et al. 1995; Popp 2002; Johnstone et al. 2010 ) but a priori their effectiveness may be different. Theoretical studies argue that non-market-based instruments generally provide less innovation incentives than market-based instruments, as innovators are not pushed to exceed the standards set by the regulators. However, the ranking of different policy instruments is ambiguous and depends on a number of other factors (Fischer et al. 2003; Newell 2010) . The implementation of market-based instruments is generally more difficult than that of the non-market based instruments, as taxes are generally opposed more strongly than R&D incentives or standards are. The empirical literature on the matter has only recently provided some limited evidence to support the hypothesis that market-based instruments may be more effective (see, for instance, Johnstone et al. 2010) .
Previous empirical studies on the inducement effect of environmental and energy policy on innovation have employed different measures of environmental stringency, policy instruments, and innovation indicators (Brunel and Levinson 2013) . In this paper, we rely on the recent environmental policy stringency (EPS) database of the OECD (Botta and Koźluk 2014) , which provides detailed crosscountry information on several instruments and on the International Energy Agency (IEA) Energy
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Technologies R&D database (IEA 2015b). The EPS aggregate policy indicator (EPS-Total score) is constructed using information on both MB policies and NMB policies. 14 For each policy instrument, countries are scored on a scale from 0 to 6 depending on the stringency of the policy they implement. Such scores are then weighted and aggregated to construct the aggregate policy indicator.
15 Figure 3 shows the correlation between the mean values of patent and R&D intensity, and the three EPS policy indicators (Total score, MB, and NMB) for the period 1995-2010. The correlation is positive and stronger for patents. This is likely due to the fact that, whereas power and environmental patents are defined as cleaner technologies (e.g. inventions that reduce or eliminate the use of fossilbased energy resources), power R&D is defined as the R&D expenditure of the electricity sector without any characterization in terms of its environmental impact. 
Hypothesis 2 (H2): Institutional quality, measured as good governance, increases the incentives to invest in energyrelated innovation.
The role of governance quality has been widely examined in the context of investments by the literature on Foreign Direct Investment (FDI) drivers and to a lesser extent, by the general literature on innovation. 16 The dominant view is that good governance 17 aids FDI (Ayal and Karras 1996; Globerman and Shapiro 2003; Biglaiser and DeRouen 2006; Gani 2007; Staats and Biglaiser 2012) . However, poor governance can also lead to more foreign investments if combined with high levels of corruption (Bellos and Subasat 2012) . The literature on general innovation states that better institutions are likely to promote general innovation and investments (Habiyaremye and Raymond 2013; Tebaldi and Elmslie 2013; Silve and Plekhanov 2015) . The contributions focussing on the relationship between institutions and the environment suggest that good governance is generally associated with a greater adoption of environmental policies and with better environmental outcomes (Castiglione et al. 2012 (Castiglione et al. , 2014 .
We test whether government effectiveness and more broadly good governance as measured by the World Governance Indicators (WGI) (Kaufman et al. 2010) 18 affect energy-related innovation. WGI institutional quality indicators are measured on a normalized scale from -2.5 to +2.5, where the highest value indicates better governance. We focus on government effectiveness, which is an indicator of bureaucratic quality and speed. Low levels of government effectiveness can be associated with excessive regulations, lengthy processes, and lower transparency in the form of flow of information.
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The correlation between patent and R&D intensity and governance effectiveness are portrayed in Figure 4 . The correlation is positive, suggesting that good governance is generally associated with more innovation in the energy sector, especially when measured in terms of innovation output. Source: Author's illustration based on WGI data (Kaufman et al. (2010) and OECD R&D (OECD 2016). 16 The general literature on the determinants of innovation in the manufacturing sector is broad (Becheikh et al. 2006; Hall and Rosenberg 2010) and focusses on several key internal factors, such as size, firm age, skills, and qualified personnel. 17 Governance consists of the traditions and institutions by which authority in a country is exercised. This includes the process by which governments are selected, monitored, and replaced; the capacity of the government to formulate and implement sound policies effectively; and the respect of citizens and the state for the institutions that govern economic and social interactions among them (Kaufmann et al. 2000) . Good governance is defined as a government that entails an independent judiciary and legislation, fair and transparent laws with impartial enforcement, reliable public financial information, and high public trust (Subasat and Bellos 2011 The role of government political orientation has been examined in the context of environmental policy adoption (Fankhauser et al. 2014; Folke 2014) and to some extent, in the context of private investment and FDI. In the former, the consensus seems to be that right-wing governments generally oppose laws to support climate regulations (McCright and Dunlap 2011; Painter and Ashe 2012) , while left-wing governments are more likely to pass them (Neumayer 2003) . Fankhauser et al. (2014) conclude that leftleaning governments are also more likely to enact laws on energy supply and low-carbon R&D. On the contrary, right-leaning governments are more inclined to allow the market forces to stimulate investment efforts (Esping-Andersen 1990; Boix 1998). The FDI literature, however, provides somewhat contrasting insights. Shleifer (1998) states that right-wing governments consider the private sector to be more conducive in terms of innovation and therefore tend not to intervene in the market. Hawkins et al. (1976) and Jensen (2006) mention that left-leaning governments are more likely to expropriate foreign assets, which discourages FDI. Pinto (2008) , Jensen et al. (2012) , and Pinto (2013) argue that FDI inflows are likely to be greater in labour-intensive sectors, thus left-wing governments receive greater FDI in the manufacturing sector. The argument is that FDI inflows decrease return to capital while they increase the return to labour. Thus as left-wing governments favour labour interests, they are more likely to promote FDI inflows in sectors where FDI can complement labour.
We use political orientation of governments from the Database of Political Institutions 2012 (DPI) (Beck et al. 2001 as proxies for political institutions, specifically, the political orientation of the executive party with respect to economic policy. This is a categorical variable that takes three values: right (1), centre (2), and left (3) orientations. Figure 5 shows the correlation between patent, R&D intensity, and political orientation. The negative correlation, particularly in the case of patent intensity, suggest that right-and centre-oriented countries are associated with higher innovation activity relative to the total value added of the economy, reflecting the second part of Hypothesis 3. However, correlation might be confounded by the interaction between political orientation and other factors, which will be controlled for in the regression analysis discussed in the next section. Furthermore, note that the graph in Figure 5 presents the average correlation over the sample period with one observation per country, while the analysis we present after exploits within country variation over time. The distribution of resources across interest groups may give rise to several dynamics. First, if an economy relies more on energy intensive sectors, the market for new energy inventions will be larger. As a result, the value associated with any innovation relative to energy goods will be higher, as it is more profitable to develop technologies that have a larger market (see, for instance, the discussion of market-size effects in the directed technical change literature, Acemoglu 2002). This would suggest that larger energy intensive sectors will likely result in more energy-related innovation. Second, energy intensive incumbent industries with access to significant resources tend to engage in lobbying for government support and seek to influence policy decisions. For instance, Fredrickson and Svensson (2003) argue that strong industry lobbies may engage in corruption to reduce environmental policy stringency while Fredriksson et al. (2004) remark that incumbent industries utilize their lobbying power to oppose structural transformation. Third, larger sectors may imply more firms/actors, and this would result in higher coordination costs of such lobbying activities (Olson 1965; Fredriksson et al. 2004 ).
Hypothesis 4 (H4):
Which one of the three effects described above prevails remains an empirical question. In the energy sector, market dominance by established firms can arguably be stronger and more likely than in other sectors. Given the strategic role of energy as an input to economic growth, the presence of large and, until very recently, highly regulated utilities is more likely to lead to a dominance of existing technologies, a barrier to energy innovation and in general, a holding back of the development of more radical technologies (OECD 2009; D'Este et al. 2012; Blanchard et al. 2013; Costa-Campi et al. 2014 ). Incumbent energy utilities will likely oppose any structural transformation destabilizing their resources and power (Costa-Campi et al. 2014) , while strong industry lobbies might engage in corruption to reduce environmental policy stringency (Fredriksson, et al. 2004 ). Moreover, fuel-rich countries might have weaker incentives to invest in energy R&D compared to import-dependent countries (Friedrichs and Inderwildi 2013) . In this respect, Anadón (2012) shows that lobbying has a major influence in the energy sector appropriation of the public R&D budget in the US.
In line with previous literature (Fredriksson et al. 2004; Costa-Campi et al. 2014) , we use the value added share of energy-intensive industries (Coke, Refined Petroleum and Nuclear Fuel, Chemicals and Chemical Products, Rubber and Plastics, Water and Air Transport, Electricity, Basic Metals and Fabricated Metal Mining) 20 in the economy computed using industrial value added data from the WIOD database (Timmer et al. 2015) as an indicator of market-size, lobbying power, and coordination costs. Figure 6 depicts the correlation plots between patent, R&D intensity, and the value added share of energy intensive industries. The negative correlation indicates that countries with a larger energy sector tend to perform less innovation. The correlation is stronger for patent data as patents explicitly refer to cleaner technologies that reduce the use of energy resources. Source: Author's illustration based on WIOD data (Timmer et al. 2015) and OECD R&D (OECD 2016). Table 1 summarizes data sources and descriptive statistics for the variables used in the empirical analysis. Tables A2-A5 in the Appendix report the mean value and the coefficient of variation of all variables for all countries included in our sample. Table 2 summarizes the main proxy variables that are used to measure the key drivers behind the four hypotheses just described. Kaufman et al. (2010) , OECD (2012 OECD ( , 2015 OECD ( , 2016 , Botta and Koźuk (2014) , Timmer et al. (2015) , and EIA (2016). 
Results
The empirical results of our analysis using the two main indicators of innovation are provided in Tables  3 and 4. Table 3 focusses on power and energy R&D intensity while Table 4 presents the results relative to power and environmental patent intensity.
Role of environmental policy stringency
Our results generally confirm previous findings on the inducement effect of environmental policies with respect to energy-related innovation activities. We find that the effect is weaker in the case of energy-related R&D and stronger in the case of energy-related patents.
Focussing on the R&D specification (Table 3) , the coefficient for EPS variables is positive only if we consider investments in the power sector alone (hence, electricity) and MB policy instruments. Furthermore, the coefficient is only significant at the 15 per cent level. Non-market based policies instead do not have any significant effect on R&D, in line with Ulph and Katsoulacos (1998) and Fischer et al. (2003) who suggest that stricter regulations fail to have any significant effect on R&D.
Conversely, stronger results emerge when patent intensity (Table 4) is used as the indicator for innovation. Both market and non-market-based environmental policy stringency are positive and significant for both types of patents. The effect of market-based instruments is stronger in most specifications and the inducement effect is larger when the broader definition based on environmental patents is considered. Our results suggest that one unit increase in the market based score (corresponding approximately to an interquartile (IQR) change) 24 increases power patents intensity by between 1.3 and 1.4 per cent and environmental patent intensity by between 3 and 3.2 per cent. In the case of non-market-based policies, a similar change 25 increases power patents intensity by between 1.2 and 1.5 per cent, and environmental patents intensity by 2.3 per cent. It should be noted that the median improvement in policy stringency between 1995 and 2010 across the 20 countries has been approximately 1 unit for EPS market-based score and 2 units on a scale of 0 to 6 for EPS non-marketbased score.
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These findings are in line with Johnstone et al. (2010) who show that increasing number of international climate policies have resulted in an increase in renewable energy patents. These results are also in line with findings from some of the previous literature including Lanjouw and Mody (1996) and Popp (2002) , namely that the number of environmental patents tends to increase as the cost of pollution abatement rises. Finally, the apparently stronger results in the case of the patent specification than in the R&D specification are in line with the evidence presented by Rubashkina et al. (2015) , who focusses on overall patenting within different sectors of the economy. A reason for the stronger evidence of induced innovation when using patents as opposed to R&D in the present work might be due to the different ways patents and R&D are defined. Patents explicitly refer to clean and energysaving innovations while the definition of energy R&D does not specify the purpose of the expenditure. Overall, with respect to Hypothesis 1, our regression results suggest that more stringent environmental policies provide dynamic efficiency gains and incentives for innovation in energy-saving and pollution-reducing technologies.
Role of good governance
Good governance appears to be an important driver of innovation. Depending on the governance proxy used, a one-unit increase in government effectiveness is associated with between 62 per cent and 96.4 per cent increase in power R&D intensity (Table 3 ) and between 6.5 per cent and 31.3 per cent increase in patent intensity (Table 4) . 27 This suggests that stronger economic institutions promote innovation and are in line with the existing literature, which provides evidence that strong economic institutions promote generic innovation (Ayal and Karras 1996; Habiyaremye and Raymond 2013; Tebaldi and Elmslie 2013; Silve and Plekhanov 2015) .
The marginal effect of governance might appear substantial given the coefficient interpretation provided above. However, a one-unit increase in the governance proxy is a rather significant change. It is comparable to moving from the governance quality of a country such as Portugal (1.02) or Slovenia (1.03) to that of countries such as Sweden or Finland (2.01 and 2.25) in 2010. Historically, the biggest improvements in governance quality have been achieved by South Korea and Estonia, where the governance WGI score increased by 0.6 and 0.5 between 1995 and 2010, respectively.
In specification (5) of Table 2 and (5) and (10) of Table 3 , we test whether the governance affects the marginal effect of policy stringency by including the interaction term between the aggregate environmental policy stringency indicator and governance effectiveness. When considering power patents (Specification 5, Table 3 ), we do find evidence that governance augments the inducement effect of environmental policy.
Overall, with respect to Hypothesis 2, our regression results suggest that improvements in governance and government effectiveness provide incentives for energy-related innovation.
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Role of political orientation
Political orientation seems to be a more important factor for the input rather than the output of innovation, as the variable has a statistically significant effect only in the case of power and energy R&D intensity. A change in the political orientation of the government from right towards a leftleaning position, which corresponds to an IQR change in our sample, is associated with an increase in industrial R&D of 11 per cent (power) and 22 per cent (energy), respectively. To put these effects in perspective, countries such as Portugal in our sample moved from a right-leaning orientation in 1995 to a left-leaning government in 2010, while countries such as Canada, The Netherlands, and Sweden underwent the opposite change.
Overall, with respect to Hypothesis 3, left-leaning governments are more likely to implement regulations that attract energy R&D investments, but this does not translate into higher patent intensity.
Role of resource distribution, market-size effect, and lobbying
The size of the energy sector, measured as the value added share of energy intensive industries, has a positive impact on R&D intensity, suggesting that either due to the larger size of the potential market for energy innovations, industries will allocate more resources towards R&D, or a larger energy sector will be able to lobby for more resources to be allocated to energy R&D. A 1 per cent increase in the value added share of energy intensive industries, approximately corresponding to an IQR change, increases power R&D intensity by between 0.54 and 0.83 per cent. It should be noted that a 1 per cent increase is a rather modest increase in this case. Between 1995 and 2010, changes in the share of energy intensive industries in our sample varied between (-) 62 per cent to (+) 28 per cent in France and Australia, respectively.
The smaller marginal effect on energy R&D intensity 28 , might reflect a different relevance of political economy factors within the energy sector itself. As explained by Hughes and Lipscy (2013) , power markets tend to be more concentrated within domestic markets whereas many oil and gas companies are vertically integrated and international in scope. Therefore, the political economy factors that matter for electricity are likely to differ from those relevant for the oil and gas industry, which are included in our definition of energy R&D. Factors such as lobbying are therefore more relevant for the more inward-oriented sectors, such as power. Since the size of the energy sector is a proxy of the lobbying power of energy-intensive industries, it has the opposite effect on patent intensity, indicating that a larger energy sector reduces the incentive to carry out energy-saving and clean innovation.
Overall, with respect to Hypothesis 4, the larger the size of the potential markets for energy innovation, the larger the inducement effect for industries to invest in energy R&D. At the same time, larger energy sector has power to lobby for more resources to be allocated to energy R&D. These effects seem to prevail over coordination costs, however, market-size effects or lobbying from the energy sector do not result in a larger number of cleaner patents. This could mean that R&D investments are either used less effectively, or that they are used to improve other aspects of the technologies, which are more intangible and which are not codified in patents.
Role of other factors
We briefly comment here on the coefficients associated with our additional control variables, namely the energy price index and trade openness. The energy price index has a negative and statistically 19 significant effect on both power and energy R&D intensities. A possible explanation in this respect is that higher energy prices increase energy expenditure, both in the private and public sectors, reducing resources available for other uses, including R&D. Energy prices provide a positive incentive for patents, but the coefficients are not statistically significant. Although the evidence is only imprecisely estimated, it suggests that even though fewer resources are allocated as input to innovation, the innovation process is more efficient at delivering new inventions.
Trade openness has a negative and significant effect on energy R&D intensity, suggesting that countries with developed trade relationships have fewer incentives to allocate resources to power and mining R&D and that technology adoption and imitation displace domestic innovation. Note that the effect is only significant when the definition of energy R&D include the mining sector, which is more outwardoriented than power, making the energy aggregate sensitive to changes in trade exposure.
Robustness tests
Appendix 3 reports additional regression that test the robustness of our results to the proxy variables used to measure lobbying and to the definition of power R&D. Tables A5, A6 , and A7 test the role of value added share of carbon intensive industries and of electricity value added as alternative proxy variables for lobbying. These variables are generally less significant than the proxy selected for the main specification but, when significant, they have the expected signs. The use of a different proxy for lobbying does not affect the empirical evidence supporting Hypotheses 1-3.
As discussed in Section 2, power R&D is arguably a lower bound of the power-related innovation and energy-related R&D is performed by the manufacturing sector. Appendix Table A8 reports a number of selected specifications that use power R&D and power R&D embedded in manufacturing sectors to define the dependent variable R&D intensity. Given the different sample size, results are not comparable to the ones discussed in Table 3 and estimates are less precise. The specifications considered confirm the evidence regarding Hypothesis 3 and Hypothesis 4 on the role of political orientation and that of lobbying. The relationship behind Hypothesis 2 has also the expected sign. Regarding Hypothesis 1, we find that an increase in policy stringency either does not affect or reduce power R&D if it includes the energy-related R&D performed by the manufacturing sector. This paper contributes to the literature by collecting and harmonizing data on energy innovation and environmental policy across countries and over time, and by empirically investigating the impact of political economy and institutional factors on the incentives to innovate in the energy sector. We propose four empirical proxies that can measure energy-related innovation, namely power R&D, energy R&D (consisting of the investment of the power and mining sector), power patents (related to renewable and energy efficient technologies for power production), and environmental patents (including energy patents as well as patents generally aimed at environmental protection). For the R&D proxies, we calculate both a lower-bound and an upper-bound estimate in order to account for the fact that energy-related R&D may not be carried out directly by the power or the energy sector but may be embedded in the machines, which these sectors acquire from the manufacturing sector. We focus on the empirical analysis of the role of four political economy factors, namely environmental policy, good governance, political orientation, and the distribution of resources to energy intensive industries that can induce effects of both market-size and lobbying.
The insights emerging from our empirical analysis show that all the factors affect the incentives to devote resources to energy R&D and to create new clean and energy efficient technologies. Specifically, market-based incentives, and to some extent also non-market based incentives, results in dynamic efficiency gains. Countries with better governance are characterized by higher levels of energy-related R&D, while left-wing governments are more likely to devote R&D resources to the energy sector but this does not translate into higher power-related patent intensity. A larger distribution of resources toward energy intensive sectors can induce marketsize effects and have more power to lobby for more resources to be allocated to energy R&D but this does not translate into higher patent intensity.
Overall, our results show that political economy factors can act as barriers even in the presence of stringent environmental policy. This implies that in order to favour changes towards a greener economy, countries should combine environmental policy with a general strengthening of institutional quality, consider the influence of government's political orientation on environmental policy, as well as the size of energy intensive sectors in the economy, which affect both the lobbying structure and the demand for energy innovations. Hence, our contribution calls for increased attention to the determinants of energy-related innovation, to go beyond the focus on environmental policy instruments that has dominated the environmental economics literature in recent years.
A1. Innovation data
Industrial R&D investments
Data on industrial investment in energy innovation are from the OECD (2016) ANBERD database (ANBERD). ANBERD provides information on the R&D expenditures performed by the 60 manufacturing and service sectors, agriculture, mining, and electricity. 29 To proxy private energy R&D spending, we use the ANBERD database statistics for the 'Electricity, water and gas distribution industry' 30 and the 'Mining' sectors, which we argue represent together the best available proxy for the energy sector. Since different versions of the ANBERD database have been released with different coverage, we combine information from Revision 3 31 and Revision 4 32 of the database.
There are three main challenges in using the ANBERD data. First, the statistics are presented by sector of performance expenditures regardless of whether funding was sourced from private or public spending. This means that part of the R&D that is reported in ANBERD might have actually been reported in the government budget outlay. The ANBERD data is classified using a territorial principle, namely expenditures are assigned to the country where the money is spent, but the parent company of the enterprise doing the R&D could actually be located elsewhere (Azagra Caro and Grablowitz 2008) . Differences in the type of classification principle used when attributing R&D expenditure or budget to sectors and objectives affect the cross-country comparability between different R&D datasets and can be a source of differences across different datasets.
Second, R&D expenditure can be classified by Main activity or Product Field. Main activity R&D only considers the R&D carried out by the main activity of a given enterprise, whereas product field considers also the R&D performed in secondary activities. Product field data provide a more complete measure of R&D activity but are available only for a limited number of countries. We therefore consider Main Activity R&D whenever possible, and use Product Field R&D only for those countries not reporting Main Activity R&D (Belgium, France, Great Britain, Russia).
Third, the sectors 'Electricity, water and gas distribution industry' and 'Mining' clearly do not satisfactorily capture R&D expenditure related to energy. On one hand, water distribution cannot be considered as part of the energy sector and mining includes information not only on fossil fuels but also on a number of other minerals. However, given the pervasive lack of R&D statistics, this is the best approximation possible to the best of our knowledge. On the other hand, and perhaps more importantly, much of the R&D related to energy is not carried out within the energy sector itself, rather it is embedded in machinery that the energy sector acquires from manufacturing. For this reason, we propose here an 'upper bound estimate' of energy- 29 The Frascati Manual (OECD 2002) defines the business enterprise sector as 'All firms, organizations and institutions whose primary activity is the market production of goods or services (other than higher education) for sale to the general public at an economically significant price'. The information is collected though performer-based surveys at the enterprise level. Each enterprise is then allocated to the industrial class of its principal activity (Azagra Caro and Grablowitz 2008) . 30 The electricity, gas, and water sector includes all activities related to the production, transmission, and distribution of electricity; manufacture of gas; distribution of gaseous fuels; and steam and hot water supply. related R&D, which is based on the estimation of the R&D spending embedded in the machinery used by the energy sector. 
A2. Additional descriptive statistics
A3. Additional regression results
