Abstract
Introduction
Throughout this paper, we will write x for the n indeterminates x 1 , x 2 , . . . , x n , where n ∈ N. In a similar manner, we will write y for y 1 , y 2 , . . . , y n and z for z 1 , z 2 , . . . , z n . K always denotes a field of characteristic zero andK is the algebraic closure of K. Let F = (F 1 , F 2 , . . . , F m ) ∈ K [x] m . Then F corresponds to the polynomial map K n ∋ v → F (v) ∈ K m . Write J F for the Jacobian of F with respect to x, i.e. The well-known Jacobian Conjecture (JC for short), raised by O.H. Keller in 1939 in [Kel] , states that a polynomial map F : K n → K n is invertible if its Jacobian determinant det J F is a nonzero constant. This conjecture has been attacked by many people from various research fields and remains open even for n = 2! (Of course, a positive answer is obvious for n = 1.) See [BCW] and [vdE] and the references therein for a wonderful 70-years history of this famous conjecture. The condition that det J F ∈ K * is called the Keller condition and polynomial maps that satisfy this condition are called Keller maps.
Among the vast interesting and valid results, one result obtained by S.S.S. Wang in [Wan] in 1980 is that the JC holds for all polynomial maps of degree 2 in all dimensions. Another result is the reduction to degree 3, due to H. Bass, E. Connell and D. Wright in [BCW] in 1982 and A. Yagzhev in [Jag1] in 1980, which asserts that the JC is true if it holds for all polynomial maps F = x + H, such that H is cubic homogeneous, i.e. each component H i of H is either zero or a cubic form.
Upon this reduction to the cubic homogeneous case, there are two subsequent reductions, but they cannot be applied both. The first one is that additionally, H i is a third power of a linear form for each i, see [Dru1] . The second one, which requires that the imaginary unit i ∈ K, is that J H or equivalently J F is symmetric, see [dBvdE2] . By a special case of Poincaré's lemma, this is the same as that F = ∇f and H = ∇h for certain polynomials f, h ∈ K [x] . If both H i is a (third) power of a linear form and H i = ∂ ∂xi h for each i, then F = x + H is tame with inverse x − H, see [dBvdE1] and [Dru2, Th. 3.4] .
In In [Kal] , S. Kaliman showed that in order to prove the JC in dimension n = 2 for K = C (and hence for all K by [vdE, Prop. 1.1.12] ), one may assume that F 1 + c is irreducible for every c ∈ K. To prove the JC in dimension n ≥ 3 for K = C (and hence for all K by [vdE, Prop. 1.1.12] ), one may even assume that F i + c is irreducible for every i ≤ n and c ∈ K. This was proved in [KS, Th. 3] . We shall show that for the JC for all n, one may even assume that every affinely linear combination of the components of F is irreducible. Furthermore, we combine this reduction with several other reductions of the JC, including both reductions in the previous paragraph. See theorems 3.1 and 3.2.
In [Bak2] , Bakalarski proved that each component of F is irreducible if F = x + H, det J F = 1, H is cubic homogeneous and J H is symmetric. Notice that F i is the image of x i under the corresponding endomorphism of F . We will generalize this result in i) of Theorem 3.3, where we show that F i is irreducible if J F is symmetric, det J F ∈ K * and F i = l + h such that h and l are homogeneous and ∂ ∂xi l ∈ K * . Notice that, as opposed to the result of Bakalarski, the index variable i is free instead of bound by an universal quantifier. So the conditions on l and h are for F i only, and not for the F j with j = i.
Additionally, we show in Corollary 4.5 that F i is irreducible if det J F ∈ K * and the set of degrees of nonzero terms of F i is {0, 1, 3}. If we combine this result with the above-mentioned result of Theorem 3.3, we can conclude that F i + c is irreducible for all c ∈ K if J F is symmetric, det J F ∈ K * , and F = l + h such that h is cubic homogeneous, deg l = 1, and ∂ ∂xi l ∈ K * . The latter result can also be found in i) of Theorem 3.3.
As an end of this introduction, we summarize some results in connection with coordinates. A polynomial f ∈ K[x] is a coordinate if there exists an invertible polynomial map F ∈ K [x] n such that f = F 1 . After some partial results in [vdES] and [Jel1] , Z. Jelonek proved in [Jel2] that a polynomial map over K is invertible. if and only if the corresponding endomorphism maps coordinates to coordinates. The result of [vdES, Lm. 2.3] by H. Derksen is that a polynomial map overK is a Keller map, if and only if the corresponding endomorphism maps linear coordinates to polynomials with nowhere vanishing gradients (for instance coordinates).
Obviously, Derksen's result is still valid if we replace 'linear coordinates' by 'coordinates'. It is however not true in general that a polynomial map over K is invertible, if and only if the corresponding endomorphism maps linear coordinates to coordinates, see [MSY] (so Derksen's result is only valid if K = K). But C. Cheng and A. van den Essen proved in [CvdE, Th. 1.1] , that in the case n = 2, it indeed suffices to show that the images of linear coordinates are coordinates. Furthermore, A. van den Essen and V. Shpilrain showed in [vdES, Th. 1.2 ] that Keller maps F are invertible if F 1 is a coordinate and the JC holds in dimension n − 1.
Some properties of Keller maps
We start with a generalization of [J ' ed, Th. 4 .1] by J ' edrzejewicz. To be precise, [J ' ed, Th. 4 .1] is the equivalence of 1) and 2) in the theorem below, for the case that g is irreducible.
n be an arbitrary polynomial map. If g ∈ K[x] is square-free, then the following conditions are equivalent:
Proof. Assume that g ∈ K[x] is square-free. The equivalence of 1) and 2) follows by applying [J ' ed, Th. 4 .1] for all irreducible polynomialsg | g. To prove 2) =⇒ 3), take for w in 3) the least common multiple of allw appearing in 2). Then w(F ) in 3) is a common multiple of thew(F ) appearing in 2). Since g 2 in 3) is the least common multiple of theg 2 appearing in 2), 2) =⇒ 3) follows. Hence it remains to show 3) =⇒ 2).
So assume 3) and letg be an arbitrary irreducible divisor of g. We have to show that there exists an irreduciblew ∈ K[y] such thatg 2 |w(F ). Since g 2 | w(F ), we can decompose w = w 1 w 2 , such that w 1 is irreducible andg | w 1 (F ). Ifg 2 | w 1 (F ), then we are done, so suppose thatg 2 ∤ w 1 (F ). Theng | w 2 (F ). LetF be the residue classes of F modulog, i.e.F i = F i + (g) for each i. Define r := trdeg K (F 1 ,F 2 , . . . ,F n ) and assume without loss of generality that F 1 ,F 2 , . . . ,F r are algebraically independent over K. Then r ≤ n − 1, because w 1 (F ) = 0.
If r ≤ n − 2, then we can follow the last paragraph in the proof of (i) =⇒ (ii) of [J ' ed, Th. 4 .1] verbatim to obtain thatg 2 |w(F ) for some irreduciblẽ w ∈ K[y]. So assume that r = n − 1. Notice that w 1 and w 2 are relatively prime, because w is square-free. Hence by Krull's Principal Ideal Theorem, the ideal (w 1 , w 2 ) has height at least two. On the other hand, the ideal in K[y] of algebraic relations betweenF 1 ,F 2 , . . . ,F n has height n−r and contains (w 1 , w 2 ). So n − r ≥ 2, which contradicts r = n − 1.
One can also obtain a contradiction to r = n − 1 by showing that the resultant with respect to y n of w 1 and w 2 is a nontrivial algebraic relation between
ed, Cor. 4.2] can be generalized. We do this by extending it with one line, namely property 3).
n be an arbitrary polynomial map. Then the following conditions are equivalent:
Proof. Every assertion is equivalent to the nonexistence of an irreducible g in the respective assertion of Theorem 2.1.
We end this section with a theorem about some reducibility properties which cannot be combined with the Keller condition. We use a result of [LM] for that. 
1) The linear part of
Proof. Notice that 3) =⇒ 2) and 4) ⇐⇒ 5) are trivial. Hence it suffices to prove the following.
follows from the Keller condition on F .
2) ⇒ 3) Let * denote the Hadamard product and suppose that 2) holds. Say
Hence the linear part of
follows, which is 3).
3) ⇒ 4) Suppose that 3) holds. Then L is invertible and
is a Keller map as well. It follows from [LM, Prop. 6] 
3 Irreducibility results for reductions of the JC
n is a cubic Keller map without quadratic terms. Then there exists a λ ∈ K n such that for
and
every linear combination of the components of G and 1 which is reducible is already a linear combination of 1.
Furthermore, G is a cubic Keller map without quadratic terms, and F is invertible, if and only if G is invertible. Additionally, we have the following. i) If F is linearly conjugate to a Drużkowski map, then so is
Proof. In Corollary 6.2, we will prove the first claim (the existence of λ) for
where h ∈ K[x, x n+1 ] is arbitrary. This immediately gives the first claim for G in (2). To obtain the first claim for G in (1) and (3), we remove the last component of G and interchange the last two component of G respectively in (4). Thus a λ ∈ K n as given exists. By expansion of the determinant along the (n+ 2)-th column, if present, and subsequently along the last row, we see that (2), and
Hence G is a Keller map, and one can easily verify that G is a cubic Keller map without quadratic terms.
We only prove the rest of this theorem for the cases (2) and (3), since the case (1) 
Consequently, F is invertible, if and only if G is invertible.
) is a Drużkowski map as well. Hence G is linearly conjugate to a Drużkowski map if F is.
ii) Assume that G is as in (3). Then
Consequently, F is invertible, if and only if G is invertible.
Suppose that J F is symmetric. Then by (3), J G is symmetric as well, which completes the proof.
n is a Keller map and let d ≥ 2 be an integer. Then for
and 
Proof. In Corollary 5.5, we will prove the first claim for
where
n is arbitrary. The proof of this theorem is a multidimensional variation of the proof of Theorem 3.1, where Corollary 5.5 is used by way of (8) instead of Corollary 6.2 by way of (4). In ii) of Theorem 3.3, (9) with u = i and u ′ = −i corresponds to the gradient reduction of the JC in [dBvdE2] , where F − x is (cubic) homogeneous. Indeed, if f H is as in Equation (3) 
which is of the form of G in (9) with u = i and u ′ = −i. Taking u = 1 and u ′ = −1 in (9) gives a gradient reduction of the JC that does not require imaginary units, and −G has linear part (−x, y) in that case. So taking u = 1 and u ′ = −1 in (9) is very similar to the gradient reduction of the JC in [Dru2, Th. 3.1 (i) 
Theorem 3.3. Assume that G is a Keller map with a symmetric Jacobian over
where u, u 
n and c ∈ K such that G i +c is reducible,
is homogeneous of degree d. Then d ≥ 2. In order to prove i) both with and without the parenthesized parts, it suffices to obtain a contradiction in the case where either d ≤ 3 or c = 0. We shall derive a contradiction by showing that deg G i = 1 in both subcases.
Since G is a Keller map, we see by expansion of the Jacobian determinant of G along the i-th row that J G i is unimodular. In 1) =⇒ 3) of Corollary 4.5, we will show that (G
is homogeneous of degree d ≥ 2 and J G i is unimodular, and either d ≤ 3 or c = 0. In Corollary 7.2, we will show that deg
and G is a Keller map with a symmetric Jacobian. Hence
2n is as in (9). We can rewrite (9) as G = ∇ x,y (f + y t F )| (x,y)=(x+uy,x+u ′ y) . Hence the chain rule for ∇ x,y = J t x,y tells us that
In Lemma 7.5, we will show that F is invertible, if and only if ∇ x,y (f + y t F ) is, and that det H x,y (f + y t F ) = (−1) n (det J F ) 2 . Since G is a Keller map, we see that u = u ′ and that F is a Keller map.
Again in Lemma 7.5, we will show that µ t ∇ x,y (f + y t F ) is irreducible for all µ ∈ K 2n such that µ i = 0 for some i ≤ n, provided F is a Keller map. Thus G i is irreducible for all i ≤ n. By assumption of u = 0, G i is irreducible for all i > n as well.
We end this section by showing that for components F i of power linear Keller maps over K, F i − c is irreducible for all c ∈ K.
Notice that i) of Theorem 3.3 and Proposition 3.4 are results about Keller maps of some type, rather than subsequent reductions to obtain irreducibility results. More results of this type are Theorem 5.1 and its corollary, and Theorems 6.1 and 7.3.
Irreducibility lemmas for polynomials with unimodular gradients
Lemma 4.1. Let A be a unique factorization domain and g ∈ A[x 1 ]. Suppose that (x 1 − c) 2 g has terms of degrees 0, 1 and d only for some nonzero c ∈ A.
for some c ′ ∈ A.
Proof. Let c ′ ∈ A be the coefficient of
Then the left hand side of (10) is of the form c ′ x
Since c ′ is already given, there is only one polynomial of the form c ′ x
Hence it suffices to show that the right hand side of (10) is divisible by (x 1 − c)
2 . If we divide the right hand side of (10) by c ′ (x 1 − c), then we get
which is again divisible by x 1 − c. So the right hand side of (10) is divisible by x 1 − c twice.
Suppose that f has only terms of degree 0, 1, d, and
Proof. Since f is nonsingular, we have f = (
2 g is the difference of two polynomials with terms of degrees 0, 1, d only, it follows from lemma 4.1 that (10) is satisfied for some c ′ ∈ A :=K[x 2 /x 1 , x 3 /x 1 , . . . , x n /x 1 ]. Hence it suffices to show that c ′ ∈K * . The constant part of the right hand side of (10) is equal to c ′ (d − 1)c d and is contained inK. Since c = 0 by assumption, and c
From now on in this section, we will write f (k) and g (k) for the homogeneous part of degree k of f and g respectively.
, we obtain by expressing f (i+1) in the homogeneous parts of g and h that g
Proof. Suppose that f is reducible. Then we can decompose f = gh such that h(0) = 0 and deg g ≤ d − 1. From Lemma 4.3 with g * = x 1 , we obtain that
Corollary 4.5. Assume that f ∈ K[x] has terms of degree 0, 1, d only, where
Suppose that f is reducible and J f is unimodular. Then for
2) f has a divisor of degree 1,
we have 1) =⇒ 2) =⇒ 3).
Proof. Since J f is unimodular, we have f (1) = 0 and f is nonsingular overK. The case d ≤ 3 of 1) =⇒ 2) follows directly from the supposition that f is reducible and the case f (0) = 0 of 1) =⇒ 2) follows from corollary 4.4, because we may assume without loss of generality that f
(1) = x 1 . In order to prove 2) =⇒ 3), suppose that f has a divisor of degree 1. Without loss of generality, we may assume that x 1 − c | f for some c ∈ K. Notice that deg f ≥ 2 because f is reducible. Hence ( 
Proof. If f ∈K, then 2), 3) and 4) are trivially satisfied, so assume that f / ∈K.
3) ⇒ 4) Suppose that 3) holds. Then 0 < deg p < deg f . Since ∂f ∂p / ∈K and ∂f ∂p | ∂f ∂xi for all i, we obtain 4). 2) ⇒ 3) Suppose that 2) holds. From Corollary 3 of [Sch, Th. 37] , it follows that f = g(p) for some g ∈K[t] of degree ≥ 2 and some p ∈K [x] . Let c be a root of g ′ . If we replace g(t) by g(t + c) and p by p − c, then we still have f = g(p), but g ′ (0) becomes 0. Hence g has no linear term any more, and 3) follows. 1) ⇒ 2) Suppose that we have a decomposition f − g = h 1 · h 2 and that h 1 ∈K [y] . Then the leading homogeneous part with respect to x of f − g is divisible by h 1 . This contradicts that f − g has no terms with variables of both x and y, so deg x h 1 > 0 and deg
For every c ∈K, g = c has a solution a ∈K n , and h 1 | y=a · h 2 | y=a is a decomposition of f − c, because both factors have degree less than deg(f − c). 
Proof. 1) =⇒ 2) follows from Corollary 2 of [Sch, Th. 37] , because f + x n+1 g is irreducible if gcd{f, g} ∈K * . If J f and J g are linearly dependent as row vectors overK(x), then the formula in 3) equals zero, so assume the opposite. Then f and g are algebraically independent overK. Suppose that 2) holds. Then p and q are algebraically independent overK as well, and by the chain rule
Hence det J p,q (f, g) divides the formula in 3). Since both entries of J p,q f are contained inK [p, q] , and both entries of J p,q g are linear combinations overK of terms p i q j with i + j ≥ 1, we have det J p,q (f, g) ∈K[p, q] \K, and 3) follows. This gives 2) =⇒ 3).
Irreducibility results for arbitrary Keller maps
n be a Keller map of degree d. Take i ∈ {1, 2, . . . , n, n + 1} and fix µ 1 , . . . , µ i−1 , µ i+1 , . . . , µ n+1 ∈K. If µ j = 0 for some j with i = j ≤ n, then
is reducible overK for at most
Proof. Assume without loss of generality that j = 1. Then (f, F 2 , . . . , F n ) is a Keller map as well. By expansion of the Jacobian determinant along the first row, we see that gcd
Hence the case i = n + 1 follows from 2) =⇒ 4) of lemma 4.6. If i ≤ n, then expansion of the Jacobian determinant along the first and the i-th row gives gcd{det
So the case i ≤ n follows from 1) =⇒ 3) of lemma 4.7.
n is a Keller map. Then there exists a λ ∈ K n and a T ∈ GL n (K) such that the components of both F + λ and
Proof. Notice that #K ≥ d 2 because chr K = 0, where d := deg F . The first claim follows from the case i = n + 1 of Theorem 5.1 and the second claim follows from the case i ≤ n of Theorem 5.1 with µ n+1 = 0.
In [KS, Th. 3] , the authors proved additional properties for the T ∈ GL n (K) when n ≥ 3 and K ⊆ C, namely that there exists a T ∈ GL n (K) such that for every λ ∈ K n , every component of
is irreducible, or µ n+1 = µ n+2 = 0 and
Proof. Assume that h ∈ K[x, x n+1 ] and that g is reducible. Then µ n+2 = 0 because otherwise g would be a tame coordinate.
Since the nonzero terms of g − f can only have degrees 1 and d, we even have
is the difference between the linear parts of g and f . If f = g, then by 1) =⇒ 3) of Lemma 4.6 (with f − g instead of g), f ∈K[p 2 , p 3 ] for some p ∈K [x] , and 3) =⇒ 4) of Lemma 4.6 tells us J f is not unimodular overK and hence neither over K.
n is any polynomial map over
n such that y 1 , y 2 , . . . , y n , Λ 1 , Λ 2 , . . . , Λ n , 1 are linearly independent over K. Then for all H ∈ K [x, y] n , the map
has the property that for all µ ∈ K 3n+1 , either
is irreducible, or µ 2n+1 = µ 2n+2 = · · · = µ 3n = 0 and for
, in which case J f is not unimodular.
Proof. Assume that H ∈ K[x, y] n and suppose that g is reducible. Then µ 2n+1 = µ 2n+2 = · · · = µ 3n = 0 because otherwise g would be a tame coordinate. Hence g − f ∈ K[y]. Since 1 is linearly independent over K of y 1 , y 2 , . . . , y n , Λ 1 , Λ 2 , . . . , Λ n , as opposed to g − f , we even have
and that J f = (0 1 0 2 · · · 0 n ) is not unimodular. The case f = g follows in a similar manner as in the proof of Lemma 5.3.
n is a Keller map over K and d ≥ 2. Then for all H ∈ K [x, y] n , the map
has the property that
is irreducible for all µ ∈ K 3n+1 such that µ i = 0 for some i ≤ 3n.
Proof. Assume that H ∈ K[x, y] n and suppose that g := µ 1 G 1 + µ 2 G 2 + · · · + µ 3n G 3n + µ 3n+1 is reducible and µ i = 0 for some i ≤ 3n. Let f := µ 1 F 1 + µ 2 F 2 + · · · + µ n F n + µ 3n+1 . By Lemma 5.4, we have i ≤ 2n. Since deg g = 1 by reducibility of g, we can even take i ≤ n.
Again by Lemma 5.4, J f is not unimodular, so (F 1 , . . . , F i−1 , f, F i+1 , . . . , F n ) is not a Keller map. This contradicts that F is a Keller map and that f is as given with µ i = 0, so g is irreducible if µ i = 0 for some i ≤ 3n.
Below follows a generalization of Proposition 3.4, which can be used to show that F i − c is irreducible for all c ∈ K in some more cases.
Proof. Since v = 0, there exists a T ∈ GL n (K) such that v = T e 1 , where e 1 is the first standard basis unit vector and hence T e 1 is the first column of T . Consequently,
It follows that h(T x) ∈ K[x 2 , x 3 , . . . , x n ] and
. . , x n ] and E := (c −1 f (T x), x 2 , x 3 , . . . , x n ) is an elementary invertible polynomial map. Since f is the first component of cE(T −1 x), we see that f is a tame coordinate. It suffices to show that t = s and t ≤ n − 4. We first show the latter by distinguishing t > n − 4 into three cases.
• t > n − 4 ≤ 0.
Then n ≤ 4 and we have s = t = 0 on account of E. Hubbers' result that the JC holds for F , see [Hub] or [vdE, Cor. 7.1.3 ]. This contradicts s ≥ 1.
• t > n−4 > 0 and for each i ≤ t, there exists a j ≤ t such that H j = λ j x i x 2 j for some λ j ∈ K * . Notice that j as above is unique for all i ≤ t, hence i → j is a permutation of {1, 2, . . . , t}, say with a cycle of length k ≤ t. Then we may assume without loss of generality that
The leading principal minor determinant of size k of J H equals
so the corresponding submatrix is not nilpotent. But since F i ∈ K[x 1 , x 2 , . . . , x k ] for all i ≤ k, the leading principal minor matrix of size k is nilpotent, because its p-th power is a submatrix of (J H) p . We obtain a contradiction.
• t > n − 4 > 0 and for some i ≤ t, there does not exist a j ≤ t such that H j = λ j x i x 2 j for some λ j ∈ K * . Notice that (J H)| xi=0 is nilpotent because J H is nilpotent. Since F i = x i + H i is reducible, it follows from 1) =⇒ 3) of corollary 4.5 that the i-th row of (J H)| xi=0 is zero. Hence the principal minor matrix that we obtain from (J H)| xi=0 by removing its i-th row and i-th column is nilpotent as well. This minor matrix is equal to J x1,...,xi−1,xi+1,...,xn H 1 | xi=0 , . . . , H i−1 | xi=0 , H i+1 | xi=0 , . . . , H n | xi=0 .
By 1) =⇒ 3) of Corollary 4.5 we see that x 2 j | H j for each j ≤ t. But by assumption on i, we have x i x 2 j ∤ H j for each j ≤ t. Hence by cubic homogeneity of H j , we have H j | xi=0 = 0 for each j ≤ t except j = i. So deg F j = deg F j | xi=0 and deg g = deg g| xi=0 for every g | F j and each j ≤ t except j = i. As a consequence, F 1 | xi=0 , . . . , F i−1 | xi=0 , F i+1 | xi=0 , . . . , F t | xi=0 are all reducible. Since n − 4 is between 0 and t exclusive, we have t ≥ 2, and it follows by induction on n that we get a contradiction.
So it remains to show that t = s. Suppose therefore that t = s. Then t < s and by maximality of t, we cannot get the first t + 1 components of F reducible by way of conjugation. Hence all linear combinations of components of F which are reducible are already linear combinations of F 1 , F 2 , . . . , F t . Since t < s, there exists a linear combination of the form µ 1 F 1 + µ 2 F 2 + · · · + µ t F t which is reducible, such that µ i = 0 for at least two i's. Hence we may assume that there is a reducible linear combination of the form µ 1 F 1 + µ 2 F 2 + · · · + µ r F r with µ 1 µ 2 · · · µ r = 0, where 2 ≤ r ≤ t.
Assume first that there exist i ≤ r < k such that t are a factor rc ′′ (c ′ ) −1 larger than those of 1. Hence by linearity of the determinant function with respect to scalar multiplication of the i-th row, the coefficient of x r−1 i t in det J F = det Hf is equal to rc ′′ (c ′ ) −1 times the constant part det(J F )| x=0 of det J F . This contradicts det J F ∈ K * , so h = 0.
From now on in this section, we will write G (k) i
for the homogeneous part of degree k of G i . Proof. Take T ∈ GL n (K) such that T corresponds to the identity matrix I n except for the i-th row, for which we take . From Poincaré's lemma, it follows that G = ∇g for some g ∈ K[x]. Next, define f := g(T −1 x) and F := (T −1 ) t G(T −1 x). Since (T −1 ) t corresponds to the identity matrix I n except for the i-th column, we have
. By definition of T , the linear part of G i is equal to (T x) i , thus the linear part of G i (T −1 x) is equal to G
(1)
so J F is symmetric, and we have h(T −1 x) = 0 on account of Lemma 7.1. This gives the desired result. Theorem 7.3. Assume G is a Keller map in dimension n over K, such that J G is symmetric. Suppose that
