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Fluoride-salt-cooled high-temperature reactors (FHRs) receive wide attention because of their 
advantageous passive safety features and potential high thermal efficiency in power generation 
when compared with current commercial nuclear reactors. However, tritium generation and release 
are potentially significant challenges of FHRs, and tritium in the reactor need to be carefully 
handled and managed. This dissertation proposes a potential solution for tritium management in 
FHRs.  
 
In this study, meteorological models were built to perform tritium-dispersion analyses and to 
evaluate the potential health impact of chronic airborne tritium release on the public and the 
contributions of meteorological parameters to the dose assessment, which are rarely investigated. 
Key meteorological and geometric parameters in favor of reducing the impact on the public were 
then identified. Uncertainty analysis and sensitivity study were performed for the dose assessment 
of three potential FHR construction sites, and daily tritium release limits were calculated.  
 
The tritium-dispersion analyses indicated that the release of tritium to the environment must be 
controlled and limited in FHRs. A tritium control and mitigation system was designed both to 
reduce the tritium release rate from FHRs and potentially to eliminate an intermediate loop in the 
pre-conceptual design of the advanced high-temperature reactor (AHTR) as well as other FHR 
designs. The proposed system consists of four major components: redox control, a cross-flow 
tritium removal facility, an optional double-wall intermediate heat exchanger (IHX), and tritium-
permeation-barrier coating on structural materials as necessary. Comparisons of different tritium 
control strategies from an economic assessment show that the proposed two-loop FHR design with 
the tritium control and mitigation system exhibits economic advantages over the original three-




To verify the performance of the proposed tritium control and mitigation system, a tritium 
transport-analysis model was developed. A novel method involving the logarithmic mean square 
root of partial pressure difference (LMSPD) was developed to calculate mass transfer in complex 
geometries and flow configurations. The method was implemented in MATLAB and validated 
using data from a hydrogen-permeation experiment available in the literature. The obtained 
calculation results agree reasonably well with the experimental data—especially in the temperature 
range of interest to this study.  
 
To further validate the LMSPD code and the cross-flow configuration of the tritium removal 
facility, laboratory-scale experiments were designed using hydrogen as a surrogate for molecular 
tritium (T2). A hydrogen-removal experiment was carried out using the reactor off-gas krypton as 
the carrier gas for H2. The obtained experimental data confirm the effectiveness of the cross-flow 
tritium-removal design, and the code calculation results validate the LMSPD method. 
 
In summary, the results and conclusions of this study provide significant insights for tritium 
management in FHRs. The atmospheric-dispersion modeling of airborne tritium identifies the 
major influencing factors on public dose assessment and the corresponding measures needed to 
help reduce health impacts. This study also contributes to future research on tritium control 
strategies. A cross-flow tritium removal facility was designed as the key component of a tritium-
mitigation strategy. A novel LMSPD model was developed and validated for tritium extraction in 
the cross-flow configuration. The model can be used for future mass transfer calculations in 
complex geometries and flow configurations. In addition, hydrogen-removal experiments were 
designed to evaluate the efficiency of the cross-flow tritium removal facility, which, if carried out 




Chapter 1. Introduction  
 
The fluoride-salt-cooled high-temperature reactor (FHR) is a reactor concept that combines the 
advantages of the sodium fast reactor and the high-temperature gas-cooled reactor (HTGR) [1]. It 
has been attracting wide attention as a Generation IV reactor concept. FHR uses the graphite-
matrix coated-particle fuels proposed for HTGRs and a direct reactor auxiliary cooling system 
(DRACS) for passive decay heat removal. The primary coolant is generally FLiBe (a mixture of 
LiF with highly enriched 7Li and BeF2) with a melting point of 459 °C and a boiling point of 
1433 °C. FLiBe has a specific heat capacity of 2.34 kJ/(kg-K) and a thermal conductivity of 1.0 
W/(m-K) at 600 °C [2]. These property values are comparable to 5.5 kJ/(kg-K) and 0.56 W/(m-K), 
respectively, for saturated water at 7.5 MPa. The FLiBe density (1,940 kg/m3) is much higher than 
the density of water (732 kg/m3) at 7.5 MPa (at saturation). Because of the significantly lower 
operating pressure (near the atmospheric pressure) and advantageous primary coolant 
characteristics (high density and good thermal characteristics) in FHRs, a significant reduction in 
reactor size and cost could be achieved compared with HTGRs and water-cooled reactors at a 
similar electricity output.  
 
However, among all the advantages in FHRs, there are still several technical challenges to be 
addressed, one of which is tritium generation. It has been estimated that the tritium generation rate 
can be up to 185 TBq/day, or 518 mg/day at startup in an FHR with a rated thermal power of 2,400 
MWth [3]. Given such a large tritium generation rate, it is necessary to investigate tritium transport 
in an FHR system, dispersion in the environment, potential health impact to the public due to 








1.1 Background  
 
1.1.1 Tritium generation and transport in FHRs  
 
Tritium is of special interest among the fission products produced in FHRs. Because of the neutron 
activation of the FLiBe coolant, a considerable amount of tritium is produced. Lithium is a major 
source of tritium generation in the FHR core. Highly enriched lithium is used, so 99.995% lithium 
exists as 73Li  [4]. Although the neutron absorption cross section of 
7
3Li , which is 20 mb, is only 
1/47000 that of 63Li , the total rate of neutron events is considerable due to the high content of 
lithium in the primary coolant [3]. In addition, the reaction between 74 Be  and neutron generates 
more 63Li . The main tritium-producing reactions are as follows [5]: 
 




Li n He H n'; 20 mb
avg
     ,  (1.2) 
 
7 4 6
4 2 3Be n He Li; =36 mbavg   ,  (1.3) 
 
19 17 3
9 8 1F n O H; 30 μbavg    ,  (1.4) 
 
where  
  represents the absorption cross section (b: barn) for the parent nuclide; 
subscript th  refers to thermal neutron energies; 
and subscript avg  refers to average neutron energies.  
 
A comparison of the estimated tritium production rates of several nuclear-power reactor types can 






Table 1.1. Comparison of tritium production rates [6][7] 
 
Reactor type Tritium production rate 
[GBq/(GWth-day)] 
Pressurized-water reactor  514.3 
Boiling-water reactor  455.1 
HTGR 684.5 
Heavy-water reactor  43,512 
FHR 107,781 
 
In the natural redox condition of the primary coolant, FLiBe, the majority of tritium generated 
exists in the charge state T+, and it has the tendency to combine with F- to form TF molecules. It 
is estimated that more than 90% of the tritium generated in the core exists in the form of TF and 
that the remainder exists in the form of T2 [8]. Because TF is corrosive to structural materials, 
especially at high temperatures, the generation of TF in the reactor core must be controlled or even 
eliminated [3]. 
 
To prevent or rather minimize corrosion to structural materials, it is necessary to adjust and 
maintain the reduction-oxidation (redox) condition of the coolants. A significant amount of 
research has been done in this area in the fusion community. The method used to maintain TF 
concentration at a sufficiently low level is redox control. One of the material used for the redox 
control is beryllium (Be), which acts as a redox agent and prevents TF from forming when 
dissolved physically in FLiBe [9], since the chemical bound between Be and F is much stronger 
than that between H and T. With the redox control, the major form of tritium in FHRs is T2 
dissolved in the primary coolant.  
 
However, tritium in gaseous form (HT or T2) has a considerable permeation rate through metal, 
especially under high operating temperatures of FHRs. The tritium produced in the primary loop, 
if left to accumulate, will have a very high permeation rate through the intermediate heat 
exchangers (IHXs) in FHRs. Through modeling of the tritium dispersion in the environment, it is 
found that public health may be impacted by the released tritium. For nuclear power plants to 
obtain operating license, the transport of emitted radioactive materials during normal operations 
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and under accidental events must be analyzed to demonstrate the impacts is within the regulation 
limits [10].  
 
The anticipated difficulties in containing tritium justify the need of special care in FHR system 
design. A sound understanding of tritium generation, transport pathways, properties, and possible 
means to prevent it from escaping the reactor system should be an integral part of the containment 
design plan for FHRs. As a result, three-loop systems are currently being considered for FHRs to 
reduce tritium permeation to the power cycle and release to the environment. However, the 
intermediate loop represents additional construction and maintenance costs and therefore offsets 
the above-mentioned benefits of the FHRs. An alternative tritium-mitigation strategy that 
eliminates the necessity of the intermediate loop is therefore highly preferable.  
 
T2 physically dissolves in the primary coolant, FLiBe. Therefore, the mechanism of gas transport 
can be applied to tritium transport in FHR systems. The permeation rate of tritium through a solid 
material is determined by the tritium partial pressures on both sides of the material, the temperature 
of the material, the intrinsic properties of the material, the thickness of the material, and the solid 
surface condition. Permeability Φ  is used to describe the ability of gas permeation through a solid, 
which is defined as the product of the diffusivity and solubility of the gas in the material, D  and 





=   . (1.5) 
 
The diffusivities and solubilities of hydrogen isotopes in the molten salts FLiBe and FLiNaK are 
listed in Table 1.2. The numerical values of the same transport coefficient of the same isotope are 
found to vary significantly among different research groups. Tritium permeability values in some 
common structural materials are also listed in Table 1.3. These values of the tritium transport 
coefficients are used in this study in tritium transport simulation and modeling and in the design 






























   
 
 [11]  
H2 FLiBe 
1.13 × 10-3 (at 773 K) 
3.17 × 10-3 (at 873 K) 
3.87 × 10-3 (at 973 K) 
 [12]  
D2 FLiBe 
3.1 × 10-4 (at 873 K) 
1.0 × 10-4 (at 973 K) 
8.0 × 10-10 (at 873 K) 
3.0 × 10-9 (at 923 K) 
[13]  
H2 FLiNaK 
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Incoloy-800 2.4 × 10-10–5.5 × 10-10 
Incoloy-600 6.6 × 10-10 
SS 304L 1.2 × 10-10 
Hastelloy N 4.2 × 10-10 
Nickel alloy 9.3 × 10-10 
 
1.1.2 Health impact of tritium  
 
Tritium, as a weak beta emitter, can cause acute or chronic health issues if taken in by human 
beings via inhalation, food, or drink. Tritium released to the environment from an FHR mainly 
exists in the forms of HT, T2, and HTO. The main release pathway of tritium from FHRs is airborne 
release, which occurs when HT, T2, and HTO enter the atmosphere in the form of gas or water 
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vapor. In the process of entering the atmosphere and dispersing, HT and T2 are highly likely to 
convert to HTO [17][18]. For example, tritium can undergo a beta-emission-induced reaction with 
oxygen or hydroxyl to form HTO or T2O. The reaction rate is directly proportional to the 




41.19 10 TR c
  , (1.6) 
where 
2T
c  is the T2 concentration in the atmosphere. In addition to the spontaneous decay of tritium, 
HT and T2 can transform to HTO at a relatively high rate in the presence of catalysts, such as 
metals and surfaces—especially when HT and T2 reside on a surface for any length of time [17]. 
Soils and microorganisms in soils are also strong catalysts for conversion. Once in contact with 
soil, HT can be transformed to HTO in the top few centimeters of the soil at a high reaction rate 
[20].  
 
HTO in the environment is of a higher concern than HT or T2 because the dose factor of HTO is 
approximately three magnitudes higher than that of HT or T2 on a per-unit-dose inhalation basis 
[21]. In addition, HTO has a greater probability to enter the hydrological cycle, thus resulting in a 
greater chance to enter living organisms [22]. However, this does not mean that HT and T2 should 
be neglected in the evaluation of tritium health impact on the environment. Results from a previous 
study on tritium concentration in Fukuoka, Japan show that both tritiated water and tritium gases 
need to be considered when calculating the radiation effect on human beings [23]. On the other 
hand, comparing the two forms of tritiated water, HTO and T2O, HTO still draws higher attention, 
because if HTO and T2O are released at the same level of radioactivity, the amount of molecules 
of HTO would double that of T2O, and hence HTO has the ability to disperse in a wider range. 
 
In FHRs, the main form of tritium in the system will be T2 due to the lack of oxygen or water in 
the system and the redox control in the coolants. However, once it permeates through the structure 
materials and enters the surrounding environment, gaseous tritium converts to HTO and the 
conversion rate of the process is difficult to determine [18][44]. Shortly after gaseous tritium is 
released to the atmosphere, the percentage of HT or T2 converted to HTO can be anywhere up to 
54% [17], and this percentage could keep increasing as the tritium disperses. Therefore, the 
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chemical form of the released tritium from FHRs is assumed to be a mixture of mainly gaseous 
tritium and tritiated water vapor. However, the ratio of these two forms is subject to change due to 
local conditions. In this study, for conservative considerations, tritium released from FHRs is 
assumed to be 100% HTO for conservative concerns.  
 
1.1.3 Tritium release regulations in the U.S. 
 
Because tritium in the environment can cause health issues for the public, the current regulations 
on tritium release, environmental topics, and radioactive materials are reviewed. This literature 
survey focuses on regulations and policies in the U.S. and Canada because of the extensive 
experience of these countries with tritium release from Canada deuterium uranium (CANDU) 
heavy water reactors.  
 
ALARA, which stands for “as low as reasonably achievable,” is the principle for minimizing the 
doses and releases of radioactive materials [ 24 ]. In addition, the U.S. Nuclear Regulation 
Commission has set the upper limit of radiation dose. For the general public not related to nuclear 
power plants, the effective dose limit is 10 mrem/y: namely, 1 mSv/y [25]. In addition, the federal 
government also regulates the maximum contaminant level (MCL) for tritium [26]. It is required 
that no more than 4 mrem/y, which equals 0.4 mSv/y, of dose equivalent should be absorbed from 
beta particles. This limit applies to a total body or to any internal organs. 10 CFR Part 50 [27] 
regulates the domestic licensing of production and the utilization of facilities, which includes 
nuclear power plants. According to this regulation, the dose equivalent limit of tritium for an 
individual is 7.5 mrem, which equals 0.75 mSv, per quarter and for any organ it is 15 mrem/y, 
which equals 1.5 mSv/y. 
 
The members of the general public that live nearby an FHR power plant (within a 1-km radius) 
and use local drinking water and farm products will receive the highest effective dose equivalent 
from FHR tritium release [28]. This is because these people both breathe in gaseous tritium and 
take in tritium via consumption of water, plants, and animals, all of which could be potentially 
tritium contaminated and become tritium sources. We should pay most attention to these people 




1.1.4 Research on the tritium release limit in Canada  
 
Canada has the same radioactive release limit as the U.S. For a person who is not a nuclear-energy 
worker, the effective dose allowed is less than 1 mSv/y [29]. According to different meteorological 
conditions and the height of the stack from which tritium is released, the amount of tritium needed 
to reach the upper radioactive material limit (1 mSv) differs from one situation to another, as shown 
in Table 1.4.  
 







Meteorological condition Reference 
30 2.775 




Harmonic mean wind speed: 2 m/s; 
Frequency factor of the prevailing wind exceeds 
the mean wind speed: 2.5; 





74 Not specified [31] 
100 44.4 
Extremely unstable meteorological conditions; 
Mean wind speed: 1.3 m/s 
[32] 
 
Doury [33] has investigated the permissible level of tritium release. For gaseous tritium release, 
the oxidation rate of tritium is uncertain. Doury developed a model from laboratory data [34] to 
calculate the isotopic exchange rate. In the data used to develop the model, the tritium 
concentration in the air was 1.85–25.9 MBq/m3. It is estimated that the oxidation rate of TH or T2 
to HTO is 0.2–3% per day. Because HTO has a higher tendency to be absorbed by human beings 
than HT or T2, the release of gaseous tritium should be evaluated as the release of HTO, taking 
into consideration the tritium oxidation rate. Under the worst metrological conditions—which 
generally mean high humidity, minimum wind speed, low atmosphere temperature, and low 
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precipitation level—the maximum allowed tritium release rate is 2.775 TBq/day without 
exceeding the gaseous radioactive-release limit [33][40].  
 
To understand better the effect of the gaseous tritium release rate on the annual-effective-dose 
equivalent received by the public, the case of Oak Ridge Reservation is reviewed. Blanco and 
Blomeke [35] estimate that, under the 37-GBq/s release rate of HTO from a 100-m high stack at 
Y-12 plant, the tritium concentration in the air at the ground level is 14.8 kBq/m3. For the general 
public at the edge of Oak Ridge City, the tritium concentration in the air at ground level is 40.7 
Bq/m3. The exposure time of the workers and the public is 40 h/week and 168 h/week, respectively. 
The resulting annual dose equivalents for the workers and the general public are 0.4 and 0.7 mSv/y, 
respectively. Both values for the workers in the Y-12 plant and the general public are much lower 
than the annual limit of 10 mSv.  
 
The stack height is another factor that influences the allowed maximum release rate of radioactive 
gases. It can be seen from the second and third rows in Table 1.4 that an increase in stack height 
from 30 to 60 m results in an increase of permissible release rate from 7.4 to 37 TBq/day. Therefore, 
if the stack height in Blanco’s calculation [35] was 30 m instead of 100 m, the resulting annual 
dose equivalent for the public at the edge of the Oak Ridge City might be much higher than the 
current value.  
 
For a pebble-bed advanced high-temperature reactor, the reactor building height is 35 m [36], 
which is close to 30 m. Because gaseous molecular tritium is much less dense than air, it is 
reasonable to assume that gaseous molecular tritium releases at the top of the reactor building. For 
instance, in the 3400-MWth AHTR, the tritium production rate is estimated to be 126.91 TBq/day 
[ 37 ]. Under this proposed 2.775 TBq/day tritium-release upper limit, 97.8% of the tritium 
produced will need to be removed, assuming the rest would be released to the environment.  
 
The above-mentioned tritium release limit is proposed under the assumption that the tritium 
released is 100% HTO. In the actual operation of FHRs, tritium emission consists of a mixture of 
T2 and HTO, as stated previously. Therefore, the tritium release limit could be considerably higher 
than the proposed 2.775 TBq/day. The key parameter to be determined is the percentage of HTO 
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in the tritium emission. A previous field study shows that the amount of HT converting to HTO is 
around 2.4%, with 0.5% uncertainty [38]. However, the report from Lawrence Livermore National 
Laboratory shows that the historically highest HTO concentration was 54% [17]. In general, the 
lower the HTO concentration in the tritium released, the higher the tritium release limit. In the case 
of a 2.9% concentration of HTO in the tritium released, the tritium release limit could be as high 
as 111 TBq/day instead of the proposed 2.775 TBq/day. Therefore, 2.775 TBq/day could serve as 
a lower bound for the tritium release rate limit for FHRs. 
 
1.1.5 Previous studies on tritium-dispersion modeling in the environment  
 
The dispersion of tritium depends largely on local topography and meteorology. Gaseous tritium 
may enter the soil, surface water, and groundwater via the hydrological cycle. Common physical 
factors that affect tritium transport in the environment include atmospheric temperature, pressure, 
relative humidity, wind, and the presence and size of the concentration gradient. In addition to 
these environmental factors, features of the facilities that release tritium also have an effect on 
tritium dispersion. These include the number and heights of the stacks, the gaseous tritium exit 
temperature, the velocity at which gaseous tritium is released, and the size and locations of 
surrounding buildings and local topography. In general, high temperature, high pressure, high 
turbulence, and low humidity favor tritium dispersion. Some of the above factors are shown in 






Figure 1.1 Factors that influence tritium dispersion [39] 
 
Figure 1.1 (a) shows that, when the released tritium encounters a hill or other obstacle, it might go 
around it or up it first and then down the other side. Figure 1.1(b) indicates that the height of the 
release location of the radioactive material influences its dispersion. Figure 1.1(c) shows building 
wake effects. Aerodynamic effects of the stack itself and its surroundings could affect the 
dispersion pattern: i.e., whether the radioactive gases will rise upwards or go downwards around 
the stack. Figure 1.1(d) shows that, if the release location is on a shoreline, the radioactive gases 
tend to be drawn to the ground. However, the shoreline effect is short-termed; it does not have an 
influence over a long period of time.  
 
The chemical form of tritium also affects the dispersion process. Compared with HTO, T2 has a 
molecular weight that is about 1/3 of that of HTO. T2 has the tendency to rise and leave the 
troposphere, while HTO is comparable to the surrounding air in molecular weight and has a longer 
residence time in the troposphere. T2 released to the troposphere has a residence time of only a few 
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weeks and then resides in the stratosphere for months or even years. Although lateral mixing of T2 
in the troposphere could happen, the most significant concern of T2 release to the troposphere is in 
the local areas of the release sites [40]. 
 
The dispersion of radioactive materials in the atmosphere and water has been widely studied for 
decades. Several investigations have been carried out on the dispersion of tritium generated from 
nuclear power plants or tritium production factories. Meneghetti et al. [41] modeled the tritium 
dispersion around the Angra dos Reis nuclear power plant and adopted a plane parallel boundary 
simplification. This technique helps to increase the accuracy of applying popular gas-dispersion 
models to mountainous or other complex orography.  
 
The health impact caused by the radioactivity of tritium released has also been widely investigated. 
Matsuura et al. [42] and Fujita et al. [43] measured the environmental HTO levels in air and water 
and compared them to regulatory limits. The results confirm that the tritium levels to which the 
public is exposed are well within safe ranges. The Tritium Working Group from the IAEA 
Programme on Biosphere Modelling and Assessment (BIOMASS) modeled six scenarios to study 
long-term environmental tritium dispersion and tritium migration, accumulation, and uptake in 
plant ecosystems [44]. Through the modeling, it was discovered that the determination of HTO 
concentration in the environment is relatively challenging compared with other radionuclides. In 
the case of HT or T2 release, estimation of HTO concentration in the air could involve even larger 
uncertainty because the impact of gaseous tritium release could be modeled by various methods 
that lead to dispersed results. Varakhedkar et al. modeled atmospheric tritium transport near the 
Tarapur Atomic Power Station 3 and Station 4 to determine the tritium levels in the environment 
[45]. The code used in the study is Risø Mesoscale Puff (RIMPUFF), which is a Lagrangian 
mesoscale puff model. The onsite meteorological data were used for the accurate calculation of 
tritium dispersion. The results matched well with the measured tritium concentrations near the 
power plant; therefore, the Lagrangian puff model is validated. Kock and Hamby simulated tritium 
doses for the public near the Savannah River site (SRS) by using five-year-averaged 
meteorological data [46]. In their study, the percentage of HTO of the total tritium release was 
assumed to be 10%. Through the simulation, it was discovered that using long-term-averaged 
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meteorological data leads to no more than a 6% increase in the total individual doses compared 
with the monthly dose estimation.  
 
1.1.6 Tritium mitigation in fusion reactors  
 
In the fusion community, two strategies have been investigated to remove T2 from the primary 
loop, which is a process of extracting a gas solvent from a liquid solvent. The first strategy is a 




Figure 1.2 Scheme of a countercurrent flow extraction tower [47] 
 
In the countercurrent extraction tower, a sweep gas, such as helium, is bubbled from the bottom of 
the facility and through the molten salt FLiBe, which flows downward in the tower. Under the 
influence of helium gas bubbles, T2 dissolved in FLiBe will transport into the gas bubbles and be 
carried out of the system. The required size of the countercurrent extraction tower can be estimated 
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where  
Lh  and Gh  are called the heights equivalent to the theoretical plate of liquid-phase and gas-
phase mass transfer, respectively, m [48]; 
towerh  is the height of the countercurrent extraction tower, m;  
Gk  is the diffusion coefficient, m/s;  
and Va  is the total surface area of the bubbles in a unit volume, m
-1. The diffusion rate 
through the gaseous boundary layer of the He–D2 mixture is controlled by G Vk a , which 
has the unit of s−1; 
2T
p  is the T2 partial pressure in the gaseous phase, Pa; 
G  and L  are the molar flow rates of the gas and liquid phase, respectively, mol/(m2-s); 
  is the fluid viscosity, P;  
  is the density, g/cm3; 
gR is the ideal gas constant; 
T  is the temperature, K;  
and subscript G  and L  represent the gas and liquid phases, respectively.  
 
The second strategy to remove tritium is to use a permeation-window extraction facility. The basic 
scheme of the permeation-window extraction facility is shown in Figure 1.3. This type of 
equipment is designed based on the selective permeability of metal to tritium. The permeable tube 
is made of a highly tritium-permeable metal material. Between the permeable tube and the 
nonpermeable tube, a sweep gas, such as helium, helps maintain a low tritium concentration on 
the downstream side of the window, i.e., on the helium side. While tritium can permeate the inner 
tube and be carried away by the sweep gas, other contents in the primary coolant are left inside the 






Figure 1.3 Basic scheme of a permeation-window extraction facility 
 
























 , (1.10) 
 
where  
oh  is the overall mass transfer coefficient derived from tritium diffusivities and solubilities 
in FLiBe, tube wall, and helium; 
2p  is the partial pressure of T2 in the downstream of the window on the helium flow side; 
and inc  and outc  are, respectively, the inlet and outlet T2 concentrations in the upstream of 
the window on the liquid molten salt side, as shown in Figure 1.3. 
 
1.2 Dissertation motivation  
 
It is generally considered that the tritium challenge in FHRs needs to be adequately resolved prior 
to any licensing application submission to the U.S. Nuclear Regulatory Commission for FHR 
design certification. To address this challenge, the potential impact of the tritium released into the 
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environment needs to be investigated to determine the maximum-allowable tritium-release rate 
from an FHR plant before proposing tritium management strategies for FHRs. However, in 
addition to the studies reviewed in the previous sections, very few studies have been performed 
directly on the radiation doses that the public may receive from chronic tritium releases, especially 
airborne tritium.  
 
The results of tritium-dispersion studies can help determine the required level of tritium control in 
FHR systems and the corresponding required tritium removal rate. Tritium-control strategies in 
FHRs have been studied by several researchers. Forsberg et al. proposed a tritium absorption 
approach using carbon [51]. This strategy takes advantage of the high tritium solubility in carbon 
and the abundance of graphite moderators in an FHR reactor core. Experience in the fusion 
community could also be adapted to FHR conditions. Similar to the permeation-window-type 
tritium-extraction facility, a double-wall intermediate heat exchanger with tritium removal in the 
wall gap was proposed [52]. This integrated heat exchanger fulfills the objective of tritium removal 
in addition to heat transfer. In addition, based on the permeation window concept, a tritium control 
and mitigation system employing a cross-flow tritium removal facility was proposed in an early 
study by the author [53], but the effectiveness and efficiency of the tritium removal rate from the 
reactor system in the designed cross-flow tritium removal facility have not been carefully validated, 
although the facility design has been modeled using FAE simulation software. Currently, most 
computer codes are developed to calculate the mass transfer process in cocurrent and 
countercurrent flow configurations. Mass transport in more complex flow configurations can be 
simulated only by finite element analysis (FEA) software, such as COMSOL Multiphysics. The 
cost of FEA computational simulation is generally high; therefore, low-cost computer code is 
desired for the evaluation of mass transfer in complex flow configurations.  
 
The effectiveness and efficiency of the designed facility in the FHR system are uncertain because 
no experiments in flowing molten salts have been carried out to examine tritium transport in 
permeation-window-type facilities yet. In the Mark I pebble-bed (PB) FHR design, small graphite 
pebbles were proposed to serve as a tritium sink, absorbing tritium in the reactor core [54][55]. 
Calculation of the capacity of tritium removal by graphite pebbles in the Mark I PB FHR was 
carried out, but no experimental data are available yet. On the other hand, there have been various 
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experiments on tritium permeation through metallic materials with a flowing tritium gas [56][57], 
tritium ion beam [58], or dissolved tritium in stationary molten salts [59]; but no experiments have 
been conducted using tritium dissolved in flowing molten salts. The currently proposed tritium-
management strategies are based on computational modeling and simulations with tritium 
transport properties in the literature, and it is necessary to validate these designs against 
experiments performed under relevant prototypic operating conditions.  
 
To address the above-mentioned technical gaps, tritium dispersion in the atmosphere has been 
modeled with an emphasis on the radioactive dose received by residents near an FHR plant site, 
and a tritium analysis code has been developed using a logarithmic mean square root of partial 
pressure differential method. The doses to the residents were calculated using GENII, which is an 
environmental radiation dosimetry software system. Three potential locations for FHR 
construction were selected for the analysis, and actual historical meteorological and most recent 
census data were used to study potential health impact to the public near those locations. The 
tritium analysis code was preliminarily validated using a hydrogen-permeation experiment in the 
literature and a laboratory-scale experiment designed and carried out specifically for the cross-
flow tritium removal concept. The results and conclusions of this study will help identify a tritium-
release limit for FHRs and contribute to future research on tritium control strategies. Figure 1.4 








1.3 Dissertation outline 
 
In this dissertation, a tritium control and mitigation strategy is developed with the attempt to 
address the tritium-management challenge in FHRs. The approach taken in the development of the 
strategy is to first quantify the potential impact of tritium generated from FHRs, then to propose a 
tritium control and mitigation system, and lastly to evaluate the effectiveness and efficiency of the 
tritium removal facility design. A summary for each chapter is presented as follows: 
 
In this chapter (Chapter 1) of the dissertation, background information on tritium generation and 
transport in FHR systems is introduced. The tritium generation rates from different reactor systems 
are compared and the tritium health impact on human beings is reviewed to illustrate the 
significance of the challenge. The tritium transport properties of common reactor construction 
materials are reviewed.  
 
Chapter 2 describes our investigation of tritium dispersion in the atmosphere. Based on the results 
of calculated maximum dose for the public and current regulatory policies regarding radioactive 
materials and tritium dispersion studies, a preliminary tritium release limit is proposed.  
 
Chapter 3 briefly reviews previous work on the tritium control and mitigation system featuring a 
cross-flow tritium removal facility upon which the current study is based.  
 
Chapter 4 introduces the development of a calculation method for mass transport: the logarithmic 
mean square root of partial-pressure difference (LMSPD). This method is implemented in 
MATLAB and Python. Two experiments are used to validate the code: one is a hydrogen-
permeation experiment in the literature and the other is a gas-separation experiment which used a 
laboratory-scale, cross-flow tritium removal facility. The experimental data and the code 
calculation results are compared and discussed. The results agree well with the experimental data, 
confirming the correctness of the LMSPD method. 
 
Chapter 5 presents the conclusions and a summary of the study.  Suggestions for future research 
on this subject are also proposed.  
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Chapter 2. Tritium Dispersion in the Environment  
 
This chapter discusses the atmospheric dispersion of airborne tritium and the resulting health 
impacts on the public. Tritium dispersion relies strongly on local meteorological and surrounding 
surface conditions, and a generalized prediction might not be accurate. Therefore, the effect of 
each parameter on the resulting doses received by the residents near the nuclear power plant site 
is of value. Atmospheric tritium dispersion was modeled using computer codes, and a parametric 
study of key meteorological variables was carried out. Three sites were selected for the modeling 
and are compared for suitability of FHR construction. Historical meteorological data were used 
for the dose assessment from FHR tritium release. An uncertainty analysis was performed to 
examine the reliability of the prediction of dose equivalent for the near future. The major objective 
of the analysis of tritium dispersion and dose assessment is to determine whether measures should 
be taken to reduce the tritium release rate from FHRs, and if there is such a necessity, to investigate 
the amount of tritium to be prevented from entering the environment.  
 
2.1 Comparison of codes for the dispersion of radioactive materials  
 
During the past decades, researchers have developed several computer codes for modeling and 
calculating tritium dispersion in the atmosphere. However, different codes have different emphases 
and focuses [60]. A literature search was carried out to compare the codes and select a suitable one 
for this study. The codes reviewed are summarized in the following.  
 
The ETMOD (Environmental Tritium Model) is a code developed by Ontario Hydro. It calculates 
the radiological impact of short duration atmospheric tritium release; species include HTO and HT. 
The processes of tritium dispersion that ETMOD simulates include atmospheric dispersion of the 
plume, deposition to and reemission from soils and plants, and chemical transformation of tritium 
in soils. For the atmospheric-dispersion modeling, the Gaussian plume model with horizontal and 
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vertical parameters is adopted [61]. Doses to the public are calculated via inhalation and food and 
drink pathways [21].  
 
AIRDOS-EPA is a computerized model developed by Oak Ridge National Laboratory (ORNL). It 
estimates environmental concentrations and doses to the public from the airborne release of 
radionuclides, including HTO and HT. The same as ETMOD, the Gaussian plume model is used 
for the atmospheric tritium dispersion. In the evaluation of doses received by human beings, two 
pathways are considered for HTO: inhalation and ingestion, while only inhalation is considered 
for HT [62].  
 
The computer codes family RESRAD is designed by Argonne National Laboratory for evaluating 
the radiation doses and risks from residual radioactive materials [63]. The RESRAD codes contain 
several modules, each can be used under different scenarios. The codes allow users to specify the 
surrounding environment of the contaminated site, for instance, the distance and area of a nearby 
waterbody, to reflect specific conditions [64]. The radiation taken-up pathways include external 
exposure in addition to inhalation and ingestion, which is more comprehensive than just including 
the latter two.  
 
GENII is developed as the second generation of environmental dosimetry computer code by 
Pacific Northwest National Laboratory [65]. It is recognized by DOE as a safety analysis toolbox 
code. GENII has the ability to model both chronic and acute radiological material releases to water 
or to air, or contamination of soils or surfaces [66][67]. In the atmospheric-dispersion modeling, 
both straight-line Gaussian-plume and Lagrangian-puff models are incorporated. The same as 
RESRAD, calculation of doses to human beings includes several pathways: inhalation, ingestion, 
and direct exposure.  
 
In this study, GENII is selected for the investigation of the health impact of chronic tritium release 
from FHRs to the public and the effects of various meteorological parameters on the doses received 




2.2 Model setup  
 
The model selection of the tritium dispersion and public dose calculation consist of two major 
parts: the selection of locations being modeled and the input parameters in GENII code. The 
selection of locations is mainly based on the probabilities of future FHR constructions. The input 
parameters include information of the tritium source, meteorological data of the selected site, 
population distribution around the assumed tritium release location, etc.  
 
2.2.1 Sites selection 
 
Because there have not been FHRs constructed in the United States, the candidate sites in the 
simulation are locations that have attracted interest for future molten salt reactor constructions or 
have histories on large tritium airborne release. Three locations are selected: the Hanford site, the 
Idaho Falls site and the Oak Ridge site. Hanford site was a candidate location for Thorcon Power 
to build their future FHR. The Idaho Falls site is a potential molten salt reactor construction 
location. The Oak Ridge site is selected because the molten salt reactor experiments were 
conducted at this location in the 1960s. In this simulation, the tritium release rate is assumed to be 
at constant 18.5 TBq/day and the species release is assumed to be 100% HTO for conservative 
purposes, as explained in section 1.1.2. This assumption models the chronic tritium release during 
an FHR startup. Meteorological data comes from nearby weather stations (Yakima, Pocatello, and 
Knoxville weather stations, respectively). For each simulated site, the maximum dose an individual 
living around the site receives during an operation year of an FHR is calculated. 
 
An hourly meteorological input file is required for GENII calculation. The real meteorological 
data of the year 1990 is selected as the “base” case for the simulation. The meteorological files of 
the year 1990 can be found in Appendix A. Temperature, wind speed, and absolute humidity are 
varied on the base case for the investigation of their effects on the maximum dose that individuals 
receive. The major meteorological parameters of the three selected sites of the year 1990 are 
plotted in Figure 2.1 to Figure 2.9. We can observe that the shapes of temperature or humidity 
distributions are similar for all three sites. However, the wind speed and direction distributions 
vary significantly. At the Hanford site, the dominant wind direction is west, and the most common 
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wind speed range is 3-5 m/s, which takes up 17% of the time. At the Idaho Falls site, most of the 
time, wind comes from north and northeast, and its speed varies from 0 to 9 m/s. For a small 
fraction of time, the wind direction is southwest with a major speed range of 3-5 m/s. However, at 
the Oak Ridge site, the wind most commonly comes from two opposite directions, northeast and 
between south and southwest. And the wind speed at the Oak Ridge site is relatively lower than 














































































































2.2.2 Dispersion model selection 
 
Two models are usually adopted in the calculation of the atmospheric dispersion and transport of 
the radioactive materials: the Gaussian plume model and the Lagrangian puff model. The basic 
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   is the concentration at a distance x , crosswind position y , and height z , in a plume 
with the axis at height effH , [Bq/m
3]; 
  'Q x  is the release rate of the radioactive material (tritium in this study), [Bq/s]; 
  sU H  is the wind speed at the release height sH , [m/s]; 
 y  and z  are the horizontal and vertical dispersion coefficients of the released 
radioactive material, respectively, [m]; 
 and  G z  is the vertical dispersion factor, defined as the following: 
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where effH  is the effective release height, [m], and H  is the thickness of the mixing layer, [m].  
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 , ,p r z t  is the concentration of the puff at the distance r , height z , and at time t , 
[Bq/m3]; 
  0 ,pQ t t  is the mass of the puff released at time 0t , [Bq]; 
 r  is the radial dispersion coefficient, and is assumed to be equal to y , [m]; 
 and  G z  is the vertical factor defined in Eq. (2.2).  
 
In this study, the dispersion model selected was the chronic plume model in the air module of 
GENII. For chronic releasing cases such as the tritium release in this study, the entire area 
investigated is divided into a grid. The basic Gaussian plume model shown in Eq. (2.1) is 
integrated and then divided by the width of the sector in the grid, so that the model is averaged for 
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where i  denotes the i-th sector and w  is the sector width. 
 
2.2.3 Methodology of dose equivalent prediction and uncertainty analysis 
 
Evaluation of uncertainties in dose assessment is a complex process. The conventional sources of 
uncertainty can be grouped into three main categories: uncertainties in the parameters and models 
developed for biokinetic and dosimetric for internal dosimetry evaluation, uncertainties in bioassay 
and environmental measurements for determination of human body radioactive material intake, 
and uncertainties in the quantities and aspects for intake characterization. However, these are based 
on the usual assessment methods that rely on measuring monitoring, bioassay or radiation imaging 
techniques [68]. In this study, an uncertainty source comes from the values of meteorological 
parameters is not negligible. To quantify the uncertainty of the dose calculation, an uncertainty 
analysis was conducted. A prediction of the maximum dose that an individual of the public could 
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possibly receive from chronic tritium release was calculated. A variance-based global sensitivity 
analysis was carried out to show the cause of the variance in the dose equivalent prediction.  
 
We employed the Gaussian Processes (GPs) to construct a surrogate model so that the uncertainties 
of meteorological parameters can be efficiently propagated through the surrogate model to obtain 
the uncertainty of the dosage. Furthermore, based on the surrogate model, we performed a 
quantitative global uncertainty analysis to evaluate the individual influence of these meteorological 





Figure 2.10 Workflow of the dose equivalent prediction process 
 
2.4.1.1  Methodology of uncertainty analysis  
 
The prediction value 
My  can be obtained using the following model: 
 















 q  is a vector of length p , each element represents an input variable; 
 β  is the regression coefficients vector of length m ;  
  h q  is the basis function of a known form, usually a polynomial function;  
and  Z q  is the Gaussian process error model, which, has a mean of 0, a variance of 2 , 
and a nonzero covariance           2, ,i j i jCov Z Z K   q q q q  where 
    ,i jK q q  
represents the kernel function. 
 
The kernel function is a function of the distances between two input vectors and hyperparameters, 
which are independent of the physical process modeled. The hyperparameters are usually obtained 
from point estimate methods, one of the most popular methods being the Maximum Likelihood 
Estimate [69].  
 
The parameters of the Gaussian process model can be obtained by training the model using a large 
number of known inputs and corresponding outputs from the physical process being modeled. 
After training with N  pairs of inputs and outputs, the functions in Eq. (2.5)can be expressed in 
the form of matrices, shown as follows: 
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With the known functions, given a new set of input parameters, the corresponding prediction 
 *ˆ My q  can be obtained by the following expression of the Gaussian process model: 
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The variance of the predictor from the Gaussian process model can be obtained by 
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2.4.1.2 Methodology of global sensitivity analysis  
 
Besides the prediction of the dose equivalent to individuals in the near future, the contribution of 
each input parameter is quantitatively evaluated using the Sobol method [70]. The Sobol method 
assumes independence and uniform distribution on [0, 1] of the parameters. The general model of 
the Sobol method used in the computational analysis is expressed as the following: 
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Let varD  denote the total variance of 
My , the model prediction, then the expression of varD  is 
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where , 1, 2, ,i j p . 
 
Sobol indices shows the influence of a parameter on the prediction. A strong influence of parameter 
i  on the prediction would result in a high first-order Solol index iS , while a strong interaction 
between two parameters i  and j  would results in a high second-order Sobol index ijS . In this 
study, it is assumed that no interactions exist between the meteorological parameters, and therefore, 
only the first-order Sobol indices are calculated. By definition, the Sobol indices of all the 
parameters sum up to 1.  
 
2.4.2 Inputs and outputs from GENII model 
 
In this modeling, the tritium source was set as a single point release source. The form of tritium 
released was assumed to be 100% HTO, i.e., tritiated water vapor. Organic bonded tritium is 
included automatically in GENII because it is generated during the dispersion process, but the 
initial release level is set as 0. The release exit was set as a point 60-meter stack. The temperature 
of the released puffs was assumed to be room temperature, i.e., 25 °C. The exit area of the source 
was assumed to be 2 m2. The topography parameter, or height of adjacent structures, was set as 10 
m.  
 
The radial grid of the calculation used was divided evenly into 16 sectors, and the distances were 
from 5 to 50 km, with 5 km intervals. As a demonstration of this dividing method, the map of the 
Hanford site is shown in Figure 2.11. Briggs’ open country scheme was selected, which applies to 
sites where the surrounding area within 10-stack heights or building heights of the source is not 
mostly built-up. This description is in agreement with the three sites selected in this modeling. The 
curves of the dispersion coefficients are described in Briggs’ work [71]. The expressions of the 
diffusion coefficients in the y  and z  directions are also listed in Table 2.1, where x  is in the unit 
of meter. The diffusion coefficients are functions of the Pasquill stability classification, which 
indicates the level atmosphere stability. Class A represents highly unstable, and class F represents 
high stable. The population data were obtained from the newest statistical data of the Census 
Bureau at the level of counties. It was assumed that inside each county, the population distribution 
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is even. In the grid, each area may cover several counties. In this case, inside each area, the 
population is assumed to distribute evenly. In Figure 2.11, the total population of each area is 
demonstrated by color. We can observe that most population resident to the south and southeast 




Figure 2.11. Grid of calculation for the Hanford site  
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The population was divided into six age groups. The age ranges of the groups are 0–9, 10–24, 25–
44, 45–59, 60–84, and above 85 years. Individuals were assumed to be exposed to the radiation 
for 24 hours per day and 365 days per year. All the radiation dose take-up pathways that are 
applicable to airborne radioactive material release are incorporated, including meat, milk, plant-
sourced food, drinks, air, and soil contact.  
 
The output of from GENII is the maximum dose equivalent that an individual receives if the 
individual resides near the modeled tritium release point. This value represents the highest health 
risk that the public is exposed to at the modeled level of chronic tritium release.  
 
2.3 Parametric study of key meteorological parameters  
 
In total, for the three tritium release sites modeled, five parameters were investigated, three of 
which are meteorological parameters, one geometric parameter, and the other the tritium release 
rate. All five parameters were varied individually. The real meteorological data of the year 1990 
was used as the “base” meteorological file for the parametric study, and while each parameter was 
studied, the other parameters were fixed at the 1990 values. The three meteorological parameters 
studied are the atmosphere temperature, humidity, and wind speed. The geometric parameter 
studied is the height of the tritium release point, which is part of the tritium source modeling.  
 
2.3.1 Effect of the atmosphere temperature on dose assessment 
 
The temperature was the first parameter investigated in the study. Although the tritium 
concentration in the rain is not affected by temperature, the dispersion of tritium in the environment 
is highly affected by temperature in other aspects [28]. The range of temperature variation is from 
–10 to 10 degrees different from the 1990 values in Celsius. The points in the plots represents the 
historical annual average temperature of the three sites. For every hourly temperature, the value is 
adjusted by increasing or decreasing 1 degree at a time. This method preserves the shape of the 
hourly temperature distribution throughout the year. Figure 2.12 shows the maximum dose 
received by individuals caused by tritium release during a one-year startup operation of the FHR 






Figure 2.12. Effect of temperature on maximum individual dose  
 
Climate change has received wide attention recently. Studies show that meteorological parameters 
have the potential to change significantly in the 21st century [72][73]. From the meteorological 
data of the year 1960 to 2017, more peaks in the parameters such as temperature, and precipitation 
rate, can be observed in the most recent years, which means the increase of the frequency and 
severity of extreme climate events. As an example, the annual average daily temperature, 
maximum and minimum daily temperature at the Hanford site are plotted in Figure 2.13. A slight 
increase in the average daily temperature can be observed clearly. Since 2010, the averaged 
minimum temperature has never dropped below –15 °C, which appeared frequently before 2010. 
In addition, from 2010 to 2017 there were a few sharp peaks in the maximum temperature, the 






Figure 2.13. Annual average temperatures at the Hanford site  
 
As the temperature increases, the maximum individual dose from tritium release also increases. 
From the three sites simulated, a 1-°C increase would result in 0.33 – 1.21% increase in the 
radiation dose. If the temperature increases by 5 °C, an increase of 1.50 – 5.61% in the maximum 
individual dose is expected. There have been studies showing that by 2100 the surface temperature 
might rise to 4.8 – 5.8 °C higher than that at the beginning of the 20th century [74]. Therefore, 
when considering tritium release from FHRs, it is necessary to include the effects of potentially 
higher temperatures in the upcoming decades.  
 
2.3.2 Effect of wind direction and speed on dose assessment 
 
Wind direction affects the health impact of radioactive materials on the public mainly in the aspect 
of dose distribution. People living in the downwind areas receive higher doses because of the 
atmospheric dispersion of tritium. The effect of wind direction on the dose distribution can be 
observed clearly from Figure 2.14. For the Hanford site, the dominant wind direction is from the 
west, resulting in the highest individual doses in areas east of the tritium release location. From 
the plot, it can also be observed that the nearer residents locate toward the release point, the higher 
dose they receive. Therefore, to avoid taking in excessive radioactive materials, the public can 






Figure 2.14 Distribution of individual dose received from tritium release at the Hanford site 
 
Wind speed is another major factor that affects the dispersion of radioactive materials [75]. In this 
calculation, wind speed is varied from 0 to twice the 1990 wind speed values. Figure 2.15 shows 
the effect of changing the wind speed on the maximum dose individuals receive. The horizontal 
axis represents the ratio of adjusted wind speed to the 1990 values. The points in the plot represents 









































At lower wind speeds, the maximum dose that an individual receives is obviously higher than at 
higher wind speeds. As the wind speed increase, the negative impact on public health decreases 
quickly at first, and then the decrease slows down after about 1 m/s. Comparing the maximum 
individual dose under no wind conditions and when the wind speed is 1 m/s, for the Hanford site, 
the former is 10.48 times that of the latter. For the Idaho Falls site, the ratio is 8.79 and for the Oak 
Ridge site, the ratio is 2.97. Comparing the ratio of maximum individual doses at 1 m/s and 2 m/s 
wind speeds, it is 1.25, 1.24, and 1.07, for the Hanford site, the Idaho Falls site, and the Oak Ridge 
site, respectively. The high dose that the public receive at lower wind speeds might come from 
longer residence periods of tritium because of lack of convection in the air.  
 
2.3.3 Effect of air humidity on dose assessment 
 
Similar to wind speed, the absolute humidity is adjusted in the same manner. The range of absolute 
humidity is 0.68 to 11.35 g/m3, which corresponds to 6% to 100% relative humidity at the average 
temperature. Completely dry condition, i.e., 0 humidity is not modeled because of its rare 
occurrence. Figure 2.16 shows the change of maximum individual dose at different absolute 
humidity levels.  
 
The air humidity is affected by several parameters, such as water vapor content, and temperature. 
All these factors determine the amount of water that unit mass of air can hold. Changes in the 
humidity can affect the hydrological cycle, which furthermore affects the tritium transport in the 






Figure 2.16. Effect of relative humidity on maximum individual dose 
 
The effects of humidity on public health show similar trends for all three locations modeled. Drier 
climates are in favor of tritium being taken up by human beings. The maximum individual dose 
drops rapidly as the humidity content increases and then gradually levels off. At 10% relative 
humidity level, the maximum dose an individual receives is 9.5–10 times that at 100% relative 
humidity level.  
 
Besides these three parameters investigated, precipitation amount and precipitation intensity are 
also of interest. However, because of the way GENII deals with precipitation, varying these two 
parameters does not affect the final maximum individual dose level. This is because, in GENII, 
the amount of tritium coming down to the ground and taken up by living creatures is estimated in 
a conservative way. It is assumed that the tritium concentration in leafy vegetables and pasture is 
90% of the concentration in air moisture, and in fruit, root crops, other vegetables and grain the 
ratio is 80%. This assumption makes the dose received by individuals independent of the 







2.3.4 Effect of tritium release point height on dose assessment 
 
Because tritium dispersion depends significantly on the local topography, the height of the release 
point is of interest. The basic equation in the Gaussian dispersion model that is used to calculate 
the tritium dispersion in the downwind direction is shown as the following: 
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where  
 , ,x y z  is the time-integrated concentration at the location  , ,x y z ; 
Q  is the tritium release rate; 
y  and z  are the horizontal and vertical diffusion parameters, respectively; 
u  is the mean wind speed; 
and effH  is the effective release height.  
 
Although Eq. (2.16) shows how the tritium concentrations at different locations are affected by the 
release height, to what extent this affects individual doses still needs to be investigated. Under the 
tritium release rate during FHR normal operation, the maximum annual dose received by an 
individual is shown in Figure 2.17. Increasing height of the tritium release point is an effective 
method to lower the health impact on the public. For the Idaho Falls site or the Oak Ridge site, the 
maximum individual dose level shows a sharp drop when the stack height exceeds 100 m. For the 
Hanford site, even though the drop at 100 m is not as significant as at the other two sites, the plot 
still shows an obvious decrease in the maximum individual dose. This drop is considered to be 
caused by the change of layers of atmosphere. Close to the surface (below 100 m) the wind speed 
is dominated by surface-based length scales. Above this layer, other length scales can influence 
the wind speed as well, and the wind speed increases with height [76]. Wind speed influences the 
Pasqual stability class, which further affects the diffusion coefficients, as indicated in Table 2.1. 
Continue to raise the release point above 100 m further decreases the health impact on the public 
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while increases the construction cost. Economic factors need to be taken into consideration when 
determining the height of the tritium release point. However, it might be reasonable to set the 




Figure 2.17. Effect of stack height on maximum individual dose 
 
2.3.5 Effect of tritium release rate on dose assessment 
 
It is estimated that during the startup phase of an FHR, the tritium generation rate can be as high 
as 10 times that during normal operation. The radiation dose an individual receives should be 
proportional to the tritium release amount. To verify this relationship, in this study, the effect of 
the length of the startup phase on the radiation dose the public receives was investigated by varying 
the percentage of time in a year that the reactor is in the startup phase. For the Hanford site, the 






Figure 2.18. Effect of release rate on maximum individual dose 
 
Using the linear relationship between the maximum individual dose and the tritium release rate, 
the maximum tritium release rate allowed under current public health protection regulations can 
be calculated. For the Hanford site, to limit the maximum dose an individual receives to under 0.4 
mSv/y, the chronic tritium release rate should be less than 14.71 TBq/day if the height of the 
release point is 60 m. The release rate for the Idaho Falls site is less than 11.23 TBq/day, and for 
the Oak Ridge site 12.35 TBq/day. If the reactor experiences a startup phase within the calculated 
year, and the tritium release rate during the startup exceeds the above-calculated value, to make 
sure the radiation dose to the public stays within the regulatory limit, the tritium release rate during 
the normal operation will need to be further lowered.  
 
Because the calculated tritium release rate limit is well below the generated rate during normal 
operation (18.5 TBq/day), a tritium control and mitigation strategy is necessary. Several strategies 
have been proposed: tritium absorption using graphite [ 77 ], double-wall intermediate heat 
exchanger with tritium removal in the wall gap [52], cross-flow tritium removal facility [78], etc. 
One or more strategies can be adopted based on the specific conditions of the reactor.  
 
2.3.6 Comparison of three candidate sites  
 
A comparison of the key meteorological parameters and the calculation results of the three 
modeled locations are shown in Table 2.2. Among the three candidate sites for FHR construction, 
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the Idaho Falls site has the lowest annual average temperature and the highest wind speed, which 
help lower the radioactive dose that the public may receive. On the other hand, the Idaho Falls site 
has the lowest relative humidity, which leads to a higher individual dose. As a result of the 
combined effects of these key meteorological parameters and other factors, the Idaho Falls site has 
the highest maximum individual dose among these three sites, with the 60-m stack or 110-m stack 
alike. While the Hanford site has the lowest wind speed, medium temperature and relative 
humidity, the maximum individual dose at this location is the lowest among the three. The 
calculation results show that although the key parameters significantly affect the health impact of 
tritium release on the public, for a specific site, to evaluate the impact quantitatively, detailed 
calculation is necessary.  
 
Table 2.2 Comparison of the three candidate sites 
 
Site Hanford Idaho Falls Oak Ridge 
Annual average temperature [°C] 10.4 8.9 15.9 
Annual average relative humidity [%] 60.3 55.0 71.0 
Annual average wind speed [m/s] 3.5 5.1 4.9 
Max. individual dose [mSv/y] 60-m stack 5.03 6.59 5.99 
110-m stack 2.61 2.90 2.83 
Reduction due to stack height increase [%] 48.1 56.0 52.8 
 
2.4 Results of dose equivalent prediction based on forward uncertainty propagation 
 
In this study, it is assumed that the meteorological parameter temperature is a random variable 
following a uniform distribution, while wind speed and humidity are random variables following 
normal distributions. The distributions are determined by observing the historical meteorological 
data of the three sites. Take the Oak Ridge site as an example to illustrate the process. The historical 
annual average temperature of the Hanford site is plotted in Figure 2.19. It can be observed clearly 
that the temperature has been rising from the year 1960. Therefore, it is reasonable to assume the 
temperature would follow this trend. We picked the high and low peaks of temperature from 1990 
to 2018, and drew two linear regression lines. The two bounds are extrapolated into the near future 
to serve as the upper and lower bounds of the temperature variation range. In addition, from the 
pattern of historical data, temperatures scatter uniformly in the range. Therefore, we also assume 
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that temperature follows a uniform distribution with the variation range bounded by the 




Figure 2.19 Historical temperature (Oak Ridge site) 
 
For wind speed and humidity, the scatter plots and the histogram plots suggest normal distribution 
during the past decades, as indicated in Figure 2.20 to Figure 2.23. Data for the humidity is only 
available from 1960 to 1990. However, very little change has occurred in humidity from 1930 to 




















Figure 2.23 Histogram of historical humidity (Oak Ridge site) 
 
The key parameters of the distributions are listed in Table 2.3. For each site, 125 samples are drawn 
from the distributions using the Latin Hypercube Sampling technique, and the corresponding 
maximum individual doses are calculated to be used for the training of the Gaussian process model 
[80]. The marginal distributions of the three variables and their pairwise joint distributions are 
plotted in Figure 2.24–Figure 2.26. It can be observed that no obvious correlations exit between 
these three parameters. The Sobol indices analysis confirms that no interaction exists between the 
variables because the difference between total Sobol and the first-order indices are minimal, as 
indicated in Table 2.4. The first-order Sobol indices are also displayed visually in Figure 2.27 for 
direct comparison. For different sites, the significance of a certain meteorological parameter 
changes dramatically.  
 
Table 2.3 Ranges of input meteorological parameters 
 
 Temperature [°C] Wind speed [m/s] Relative humidity [%] 
Range  Mean Standard 
deviation 
Mean  Standard 
deviation 
Hanford [10.82, 13.03] 2.70 0.274 60.73 2.737 
Idaho Falls [8.49, 9.54] 4.54 0.409 57.69 3.090 
















Figure 2.26 Distribution of input meteorological parameters (Oak Ridge site) 
 
Table 2.4 Sobol indices of meteorological parameters on dose assessment 
 
Parameter  Hanford site Idaho Falls site Oak Ridge site 
First-order Total First-order Total First-order Total  
Temperature 0.0225 0.0274 0.0145 0.0148 0.3565 0.3512 
Wind speed 0.9256 0.9341 0.7404 0.7559 0.1390 0.1346 








As stated above, for different locations, the contributions of the meteorological parameters on the 
dose differ significantly. Wind speed is the dominant factor at the Hanford site and the Idaho Falls 
site, while it contributes less than 14% at the Oak Ridge site. The factor that dominates at the Oak 
Ridge site is humidity. Besides humidity, temperature also contributes more than 35% to the 
prediction. At the Idaho Falls site, the second significant factor that influences the dose assessment 
is the humidity.  
 
For the three sites investigated, the maximum individual doses from chronic tritium release in the 
near future are predicted. The year 2020 is selected as the time frame of the evaluation of dose 
equivalent from chronic tritium release. The probability distributions of the predictions are shown 
in Figure 2.28–Figure 2.30. The probability distributions of the maximum individual dose at the 
three sites differ significantly. For the Hanford site, the most probable dose falls between 0.42 and 
0.43 mSv range, while for the Idaho Falls site, the most probable range is from 0.33 to 0.35 mSv, 














Figure 2.30 Dose equivalent prediction for 2020 (Oak Ridge site) 
 
The probability distribution of the Hanford site shows two peaks, the major one at 0.42 mSv and 
the smaller one at 0.28 mSv. Taking Sobol indices into account, because the wind speed absolutely 
dominates, the mean value of the wind speed caused the major peak. The smaller peak on the left, 
however, results from accumulation of corresponding dose calculation results of wind speeds 
higher than the mean value. The mean value of wind speed for the Hanford site equals 79% relative 
wind speed in Figure 2.15. As the wind speed increases to above the mean value, the resulting 
maximum individual dose does not show an obvious decrease. In the uncertainty analysis, samples 
with wind speeds in this range lead to a similar dose assessment, causing an accumulated peak to 
appear. Because wind speed is of a normal distribution, the number of these samples is of a 
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relatively small percentage, causing the accumulated peak to be a secondary one, lower than the 
major peak.  
 
In Figure 2.29, similar to what is observed in the Hanford site prediction, a small peak appears to 
the right-hand side of the major peak. For the Idaho Falls site, wind speed dominates with a 0.74 
Sobol index. The major peak represents the mean value of the wind speed distribution, which 
corresponds to 90% relative wind speed in Figure 2.15. The magnitude of the smaller peak is only 
1/8 of the main peak and is probably caused by the underlying correlation between wind speed and 
humidity, which contributes 23% to the prediction results.  
 
The probability distribution of prediction for the Oak Ridge site follows a normal distribution. This 
is within expectation, because the two most significant influential parameters, humidity and 
temperature, are of normal distribution and uniform distribution, respectively.  
 
From the linear relationship between tritium release rate and dose equivalent, it can easily be 
observed that for the Oak Ridge site, the probability that an individual receives dose higher than 
the regulated 0.4 mSv/y is extremely low. For the Idaho Falls site, the probability that the 
maximum dose that an individual receives does not exceed the limit is 91.62%, while for the 
Hanford site, the probability is only 44.27%. The results present some disagreement with the 
results obtained for the year 1990, as listed in Table 2.2, where the Hanford site would be the most 
suitable location for FHR construction, considering the radioactive impacts to the public. Because 
the meteorological parameters vary and the climate changes generally with time, the resulting 
appropriateness of the same candidate location could alter as well.  
 
From the linearity of the effects of tritium release rates on the dose equivalent, and combining the 
probability distributions of dose equivalent prediction, we can try to propose the maximum tritium 
release rates required to meet the regulatory limit for the three investigated sites. With a 95% 
confidence interval, and the height of the tritium release point set at 110 m, the tritium release 




Table 2.5 Tritium release limit for FHRs based on prediction 
 
Site Max. tritium release rate [TBq/day] 
Hanford 15.75 
Idaho Falls 16.92 
Oak Ridge 26.74 
 
2.5 Conclusions on the tritium dispersion modeling  
 
In this part of the study, to evaluate the potential health impact of the released tritium to the public 
residing near the FHR site, modeling of chronic airborne tritium release was performed for three 
different locations: Hanford site, Idaho Falls site, and Oak Ridge site. The maximum annual dose 
that an individual would receive from the tritium release was calculated. Parametric studies of 
crucial meteorological and geometric parameters, i.e., temperature, wind speed, humidity, and 
height of the release point were carried out. It is discovered that to lower the public health impact 
from FHR tritium release, we should choose a location that has the climate of low temperature, 
high wind speed, high relative humidity, and set a high release point. In addition, the calculations 
using various tritium release rates show that the maximum individual dose has a linear relationship 
with the release rate. This linearity can be applied conveniently to the startup period and situations 
with different tritium release rates.  
 
From a comparison of the three calculated potential FHR construction locations, it is discovered 
that based on the climate of 1990, under the same tritium release rate and with the same release 
point height, the Hanford site has the lowest health impact on the surrounding residents among the 
three sites. However, a prediction of the dose equivalent of the year 2020 and the corresponding 
uncertainty analysis show that in the near future, residents near the Oak Ridge site will have the 
lowest probability to exceed the regulated annual radioactive dose limit. Therefore, dose 
assessment for the future should include the effects of climate change, and uncertainty analysis 
should be performed to address the significant uncertainties in meteorological parameters. It is 
also discovered that for different geological locations, the dominance of meteorological parameters 




Measures to keep the tritium release rate within the limits include: select a location with a favorable 
climate (i.e., features low temperature, high wind speed or high humidity), increase the height of 
the tritium release point, and adopt a tritium control strategy in the reactor system.  
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Chapter 3. Tritium Control and Mitigation Strategies 
 
From the calculation of the potential health impact of released tritium, control of the tritium release 
rate from FHRs is necessary. The upper limit of the release rate varies for each FHR construction 
site due to different climates and topographies. This chapter introduces a tritium control and 
mitigation system proposed for tritium management in FHRs. The design work of the system was 
completed in an earlier study by the author [53]. Therefore, in this dissertation, the system and the 
key component of the system, i.e., the cross-flow tritium removal facility are only concisely 
described without further technical details. The proposed cross-flow tritium removal facility was 
compared with the double-wall heat exchanger design, which is another strategy for tritium 
removal in FHRs. An economic analysis was performed to show the cost advantages of the 
proposed system with the cross-flow tritium removal facility.  
 
In this study, the permeation window extraction facility is selected as the prototype for a tritium 
control system design because this strategy brings some advantages compared with the 
countercurrent extraction tower: 
1. The permeation window extraction facility can be part of the intermediate heat exchanger. 
This reduces the amount of design work; 
2. The sweep gas is not mixed or physically in contact with the molten salt. Separate flow is 
more advantageous than mixed flow in the aspect of flow control; 
3. The amount of helium that dissolves in the molten salt can be reduced if the material of 
fabrication for the permeation wall is properly selected. The permeation window material 
is expected to have selective permeation properties that enable T2 to transport while 





3.1 Tritium control and mitigation system for FHR systems  
 
Based on the behavior of tritium in FHR systems and the principles of the permeation window 
extraction facility, we designed a tritium control and mitigation system. The system consists of a 
redox control station, a tritium removal facility, and an optional double-wall IHX with tritium 
permeation barrier, as shown in Figure 3.1. In addition, the tritium removal facility has an 
additional loop to collect tritium in the purging gas, which extracts tritium from the primary coolant. 
In the redox control station, beryllium is used as the redox agent since it is an original component 




Figure 3.1 Schematic of the tritium control and mitigation system  
 
The tritium removal facility locates downstream of the outlet of the core, and extracts T2 out of the 
primary coolant. The underlying principles for designing such a tritium removal facility are:  
1. To increase the mass transfer area to volume ratio;  
2. To increase the turbulence of the molten salt flow, so that the gradient of T2 concentration 
from the center of the flow channel to the diffusion boundary can be flattened, reducing 





3.2 Design of the cross-flow tritium removal facility  
 
The finalized cross-flow tritium removal facility is shown in Figure 3.2. In this drawing, only a 
quarter of the whole tube bank is presented in the front left corner, while in the real facility the 
tube bank occupies the entire space of the facility. It is designed with a modular concept in mind, 
to meet different demands of tritium removal rates in FHRs of different power levels. Multiple 
modules can be bolted together in a row, increasing the total active length of tritium removal area, 













During the design process of the tritium removal facility, several design concepts were modeled 
using computational simulation tools, COMSOL Multiphysics and MATLAB. These concepts 
include but not limit to: bubble column, packed bed scrubber, printed circuit heat exchanger with 
fins, wavy plate heat exchanger, and cross-flow tube bank. The schematic of each design concept 




Figure 3.4 Design concepts of the tritium removal facility  
 
The simulation results are listed in Table 3.1. The values in this table are normalized based on the 
values of the cross-flow tube bank for direct comparison. We discovered that the cross-flow tube 
bank design possessed the potential of the highest tritium removal efficiency, and therefore, we 
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A variety of dimension sets were proposed for the cross-flow tritium removal facility. Calculations 
were carried out to study their tritium removal performance and molten salt pressure drop. Among 
the total 25 models that have been calculated, two cases where the best results in both mass transfer 
performance and pressure drop are selected, as listed in Table 3.2. The total mass flow rate of the 
molten salt and the tritium inlet concentration used in the calculation are from the pre-conceptual 










Table 3.2 Configurations of the tritium removal facility  
 
Items Unit Design A Design B 
Total mass flow rate of molten salt kg/s 11190.8 
Tritium concentration in inlet molten salt mol/m3 1.8×10-6 
Tritium concentration in outlet molten salt mol/m3 1.69×10-6 
Objective tritium removal rate mol/(m3-s) 7.2×10-8 
Tube outer diameter mm 26.67 33.40 
Tube inner diameter mm 20.93 26.64 
Tube wall thickness mm 2.87 3.38 
Tube bank pitch mm 33.27 41.66 
Number of tubes – 292 177 
Molten salt inlet frontal velocity m/s 1 1 
Number of modules required – 10 15 
 
In the finalized designs, the tritium concentration in the primary coolant is intentionally raised to 
10 times its production rate (1.8×10-7 mol/(m3-s)). As a result, the tritium concentration difference 
between the primary coolant and the purging gas is raised, which leads to a larger mass transfer 
driving force. In summary, the designed cross-flow tritium removal facility characterizes a large 
ratio of mass transfer area over volume, a highly turbulent molten salt flow, and a large gradient 




3.3 Double-wall IHX with tritium permeation barrier  
 
An alternative tritium removal strategy is to use a double-wall heat exchanger in the primary loop 
with the tritium permeation barrier filled in tube gaps [52]. This strategy combines heat transfer 
and tritium control into one single component, and no separate tritium control facility is needed.  
 
Figure 3.5 shows a design of the double-wall Natural Draft Heat Exchanger (NDHX) to be used 
in the DRACS loops. The molten salt coolant flows on the tube side of the inner tube, air flows on 
the shell side of the outer tube, and in between the inner and outer tubes flows the tritium removal 
fluid (helium in this design). Tritium dissolved in the molten salt permeates through the inner tube 
wall and is carried away by the flowing helium. Four different tube configurations are proposed 
[81]:  
1. Inner plain tube + outer plain tube; 
2. Inner plain tube + outer fluted tube; 
3. Inner fluted tube + outer plain tube; 






Figure 3.5 Design of the double-wall NDHX [81] 
 
As a heat exchanger, both its heat transfer performance and tritium removal performance need to 
be evaluated. The NDHX is designed for 8.5 MW heat load. Optimization of the heat exchanger 
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design parameters is performed. The optimized design achieves 95% heat transfer and 65% tritium 
removal.  
 
The tritium removal facility and the double-wall heat exchanger can also be combined in the 
primary loop. A double-wall IHX can be located after the tritium removal facility. Because of the 
high level of tritium concentration in the primary coolant, a tritium diffusion barrier might be 
necessary to prevent tritium from leaking into the secondary loop through the IHX tubes. The 
barrier must be located between the primary loop and the secondary loop, which means that the 
barrier would also participate in the heat transfer. Similar to the NDHX introduced above, in 
designing and optimizing the IHX with tritium permeation barrier, heat transfer resistance added 
to the IHX due to the added barrier need to be balanced with the tritium permeation reduction 
performance.  
 
The tube configuration of the IHX can be the first choice, inner plain tube + outer plain tube. A 
single tube unit is shown in Figure 3.6. Primary coolant flows inside Tube 1. Right outside each 
tube, there is a concentric tube (Tube 2) which sandwiches the tritium permeation barrier between 
itself and the primary side tube (Tube 1). The secondary coolant flows in the gap between Tube 2 




Figure 3.6 Intermediate heat exchanger with tritium permeation barrier 
 
From the tritium transport coefficients in molten salts, it can be observed that molten salts are good 
tritium diffusion barriers. Therefore, FLiNaK, which has a lower tritium diffusion coefficient than 
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FLiBe, can be used as the tritium permeation barrier. FLiNaK is designed to flow at a very low 
speed, for instance, 1/10 of the FLiBe flow rate. The design parameters are listed in Table 3.3. An 
intermediate heat exchanger using molten salt as the tritium permeation barrier will have a similar 
structure as is shown in Figure 3.7. 
 
Table 3.3 Primary parameters of the IHX with barrier 
 
Inner radius of Tube 1 (R1i) [mm] 12.7 Outer radius of Tube 1 (R1o) [mm] 13.4 
Tube wall thickness [mm] 0.737 Gap 2 thickness [mm] 6.35 
Barrier thickness [mm] ~ 1 FLiNaK barrier flow rate [m/s] 0.05 




Figure 3.7 Structure of an IHX using molten salt as tritium permeation barrier 
 
Another option for the sandwiched tritium permeation barrier in the intermediate heat exchanger 
is Al2O3, which is widely studied as a promising tritium permeation barrier material. The only 
difference in this design compared with the one above is that FLiNaK is replaced by Al2O3. 
According to the literature, a major application of Al2O3 is to apply it as a coating on surfaces. 
However, one of the major challenges with Al2O3 coating is that it is difficult to produce uniform 
coating without defects. Defects in the coating greatly reduces its effectiveness as a tritium 
permeation barrier. In addition, the coating cracks under irradiation and corrosion, which again 
reduces its permeation reduction performance significantly.  
 
Al2O3 has a higher thermal conductivity compared to FLiNaK. The thermal conductivity of 
FLiNaK is around 1 W/(m-K), while that of Al2O3 is around 30 W/(m-K). Therefore, the heat 
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transfer performance should be better with the Al2O3 barrier, if both barriers are of the same 
thickness.  
 
The current concern of the Al2O3 design is that the barrier may reach saturation at a certain time 
length after the operation starts. Unlike FLiNaK or other types of molten salt tritium permeation 
barriers which can flow and get cleaned up, the Al2O3 barrier is expected to last long before getting 
replaced. It still remains to be examined whether Al2O3 can still act as satisfactory tritium 
permeation barriers in an intermediate heat exchanger, even when it is saturated with tritium. In 
addition, the integrity of the barrier is a key factor in the tritium permeation reduction performance 
of the Al2O3 barrier. Under the high temperature gradient in the IHX, it is highly possible that the 
barrier will develop cracks that degrade the tritium permeation reduction performance.  
 
3.4 Economic assessment 
 
An economic assessment was conducted to evaluate the costs of the two tritium control strategies, 
i.e., the tritium removal facility and the double-wall heat exchanger. In addition, the costs of the 
three-loop and two-loop FHR systems were also compared to verify the economic advantages that 
the two-loop FHR design holds over the three-loop design.  
 
3.4.1 Cost analysis of the cross-flow tritium removal facility 
 
Because the cross-flow tritium removal facility has the geometry of a cross-flow heat exchanger, 
its cost can be calculated using the methods developed for heat exchanger cost evaluation. 
Therefore, for both the cross-flow tritium removal facility and the double-wall heat exchanger, a 
cost evaluation model developed by Taal et al. [82] is used. The total cost includes capital cost and 
operating cost, which are calculated separately. The capital cost includes both material cost and 
fabrication cost. For the operating cost, a base cost is calculated, and each year’s operating cost is 
obtained by applying operating time-related factors and inflation factors to the base cost.  
 
The operating cost is calculated for a time span of 10 years with a 2% inflation rate per year 
considered. The annual inflation rate is estimated using the average values during the past 10 years, 
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as shown in Table 3.4. The annual inflation rate each year is calculated using the monthly 
Consumer Price Index published by the Bureau of Labor Statistics (BLS) [83]. 
 
Table 3.4 Annual inflation rate 2006 – 2015 [83] 
 













The capital cost is affected by several parameters, including geometry, material, pressure, and 
annual inflation rate. Each heat exchanger has a fixed cost related to the total heat transfer surface 
area. For the tritium removal facility, it is the mass transfer surface area. The fixed cost bC  in UDS 
is calculated by:  
 
       
2
exp 8.202 0.01506 log 0.06811 log
b
C A A ,   (3.1) 
 
where A is the total heat transfer surface area in the heat exchanger, m.  
 
The fabrication cost of a heat exchanger is related to the type of heat exchanger built. The tritium 
removal facility resembles a fixed head heat exchanger, of which the fabrication cost factor dF  is 
expressed as: 
 




The pump work to compensate for the pressure drop varies with different pressure drop range, as 
listed in Table 3.5.  
 
Table 3.5 Expressions of pressure cost  
 
Operating pressure range [kPa] Pressure cost expression 
700 – 2100 0.8955 0.04981logpF A   
2100 – 4200 1.2002 0.0714 logpF A   
4200 – 6200 1.4272 0.12088 logpF A   
 
In the original model developed by Taal et al. [82], several common materials for heat exchanger 
fabrication are investigated. The material cost for each material is shown in Table 3.6.  
 
Table 3.6 Expressions of material cost in the year 2003 
 
Material Material cost expression 
Stainless steel 316 1.4144 0.23296logmF A   
Incoloy 600 2.4103 0.50764 logmF A   
Incoloy 825 2.3665 0.49706logmF A   
Hastelloy 3.7614 1.51774 logmF A   
 
For the evaluation of the cross-flow tritium removal facility, the construction material is stainless 
steel 316H. To calculate the material cost, an adjustment is made by multiplying the ratio of 
average market prices of two materials at two years, i.e., 2003 and 2016. Take stainless steel 316H 
for example, which is used in the tritium removal facility for current research, the stainless steel 
316/316L surcharge is as shown in Table 3.7 when the model was first used in 2003. The average 
price of stainless steel 316/316L in 2003 and 2016 has a ratio of 0.60. This ratio is also taken into 
consideration because it could potentially represent the market price change of the main structural 





Table 3.7 Historical surcharge of stainless steel 316/316L [84] 
 
Month Year 2003 Year 2016 
1 0.1583 0.4112 
2 0.1556 0.4155 
3 0.2097 0.4003 
4 0.2525 0.4190 
5 0.2608 0.4333 
6 0.2377 0.4918 
7 0.2804 0.5090 
8 0.3198 0.5427 
9 0.3109 0.5819 
10 0.3552 0.5433 
11 0.3970 0.0000 
12 0.4526 0.0000 
Average 0.28 0.47 
 
The economy situation varies from year to year. So, a time factor is also added to the cost to take 
inflation into account. The annual inflation rate which is calculated before is adopted as the 




F .  (3.3) 
 
The total capital cost is: 
 
 capital b d p m yrC C F F F F .  (3.4) 
 
The energy cost EC  is required for the calculation of the operating cost. An estimated average 
market electricity cost of 10 cent/kWh is adopted [85].  
 
  0.1EC . (3.5) 
 









P p ,  (3.6) 
 
where 
   is the pump efficiency, which is estimated to be 0.7 in this economic analysis; 
 m  is the mass flow rate of molten salt on the shell side of the tritium removal facility; 
   is the density of molten salt; 
 p  is the pressure drop of molten salt flowing through the tritium removal facility.  
 
Assuming the other costs are much smaller than the pumping power cost, the operating cost can 




C PC H , (3.7) 
 
where operationH  is the number of operating hours per year. In this economic analysis, 7000 h/y is 
used. 
 




C C C . (3.8) 
 
A MATLAB code was written to calculate the cost of the tritium removal facility for 10 years. The 
results are listed in Table 3.8. The total cost is calculated for 10 years after construction. In this 
calculation, all primary salt flows through the tritium removal facility, which leads to a large 






Table 3.8 Cost of the tritium removal facility with full primary coolant flow 
 
Fixed cost [$] bC  1.33 × 10
6 
Fabrication cost factor dF  0.94 
Pressure cost factor pF  1.35 
Material cost factor mF  6.94 
Yearly inflation factor yrF  1.02 
Energy cost [$/kW-h] EC  0.1 
Capital cost [$] capitalC  1.19 × 10
7 
Operating cost [$] operatingC  1.14 × 10
6 
Total cost (10 years) [$] totalC  2.33 × 10
7 
 
To make the tritium management more economically attractive, one practical method is to reduce 
the flow rate passing the tritium removal facility. Therefore, the facility size will consequently be 
reduced as well. If 10% of the total primary salt flow rate passes the tritium removal facility, the 
cost was calculated, as shown in Table 3.9 based on the above model. The total cost in 10 years 
after construction is also reduced to about 10% of the cost with 100% primary coolant flow. The 
tritium removal rate might be lower in the case of 10% flow rate compared with 100% flow rate if 
the tritium concentration level in the primary coolant is the same. This can be made up by raising 
the tritium concentration level in the primary loop, as discussed in previous sections.  
 
Table 3.9 Cost of the tritium removal facility operating with 10% primary coolant flow rate 
 
Fixed cost [$] bC  1.03 × 10
5 
Fabrication cost dF  0.76 
Pressure cost pF  1.24 
Material cost mF  5.79 
Yearly inflation factor yrF  1.02 
Energy cost EC  0.1 
Capital cost [USD] capitalC  1.19 × 10
7 
Operating cost [USD] operatingC  1.14 × 10
5 





The cost evaluation of a double-wall heat exchanger with tritium permeation barrier requires 
knowing the amount of barrier needed. The unit price of raw yttrium material, for instance, a highly 
efficient tritium getter, is $275/kg [86]. However, the estimation of the amount of yttrium required 
is complicated because the combination number of tritium to yttrium is subject to change with 
several factors, including temperature, pressure, and probably also the geometry of yttrium. The 
typical combination number is between 1 and 3. This makes the estimation difficult. For a 
conservative estimate, the combination number can be selected as 1, while 2 might be good for an 
average estimation.  
 
The amount of yttrium required to absorb the permeated tritium is only one of the many factors 
that influence the total required amount. Because it is reasonable to assume not all tritium will be 
absorbed immediately upon contacting with yttrium, an additional diffusion factor should be 
applied. To date, there is limited research on the influence of absorbed tritium, i.e., the formation 
of yttrium hydride on the tritium absorption rate of yttrium. More research and investigation is 
needed for the estimation of yttrium amount in the double-wall heat exchanger.  
 
While the cost of the double-wall heat exchanger cannot be readily evaluated, the cost of the 
double-wall heat exchanger with helium as the tritium permeation barrier can be calculated using 
the same model as the cross-flow tritium removal facility. The calculated cost is shown in the next 
section.  
 
3.4.2 Cost comparison of tritium control strategies 
 
In the AHTR preconceptual design, the cooling system consists of three loops: the primary loop 
containing FLiBe, the intermediate loop containing KF-ZrF4 and the power cycle containing water. 
The function of the intermediate loop is to transfer heat from the primary loop to the power cycle, 






Figure 3.8 Cooling system of AHTR conceptual design [87] 
 
With the tritium removal system designed for the primary loop, the function of the intermediate 
loop of preventing tritium from permeating into the power cycle is replaced. The intermediate loop 
can be eliminated for economic considerations. The primary loop will pass heat directly to the 









The strategies proposed for tritium control in a two-loop FHR system are as follows: 
1. The tritium removal facility; 
2. The double-wall heat exchanger [52]; 
3. The tritium removal facility and the double-wall heat exchanger; 
4. The tritium removal facility and tritium-permeation-barrier coatings; 
5. The double-wall heat exchanger and tritium-permeation-barrier coatings; 
6. The tritium removal facility, the double-wall heat exchanger and tritium-permeation-
barrier coatings. 
 
The cross-flow tritium removal facility or the double-wall heat exchanger is the main facility in 
the tritium control system. It removes tritium from the system. Tritium-permeation-barrier coatings 
prevent tritium from permeating out of the system through structural materials. Coatings are 
necessary if the general tritium concentration in the primary loop is high. The higher the tritium 
concentration in the primary loop, the higher the removal rate that can be achieved in the main 
facility, but at the same time the higher the leakage rate from structural materials. Therefore, 
depending on the removal rate required and tritium concentration in the loop, one or more 
components can be incorporated in the tritium control system.  
 
While the cost of the double-wall heat exchanger cannot be readily evaluated, the cost of the 
double-wall heat exchanger with helium as the tritium permeation barrier can be calculated using 
the same model as the cross-flow tritium removal facility. 
 
The cost of each strategy is shown in Table 3.10. For the tritium-permeation-barrier coatings, 
Because the size of the AHTR loops is not available, the cost cannot be estimated. The cost of the 
double-wall heat exchanger is estimated using the double-wall NDHX. In the system, the 
intermediate heat exchanger is larger than the NDHX in size. Therefore, the cost of a double-wall 
intermediate heat exchanger is higher than a double wall NDHX listed in the table. From the 





Table 3.10 Cost comparison of tritium control strategies 
 
 Strategy  Capital cost [$M] 
1 Tritium removal facility 11.9 
2 Double-wall heat exchanger 36.6 [52] 
3 Tritium removal facility + 
Double-wall heat exchanger 
48.5 
4 Tritium removal facility + 
Tritium-permeation-barrier 
coatings 
11.9 plus cost of the tritium-
permeation-barrier coatings 
5 Double-wall heat exchanger +  
Tritium-permeation-barrier 
coatings 
36.6 plus cost of the tritium-
permeation-barrier coatings 
6 Tritium removal facility + 
Double-wall heat exchanger + 
Tritium-permeation-barrier 
coatings 
48.5 plus cost of the tritium-
permeation-barrier coatings 
 
Comparing the two-loop design to the original three-loop design, the former does not have the 
entire intermediate loop but has a tritium removal facility installed on the primary loop. An 
economic analysis is carried out to investigate whether the two-loop design is of advantages in the 
aspect of construction and operation cost.  
 
The reference design of FHR in this project is the AHTR pre-conceptual design. Because this 
design is still in its early stage, not all the details have been determined. The size of the coolant 
loops, geometry or dimensions of the components, pumping power, etc. are not available yet. The 
available parameters of the intermediate loops in the AHTR pre-conceptual design are listed in 











Table 3.11 Intermediate salt loops parameters 
 
Parameter Unit Value 
Salt material - KF-ZrF4 
Supply temperature °C 675 
Return temperature °C 600 
Flow rate kg/s 43200 
Pressure - Atmospheric 
Number of loops - 3 
Pipe wall material - Hastelloy N 
 
Because of the lack of design details, the following assumptions are made in the current economic 
analysis: 
1. The amount of heat transfer fluids in the primary loops and the power cycle is the same in 
both the three-loop design and the two-loop design; 
2. The cost of the heat exchanger between the primary loop and the power cycle in the two-
loop design equals half of the cost of the two heat exchangers in the three-loop design. By 
reducing the intermediate loops, the cost of loop-coupling heat exchangers is reduced to 
half; 
3. The cost of the main facility in the tritium control system equals the cost of a heat 
exchanger in the intermediate loop.  
 
With the above assumptions, the main differences between the two designs are listed in Table 3.12. 
Because of the lack of the entire intermediate loop, the cost of the two-loop design does not include 
the salt, pump, piping of the intermediate loop. In addition, the two heat exchangers that are 
required in the three-loop design can be reduced to one in the two-loop design. The two-loop 










Table 3.12 Main differences between the two-loop and three-loop FHR designs 
 
FHR design Two-loop design Three-loop design 
Components  Tritium control system Intermediate loops piping 
Intermediate loops pumps 
Intermediate loops salt (KF-ZrF4) 
Intermediate to power cycle heat 
exchanger 
 
The main component of the tritium control system is the tritium removal facility or the double-
wall heat exchanger. If the assumption that the cost of the main facility equals a heat exchanger is 
applied, then compared with the two-loop design, the three-loop design has the additional cost of 
the piping, pumps and salt. For the piping and the salt, it is mainly the construction cost. The cost 
of maintenance is relatively low. For the pumps, both the construction and the operation cost are 
major parts of the total cost. Therefore, both the construction and the operation cost of the three-
loop design are higher than those of the two-loop design. The two-loop design FHR without the 
intermediate loop offers economic advantages compared with the original three-loop design.  
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Chapter 4. Development of a Tritium Analysis Code and Code Verification  
 
In this chapter introduces the development of a novel mass transfer calculation method based on 
the LMSPD. A computer code realizing this method was validated against hydrogen permeation 
experimental data. This chapter also presents the design and carrying-out of the experiments 
intended for the evaluation of the effectiveness and efficiency of the cross-flow tritium removal 
facility.  
 
To evaluate further the tritium-removal efficiency of the designed cross-flow tritium removal 
facility, the development of a tritium analysis code is necessary. Because of the similarity of mass 
transport and heat transfer, heat-transfer calculation methods were reviewed. In a heat-transfer 
calculation, two types of methods are commonly used: One is to divide the volume into meshes 
and solve for each mesh; the other is to use a 0-D, “black-box” method based on a mean 
temperature difference. The former can be applied to mass transfer calculation directly, but the 
latter needs some modification—especially when calculating interphase gas diffusion.  
 
The two-film theory for interphase mass transfer shows that concentration can “jump” at the 
interface of two materials, but the partial pressure is continuous [88]. Therefore, the variable that 
corresponds to temperature is the partial pressure of the diffusing species. Then the logarithmic 
mean temperature difference (LMTD) should be modified to the LMSPD.  
 
Calculation of diatomic gas diffusion across a metal and nonmetal interphase is a specially 
complicated situation if the 0-D method is used. This difficulty mainly comes from the solubility. 
Henry’s law shows that solubility is proportional to the partial pressure of the solute gas, if the 
solvent is salt, for example, FLiBe or FLiNaK. Sievert’s law predicts that the solubility is 
proportional to the square root of the partial pressure of the solute gas, if the solvent is metal. 




4.1 Derivation of tritium mass transfer calculation method  
 
In Figure 4.1, a unit of interphase gas transferring is shown. Take the case of a bimolecular gas 
diffusing from fluid 1 to fluid 2 as an example. Correspondence between the concentration of the 




Figure 4.1. Mass transfer unit 
 
Table 4.1. Variables in the mass transfer unit 
 
 Concentration Partial pressure 
Fluid 1 bulk 1bc  1bp  
Fluid 1 wall surface 1c  1p  
Wall inside surface 
fluid 1 side 1w
c  1wp  
Wall inside surface 
fluid 2 side 2w
c  2wp  
Fluid 2 wall surface 2c  2p  
Fluid 2 bulk 2bc  2bp  
 
The diffusion of H2 from the primary coolant mainstream to the inner surface of the wall can be 
written as Equation (4.1): 
 





Q  is the mass transfer rate;  
1A  is the mass transfer area;  
1bc  and 1wc  are the T2 concentrations in the main stream and at the tube wall surface, 
respectively. 
 
   1 1 1 1 1b wQ h AH p p  , (4.2) 
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The overall mass transfer equation has the form of  
 
   1 1 2o b bQ h A p p .  (4.6) 
 




















h d P h d
.  (4.7) 
 
The difference of square roots of partial pressures in Equation (4.6) can be estimated by the log 























.  (4.8) 
 
Mass transfer coefficients in the fluids can be calculated using the Sherwood number. 
 





  .  (4.9) 
 
The Sherwood number itself can be calculated using correlations developed for heat transfer 
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The idea of the LMSPD is adopted from the LMTD in heat transfer. In heat transfer, the driving 
force is the temperature difference between two objects. Similarly, in mass transport, the driving 
force is the chemical potential. While the chemical potential is difficult to measure or quantify, the 
driving force of mass transport can also be expressed in the term of partial pressure [89]. With the 
partial pressure in the mass transfer corresponding to the temperature in the heat transfer, the 





Table 4.2 Analogue of mass and heat transfer  
 
Mass Transfer Heat Transfer 
Parameter Symbol Unit Expression Parameter Symbol Unit Expression 
Partial pressure p Pa - Temperature T K - 
Mass diffusivity D m2/s 
- 







Henry’s constant Hmt mol/(m
3-Pa) - 
Heat capacity cp J/(kg-K) 
 
- 
Sievert’s constant Kmt mol/(m
3-Pa0.5) - 
Sherwood number Sh - Sh
hl
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4.2 Comparison with experimental data in the literature  
 
For the benchmark of the developed LMSPD code, comparisons to existing experimental data were 
made. The ideal experiment would be tritium permeating through metal tubes or pipes in the cross-
flow configuration. However, it appears that in the available literature, there are limited 
experiments of hydrogen isotopes permeating through metal tubes or pipes under flow conditions. 
Data concerning the separation of hydrogen isotopes using a cross-flow permeation facility are 
rare. Among the experiments that are available, the experiment performed by Wang et al. has the 
operating conditions to which the LMSPD code can be applied [90].  
 
4.2.1 Experimental setup  
 
A hollow fiber made of Ni was heated to different temperatures from 400 °C to 1000 °C. The feed 
gas, which was a mixture of H2 with the carrier gas, flowed on the shell side, while the purging 
gas N2 flowed on the tube side of the Ni fiber in the cocurrent direction with H2. H2 concentration 
on the shell side was controlled by adjusting the ratio of H2 in the feed gas. Because Ni has high 
hydrogen selectivity, H2 diffused from the shell side, permeated through the wall and entered the 
tube side. Outlet gases were analyzed using gas chromatography to determine the partial pressure 
difference between the two sides.  
 
The schematic diagram of the experiment is shown in Figure 4.2. The inner diameter and outer 
diameter of the permeation tube are 1.33 mm and 2.00 mm, respectively. The effective length of 
the permeation section is 8 cm. Flow rates of gases on both sides are 30 ml/min. Mass flow rates 
and velocities of both gases will vary with different experimental temperatures. For the modeling, 
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 [90]. Hydrogen diffusion in gases is also considered in the 
model. The carrier gas selected in the model is CO2, and the molar percentage of H2 on the shell 






Figure 4.2 Diagram of a countercurrent flow model 
 
Transport coefficients, i.e., diffusivity and solubility, of H2 in CO2 and N2 are summarized in Table 
4.3. Assuming all gases are ideal gases, and therefore, the solubility of H2 in another gas can be 
estimated using the ideal gas law.  
 
Table 4.3 Transport coefficients of H2 in CO2 and N2  
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4.2.2 Code calculation results 
 
The experimental data from Wang’s paper for this study are shown in Figure 4.3 and Figure 4.4 
by scattered points [90]. In this plot, the partial pressures used in the x-axis are calculated from the 










Figure 4.4 Comparison of code calculation results and experimental data (400–700 °C) 
 
For the convenience of the benchmark, the code calculation results are also expressed in the 
permeation flux. The original experiment was performed under a variety of temperatures. To 
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examine how temperature influences the code calculation, the temperatures used in the calculation 
are set to be the same as the experimental temperatures, i.e., 400 °C, 600 °C, 700 °C, 800 °C, 
900 °C and 1000 °C. The entire geometry is assumed to be at the same temperature in each case. 
The range of the partial pressure difference is slightly larger in the code calculation fully to cover 
the range performed in the original experiment.  
 
The calculated H2 permeation flux under different temperatures is plotted against the difference of 
the square root of the partial pressures in Figure 4.3 and Figure 4.4. With the increase of the partial 
pressure difference, the tritium permeation flux increases. The gas temperature also affects the 
permeation flux by influencing the mass transport coefficients. At the same partial pressure 
difference, the higher the temperature is, the larger the permeation flux becomes.  
 
The same model was also calculated using a MATLAB code written based on a coupled heat 
transfer and tritium mass transport model [52], where the geometry was divided into segments and 
in each segment local mass and energy balances were imposed. This coupled code is referred to as 
the “Finite Volume Method code” (FVM code) in this paper. In the FVM code, tritium permeation 
is one dimensional from the tube wall outer surface (shell side) to the inner surface (tube side). It 
is assumed that the hydrogen concentration profiles in both the carrier gas and sweep gas are flat. 
In other words, the gradient of H2 partial pressure exits only in the tube wall. The tube wall is 
divided into segments only in the axial direction but not in the radial direction. The results of the 
FVM code are also plotted in Figure 4.3 and Figure 4.4. The same as the results obtained from the 
LMSPD code and consistent with expectations from the theoretical basis, the hydrogen permeation 
flux increases with the increase of temperature or hydrogen partial pressure difference.  
 
From the results it can be observed that temperature has a significant effect on the permeation flux. 
As an example, for high temperatures, the permeation flux at 1000 °C obtained from the two codes 
are compared with the experimental data. In general, the LMSPD code overestimates the 
permeation flux while the FVM code underestimates it. The average difference between the 
LMSPD code results and experimental data is 13.3%. The average difference between FVM code 




As the temperature decreases, the absolute differences between both code results and the 
experimental data are of the same magnitude, while the relative differences become larger because 
the values of the permeation flux also decrease. For even lower temperatures, for instance, at 
600 °C, both codes tend to overestimate the permeation flux. The differences between the 
calculation results and the experimental data at 600 °C are apparently larger than those at 1000 °C. 
For lower difference values of the square root of the partial pressures, the code calculation results 
could be as high as two or three times greater than the experimental results. At 400 °C, the 
differences between the code results and the experimental data are smaller than those at 600 °C, 
while still about four times larger than those at 1000 °C. 
 
The normal operating temperature of FHRs is about 700 °C. The tritium permeation rate at 700 °C 
is of particular interest in this study. Therefore, the calculation results and the experimental data 
at 700 °C are compared. The calculated permeation flux from both codes are higher than the 
experimental data by 6.97 × 10-4–1.66 × 10-3 mol/(m2-s). Comparing the results obtained from the 
two codes, the hydrogen permeation flux calculated from the LMSPD code is higher than that 
calculated from the FVM code by 4.21 × 10-4–9.59 × 10-4 mol/(m2-s).  
 
Calculation of the experiment using the finite element method is also performed. An axisymmetric 
model is built using COMSOL Multiphysics. The geometry and domains are set as shown in Figure 
4.2. Physics modules used in the model are turbulent flow and transport of diluted species. The 
model is solved using stationary solvers. The two turbulent flow modules are solved first using a 
segregated and direct solver, and the three mass transport modules are then solved using a fully 
coupled and direct solver. The velocity field obtained from the first step is used as the initial 
conditions in the second step. On the interfaces between fluids and the wall, pointwise constraints 
are used to force the flux to continue while allowing the concentration to jump [92].  
 
Permeation flux at 1000 °C obtained from the two codes are compared with the experimental data 
in Figure 4.5. In general, the LMSPD method overestimates the permeation flux, while the meshed 
method underestimates it. The difference between the LMSPD method results and experimental 
data varies from 5.9% to 19.0%. The difference between the FVM method results and experimental 





Figure 4.5 Comparison of calculation results at 1000 °C 
 
For lower temperatures, both codes tend to overestimate the permeation flux, as shown in Figure 
4.6 where the calculation results and experimental data are compared at 600 °C. In addition, the 
difference between the calculation results and the experimental data were apparently larger than 
at higher temperatures. For lower differences of the square root of partial pressure, the code 








4.2.3 Difference between code calculation and experimental data  
 
The absolute and relative differences between the code calculations and experimental data are 
shown in Table 4.4. The differences are larger at lower temperatures and with smaller driving 
forces, i.e., smaller values in the difference of square roots of partial pressures on two sides. 
Comparing the absolute difference between the code calculation results and the experimental data, 
it can be found that the value always falls in the 10-6 – 10-3 magnitude range. The relative difference, 
however, becomes significant when the permeation flux is low.  
 
















1000 LMSPD Absolute 3.58 × 10-4 0.20 1.43 × 10-3 0.63 
Relative (%) 5.91 0.74 19.0 0.34 
FVM Absolute 3.92 × 10-4 0.20 2.69 × 10-3 0.74 
Relative (%) 10.6 0.34 21.1 0.74 
900 LMSPD Absolute 1.27 × 10-3 0.21 3.88 × 10-3 0.82 
Relative (%) 47.9 0.69 65.9 0.21 
FVM Absolute 4.57 × 10-4 0.21 1.16 × 10-3 0.56 
Relative (%) 11.7 0.69 24.0 0.56 
800 LMSPD Absolute 1.73 × 10-3 0.24 3.62 × 10-3 0.86 
Relative (%) 80.0 0.74 184 0.24 
FVM Absolute 1.06 × 10-3 0.24 1.83 × 10-3 0.86 
Relative (%) 39.6 0.74 113 0.24 
700 LMSPD Absolute 1.30 × 10-3 0.26 1.66 × 10-3 0.87 
Relative (%) 51.1 0.87 230 0.26 
FVM Absolute 6.97 × 10-4 0.87 9.06 × 10-4 0.42 
Relative (%) 21.5 0.87 155 0.26 
600 LMSPD Absolute 7.94 × 10-4 0.27 1.12 × 10-3 0.79 
Relative (%) 72.0 0.92 318 0.27 
FVM Absolute 5.90 × 10-4 0.27 7.13 × 10-4 0.79 
Relative (%) 42.3 0.92 236 0.27 
400 LMSPD Absolute 2.43 × 10-5 0.31 1.47 × 10-4 0.84 
Relative (%) 18.5 0.31 81.6 0.84 
FVM Absolute 1.18 × 10-6 0.31 1.00 × 10-4 0.84 




There are several potential reasons for the differences between code calculation results and the 
experimental data. Temperature is the main factor affecting the permeation flux. Compared with 
higher temperatures, at lower temperatures, the permeability of hydrogen through a nickel wall 
decreases, and therefore, the amount of hydrogen permeating through the wall is less than that at 
higher temperatures. The absolute differences between code results and the experimental data are 
reasonable and are of the same magnitude as the differences at higher temperatures. However, 
because the permeation rates are much smaller at lower temperatures, the relative differences 
appear much larger than those at higher temperatures. The larger differences at smaller driving 
forces can also be explained by the decreased hydrogen permeation rates. For application in FHRs, 
the temperature range of most interest is the operating temperature of the tritium removal facility, 
i.e., above 700 °C, at which temperatures the agreement between the codes and the experimental 
data is good. In the sections where the operating temperature is lower, tritium leakage from the 
primary coolant to the surrounding environment is relatively small. Therefore, even a larger 
relative uncertainty of the code prediction might not be of considerable concern.  
 
Surface conditions of the permeation tube also have an effect on the hydrogen permeation flux. In 
the experiments, the nickel tube surface could be oxidized, which decreases the permeation flux. 
Surface oxidation could be a possible cause of the overestimation of both codes at most of the 
temperatures modeled. In addition, although the information of measurement uncertainties is not 
available for the original experiments, from the principles of the gas chromatographic method, 
measurement uncertainties have a more dominant effect when the concentration is low [93]. 
 
4.2.4 Difference between COMSOL simulation and experimental data 
 
COMSOL simulation results are at least one order of magnitude lower than either code calculation 
results or experimental data. The differences between the COMSOL simulation results and the 






















1000 Absolute -4.97 × 10-3 0.34 -1.23 × 10-2 0.74 
 Relative (%) 96.20 0.74 98.13 0.34 
600 Absolute -4.86 × 10-4 0.45 -1.24 × 10-3 0.92 
 Relative (%) 79.73 0.79 81.04 0.45 
400 Absolute -1.14 × 10-4 0.31 -1.76 × 10-4 0.97 
 Relative (%) 69.39 0.84 87.00 0.31 
 
The difference might come from the different approaches to dealing with interface boundary 
conditions. In COMSOL, the pointwise constraint condition does not model the flux but assigns a 
concentration value to the downstream side. A parameter named the partition factor is used to 
define the jump of concentration across the boundary. The definition of partition factor is the ratio 
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Similarly, the partition factor for the interface of the wall and sweep gas can be written. Therefore, 
the partition factor is dependent on the concentration of hydrogen in the fluids, and could vary 
with location. However, in most cases, the partition factor is known beforehand, often obtained 
via experiments or atom-based calculation [ 95 ]. Estimating the partition factor during the 




In addition, in COMSOL, diffusivities in each material must be input. The experiment modeled 
only provided hydrogen permeability through the nickel wall. While the exact diffusivity of the 
nickel wall used in the experiment is unknown, a value from the literature was used in the 
simulation. This estimation will also lead to inaccuracy in the permeation flux.  
 
4.2.5 Permeation flux and the difference of square root of partial pressure 
 
The mass transfer coefficients of H2 in all three domains are compared in Table 4.6. The mass 
transfer coefficient in the tube wall is several orders of magnitude lower than that in the sweep gas 
or the feed gas, showing that the main resistance exists in the tube wall. Because of this difference, 
omitting the mass transfer resistance in gases would not have a significant effect on the calculation 
results. Therefore, only hydrogen permeation through the wall is considered in the FVM code.  
 








Mass transfer coefficient [mol/m2-s-Pa] 
Feed gas Wall Sweep gas 
1000 0.125 5.80 × 10-3 8.53 × 10-8 2.27 × 10-4 
0.743 6.00 × 10-3 8.07 × 10-8 2.40 × 10-4 
900 0.212 2.51 × 10-3 1.96 × 10-7 6.85 × 10-5 
0.823 6.88 × 10-3 4.65 × 10-8 2.89 × 10-4 
800 0.236 2.79 × 10-3 1.08 × 10-7 8.00 × 10-5 
0.862 7.52 × 10-3 2.65  × 10-8 3.26 × 10-4 
700 0.260 3.17 × 10-3 5.33 × 10-8 9.51 × 10-5 
0.868 7.94 × 10-3 1.44 × 10-8 3.52 × 10-4 
600 0.274 3.60 × 10-3 2.32 × 10-8 1.12 × 10-4 
0.918 8.67 × 10-3 6.54 × 10-9 3.99 × 10-4 
400 0.306 4.50 × 10-3 2.43 × 10-9 1.53 × 10-4 
0.973 9.94 × 10-3 7.58 × 10-10 4.91 × 10-4 
 
The permeation flux is directly related to the difference of square roots of partial pressures on both 
sides. The linearity of the curves of permeation flux calculated from LMSPD and FVM codes 
shown in Figure 4.3 and Figure 4.4 are apparent and consistent with the form of Eq. (4.6). Fitting 
the code results in Figure 4.3 and Figure 4.4 to linear relationships with  1 2p p , the R2 values 
of the fitted correlations are above 0.94. This is consistent with what is predicted in Sievert’s 
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equation [96], confirming that the assumption of diffusion in the wall being the rate-determining 
step is reasonable.  
 
4.3 Validation experiment of the tritium removal facility  
 
The experiment in the previous section, in which, the LMPSD code was validated, used nickel as 
the material for the permeation tube wall. In the FHR system, the tritium removal facility is 
fabricated with stainless steel 316. To validate the code further with facilities made of steel 
materials, two laboratory-scale experiments were designed. In addition, the experiments can be 
used for validation of the effectiveness of the tritium removal facility.  
 
For safety concerns, hydrogen was used as a surrogate for tritium. Before formally performing 
experiments using molten salt, a test experiment was planned using a surrogate for the molten salt. 
Because of time constraint and delay in the construction of the molten salt loop in the lab, the 
molten salt experiment has not been completed.  
 
4.3.1 Surrogate for molten salt  
 
The surrogate selected is better to have large enough hydrogen solubility, be physically and 
chemically stable, not be corrosive to structure materials and have a similar viscosity to the molten 
salt. In addition, it would be advantageous if the testing experiments can be conducted at room 
temperature. But a high hydrogen solubility is the most important criterion for the selection of 
potential surrogates because it is the key factor to determine whether the hydrogen in the samples 
collected can be detected.  
 
Water, as the most common solvent, is studied first. Hydrogen solubility in water has been 
investigated by several research groups. Gevantman took the values of hydrogen solubility in water 
listed in the International Union of Pure and Applied Chemistry “Solubility Data Series” and fitted 
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where the applicable temperature range is 273.15 to 353.15 K, and the unit of solubility is mole 
fraction of hydrogen in water. 
 
The solubility of hydrogen in water is also plotted in Figure 4.7 [98]. The temperature range of 




Figure 4.7. Hydrogen solubility in water [98] 
 
A simple comparison of H2 solubility in water obtained from the above-mentioned sources [97][98] 
is shown in Figure 4.8 and Table 4.7. From the figure, it can be observed that H2 solubility in water 







Figure 4.8. Comparison of H2 solubility in water obtained from different models 
 













0 0.000975192 0.00096 1.56 
5 0.000920734 0.00092 0.08 
10 0.000875766 0.00088 0.48 
15 0.000838773 0.00084 0.15 
20 0.000808558 0.0008 1.06 
25 0.00078417 0.00077 1.81 
30 0.000764851 0.00074 3.25 
35 0.000749995 0.000715 4.67 
40 0.000739115 0.00069 6.65 
45 0.000731823 0.00067 8.45 
50 0.000727808 0.00065 10.69 
55 0.000726825 0.00062 14.70 
60 0.000728682 0.00059 19.03 
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where  
 D is the hydrogen diffusivity in water with the unit of m2/s; 
 T is the temperature in K; 
 Rg is the ideal gas constant, 8.314 J/(K-mol).  
 
However, from the values of H2 solubility in water, it can be observed that water is actually a poor 
solvent of gaseous hydrogen. The reason behind this is that H2 is a nonpolar molecular gas, while 
water (H2O) consists of polar molecules.  
 
Aqueous salt solutions, such as NaCl solution, is another possible option to investigate. However, 
ionic salt molecules dissociate and exit as ions once dissolved in water. The ions tend to be solvated 
by water molecules and further decrease the solubility of the nonpolar hydrogen molecules. 
Consequently, hydrogen solubility in aqueous solutions of salts is even lower than that in pure 
water. Both pure water and aqueous salt solutions are not ideal surrogates for the molten salt.  
 
Then, the search for the solvent was switched to organic liquids. Researches have been performed 
for decades to develop liquid hydrogen carriers. These hydrogen carriers were originally designed 
for storing hydrogen as a potential green energy source. Therefore, the requirements of the 
hydrogen carriers include: 
1. Large hydrogen storage capacity; 
2. Quick absorption and desorption under reasonable conditions. 
 
However, hydrogen carriers do not have to dissolve gaseous hydrogen physically. Hydrogen could 
combine with the atoms of the chemical structure and form chemical bonds or hydrogen bonds. 
This is the case with most organic hydrogen carriers. Because hydrogen dissolves in the molten 
salt physically, to simulate the real situation, it is crucial that hydrogen does not form chemical 




In Table 4.8, hydrogen solubility in several organic liquids is listed and compared with that of 
water. The last column, desired hydrogen solubility, is the equivalent value in mole fraction to H2 
concentration in the liquid, i.e., 100 moles of hydrogen per cubic meter of solution. This value is 































water H2O N 18 1000 55555.56  0.0018 
n-hexane C6H14 Y 86.178 664.7 7713.105 0.000713 0.012965 
n-octane C8H18 Y 114.23 698.6 6115.731 0.000676 0.016351 
n-decane C10H22 Y 142.285 726.4 5105.247 0.000673 0.019588 
toluene C7H8 Y 92.141 873.6 9481.121 0.000315 0.010547 
acetonitrile C2H3N Y 41.053 779.5 18987.65 0.000287 0.005267 
acetone C3H6O Y 58.08 784.4 13505.51 0.00027 0.007404 
N,N-dimethyl-
formamide 
C3H7NO Y 73.095 944.5 12921.54 0.000184 0.007739 
tetrahydrofuran C4H8O Y 72.108 882.5 12238.59 0.000141 0.008171 
1,4-dioxane C4H8O2 Y 88.107 1028 11667.63 0.000147 0.008571 
N-methyl-2-
pyrolodone 
C5H9NO Y 99.133 1028 10369.91 0.000178 0.009643 
dibenzyltoluene C21H20 N 272 1040 3823.529 0.003 0.026154 
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From Table 4.8, all of the candidates listed fail to have a H2 solubility close to that of the molten 
salt. Most of them are an order of magnitude (in mole fraction) below the needed level, while a 
few are two orders of magnitudes below. In addition, most of the candidates investigated are highly 
flammable, which is not ideal for laboratory experiments. Therefore, the organic surrogates were 
not selected.  
 
It was then decided to use a carrier gas as the surrogate for the molten salt. The idea is to mix H2 
with another nonflammable gas and use the gaseous mixture instead of the molten salt. Krypton 
was selected as the carrier gas. The reason for selecting krypton as the carrier gas is that Kr is a 
major component of the reactor off-gas. In addition, it is a heavy inert gas which does not permeate 
through metals. Hydrogen is also a component of the off-gas from the reactor. Separation of H2 
from the other components of the off-gas has been researched for years. The experimental results 
of separating H2 from Kr can also benefit the research of reactor off-gas clean-up, providing data 
for off-gas separation. The properties of Kr are listed in Table 4.9.  
 
Table 4.9 Kr properties 
 
Property Unit Value 
Density (STP) g/L 3.749 
Molecular mass g/mol 83.798 
Heat capacity J/(kg-K) 251 
Thermal conductivity W/(m-K) 0.00943 





4.3.2 Setup of gas loop experiment  
 
To take advantage of the measurement instrument (a gas chromatograph) and lab space, a 
validation experiment of the cross-flow tritium removal facility was constructed at the University 




As explained in the previous section, the carrier gas selected was Kr. Nitrogen was selected as the 
sweep gas in the experiment for the consideration of achieving a good accuracy in the H2 detection. 
A gas chromatograph (GC) was selected to be the instrument for measuring the H2 concentration 
in the outlet sweep gas. The GC has a thermal conductivity detector, which detects different gases 
according to the difference in their thermal conductivities. Although helium is usually used as a 
sweep gas in nuclear reactor systems, its thermal conductivity is too close to that of hydrogen to 
be separated apart. Therefore, helium is not used as the sweep gas in this experiment.  
 
The designed experimental setup is shown in Figure 4.9. Kr and H2 are stored premixed in a gas 
cylinder. The gas mixture flows across the tube bank. The sweep gas, which is N2, flows inside 
the tube bank. H2 will permeate through the tube walls and be carried out by the sweep gas. 
Samples will be collected at the outlet of the sweep gas and analyzed. Temperatures and pressures 





Figure 4.9 Scheme of the experimental setup 
 
The designed flow diagram is shown in Figure 4.10 and a more detailed drawing is shown in Figure 
4.11. The loop will be vacuumed and then charged with a mixture of H2 and Kr. The percentage 
of H2 to Kr in the gas cylinder is 50–50%. The pressure of the gas mixture will be released from 
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the high-pressure gas cylinder to slightly above the atmospheric pressure (1–10% above the 
atmospheric pressure) via a gas regulator. The gas mixture in the loop will be circulated until the 
concentration of H2 in the loop cannot be detected by the GC. During the process, H2 will permeate 
into the sweep gas gradually and be vented into the hood. To ensure safety, the exhausted H2 and 
N2 mixture will be monitored for H2 concentration and extra N2 will be added as necessary to keep 











Figure 4.11 CAD drawing of the experimental setup 
 
As designed, before the experiment, all the valves are closed. The Kr+H2 line will be vacuumed. 
Then V2 is opened while V3 is kept closed. V1 will be open and the gas mixture will fill up the 
loop until the pressure transducer shows the pressure in the loop is 1.0 atm. The total amount of 
Kr+H2 volume is 0.5 L. Then, V1 is shut off, V4 is opened, and the pump is turned on. The 
experiment will run for a couple of hours, while samples are taken at the outlets of the gas lines 
outside the glovebox. A monitor will be placed at the vent. If the H2 concentration in the vented 
gas is higher than 4%, V5 will be opened and N2 will be used to reduce the H2 concentration. When 
the H2 concentration in the out-going N2 is lower than its detectable limit by the GC, the experiment 
ends. V2 is shut off and V3 is opened. Kr and the remaining H2 (<4% concentration expected) will 
be vented.  
 
The section of the loop that was originally designed to be set up inside the glove box is mainly the 
laboratory-scale cross-flow facility. Taking into consideration the dimensions of the glove box 
main chamber, the connections of the facility to the tubes need to be bent, as shown in Figure 4.12. 
A table was built to support the weight of the facility. The completed setup is shown in Figure 
4.13. For the penetration of the four tubes in and out of the glovebox, four through holes were 
drilled on the back wall of the glovebox. Bored-through fittings were used with gaskets to seal the 
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pass-throughs. However, due to lack of time, the glovebox was not configured into full operation, 








Figure 4.13 Completed experimental setup inside glovebox  
 
The main body of the experimental facility, i.e., the tritium removal facility was wrapped in 
thermal insulations. Six thermocouples were installed at different locations of the loop, five of 
which were on the tritium removal facility. The locations are noted as “top,” “bottom,” “left,” 
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“right,” “surface,” and “tee,” respectively. The thermocouple on the tee was located away from 
the tritium removal facility outlet with a significant distance and measured the temperature of the 
tubing outer surface. The thermocouples used in this experiment were wire-type thermocouples. 
Figure 4.14 shows a close-up look at the installation of the thermocouples. The wire was wrapped 
around a nut. The nut also fixed the thermocouple in place for stable measurement. Tape heaters 
were wrapped tightly around the outer surfaces of the tritium removal facility, and then the thermal 
insulations were wrapped outside the tape heaters. Figure 4.15 shows the facility with thermal 










Figure 4.15. Tritium removal facility wrapped in thermal insulations  
 
At the time of carrying out the experiment, the GC, which in the original experiment design was 
to be used for the measurement of the H2 concentration in the sweep gas N2, was not available. To 
compensate, a pressure transducer was installed on the loop and measured the pressure of the Kr 
+ H2 gas mixture inside the loop.  
 
4.3.3 Safety measures for H2 usage 
 
It is to be noted that since explosive gas (H2) is used in this experiment, we designed several 
measures to ensure safety. The measures are as follows: 
1. The experimental loop, or at least the major section including the tritium removal facility, 
should be set up inside a glovebox or fume hood. 
2. The exhaust gas, i.e., the N2 and H2 mixture, should be monitored for H2 concentration. 
3. Once the H2 concentration in the exhaust gas exceeds 1% limit, extra N2 will be added to 
the exhaust gas mixture to dilute H2.  
4. Faculty, staff, and students must follow the university safety guidelines and wear safety 




4.3.4 Fabrication of the laboratory-scale cross-flow tritium removal facility 
 
A laboratory-scale cross-flow tritium removal facility was fabricated for the experiment. It was 
made of stainless steel 316L. The tube bank consists of 27 stagger-arranged tubes. The drawings 
with dimensions of the facility are shown in Figure 4.16. The tubes are a half inch in size and have 
a wall thickness of 0.035 in. The thinnest wall thickness commercially available was used to 
promote hydrogen permeation. Reducers were welded on the facility as the gas inlets and outlets 
for smooth transitions from gas lines to the facility. For convenience of connection, pipe nipples 
were welded onto the reducers. The width of the main flow body is 6 inches, which left two gaps 
between the side walls and the tube bank. To reduce the percentage of the gas bypass from the two 
gaps, trapezoidal-shaped spacers were added to the side walls. A 1-inch cylinder was also welded 
in front of the tube bank for the even distribution of the gas flow. It prevents the main gas stream 




Figure 4.16 Drawings of the small-scale facility 
 
The plates of the facility were made by laser cutting and welded together with the tube bank. Figure 
4.17 shows the status of the facility after the tube bank was welded and has passed a 35-psi leakage 










Figure 4.18 Completed laboratory-scale cross-flow tritium removal facility  
 
4.3.5 Prediction of gas-loop experiment results  
 
Before the hydrogen-permeation experiment, a prediction calculation of the experiment was 
carried out. The hydrogen concentration in the outlet sweep gas was calculated with various values 
of the key operational parameters. The major objectives of the prediction calculation were to obtain 
an idea of the magnitude of the hydrogen level to be detected in the sweep gas samples and to 




The effects on the outlet H2 concentration in sweep gas of various inlet H2 concentrations, 
temperatures, and gas flow rates were investigated. The calculation results are plotted in Figure 
4.19 to Figure 4.21. It can be observed that with the increase of inlet H2 concentration, the outlet 
H2 concentration in the sweep gas increases at first, and then the increase slows down after the 
inlet H2 concentration exceeds about 30%. With the increase in temperature, the H2 extraction rate 
slightly drops. This is because the calculation controls the flow velocity of the feed gas. At higher 
temperatures, the density of the gas decreases and this leads to a decrease in the flow rate. Less H2 
enters the cross-flow facility, resulting in a decrease in the outlet H2 concentration in the sweep 
gas. Increase of the feed gas velocity affects the outlet H2 concentration positively. However, 
similar to inlet H2 percentage, the increase of feed gas velocity is more obvious initially. After the 
velocity reaches about 0.1 m/s, further increase of the feed gas velocity has limited influence on 















Figure 4.21 Effect of feed gas velocity on outlet H2 concentration in the sweep gas  
 
The code calculations results can be used as a guide for selection of operating conditions in the 
experiment. The feed gas velocity can be set in a range of 0.5 to 1 m/s. Considering the temperature 
features of the material, the operating temperature can vary from room temperature to moderately 




4.3.6 Experiment results 
 
Before running the hydrogen-permeation experiment, a placebo test was carried out, filling the 
loop with N2 instead of the Kr and H2 gas mixture. The objective of the placebo test is to show the 
air-tightness of the loop. Because the permeability of N2 through metal is significantly smaller than 
that of H2, the pressure of the N2 inside the loop should not decrease. The permeability of Kr 
though metal is even lower than that of N2. Therefore, in the experiment, any observed pressure 
loss should be caused by H2 permeating out of the loop. The measured temperatures at the six 
different locations and the pressure of the gas mixture inside the loop are plotted in Figure 4.22 










Figure 4.23 Measured pressure in the N2 placebo experiment 
 
The curves of both the temperatures and the pressure show some fluctuation after 15000 s. This 
might be caused by the contact of the tape heater and the facility surface becoming loose towards 
the end of the experiment. The issue was fixed later for the hydrogen-permeation experiments. 
From the comparison of the curves, it can be observed that the fluctuation of pressure most 
closely follows the surface temperature. This indicates that the surface temperature is the most 
accurate among all the six temperatures measured, in regards representing the development of 
the temperature of the gas mixture. Therefore, in the modeling of the experiment, the surface 
temperature is adopted as the temperature of the outer surface of the tritium removal facility to 
calculate the gas mixture temperature.  
 
For the hydrogen-permeation experiment, two runs were carried out. The first lasted for 6 hours 
and the second 10 hours. The pressure of the gas mixture inside the loop was measured, and so 
were the temperatures of the six locations. The measured data are plotted in Figure 4.24 to Figure 
4.27. It can be observed that during the 6-hour run, the pressure was not measured very well. This 
might be caused by the loose contact of the electronic wire of the pressure transducer. The issue 
























During the early stage of the experiment, the temperature of the gas mixture inside the tritium 
removal facility rose quickly under the heating of the tape heater. After a few hours, the increase 
of temperature slowed down, but still had not reached a steady state. The pressure at first increased 
due to the temperature increase of the gas mixture in a confined volume. As the temperature tended 
to level out, however, the pressure stopped increasing in proportion to the temperature and even 
started to drop. In the pressure plot from the 6-hour run, it can be observed that the curve turns 
downward after 15000 s. In the pressure plot from the 10-hour run, this decrease in the pressure 
can be seen more clearly with the extension of the experiment time. The drop in the Kr + H2 gas 
mixture pressure was caused by the H2 permeation.  
 
Modeling of the 10-hour run was carried out using the LMSPD code. Measured surface 
temperature is used as the temperature of the facility outer surface. The temperature is assumed to 
be uniform across the tritium removal facility outer surface. The heating power is assumed to be 
uniform across the tape heater and steady at 624 W throughout the experiment. Based on the 
geometry of the facility and the flow rate of the gas mixture inside the loop, heat transfer 
coefficients were calculated for the facility wall and the gas mixture. A heat transfer code was 









Taking both the temperature effect on the pressure and the hydrogen permeation out of the loop, 
the pressure of the gas mixture was calculated and plotted in Figure 4.29. The difference between 
the calculation results and the experimental data is within 2.33%. From the comparison, the 
developed LMSPD code was verified for the cross-flow tritium removal facility fabricated with 
stainless steel 316. 
 
 
Figure 4.29. Calculated pressure of the gas mixture compared with the experimental data 
 
Because the experiment loop was not insulated in hydrogen permeation barriers, the probability of 
H2 escaping the loop into the surrounding environment instead of into the sweep gas should be 
considered. Figure 4.30 plots the permeability of H2 through the structure walls at different 
temperatures. At room temperature, the value of H2 permeability is 1/34 of that at 300 °C and 1/61 
of that at 400 °C. The measured temperature at the location away from the tritium removal facility 
shows that the temperature of the gas mixture in the rest of the loop is well below that in the heated 
tritium removal facility. Comparing the H2 permeability values at different temperatures, the 


























Figure 4.30 H2 permeability through stainless steel at different temperatures  
 
4.3.7 Design of the validation experiment using molten salt  
 
For the experiment using molten salt as the H2 carrier, a schematic of the loop is shown in Figure 
4.31. The experimental setup consists of a molten salt loop, a H2 loop and an Ar purging gas loop. 
FLiNaK is the selected molten salt material. FLiNaK is pumped through a loop, which consists of 
a H2 addition facility and a H2 removal facility. H2 dissolves into the molten salt in the H2 addition 
facility, and part of the H2 dissolved is removed in the H2 removal facility. The remainder circles 
in the loop with the molten salt. The H2 carried out by the purging gas from the removal facility is 
quantitatively analyzed by a hydrogen sensor, which will probably be a GC. The mixed gas is then 
vented out through a ventilation hood. At equilibrium, the rate of H2 dissolving into FLiNaK equals 
the H2 flow rate at the molten salt inlet of the removal facility. By recording the H2 flow rate in 
the outlet purging gas during the steady-state operation, the overall mass transfer coefficient of the 
experiment facility can be calculated. The results can be scaled up to obtain the removal 





Figure 4.31 Schematic of the H2 removal validation experiment with molten salt 
 
Figure 4.32 shows a CAD drawing of the test section of molten salt. This experiment will take 
advantage of the FLiNaK loop in the lab, which is designed to investigate the performance of 
DRACS in FHRs [100]. The test section shown here will be connected to the existing loop via 
flanges. The experiment loop section will share pumps, heaters, flowmeters, thermocouples, and 
pressure transducers with the existing High-Temperature DRACS Test Facility (HTDF). NPS 1.5 
stainless steel 316H pipes will be used to match existing facility pipes. Thermal insulation will be 
applied around the pipes and facilities to avoid salt freezing due to heat loss. The main facilities in 
the testing loop are the H2 addition facility and the H2 removal facility. The two are identical in 
geometry and are connected by flanges. The short distance between the two facilities is intended 
to minimize the H2 leakage from the molten salt. An ultrasonic flowmeter will be installed on the 
loop to monitor the molten salt flow rate. To avoid molten salt leakage, flanges and elbows will be 






Figure 4.32 Design of test section in the molten salt loop 
 
The gas lines are shown in Figure 4.33 and Figure 4.34. The H2 addition gas line is connected 
through the H2 addition facility. The Ar purging gas line is connected through the H2 removal 
facility. Hoses and ¼-inch tubes will be used to connect gas cylinders and the facilities. Table 4.10 
explains the components of the loops.  
 
 




Figure 4.34 Schematic of the Ar purging gas line 
 
Because of the delay in loop construction, the experiment using molten salt has not been set up. 
However, in the future, if permitted, after the FLiNaK loop is completed and in operation, the 
experiment can be setup and carried out. Computer simulation of the experiment will be performed, 


























Table 4.10 Table of loop components 
 
Denotation Component type Location Function 
V1 Ball valve  H2 addition gas line 
Shut-off valve for H2 gas 
cylinder  
V2 Ball valve  H2 addition gas line 
Shut-off valve for N2 gas 
purging line 
V3 Needle valve  H2 addition gas line 
Control and adjust H2/N2 flow 
rate 
V4 Ball valve  H2 addition gas line 
Shut-off valve for N2 gas 
venting line 
V5 Ball valve  Ar purging gas line 
Shut-off valve for Ar gas 
cylinder  
V6 Needle valve  Ar purging gas line Control and adjust Ar flow rate 
TC1 Thermocouple H2 addition gas line 
Monitor and record H2/N2 
temperature near the Flowmeter 
TC2 Thermocouple H2 addition gas line 
Monitor and record H2/N2 
temperature near P5  
TC3 Thermocouple Ar purging gas line 
Monitor and record Ar 
temperature near the Rotameter 
TC4 Thermocouple Ar purging gas line 
Monitor and record out-coming 
purging gas temperature near 
the sampling station 
P1 Pressure regulator H2 addition gas line 
Pressure regulator for H2 gas 
cylinder 
P2 Pressure regulator H2 addition gas line 
Pressure regulator for N2 gas 
cylinder 
P3 Pressure regulator Ar purging gas line 





H2 addition gas line 
Monitor and record H2 gas line 





H2 addition gas line 
Monitor and record H2 gas line 





Pressure regulator H2 addition gas line 
Control H2/N2 loop pressure 
(coupling with P1/P2); release 
pressure before exhausted gas is 
vented 
Flowmeter Flowmeter H2 addition gas line 
Monitor and record H2/N2 flow 
rate 
Rotameter Flowmeter Ar purging gas line Monitor and record Ar flow rate 
Hose Flexible hose Ar purging gas line 





4.4 Performance evaluation of the cross-flow tritium removal facility 
 
To evaluate the effectiveness and efficiency of the designed cross-flow tritium removal facility in 
the molten salt reactor, a calculation using the LMSPD code was performed. The dimensions and 
flow configurations of the cross-flow tritium removal facility are from Table 3.2. The calculated 
tritium removal rates of the two configurations are listed in Table 4.11. From the results, it can be 
seen that configuration A performed better than configuration B, by almost 13% in the tritium 
removal rate under the condition of the same tritium inlet concentration.  
 
Table 4.11 Tritium removal rate of the tritium removal facility  
 




4.5 Summary of the tritium analysis code and experimental validation 
 
In this part of the study, a novel mass transport calculation method was developed based on the 
LMSPD, and the method was validated against hydrogen permeation experiments. Although 
comparison of the code calculation results with the experimental data in the literature shows greater 
discrepancy at low temperatures, they agree well at operating temperatures of the FHR. The 
comparison validates the correctness of the LMSPD method.  
 
The LMSPD method was further validated using the data from a laboratory-scale gas-loop 
hydrogen extraction experiment. This experiment is the first one of the two experiments designed 
for validating the effectiveness and efficiency of the cross-flow tritium removal facility. The gas-
loop experiment was performed as a testing experiment for the molten salt-loop experiment. Kr 
was used as a surrogate for the molten salt and functioned as a carrier gas of H2. The gas mixture 
was circulated through a laboratory-scale cross-flow tritium removal facility inside a closed loop. 
The pressure of the gas mixture was recorded, and it was observed clearly that H2 permeates out 
of the loop from the tube bank. The experiment was modeled using the LMSPD code and the code 
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calculation results are consistent with the experimental data. The LMSPD code was then used to 
evaluate the cross-flow tritium removal facility designed for the FHR systems, finding that the 
designs were able to achieve above 50% tritium removal.  
 
There are some limitations to the gas-loop experiment. One of the most significant ones is the 
difference in properties between molten salts and Kr gas. The diffusive and convective transport 
of hydrogen in molten salts cannot be fully represented in a carrier gas. Therefore, to evaluate fully 
the performance of the cross-flow tritium removal facility, a molten salt-loop experiment was 
designed. H2 will first be added to the molten salt via diffusion through a hydrogen addition facility 
before it is removed in the hydrogen removal facility. However, due to time constraints, the molten 
salt-loop experiment has not been carried out by the time this dissertation is completed. 
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Chapter 5. Summary, Conclusions, and Future Work  
 
The principal objective of the current research is to propose a solution for the tritium generation 
challenge in advanced nuclear reactors such as FHRs. Topics that this study tries to address include 
evaluation of the health impacts of released tritium on the public, proposing a tritium control and 
mitigation strategy, development of a tritium transport calculation method, and experimental 
validation of the proposed tritium removal facility.  
 
Governmental regulations on public doses of tritium and radioactive materials were reviewed here, 
as were studies on the dispersion and transport of human-sourced tritium released into the 
environment. It was discovered that limited research had been carried out on the health impact of 
chronic airborne tritium release to residents near the tritium release sources. Therefore, to evaluate 
the impact of tritium released from FHRs on the public health, the dispersion of airborne tritium 
was studied, and the doses public individuals would receive from tritium release were calculated. 
The meteorological conditions that favor lowering the maximum individual dose were discovered. 
These include low temperature, upwind direction, high wind speed, and high relative humidity. In 
addition, it is suggested that several measures can be taken to reduce the negative impact of tritium 
release on local residents such as locating residents away from the tritium-release facility, avoiding 
the downwind direction, and increasing the height of the tritium release point.  
 
The uncertainty analysis of the dose assessment shows that climate change could significantly 
influence the health impact to the public from FHR tritium release. For a selected location, its 
suitability for FHR construction and operation might change with the change of local 
meteorological conditions over time. In addition, it is discovered from the sensitivity study that for 
different geological locations, the contribution from each meteorological parameter to the dose 
equivalent vary greatly. Therefore, dose assessment for the future should include the effects of 
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climate change, and uncertainty analysis should be performed to address the significant 
uncertainties in meteorological parameters. 
 
To limit the leakage rate of tritium to an allowable level, a tritium control and mitigation system 
was designed for advanced nuclear reactor systems. The system consists of four main components: 
namely, redox control of the primary coolant, a cross-flow tritium removal facility, an IHX, 
possibly with double-wall design and tritium permeation barrier coatings applied to structural 
materials as necessary. The double-wall IHX was designed as an optional component of the tritium 
control and mitigation system, to be used if necessary. It was designed to minimize tritium leakage 
into the secondary (or intermediate) coolant through the large surface area of the IHX. In this IHX 
design, the molten-salt coolant flows through the gaps between the two tube walls, or tritium-
permeation-barrier materials are filled in the tube gaps. The materials in the tube gaps prevent 
tritium from leaking into the secondary coolant.  
 
To further minimize tritium leaking into the surrounding environment through the structural 
materials, tritium-permeation-barrier coatings can be applied as necessary. The tritium 
permeabilities of several candidates were reviewed, and it was found that Al2O3 is a promising 
material for this purpose. One limitation of using tritium permeation barriers is that the barrier 
coating requires a high level of integrity. Cracks and other defects of the coating significantly 
reduce tritium permeation reduction. In practical operation, this could be a challenge, as the 
integrity of the coating may be hard to maintain, especially at high temperatures.  
 
A preliminary economic analysis was carried out to study the construction and operating cost of 
the cross-flow tritium removal facility. It was discovered that the operation cost can be lowered if 
a fraction of the primary coolant flow, instead of the entire primary coolant flow, is directed to 
flow through the tritium removal facility. The costs of the two-loop and three-loop FHR designs 
were compared. The AHTR pre-conceptual design was used as a prototype for the three-loop 
design. In the AHTR design, the intermediate loop functions as a buffer loop for tritium permeation 
from the primary loop to the power-generation cycle loop. It is shown that, with the elimination of 
the intermediate loop, the two-loop FHR design has economic advantages over the original three-




From the economic analysis, it was discovered that, of the tritium control strategies, the cross-flow 
tritium removal facility is the most economical. The cross-flow configuration was designed to 
increase the turbulence of the molten salt and to thereby increase the efficiency of tritium removal. 
Since mass transfer in the cross-flow configuration was rarely model by computer codes, a novel 
tritium transport calculation method based on the logarithmic mean square root of the partial-
pressure difference was developed to evaluate the performance of the designed facility. The 
method was implemented in MATLAB. The calculation results of the LMSPD codes were 
compared with the calculation results from a code using the FVM and experimental data of 
hydrogen permeation through a nickel tube. The results agree well.  
 
To verify the developed LMSPD code with the cross-flow tritium removal facility fabricated with 
stainless steel, two validation experiments were designed with H2 as a surrogate for T2: one with 
reactor off-gas Kr as the fluid and the other with molten salt FLiNaK as the fluid and solvent of 
H2. The experiment with the off-gas Kr was carried out at the University of Idaho. A laboratory-
scale cross-flow tritium removal facility that consists of 27 tubes in the tube bank was fabricated, 
and a laboratory-scale experimental loop was constructed. Two runs were carried out, lasting 6 
hours and 10 hours. The 10-hour run was modeled using the LMSPD code, and the calculation 
results agreed well with the experimental data. An experiment using the molten-salt FLiNaK will 
be carried out if resources are available in the future. 
 
For the future investigation of the tritium challenge in advanced nuclear reactors, studies can be 
performed in several fields. First, current tritium transport coefficients in several types of molten 
salts (for example, FLiNaK and FLiBe) reported in the literature exhibit significant discrepancies. 
Both theoretical and experimental work is necessary to help understand tritium diffusion in molten 
salts. Second, tritium dispersion in the atmosphere requires further investigation—especially wet 
deposition. The influence of precipitation on tritium wash-out lacks theoretical support and 
experimental validation. Third, uncertainty analysis and sensitivity study of the tritium dispersion 
process are of interest as well. In this study the uncertainty of the meteorological parameters were 
addressed, but not much investigation had been performed on the uncertainty in the dispersion 
process itself. Fourth, in this study, a cross-flow tritium-removal strategy is proposed and 
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evaluated. It is only one of the many possible strategies for tritium mitigation. Other strategies can 
be developed and evaluated, as well. Finally, experiments on hydrogen (or tritium if safety 
conditions permit) extraction from molten salts need to be performed to validate further the cross-
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LMSPD code  
 
This code is a zero-dimensional (control-volume) black box type mass transfer calculation code. 
The example shown in this appendix is the modeling of the H2 permeation experiment through a 
nickel tube. This experiment is described in Section 4.2.  
 
% Method: LMSPD 
% This is an example of H2 permeation through Ni  
% Wang, M., Song, J., Wu, X., Tan, X., Meng, B., Liu, S., 2016.  
%  “Metallic nickel hollow fiber membranes for hydrogen separation at  
%  high temperatures,” Journal of Membrane Science, 509, pp. 156-163. 
 
p_in = 0.01:.01:3;          % varying H2 inlet partial pressure  
for para = 1:length(p_in)     
% geometry 
d1o = 26.67*10^-3;          % inner wall outer diameter, m 
d1i = 20.93*10^-3;          % inner wall inner diameter, m 
t = (d1o-d1i)/2;            % inner tube wall thickness, m 
height = 18*0.0354;         % mass transfer length, m 
A1 = 3.14*d1i^2/4;          % tube side cross section area, m^2 
d2i = .01;                  % outer tube inner diameter, m 
A2 = pi/4*(d2i^2-d1o^2);    % shell side cross section area, m^2 
R = 8.314;                  % ideal gas constant 
T = 800+273.15;             % initial value of salt temperature, K 
Pw = 1.44*10^(-6)*exp(-51070/(R*T));        
% mol/(m*s*Pa^0.5), permeability of H2 of wall, Ni; 
  
% tube side, sweep gas, N2 
vfr1 = 30*10^-6/60;      % 30 mL/min 
u1 = vfr1/A1; 
n1 = 101000/R/T*vfr1;    % mass flow rate in [mol/s] 
mfr1 = n1*28*10^-3;      % purging gas is N2 
rho1 = mfr1/vfr1;        % tube side gas density  
p1i = 0;                 % tube side inlet H2 partial pressure  
c1i = 0;                 % tube side inlet H2 concentration 
mu1 = 3.1335*10^-5;      % viscosity, Pa-s 
Re1 = rho1*u1*d1i/mu1;   % Reynolds number 
DN2 = 1.539*10^-6*T^1.548/log(T/3.16/10^-7)^2/exp(1067/T^2-2.8/T)/101000;    
% H2 diffusivity in tube side fluid  




% shell side, feed gas, H2+CO2 
vfr2 = 30*10^(-6)/60;               % volumetric flow rate, 30 mL/min 
n2 = p_in(para)*101000/R/T*vfr2;    % number of moles of H2 
mfr2 = n2*2*10^-3+n2*44*10^-3;      % kg/s, H2+CO2 
rho2 = mfr2/vfr2;                   % shell side fluid density  
u2 = vfr2/A2;                       % shell side fluid velocity  
p2i = p_in(para)*101000;            % shell side inlet H2 partial pressure  
mu2 = .5*(1.49+3)*10^-5;            % viscosity, Pa-s, 50%H2+50%CO2 
Diam2 = 4*A2/(pi*d2i+pi*d1o);       % shell side hydraulics diameter 
Re2 = rho2*u2*Diam2/mu2;            % shell side Reynolds number  
DCO2 = 3.14*10^-5*T^1.75/exp(11.7/T)/(p2i*2);   % H2 diffusivity  
HCO2 = 1/R/T;                       % H2 solubility 
c2i = p2i*HCO2;                     % H2 inlet concentration 
  
%% Sherwood number calculation 
Sc2 = mu2/rho2/DCO2; 
if Re2 > 1000 && Re2 < 20000 
    C = .4; m = .6; 
elseif Re2 > 20000 
    C = .022; m = .84; 
else 
    C = 0; m = 0; 
end 
Sh2 = C*Re2^m*Sc2^.36; 
if Sh2 == 0 
    Sh2 = 3.41; 
end  
Sc1 = mu1/rho1/DN2; 
if Re1 > 1000 && Re1 < 20000 
    C = .4; m = .6; 
elseif Re1 > 20000 
    C = .022; m = .84; 
else 
    C = 0; m = 0; 
end 
Sh1 = C*Re1^m*Sc1^.36; 
if Sh1 == 0 
    Sh1 = 3.41; 
end 
  
%% mass transfer coefficients calculation 
% shell side  
R2 = Diam2/(DCO2*Sh2);      % resistance of shell side 
h2 = Sh2*DCO2/Diam2;        % mass transfer coefficient 
h2p = h2*HCO2; 
h2pA = h2p*(d1o*pi*height); 
% tube side  
R1 = d1o/(DN2*Sh2);         % resistance of 2nd side  
h1 = Sh1*DN2/d1i; 
h1p = h1*HN2; 
h1pA = h1p*(d1i*pi*height); 
% Mass transfer area 
Amt = 3.14*height*(d1o-d1i)/log(d1o/d1i); 
  
%% iteration 
% initialization, assume Q  
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Qnew = 10^-10; 
err = 1; 
i = 0; 
while err > 10^-3 
    Q = Qnew; 
    c1i = 0; 
    p1i = c1i/HN2;     
    c2o = c2i-Q/vfr2; 
    if c2o < 0 
        Q = rand*((c2i-c1i*HCO2/HN2)/(1/vfr2+1/vfr1*HCO2/HN2)); 
        c2o = c2i-Q/vfr2; 
    end 
    c1o = c1i+Q/vfr1; 
    p1o = c1o/HN2; 
    p2o = c2o/HCO2;     
    dp1 = p2i^.5-p1i^.5; 
    dp2 = p2o^.5-p1o^.5;      % cocurrent flow configuration 
    while dp2 < 0 
        Q = rand*((c2i-c1i)/(1/vfr2+1/vfr1)); 
        c2o = c2i-Q/vfr2; 
        c1o = c1i+Q/vfr1; 
        p1o = c1o/HN2; 
        p2o = c2o/HCO2; 
        dp2 = p2o^.5-p1o^.5; 
    end 
    LMSPD = (dp1-dp2)/log(dp1/dp2);     % calculate LMSPD  
    p2_avg = (p2i+p2o)/2-Q/h2pA; 
    p1_avg = p2_avg+Q/h2pA-LMSPD+Q/h1pA; 
    h2p = h2*HCO2*((p2_avg+Q/h2pA)^.5+(p2_avg)^.5); 
    h2pA = h2p*(d1o*pi*height); 
    h1p = h1*HN2*((p1_avg-Q/h1pA)^.5+(p1_avg)^.5); 
    h1pA = h1p*(d1i*pi*height); 
    hwp = Pw/t/(p1_avg^.5+p2_avg^.5); 
    hwpA = hwp*t*(1/log(d1o/d1i))*(2*pi*height); 
hp = 1/(1/h1pA+1/h2pA+1/hwpA)/((d1o-d1i)/log(d1o/d1i)); 
% overall mass transfer coefficient  
    Qnew = LMSPD*hp/(log(d1o/d1i)/(2*pi*height)); % new mass flux  
    err = abs((Qnew-Q)/Qnew); 
    i = i+1; 
end 
  
%% output  
c_IHX = c1o;                        % outlet H2 concentration 
delta_c_IHX = c2i-c_IHX;            % amount removed 
  
c1inwrite(para) = c2i; 
c1outwrite(para) = c1o; 
p1outwrite(para) = p1o; 
c2outwrite(para) = c2o; 
p2outwrite(para) = p2o; 
LMSPDwrite(para) = LMSPD; 
hpwrite(para) = hp; 
Jwrite(para) = Qnew/Amt;         
Qwrite(para) = Qnew; 
deltap(para) = (p2_avg/101000)^.5-(p1_avg/101000)^.5; 
dp1write(para) = (p2i/101000)^.5-(p1i/101000)^.5; 
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h1pwrite(para) = h1p; 
h2pwrite(para) = h2p; 







Python code for parametric study in dose assessment  
 
The following code is used to generate hourly meteorological files for GENII input. In this study, 
it is used in the parametric study of the dose assessment. An original hourly meteorological file 
(accessible on EPA website) is read into the program, and each meteorological parameter can be 
adjusted as necessary.  
 
from __future__ import division 
import numpy as np 
import matplotlib.pyplot as plt 






 i = 0 
 data = [] 
 day_summary = [] 
 with open(filename, 'r') as f: 
  for line in f: 
   if i%25 != 0: 
    data.append(line.split()) 
   else: 
    day_summary.append(line.split()) 
   i += 1 
 data = np.asarray(data, dtype = 'object') 
 # day_summary = np.array(day_summary, dtype = 'object') 
 return data, day_summary 
 
def columns(data): 
 date = data[:, 0] 
 hour = data[:, 1] 
 Ra = data[:, 2] 
 Ra_normal = data[:, 3] 
 Rs = data[:, 4] 
 Rs_normal = data[:, 5] 
 Ra_diffuse = data[:, 6] 
 sky_cover_total = data[:, 7] 
 sky_cover_opaque = data[:, 8] 
 temp = data[:, 9] 
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 dew = data[:, 10] 
 humidity_rel = data[:, 11] 
 pres = data[:, 12] 
 wind_dir = data[:, 13] 
 wind_sp = data[:, 14] 
 vis = data[:, 15] 
 ceiling = data[:, 16] 
 obser = data[:, 17] 
 weather_pre = data[:, 18] 
 preci = data[:, 19] 
 aerosol = data[:, 20] 
 snow_depth = data[:, 21] 
 snow_interval = data[:, 22] 
 preci_hourly = data[:, 23] 
 # eto = data[:, 24] 
 # ep = data[:, 25] 
 return date, clean(hour), clean(temp), \ 
 clean(wind_dir), clean(wind_sp), \ 
 list(map(lambda x: x*1.94384, clean(wind_sp))), \ 
 list(map(lambda x: x*3.28, clean(ceiling))), \ 
 clean(sky_cover_total), clean(humidity_rel), \ 
 list(map(lambda x: x*10, clean(preci_hourly))) 
 
def clean(parameter): 
 new = [] 
 for entry in parameter: 
  new.append(float(re.sub("[AESTUZ]", "", entry))) 
 parameter = new 
 return parameter 
 
def net_radiation_index(cloud_cover, ceiling, hour, solar, preci): 
 if preci < 0: 
  preci = 0 
 if cloud_cover == 10 and ceiling <= 7000: 
  net_ra = 0 
 # night time assumed as 18-6 
 elif hour < 6 or hour > 18: 
  if preci > 0: 
   net_ra = 0 
  elif cloud_cover < 4: 
   net_ra = -2 
  else: 
   net_ra = -1 
 # daytime  
 else: 
  # solar angle 
  if solar <= 15: 
   net_ra = 1 
  elif solar <= 35: 
   net_ra = 2 
  elif solar <= 60: 
   net_ra = 3 
  else: 
   net_ra = 4 
  # modification 
  if cloud_cover > 5 and preci == 0: 
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   if ceiling <= 7000: 
    net_ra -= 2 
   elif ceiling <= 16000: 
    net_ra -= 1 
    
   if cloud_cover == 10: 
    net_ra -= 1 
 
   if net_ra < 1: 
    net_ra = 1 
 
  elif preci > 0: 
   net_ra -= 2 
   if net_ra < 0: 
    net_ra = 0 
 return net_ra 
 
def solar_angle(latti, hour, day): 
# calculate solar angle 
 decli_angle = -23.5*np.cos(np.pi*day/173) 
 h_a = 180-hour/12*180 
 solar= np.arcsin(np.sin(latti) * np.sin(decli_angle) + np.cos(latti) * 
np.cos(decli_angle) * np.cos(h_a)) 
 return solar 
 
def stability(net_ra, wind_sp): 
# calculate stability class 
 # print(net_ra, wind_sp) 
 if net_ra == 4: 
  if wind_sp < 5.5: # knots  
   sta_class = 1 
  elif wind_sp < 9.5: 
   sta_class = 2 
  else: 
   sta_class = 3 
 elif net_ra == 3: 
  if wind_sp < 1.5: # knots  
   sta_class = 1 
  elif wind_sp < 7.5: 
   sta_class = 2 
  elif wind_sp < 11.5: 
   sta_class = 3 
  else: 
   sta_class = 4 
 elif net_ra == 2: 
  if wind_sp < 3.5: # knots  
   sta_class = 2 
  elif wind_sp < 9.5: 
   sta_class = 3 
  else: 
   sta_class = 4 
 elif net_ra == 1: 
  if wind_sp < 3.5: # knots  
   sta_class = 3 
  else: 
   sta_class = 4 
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 elif net_ra == 0: 
  sta_class = 4 
 elif net_ra == -1: 
  if wind_sp < 3.5: # knots  
   sta_class = 6 
  elif wind_sp < 6.5: 
   sta_class = 5 
  else: 
   sta_class = 4 
 elif net_ra == -2: 
  if wind_sp < 3.5: # knots  
   sta_class = 7 
  elif wind_sp < 6.5: 
   sta_class = 6 
  elif wind_sp < 10.5: 
   sta_class = 5 
  else: 
   sta_class = 4 
 return sta_class 
 
def plot(dictionary): 
 for key, values in dictionary.items(): 
  plt.plot(values) 
  plt.title('{0}'.format(key)) 




 year_average = np.average(parameter) 
 maximum = np.amax(parameter) 
 minimum = np.amin(parameter) 
 day_average = [] 
 for i in range(int(len(parameter)/24)): # number of days 
  day_data = parameter[(i*24):((i+1)*24)] 
  # print(day_data) 
  day_average.append(np.average(day_data)) 
 return day_average, year_average, maximum, minimum 
 
def change_temp(dry_bulb, RH): 
 a = 6.1121 # mb 
 b = 18.678  
 c = 257.14 # degC 
 d = 234.5 # degC 
 dew_point = [] 
 for i in range(len(dry_bulb)): 
  gamma = np.log(RH[i]/100)+b*dry_bulb[i]/(c+dry_bulb[i]) 
  dew_point.append(c*gamma/(b-gamma)) 
 return dew_point 
 
def write_met_temp(data, day_summary, temperature, RH): 
 for i in range(len(temperature)): 
  temperature[i] = temperature[i]+2.64 
 dew_point = change_temp(temperature, RH) 
 with open('add_2.h90', 'w') as f: 
  for i in range(len(data)+len(day_summary)): 
   if i == 0: 
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    f.write(' 24243 Yakima                         WA  +8  
N  46 34  W 120 32   324   2002-07-02 16:28:53\n') 
   elif i%25 == 0: 
    j = int(np.floor(i/25)) 
    k = day_summary[j] 
    # f.write(' {0:10s}\n'.format(day_summary[j][0])) 
    f.write('{0:>11s}{1:>3s}{2:>7s}{3:>7s}{4:>7s}  
{5:>7s}  {6:>7s}  
{7:>4s}{8:>4s}{9:>7s}{10:>7s}{11:>5s}{12:>7s}{13:>5s}{14:>7s}{15:>8s}{16:>8s}
{17:>3s}{18:>11s}{19:>5s}{20:>8s}{21:>6s}{22:>5s}{23:>8s}{24:>9s}{25:>8s}\n'\ 
     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23], k[24], 
k[25])) 
   else: 
    j = int(i-1-np.floor(i/25)) 
    k = data[j] 
    k[9] = temperature[j] 
    k[10] = dew_point[j] 




     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23])) 
 return 
 
def write_met_preci(data, day_summary, precipitation): 
 no_preci = [] 
 values = [] 
 for i in range(len(precipitation)): 
  # precipitation[i] = precipitation[i]*5 
  if precipitation[i] == 0: 
   no_preci.append(i) 
  else: 
   values.append(precipitation[i]) 
 to_change = random.sample(no_preci, 2*len(values)) 
 # print(to_change) 
 for i in range(len(values)): 
  precipitation[to_change[i]] = values[i] 
  precipitation[to_change[i+len(values)]] = values[i] 
 
 with open('fake.h90', 'w') as f: 
  for i in range(len(data)+len(day_summary)): 
   if i == 0: 
    f.write(' 24243 Yakima                         WA  +8  
N  46 34  W 120 32   324   2002-07-02 16:28:53\n') 
   elif i%25 == 0: 
    j = int(np.floor(i/25)) 
    k = day_summary[j] 
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    f.write('{0:>11s}{1:>3s}{2:>7s}{3:>7s}{4:>7s}  
{5:>7s}  {6:>7s}  
{7:>4s}{8:>4s}{9:>7s}{10:>7s}{11:>5s}{12:>7s}{13:>5s}{14:>7s}{15:>8s}{16:>8s}
{17:>3s}{18:>11s}{19:>5s}{20:>8s}{21:>6s}{22:>5s}{23:>8s}{24:>9s}{25:>8s}\n'\ 
     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23], k[24], 
k[25])) 
   else: 
    j = int(i-1-np.floor(i/25)) 
    k = data[j] 
    k[23] = precipitation[j] 




     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23])) 
 return 
 
def write_met_windsp(data, day_summary, wind_sp): 
 for i in range(len(wind_sp)): 
  wind_sp[i] = wind_sp[i]*0.948815 
 with open('add_22.h90', 'w') as f: 
  for i in range(len(data)+len(day_summary)): 
   if i == 0: 
    f.write(' 24243 Yakima                         WA  +8  
N  46 34  W 120 32   324   2002-07-02 16:28:53\n') 
   elif i%25 == 0: 
    j = int(np.floor(i/25)) 
    k = day_summary[j] 
    # f.write(' {0:10s}\n'.format(day_summary[j][0])) 
    f.write('{0:>11s}{1:>3s}{2:>7s}{3:>7s}{4:>7s}  
{5:>7s}  {6:>7s}  
{7:>4s}{8:>4s}{9:>7s}{10:>7s}{11:>5s}{12:>7s}{13:>5s}{14:>7s}{15:>8s}{16:>8s}
{17:>3s}{18:>11s}{19:>5s}{20:>8s}{21:>6s}{22:>5s}{23:>8s}{24:>9s}{25:>8s}\n'\ 
     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23], k[24], 
k[25])) 
   else: 
    j = int(i-1-np.floor(i/25)) 
    k = data[j] 
    k[14] = wind_sp[j] 






     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23])) 
 return 
 
def write_met_wind_dir(data, day_summary, wind_dir): 
 for i in range(len(wind_dir)): 
  wind_dir[i] = wind_dir[i]+180 
  if wind_dir[i] >= 360: 
   wind_dir[i] -= 360 
 with open('fake.h90', 'w') as f: 
  for i in range(len(data)+len(day_summary)): 
   if i == 0: 
    f.write(' 24243 Yakima                         WA  +8  
N  46 34  W 120 32   324   2002-07-02 16:28:53\n') 
   elif i%25 == 0: 
    j = int(np.floor(i/25)) 
    k = day_summary[j] 
    # f.write(' {0:10s}\n'.format(day_summary[j][0])) 
    f.write('{0:>11s}{1:>3s}{2:>7s}{3:>7s}{4:>7s}  
{5:>7s}  {6:>7s}  
{7:>4s}{8:>4s}{9:>7s}{10:>7s}{11:>5s}{12:>7s}{13:>5s}{14:>7s}{15:>8s}{16:>8s}
{17:>3s}{18:>11s}{19:>5s}{20:>8s}{21:>6s}{22:>5s}{23:>8s}{24:>9s}{25:>8s}\n'\ 
     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23], k[24], 
k[25])) 
   else: 
    j = int(i-1-np.floor(i/25)) 
    k = data[j] 
    k[13] = int(wind_dir[j]) 




     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23])) 
 return 
 
def write_met_RH(data, day_summary, temperature, RH): 
 for i in range(len(RH)): 
  RH[i] = int(RH[i]*2) 
  if RH[i] > 100: 
   RH[i] = 100 
 dew_point = change_temp(temperature, RH) 
 with open('fake.h90', 'w') as f: 
  for i in range(len(data)+len(day_summary)): 
   if i == 0: 
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    f.write(' 24243 Yakima                         WA  +8  
N  46 34  W 120 32   324   2002-07-02 16:28:53\n') 
   elif i%25 == 0: 
    j = int(np.floor(i/25)) 
    k = day_summary[j] 
    # f.write(' {0:10s}\n'.format(day_summary[j][0])) 
    f.write('{0:>11s}{1:>3s}{2:>7s}{3:>7s}{4:>7s}  
{5:>7s}  {6:>7s}  
{7:>4s}{8:>4s}{9:>7s}{10:>7s}{11:>5s}{12:>7s}{13:>5s}{14:>7s}{15:>8s}{16:>8s}
{17:>3s}{18:>11s}{19:>5s}{20:>8s}{21:>6s}{22:>5s}{23:>8s}{24:>9s}{25:>8s}\n'\ 
     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23], k[24], 
k[25])) 
   else: 
    j = int(i-1-np.floor(i/25)) 
    k = data[j] 
    k[11] = RH[j] 
    k[10] = dew_point[j] 




     .format(k[0], k[1], k[2], k[3], k[4], k[5], 
k[6], k[7], k[8], k[9], \ 
      k[10], k[11], k[12], k[13], k[14], k[15], 
k[16], k[17], k[18], k[19], \ 
      k[20], k[21], k[22], k[23])) 
 return 
 
def GENII(filename, date, hour, sta_class, wind_dir, wind_sp, temperature, 
ceiling, preci): 
 year = [] 
 month = [] 
 day = [] 
 preci_code = [] 
 for i in range(len(date)): 
  # adjusting parameter 
  temperature[i] = (temperature[i]+273.15)*1.068526676 
  year.append(int(date[i].split('-')[0])%100) 
  month.append(int(date[i].split('-')[1])) 
  day.append(int(date[i].split('-')[2])) 
  ceiling[i] = int(np.floor(ceiling[i]/3.281)) 
  if preci[i] <= 1: 
   preci_code.append(0) 
  elif preci[i] <= 5: 
   preci_code.append(1) 
  elif preci[i] <= 10: 
   preci_code.append(2) 
  else: 
   preci_code.append(3) 
  # elif preci <=  
 f = open(filename, 'w') 
 for i in range(len(date)): 
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  f.write('{0:5d}{1:3d}{2:3d}{3:3d}{4:2d}{5:5d}.{6:6.1f} 
{7:.2f}{8:6d}.{9:2d}{10:7.2f}     1.\n'\ 
   .format(year[i], month[i], day[i], int(hour[i]), 
int(sta_class[i]), \ 
    int(wind_dir[i]), wind_sp[i], temperature[i], 
ceiling[i], \ 





 data, day_summary = load_data('add_2.h90') 
 # print(day_summary[1][0]) 
 latti = 46.55 # site lattitude  
 # precipitation rate [mm/hr] 
 date, hour, temp, wind_dir, wind_sp, wind_sp_knot, \ 
 ceiling, sky_cover_total, humidity_rel, preci = columns(data) 
 # print(sum(preci)/len(preci)) 
 solar = [] 
 net_ra = [] 
 sta_class = [] 
 for i in range(len(temp)): 
  solar.append(solar_angle(latti, hour[i], i+1)) 
  net_ra.append(net_radiation_index(sky_cover_total[i], ceiling[i], 
hour[i], solar[i], preci[i])) 
  sta_class.append(stability(net_ra[i], wind_sp_knot[i])) 
  i += 1 
 
 dictionary = { 
             "temperature": temp, 
             "temp_day_average": variation(temp), 
             "wind speed": wind_sp,  
             "wind_sp_day_average": variation(wind_sp), 
             "humidity_relative": humidity_rel, 
             "humidity_rel_day_average": variation(humidity_rel), 
             "hourly precipitation": preci, 
             "stability class": sta_class 
             } 
  
 # # change temperature 
 # write_met_temp(data, day_summary, temp, humidity_rel) 
 # # change precipitation 
 # write_met_preci(data, day_summary, preci) 
 ## change wind speed 
 #write_met_windsp(data, day_summary, wind_sp) 
 # # change relative humidity 
 # write_met_RH(data, day_summary, temp, humidity_rel) 
 # # change wind direction 
 # write_met_wind_dir(data, day_summary, wind_dir) 
 
 # write single year data 
 # with open('90.csv', 'w') as f: 
 #  [f.write('{0}, {1}\n'.format(key, values)) for key, values in 
dictionary.items()] 
 
 # # write GENII input file 
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Code for uncertainty analysis in dose assessment  
 
This code is used to train the Gaussian Process in the uncertainty analysis. Samples with the 
corresponding output are read into the program, and a model is trained to predict the output if a set 
of new input parameters are feed to the model. The methodology is described in Section 2.2.3.  
 
hanford = csvread('hanford_2020_110m.csv'); 
inl = csvread('inl_2020_110m.csv'); 
ornl = csvread('ornl_2020_110m.csv'); 
  
%% Guassian process training, run this part first to generate  
% GP_surrogates.mat 
% hanford_GP =  fitrgp(hanford(:,1:3), 
hanford(:,4),'KernelFunction','matern52',... 
%     'FitMethod','exact','PredictMethod','exact','Standardize',1,... 
%     'OptimizeHyperparameters','all','HyperparameterOptimizationOptions',... 
%     struct('MaxObjectiveEvaluations',25, 'KFold',5)); 
%  
% ornl_GP =  fitrgp(ornl(:,1:3), ornl(:,4),'KernelFunction','matern52',... 
%     'FitMethod','exact','PredictMethod','exact','Standardize',1,... 
%     'OptimizeHyperparameters','all','HyperparameterOptimizationOptions',... 
%     struct('MaxObjectiveEvaluations',25, 'KFold',5)); 
%  
% inl_GP =  fitrgp(inl(:,1:3), inl(:,4),'KernelFunction','matern52',... 
%     'FitMethod','exact','PredictMethod','exact','Standardize',1,... 
%     'OptimizeHyperparameters','all','HyperparameterOptimizationOptions',... 
%     struct('MaxObjectiveEvaluations',25, 'KFold',5)); 
  
%% after Gaussian process training  
load GP_surrogates.mat 
  
hanford_T = 10.822 + rand(1e5,1)*(13.028 - 10.822); 
hanford_W = normrnd(2.696, 0.274, [1e5,1]); 
hanford_H = normrnd(60.3125, 2.7237, [1e5,1]); 
dose_hanford = predict(hanford_GP,[hanford_T, hanford_W, hanford_H]).*10;  
% mSv 
  
inl_T = 8.494 + rand(1e5,1)*(9.535 - 8.494); 
inl_W = normrnd(4.537, 0.4086, [1e5,1]); 
inl_H = normrnd(57.69, 3.0895, [1e5,1]); 
153 
 
dose_inl = predict(inl_GP,[inl_T, inl_W, inl_H]).*10; % mSv 
  
ornl_T = 15.437 + rand(1e5,1)*(17.059 - 15.437); 
ornl_W = normrnd(3.1289, 0.30534, [1e5,1]); 
ornl_H = normrnd(71.53, 2.303, [1e5,1]); 




% % yticklabels(yticks*100) 
% xlabel('Max. individual dose [rem]') 
% ylabel('Probability') 
% % title('Hanford site prediction of 2020') 
% % title('hanford, wind speed=3.2') 
% hold off 
  
figure('DefaultAxesFontSize',18) 
edges=linspace(.2,.7,51);            
% pick number of bins, points is 1+ that over your range 
N = histcounts(dose_hanford,edges); % get the counts in those bins 
N = N./(1e5); 
x=filter([0.5 0.5],1,edges);        % midpoint of bins; mean of edges 
plot(x(2:end),N, 'LineWidth',2)      
% and plot...N.B. start with second x to get number bins wanted 
line([.4 .4],[0 0.12], 'Color', 'red', 'LineWidth',2) 
xlabel('Max. individual dose [mSv]','FontSize', 18) 
ylabel('Probability','FontSize', 18) 
title('Hanford site prediction of 2020') 
txt = '\leftarrow regulatory limit'; 
text(.4, 0.115,txt,'FontSize', 18) 
hold off 




% % yticklabels(yticks*100) 
% xlabel('Max. individual dose [rem]') 
% ylabel('Probability') 
% title('INL site prediction of 2020') 
% hold off 
  
figure('DefaultAxesFontSize',18) 
edges=linspace(.28, .49,51);      
% pick number of bins, points is 1+ that over your range 
N = histcounts(dose_inl,edges);  % get the counts in those bins 
N = N./(1e5); 
x=filter([0.5 0.5],1,edges);     % midpoint of bins; mean of edges 
plot(x(2:end),N,'LineWidth',2)    
% and plot...N.B. start with second x to get number bins wanted 
line([0.4 0.4],[0 0.09], 'Color', 'red', 'LineWidth',2) 
xlabel('Max. individual dose [mSv]','FontSize', 18) 
ylim([0 0.09]) 
ylabel('Probability','FontSize', 18) 
title('Idaho Falls site prediction of 2020') 
txt = 'regulatory limit \rightarrow'; 
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% % yticklabels(yticks*100) 
% xlabel('Max. individual dose [rem]') 
% ylabel('Probability') 
% title('ORNL site prediction of 2020') 
% hold off 
  
figure('DefaultAxesFontSize',18) 
edges=linspace(0.21,0.31,51);     
% pick number of bins, points is 1+ that over your range 
N = histcounts(dose_ornl,edges); % get the counts in those bins 
N = N./(1e5); 
x=filter([0.5 0.5],1,edges);     % midpoint of bins; mean of edges 
plot(x(2:end),N,'LineWidth',2)    
% and plot...N.B. start with second x to get number bins wanted 
line([0.4 0.4],[0 0.08], 'Color', 'red', 'LineWidth',2) 
xlim([0.2 0.42]) 
xlabel('Max. individual dose [mSv]','FontSize', 18) 
ylabel('Probability','FontSize', 18) 
title('Oak Ridge site prediction of 2020') 
txt = 'regulatory limit \rightarrow'; 
text(0.3, 0.07,txt,'FontSize', 18) 
hold off 
  
%% cdf plots 
% figure() 
% cdfplot(dose_hanford) 
% hold off 
% figure() 
% cdfplot(dose_inl) 
% hold off 
% figure() 
% cdfplot(dose_ornl) 




This code is used to perform the sensitivity study of input variables using the Sobol indices method. 
The methodology is described in Section 2.2.3. 
 
%% 1 - INITIALIZE THE UQLAB FRAMEWORK AND CLEAR THE WORKSPACE 




%% 2 - MODEL 
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%  COMPUTATIONAL MODEL 
% Create a model object that uses the uq_SimplySupportedBeam9points function: 
Model.mFile = 'dose_hanford'; % specify the function name 
myModel = uq_createModel(Model);                
% create and add the model to UQLab 
  
%% 3 - PROBABILISTIC INPUT MODEL 
  
Input.Marginals(1).Name = 'T'; 
Input.Marginals(1).Type = 'Uniform'; 
Input.Marginals(1).Parameters = [10.822, 13.028]; % (m) 
  
Input.Marginals(2).Name = 'wind'; 
Input.Marginals(2).Type = 'Gaussian'; 
Input.Marginals(2).Parameters = [2.696, 0.274]; % (m) 
  
Input.Marginals(3).Name = 'humidity'; 
Input.Marginals(3).Type = 'Gaussian'; 
Input.Marginals(3).Parameters = [60.726, 2.737]; % (m) 
  
myInput = uq_createInput(Input); 
uq_display(myInput); 
 
%% 4 - SENSITIVITY ANALYSIS 
% `Sensitivity analysis is performed by calculating the Sobol' indices for 
% each of the output components separately. 
  
SobolOpts.Type = 'Sensitivity'; 
SobolOpts.Method = 'Sobol'; 
% SobolOpts.Sampling = 'lhs'; 
SobolOpts.Sobol.Order = 1; 
SobolOpts.Sobol.SampleSize = 1e5; 
mySobolAnalysisMC = uq_createAnalysis(SobolOpts); 
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